Information Bottleneck Constrained Latent Bidirectional Embedding for
  Zero-Shot Learning by Liu, Yang et al.
Information Bottleneck Constrained Latent Bidirectional Embedding for
Zero-Shot Learning
Yang Liu,1 Lei Zhou,1 Xiao Bai,1 Lin Gu,2 Tatsuya Harada,2 Jun Zhou3
1 Beihang University, Beijing, China
2 RIKEN AIP, Tokyo, Japan
3 Griffith University, Nathan, Australia
Abstract
Zero-shot learning (ZSL) aims to recognize novel classes by
transferring semantic knowledge from seen classes to unseen
classes. Though many ZSL methods rely on a direct mapping
between the visual and the semantic space, the calibration
deviation and hubness problem limit the generalization ca-
pability to unseen classes. Recently emerged generative ZSL
methods generate unseen image features to transform ZSL
into a supervised classification problem. However, most gen-
erative models still suffer from the seen-unseen bias problem
as only seen data is used for training. To address these issues,
we propose a novel bidirectional embedding based genera-
tive model with a tight visual-semantic coupling constraint.
We learn a unified latent space that calibrates the embedded
parametric distributions of both visual and semantic spaces.
Since the embedding from high-dimensional visual features
comprise much non-semantic information, the alignment of
visual and semantic in latent space would inevitably been de-
viated. Therefore, we introduce information bottleneck (IB)
constraint to ZSL for the first time to preserve essential at-
tribute information during the mapping. Specifically, we uti-
lize the uncertainty estimation and the wake-sleep procedure
to alleviate the noises and improve model abstraction capa-
bility. We evaluate the learned latent features on four bench-
mark datasets. Extensive experimental results show that our
method outperforms the state-of-the-art methods in different
ZSL settings on most benchmark datasets. The code will be
available at https://github.com/osierboy/IBZSL.
Introduction
Thanks to the abundant human annotated data, deep learning
has achieved great success. However, labeling large-scale
data is time consuming and expensive. Inspired by the hu-
man’s remarkable ability in recognizing instances of unseen
classes solely based on class descriptions, zero-shot learn-
ing (ZSL) was proposed as an image classification setting to
mimic the human learning process (Lampert, Nickisch, and
Harmeling 2009). Given the semantic descriptions of both
seen and unseen classes but only the seen class training im-
ages, ZSL aims to classify test images of unseen classes.
Most early ZSL methods learn a direct or indirect map-
ping between the visual space and the semantic space (Akata
et al. 2013; Frome et al. 2013; Romera-Paredes and Torr
2015; Akata et al. 2015b; Xian et al. 2016; Guo et al. 2016;
Kodirov, Xiang, and Gong 2017). However, the performance
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Figure 1: Comparison of existing direct mapping methods
and our latent bidirectional embedding based generative
model. (a) Traditional ZSL frameworks based on direct map-
ping. The hubness problem and calibration deviation make
it difficult to accurately align visual and semantic distribu-
tions in respective space. (b) Our bidirectional embedding
based generative model with a unified latent space. Firstly,
an information bottleneck constraint on the latent bidirec-
tional embedding preserves more essential attribute infor-
mation while eliminating the non-semantic information of
visual features. Secondly, uncertainty estimation is utilized
to alleviate the visual noises and a bias passing mechanism is
designed to solve the unicity of human annotated semantics.
Thirdly, a wake-sleep procedure uses both real and gener-
ated data for joint training to improve the model representa-
tion and abstraction capability.
of these methods is often poor on the more challenging gen-
eralized ZSL (GZSL) setting where the test images belong to
both seen and unseen classes. The reason is that the embed-
ding model is learned only from seen classes, which leads
to a bias towards predicting seen classes. To address this
issue, more recent approaches (Xian et al. 2018b; Mishra
et al. 2018; Wang et al. 2018; Li et al. 2019; Schonfeld et al.
2019; Ma and Hu 2020; Verma, Brahma, and Rai 2020; Yu
et al. 2020) utilize generative models, e.g., generative ad-
versarial networks (GAN) (Goodfellow et al. 2014) or vari-
ational autoencoders (VAE) (Kingma and Welling 2013), to
generate synthetic features of unseen classes. This transfers
ar
X
iv
:2
00
9.
07
45
1v
1 
 [c
s.C
V]
  1
6 S
ep
 20
20
෦𝑎𝑐
𝐸𝑣→𝑙
𝐸𝑎→𝑙
𝐷𝑙→𝑎
𝐷𝑙→𝑣
𝝈
𝐱
𝐜
𝒩 𝝁(𝑣), 𝝈2
𝒩 𝝁(𝑎), 𝝈2
𝜇𝑎
𝝁(𝑣)or 𝝁(𝑎)
෤𝐜
෤𝐱
ℒ𝑉𝐶𝐸 and Reconstruction
𝓛𝑰𝑩
KL-Divergence
Center-Calibration
෤𝐜(𝑦)
෤𝐱(𝑦)
𝐬(𝑣)
𝝁(𝑎)
Wake-sleep procedure
Bias passing
Uncertainty 
estimation 
visual space (v)
semantic space (a) latent space (l)
𝐬(𝑣)or 𝐬(𝑎)
semantic space (a)
visual space (v)
ℒ𝑆𝐶𝐸 and Reconstruction
black eye
black breast
brown wing
…
Figure 2: Illustration of the proposed model. We learn a latent bidirectional embedding based generative model via a modified
VAE network. A unified latent space is simultaneously learned to align visual and semantic distributions. A novel Information
Bottleneck (IB) loss (LIB) is proposed as the constraint between the latent space and the other two spaces. We exploit the data
uncertainty estimation to learn the bias (σ) of the original visual data and share the bias from visual distribution to the semantic
distribution (bias passing). In addition, a wake-sleep procedure is used for joint training of real data and generated data.
the ZSL task to a supervised classification problem. Since
GAN-based loss functions are unstable in training, VAE-
based methods (Schonfeld et al. 2019; Ma and Hu 2020)
were developed to tackle this problem and achieved better
performance. However, most of these generative models still
suffer from the deviation between generated features and un-
seen classes due to the lack of tight visual-semantic cou-
pling.
Since high-dimensional visual features contain non-
semantic information which is redundant for semantic dis-
crimination (Tong et al. 2019; Han, Fu, and Yang 2020;
Shen, Qin, and Huang 2020), it is difficult to well align the
semantic categories to the centers of visual sample distri-
butions when mapping the semantic features to the visual
space. This causes a calibration deviation problem as il-
lustrated in Figure 1. In addition, when high-dimensional
visual features are mapped to a low-dimensional semantic
space, the shrink of feature space would aggravate the hub-
ness problem that some instances in the high-dimensional
space becomes the nearest neighbors of a large number of
instances (Radovanovic, Nanopoulos, and Ivanovic 2010).
To address the above challenges, we propose an informa-
tion bottleneck (IB) (Tishby, Pereira, and Bialek 2000) con-
strained bidirectional embedding based generative model
which utilizes advantages of both embedding model and
generative model to align visual and semantic distributions
in a unified latent space. As shown in Figure 2, our pro-
posed method first learns a latent bidirectional embedding
via a modified VAE network. To facilitate the distribution
alignment, the redundant non-semantic information in the
visual space should be discarded to preserve the attributed
related part when it is flowing to the latent space. To achieve
this, we design an IB loss on the latent bidirectional em-
bedding to impose the mutual information relationships be-
tween feature spaces. Due to the widely existence of noises
such as the labeling noise (Kunran Xu and Gu 2020), the
human annotated semantics are insufficient to fully describe
the diversified visual samples (Ding and Liu 2019). The de-
viation between visual and semantic distributions will accu-
mulate during the embedding process. Therefore, we learn
the bias of the original visual distribution by introducing an
uncertainty estimation technique (Kendall and Gal 2017) to
alleviate the influence of noises. Since one semantic class
may correspond to a variety of visual samples, we also pro-
pose a bias passing mechanism to share this variety bias
to the latent semantic distribution to benefit the distribu-
tions alignment. Since VAE does not incorporated the gen-
erated samples for learning, the latent features generated by
VAE are largely randomized and uncontrollable (Hu et al.
2017, 2018). Therefore, we introduce a wake-sleep proce-
dure (Hinton et al. 1995) that uses both real and generated
data for joint training to improve the model representation
and abstraction capability. Finally, with the generated latent
features, we are able to solve the ZSL as a supervised clas-
sification problem.
The contributions of this paper are as follows. (1) We
propose a novel ZSL method based on information bottle-
neck (IB) constrained generative model with a tight visual-
semantic bidirectional embedding. The IB loss minimizes
the non-semantic information when embedding the visual
domain to latent space. To the best of our knowledge, this
is the first work that adopts the IB theory in ZSL. (2) We
exploit the data uncertainty estimation technique for the first
time in ZSL to learn the bias of visual distribution and de-
sign a bias passing mechanism, which alleviates the noises
and gap between visual features and human annotated se-
mantics. (3) We train the model on both real and generated
data with a wake-sleep training mechanism to improve the
model representation and abstraction capability via a VAE
model. (4) Extensive experiments on both GZSL and con-
ventional ZSL show the superiority of our method.
Related Works
In this section, we review related works on ZSL and specifi-
cally focus on GZSL.
Embedding Models
Embedding models for ZSL focus on learning a direct or
indirect mapping between visual and semantic spaces to
transfer semantic knowledge from seen classes to unseen
classes. There are three typical embedding strategies. The
earliest methods learned the mapping function from the vi-
sual space to the semantic space, which include, for exam-
ple DAP and IAP (Lampert, Nickisch, and Harmeling 2013),
ALE (Akata et al. 2015a), DeViSE (Frome et al. 2013) and
ESZSL (Romera-Paredes and Torr 2015). To alleviate the se-
vere hubness problem caused by embedding from the high-
dimensional visual space to the low-dimensional semantic
space, reverse mapping from the semantic space to the visual
space was proposed for the nearest neighbor classification in
the visual space (Changpinyo, Chao, and Sha 2017; Zhang,
Xiang, and Gong 2017). Some models such as SSE (Zhang
and Saligrama 2015), SYNC (Changpinyo et al. 2016) and
BiDiLEL (Wang and Chen 2017) explore the idea of embed-
ding both visual and semantic features into a common inter-
mediate space. Though these methods perform well in the
ZSL setting, their performance deteriorates on GZSL setting
since there are only seen class features for model training.
Generative models
Recently, abundant generative models (Guo et al. 2017;
Chen et al. 2018; Felix et al. 2018; Kumar Verma et al.
2018; Xian et al. 2018b; Zhu et al. 2018; Li et al. 2019;
Schonfeld et al. 2019; Ma and Hu 2020; Keshari, Singh, and
Vatsa 2020) were proposed to address the training data im-
balance problem between seen and unseen classes by syn-
thesizing unseen class features. Among these, both Gener-
ative Adversarial Networks (GAN) (Chen et al. 2018; Fe-
lix et al. 2018; Zhu et al. 2018; Li et al. 2019), and Varia-
tional Autoencoders (VAE) (Bucher, Herbin, and Jurie 2017;
Kumar Verma et al. 2018; Schonfeld et al. 2019; Ma and
Hu 2020; Keshari, Singh, and Vatsa 2020) have been used
for ZSL. f-CLSWGAN (Xian et al. 2018b) uses a Wasser-
stein GAN (Arjovsky, Chintala, and Bottou 2017; Gulra-
jani et al. 2017) to synthesize samples. LisGAN (Li et al.
2019) exploits the multi-view of each class to guide the sam-
ple generation. Due to the hardness of training GAN based
models, CADA-VAE (Schonfeld et al. 2019) adopts a cross-
aligned VAE to align the visual and semantic distributions
in a latent space. More recently, a new flow-based genera-
tive model (Shen, Qin, and Huang 2020) was introduced to
ZSL which utilizes an invertible generative flow networks to
generate distinguishable samples.
Although generative models have been quite successful in
GZSL, feature generation for unseen classes still needs tight
visual-semantic coupling constraints to alleviate the devia-
tion. Our proposed method combines the advantages of both
embedding and generative model for an accurate alignment
of visual-semantic distributions while generating discrimi-
native image features simultaneously.
Proposed Method
In this section, we first define the problem setting, notations
and then present the details of each module of our method.
Problem Setting and Notations
The GZSL problem is defined as follows. Let XS and XU
denote the image feature sets of seen classes and unseen
classes respectively, X = XS ∪XU . S = {(x, y, c(y))|x ∈
XS , y ∈ YS , c(y) ∈ CS} denotes the training set, where
x ∈ RD are image features extracted by a plain CNN model.
y are the seen class labels which are available during training
and c(y) ∈ RK are attribute features. The auxiliary train-
ing set is U = {(u, c(u))|u ∈ YU , c(u) ∈ CU}, where
u denote unseen class labels. The seen classes and unseen
classes are disjoint, i.e., YS ∩ YU = ∅. Here, C = CS ∪ CU
is used to transfer information between seen classes and
unseen classes. C can be human-annotated attributes (Xian
et al. 2018b) or articles describing the classes (Zhu et al.
2018). In the conventional ZSL, the task is to learn a clas-
sifier fZSL : XU → YU . However, in more realistic and
challenging setup of GZSL, the aim is to learn a classifier
fGZSL : X → YU ∪ YS .
The architecture of the proposed model is shown in Fig-
ure 2. It consists of two sets of latent embedding VAEs with
(Ev→l, Dl→a) and (Ea→l, Dl→v). These two sets of VAEs
share the same latent space l. Ev→l maps visual space v to
latent space l, and Dl→a maps latent space l to semantic
space a. Ea→l maps semantic space a to latent space l, and
Dl→v maps latent space l to visual space v.
Latent Bidirectional Embedding
The goal of our model is to learn a latent space that can accu-
rately align visual and semantic distributions. We first learn
a Visual to Semantic (VS) network VS = Ev→l ◦ Dl→a :
RD → RK to project the visual features through latent space
into semantic space. The latent embedding model is shown
in Figure 3. Because there may be inherent noise in the vi-
sual features (Chang et al. 2020). To reduce the impact of
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Figure 3: Illustration of the latent bidirectional embedding
and data uncertainty estimation. Top: the visual to semantic
network. Here we define the latent representation as a Gaus-
sian distribution to learn the data uncertainty. Bottom: the
semantic to visual network.
data uncertainty, we define the latent representation z(v)i em-
bedded from each visual sample xi as a Gaussian distribu-
tion:
p(z
(v)
i |xi) = N (z(v)i ;µ(v)i ,σ2i I) (1)
where µ(v)i and σ
2
i are the mean and variance of the Gaus-
sian distribution learned by the encoder Ev→l : µ
(v)
i =
Ev→l,φ1(xi), logσ
2
i = Ev→l,φ2(xi), where φ1 and φ2
refer to the model parameters. The re-parameterization
trick (Kingma and Welling 2013) is used to keep gradients
of the model as usual. With this trick, we generate the latent
sampling representation s(v)i as
s
(v)
i = µ
(v)
i + σi,  ∼ N (0, I) (2)
where  is a random noise.
Then, c˜(yi) = Dl→a(s
(v)
i ) projects the latent feature s
(v)
i
into semantic space, i.e., the mapping of a visual sample xi
is calculated as VS(xi):
VS(xi) = c˜(yi) = Dl→a(s
(v)
i ) = Ev→l ◦Dl→a(xi) (3)
The affinity between VS(xi) and the yi-th attribute
feature c(yi) could be measured by their inner product
VS(xi)T c(yi). Then the probability of xi belong to the yi-th
category in semantic space can be calculated as:
pA(yi|xi) = exp(VS(xi)
T c(yi))∑
y∈YS exp(VS(xi)T c(y))
(4)
Then the Semantic Cross-Entropy (SCE) loss can be writ-
ten as:
LSCE = −
∑
i
log pA(yi|xi) (5)
Similarity, we learn a Semantic to Visual (SV) network
SV = Ea→l ◦ Dl→v : RK → RD, which first projects the
semantic feature c(yi) to latent space as µ
(a)
i , then projects
µ
(a)
i to visual space as the generated visual prototype x˜(yi)
for the yi-th category:
SV(c(yi)) = x˜(yi) = Dl→v(µ
(a)
i ) = Ea→l ◦Dl→v(c(yi))
(6)
The probability of xi belong to the yi-th category in visual
space is calculated as:
pV (yi|xi) = exp(x
T
i SV(c(yi)))∑
y∈YS exp(x
T
i SV(c(y)))
(7)
Then the Visual Cross-Entropy (VCE) loss is:
LV CE = −
∑
i
log pV (yi|xi) (8)
The total Cross-Entropy (CE) loss is as follow:
LCE = LSCE + LV CE (9)
In order to learn an accurate latent bidirectional embed-
ding, we perform center calibration for each category. Such
a structured objective requires the center embedding of xi
being closer to the latent embedding of its groundtruth c(yi)
than other classes, the Center Calibration (CC) is defined as:
LCC =
∑
i,y
[∆ + d(Ev→l,φ1(xi), Ea→l(c(y)))
−d(Ev→l,φ1(xi), Ea→l(c(yi)))]+
(10)
where d(·, ·) denotes a certain distance metric. Here, we uti-
lize the Euclidean distance in the experiments. ∆ > 0 is a
margin to make LCC more robust.
Feature Generation
For each category y, there could be many visual samples x,
but the semantic description c of each category is unique.
Thus, this unique semantic attribute c is insufficient to fully
describe the variety of visual samples. Therefore, we assume
the latent semantic distribution similar to the Gaussian dis-
tribution of latent visual features in equation (1). To adapt
to this task, we use two sets of encoder-decoder structures.
Ev→l encodes the visual features xi to a Gaussian distri-
bution N (µ(v)i ,σ2i ) in the latent space, and Ea→l encodes
the semantic feature c(yi) to the center µ
(a)
i of category yi.
Since the latent semantic Gaussian distributionN (µ(a)i ,σ2i )
should be consistent with the latent visual distribution, we
design a bias passing mechanism to share the bias for the la-
tent semantic distribution. Then we use the decoders Dl→a
to decode µ(v)i or µ
(a)
i to semantic feature c˜(yi), and use
Dl→v to decode s
(v)
i ∼ N (µ(v)i ,σ2i ) or s(a)i ∼ N (µ(a)i ,σ2i )
to visual feature x˜i. Finally, the loss for the modified VAE
can be written as:
LV AE = Eqφ(s(v)|x)[log pθ1(c|s(v))]
+Eqφ(s(a)|c)[log pθ1(c|s(a))]
+Eqφ(s(v)|x)[log pθ2(c|s(v))]
+Eqφ(s(a)|c)[log pθ2(c|s(a))]
−βDKL(qφ(s(v)|x)||N (µ(a), I))
(11)
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Figure 4: The wake-sleep procedure. The features repre-
sented as dotted line are generated. In the wake phase, we
use real visual data x to train the model representation capa-
bility. In the sleep phase, the generated visual data x˜ is used
to train the model abstraction capability.
where,φ refers to the parameters ofEv→l andEa→l, θ1 and
θ2 refer to the parameters of Dl→a and Dl→v , respectively.
Information Bottleneck Constraint
In our method, information is gradually disentangled from
the visual space through the latent space to the seman-
tic space. The semantic feature c is related disentangled
attribute information while the visual feature x has high-
dimensional entangled non-semantic information. There-
fore, we hope that the latent feature s should contain as
much semantic information of c as possible while discard
the redundant non-semantic information of x. In informa-
tion theory, the dependence between two random variables
could be measured by mutual information I(·; ·). As illus-
trated in Figure 1, we maximize the mutual information be-
tween the semantic space and the latent space (I(s; c)) and
minimize the mutual information between the visual space
and the latent space (I(s;x)). We define a information bot-
tleneck (IB) (Tishby, Pereira, and Bialek 2000) to constrain
the information relationship between spaces:
max I(s; c)− ηI(s;x) (12)
Since s may be sampled from different distributions like
N (µ(v),σ2) or N (µ(a),σ2) in our model, we resample
s∗ ∼ N (µ∗,σ2), where µ∗ = αµ(v) + (1− α)µ(a) with a
uniform distribution α ∼ U(0, 1).
Since the VAE model does not utilize the generated sam-
ples for training, the latent features generated are largely ran-
domized and uncontrollable. Inspired by the work of Hu et
al. (Hu et al. 2018), we train the modified VAE model in a
wake-sleep procedure, using real data and generated data for
joint training. The extended wake-sleep procedure is shown
in Feature 4. In the wake phase, we use real visual data x
to train the feature representation capability of the model. In
the sleep phase, we use generated data x˜ to train the abstrac-
tion capability of the model. So that the model can gener-
ate disentangled latent features. The wake-sleep information
bottleneck constraint is as follow:
max[I(s∗; c)− ηI(s∗;x)] + λ[I(s˜∗; c)− ηI(s˜∗; x˜)] (13)
where s˜∗ is the latent embedding representation of x˜.
Since the information bottleneck with high dimension is
intractable to calculate, we follow the strategy proposed by
Alemi et al. (Alemi et al. 2016). The Information Bottleneck
(IB) loss is shown as follow:
LIB = 1
N
N∑
i=1
E[− log q(c(yi)|Dl→a(s∗i ))]
+ηDKL[qφ(s
∗|xi, c(yi))||r(z)]
(14)
where r(z) is a standard normal distribution in the experi-
ments. η is initialized to 10−5 and changed with IB loss.
Finally, the overall loss of the proposed model is defined
as:
L = LV AE + γLCE + δLCC + τLIB (15)
where γ, δ and τ are the weighting factors of the cross
entropy loss, center calibration and information bottleneck
loss, respectively.
Implementation Details
In our modified VAE model, we utilized multilayer percep-
trons to implement the encoders (Ev→l and Ea→l) and de-
coders (Dl→a and Dl→v). The encoders Ev→l and Ea→l
had 1560 and 1450 hidden units, respectively. The hidden
units of Dl→a and Dl→v were 665 and 1660, respectively.
The latent embedding dimensions were 64 for AWA2 and
aPY and 256 for CUB and SUN. β, λ, γ, δ and τ were set
to 0.5, 0.1, 1.0, 0.1 and 1.0. The margin ∆ was set to 10−3.
Adam optimizer (Kingma and Ba 2014) was used for train-
ing, the epoch size was 120 and the batch size was 64. Af-
ter the model training, the encoders Ev→l and Ea→l trans-
formed the visual features of seen classes and attribute fea-
tures of unseen classes into the unified latent space. Finally,
we trained a softmax classifier to classify latent features.
Experiments
We evaluated our framework on four widely used bench-
mark datasets including CUB-200-2011 (CUB) (Welinder
et al. 2010), SUN attribute (SUN) (Patterson and Hays
2012), attributes Pascal and Yahoo (aPY) (Farhadi et al.
2009) and Animals with Attributes 2 (AWA2) (Xian et al.
2018a) for the GZSL. We extracted a 2,048-dimensional
CNN features for images using ResNet-101 (He et al. 2016)
as the visual features. The pre-defined attributes on each
dataset were used as the semantic descriptors. Moreover, we
adopted the Proposed Split (PS) (Xian et al. 2018a) to divide
all classes into seen and unseen classes on each dataset.
The performance of our method is evaluated by per-
class Top-1 accuracy. In GZSL, since the test set is com-
posed of seen and unseen images, the Top-1 accuracy eval-
uated respectively on seen classes, denoted as S, and un-
seen classes, denoted as U. Their harmonic mean, defined
as H = (2× S×U)/(S+U) (Xian et al. 2018a), are used to
evaluate the performance of GZSL.
Comparison with the State-of-the-Art
We selected several state-of-the-art GZSL methods for
comparison, which include non-feature generation meth-
ods ALE (Akata et al. 2013), DeViSE (Frome et al.
2013), ESZSL (Romera-Paredes and Torr 2015), SJE (Akata
Table 1: Results of the state-of-the-arts generalized zero-shot learning.
Methods CUB AWA2 SUN aPY
U S H U S H U S H U S H
ALE (Akata et al. 2013) 23.7 62.8 34.3 14.0 81.8 23.9 21.8 33.1 26.3 4.6 73.3 8.7
DeViSE (Frome et al. 2013) 23.8 53.0 32.8 17.1 74.7 27.8 16.9 27.4 20.9 4.9 76.9 9.2
ESZSL (Romera-Paredes and Torr 2015) 12.6 63.8 21.0 5.9 77.8 11.0 11.0 27.9 15.8 2.4 70.1 4.6
SJE (Akata et al. 2015b) 23.5 59.2 33.6 8.0 73.9 14.4 14.7 30.5 19.8 3.7 55.7 6.9
LATEM (Xian et al. 2016) 15.2 57.3 24.0 11.5 77.3 20.0 14.7 28.8 19.5 0.1 73.0 0.2
SYNC (Changpinyo et al. 2016) 11.5 70.9 19.8 10.0 90.5 18.0 7.9 43.3 13.4 7.4 66.3 13.3
SAE (Kodirov, Xiang, and Gong 2017) 7.8 54.0 13.6 1.1 82.2 2.2 8.8 18.0 11.8 0.4 80.9 0.9
SP-AEN (Chen et al. 2018) 34.7 70.6 46.6 23.3 90.0 37.1 24.9 38.6 30.0 13.7 63.4 22.6
TCN (Jiang et al. 2019) 52.6 52.0 52.3 61.2 65.8 63.4 31.2 37.3 34.0 24.1 64.0 35.1
TripletLoss (Cacheux, Borgne, and Crucianu 2019) 55.8 52.3 53.0 48.5 83.2 61.3 47.9 30.4 36.8 - - -
SE-GZSL (Kumar Verma et al. 2018) 41.5 53.3 46.7 58.3 68.1 62.8 40.9 30.5 34.9 - - -
CVAE-ZSL (Mishra et al. 2018) - - 34.5 - - 51.2 - - 26.7 - - -
f-CLSWGAN (Xian et al. 2018b) 43.7 57.7 49.7 53.8 68.2 60.2 42.6 36.6 39.4 - - -
LisGAN (Li et al. 2019) 46.5 57.9 51.6 54.3 68.5 60.6 42.9 37.8 40.2 34.3 68.2 45.7
GDAN (Huang et al. 2019) 39.3 66.7 49.5 32.1 67.5 43.5 38.1 89.9 53.4 30.4 75.0 43.4
CADA-VAE (Schonfeld et al. 2019) 51.6 53.5 52.4 55.8 75.0 63.9 47.2 35.7 40.6 - - -
ABP (Zhu et al. 2019) 47.0 54.8 50.6 55.3 72.6 62.6 45.3 36.8 40.6 - - -
OCD-CVAE (Keshari, Singh, and Vatsa 2020) 44.8 55.9 51.3 59.5 73.4 65.7 44.8 42.9 43.8 - - -
Ours 52.2 56.2 54.1 56.0 80.0 65.9 43.8 37.8 40.6 34.2 69.8 45.9
Table 2: Results of conventional zero-shot learning.
Methods CUB AWA2 SUN aPY
ALE 54.9 62.5 58.1 39.7
DeViSE 52.0 59.7 56.5 39.8
ESZSL 53.9 58.6 54.5 38.3
SJE 53.9 61.9 53.7 32.9
LATEM 49.3 55.8 55.3 35.2
SYNC 55.6 46.6 56.3 23.9
SAE 33.3 54.1 40.3 8.3
TCN 59.5 71.2 61.5 38.9
SE-GZSL 59.6 69.2 63.4 -
CVAE-ZSL 52.1 65.8 61.7 -
f-CLSWGAN 57.3 - 60.8 -
LisGAN 58.8 - 61.7 43.1
ABP 58.5 70.4 61.5 -
OCD-CVAE 60.3 71.3 63.5 -
Ours 62.2 70.1 64.2 43.5
et al. 2015b), LATEM (Xian et al. 2016), SYNC (Chang-
pinyo et al. 2016), SAE (Kodirov, Xiang, and Gong
2017), SP-AEN (Chen et al. 2018), TCN (Jiang et al.
2019), TripletLoss (Cacheux, Borgne, and Crucianu 2019)
and feature generation based methods SE-GZSL (Ku-
mar Verma et al. 2018), CVAE-ZSL (Mishra et al. 2018),
f-CLSWGAN (Xian et al. 2018b), LisGAN (Li et al. 2019),
GDAN (Huang et al. 2019) CADA-VAE (Schonfeld et al.
2019), ABP (Zhu et al. 2019), OCD-CVAE (Keshari, Singh,
and Vatsa 2020). Table 1 shows the results of different meth-
ods on four datasets. It can be seen that our proposed method
outperforms all the ten compared non-feature generation
methods with a large margin for the harmonic mean results.
Moreover, our method significantly improve the Top-1 ac-
curacy on unseen classes benefit from the generated unseen
class samples. Compared with the feature generation based
methods, our method can also achieve the best harmonic
mean results on CUB, AWA2 and aPY. Since the IB con-
strained bidirectional embedding between the visual space
and the semantic space can preserve essential attribute in-
formation and discard the non-semantic information.
To further demonstrate the effectiveness of our method.
We also compared our method under the conventional ZSL
setting that the test image only belongs to unseen classes. As
shown in Table 2, our proposed method achieves the best for
three out of the four datasets.
Ablation Study
We conducted ablation experiments to verify the effective-
ness of the proposed modules. Table 3 shows the influ-
ence of different losses. We can see that our proposed
method achieves the best harmonic mean results with all the
losses. Specifically, the proposed IB loss can significantly
improve the performance. For the proposed wake-sleep IB
constraint, we also performed ablation study with different
conditions on CUB, as shown in Table 4. It can be seen
that the IB loss constrained on the generated seen classes
features (Sleep(S)) has significantly improved the classifi-
cation accuracy of the seen classes and conventional ZSL.
Accordingly, the IB loss constrained on the generated un-
seen classes features (Sleep(U)) also improves the result
of unseen classes. Our method achieves the highest har-
monic mean result under the wake-sleep IB constraint. In
addition, we use N (µ(a), I) to replace the latent seman-
Table 3: Ablation study of the proposed modules.
Loss CUB AWA2 SUN aPY
LV AE LCE LCC LIB U S H U S H U S H U S H
" " 46.6 56.9 51.2 52.8 77.9 62.9 40.1 35.7 37.7 32.7 61.8 42.8
" " " 50.8 56.6 53.5 54.2 77.0 63.6 43.8 36.9 40.1 32.1 66.7 43.3
" " " 51.0 56.3 53.5 53.2 80.7 64.1 41.8 37.8 39.7 34.7 65.4 45.3
" " " " 52.2 56.2 54.1 56.0 80.0 65.9 43.8 37.8 40.6 34.2 69.8 45.9
Table 4: Ablation study of wake-sleep IB constraint on
CUB dataset. Wake phase only uses real data for training.
Sleep(S/U) phase uses generated seen/unseen classes data
for training.
Wake Sleep(S) Sleep(U) ZSL U S H
" 60.5 50.0 55.4 52.5
" " 61.9 48.7 58.5 53.1
" " 60.9 51.6 54.8 53.2
" " " 62.2 52.2 56.2 54.1
(a) CUB (b) AwA2
(c) SUN (d) aPY
Figure 5: The influence of the latent feature dimensions.
tic distribution N (µ(a),σ2) to verify the effectiveness of
the proposed bias passing mechanism. The results on four
datasets are CUB(H=53.6), AWA2(H=64.3), SUN(H=39.5)
and aPY(H=45.5). It shows that the bias passing mechanism
can alleviate the visual and semantic noises problem.
Further Analyses
We first evaluated our method with different dimensions of
latent features, as shown in Figure 5. The harmonic mean
results have less fluctuation with different latent feature di-
mensions on four datasets. Our method achieves the best
performance on CUB and SUN with the latent feature di-
Figure 6: The influence of different numbers of generated
features per seen and unseen classes.
mensions equal to 256. The best results are reached for
AWA2 and aPY when the latent feature dimension is 64. We
speculate the reason is that on the one hand the CUB and
SUN are fine-grained datasets which need more information
to distinguish. On the other hand, excessive dimensions lead
to redundant information.
Then we show the influence of different numbers of gen-
erated features per seen and unseen classes on CUB. Fig-
ure 6 reports the harmonic mean results of GZSL. We can
see that the GZSL performance of our method increases with
more generated unseen features in most cases and when the
number of generated unseen features is twice the generated
seen features, our method achieves the best result.
Visualization Result
We use the t-SNE (Maaten and Hinton 2008) to visualize our
latent features used for final GZSL classification. Figure 7
shows the distributions of the latent features of 50 classes
on CUB dataset. The top is the latent visual embedding fea-
tures and the bottom is the latent semantic embedding fea-
tures. From the almost consistent distribution, we can see
our latent features can well align visual and semantic distri-
butions.
Green Violetear
Caspian Tern
Red cockaded Woodpecker
Figure 7: Visualization of the latent feature distributions.
The top is the latent visual embedding features and the bot-
tom is the latent semantic embedding features.
Conclusion
In this paper, we have introduced a novel bidirectional em-
bedding based generative model for zero-shot learning. This
method learns a unified latent space to align the feature dis-
tributions of both visual domain and semantic domain. A
novel information bottleneck (IB) constrained latent bidi-
rectional embedding allows the latent features to contain
more essential attributes related information while discard-
ing non-semantic information flowed from the visual fea-
tures. In addition, data uncertainty estimation and wake-
sleep procedure are introduced to facilitate latent distribu-
tions alignment. The proposed method has outperformed
several state-of-the-art methods in different ZSL settings in
experimental comparison, showing the advantages of our ap-
proach.
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