Let O be a compact discrete valuation ring of characteristic zero. Given a module M of matrices over O, we study the generating function encoding the average sizes of the kernels of the elements of M over finite quotients of O. We prove rationality and establish fundamental properties of these generating functions and determine them explicitly for various natural families of modules M . Using p-adic Lie theory, we then show that special cases of these generating functions enumerate orbits and conjugacy classes of suitable linear p-groups.
Introduction
This article is devoted to certain generating functions Z M (T ) ("ask zeta functions") attached to modules M of matrices over compact discrete valuation rings. The coefficients of Z M (T ) encode the average sizes of the kernels of the elements of M over finite quotients Rank distributions and the average size of a kernel. In addition to group-theoretic problems such as those indicated above, this article is also inspired by questions and results from probabilistic linear algebra. For an elementary example, to the author's knowledge, the number
of d × e matrices of rank r with entries in a finite field F q was first recorded by Landsberg [47] . More recently, probabilistic questions surrounding the distribution of ranks in sets of matrices over finite fields have been studied, see e.g. [3, 6, 13, 25] and [46, Ch. 3] ; for applications, see [49, 63] . Let R be a ring, let V and W be R-modules with |V |, |W | < ∞, and let M ⊂ Hom(V, W ) be a submodule. In the following, we are primarily interested in the case that R is finite Linial and Weitz [50] gave the following formula for ask(M d×e (F q )); the same result appeared (with a different proof) in a recent paper by Fulman and Goldstein [28, Lem. 3.2] which also contains further examples of ask(M ). Proposition 1.1. ask(M d×e (F q )) = 1 + q d−e − q −e .
As we will see later, for a linear p-group G GL(V ) with a sufficiently strong Lie theory, |V /G| and k(G) are both instances of ask(g) for suitable linear Lie algebras g.
Orbit-counting and conjugacy class zeta functions. In the literature, numbers of the form |V /G|, k(G), and ask(M | V ) for R-modules V and W , a linear group G GL(V ), and M ⊂ Hom(V, W ) were primarily studied in the case that R = F q is a finite field. Instead of individual numbers, we consider families of such numbers obtained by replacing F q by the finite quotients of suitable rings.
We will use the following notation throughout this article. Let K be a non-Archimedean local field and let O be its valuation ring-equivalently, O is a compact discrete valuation ring with field of fractions K; we occasionally write O K instead of O and similarly below. For example, K could be the field Q p of p-adic numbers (in which case O = Z p is the ring of p-adic integers) or the field F q ((t)) of formal Laurent series over F q (in which case O = F q [[t] ]). Let P denote the maximal ideal of O. Let K := O/P be the residue field of K and let q and p denote the size and characteristic of K, respectively. We write P n = P · · · P for the nth ideal power of P; on the other hand, (ii) The orbit-counting zeta function of G is Z oc
The study of these generating functions usually involves the Dirichlet series Z cc G (q −s ) and Z oc G (q −s ) which justifies calling them "zeta functions". Conjugacy class zeta functions were introduced by du Sautoy [22] who established their rationality for O = Z p . Berman et al. [5] investigated Z cc G(O) (T ) for Chevalley groups G. Special cases of the functions Z oc G (T ) have previously appeared in the literature. In particular, Avni et al. [2, Thm E] determined orbit-counting zeta functions associated with the coadjoint representations of GL 3 and group schemes of the form GU 3 .
Conjugacy class and orbit-counting zeta functions are natural analogues of the numbers of conjugacy classes and orbits of finite groups from above. For example, it is a natural generalisation of Higman's conjecture to ask, for each fixed d, whether Z cc U d (O K ) (T ) is given by a rational function in q K and T as a function of K.
The definition of Z M (T ). We now introduce the protagonist of this article. Let V and W be finitely generated O-modules. We frequently write V n = V ⊗O n and W n = W ⊗O n , where, in the absence of subscripts, tensor products are always taken over O. Given a submodule M ⊂ Hom(V, W ), we let M n denote the image of M under the natural map Hom(V, W ) → Hom(V n , W n ), a → a ⊗ id On ; we note that the natural surjection M ⊗ O n M n need not be an isomorphism. Hence, for a submodule M ⊂ M d×e (O), we obtain M n ⊂ M d×e (O n ) by reducing the entries of all matrices in M modulo P n . This article is devoted to generating functions of the following form. In contrast to the probabilistic flavour of the work on the numbers ask(M | V ) cited above, our investigations of the functions Z M (T ) draw upon results and techniques that have been previously applied in asymptotic group theory and, specifically, the theory of zeta functions (representation zeta functions, in particular) of groups and other algebraic structures; for recent surveys of this area, see [45, 68, 69] .
Results I: fundamental properties and examples of ask zeta functions. Our central structural result on the functions Z M (T ) is the following.
Theorem 1.4. Let O be the valuation ring of a non-Archimedean local field of characteristic zero. Let M ⊂ M d×e (O) be a submodule. Then Z M (T ) is rational, i.e. Z M (T ) ∈ Q(T ).
For example, Z {0 d×e } (T ) = 1/(1 − q d T ). At the other extreme, we will obtain the following generalisation of Proposition 1.1.
Proposition 1.5. Let O be the valuation ring of a non-Archimedean local field of arbitrary characteristic. Let q be the residue field size of O. Then
Note that since Z M d×e (O) (T ) = 1 + (1 + q d−e − q −e )T + O(T 2 ), Proposition 1.5 indeed generalises Proposition 1.1. Apart from proving Proposition 1.5, in §5, we will also determine Z M (T ) for traceless (Corollary 5.8), symmetric (Proposition 5.11), anti-symmetric (Proposition 5.9), upper triangular (Proposition 5.13), and diagonal (Corollary 5.15) matrices. We will also explain why many of our formulae are of the same shape as (1.1).
Our proofs of Theorem 1.4, Proposition 1.5, and various other results in this article rest upon expressing the functions Z M (T ) in terms of p-adic integrals (Theorem 4.5). These integrals can then be studied using powerful techniques developed over the past decades, primarily in the context of Igusa's local zeta function (see [17, 38] for introductions). Our use of these techniques is similar to and inspired by their applications in the theory of zeta functions of groups, primarily in the study of representation growth (see [1, 42, 61, 67] ). In particular, Theorem 1.4 follows from rationality results going back to Igusa and Denef. Using a theorem of Voll [67] we will furthermore see that the identity
is no coincidence (Theorem 4.15). Our p-adic formalism is also compatible with our previous computational work (summarised in [57] ) which allows us to explicitly compute numerous further examples of Z M (T ); see §8 for some of these. While "random matrices" over local fields have been studied before (see e.g. [27] ), the author is not aware of previous applications of the particular techniques employed (and the point of view taken) here.
Results II: ask zeta functions and asymptotic group theory. We say that a formal power series 
As before, we write O n = O/P n and V n = V ⊗ O n . Then G acts on each of the finite sets V n and, extending our previous definition of the orbit-counting zeta function Z oc G (T ) (Definition 1.2(ii)), we let
In the setting of Theorem 1.6, by linearising the orbit-counting lemma using p-adic Lie theory, we will see that for sufficiently large m, there exists
G m (T ). Theorem 1.6 then follows immediately. In addition to using group theory to deduce properties of ask zeta functions such as Theorem 1.6, we will see that, conversely, our methods for studying ask zeta functions allow us to deduce results on both orbit-counting and conjugacy class zeta functions. As we will now sketch, this direction is particularly fruitful for unipotent groups. For a Lie algebra g over a ring R, let ad : g → gl(g) denote its adjoint representation given by 
For example, we may use Theorem 1.7 and the methods for computing Z M (T ) developed below in order to compute "generic" conjugacy class zeta functions arising from all unipotent algebraic groups of dimension at most 5 over a number field (see §8.3).
Outline. In § §2- §3, we collect elementary facts on ask(M | V ) and Z M (T ). We then derive expressions for Z M (T ) in terms of p-adic integrals in §4. In §5, we use these to compute explicit formulae for Z M (T ) for various modules M . Next, in §6, we discuss a relationship between the functions Z M (T ) and "constant rank spaces" studied extensively in the literature. In §7, we explore the aforementioned connection between ask, conjugacy class, and orbit-counting zeta functions. In particular, we prove Theorems 1.6-1.7. Finally, given that most of the explicit formulae for Z M (T ) obtained in § §5-6 are quite tame, §8 contains a number of "wild" examples of Z M (T ) and Z cc G (T ).
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Elementary properties of average sizes of kernels
We collect some elementary observations on average sizes of kernels. Throughout, let R be a ring, let V and W be R-modules with |V |, |W | < ∞, and let M ⊂ Hom(V, W ) be a submodule.
Rank varieties
In the case of a finite field R = F q , ask(M | V ) admits a natural geometric interpretation. Namely, by choosing a basis of M , we may identify M = A Fq (F q ), where = dim Fq (M ) and
in fact, by replacing q by q f on the right-hand side, we express ask(M ⊗ Fq F q f | V ⊗ Fq F q f ) using a formula which is valid for any f 1. However, even for M = M d×e (F q ), this approach yields a fairly complicated interpretation of Proposition 1.1.
Kernels and orbits
One simple yet crucial observation contained in the proof of [50, Thm 1.1] is the following connection between the sizes of the kernels Ker(a) (a ∈ M ) and those of the "orbits"
, where x ∈ V and c M (x) := {a ∈ M : xa = 0}; note that in contrast to orbits under group actions, the sets xM always overlap.
We give two proofs of this lemma. The first is a combinatorial version of a probabilistic argument in the proof of [50, Thm 1.1]. We include it here since our terminology is different from theirs; similar arguments appear in [51] .
First proof of Lemma 2.1. By computing #{(x, a) ∈ V × M : xa = 0} in two ways, we obtain
Our second proof of Lemma 2.1 already hints at the connection between average sizes of kernels and orbits of linear groups, a subject further explored in §7. Recall that for a finite group G acting on a finite set X, the orbit-counting lemma asserts that
Second proof of Lemma 2.1. The rule a → a * := 1 a 0 1 yields an isomorphism of (M, +) onto a subgroup M * of GL(V ⊕ W ). We claim that the natural bijection
In order to deduce Proposition 1.1 from Lemma 2.1, note that
Direct sums
Proof. 
with a i x i = 0 for 1 i r and Ker(a ) consists of those y ∈ R e with a i y i = 0 for 1 i r.
Reduction modulo a and base change R → R/a
Let V and W be finitely generated R-modules, the underlying sets of which need not be finite. As before, let M ⊂ Hom(V, W ) be a submodule. Let a R with |R/a| < ∞.
M a need not be injective. However, if M is finitely generated, then M ⊗ R R/a is finite and we obtain the following expression for ask(M a | V a ).
Lemma 2.5. Suppose that M is finitely generated. Then
3 Basic algebraic and analytic properties of Z M (T ) and ζ M (s)
Average sizes of kernels and Dirichlet series: ζ M (s)
While our main focus is on the generating functions Z M (T ) from the introduction, it is natural to also consider a global analogue. First suppose that R is a ring which contains only finitely many ideals a of a given finite norm |R/a|. (i) Define a formal Dirichlet series
where the sum extends over the ideals of finite norm of R.
(ii) Let α M ∈ [−∞, ∞] denote the abscissa of convergence of ζ M (s).
Abscissae of convergence: local case
Let K be a local field of arbitrary characteristic with valuation ring O and residue field size q. 
Our choice of terminology will be justified by Proposition 4.12.
Proof. The upper bound follows since ask(
Similarly, the lower bound follows from Lemma 2.1 and
by inserting e − r zero columns in some fixed positions. Then gor(M ) = r, ζ M (s) = ζ M d×r (O) (s), and it will follow from Proposition 1.5 that α M = max(d − r, 0). In particular, the bounds in Proposition 3.3 are optimal. We note that Example 8.1 below illustrates that the meromorphic continuation of ζ M (s) (cf. Theorem 1.4) may have real poles less than d − e.
Abscissae of convergence in the global case and Euler products
Let k be a number field with ring of integers o. Let V k denote the set of non-Archimedean places of k. For v ∈ V k , let k v be the v-adic completion of k and let o v be its valuation ring. We let q v denote the size of the residue field 
To that end, the natural isomorphism
. Part (ii) thus follows from Lemma 2.5. 
Further analytic properties of ζ M (s) in a global setting will be derived in §4.4.
Hadamard products
Recall that the Hadamard product F (T ) G(T ) of formal power series F (T ) = ∞ n=0 a n T n and G(T ) = ∞ n=0 b n T n with coefficients in some common ring is
The following is an immediate consequence of Lemma 2.2.
Corollary 3.6. Let K be a local field of arbitrary characteristic with valuation ring O.
We note that Hadamard products of rational generating functions are well-known to be rational (see [60, Prop. 4 
.2.5]).
Thus, various questions on the series Z M (T ) are reduced to the case of square matrices.
Rescaling
Let O be the valuation ring of a non-Archimedean local field K of arbitrary characteristic.
Rationality of Z M (T ) and p-adic integration
Unless otherwise stated, in this section, K is a non-Archimedean local field of arbitrary characteristic with valuation ring O. Given a submodule M ⊂ M d×e (O), we use the original definition of ask(M | V ) as well as the alternative formula in Lemma 2.1 to derive two types of expressions for Z M (T ) in terms of p-adic integrals. In §4.1, we describe a general setting for rewriting certain generating functions as integrals. By specialising to the case at hand, in §4.2, we obtain two expressions for Z M (T ) (Theorem 4.5) in terms of functions K M and O M that we introduce. In §4.3, we derive explicit formulae (in terms of the absolute value of K and polynomials over O) for these functions. These formulae serve two purposes. First, using established rationality results from p-adic integration, they allow us to deduce Theorem 1.4. Secondly, these formulae, in particular the one based on O M (and hence on Lemma 2.1), lie at the heart of explicit formulae such as Proposition 1.5 in §5.
Generating functions and p-adic integrals
Let Z be a free O-module of finite rank d and let U ⊂ Z be a submodule. By the elementary divisor theorem, there exists a unique sequence (
In that case, if U has rank , say, then |U n | = q n . The general case is only slightly more complicated.
We let ν denote the valuation on K with value group Z. Let | · | be the absolute value on K with |π| = q −1 for π ∈ P \ P 2 ; we write A = sup(|a| : a ∈ A).
. In particular, for y ∈ O with ν(y) = n,
Proof. Clearly, |U n | = q i=1 min(n−λ i ,0) and the first identity follows from min(0, n − a) = n − min(n, a); the second claim then follows immediately.
The following result is concerned with generating functions associated with a given family of "weight functions" f n : U n → R 0 . Given a free O-module W of finite rank, let µ W denote the Haar measure on W with µ W (W ) = 1.
and extend F to a map Suppose that δ 0 satisfies
Proof. First note that the left-hand side of (4.1) converges for Re(s) > δ. Further note that we may ignore the case y = 0 on the right-hand side as it occurs on a set of measure zero.
Let R n ⊂ U be a complete and irredundant set of representatives for the cosets of U n and let 
Z M (T ) and the functions
Definition 4.4. Define
Note that for y = 0, 1 
Proof. The given formulae for (
, respectively. In detail, the first equality follows from Lemma 4.2 with
Explicit formulae for K M and O M
As before, let M ⊂ M d×e (O) be a submodule. In order to use Theorem 4.5 for theoretical investigations or explicit computations of Z M (T ), we need to produce sufficiently explicit formulae for K M (a, y) or O M (x, y).
The sizes of kernels and images
Let a ∈ M d×e (O) have rank r over K. Fix π ∈ P \ P 2 . By the elementary divisor theorem, there are 0
We call (λ 1 , . . . , λ r ) the equivalence type of a. For a set of polynomials f (Y ), we write f (y) = {f (y) : f ∈ f }.
Proof. The first part is elementary linear algebra. Part (ii) then follows from
For 0 i n, the map O n → O n given by multiplication by π i has kernel and image size q i and q n−i , respectively. Parts (iii)-(iv) thus follow from equation (4.2).
A formula for K M
We use Lemma 4.6 in order to derive a formula for K M (a, y).
By the following, grk(M ) is the rank of a "generic" matrix in M in any meaningful sense. 
Proof. Let r denote the right-hand side in (i). Then r is the largest number such that some r × r minor, m(λ 1 , . . . , λ ) say, of λ 1 a 1 + · · · + λ a is non-zero. In particular, grk(M ) r. Conversely, since m(λ 1 , . . . , λ ) = 0, we find c 1 , . . . , c ∈ O with m(c 1 , . . . , c ) = 0 whence grk(M ) r. Finally, the well-known fact (provable using induction and Fubini's theorem) that the zero locus of a non-zero polynomial over K has measure zero implies (ii).
Excluding a set of measure zero, we thus obtain the following formula for K M (a, y). 
.
Proof. Immediate from Lemma 4.6(ii)-(iii).
Hence, using Theorem 4.5, we conclude that
Rationality and variation of the place
As in the proof of Proposition 4.8, we may replace the f i (Y ) in (4.3) by polynomials in a chosen system of coordinates of M . We may thus interpret the integral in (4.3) as being defined in terms of valuations of polynomial expressions in dim K (M ⊗ K) + 1 variables. Integrals of this form have been studied extensively. In particular, using well-known results going back to work of Igusa and Denef (see [17] ), initially for a single polynomial and later extended to families of polynomials (see, in particular, work of du Sautoy and Grunewald [23] , Veys and Zúñiga-Galindo [66] , and Voll [67] ), we obtain the following two results, the first of which implies and refines Theorem 1.4.
Corollary 4.10. Let O be the valuation ring of a local field of characteristic zero and let
Moreover, in a global setting, the dependence of Euler factors on the place is as follows. 
A formula for O M
As in the case of K M , we can produce a formula for
. For example, we may choose generators a 1 , . . . , a of M as an O-module and take
Recall the definition of gor(M ) in Definition 3.2. The following is proved in the same way as Proposition 4.8. 
The following analogue of Corollary 4.13 is obtained using Lemma 4.6(ii),(iv).
Theorem 4.5 thus provides us with the following counterpart of (4.3):
Despite the essentially identical shapes of the integrals in (4.3) and (4.6), either type might be vastly more useful for explicit computations of specific examples. In particular, §5 is concerned with examples of Z M (T ) that can be easily computed using (4.6) and §6 considers the analogous situations for (4.3). A very similar phenomenon was exploited by O'Brien and Voll [53, §5] in their enumeration of conjugacy classes of certain relatively free p-groups. 
Local functional equations and global analytic properties
Functional equations under "inversion of the prime" are a common (but not universal) phenomenon in the theory of local zeta functions. Denef and Meuser [18] showed that for a homogeneous polynomial over a number field, almost all of its associated local Igusa zeta functions satisfy such a functional equation. Vastly generalising their result, Voll [67] established functional equations for numerous types of zeta functions arising in asymptotic algebra and expressible in terms of p-adic integrals. Using the formalism developed above, we may deduce the following; recall the notation from §3.3. 
Theorem 4.15. Let k be a number field with ring of integers
Based on work of du Sautoy and Grunewald [23] , Duong and Voll [26] studied analytic properties of Euler products of functions of the same form as the H v (s) in (4.7). In particular, their findings allow us to deduce the following. 
Full matrix algebras, classical Lie algebras, and relatives
In this section, let O be the valuation ring of a non-Archimedean local field of arbitrary characteristic. Apart from proving Proposition 1.5, we compute examples of Z g (T ), where g ranges over various infinite families of matrix Lie algebras. At the heart of these computations lies the notion of "O-maximality" introduced in §5.1. 
O-maximality
The above inequality is sharp (cf. the comments after Proposition 3.3): 
all (x, y) ∈ V × O outside a set of measure zero. Proposition 1.5 serves as a blueprint for Z M (T ) whenever M is O-maximal:
Proof. Combine (4.6) and Lemma 5.2.
We will repeatedly use the following lemma to prove O-maximality.
. . , gor(M ), the ideal of O[X] generated by the i × i minors of C(X) contains
X i 1 , . . . , X i d . Then M is O-maximal.
Proof. As in §4.3.4, let g i (X) be the set of non-zero i × i minors of C(X). Let
Since the constant term of each f (X) ∈ g i (X) vanishes for 1 i gor(M ) (see the proof of Lemma 5.1), each monomial in f (X) has total degree at least i whence |f (x)| h i (x) and therefore
For a geometric interpretation of Lemma 5.5 in a global setting, see Proposition 6.10.
Proof of Proposition 1.5
Our proof of Proposition 1.5 and other computations in §5.3 rely on the following.
Lemma 5.6. Let a 0 , . . . , a r ∈ C and write σ j = a 0 + · · · + a j . Suppose that the integral
is absolutely convergent. Then
In particular, in the special case a 1 = · · · = a r−1 = 0, we obtain
. Proof of Proposition 1.5. Using (4.6) and Lemma 5.2, we obtain
Proof. Both claims follow by induction from the identities (a)
whence the claim follows from Lemma 5.6. (ii) We note that (1.1) could also be derived in an elementary fashion (without using p-adic integration) using Lemma 2.1 and ad hoc computations with generating functions. Such an approach quickly becomes cumbersome for more complicated examples such as most of those in §8. The author is, moreover, unaware of elementary proofs of general results such as Theorems 1.4 and 4.15.
Classical Lie algebras and relatives
Reminder. Let R be a ring. Recall the definitions of the special linear, orthogonal, and symplectic Lie algebras
: a + a = 0} (assuming char(R) = 2), and
These are Lie subalgebras of gl d (R) and gl 2d (R), respectively. Finally, we let tr d (R) and n d (R) denote the Lie subalgebras of gl d (R) consisting of upper triangular matrices and strictly upper triangular matrices, respectively.
We now determine Z g (T ), where g is one of the Lie algebras from above. Of course, the case g = gl d (O) is covered by Proposition 1.5. Next, clearly, Z sl 1 (O) (T ) = 1/(1 − qT ). The general case of sl d (O) offers nothing new. 
Remark 5.10.
(i) It is instructive to first determine ask(so d (F q )) for odd q. If F is any field with char(F ) = 2, then it is easy to see that x · so d (F ) = x ⊥ for all x ∈ F d \ {0}, where the orthogonal complement is taken with respect to the standard inner product. In particular, if (ii) While we assumed that char(K) = 2 in Proposition 5.9, we do allow char(O/P) = 2.
Note, however, that in this case,
Proof of Proposition 5.9. Part (i) of the preceding remark implies that gor(so d (O)) = d − 1. Given elements z 1 , . . . , z of some ring, we recursively define a matrix 
By induction, we may assume that
±X i 2 , . . . , ±X i d are i × i minors of m(X 2 , . . . , X d ) for all 1 i d − 2 so that ±X j 1 , . . . , ±X j d are j × j minors of m(X 1 , . . . , X d ) for 1 j d − 1. Let e ij ∈ M d (O
For a ring R, let Sym
Proof. This proof is similar to that of Proposition 5.9 and we use the same notation. By considering the images of the first unit vector in O d under the matrices e 11 and e 1j + e j1 (2 j d), we find that gor(
An induction similar to the one in the proof of Proposition 5.9 shows that
, the claim follows from Lemma 5.5 and Corollary 5.4.
We proceed along the same lines as the preceding two proofs. Let e ij denote the usual elementary matrix, now of size 2d × 2d. Using these matrices, it is easy to see that (1, 0, . . . , 0) · sp 2d (O) = O 2d whence gor(sp 2d (O)) = 2d. As an O-module, sp 2d (O) is generated by the following matrices: (i) e ij − e d+j,d+i ( 1 i, j d), (ii) e i,d+i , e d+i,i  (1 i d), and (iii) e i,d+j +e j,d+i , e d+i,j +e d+j,i (1 i < j d) . Define m (z 1 , . . . , z ) as in the proof of Proposition 5.11. Then (X, X ) · sp 2d (O[X, X ]) is generated by the rows of
. . .
Using what we have shown about the minors of m (X) in the proof of Proposition 5.11, we conclude that X 
Hence, using (4.6) and Lemma 5.6, ( The following marks a departure from the simplicity of previous examples of Z M (T ). 
Diagonal matrices
We note that permutation statistics have previously featured in explicit formulae for representation zeta functions [10, 61] ; see also [11] .
Constant rank spaces
By a constant rank space over a field F , we mean a subspace M ⊂ M d×e (F ) such that all non-zero elements of M have the same rank, say r; we then say that M has constant rank r. Such spaces have been studied extensively in the literature (see e.g. [4, 7, 39, 64, 70] ), often in the context of vector bundles on projective space. A problem of particular interest is to find, for given d and r, the largest possible dimension of a subspace of M d (C) of constant rank r. Apart from trivial examples such as band matrices (see Example 6.6 below), the construction of constant rank spaces (in particular those of large dimension) seems to be challenging. Note that if M ⊂ M d×e (F q ) has constant rank r and dimension , then
In §6.1, we consider a natural analogue, K-minimality, of the concept of O-maximality introduced and studied in §5.1. We then derive conceptual interpretations of both of these notions in a global setting in §6.2-in particular, we will see that K-minimality is closely related to constant rank spaces. 
K-minimality
K M (F (w), y) q r min(m,n)+(d−r)n q grk(M ) min(m,n)+(d−grk(M ))n = |y| grk(M )−d w, y − grk(M ) .
Definition 6.2. We say that M is K-minimal if there exists an
outside a set of measure zero.
Clearly, if x ∈ O n and a ∈ GL n (O), then xa = x . We conclude that if the condition in the preceding definition is satisfied for some isomorphism F : O → M , then it holds for all of them. By the elementary divisor theorem we may thus characterise K-minimality as follows.
Lemma 6.3. M is K-minimal if and only if M is an isolated submodule of
Lemma 5.6 now implies the following.
The following sufficient condition for K-minimality is proved similarly to Lemma 5.5.
Lemma 6.5. Let (a 1 , . . . , a ) be an O-basis of M . Suppose that for 1 i grk(M ), the ideal generated by the i × i minors of
Example 6.6 (Band matrices). Let r 1 and define
By Lemma 6.5 and Proposition 6.4 (with d = 2r − 1 and = r), Z Br (T ) =
A global interpretation
Henceforth, let k be a number field with ring of integers o; recall the notation from §3.3. Letk be an algebraic closure of k. Let M ⊂ M d×e (o) be a submodule. The following can be proved similarly to Proposition 4.8 (and Proposition 4.12).
Lemma 6.7.
Extending Definitions 3.2 and 4.7, we let grk(M ) and gor(M ) be the common number in (i) and (ii), respectively. K-minimality is closely related to constant rank spaces: Proposition 6.8.
Our proof of Proposition 6.8 relies on the following observation.
Lemma 6.9. Let F be a field.
Proof. It clearly suffices to show that X n d ∈ I. We freely use basic facts from the theory of Gröbner bases; see e.g. [14] . Throughout, we consider the lexicographic monomial order with X d ≺ · · · ≺ X 1 . Let lt(f ) denote the leading term of a non-zero f ∈ F [X]. Let G be the reduced Gröbner basis of I. Since each f i is homogeneous of degree n, Buchberger's algorithm and the uniqueness of G show that each element of G is also homogeneous of degree n. As I is 0-dimensional, we may write In view of Lemma 2.1, we say that a subspace M ⊂ M d×e (F ) (where F is a field) has constant orbit dimension if all F -spaces xM for x ∈ F d \ {0} have the same dimension. The following counterpart of Proposition 6.8 is then proved in the same way. Proposition 6.10. Let (a 1 , . . . , a ) 
Then M ⊗ ok has constant orbit dimension if and only if
X i 1 , . . . , X i d ∈ J i for i = 1, . . . , gor(M ). In that case, M v is O-maximal for almost all v ∈ V k .
Orbits and conjugacy classes of linear groups
In this section, we use p-adic Lie theory to relate ask, orbit-counting, and conjugacy class zeta functions. In §7.1, we recall properties of saturable pro-p groups and Lie algebras. In §7.2, we prove that orbit-counting zeta functions over Z p are rational. In §7.3 we compare group stabilisers and Lie centralisers under suitable hypotheses and this allows us to deduce Theorem 1.6 in §7.4. Finally, in §7.5, we prove Theorem 1.7.
Reminder: saturable pro-p groups and Lie algebras
We briefly recall Lazard's [48] notion of (p-)saturability of groups and Lie algebras using González-Sánchez's [30] equivalent formulation.
Let g be a Lie Z p -algebra whose underlying Z p -module is free of finite rank. A potent filtration of g is a central series
for all i 1. We say that g is saturable if it admits a potent filtration. We note that, as before, subalgebras of an O-algebra are understood to be Osubalgebras; whenever we consider Z p -subalgebras, we will explicitly state as much.
Similarly to the case of Lie algebras, a torsion-free finitely generated pro-p group G which admits a central series G = G 1 G 2 · · · of closed subgroups with
If g is a saturable Lie Z p -algebra, then the underlying topological space of g can be endowed with the structure of a saturable pro-p group using the Hausdorff series. Conversely, every saturable pro-p group gives rise to a saturable Lie Z p -algebra and these two functorial operations furnish mutually quasi-inverse equivalences between the categories of saturable Lie Z p -algebras and saturable pro-p groups (defined as full subcategories of all Lie Z p -algebras and pro-p groups, respectively); see [30, §4] 
Orbits of p-adic linear groups
Let O be the valuation ring of a non-Archimedean local field K. Recall that P denotes the maximal ideal of O and that q and p denote the size and characteristic of the residue field of K, respectively. Further recall the definition of Z oc G (T ) (Definition 1.2(ii)). Although we will not need it in the sequel, since it might be of independent interest, we note the following rationality statement for Z oc G (T ), a consequence of a powerful model-theoretic result due to Cluckers [37, App. A].
Lemma. LetḠ be the closure of
Proof. The GL 
Proof of Theorem 7.3. Define an equivalence relation
Our theorem will follow immediately from [37, Thm A.2] once we have established that ∼ n is definable (uniformly in n) in the subanalytic language used in [37, App. A] . By the preceding lemma, we may assume that G =Ḡ. It then follows from the well-known structure theory of p-adic analytic groups (see [19, 48] (i) It is easy to see that the rule x → min(ν(
(ii) Let p = 2. The number of orbits of −1
It is easy to see that
Lie centralisers and group stabilisers
Let O be the valuation ring of a non-Archimedean local field K ⊃ Q p . Let e denote the ramification index of K/Q p . As expected, for suitable matrix algebras and groups, the equivalence between saturable pro-p groups and Lie Z p -algebras recalled in §7.1 can be made explicit using exponentials and logarithms. In line with our previous notation (see §3.5), we write gl 
is a saturable subalgebra of g for all
Proof. Write c n := c g (x mod P n ); obviously, c n is a subalgebra of g. 
By combining the preceding two lemmas, we obtain the following. 
Proof. Let a ∈ g and write exp(a) = 1 + au for u ∈ GL
Proof of Theorem 1.6
Let O be the valuation ring of a non-Archimedean local field K ⊃ Q p and let e be the ramification index of K/Q p . 
Proof of Theorem 1.6. Let m > max(e − 1, e p−1 ). Propositions 3.9 and 7.10 show that
Orbits and conjugacy classes of unipotent groups
Let O be the valuation ring of a finite extension 
(
(iii) exp and log define mutually inverse polynomial bijections between g and G.
By going through the proof of Theorem 1.6, we now easily obtain the following. 
Clearly, a ≡ 0 (mod P n ) if and only if exp(a) ≡ 1 (mod P n ) for a ∈ g. We may thus identify conjugacy classes of G n with Ad(G)-orbits on g n . As g is isolated within gl d (O), we may identify g n = g ⊗ O n and obtain Z cc
. By Corollary 7.12, ad(g) is a saturable subalgebra of gl(g). The Hausdorff series shows that log(exp(b) exp(a) ) = [31, Eqn (3) ]) whence Ad(exp(a)) = exp(ad(a)) for all a ∈ g. Thus, Ad(G) = exp(ad(g)) and Corollary 7.13 shows that Z oc
Using the well-known equivalence between unipotent algebraic groups and nilpotent finite-dimensional Lie algebras over a field of characteristic zero (see [16, Ch . IV]), Corollary 7.13 and Proposition 7.14 now imply the following global result.
Corollary 7.15. Let k be a number field with ring of integers
Note, in particular, that Theorem 4.15 therefore establishes functional equations for orbit-counting and conjugacy class zeta functions arising from unipotent algebraic groups. 
We note that there are examples of non-isomorphic groups G and H (of the same dimension) which satisfy Z cc G(ov) (T ) = Z cc H(ov) (T ) for almost all v ∈ V k ; see Table 2 in §8.3.
Further examples

Computer calculations: Zeta
The author's software package Zeta [59] for Sage [62] can compute numerous types of "generic local" zeta functions in fortunate ("non-degenerate") cases. The techniques used by Zeta were developed over the course of several papers; see [57] for an overview and references to other pieces of software that Zeta relies upon. When performing computations, Zeta proceeds by attempting to explicitly compute certain types of p-adic integrals. Fortunately, the integrals in (4.3) and (4.6) can both be encoded in terms of the "representation data" introduced in [58, §5] whence the author's computational techniques apply verbatim to the functions Z M (T ) for O = Z. In detail, given a submodule M ⊂ M d×e (Z), Zeta can be used to attempt to construct a rational function W (X, T ) ∈ Q(X, T ) with the following property: for almost all primes p and all finite extensions
; we note that for various reasons, Zeta may well fail to construct W (X, T ) even if it exists. Given M ⊂ M d×e (Z), Zeta can also be used to attempt to construct a formula as in Corollary 4.11. The remainder of this section is devoted to a number of examples of functions Z M (T ) and Z cc G (T ) (via Theorem 1.7) computed with the help of Zeta. Throughout, K is a non-Archimedean local field of characteristic zero with valuation ring O, residue field size q, and residue characteristic p. has unbounded denominators-the author has found comparatively few modules of square matrices with this property (and initially suspected they did not exist).
Examples of ask zeta functions
Example 8.2 (Y 2 = X 3 − X). Let c(q) denote the number of points in P 2 (F q ) on the elliptic curve Y 2 = X 3 − X. In [20, 21] , du Sautoy constructed a nilpotent group of Hirsch length 9 whose local (normal) subgroup zeta function at a prime p depends on c(p). Due to the "wild" behaviour of c(p) as a function of p, he thus disproved earlier predictions on the growth of (normal) subgroups of nilpotent groups. His construction has since been used to demonstrate that other group-theoretic counting problems can be "wild" (e.g. the enumeration of representations [68, Ex. 2.4] or of "descendants" [24] )-we will now see that the present setting is no exception. Namely, let In particular, despite all the examples of functions Z M (T ) that we encountered so far, Corollary 4.11 accurately reflects the general dependence of Z Mv (T ) on a place v ∈ V k for a module of matrices M over the ring of integers o of a number field k. However, just as in the study of zeta functions of groups, it remains unclear if anything meaningful can be said about the varieties V i ⊗ o k "required" to produce formulae (4.4) as M varies over all modules of matrices over o.
Note that we may derive a group-theoretic counting problem (namely, the enumeration of orbits) from E at the cost of doubling the dimension: for E * := 1 E 0 1 GL 6 (O), the second proof of Lemma 2.1 shows that Z E * (T ) = Z E (q 3 T ). This construction of a group attached to an elliptic curve previously featured in work of Boston and Isaacs [8] on numbers of conjugacy classes of p-groups of a given order. For sufficiently large p, + 2q
Examples of conjugacy class zeta functions
Let k be a number field with ring of integers o. Morozov [52] classified nilpotent Lie algebras of dimension at most 6 over an arbitrary field of characteristic zero-equivalently, he classified unipotent algebraic groups of dimension at most 6 over these fields. A recent computer-assisted version of this classification (valid for fields of characteristic = 2) is due to de Graaf [15] . We use his notation and let L d,i (or L d,i (a)) denote the ith Lie k-algebra (with parameter a) given in [15, §4] . Table 1 provides a complete list of "generic conjugacy class zeta function" associated with nilpotent Lie k-algebras of dimension at most 5 in the following sense: for each such algebra g, let G be its associated unipotent algebraic group over k. After choosing an embedding G U d ⊗ Z k, we obtain an o-form G of G as in Corollary 7.15. Then for almost all v ∈ V k and all finite extensions K/k v , Z cc G(O) (T ) is given in Table 1 . In contrast to dimension at most 5, Zeta is unable to compute generic conjugacy class zeta functions associated with every nilpotent Lie k-algebra of dimension 6. Nevertheless, Table 2 contains numerous examples of such functions; we only included examples corresponding to ⊕-indecomposable algebras. Clearly, generic conjugacy class zeta functions of direct products of algebraic groups are Hadamard products of the zeta functions corresponding to the factors.
We note that L 3,2 ≈ n 3 (K) and L 6,19 (−1) ≈ n 4 (K); an incorrect formula for Z cc U 3 (O) (T ) was given in [5, §8.2] .
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