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Abstrakt
V této práci se zabýváme intuicionistickou logikou a úplností gentze-
novského kalkulu vůči její sémantice. V důkazu úplnosti jsou využity
saturované sekventy. Jazyk, který bereme v úvahu, je nejvýše spočetný.
Dále se práce zaměřuje na jedno z rozšíření intuicionistické logiky, a sice
intuicionistickou logiku s konstantním univerzem, někdy nazývanou
Grzegorczykovou. Zabýváme se Markovovým principem, díky němuž
dokážeme, že gentzenovský kalkulus upravený pro tuto logiku nemá
bezřezovou úplnost vůči Grzegorczykově sémantice. Značná pozornost
je věnována Heytingovým algebrám, jedné z možných sémantik intu-
icionistické výrokové logiky. Ukážeme, že Rieger-Nishimurův svaz je
také Heytingova algebra. Na Heytingových algebrách definujeme filtry
a ultrafiltry a s jejich pomocí pak dostaneme kripkovské rámce. Do-
kážeme, že v těchto rámcích platí tytéž formule jako v Heytingových
algebrách.
Klíčová slova: intuicionistická logika, úplnost, gentzenovské kalkuly,
konstantní univerzum, Markovův princip, Heytingovy algebry.
Abstract
This work deals with intuitionistic logic and completness of Gentzen
calculus with respect to its semantics. The completness proof uses satu-
rated sequents. The language considered is at most countable. Further-
more, our work investigates one of the generalizations of intuitionistic
logic, namely intuitionistic logic with constant domain, or Grzegorc-
zyk’s logic. We deal with Markov’s principle and use it to prove that
Gentzen calculus adapted to this logic is not cut-free complete with
respect to Grzegorczyk’s logic. Part of the work deals with Heyting
algebras—one of the possible semantics of intuitionistic propositional
logic. We show that the Rieger-Nishimura lattice is a Heyting algebra,
too. For Heyting algebras, filters and prime filters are defined and used
to obtain Kripke’s frames. It is shown that the same formulas hold in
these frames and in Heyting algebras.
Keywords: intuitionistic logic, completness, Gentzen calculi, constant
domain, Markov’s principle, Heyting algebras.
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1 Úvod
V této práci se budeme zabývat intuicionistickou logikou. V kapitole 2 deﬁnu-
jeme sémantiku intuicionistické predikátové logiky a gentzenovský kalkulus.
Nejprve uvedeme d·kaz úplnosti pro klasickou logiku, pak p°ejdeme k logice
intuicionistické. Budeme pracovat s nejvý²e spo£etným jazykem a s nejvý²e
spo£etnými sekventy. Díky d·kazu úplnosti gentzenovského kalkulu v·£i krip-
kovské sémantice dostaneme je²t¥ v¥tu o kompaktnosti. Dále se budeme za-
bývat roz²í°ením intuicionistické logiky, a to intuicionistickou logikou s kon-
stantním univerzem neboli Grzegorczykovou logikou. Jedním z na²ich cíl·
bylo dokázat úplnost i pro tuto logiku, a to zobecn¥ním d·kaz·, které uº
máme k dispozici. Zjistili jsme, ºe tyto d·kazy není moºné p°ímo£a°e zobec-
nit pro Grzegorczykovu logiku, a tak z·staneme u n¥kterých jejích vlastností.
Roz²í°íme hilbertovský kalkulus o jedno schéma, upravíme gentzenovský kal-
kulus a ukáºeme, ºe oba kalkuly jsou ekvivalentní. P°edvedeme princip, který
neplatí v intuicionistické logice, ale platí v intuicionistické logice s konstant-
ním univerzem. Na záv¥r se budeme zabývat intuicionistickou výrokovou lo-
gikou a n¥kterými jejími sémantikami, p°edev²ím Heytingovými algebrami.
Ukáºeme si jejich základní algebraické vlastnosti. Deﬁnujeme na nich ultra-
ﬁltry a p°edvedeme jak z Heytingovy algebry získat kripkovský model.
Nakonec se v práci nedostaneme k teorii mnoºin, nicmén¥ p°ipravíme
p·du pro uºití intuicionistické logiky práv¥ v teorii mnoºin. V kapitole 5
ukáºeme, jak charakterizovat kripkovské modely s konstantním univerzem.
Na²e úvahy jsou motivovány Fittingem, který v [6] pouºívá intuicionistic-
kou logiku s konstantním univerzem, proto se domníváme, ºe tímto sm¥rem
bychom mohli pokra£ovat k forcingu. P°ed aplikací Grzegorczykovy logiky je
ale nejprve pot°eba detailn¥ prozkoumat práv¥ tuto logiku. To se nám do ur-
£ité míry poda°í. Nepoda°í se nám sice zobecnit n¥které uº existující d·kazy
úplnosti pro upravený gentzenovský kalkulus, ale i tak zji²t¥ní, ºe to není
moºné, povede k zajímavému poznání o této logice. V kapitole 6 probíráme
zdánliv¥ nesouvisející téma, ale algebraické metody mohou být uºity v d·-
kazech úplnosti, jak je tomu nap°íklad v [7]. I Fitting Heytingovy algebry ve
své knize [6] pouºívá.
Je²t¥ pár slov ke zna£ení. Struktury v celé práci zna£íme velkými psacími
písmeny 𝒜,ℬ, jejich nosné mnoºiny velkými písmeny 𝐴,𝐵. Sv¥ty v krip-
kovském modelu zna£íme malými °eckými písmeny ze za£átku abecedy 𝛼, 𝛽.
Výrokové formule zna£íme velkými písmeny 𝐴,𝐵, predikátové formule ma-
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lými °eckými písmeny 𝜙, 𝜓, mnoºiny formulí velkými °eckými písmeny Γ,∆.
Krom¥ kapitoly 6 pro implikaci budeme pouºívat výhradn¥ symbol →, na
metamatematické úrovni ⇒. V kapitole 6 budeme ob¥ implikace zna£it ⇒,
symbol → dostane speciální význam. Spln¥nost v klasické logice je ozna£o-
vána , v intuicionistické logice .
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2 Základní pojmy intuicionistické logiky
V této kapitole si stru£n¥ uvedeme základní pojmy intuicionistické logiky.
Budeme vycházet ze zdroje [13], odkud p°evezmeme i zna£ení.
2.1 Sémantika intuicionistické výrokové logiky
Tato £ást je v¥nována sémantice intuicionistické výrokové logiky. Formule
jsou sestaveny z výrokových atom· pomocí stejných spojek jako formule lo-
giky klasické, ale narozdíl od klasické logiky nelze ºádnou ze spojek intuici-
onistické výrokové logiky vyjád°it pomocí ostatních.
Definice 2.1. Trojici ⟨𝑊,≤,⟩, kde𝑊 je neprázdná mnoºina, ≤ je £áste£né
uspo°ádání na𝑊 a relace  je podmnoºinou kartézského sou£inu mnoºiny𝑊
s mnoºinou v²ech výrokových formulí, nazveme kripkovským modelem pro
intuicionistickou logiku, pokud ∀𝑥, 𝑦 ∈ 𝑊 , pro kaºdé formule 𝐴,𝐵 a libovolný
výrokový atom 𝑝 platí:
1. pokud 𝑥 ≤ 𝑦 a 𝑥  𝑝, pak 𝑦  𝑝,
2. 𝑥  𝐴 & 𝐵, práv¥ kdyº 𝑥  𝐴 a 𝑥  𝐵,
3. 𝑥  𝐴 ∨𝐵, práv¥ kdyº 𝑥  𝐴 nebo 𝑥  𝐵,
4. 𝑥  𝐴→ 𝐵, práv¥ kdyº ∀𝑦 ≥ 𝑥 (𝑦  𝐴⇒ 𝑦  𝐵),
5. 𝑥  ¬𝐴, práv¥ kdyº ∀𝑦 ≥ 𝑥 (𝑦 1 𝐴).
Poznámka 2.1. V deﬁnici 2.1 není nutné poºadovat, aby relace ≤ byla slab¥
antisymetrická. M·ºeme si vysta£it s tím, ºe ≤ je kvaziuspo°ádání na 𝑊 .
Takovou deﬁnici najdeme nap°íklad v [7]
Definice 2.2. ekneme, ºe formule 𝐴 platí v kripkovském modelu ⟨𝑊,𝑅,⟩,
jestliºe 𝐴 je spln¥na v kaºdém vrcholu 𝑥 z 𝑊 .
2.2 Gentzenovský kalkulus pro intuicionistickou výro-
kovou logiku
V této £ásti uvedeme gentzenovský kalkulus pro intuicionistickou výrokovou
logiku. Nejd°íve deﬁnujeme sekvent.
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Definice 2.3. Dvojici ⟨Γ ⇒ ∆⟩ nazveme sekvent, jestliºe Γ,∆ jsou kone£né
mnoºiny formulí. Mnoºin¥ Γ v sekventu ⟨Γ ⇒ ∆⟩ °íkáme antecedent a mno-
ºin¥ ∆ sukcedent.
Gentzenovský kalkulus má následující odvozovací pravidla:
𝐴 : / ⟨Γ, 𝜙⇒ ∆, 𝜙⟩
𝑊 : ⟨Γ ⇒ ∆⟩ / ⟨Γ ⇒ ∆, 𝜙⟩, ⟨Γ ⇒ ∆⟩ / ⟨Γ, 𝜙⇒ ∆⟩
∨𝑟 : ⟨Γ ⇒ ∆, 𝜙⟩ / ⟨Γ ⇒ ∆, 𝜙 ∨ 𝜓⟩, ⟨Γ ⇒ ∆, 𝜙⟩ / ⟨Γ ⇒ ∆, 𝜓 ∨ 𝜙⟩
&𝑙 : ⟨Γ, 𝜙⇒ ∆⟩ / ⟨Γ, 𝜙 & 𝜓 ⇒ ∆⟩, ⟨Γ, 𝜙⇒ ∆⟩ / ⟨Γ, 𝜓 & 𝜙⇒ ∆⟩
&𝑟 : ⟨Γ ⇒ ∆, 𝜙⟩ , ⟨Γ ⇒ ∆, 𝜓⟩ / ⟨Γ ⇒ ∆, 𝜙 & 𝜓⟩
∨𝑙 : ⟨Γ, 𝜙⇒ ∆⟩ , ⟨Γ, 𝜓 ⇒ ∆⟩ / ⟨Γ, 𝜙 ∨ 𝜓 ⇒ ∆⟩
¬𝑙 : ⟨Γ ⇒ ∆, 𝜙⟩ / ⟨Γ,¬𝜙⇒ ∆⟩
¬𝑟 : ⟨Γ, 𝐴⇒⟩ / ⟨Γ ⇒ ¬𝐴⟩
→𝑟: ⟨Γ, 𝐴⇒ 𝐵⟩ / ⟨Γ ⇒ 𝐴→ 𝐵⟩
→𝑙: ⟨Γ ⇒ ∆, 𝜙⟩ , ⟨Π, 𝜓 ⇒ Λ⟩ / ⟨Γ,Π, 𝜙→ 𝜓 ⇒ ∆,Λ⟩
→𝑤: ⟨Γ ⇒ ∆, 𝐵⟩ / ⟨Γ ⇒ ∆, 𝐴→ 𝐵⟩
𝐶𝑢𝑡 : ⟨Γ ⇒ ∆, 𝜙⟩ , ⟨Π, 𝜙⇒ Λ⟩ / ⟨Γ,Π ⇒ ∆,Λ⟩
Pravidla→𝑟 a ¬𝑙 jsou tém¥° shodná s pravidly pro klasickou logiku aº na to,
ºe v sukcedentu se nep°ipou²t¥jí postranní formule.
Poznámka 2.2. N¥které zdroje pouºívají v sekventu ⊃ místo⇒ a nepouºívají
lomené závorky ⟨⟩, nám se v²ak zvolená notace zdá p°ehledn¥j²í.
Definice 2.4. Sekvent ⟨Γ ⇒ ∆⟩ platí v modelu ⟨𝑊,≤,⟩, pokud v kaºdém
vrcholu 𝑥 ∈ 𝑊 , v n¥mº jsou spln¥ny v²echny formule z Γ, je spln¥na také
n¥která formule z ∆. Sekvent ⟨Γ ⇒ ∆⟩ je intuicionisticky tautologický, pokud
platí v kaºdém kripkovském modelu. Formule 𝐴 platí v modelu ⟨𝑊,≤,⟩, po-
kud v modelu ⟨𝑊,≤,⟩ platí sekvent ⟨⇒ 𝐴⟩. Formule 𝐴 je intuicionistická
tautologie, pokud formule 𝐴 je spln¥na v kaºdém vrcholu kaºdého kripkov-
ského modelu, tj. pokud sekvent ⟨⇒ 𝐴⟩ je intuicionisticky tautologický.
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Definice 2.5. Model ⟨𝑊,≤,⟩ nazveme kripkovským protipříkladem na for-
muli 𝐴, pokud v n¥m 𝐴 neplatí.
Definice 2.6. Model ⟨𝑊,≤,⟩ takový, ºe v n¥kterém jeho vrcholu 𝑎 jsou
spln¥ny v²echny formule z Γ a nespln¥ny v²echny formule z ∆, nazveme
kripkovským protipříkladem na sekvent ⟨Γ ⇒ ∆⟩.
2.3 Sémantika intuicionistické predikátové logiky
Definice 2.7. Trojici ⟨𝑊,≤, 𝑙⟩ nazveme kripkovskou intuicionistickou predi-
kátovou strukturou pro jazyk 𝐿, pokud relace ≤ je uspo°ádání na neprázdné
mnoºin¥ 𝑊 a 𝑙 je funkce deﬁnovaná na mnoºin¥ 𝑊 , která spl¬uje následující
podmínky:
1. V²echny hodnoty 𝑙(𝛼) jsou struktury pro jazyk 𝐿.
2. Pokud 𝐴 a 𝐵 jsou nosné mnoºiny struktur 𝑙(𝛼) a 𝑙(𝛽) a platí 𝛼 ≤ 𝛽,
pak 𝐴 ⊆ 𝐵.
3. Pokud 𝑠𝑙(𝛼) a 𝑠𝑙(𝛽) jsou realizace libovolného funk£ního nebo prediká-
tového symbolu 𝑠 ve strukturách 𝑙(𝛼) a 𝑙(𝛽) a platí-li 𝛼 ≤ 𝛽, pak
𝑠𝑙(𝛼) ⊆ 𝑠𝑙(𝛽).
Dvojici ⟨𝑊,≤⟩ nazýváme kripkovský rámec struktury ⟨𝑊,≤, 𝑙⟩.
Definice 2.8. Nech´ ⟨𝑊,≤,⟩ je kripkovská struktura pro jazyk 𝐿. Relace 
mezi prvky 𝛼 mnoºiny 𝑊 , predikátovými formulemi 𝜙 a ohodnoceními pro-
m¥nných 𝑒 ve struktu°e 𝑙(𝛼) je deﬁnována následujícími podmínkami:
1. Je-li 𝜙 atomická formule jazyka 𝐿, pak 𝛼  𝜙 [𝑒], práv¥ kdyº 𝑙(𝛼)  𝜙 [𝑒]
ve smyslu klasické logiky,
2. 𝛼  (𝜙 & 𝜓) [𝑒], práv¥ kdyº 𝛼  𝜙 [𝑒] a 𝛼  𝜓 [𝑒],
3. 𝛼  (𝜙 ∨ 𝜓) [𝑒], práv¥ kdyº 𝛼  𝜙 [𝑒] nebo 𝛼  𝜓 [𝑒],
4. 𝛼  (𝜙 → 𝜓) [𝑒], práv¥ kdyº ∀𝛽 ≥ 𝛼, pro které platí 𝛽  𝜙 [𝑒], platí i
𝛽  𝜓 [𝑒],
5. 𝛼  ¬𝜙 [𝑒], práv¥ kdyº ∀𝛽 ≥ 𝛼 platí 𝛽 1 𝜙 [𝑒],
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6. 𝛼  (∃𝑥𝜙) [𝑒], práv¥ kdyº existuje prvek 𝑎 nosné mnoºiny struktury
𝑙(𝛼) takový, ºe 𝛼  𝜙 [𝑒(𝑥/𝑎)],
7. 𝛼  (∀𝑥𝜙) [𝑒], práv¥ kdyº ∀𝛽 ≥ 𝛼 a pro kaºdý prvek 𝑏 nosné mnoºiny
struktury 𝑙(𝛽) platí 𝛽  𝜙 [𝑒(𝑥/𝑏)].
2.4 Gentzenovský kalkulus pro intuicionistickou predi-
kátovou logiku
Gentzenovský kalkulus pro intuicionistickou predikátovou logiku má táº pra-
vidla, jako jsme deﬁnovali v podkapitole 2.2, a navíc £ty°i pravidla pro kvan-
tiﬁkátory:
∃𝑟 : ⟨Γ ⇒ ∆, 𝜙𝑥(𝑡)⟩ / ⟨Γ ⇒ ∆, ∃𝑥𝜙⟩
∀𝑙 : ⟨Γ, 𝜙𝑥(𝑡) ⇒ ∆⟩ / ⟨Γ,∀𝑥𝜙⇒ ∆⟩
∃𝑙 : ⟨Γ, 𝜙𝑥(𝑦) ⇒ ∆⟩ / ⟨Γ,∃𝑥𝜙⇒ ∆⟩
∀𝑟 : ⟨Γ ⇒ 𝜙𝑥(𝑦)⟩ / ⟨Γ ⇒ ∀𝑥𝜙⟩
kde 𝑡 je term a 𝑦 je prom¥nná substituovatelná za 𝑥 do formule 𝜙 a u pravidel
∃𝑙 a ∀𝑟 prom¥nná 𝑦 nemá volné výskyty ve výsledném sekventu.
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3 Úplnost gentzenovského kalkulu vůči klasické
logice
Budeme pracovat s obecn¥j²í deﬁnicí sekventu. Nebudeme jiº poºadovat, aby
mnoºiny Γ a ∆ v sekventu ⟨Γ ⇒ ∆⟩ byly kone£né, bude nám sta£it, po-
kud budou nejvý²e spo£etné. Musíme je²t¥ zm¥nit deﬁnici dokazatelnosti.
Jazyk 𝐿, s nímº budeme pracovat, je bez rovnosti, obsahuje spo£etn¥ mnoho
predikátových a funk£ních symbol· a spo£etn¥ mnoho prom¥nných. Bereme
v úvahu teorii 𝑇 se spo£etn¥ mnoha axiomy.
Definice 3.1. ekneme, ºe sekvent ⟨Γ ⇒ ∆⟩ je dokazatelný v nekonečném
smyslu, pokud lze vybrat Γ′ ⊆ Γ a ∆′ ⊆ ∆ takové, ºe Γ′,∆′ jsou kone£né
a ⟨Γ′ ⇒ ∆′⟩ je dokazatelný v intuicionistické logice.
Nejprve uvedeme d·kaz pro klasickou logiku, nebo´ tento d·kaz nás inspi-
roval k d·kazu pro logiku intuicionistickou. Brzy se ukáºe, ºe oba d·kazy mají
mnohé spole£né rysy. D·kaz jsme s n¥kterými úpravami p°evzali z [3]. Tento
d·kaz narozdíl od d·kazu v [9] postupuje po jednom kroku. Budeme vºdy
zpracovávat nap°íklad jen jednu konjunkci (respektive kvantiﬁkaci), zatímco
d·kaz v [9] v²echny logické spojky jednoho druhu (respektive kvantiﬁkace)
zpracovává najednou. Nám uvedený postup sta£í, nebo´ mnoºiny formulí Γ
a ∆ jsou nejvý²e spo£etné. Uve¤me je²t¥ jedno lemma, které nebudeme do-
kazovat, nebo´ d·kaz je obecn¥ známý. Toto lemma se v d·kazu úplnosti se
pouºije zásadním zp·sobem.
Lemma 3.1. (Königovo lemma)
Každý nekonečný konečně se větvící strom má nekonečnou větev.
Lemma 3.2. Nechť sekvent ⟨Σ ⇒ Ω⟩ neobsahuje žádnou proměnnou zároveň
volnou i vázanou a je nedokazatelný v teorii 𝑇 . Pak lze sestrojit model, kde
budou všechny formule z 𝑇 a z antecedentu splněny a všechny formule ze
sukcedentu nesplněny.
Nech´ teorie 𝑇 je nejvý²e spo£etná mnoºina sentencí. Zadeﬁnujeme mno-
ºinu Var, obsahuje v²echny volné prom¥nné z Σ,Ω, je nekone£ná spo£etná
a neobsahuje prom¥nné, které jsou vázané v Σ,Ω, 𝑇 . Budeme konstruovat
strom 𝒫 , tento strom bude zárove¬ v kaºdém kroku neúplným d·kazem
p°íslu²ného sekventu. 𝜙0, 𝜙1, 𝜙2, . . . budou predikátové formule v jazyce 𝐿,
𝑡0, 𝑡1,𝑡2, . . . termy. O£íslujeme v²echny formule v jazyce 𝐿 tak, aby se kaºdá
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formule vyskytla je²t¥ nekone£n¥krát. Stejným zp·sobem o£íslujeme v²echny
termy nad mnoºinou Var. Pak o£íslujeme v²echny dvojice [𝜙𝑖, 𝑡𝑗] op¥t tak,
aby se kaºdá dvojice vyskytla je²t¥ nekone£n¥krát. K tomu m·ºeme vyuºít
diagonální enumeraci. Formule lze o£íslovat, nebo´ jazyk 𝐿 je nejvý²e spo-
£etný. Sekvent ⟨Γ ⇒ ∆⟩ je aktivní v 𝒫 , jestliºe je listovým sekventem stromu
𝒫 a ºádná formule se neobjevuje zárove¬ v antecedentu a sukcedentu. Na
za£átku je 𝒫 jednoprvkový strom, který obsahuje pouze sekvent ⟨Σ ⇒ Ω⟩.
Dále budeme postupovat algoritmem:
Krok 1 : Pokud nejsou aktivní sekventy v 𝒫 , tak skon£i, jinak se zabývej
dvojicí [𝜙𝑖, 𝑡𝑗] a vezmi libovolný aktivní sekvent ⟨Γ ⇒ ∆⟩ ze stromu
𝒫 .
Krok 2 : Pokud 𝜙𝑖 ∈ 𝑇 , pak p°idej 𝜙𝑖 do v²ech antecedent·, tedy ⟨Γ ⇒ ∆⟩
nahra¤ ⟨𝜙𝑖,Γ ⇒ ∆⟩. To lze ud¥lat, nebo´ 𝜙𝑖 neobsahuje volné pro-
m¥nné, proto nebude poru²ena podmínka EVC.
Krok 3: Pokud 𝜙𝑖 ∈ Γ, pak Γ′ := Γ− {𝜙𝑖}.
Pokud 𝜙𝑖 ∈ ∆, pak ∆′ := ∆− {𝜙𝑖}.
Krok 4 : ∙ Pokud 𝜙𝑖 = 𝜓1 & 𝜓2, pak
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ′, 𝜓1 & 𝜓2 ⇒ ∆⟩ na-
hra¤ jeho odvozením:
&𝑙
⟨Γ′, 𝜓1 & 𝜓2, 𝜓1, 𝜓2 ⇒ ∆⟩
⟨Γ′, 𝜓1 & 𝜓2 ⇒ ∆⟩
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ ⇒ ∆′, 𝜓1 & 𝜓2⟩ na-
hra¤ jeho odvozením:
&𝑟
⟨Γ ⇒ ∆′, 𝜓1 & 𝜓2,𝜓1⟩ ⟨Γ ⇒ ∆′, 𝜓1 & 𝜓2, 𝜓2⟩
⟨Γ ⇒ ∆′, 𝜓1 & 𝜓2⟩
∙ Pokud 𝜙𝑖 = 𝜓1 ∨ 𝜓2, pak
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ′, 𝜓1 ∨ 𝜓2 ⇒ ∆⟩ nahra¤
jeho odvozením:
∨𝑙 ⟨Γ
′, 𝜓1 ∨ 𝜓2, 𝜓1 ⇒ ∆⟩ ⟨Γ′, 𝜓1 ∨ 𝜓2, 𝜓2 ⇒ ∆⟩
⟨Γ′, 𝜓1 ∨ 𝜓2 ⇒ ∆⟩
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– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ ⇒ ∆′, 𝜓1 ∨ 𝜓2⟩ nahra¤
jeho odvozením:
∨𝑟 ⟨Γ ⇒ ∆
′, 𝜓1 ∨ 𝜓2, 𝜓1, 𝜓2⟩
⟨Γ ⇒ ∆′, 𝜓1 ∨ 𝜓2⟩
∙ Pokud 𝜙𝑖 = ¬𝜓, pak
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ′,¬𝜓 ⇒ ∆⟩ nahra¤
jeho odvozením:
¬𝑙 ⟨Γ
′,¬𝜓 ⇒ ∆, 𝜓⟩
⟨Γ′,¬𝜓 ⇒ ∆⟩
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ ⇒ ∆′,¬𝜓⟩ nahra¤
jeho odvozením:
¬𝑟 ⟨Γ, 𝜓 ⇒ ∆
′,¬𝜓⟩
⟨Γ ⇒ ∆′,¬𝜓⟩
∙ Pokud 𝜙𝑖 = 𝜓 → 𝜒, pak
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ′, 𝜓 → 𝜒⇒ ∆⟩ nahra¤
jeho odvozením:
→𝑙 ⟨Γ
′, 𝜓 → 𝜒⇒ ∆, 𝜓⟩ ⟨Γ′, 𝜓 → 𝜒, 𝜒⇒ ∆⟩
⟨Γ′, 𝜓 → 𝜒⇒ ∆⟩
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ ⇒ ∆′, 𝜓 → 𝜒⟩ nahra¤
jeho odvozením:
→𝑟 ⟨Γ, 𝜓 ⇒ ∆
′, 𝜓 → 𝜒, 𝜒⟩
⟨Γ ⇒ ∆′, 𝜓 → 𝜒⟩
∙ Pokud 𝜙𝑖 = ∃𝑥𝜓(𝑥), pak
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ′,∃𝑥𝜓(𝑥) ⇒ ∆⟩ nahra¤
jeho odvozením:
∃𝑙 ⟨Γ
′,∃𝑥𝜓(𝑥), 𝜓𝑥(𝑦) ⇒ ∆⟩
⟨Γ′,∃𝑥𝜓(𝑥) ⇒ ∆⟩ ,
kde 𝑦 je nová prom¥nná, která se dosud v 𝒫 nevyskytuje
a 𝑦 ∈ Var.
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– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ ⇒ ∆′,∃𝑥𝜓(𝑥)⟩ nahra¤
jeho odvozením:
∃𝑟 ⟨Γ ⇒ ∆
′,∃𝑥𝜓(𝑥), 𝜓𝑥(𝑡𝑗)⟩
⟨Γ ⇒ ∆′,∃𝑥𝜓(𝑥)⟩ ,
tento krok ud¥lej pro term 𝑡𝑗 nad mnoºinou Var.
∙ Pokud 𝜙𝑖 = ∀𝑥𝜓(𝑥), pak
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ′,∀𝑥𝜓(𝑥) ⇒ ∆⟩ nahra¤
jeho odvozením:
∀𝑙 ⟨Γ
′,∀𝑥𝜓(𝑥), 𝜓𝑥(𝑡𝑗) ⇒ ∆⟩
⟨Γ′,∀𝑥𝜓(𝑥) ⇒ ∆⟩ ,
tento krok ud¥lej pro term 𝑡𝑗 nad mnoºinou Var.
– kaºdý aktivní sekvent v 𝒫 tvaru ⟨Γ ⇒ ∆′,∀𝑥𝜓(𝑥)⟩ nahra¤
jeho odvozením:
∀𝑟 ⟨Γ ⇒ ∆
′,∀𝑥𝜓(𝑥), 𝜓𝑥(𝑦)⟩
⟨Γ ⇒ ∆′,∀𝑥𝜓(𝑥)⟩ ,
kde 𝑦 je nová prom¥nná, která se dosud v 𝒫 nevyskytuje
a 𝑦 ∈ Var.
Krok 5 : Pokra£uj krokem 1.
Pokud algoritmus skon£í, tak 𝒫 dává bez°ezový d·kaz sekventu
⟨𝜙1, . . . , 𝜙𝑘,Σ ⇒ Ω⟩
pro n¥jaké 𝜙1, . . . , 𝜙𝑘 ∈ 𝑇 . Pokud konstrukce 𝒫 nikdy neskon£í, pak sek-
vent ⟨Σ ⇒ Ω⟩ není dokazatelný v 𝑇 . P°edpokládejme, ºe konstrukce 𝒫 ni-
kdy neskon£í a uvaºme výsledek nekone£ného procesu. Dostaneme nekone£ný
strom (krom¥ p°ípadu, kdy ⟨Σ ⇒ Ω⟩ obsahuje pouze atomické formule a 𝑇
je prázdná, v tomto p°ípad¥ je strom 𝒫 jediný sekvent). Pokud je teorie 𝑇
prázdná, pak kaºdý vrchol v nekone£ném strom¥ 𝒫 bude sekvent ⟨Γ′′ ⇒ ∆′′⟩,
kde Γ′′ a ∆′′ vznikly algoritmem. V obecném p°ípad¥ sekvent v kaºdém vr-
cholu nekone£ného stromu 𝒫 bude tvaru ⟨Γ′′ ⇒ ∆′′⟩, kde v antecedentu je
spo£etn¥ mnoho formulí, jeº tam byly uvedeny krokem 2. 𝒫 je kone£n¥ v¥t-
vící se nekone£ný strom, tedy podle Königova lemmatu musí mít nekone£-
nou v¥tev, ozna£me ji ℬ. Deﬁnujme model 𝒟 = (𝐷, 𝑒, |=), nosná mnoºina
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modelu je mnoºina v²ech term· nad mnoºinou Var (ozna£me ji 𝐷). Dále de-
ﬁnujeme realizace funk£ních a predikátových symbol· ve struktu°e 𝒟 takto:
𝐹𝒟(𝑡1, . . . , 𝑡𝑛) je term 𝐹 (𝑡1, . . . , 𝑡𝑛) a
𝑃𝒟 = {[𝑡1, . . . , 𝑡𝑛] ;𝑃 (𝑡1, . . . , 𝑡𝑛) je v antecedentu n¥kterého sekventu v ℬ} .
Deﬁnujeme sekvent ⟨Γ⋆ ⇒ ∆⋆⟩, kde Γ⋆ je sjednocení v²ech antecedent· v ne-
kone£né v¥tvi ℬ a ∆⋆ sjednocením v²ech sukcedent· v ℬ. Deﬁnujeme ohod-
nocení prom¥nných 𝑒 p°edpisem 𝑒(𝑥) = 𝑥, kde 𝑥 je prom¥nná z mnoºiny Var.
Lemma 3.3. Pro ohodnocení 𝑒 a term 𝑡 nad množinou Var platí 𝑡𝒟 [𝑒] = 𝑡.
Důkaz. Dokáºeme indukcí podle po£tu funk£ních symbol· v termu 𝑡. Pokud
nejsou ºádné, tak 𝑡 je prom¥nná 𝑥. Protoºe 𝑥𝒟 [𝑒] je 𝑒(𝑥), dostaneme 𝑥𝒟 [𝑒] =
𝑥, a tedy pro prom¥nnou 𝑥 platí 𝑒(𝑥) = 𝑥. Nech´ 𝑡 = 𝐹 (𝑡1, . . . , 𝑡𝑛). Z Tarského
deﬁnice dostáváme
𝑡𝒟 [𝑒] = 𝐹𝒟(𝑡𝒟1 [𝑒] , . . . , 𝑡
𝒟
𝑛 [𝑒]) = 𝐹
𝒟(𝑡1, . . . , 𝑡𝑛) = 𝐹 (𝑡1, . . . , 𝑡𝑛),
kde druhá rovnost platí díky induk£nímu p°edpokladu a poslední rovnost
jsme dostali z deﬁnice realizace funk£ních symbol· ve struktu°e 𝒟.
Lemma 3.4. Výše definované ohodnocení 𝑒 splňuje v modelu 𝒟 všechny
formule v antecedentu a nesplňuje žádnou formuli v sukcedentu sekventu
⟨Γ⋆ ⇒ ∆⋆⟩.
Důkaz. Provedeme indukcí podle sloºitosti formule. Pokud je 𝜙 atomická a
𝜙 ∈ Γ⋆, pak podle Tarského deﬁnice a lemmatu 3.3 dostáváme:
𝒟  𝑃 (𝑡1, . . . , 𝑡𝑛) [𝑒] ⇔
[︀
𝑡𝒟1 [𝑒] , . . . , 𝑡
𝒟
𝑛 [𝑒]
]︀ ∈ 𝑃𝒟 ⇔ [𝑡1, . . . , 𝑡𝑛] ∈ 𝑃𝒟,
coº je podle deﬁnice realizace 𝑃 v 𝒟 ekvivalentní s 𝑃 (𝑡1, . . . , 𝑡𝑛) ∈ Γ, kde
Γ je n¥který z antecedent· v nekone£né v¥tvi ℬ, a tedy 𝑃 (𝑡1, . . . , 𝑡𝑛) ∈ Γ⋆.
Z toho plyne 𝒟  𝜙 (pro 𝜙 ∈ ∆⋆ nespln¥nost analogicky).
Pokud 𝜙 = 𝜓1 & 𝜓2 a 𝜙 ∈ Γ⋆, pak z algoritmu pro p°ípad &𝑙 dostaneme
(analogické zd·vodn¥ní uº nebudeme v ostatních p°ípadech vypisovat), ºe 𝜓1
a 𝜓2 jsou v Γ⋆, a tedy z induk£ního p°edpokladu platí 𝒟  𝜙. Pokud 𝜙 ∈ ∆⋆,
pak v 𝜓1 nebo 𝜓2 jsou v ∆⋆, tudíº 𝒟 2𝜙.
Pokud 𝜙 = 𝜓1 ∨ 𝜓2 a 𝜙 ∈ Γ⋆, pak je v Γ⋆ i 𝜓1 nebo 𝜓2, proto 𝒟  𝜙.
Jestliºe 𝜙 ∈ ∆⋆, pak v ∆⋆ budou 𝜓1 a 𝜓2, tedy z induk£ního p°edpokladu
𝒟 2 𝜙.
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Pokud 𝜙 = 𝜓1 → 𝜓2 a 𝜙 ∈ Γ⋆, pak 𝜓1 ∈ ∆⋆ nebo 𝜓2 ∈ Γ⋆, a tedy 𝒟  𝜙.
Pokud 𝜙 ∈ ∆⋆, pak 𝜓1 ∈ Γ⋆ a 𝜓2 ∈ ∆⋆, tedy platí p°edpoklad a neplatí záv¥r,
proto 𝒟 2 𝜙.
Pokud 𝜙 = ¬𝜓 a 𝜙 ∈ Γ⋆, pak 𝜓 ∈ ∆⋆, tudíº z induk£ního p°edpokladu
𝒟  𝜙. Pokud 𝜙 ∈ ∆⋆, pak 𝜓 ∈ Γ⋆, a tedy z induk£ního p°edpokladu 𝒟 2 𝜙.
Pokud 𝜙 = ∃𝑥𝜓(𝑥) a 𝜙 ∈ Γ⋆, pak pro n¥jaké 𝑦 ∈ Var je 𝜓𝑥(𝑦) ∈ Γ⋆ . Dále
dostaneme
𝒟  ∃𝑥𝜙(𝑥) [𝑒] ⇔ ∃𝑡 ∈ 𝐷 (𝒟  𝜙 [𝑒(𝑥/𝑡)]) ,
coº je dále ekvivalentní s
∃𝑡 ∈ 𝐷(𝒟  𝜙 (︀𝑒 (︀𝑥/𝑡𝒟 [𝑒])︀)︀⇔ ∃𝑡 ∈ 𝐷 (𝒟  𝜙𝑥(𝑡) [𝑒]) .
Poslední ekvivalence plyne z lemmatu 3.3, ostatní ekvivalence plynou z Tar-
ského deﬁnice a spl¬ování p°i substituci, viz kapitola 3 v [13]. Pokud 𝜙 ∈ ∆⋆,
pak pro kaºdé 𝑡 nad mnoºinou Var platí 𝜓𝑥(𝑡) ∈ ∆⋆. Pro kaºdé 𝑡 ∈ 𝐷 platí
následující ekvivalence:
𝒟 𝜓 [𝑒(𝑥/𝑡)] ⇔ 𝒟 𝜓 [︀𝑒(𝑥/𝑡𝒟 [𝑒])]︀⇔ 𝒟  𝜓𝑥(𝑡) [𝑒] ,
kde jsme druhou ekvivalenci dostali z lemmatu 3.3. Z uvedené ekvivalence a
induk£ního p°edpokladu dostáváme 𝒟 2 𝜙.
Pokud 𝜙 = ∀𝑥𝜓(𝑥) a 𝜙 ∈ Γ⋆, pak pot°ebujeme pro kaºdé 𝑡 ∈ 𝐷 ukázat,
ºe 𝒟  𝜓𝑥(𝑡) [𝑒], coº se ukáºe analogicky jako p°ípad pro existen£ní kvantiﬁ-
kátor v sukcedentu, a tedy 𝒟  𝜙. Pokud 𝜙 ∈ ∆⋆, pak pro n¥jaké 𝑦 ∈ Var
je 𝜓𝑥(𝑦) ∈ ∆⋆, z induk£ního p°edpokladu a vý²e uvedených ekvivalencí u
p°ípadu ∃𝑥𝜓(𝑥) ∈ Γ⋆ dostaneme 𝒟 2 𝜙.
Pro 𝜙 ∈ 𝑇 platí 𝒟  𝜙, nebo´ 𝜙 ∈ Γ⋆. V nekone£né v¥tvi ℬ se díky
kroku 2 v algoritmu vyskytují v²echny axiomy teorie 𝑇 . Tím jsme dokázali i
lemma 3.2, nebo´ se nám poda°ilo ukázat, ºe sestrojený model má poºadované
vlastnosti. Platí Σ ⊆ Γ⋆ a Ω ⊆ ∆⋆.
Věta 3.1. (O úplnosti kalkulu GK v·£i sémantice klasické logice)
1. Jestliže je sekvent ⟨Σ ⇒ Ω⟩ klasicky logicky platný, pak má bezřezový
důkaz v gentzenovském kalkulu pro klasickou logiku.
2. Nechť 𝑇 je množina sentencí. Jestliže ⟨Σ ⇒ Ω⟩ vyplývá z 𝑇 , pak exis-
tují sentence 𝜙1, . . . , 𝜙𝑘 ∈ 𝑇 takové, že sekvent ⟨𝜙1, . . . , 𝜙𝑘,Σ ⇒ Ω⟩ má
bezřezový důkaz.
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Důkaz. Bod 1. dokáºeme obm¥nou. Pokud sekvent ⟨Σ ⇒ Ω⟩ nemá bez°ezový
d·kaz v gentzenovském kalkulu, tak vý²e zmín¥nou konstrukcí sestrojíme
model, ve kterém platí v²echny formule z Σ a neplatí ºádná formule z Ω.
Bod 2. dostaneme díky skute£nosti, ºe pro sekvent, který vyplývá z 𝑇 , mu-
sel algoritmus skon£it, a tedy jsme dostali sekvent ⟨𝜙1, . . . , 𝜙𝑘,Σ ⇒ Ω⟩, kde
𝜙1, . . . , 𝜙𝑘 ∈ 𝑇 .
Důsledek 3.1. (V¥ta o eliminovatelnosti °ez·)
Kaºdý sekvent dokazatelný v gentzenovském kalkulu je dokazatelný i bez
uºití pravidla °ezu.
Poznámka 3.1. Z bodu 2. ve v¥t¥ 3.1 dostaneme v¥tu o kompaktnosti. Pokud
𝜙 vyplývá z 𝑇 , pak je 𝜙 dokazatelná z 𝑇 , a tedy existuje kone£ná posloupnost
formulí 𝐹 ⊆ 𝑇 taková, ºe 𝐹 dokazuje 𝜙, a tedy z 𝐹 vyplývá 𝜙.
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4 Úplnost gentzenovského kalkulu vůči intuicio-
nistické predikátové logice
Pouºijeme ideu algoritmu z p°edchozí kapitoly, ke které nás inspiroval [3].
Dále pouºijeme [13], konkrétn¥ cvi£ení 25 v kapitole 5. Jazyk L bude stejný
jako v kapitole 3 a teorie 𝑇 je op¥t nejvý²e spo£etná. Nejprve deﬁnujeme
saturovaný sekvent.
Definice 4.1. ekneme, ºe sekvent ⟨Γ ⇒ ∆⟩ je saturovaný vůči množině
Var, jestliºe spl¬uje následující podmínky:
∙ 𝜓 & 𝜒 ∈ Γ, pak 𝜓 i 𝜒 jsou v Γ,
∙ 𝜓 ∨ 𝜒 ∈ ∆, pak 𝜓 i 𝜒 jsou v ∆,
∙ 𝜓 ∨ 𝜒 ∈ Γ, pak 𝜓 nebo 𝜒 je v Γ,
∙ 𝜓 & 𝜒 ∈ ∆, pak 𝜓 nebo 𝜒 je v ∆,
∙ 𝜓 → 𝜒 ∈ Γ, pak 𝜒 ∈ Γ nebo 𝜓 ∈ ∆,
∙ ¬𝜓 ∈ Γ, pak 𝜓 ∈ ∆,
∙ ∃𝑥𝜓 ∈ Γ, pak existuje prom¥nná 𝑦, která není volná v Γ ani ∆ a je
z mnoºiny Var a platí 𝜓𝑥(𝑦) ∈ Γ,
∙ ∃𝑥𝜓 ∈ ∆, pak pro v²echny termy 𝑡 nad mnoºinou Var platí𝜓𝑥(𝑡) ∈ ∆,
∙ ∀𝑥𝜓 ∈ Γ, pak pro v²echny termy 𝑡 nad mnoºinou Var platí 𝜓𝑥(𝑡) ∈ Γ.
Poznámka 4.1. Saturovaný sekvent je analogický k algoritmu z kapitoly 3.
V²imn¥me si, ºe saturovaný sekvent má tém¥° stejné vlastnosti jako ante-
cedent a sukcedent sekventu ⟨Γ⋆ ⇒ ∆⋆⟩. V následujícím lemmatu budeme
vytvá°et z nedokazatelného sekventu saturovaný podobným zp·sobem jako
pracoval algoritmus. Budeme brát formule jazyka 𝐿 po jedné a p°idávat do
antecedentu nebo do sukcedentu tak, abychom dostali saturovaný sekvent,
p°i£emº stejn¥ jako u algoritmu nep°idáme nic navíc, co výchozí sekvent ne-
obsahoval ve svých podformulích.
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Lemma 4.1. Nechť je sekvent ⟨Σ ⇒ Ω⟩ nedokazatelný a množina Var ob-
sahuje všechny volné proměnné v ⟨Σ ⇒ Ω⟩, neobsahuje žádnou vázanou ze
sekventu ⟨Σ ⇒ Ω⟩ a obsahuje nekonečně spočetně mnoho nikde nepoužitých
proměnných. Pak existuje (potenciálně nekonečný) sekvent ⟨Π ⇒ Λ⟩, který
je saturovaný vůči Var a takový, že Σ ⊆ Π a Ω ⊆ Λ a Π a Λ jsou sestaveny
jen z podformulí, které už v Σ a Ω byly.
Důkaz. O£íslujeme v²echny formule v jazyce 𝐿 op¥t tak, aby se kaºdá formule
vyskytla je²t¥ nekone£n¥krát, stejným zp·sobem o£íslujeme i termy nad mno-
ºinou Var. Stejn¥ jako v kapitole 3 o£íslujeme v²echny dvojice [𝜙𝑖, 𝑡𝑗]. Pro-
bíráme je po jedné tak, abychom dostali nedokazatelný sekvent saturovaný
v·£i mnoºin¥ Var. Vezmeme dvojici [𝜙𝑖, 𝑡𝑗], která je na °ad¥. Pro 𝜙𝑖 ∈ Σ𝑛
postupujeme následovn¥:
∙ Σ0 = Σ, Ω0 = Ω
∙ 𝜙𝑖 = 𝜓 & 𝜒, pak Σ𝑛+1 = Σ𝑛 ∪ {𝜓, 𝜒}
∙ 𝜙𝑖 = 𝜓 ∨ 𝜒 , pak
Σ𝑛+1 =
{︃
Σ𝑛 ∪ {𝜓} pokud je zachována nedokazatelnost
Σ𝑛 ∪ {𝜒} jinak
∙ 𝜙𝑖 = 𝜓 → 𝜒, pak
Σ𝑛+1 =
{︃
Σ𝑛 ∪ {𝜒} pokud je zachována nedokazatelnost
Ω𝑛 ∪ {𝜓} jinak
∙ 𝜙𝑖 = ¬𝜓, pak Ω𝑛+1 = Ω𝑛 ∪ {𝜓}
∙ 𝜙𝑖 = ∃𝑥𝜓, pak Σ𝑛+1 = Σ𝑛 ∪ {𝜓𝑥(𝑦)}, kde 𝑦 ∈ Var a 𝑦 není volná v Σ𝑛
ani Ω𝑛
∙ 𝜙𝑖 = ∀𝑥𝜓, pak Σ𝑛+1 = Σ𝑛 ∪ {𝜓𝑥(𝑡𝑗)} pro term 𝑡𝑗 nad mnoºinou Var
P°ípad 𝜙𝑖 = 𝜓 & 𝜒 a 𝜙𝑖 ∈ Ω𝑛 (respektive ∨) je analogický k 𝜓 ∨ 𝜒 ∈ Σ𝑛
(respektive &). P°ípad 𝜙𝑖 = ∃𝑥𝜓 a 𝜙 ∈ Ω𝑛 je analogický k ∀𝑥𝜓 ∈ Σ𝑛. Pokud
𝜙𝑖 = 𝜓 → 𝜒 a 𝜙 ∈ Ω𝑛, ned¥láme nic. V p°ípad¥, ºe 𝜙𝑖 = ∀𝑥𝜓 a 𝜙𝑖 ∈ Ω𝑛,
ned¥láme také nic. Poloºme
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Π =
∞⋃︁
𝑛=0
Σ𝑛 a Λ =
∞⋃︁
𝑛=0
Ω𝑛.
Tímto procesem dostaneme ur£it¥ sekvent, který je saturovaný v·£i mno-
ºin¥ Var. Sekvent ⟨Π ⇒ Λ⟩ je také nedokazatelný  kdyby byl dokazatelný,
tak se jiº kone£ná dokazatelná £ást objevila na n¥jaké hladin¥ 𝑛, coº ne-
mohlo nastat, nebo´ v²echny kroky zachovávají nedokazatelnost sekventu.
Nech´ nap°íklad 𝜙 = 𝜓 & 𝜒 a 𝜙 ∈ Σ, pak dostaneme, 𝜓 ∈ Π a 𝜒 ∈ Π, kdyby
p°idáním 𝜓 nebo 𝜒 vznikl dokazatelný sekvent, tak musel být dokazatelný
i výchozí sekvent, nebo´ formule 𝜓 & 𝜒 je spln¥na práv¥ tehdy, kdyº jsou
spln¥ny oba konjunkty. Analogicky se zachovávání nespln¥nosti ukáºe i pro
ostatní p°ípady.
Lemma 4.2. Nechť je sekvent ⟨Σ ⇒ Ω⟩ nedokazatelný v teorii 𝑇 . Pak lze
sestrojit kripkovský protipříklad na ⟨Σ, 𝑇 ⇒ Ω⟩.
Postup bude stejný jako v kapitole 3, jen se rovnou zam¥°íme na ne-
kone£nou v¥tev. Dále oproti p°edchozí kapitole uvedeme trochu podrobn¥ji
spl¬ování v zkonstruovaném modelu p°i ohodnocení 𝑒.
Nejprve zvolíme mnoºiny Var𝑖. Mnoºina Var0 je nekone£ná spo£etná mno-
ºina prom¥nných, obsahuje v²echny volné prom¥nné z Σ a Ω, ale ºádné vá-
zané prom¥nné z Σ,Ω a 𝑇 . Var1,Var2, . . . zvolíme jako nekone£né spo£etné
mnoºiny prom¥nných disjunktních s Var0, které neobsahují ºádné vázané pro-
m¥nné z Σ,Ω a 𝑇 , p°i£emº kaºdé dv¥ mnoºiny Var𝑘, Var𝑗 jsou disjunktní,
𝑘, 𝑗 ∈ N.
Na hladin¥ 𝑖 budeme uvaºovat nedokazatelné saturované sekventy v·£i
mnoºin¥
⋃︀𝑖
𝑘=0Var𝑘. Takové sekventy budeme zapisovat [⟨Γ ⇒ ∆⟩ , 𝑖], tyto
dvojice budou sv¥ty (vrcholy) konstruovaného kripkovského modelu. K sek-
ventu ⟨Σ, 𝑇 ⇒ Ω⟩ sestrojíme podle lemmatu 4.1 saturovaný sekvent
[⟨Π ⇒ Λ⟩ , 0]. V²imn¥me si, ºe narozdíl od p°edchozí kapitoly p°idáme v²echny
axiomy teorie 𝑇 najednou, zatímco algoritmus p°idával axiomy 𝑇 po jednom.
Kripkovský model je neprázdný, nebo´ na úrovni 0 máme sekvent ⟨Π ⇒ Λ⟩,
který je saturovaný v·£i mnoºin¥ Var0, a je nad mnoºinou ⟨Σ, 𝑇 ⇒ Ω⟩.
Model ozna£íme 𝒦 = ⟨𝑊,≤, 𝜌⟩, kde 𝜌 p°i°azuje prvk·m 𝑊 struktury.
Relaci dosaºitelnosti deﬁnujeme takto:
[⟨Γ ⇒ ∆⟩ , 𝑖] ≤ [⟨Γ1 ⇒ ∆1⟩ , 𝑗] ⇔ Γ ⊆ Γ1 & 𝑖 ≤ 𝑗
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Tímto dostaneme kvaziuspo°ádání. Díky podmínce 𝑖 ≤ 𝑗 máme zaru-
£eno, ºe dosaºitelné univerzum je vºdy v¥t²í nebo rovno výchozímu. Re-
alizaci funk£ních symbol· ve struktu°e 𝒟 na hladin¥ 𝑖 deﬁnujeme takto:
𝐹𝒟(𝑡1, . . . , 𝑡𝑛) je term 𝐹 (𝑡1, . . . , 𝑡𝑛). Na hladin¥ 𝑖 + 1 je v¥t²í univerzum,
proto realizace, která uº byla v 𝒟 na hladin¥ 𝑖, z·stane zachována, pouze
p°ibudou termy, které p°ipadají v úvahu. Dále deﬁnujeme realizaci prediká-
tových symbol· ve struktu°e 𝒟 na hladin¥ 𝑖 p°íslu²ející vrcholu [⟨Γ ⇒ ∆⟩ , 𝑖]
takto:
𝑃𝒟 =
{︀
[𝑡1, . . . , 𝑡𝑛] ; 𝑡1, . . . , 𝑡𝑛 termy nad
⋃︀𝑖
𝑘=0Var𝑘 a 𝑃 (𝑡1, . . . , 𝑡𝑛) ∈ Γ
}︀
.
Dále deﬁnujeme ohodnocení prom¥nných na hladin¥ 𝑖: 𝑒𝑖(𝑥) = 𝑥, kde
𝑥 ∈ ⋃︀𝑖𝑘=0Var𝑘. V²echna ohodnocení jsou po hladinách do sebe za°azena
inkluzí, tudíº se nem·ºe stát, ºe by na n¥jaké vy²²í hladin¥ do²lo ke zm¥n¥
ohodnocení jiº ohodnocené prom¥nné.
Lemma 4.3. Nechť s je term, 𝒟 je struktura na hladině 𝑖 a termy 𝑡1, . . . , 𝑡𝑛
jsou sestaveny z proměnných z
⋃︀𝑖
𝑘=0Var𝑘. Pak 𝑠
𝒟[𝑡1, . . . , 𝑡𝑛] = 𝑠(𝑡1, . . . , 𝑡𝑛).
Důkaz. Budeme postupovat indukcí podle sloºitosti termu. Pokud 𝑠 je pro-
m¥nná, pak 𝑠𝒟[𝑡1, . . . , 𝑡𝑛] = (𝑡1, . . . , 𝑡𝑛)(𝑠) = 𝑡𝑗, coº je totéº, jako kdyº za
prom¥nnou 𝑥𝑗 dosadíme 𝑡𝑗. První rovnost jsme dostali z Tarského deﬁnice.
Pokud 𝑠 je 𝐹 (𝑠1, . . . , 𝑠𝑘), pak
(𝐹 (𝑠1, . . . , 𝑠𝑘))
𝒟[𝑡1, . . . , 𝑡𝑛] = 𝑟(𝐹 )(𝑠𝒟1 [𝑡1, . . . , 𝑡𝑛], . . . , 𝑠
𝒟
𝑘 [𝑡1, . . . , 𝑡𝑛]).
Funkce 𝑟 je pro strukturu 𝒟 deﬁnována na 𝐿 tak, ºe 𝑟(𝐹 ) je 𝑛-ární ope-
race na mnoºin¥ 𝐷 (funkce z 𝐷𝑛 do 𝐷), tedy prvek 𝑟(𝐹 ) je realizace funkce
𝐹 ve struktu°e 𝒟. Do jednotlivých term· dosazujeme termy 𝑡𝑗, coº je to-
téº jako dosadit termy 𝑡𝑗 najednou (díky induk£nímu p°edpokladu), a tedy
dostaneme:
𝑟(𝐹 )(𝑠𝒟1 [𝑡1, . . . , 𝑡𝑛], . . . , 𝑠
𝒟
𝑘 [𝑡1, . . . , 𝑡𝑛]) = 𝐹 (𝑠1(𝑡1, . . . , 𝑡𝑛), . . . , 𝑠𝑘(𝑡1, . . . , 𝑡𝑛)) .
Lemma 4.4. Pro každou hladinu 𝑖, každé ohodnocení 𝑒 na této hladině ta-
kové, že 𝑡1, . . . , 𝑡𝑛 jsou hodnoty ohodnocení 𝑒 proměnných 𝑥1, . . . , 𝑥𝑛, každou
formuli 𝜙(𝑥1, . . . , 𝑥𝑛) a každý vrchol [⟨Γ ⇒ ∆⟩ , 𝑖] platí:
[⟨Γ ⇒ ∆⟩ , 𝑖]  𝜙(𝑥1, . . . , 𝑥𝑛)[𝑒], pokud 𝜙𝑥1,...,𝑥𝑛(𝑡1, . . . , 𝑡𝑛) ∈ Γ,
[⟨Γ ⇒ ∆⟩ , 𝑖] 1 𝜙(𝑥1, . . . , 𝑥𝑛)[𝑒], pokud 𝜙𝑥1,...,𝑥𝑛(𝑡1, . . . , 𝑡𝑛) ∈ ∆.
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Důkaz. Budeme postupovat indukcí podle sloºitosti formule. Nech´ 𝜙 je ato-
mická formule 𝑃 (𝑠1(𝑥), . . . 𝑠𝑘(𝑥)), kde 𝑥 zna£í 𝑛-tici. Ozna£me 𝛼 vrchol krip-
kovského modelu [⟨Γ ⇒ ∆⟩ , 𝑖]. Platí
𝛼  𝑃 (𝑠1, . . . , 𝑠𝑘) [𝑒] ⇔ 𝑃 (𝑠1(𝑥), . . . 𝑠𝑘(𝑥))(𝑡1, . . . , 𝑡𝑛) ∈ Γ,
coº je dále ekvivalentní s 𝑃 (𝑠1(𝑡), . . . 𝑠𝑘(𝑡)) ∈ Γ. Kde jsme k poslední ekviva-
lenci vyuºili lemma 4.3. Dále máme
[︀
𝑠𝒟1 [𝑒], . . . , 𝑠
𝒟
𝑘 [𝑒]
]︀ ∈ 𝑃𝒟, £ímº dostaneme
[𝑠1(𝑡), . . . , 𝑠𝑘(𝑡)] ∈ 𝑃𝒟, a tedy podle deﬁnice realizace predikátových sym-
bol· ve struktu°e 𝒟 na p°íslu²né hladin¥ dostáváme pro atomickou formuli 𝜙
𝛼  𝜙 [𝑒] ⇔ 𝜙 ∈ Γ.
Nech´ 𝜙 = 𝜓 & 𝜒 a 𝜙 ∈ Γ. Ze saturovanosti Γ dostaneme 𝜓 ∈ Γ a 𝜒 ∈ Γ,
a tedy podle induk£ního p°edpokladu [⟨Γ ⇒ ∆⟩ , 𝑖]  𝜓 a [⟨Γ ⇒ ∆⟩ , 𝑖]  𝜒,
proto [⟨Γ ⇒ ∆⟩ , 𝑖]  𝜙.
Nech´ 𝜙 ∈ ∆, pot°ebujeme ukázat, ºe 𝜙 je v p°íslu²ném vrcholu nespl-
n¥na. Díky saturovanosti sekventu dostáváme, ºe 𝜓 ∈ ∆ nebo 𝜒 ∈ ∆. Podle
deﬁnice saturovaného sekventu je v ∆ práv¥ ten disjunkt, který zachovává
nespln¥nost, a tudíº z induk£ního p°edpokladu dostáváme [⟨Γ ⇒ ∆⟩ , 𝑖] 1 𝜙.
Nech´ 𝜙 = 𝜓 ∨ 𝜒 a 𝜙 ∈ Γ. Pak ze saturovanosti Γ dostaneme 𝜓 ∈ Γ nebo
𝜙 ∈ Γ. Z induk£ního p°edpokladu dostaneme [⟨Γ ⇒ ∆⟩ , 𝑖]  𝜙.
Nech´ 𝜙 ∈ ∆, pak 𝜓 ∈ ∆ a 𝜒 ∈ ∆, tudíº z induk£ního p°edpokladu
[⟨Γ ⇒ ∆⟩ , 𝑖] 1 𝜙.
Nech´ 𝜙 = 𝜓 → 𝜒 a 𝜙 ∈ Γ. Vezm¥me v úvahu libovolný sekvent
[⟨Γ′ ⇒ ∆′⟩ , 𝑗], který je dosaºitelný z [⟨Γ ⇒ ∆⟩ , 𝑖] . Pak 𝜓 → 𝜒 ∈ Γ′, nebo´
Γ ⊆ Γ′, tedy ze saturovanosti 𝜒 ∈ Γ′ nebo 𝜓 ∈ ∆′. Nech´ [⟨Γ′ ⇒ ∆′⟩ , 𝑗]  𝜓.
Ov¥°íme, ºe pak [⟨Γ′ ⇒ ∆′⟩ , 𝑗]  𝜒. Pokud 𝜒 ∈ Γ′, pak induk£ní p°edpoklad
dává [⟨Γ′ ⇒ ∆′⟩ , 𝑗]  𝜓 → 𝜒. Pokud 𝜓 ∈ ∆′, pak induk£ní p°edpoklad dává,
ºe by formule 𝜓 byla nespln¥ná, ale my jsme p°edpokládali, ºe 𝜓 je spln¥ná,
proto tento p°ípad nenastane.
Nech´ 𝜙 ∈ ∆. Vezmeme v úvahu sekvent [⟨Γ, 𝜓 ⇒ 𝜒⟩ , 𝑖], roz²í°íme tento
sekvent na saturovaný v·£i
⋃︀𝑗
𝑘=0Var𝑘, kde 𝑖 ≤ 𝑗. Tím dostaneme sekvent
[⟨Γ′, 𝜓 ⇒ 𝜒,∆′⟩ , 𝑗], který je dosaºitelný z [⟨Γ ⇒ ∆⟩ , 𝑖]. V Γ′ jsou i podfor-
mule 𝜓 a ∆′ obsahuje podformule 𝜒. Z induk£ního p°edpokladu dostaneme
[⟨Γ′, 𝜓 ⇒ 𝜒,∆′⟩ , 𝑗]  𝜓 a [⟨Γ′, 𝜓 ⇒ 𝜒,∆′⟩ , 𝑗] 1 𝜒, tudíº existuje dosaºi-
telný sv¥t, ve kterém je p°edpoklad implikace spln¥n a záv¥r nespln¥n, proto
[⟨Γ ⇒ ∆⟩ , 𝑖] 1 𝜙.
Nech´ 𝜙 = ¬𝜓 a 𝜙 ∈ Γ. Vezmeme libovolný dosaºitelný saturovaný sek-
vent [⟨Γ′ ⇒ ∆′⟩ , 𝑗], Γ ⊆ Γ′, tudíº ¬𝜓 ∈ Γ′, ze saturovanosti 𝜓 ∈ ∆′, tudíº
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z induk£ního p°edpokladu [⟨Γ′ ⇒ ∆′⟩ , 𝑗] 1 𝜓, a tedy libovolný dosaºitelný
sv¥t nespl¬uje 𝜓, proto [⟨Γ ⇒ ∆⟩ , 𝑖]  𝜙.
Nech´ 𝜙 ∈ ∆. Uvaºme sekvent [⟨Γ, 𝜓 ⇒ ¬𝜓⟩ , 𝑗], který doplníme na satu-
rovaný [⟨Γ′, 𝜓 ⇒ ¬𝜓,∆′⟩ , 𝑗]. Platí [⟨Γ′, 𝜓 ⇒ ¬𝜓,∆′⟩ , 𝑗]  𝜓 a tento sekvent
je dosaºitelný z [⟨Γ ⇒ ∆⟩ , 𝑖], tudíº existuje dosaºitelný sekvent, kde je 𝜓
spln¥no, proto [⟨Γ ⇒ ∆⟩ , 𝑖] 1 𝜙.
Nech´ 𝜙 = ∃𝑥𝜓 a 𝜙 ∈ Γ. Ze saturovanosti [⟨Γ ⇒ ∆⟩ , 𝑖] dostáváme, ºe
pro n¥jaké 𝑦 ∈⋃︀𝑖𝑘=0Var𝑘 𝜓(𝑦) ∈ Γ. Z induk£ního p°edpokladu dostáváme
[⟨Γ ⇒ ∆⟩ , 𝑖]  𝜙.
Nech´ 𝜙 ∈ ∆. Ze saturovanosti [⟨Γ ⇒ ∆⟩ , 𝑖] dostáváme [⟨Γ ⇒ ∆⟩ , 𝑖] 1
𝜓𝑥(𝑡) pro v²echny termy na této hladin¥, tudíº [⟨Γ ⇒ ∆⟩ , 𝑖] 1 𝜙.
Nech´ 𝜙 = ∀𝑥𝜓 a 𝜙 ∈ Γ. Vezmeme libovolný saturovaný sekvent
[⟨Γ′ ⇒ ∆′⟩ , 𝑗], který je dosaºitelný z [⟨Γ ⇒ ∆⟩ , 𝑖]. Platí ∀𝑥𝜓 ∈ Γ′, nebo´
Γ ⊆ Γ′. Díky saturovanosti [⟨Γ′ ⇒ ∆′⟩ , 𝑗]  𝜓𝑥(𝑡) pro v²echny termy na této
hladin¥, tudíº [⟨Γ ⇒ ∆⟩ , 𝑖]  𝜙.
Nech´ 𝜙 ∈ ∆. K sekventu [⟨Γ ⇒ ∆⟩ , 𝑖] uvaºme sekvent ⟨Γ ⇒ 𝜓𝑥(𝑦)⟩,
k n¥mu vezmeme saturovaný sekvent na hladin¥ 𝑖+1 [⟨Γ′ ⇒ 𝜓𝑥(𝑦),∆′⟩ , 𝑖 + 1],
z induk£ního p°edpokladu [⟨Γ′ ⇒ 𝜓𝑥(𝑦),∆′⟩ , 𝑖 + 1] 1 𝜓𝑥(𝑦), tudíº dostaneme
[⟨Γ ⇒ ∆⟩ , 𝑖] 1 𝜙. Podmínka EVC je zachována, nebo´ 𝑦 je dosud nikde
nepouºitá prom¥nná.
Tím jsme dokázali i lemma 4.2  ukázali jsme, ºe sestrojený model má
poºadované vlastnosti. Libovolný vrchol [⟨Γ ⇒ ∆⟩ , 𝑖] v modelu 𝒦 spl¬uje
v²echny formule z antecedentu a nespl¬uje ºádnou ze sukcedentu sekventu
⟨Σ, 𝑇 ⇒ Ω⟩.
Poznámka 4.2. Kripkovský model, který jsme zkonstruovali, vypadá jako
fundovaný strom a jeho hloubka je mohutnosti ℵ0.
Věta 4.1. (O silné úplnosti kalkulu GJ v·£i kripkovské sémantice)
Nechť ⟨Σ ⇒ Ω⟩ je sekvent, který je platný ve všech kripkovských strukturách
pro intuicionistickou logiku, kde ve všech vrcholech platí axiomy teorie 𝑇 . Pak
je sekvent ⟨Σ ⇒ Ω⟩ dokazatelný bezřezovým důkazem v teorii 𝑇 v intuicio-
nistické logice, tedy kalkulus GJ je úplný vůči kripkovské sémantice.
Důkaz. Obm¥nou. Nech´ je sekvent ⟨Σ ⇒ Ω⟩ nedokazatelný, pak podle lem-
matu 4.1 roz²í°íme sekvent ⟨Σ, 𝑇 ⇒ Ω⟩ na saturovaný vzhledem k p°íslu²ným
hladinám. Dostaneme saturovaný sekvent [⟨Γ ⇒ ∆⟩ , 𝑖] takový, ºe Σ∪ 𝑇 ⊆ Γ
a Ω ⊆ ∆. Vý²e zmín¥nou konstrukcí sestrojíme kripkovský model 𝒦 =
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⟨𝑊,≤, 𝜌⟩, ve kterém díky lemmatu 4.4 jsou v²echny formule z antecedentu
sekventu ⟨Σ ∪ 𝑇 ⇒ Ω⟩ spln¥ny a v²echny ze sukcedentu nespln¥ny.
Důsledek 4.1. (V¥ta o kompaktnosti)
Nechť 𝑇 je libovolná nejvýše spočetná teorie. Jestliže z 𝑇 vyplývá 𝜙, pak exis-
tuje konečná množina 𝐹 ⊆ 𝑇 taková, že z 𝐹 vyplývá 𝜙.
Důkaz. Nech´ z 𝑇 vyplývá 𝜙, pak podle deﬁnice platí 𝜙 v kaºdém vrcholu kaº-
dého kripkovského modelu p°i kaºdém ohodnocení, p°i kterém jsou v tomto
vrcholu spln¥ny v²echny axiomy teorie 𝑇 . To znamená, ºe sekvent ⟨𝑇 ⇒ 𝜙⟩
je platný. Z v¥ty 4.1 dostáváme, ºe sekvent ⟨𝑇 ⇒ 𝜙⟩ je dokazatelný v neko-
ne£ném smyslu, a tedy existuje 𝐹 ⊆ 𝑇 kone£ná taková, ºe sekvent ⟨𝐹 ⇒ 𝜙⟩
je dokazatelný. Z v¥ty o korektnosti dostaneme, ºe tento sekvent je platný,
tudíº z 𝐹 vyplývá 𝜙.
Věta 4.2. (V¥ta o korektnosti GJ)
Každý sekvent dokazatelný v predikátovém kalkulu GJ je intuicionisticky lo-
gicky platný.
Důkaz. D·kaz v¥ty o korektnosti GJ lze nalézt nap°íklad v [13] nebo v [9].
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5 Intuicionistická predikátová logika s konstant-
ním univerzem
Klasická logika má jediné konstantní univerzum, ale u intuicionistické logiky
tomu tak vºdy není. V této kapitole se budeme zabývat intuicionistickou
logikou s konstantním univerzem. Na²e úvahy jsou motivovány [6], kde je
pouºívána práv¥ taková logika. Domníváme se, ºe m·ºe být velmi zajímavá
a uºite£ná. Co vlastn¥ konstantní univerzum pro intuicionistickou predikáto-
vou logiku znamená? V intuicionistické logice mohou vycházet p°i p°echodu
do dosaºitelného sv¥ta najevo existence nových objekt· a vztah· mezi nimi.
Na²ím cílem je vzít takovou logiku, kde z·stávají po£ty individuí v kaºdém
sv¥t¥ stejné, tedy sv¥t 𝛽 dosaºitelný ze sv¥ta 𝛼 bude mít stejná individua jako
sv¥t 𝛼, pouze mohou vyjít najevo nové skute£nosti o individuích, která byla
uº ve sv¥t¥ 𝛼. V této kapitole bychom cht¥li dosáhnout základního poznání
o logice s konstantním univerzem. Nejprve deﬁnujeme hilbertovský a gen-
tzenovský kalkulus pro intuicionistickou predikátovou logiku s konstantním
univerzem.
T°ída kripkovských model· s konstantním univerzem byla navrºena v 70.
letech Grzegorczykem jako sémantika pro intuicionistickou predikátovou lo-
giku. Tato sémantika ale není pro intuicionistickou logiku adekvátní, nebo´
v ní platí obecn¥ neintuicionistický princip, a to schéma, které budeme dále
zna£it (CD) podle anglického constant domain. Této logice bychom tedy
mohli °íkat Grzegorczykova. Klemke a nezávisle Görnemannová dokázali, ºe
korektní a úplný kalkulus v·£i Grzegorczykov¥ sémantice vznikne tak, ºe
k hilbertovskému kalkulu pro intuicionistickou logiku p°idáme práv¥ (CD)
jako axiomatické schéma.
5.1 Hilbertovský kalkulus pro intuicionistickou prediká-
tovou logiku s konstantním univerzem
Hilbertovský kalkulus pro intuicionistickou logiku s konstantním univerzem
je stejný jako pro intuicionistickou predikátovou logiku, pouze ho roz²í°íme
o jedno axiomatické schéma. Nejprve uvedeme výrokovou a predikátovou
variantu pro intuicionistickou logiku a nakonec p°idáme schéma (CD).
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5.1.1 Výroková varianta
Pouºijeme hilbertovský kalkulus tak, jak je deﬁnován pro klasickou logiku
v [13], ale místo (¬𝐴 → ¬𝐵) → ((¬𝐴 → 𝐵) → 𝐴) vezmeme následující
schéma:
(𝐴→ 𝐵) → ((𝐴→ ¬𝐵) → ¬𝐴).
Dále p°idáme je²t¥ jedno schéma, a to
𝐴→ (¬𝐴→ 𝐵).
5.1.2 Predikátová varianta
Ke kalkulu deﬁnovanému v 5.1.1 p°idáme dv¥ schémata a dv¥ pravidla, která
jsou shodná s klasickou logikou:
1. ∀𝑥𝜙→ 𝜙𝑥(𝑡),
2. 𝜙𝑥(𝑡) → ∃𝑥𝜙,
3. 𝜓 → 𝜙/𝜓 → ∀𝑥𝜙,
4. 𝜙→ 𝜓/∃𝑥𝜙→ 𝜓,
kde v 1. a 2. je term 𝑡 substituovatelný za prom¥nnou 𝑥 ve 𝜙 a v 3. a 4. je 𝜓
formule, která neobsahuje volné výskyty prom¥nné 𝑥.
5.1.3 Rozšíření hilbertovského kalkulu
Intuicionistická logika s konstantním univerzem vznikne tak, ºe p°idáme
k práv¥ deﬁnovanému hilbertovskému kalkulu je²t¥ jedno schéma, nazv¥me
ho schéma konstantního univerza (CD):
∀𝑥(𝜙(𝑥) ∨ 𝜓) → ∀𝑥𝜙(𝑥) ∨ 𝜓,
za p°edpokladu, ºe 𝑥 není volná v 𝜓.
Takto upravený hilbertovský kalkulus nazveme HJC (C ve zkratce HJC
zna£í constant, (CD) je zkratka anglického constant domain).
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5.2 Gentzenovský kalkulus pro intuicionistickou predi-
kátovou logiku s konstantním univerzem
Gentzenovský kalkulus ponecháme tak, jak jsme ho deﬁnovali v 2.2 a 2.4, ale
upravíme pravidlo ∀𝑟, kde ²krtneme omezení na postranní formule a dosta-
neme ∀𝑟𝑐:
⟨Γ ⇒ ∆, 𝜙𝑥(𝑦)⟩ / ⟨Γ ⇒ ∆,∀𝑥𝜙⟩ ,
kde prom¥nná 𝑦 je substituovatelná za 𝑥 ve 𝜙 a nemá ºádné volné výskyty
v mnoºin¥ Γ ∪∆ ∪ {∀𝑥𝜙}.
Takto deﬁnovaný gentzenovský kalkulus nazveme GJC. Nejprve pot°ebu-
jeme ukázat, ºe upravené pravidlo ∀𝑟𝑐 °íká totéº jako (CD) v hilbertovském
kalkulu.
Lemma 5.1. V gentzenovském kalkulu GJC je dokazatelné schéma (CD).
Důkaz. Dokáºeme sekvent ⟨⇒ ∀𝑥(𝜙(𝑥) ∨ 𝜓) → ∀𝑥𝜙(𝑥) ∨ 𝜓⟩.
→𝑟
∨𝑙
∀𝑟𝑐
∀𝑙
∨𝑟 ⟨𝜙⇒ 𝜙, 𝜓⟩ ⟨𝜓 ⇒ 𝜓, 𝜙⟩⟨𝜙 ∨ 𝜓 ⇒ 𝜙, 𝜓⟩
⟨∀𝑥(𝜙(𝑥) ∨ 𝜓) ⇒ 𝜙, 𝜓⟩
⟨∀𝑥(𝜙(𝑥) ∨ 𝜓) ⇒ ∀𝑥𝜙(𝑥), 𝜓⟩
⟨∀𝑥(𝜙(𝑥) ∨ 𝜓) ⇒ ∀𝑥𝜙(𝑥) ∨ 𝜓,∀𝑥𝜙(𝑥) ∨ 𝜓⟩
⟨⇒ ∀𝑥(𝜙(𝑥) ∨ 𝜓) → ∀𝑥𝜙(𝑥) ∨ 𝜓⟩
Lemma 5.2. V hilbertovském kalkulu HJC je simulovatelné pravidlo ∀𝑟𝑐
(znamená, že v HJC dokážeme odvodit vše, co lze odvodit v GJC pomocí
pravidla ∀𝑟𝑐).
Důkaz.
1.
⋀︀
Γ → ⋁︀∆ ∨ 𝜙𝑦(𝑥)
2.
⋀︀
Γ → ∀𝑥(⋁︀∆ ∨ 𝜙𝑦(𝑥))
3. ∀𝑥 (𝜙(𝑥) ∨ 𝜓) → ∀𝑥𝜙(𝑥) ∨ 𝜓
4.
⋀︀
Γ → ⋁︀∆ ∨ ∀𝑥𝜙(𝑥)
Z 1. do 2. se dostaneme pouºitím generalizace (zvolili jsme prom¥nnou 𝑥,
která není volná v ∆ ani Γ), 3. je (CD), kde 𝑥 není volná v 𝜓, 4. je tautolo-
gickým d·sledkem bod· 2. a 3.
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Obrázek 1: Protip°íklad na schéma konstantního univerza
5.3 Kripkovské rámce s konstantním univerzem
Dále musíme ukázat, ºe schéma (CD) charakterizuje t°ídu v²ech kripkovských
model· s konstantním univerzem.
Lemma 5.3. Nechť má kripkovský rámec konstantní univerzum. Pak v něm
platí schéma (CD).
Důkaz. Vezmeme sv¥t 𝛼 se strukturou 𝒜, 𝐴 zna£í nosnou mnoºinu struk-
tury 𝒜 (𝛽,ℬ, 𝐵 analogicky). Nech´ ve sv¥t¥ 𝛼 platí p°edpoklad (CD), pak
𝛼  ∀𝑥 (𝜙(𝑥) ∨ 𝜓), coº nám dává ∀𝑎 ∈ 𝐴 platí 𝛼  𝜙(𝑎) ∨ 𝜓, a tedy
∀𝑎 ∈ 𝐴𝛼  𝜙(𝑎) nebo 𝛼  𝜓. Nech´ 𝛽 je libovolný sv¥t dosaºitelný z 𝛼,
pak v 𝛽 musí platit 𝛽  ∀𝑥 (𝜙(𝑥) ∨ 𝜓), tudíº ∀𝑏 ∈ 𝐵 𝛽  𝜙(𝑏) ∨ 𝜓, coº
nám dává ∀𝑏 ∈ 𝐵 𝛽  𝜙(𝑏) nebo 𝛽  𝜓. Jestliºe ∀𝑎 ∈ 𝐴𝛼  𝜙(𝑎), pak
∀𝑏 ∈ 𝐵 𝛽  𝜙(𝑏), nebo´ 𝐴 = 𝐵. Nech´ 𝛼 1 ∀𝑥𝜙(𝑥), pak 𝛼  𝜓, a tudíº i
𝛽  𝜓. Z toho plyne, ºe 𝛼  ∀𝑥 (𝜙(𝑥) ∨ 𝜓) → ∀𝑥𝜙(𝑥) ∨ 𝜓.
Příklad 5.1. Na obrázku 1 je protip°íklad na (CD), 𝒜 je struktura ve sv¥t¥
𝛼, ℬ ve sv¥t¥ 𝛽. Nech´ 𝛼 1 𝜓 a 𝛽  𝜓, 𝛼  𝜙(𝑎), pak 𝛼  ∀𝑥(𝜙(𝑥) ∨ 𝜓), ale
𝛼 1 ∀𝑥𝜙(𝑥) ∨ 𝜓, nebo´ 𝛽 1 ∀𝑥𝜙(𝑥).
Podle p°íkladu 5.1 si dokáºeme v kripkovském rámci, který nemá kon-
stantní univerzum, opat°it protip°íklad na (CD). Dále jsme díky lemmatu
5.3 dostali, ºe (CD) skute£n¥ charakterizuje t°ídu v²ech kripkovských mo-
del· s konstantním univerzem.
5.4 DNS a Markovův princip
Uvedeme dv¥ tvrzení, z nichº jedno bude v logice s konstantním univerzem
dokazatelné.
∙ DNS (double negation shift): ∀𝑥¬¬𝜙(𝑥) → ¬¬∀𝑥𝜙(𝑥)
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∙ Markov·v princip: (∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑥)) & ¬¬∃𝑥𝜙(𝑥)) → ∃𝑥𝜙(𝑥).
Ukáºeme, ºe Markov·v princip neplatí v intuicionistické logice, která nemá
konstantní univerzum, zatímco v logice s konstantním univerzem platit bude.
Nejprve se zabývejme schématem DNS.
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Obrázek 2: Protip°íklad na schéma DNS
Příklad 5.2. Na obrázku 2 je protip°íklad na schéma DNS v logice s kon-
stantním univerzem. V kaºdém sv¥t¥ je struktura se spo£etn¥ mnoha pro-
m¥nnými. Ve struktu°e 𝒜1 p°íslu²né sv¥tu 𝛼1 je spln¥n predikát 𝑃 pro 0, ve
struktu°e 𝒜2 se platnost predikátu roz²í°í je²t¥ o 1, 𝛼3  𝑃 (0, 1, 2). V kaº-
dém dal²ím sv¥t¥ se platnost predikátu roz²í°í vºdy o jeden prvek. Ve sv¥t¥
𝛼0  ∀𝑥¬¬𝑃 (𝑥), ale 𝛼0 1 ¬¬∀𝑥𝑃 (𝑥).
Lemma 5.4. DNS nemá konečný protipříklad v intuicionistické logice s kon-
stantním univerzem.
Důkaz. Na obrázku 3 je kone£ný model. Kone£ný model musí mít listy. Pou-
ºijeme obecný princip, ºe pro kaºdý sv¥t 𝛼𝑖  ¬¬𝜙⇔ pro kaºdý list 𝜆  𝜙.
P°edpokládáme, ºe 𝛼1  ∀𝑥¬¬𝑃 (𝑥). Chceme ukázat 𝛼  ¬¬∀𝑥𝑃 (𝑥), tedy
∀𝑥𝑃 (𝑥) je spln¥na ve v²ech listech, coº znamená, ºe 𝑃 (𝑎) je spln¥na v kaº-
dém listu kaºdým jeho prvkem 𝑎. Protoºe 𝛼1  ∀𝑥¬¬𝑃 (𝑥), tak pro kaºdý
31
list 𝛼𝑛 musí pro kaºdý prvek 𝑎 jeho struktury platit 𝛼𝑛  ¬¬𝑃 (𝑎), a tedy
𝛼𝑛  𝑃 (𝑎).
An
A1
Obrázek 3
Zjistili jsme, ºe existuje formule, která platí v kaºdém kone£ném modelu,
ale má nekone£ný protip°íklad, a tedy pro intuicionistickou logiku s konstant-
ním univerzem neplatí FMP (vlastnost kone£ných model·).
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Obrázek 4: Protip°íklad na Markov·v princip
Příklad 5.3. Na obrázku 4 je protip°íklad na Markov·v princip v intuicio-
nistické logice. Ve sv¥t¥ 𝛼 je struktura 𝒜, 𝛼 1 ∃𝑥𝜙(𝑥) a 𝛼  ∀𝑥(𝜙(𝑥)∨¬𝜙(𝑥),
dále platí 𝛼  ¬¬∃𝑥𝜙(𝑥), nebo´ 𝛽 1 ∀𝑥¬𝜙(𝑥), a tedy
𝛼 1 (∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑥)) & ¬¬∃𝑥𝜙(𝑥)) → ∃𝑥𝜙(𝑥).
Na²ím cílem bude ukázat, ºe Markov·v princip v logice s konstantním uni-
verzem platí. Nejprve uvedeme sémantický d·kaz, pak d·kaz v kalkulu GJC.
Lemma 5.5. Markovův princip platí v intuicionistické logice s konstantním
univerzem.
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Důkaz. Uvedeme sémantický d·kaz. Op¥t 𝒜 zna£í strukturu ve sv¥t¥ 𝛼,
ℬ strukturu ve sv¥t¥ 𝛽. Nech´ ve sv¥t¥ 𝛼 je spln¥n p°edpoklad implikace,
tedy 𝛼  ∀𝑥 (𝜙(𝑥) ∨ ¬𝜙(𝑥)), 𝛼  ¬¬∃𝑥𝜙(𝑥), a tudíº ve v²ech dosaºitelných
sv¥tech 𝛾 1 ¬∃𝑥𝜙(𝑥). Pak i 𝛼 1 ¬∃𝑥𝜙(𝑥), aby toto bylo spln¥no, musí
existovat n¥jaký dosaºitelný sv¥t 𝛽 takový, ºe 𝛽  ∃𝑥𝜙(𝑥), coº znamená,
ºe pro n¥jaké 𝑎 ∈ 𝐵 𝛽  𝜙(𝑎). Díky p°edpokladu konstantního univerza
musí být i 𝑎 ∈ 𝐴 a na 𝑎 m·ºeme aplikovat p°edpoklad ∀𝑥 (𝜙(𝑥) ∨ ¬𝜙(𝑥)),
tedy 𝛼  (𝜙(𝑎) ∨ ¬𝜙(𝑎)). Pokud 𝛼  𝜙(𝑎), pak 𝛼  ∃𝑥𝜙(𝑥). Ukaºme, ºe
druhá moºnost vede ke sporu: z ∀𝑥(∃𝑦𝜙(𝑦) ∨ ¬𝜙(𝑥)) dostaneme díky (CD)
∃𝑦𝜙(𝑦) ∨ ∀𝑥¬𝜙(𝑥). Druhý disjunkt je ve sporu s ¬¬∃𝑥𝜙(𝑥).
Lemma 5.6. Markovův princip je dokazatelný v GJC.
Důkaz. Dokáºeme ⟨⇒ (∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑥)) & ¬¬∃𝑥𝜙(𝑥)) → ∃𝑥𝜙(𝑥)⟩.
→𝑟
&𝑙
𝐶𝑢𝑡
∀𝑟𝑐
∀𝑙
∃𝑟
∨𝑙 ⟨𝜙(𝑧) ⇒ ¬𝜙(𝑧), 𝜙(𝑧)⟩ ⟨¬𝜙(𝑧) ⇒ ¬𝜙(𝑧), 𝜙(𝑧)⟩⟨𝜙(𝑧) ∨ ¬𝜙(𝑧) ⇒ ¬𝜙(𝑧), 𝜙(𝑧)⟩
⟨𝜙(𝑧) ∨ ¬𝜙(𝑧) ⇒ ¬𝜙(𝑧),∃𝑥𝜙(𝑥)⟩
⟨∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑧)) ⇒ ¬𝜙(𝑧),∃𝑥𝜙(𝑥)⟩
⟨∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑥)) ⇒ ∀𝑥¬𝜙(𝑥),∃𝑥𝜙(𝑥)⟩ ¬𝑙
¬𝑟
∃𝑙
∀𝑙
¬𝑙 ⟨𝜙(𝑧) ⇒ 𝜙(𝑧)⟩⟨¬𝜙(𝑧), 𝜙(𝑧) ⇒⟩
⟨∀𝑥¬𝜙(𝑥), 𝜙(𝑧) ⇒⟩
⟨∀𝑥¬𝜙(𝑥), ∃𝑥𝜙(𝑥) ⇒⟩
⟨∀𝑥¬𝜙(𝑥) ⇒ ¬∃𝑥𝜙(𝑥)⟩
⟨∀𝑥¬𝜙(𝑥),¬¬∃𝑥𝜙(𝑥) ⇒⟩
⟨∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑥),¬¬∃𝑥𝜙(𝑥) ⇒ ∃𝑥𝜙(𝑥)⟩
⟨∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑥)) & ¬¬∃𝑥𝜙(𝑥) ⇒ ∃𝑥𝜙(𝑥)⟩
⟨⇒ (∀𝑥(𝜙(𝑥) ∨ ¬𝜙(𝑥)) & ¬¬∃𝑥𝜙(𝑥)) → ∃𝑥𝜙(𝑥)⟩
Definice 5.1. Nech´ 𝜙, 𝜓1, 𝜓2 jsou libovolné formule. ekneme, ºe výskyt
obecného kvantiﬁkátoru ve formuli 𝜙 je pozitivní (respektive negativní), jestliºe
je pozitivní (respektive negativní) v její podformuli. Dále deﬁnujeme p°ípady
pro vn¥j²í symbol:
∙ Pokud 𝜙 = 𝜓1 & 𝜓2, pak jsou v²echny výskyty ∀ v podformulích 𝜓1 a
𝜓2 pozitivní,
∙ Pokud 𝜙 = 𝜓1 ∨ 𝜓2, pak jsou v²echny výskyty ∀ v podformulích 𝜓1 a
𝜓2 pozitivní,
∙ Pokud 𝜙 = 𝜓1 → 𝜓2, pak jsou v²echny výskyty ∀ v podformuli 𝜓1
negativní, v podformuli 𝜓2 pozitivní.
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Pokud je ve formuli 𝜙 p°ed pozitivním (respektive negativním) výskytem
lichý po£et negací, pak je tento výskyt negativní (respektive pozitivní).
Definice 5.2. Nech´ ⟨Γ ⇒ ∆⟩ je libovolný sekvent. Pro formuli 𝜙 deﬁnu-
jeme pozitivní a negativní výskyt obecného kvantifikátoru v sekventu ⟨Γ ⇒ ∆⟩
takto:
∙ Pro 𝜙 ∈ Γ jsou v²echny pozitivní (respektive negativní) výskyty ∀
ve formuli 𝜙 pozitivními (respektive negativními) výskyty v sekventu
⟨Γ ⇒ ∆⟩,
∙ Pro 𝜙 ∈ ∆ jsou v²echny pozitivní (respektive negativní) výskyty ∀
ve formuli 𝜙 negativními (respektive pozitivními) výskyty v sekventu
⟨Γ ⇒ ∆⟩.
Příklad 5.4. Vezm¥me nap°íklad formuli 𝜙 = ¬∀𝑥(𝜓1 ∨ ¬∀𝑦(𝜓2 → 𝜓3)),
pokud je 𝜙 v antecedentu, pak první výskyt ∀ je negativní, druhý pozitivní
(pro 𝜙 v sukcedentu je to naopak).
Lemma 5.7. Markovův princip nemá bezřezový důkaz v kalkulu GJC.
Důkaz. Podle lemmatu 5.5 Markov·v princip platí ve v²ech kripkovských
modelech s konstantním univerzem. Podle p°íkladu 5.3 Markov·v princip
neplatí v intuicionistické logice, která nemá konstantní univerzum. Z toho
plyne, ºe k d·kazu Markovova principu musíme uºít upravené pravidlo ∀𝑟𝑐,
a tedy se v sukcedentu objeví dv¥ formule, kde v jedné z nich je negativní
výskyt univerzálního kvantiﬁkátoru. Prov¥°ením v²ech pravidel kalkulu GJC
se zjistí, ºe jediné pravidlo, které m·ºe sníºit po£et negativních kvantiﬁkátor·
v¥t²í neº jeden na nulu, je pravidlo °ezu. V Markovov¥ principu se vyskytuje
jeden pozitivní univerzální kvantiﬁkátor a ºádný negativní, z toho plyne, ºe
k d·kazu Markovova principu musíme uºít °ez.
Důsledek 5.1. Pro kalkulus GJC neplatí věta o eliminovatelnosti řezů.
Důsledek 5.2. Pro kalkulus GJC neplatí bezřezová úplnost vůči intuicionis-
tické logice s konstantním univerzem.
Záv¥rem této kapitoly uve¤me pár poznámek k úplnosti a vlastnostem
intuicionistické logiky s konstantním univerzem. Poda°ilo se nám ukázat, ºe
Grzegorczykova logika stejn¥ jako intuicionistická predikátová logika nemá
FMP. Jedním z na²ich cíl· bylo dokázat úplnost GJC. V úvahu p°ipadalo
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n¥kolik moºností, nap°íklad p°epracovat stromový d·kaz úplnosti, který je
v [9] pro intuicionistickou predikátovou logiku, to se nám ale nemohlo poda-
°it, nebo´ pravidlo ∀𝑟𝑐 stále zvy²uje po£et pouºitých prom¥nných a v kaºdém
okamºiku musíme jiº pouºité termy vzít v úvahu i pro ∀𝑙, a tudíº velikost
univerza, které by p°ipadalo v úvahu, stále nar·stá. Tento proces nar·stání
nekon£í, proto není moºné vzít po jeho skon£ení sjednocení v²ech pouºitých
prom¥nných a prohlásit toto sjednocení za univerzum kripkovského modelu.
Dokud nebudeme v¥d¥t, jak dob°e zacházet s prom¥nnými, tak tento d·-
kaz pouºít nem·ºeme. Dal²í moºností bylo p°epracovat d·kaz z kapitoly 4,
ale i zde narazíme na stejný problém. Navíc se ve sv¥tle lemmatu 5.7 zdá,
ºe bude zapot°ebí dokázat úplnost GJC n¥jakým zásadn¥ jiným zp·sobem.
V úvahu je²t¥ p°ipadá p°epracovat d·kaz, který je pro Gödel-Dummetovu
logiku v [13]. Dal²ím nám¥tem k bádání, jak nás upozornil £lánek [5], je
otázka, zda pro intuicionistickou logiku s konstantním univerzem platí v¥ta
o interpolaci.
Algebraický d·kaz úplnosti kalkulu HJC v·£i Grzegorczykov¥ sémantice
lze nalézt v [7]  nejprve jsou zadeﬁnovány algebraické modely odpovídající
kalkulu HJC. K d·kazu je dále vyuºita Lindenbaum-Tarského algebra.
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6 Heytingovy algebry
V této kapitole se budeme v¥novat n¥kterým sémantikám intuicionistické
výrokové logiky, zejména Heytingovým algebrám. Ukáºeme, jak lze n¥které
sémantiky na sebe vzájemn¥ p°evád¥t. Nejprve uvedeme základní pojmy z te-
orie svaz·.
6.1 Základní algebraické pojmy
Definice 6.1. Nech´ 𝑃 je uspo°ádaná mnoºina. 𝑃 nazveme svazově uspořá-
danou množinou, jestliºe ∀𝑥, 𝑦 ∈ 𝑃 existuje inf {𝑥, 𝑦} a sup {𝑥, 𝑦}.
Definice 6.2. ekneme, ºe struktura 𝒜 = (𝐴,∧,∨) je svaz, pokud ∧, ∨ jsou
binární opera£ní symboly a ∀𝑎, 𝑏, 𝑐 ∈ 𝐴 platí:
1. 𝑎 ∧ 𝑏 = 𝑏 ∧ 𝑎, 𝑎 ∨ 𝑏 = 𝑏 ∨ 𝑎 (komutativita)
2. 𝑎 ∧ (𝑏 ∧ 𝑐) = (𝑎 ∧ 𝑏) ∧ 𝑐, 𝑎 ∨ (𝑏 ∨ 𝑐) = (𝑎 ∨ 𝑏) ∨ 𝑐 (asociativita)
3. 𝑎 ∧ (𝑏 ∨ 𝑎) = 𝑎, 𝑎 ∨ (𝑏 ∧ 𝑎) = 𝑎 (absorpce)
Poznámka 6.1. Svaz lze deﬁnovat i pomocí uspo°ádání. Ukáºeme, ºe ob¥
deﬁnice jsou ekvivalentní.
Lemma 6.1. Nechť 𝒜 =(𝐴,∧,∨) je svaz. Pak ∀𝑎 ∈ 𝐴 platí:
1. 𝑎 ∧ 𝑎 = 𝑎,
2. 𝑎 ∨ 𝑎 = 𝑎,
neboli idempotentnost operací ∧,∨.
Důkaz. Ukáºeme první identitu, druhá se dokáºe analogicky. Platí 𝑎 = 𝑎 ∨
(𝑎 ∧ 𝑎), z toho dostáváme
𝑎 ∧ 𝑎 = 𝑎 ∧ [𝑎 ∨ (𝑎 ∧ 𝑎)] = 𝑎 ∧ (𝑎 ∨ 𝑏) = 𝑎,
kde 𝑎 ∧ 𝑎 ozna£íme jako 𝑏 a poslední rovnost dostaneme z bodu 3. deﬁnice
6.2.
Lemma 6.2. Nechť 𝒜 = (𝐴,∧,∨) je svaz. Pro ∀𝑥, 𝑦 ∈ 𝐴 položíme 𝑥 ≤
𝑦 ⇔ 𝑥 ∧ 𝑦 = 𝑥 (⇔ 𝑥 ∨ 𝑦 = 𝑦), pak (𝐴,≤) je svazově uspořádaná množina
a ∀𝑥, 𝑦 ∈ 𝐴 platí: inf {𝑥, 𝑦} = 𝑥 ∧ 𝑦, sup {𝑥, 𝑦} = 𝑥 ∨ 𝑦.
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Důkaz. Musíme ukázat vlastnosti uspo°ádání. Reﬂexivita plyne z idempo-
tentnosti operace ∧. Slabá antisymetrie: nech´ 𝑥 ≤ 𝑦, 𝑦 ≤ 𝑥. To znamená,
ºe 𝑥 ∧ 𝑦 = 𝑥 a zárove¬ 𝑦 ∧ 𝑥 = 𝑦. Protoºe 𝑥 ∧ 𝑦 = 𝑦 ∧ 𝑥, musí být 𝑥 = 𝑦.
Tranzitivita: nech´ 𝑥 ≤ 𝑦 a 𝑦 ≤ 𝑧. To znamená, ºe 𝑥 ∧ 𝑦 = 𝑥 a 𝑦 ∧ 𝑧 = 𝑦.
Tedy 𝑥 = 𝑥 ∧ 𝑦 = 𝑥 ∧ (𝑦 ∧ 𝑧) = (𝑥 ∧ 𝑦) ∧ 𝑧 = 𝑥 ∧ 𝑧, a tudíº 𝑥 ≤ 𝑧.
Nyní zbývá ov¥°it, ºe pro libovolné prvky 𝑥, 𝑦 platí: 𝑥∧𝑦 je inﬁmum prvk·
𝑥, 𝑦 v £áste£n¥ uspo°ádané mnoºin¥ (𝐴,≤), 𝑥 ∨ 𝑦 je supremum v £áste£n¥
uspo°ádané mnoºin¥ (𝐴,≤). Dokáºeme nap°íklad pro 𝑥∧𝑦. Ov¥°íme, ºe 𝑥∧𝑦
je dolní závorou mnoºiny {𝑥, 𝑦}, sta£í ukázat, ºe 𝑥∧𝑦 ≤ 𝑥 a 𝑥∧𝑦 ≤ 𝑦. Ukaºme
první nerovnost: 𝑥 ∧ 𝑦 ≤ 𝑥 ⇔ (𝑥 ∧ 𝑦) ∧ 𝑥 = 𝑥 ∧ 𝑦. Zárove¬
(𝑥 ∧ 𝑦) ∧ 𝑥 = 𝑥 ∧ (𝑦 ∧ 𝑥) = 𝑥 ∧ (𝑥 ∧ 𝑦) = (𝑥 ∧ 𝑥) ∧ 𝑦 = 𝑥 ∧ 𝑦.
Pouºili jsme body 1. a 2. v deﬁnici 6.2. Musíme je²t¥ ov¥°it, ºe 𝑥∧𝑦 je nejv¥t²í
dolní závorou mnoºiny {𝑥, 𝑦}. Nech´ 𝑑 ∈ 𝐴 je dolní závorou mnoºiny {𝑥, 𝑦},
pak platí 𝑑 ∧ 𝑥 = 𝑑 a 𝑑 ∧ 𝑦 = 𝑑. Pot°ebujeme dokázat, ºe 𝑑 ≤ 𝑥 ∧ 𝑦, to jest
𝑑 ∧ (𝑥 ∧ 𝑦) = 𝑑. Máme 𝑑 ∧ (𝑥 ∧ 𝑦) = (𝑑 ∧ 𝑥) ∧ 𝑦 = 𝑑 ∧ 𝑦 = 𝑑.
Poznámka 6.2. Ukázali jsme, ºe na libovolném svazu lze deﬁnovat uspo°á-
dání. Pokud svaz𝒜 = (𝐴,∧,∨) má p°i vý²e deﬁnovaném uspo°ádání nejmen²í
a nejv¥t²í prvek, tak je budeme zna£it 0 a 1, signatura takového svazu je
(𝐴,∧,∨, 0, 1).
Definice 6.3. Mnoºinu 𝐴 nazveme svazem, je-li 𝐴 neprázdná £áste£n¥ uspo-
°ádaná mnoºina a ∀𝑎, 𝑏 ∈ 𝐴 existuje supremum a inﬁmum mnoºiny {𝑎, 𝑏}
v mnoºin¥ 𝐴. Zna£íme 𝑎 ∧ 𝑏 = inf{𝑎, 𝑏}, 𝑎 ∨ 𝑏 = sup{𝑎, 𝑏}.
Poznámka 6.3. Deﬁnice 6.2 a 6.3 jsou ekvivalentní:
∙ 6.3 ⇒ 6.2 plyne z vlastností suprema a inﬁma.
∙ 6.2 ⇒ 6.3 plyne z jiº dokázaného lemmatu 6.2.
Definice 6.4. Svaz 𝒜 = (𝐴,∧,∨) nazveme distributivním, pokud spl¬uje
distributivní zákon: ∀𝑎, 𝑏, 𝑐 ∈ 𝐴 platí:
1. 𝑎 ∧ (𝑏 ∨ 𝑐) = (𝑎 ∧ 𝑏) ∨ (𝑎 ∧ 𝑐)
2. 𝑎 ∨ (𝑏 ∧ 𝑐) = (𝑎 ∨ 𝑏) ∧ (𝑎 ∨ 𝑐)
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Obrázek 5: Nedistributivní svazy
Příklad 6.1. Jako p°íklad nedistributivních svaz· uve¤me pentagon a dia-
mant, jejich struktura je na obrázku 5. Nedistributivitu pentagonu m·ºeme
ukázat na jednoduchém p°íkladu, 𝑎 ∧ (𝑏 ∨ 𝑐) = 𝑎, zatímco (𝑎 ∧ 𝑏) ∨ (𝑎 ∧ 𝑐) =
0. Podobn¥ lze nedistributivitu ukázat pro diamant, 𝑓 ∨ (𝑒 ∧ 𝑔) = 𝑓 , ale
(𝑓 ∨ 𝑒) ∧ (𝑓 ∨ 𝑔) = 𝑒.
Definice 6.5. Nech´ 𝒜 = (𝐴,∧,∨) je svaz. O mnoºin¥ 𝑅 °ekneme, ºe je
podsvaz, jestliºe 𝑅 ⊆ 𝐴 a ∀𝑎, 𝑏 ∈ 𝑅 platí: 𝑎 ∧ 𝑏 ∈ 𝑅, 𝑎 ∨ 𝑏 ∈ 𝑅.
Lemma 6.3. Svaz 𝒜 =(𝐴,∧,∨) je distributivní⇔ pentagon a diamant nejsou
jeho podsvazy.
Důkaz.
⇒ Pentagon a diamant jsou podsvazy, pak podle p°íkladu 6.1 svaz 𝐴 není
distributivní.
⇐ Zde se odkáºeme na d·kaz v [4].
6.2 Základní vlastnosti Heytingových algeber
Heytingovými algebrami se zabýval Arend Heyting, ºák Brouwera.
Definice 6.6. ekneme, ºe distributivní svaz 𝒜 = (𝐴,∧,∨, 0, 1) je Hey-
tingova algebra, jestliºe ∀𝑎, 𝑏 ∈ 𝐴 existuje prvek 𝑎 → 𝑏 takový, ºe ∀𝑐 ∈ 𝐴
platí:
𝑐 ≤ 𝑎→ 𝑏 ⇔ 𝑎 ∧ 𝑐 ≤ 𝑏
Operaci → nazveme Heytingovou implikací.
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Poznámka 6.4. Jestliºe 𝒜 je Heytingova algebra, pak → je binární operace
na 𝐴. Navíc→ m·ºeme p°idat k signatu°e Heytingových algeber. 0 → 0 = 1,
proto 1 lze vynechat ze signatury Heytingovy algebry. Ozna£me Heytingovu
algebru jako 𝒜 = (𝐴,∧,∨, 0,→). V deﬁnici Heytingovy algebry není nutné
poºadovat, aby byl svaz distributivní. Distributivitu dostaneme z jednozna£-
nosti Heytingovy implikace.
Poznámka 6.5. V n¥kterých zdrojích se Heytingovy algebry nazývají pseudo-
Booleovy algebry a zna£í se PBA.
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Obrázek 6: Jednoduché Heytingovy algebry
Příklad 6.2. Na obrázku 6 jsou dv¥ jednoduché Heytingovy algebry, první
z nich je dokonce Booleova algebra, coº ukáºeme v oddílu 6.4. Na obrázku
6b je nekone£ný °et¥zec s nejmen²ím a nejv¥t²ím prvkem. Kaºdý prvek má
v uspo°ádání ≤ svého p°ímého následníka a mezi 0 a 1 je nekone£n¥ mnoho
prvk·. Poznamenejme je²t¥, ºe Heytingovými algebrami nejsou pentagon
a diamant, nebo´ nejsou distributivními svazy, a navíc Heytingova implikace
v nich není deﬁnována pro kaºdou dvojici prvk·. Nap°íklad pro pentagon na
obrázku 5b není deﬁnováno 𝑎→ 𝑏, jelikoº 𝑏∧𝑎 ≤ 𝑏 a zárove¬ 𝑐∧𝑎 ≤ 𝑏 a prvky
𝑏, 𝑐 jsou nesrovnatelné. Stejn¥ pro diamant z obrázku 5a, kde není deﬁnován
prvek 𝑒→ 𝑓 , 𝑓 ∧ 𝑒 ≤ 𝑓 a 𝑔 ∧ 𝑒 ≤ 𝑓 , ale prvky 𝑓 a 𝑔 jsou nesrovnatelné.
Lemma 6.4. Distributivní svaz 𝒜 = (𝐴,∧,∨, 0, 1) je Heytingova algebra ⇔
existuje binární operace → taková, že ∀𝑎, 𝑏, 𝑐 ∈ 𝐴 platí:
1. 𝑎→ 𝑎 = 1
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2. 𝑎 ∧ (𝑎→ 𝑏) = 𝑎 ∧ 𝑏
3. 𝑏 ∧ (𝑎→ 𝑏) = 𝑏
4. 𝑎→ (𝑏 ∧ 𝑐) = (𝑎→ 𝑏) ∧ (𝑎→ 𝑐)
Důkaz.
⇐ P°edpokládejme, ºe 𝒜 spl¬uje body 1. aº 4. a ukaºme, ºe 𝒜 vyhovuje
deﬁnici 6.6. Nejprve p°edpokládejme, ºe 𝑐 ≤ 𝑎→ 𝑏 a ukaºme, ºe pak 𝑐∧𝑎 ≤ 𝑏.
Podle 2. 𝑐 ∧ 𝑎 ≤ (𝑎→ 𝑏) ∧ 𝑎 = 𝑎 ∧ 𝑏 ≤ 𝑏. Dále ukaºme, ºe ∀𝑎 ∈ 𝐴 zobrazení
(𝑎 ↦→ ∙) je monotónní v pravé sloºce, to jest 𝑏1 ≤ 𝑏2 ⇒ 𝑎 → 𝑏1 ≤ 𝑎 → 𝑏2.
Skute£n¥, protoºe 𝑏1 ≤ 𝑏2, máme 𝑏1 ∧ 𝑏2 = 𝑏1. Proto podle 4.
(𝑎→ 𝑏1) ∧ (𝑎→ 𝑏2) = 𝑎→ (𝑏1 ∧ 𝑏2) = 𝑎→ 𝑏1.
Tedy 𝑎 → 𝑏1 ≤ 𝑎 → 𝑏2. Nyní p°edpokládejme 𝑐 ∧ 𝑎 ≤ 𝑏 a ukaºme, ºe pak
𝑐 ≤ 𝑎→ 𝑏. Podle 3. 𝑐 = 𝑐 ∧ (𝑎→ 𝑐) ≤ 1 ∧ (𝑎→ 𝑐). Podle 1. dostaneme
1 ∧ (𝑎→ 𝑐) = (𝑎→ 𝑎) ∧ (𝑎→ 𝑐) = 𝑎→ (𝑎 ∧ 𝑐).
Poslední rovnost jsme získali díky bodu 4. Nakonec díky monotonii (𝑎 ↦→ ∙)
dostáváme 𝑎→ (𝑎 ∧ 𝑐) ≤ 𝑎→ 𝑏, a tedy 𝑐 ≤ 𝑎→ 𝑏.
⇒ 1. 𝑐 ≤ 1 ⇔ 𝑎 ∧ 𝑐 ≤ 𝑎. 2. ∀𝑐(𝑐 ≤ 𝑎→ 𝑏⇔ 𝑎 ∧ 𝑐 ≤ 𝑏),
𝑎→ 𝑏 ≤ 𝑎→ 𝑏⇒ 𝑎 ∧ (𝑎→ 𝑏) ≤ 𝑏,
ob¥ strany pronikneme 𝑎 (to lze, nebo´ operace ∧ a ∨ jsou monotónní).
Dostaneme
𝑎 ∧ (𝑎 ∧ (𝑎→ 𝑏)) ≤ 𝑎 ∧ 𝑏.
Z toho plyne 𝑎 ∧ (𝑎 → 𝑏) ≤ 𝑎 ∧ 𝑏. Dále 𝑎 ∧ 𝑏 ≤ 𝑏 ⇒ 𝑏 ≤ 𝑎 → 𝑏. Znovu
pronikneme 𝑎 a dostaneme 𝑎∧𝑏 ≤ (𝑎→ 𝑏)∧𝑎. Dokázali jsme ob¥ nerovnosti,
a tedy
𝑎 ∧ (𝑎→ 𝑏) = 𝑎 ∧ 𝑏.
3. 𝑏 ≤ 𝑎→ 𝑏⇔ 𝑎∧ 𝑏 ≤ 𝑏. Pronikneme 𝑏 a získáme 𝑏∧ 𝑏 ≤ (𝑎→ 𝑏)∧ 𝑏, a tedy
𝑏 ≤ (𝑎→ 𝑏) ∧ 𝑏,
𝑏 ∧ (𝑎 → 𝑏) ≤ 𝑏 platí vºdy ∀𝑥(𝑎 ∧ 𝑥 ≤ 𝑎), proto 𝑏 = (𝑎 → 𝑏) ∧ 𝑏. 4.
𝑎→ (𝑏 ∧ 𝑐) ≤ 𝑎→ 𝑏 a zárove¬ 𝑎→ (𝑏 ∧ 𝑐) ≤ 𝑎→ 𝑐, proto
𝑎→ (𝑏 ∧ 𝑐) ≤ (𝑎→ 𝑏) ∧ (𝑎→ 𝑐).
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Z 𝑎 ∧ (𝑎→ 𝑏) ≤ 𝑏 a 𝑎 ∧ (𝑎→ 𝑐) ≤ 𝑐 plyne
(𝑎 ∧ (𝑎→ 𝑏)) ∧ (𝑎 ∧ (𝑎→ 𝑐)) ≤ 𝑏 ∧ 𝑐.
Tím je rovnost dokázána.
Poznámka 6.6. V Heytingov¥ algeb°e 𝒜 = (𝐴,∧,∨, 0,→) platí také identita
(𝑎 ∨ 𝑏) → 𝑐 = (𝑎→ 𝑐) ∧ (𝑏→ 𝑐) a identita 𝑎 ∨ (𝑎→ 0) = (𝑎→ 0) ∧ (𝑎→ 0).
Definice 6.7. ekneme, ºe svaz 𝒜 = (𝐴,∧,∨) je úplný, pokud ∀𝑋 ⊆ 𝐴
existuje ∨𝑋 = sup(𝑋) a ∧𝑋 = inf(𝑋).
Lemma 6.5.
1. Nechť 𝒜 = (𝐴,∧,∨, 0,→) je Heytingova algebra. Pak ∀𝑎, 𝑏 ∈ 𝐴 platí
𝑎→ 𝑏 =
⋁︁
{𝑐; 𝑐 ∈ 𝐴 & 𝑎 ∧ 𝑐 ≤ 𝑏}.
2. Úplný distributivní svaz 𝒜 = (𝐴,∧,∨, 0, 1) je Heytingova algebra ⇔
splňuje nekonečný distributivní zákon, tj. ∀𝑎, 𝑏𝑖∈ 𝐴 a 𝑖 ∈ 𝐼 platí:
𝑎 ∧
⋁︁
𝑖∈𝐼
𝑏𝑖=
⋁︀
𝑖∈𝐼(𝑎 ∧ 𝑏𝑖).
Důkaz.
1. Z°ejm¥ 𝑎→ 𝑏 ≤ 𝑎→ 𝑏. Z deﬁnice Heytingovy implikace 𝑎∧(𝑎→ 𝑏) ≤ 𝑏.
Pak 𝑎→ 𝑏 ≤ ⋁︀ {𝑐 ∈ 𝐴; 𝑎 ∧ 𝑐 ≤ 𝑏}. Na druhou stranu, jestliºe 𝑐 spl¬uje
𝑐 ∧ 𝑎 ≤ 𝑏, pak 𝑐 ≤ 𝑎→ 𝑏. Navíc⋁︁
{𝑐 ∈ 𝐴; 𝑎 ∧ 𝑐 ≤ 𝑏} ≤ 𝑎→ 𝑏.
2. ⇒ P°edpokládejme, ºe 𝒜 je Heytingova algebra. Pro kaºdé 𝑖 ∈ 𝐼 platí
𝑎 ∧ 𝑏𝑖 ≤ 𝑎 ∧
⋁︀
𝑖∈𝐼 𝑏𝑖. Proto⋁︁
𝑖∈𝐼
(𝑎 ∧ 𝑏𝑖) ≤ 𝑎 ∧
⋁︁
𝑖∈𝐼
𝑏𝑖.
Nech´ nyní 𝑐 ∈ 𝐴 takové, ºe ⋁︀𝑖∈𝐼(𝑎 ∧ 𝑏𝑖) ≤ 𝑐. Pak pro kaºdé 𝑖 ∈ 𝐼
𝑎 ∧ 𝑏𝑖 ≤ 𝑐. Navíc 𝑏𝑖 ≤ 𝑎 → 𝑐 pro kaºdé 𝑖 ∈ 𝐼. Z toho plyne
⋁︀
𝑖∈𝐼 𝑏𝑖 ≤
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𝑎 → 𝑐, coº dává 𝑎 ∧⋁︀𝑖∈𝐼 𝑏𝑖 ≤ 𝑐. Kdyº za 𝑐 vezmeme ⋁︀𝑖∈𝐼(𝑎 ∧ 𝑏𝑖), do-
staneme 𝑎∧⋁︀𝑖∈𝐼 𝑏𝑖 ≤ ⋁︀𝑖∈𝐼(𝑎∧ 𝑏𝑖). Obrácená nerovnost platí v kaºdém
svazu.
⇐ P°edpokládejme, ºe úplný distributivní svaz spl¬uje nekone£ný dis-
tributivní zákon. Poloºme
𝑎→ 𝑏 =
⋁︁
{𝑐 ∈ 𝐴; 𝑎 ∧ 𝑐 ≤ 𝑏} .
Ozna£me 𝑀 = {𝑐 ∈ 𝐴; 𝑎 ∧ 𝑐 ≤ 𝑏} a 𝑠 = ⋁︀𝑀. Ov¥°íme, ºe 𝑠 ∈ 𝑀 ,
pot°ebujeme 𝑎 ∧ 𝑠 ≤ 𝑏. Pouºijeme nekone£ný distributivní zákon:
𝑎 ∧
⋁︁
{𝑐 ∈ 𝐴; 𝑎 ∧ 𝑐 ≤ 𝑏} =
⋁︁
{𝑎 ∧ 𝑐; 𝑐 ∈ 𝐴 & 𝑎 ∧ 𝑐 ≤ 𝑏} .
Dále ∀𝑥 ∈𝑀 platí 𝑥 ≤ 𝑏 a 𝑠 ≤ 𝑏, nebo´ 𝑏 je horní závora, 𝑠 je nejmen²í
horní závora ⇒ 𝑠 ∈𝑀 (𝑠 je nejv¥t²í prvek mnoºiny 𝑀).
Poznámka 6.7. Uve¤me si je²t¥ k bodu 2 lemmatu 6.5 duální distributivní
zákon:
𝑎 ∨
⋀︁
𝑖∈𝐼
𝑏𝑖 =
⋀︁
𝑖∈𝐼
(𝑎 ∨ 𝑏𝑖) .
Poznamenejme je²t¥, ºe jeden plyne z druhého. Z nekone£né distributivity
plyne kone£ný distributivní zákon, ale obrácená implikace neplatí, jak je uká-
záno v p°íkladu 6.3.
Definice 6.8. ekneme, ºe £áste£n¥ uspo°ádaná mnoºina (𝐴,≤) je fundo-
vaná, jestliºe kaºdá její neprázdná podmnoºina má minimální prvek.
Lemma 6.6. Nechť svaz ℒ = (𝐿,∧,∨) je fundovaný (jako uspořádaná mno-
žina, tedy (𝐿,≤) je fundovaná). Pak ∀𝐴 ⊆ 𝐿, 𝐴 ̸= ∅ existuje inf(𝐴). Toto
infimum je zároveň infimem jisté konečné podmnožiny množiny 𝐴.
Důkaz. Nech´ 𝐴 ̸= ∅ je dána. Ozna£me
𝐴∧ = {𝑎1 ∧ . . . ∧ 𝑎𝑛; 𝑛 ≥ 1, 𝑎𝑖 ∈ 𝐴} .
Pak 𝐴∧ ̸= ∅, tedy díky fundovanosti m·ºeme vzít n¥které její minimum 𝑎.
Máme 𝑎 = 𝑎1 ∧ . . . ∧ 𝑎𝑛, 𝑛 ≥ 1, 𝑎𝑖 ∈ 𝐴. Je-li 𝑥 ∈ 𝐴 libovolné, pak 𝑎 ∧ 𝑥 ≤ 𝑎.
Nem·ºe ov²em platit 𝑎 ∧ 𝑥 < 𝑎, to by pak 𝑎1 ∧ . . . ∧ 𝑎𝑛 ∧ 𝑥 byl men²í neº
minimální prvek mnoºiny 𝐴∧, a tedy 𝑎 by nebylo minimum, proto 𝑎∧𝑥 = 𝑎,
£ili 𝑎 ≤ 𝑥. Prvek 𝑎 je minoranta 𝐴. Je-li 𝑏 libovolná minoranta, pak musí být
𝑏 ≤ 𝑎1, . . . , 𝑏 ≤ 𝑎𝑛. Tedy 𝑏 ≤ 𝑎1 ∧ . . . ∧ 𝑎𝑛 = 𝑎. To znamená, ºe 𝑎 je nejv¥t²í
minorantou 𝐴, 𝑎 = inf(𝐴) a zárove¬ 𝑎 = inf {𝑎1, . . . , 𝑎𝑛}.
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Lemma 6.7. Nechť 𝒜 = (𝐴,∧,∨) je svaz s uspořádáním zavedeným v lem-
matu 6.2. 𝒜 je úplný ⇔ pro libovolnou množinu 𝑅 ⊆ 𝐴 existuje infimum.
Důkaz.
⇒ Z deﬁnice úplného svazu.
⇐ Pot°ebujeme dokázat, ºe ∀𝑅 ⊆ 𝐴 existuje i supremum. Víme, ºe v 𝐴
existuje nejv¥t²í prvek, nebo´ inf(∅) = 1. Nech´ 𝑀 je libovolná podmnoºina
𝐴. Poloºme
𝑁 = {𝑥 ∈ 𝐴; 𝑥 je horní závora mnoºiny 𝑀} ,
podle p°edpokladu existuje inﬁmum mnoºiny 𝑁 , ozna£me ho 𝑛. Chceme
ukázat, ºe 𝑛 je supremem mnoºiny 𝑀 . Nech´ 𝑥 ∈ 𝑀 , pak 𝑥 je dolní hranicí
mnoºiny 𝑁 . Protoºe 𝑛 = inf(𝑁), musí být 𝑥 ≤ 𝑛. Pot°ebujeme je²t¥ ukázat,
ºe 𝑛 je nejmen²í horní závorou mnoºiny 𝑀 . Nech´ prvek 𝑛1 je téº horní
závorou mnoºiny𝑀 , pak𝑚1 ∈ 𝑁 . Protoºe 𝑛 = inf(𝑁), musí být 𝑛 ≤ 𝑚1.
0
1
a
a
a
b
b
0
1
2
0
1
Obrázek 7: Distributivní svaz
Příklad 6.3. Svaz ℒ = (𝐿,∧,∨, 0, 1) na obrázku 7 je úplný díky lemmatu
6.6 a lemmatu 6.7, ale ukáºeme, ºe nespl¬uje nekone£ný distributivní zákon:
𝑎0 ∧
⋁︁
{𝑏𝑖; 𝑖 ∈ N} = 𝑎0,
zatímco ⋁︁
{𝑎0 ∧ 𝑏𝑖; 𝑖 ∈ N} = 0,
a tedy díky bodu 2. lemmatu 6.5 není Heytingovou algebrou. Tento svaz je
ale distributivní podle lemmatu 6.3. Kdyº jsme cht¥li ukázat, ºe svaz ℒ není
Heytingova algebra, tak by sta£ilo uváºit 𝑎0 → 0. Tento prvek není deﬁnován,
nebo´ ∀𝑏𝑛 je 𝑎0 ∧ 𝑏𝑛 ≤ 0, ale mezi 𝑏𝑛 neexistuje nejv¥t²í prvek.
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6.3 Rieger-Nishimurův svaz
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Obrázek 8: Rieger-Nishimur·v svaz
V této £ásti se budeme zabývat strukturou, která vznikne v intuicionis-
tické logice z jednoho atomu. Ukáºeme, ºe tento svaz je zárove¬ Heytingovou
algebrou. Na obrázku 8 m·ºete vid¥t strukturu Rieger-Nishimurova svazu.
Dole je nejmen²í prvek, který reprezentuje spor, nad nekone£n¥ mnoha prvky
je pak nejv¥t²í prvek reprezentující hodnotu pravda. Deﬁnici a zna£ení jsme
p°evzali z [2]. Vyjdeme z posloupnosti jednoatomových formulí. Deﬁnujme:
𝐷0 ≡ ⊥
𝐸0 ≡ 𝐷1 ≡ 𝑝
𝐸1 ≡ ¬𝑝
𝐷2 ≡ 𝑝 ∨ ¬𝑝
𝐸2 ≡ ¬¬𝑝
. . .
𝐷𝑛+2 ≡ 𝐸𝑛+2 = 𝐸𝑛+1 ⇒ 𝐷𝑛
V Rieger-Nishimurov¥ svazu platí, ºe níºe umíst¥né formule implikují formule,
jeº jsou umíst¥ny vý²e, jestliºe mezi nimi existuje jednosm¥rné spojení po
hranách.
Lemma 6.8. Rieger-Nishimurův svaz ℒ = (𝐿,∧,∨, 0, 1) je úplný.
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Důkaz. Podle lemmatu 6.6 ∀𝑅 ⊆ 𝐿, 𝑅 ̸= ∅ platí 𝑅 má inﬁmum, tudíº podle
lemmatu 6.7 je svaz ℒ úplný.
Lemma 6.9. Rieger-Nishimurův svaz je Heytingova algebra.
Důkaz. Ukáºeme rozborem p°ípad·, ºe pro kaºdou dvojici prvk· je Hey-
tingova implikace deﬁnována. Pokud 𝑥 ≤ 𝑦, pak 𝑥→ 𝑦 = 1. Dále ∀𝑛 ≥ 1 platí
𝐸𝑛 → 𝐷𝑛= 𝐸𝑛+1, 𝐸𝑛 → 𝐸𝑛+1 = 𝐸𝑛+1, 𝐷𝑛 → 𝐸𝑛 = 𝐸𝑛, 𝐷𝑛+1 → 𝐷𝑛 = 𝐸𝑛+1,
𝐸𝑛+1 → 𝐸𝑛 = 𝐸𝑛, 𝐸𝑛+1 → 𝐷𝑛 = 𝐸𝑛+2, 𝐷𝑛+1 → 𝐸𝑛 = 𝐸𝑛, 𝐸𝑛+2 → 𝐷𝑛 =
𝐸𝑛+1, 𝐷𝑛+2 → 𝐷𝑛 = 𝐷𝑛, 𝐷𝑛+2 → 𝐸𝑛 = 𝐸𝑛, 𝐸𝑛+2 → 𝐸𝑛 = 𝐸𝑛, 𝐸𝑛 ≤ 𝐸𝑛+2
a 𝐸𝑛 ≤ 𝐸𝑛+3, 𝐸𝑛 ≤ 𝐷𝑛+1, dále ∀𝑛 ≥ 0 platí 𝐷𝑛 ≤ 𝐷𝑛+1. Díky pravi-
delné struktu°e dostaneme ∀𝑛 ≥ 1,∀𝑚 ≥ 𝑛 + 3 platí 𝐸𝑚 → 𝐸𝑛 = 𝐸𝑛,
𝐷𝑚 → 𝐷𝑛 = 𝐷𝑛, 𝐸𝑚 → 𝐷𝑛 = 𝐷𝑛, 𝐷𝑚 → 𝐸𝑛 = 𝐸𝑛. Vrchol 𝐷0 vy°e²íme
zvlá²´, 𝐷1 → 𝐷0 = 𝐸1, 𝐸1 → 𝐷0 = 𝐸2, 𝐷2 → 𝐷0 = 𝐷0, 𝐸2 → 𝐷0 = 𝐸1,
∀𝑛 ≥ 3 platí 𝐸𝑛 → 𝐷0 = 𝐷0, 𝐷𝑛 → 𝐷0 = 𝐷0. Protoºe Heytingova impli-
kace je deﬁnována pro kaºdou dvojici, je Rieger-Nishimur·v svaz Heytingova
algebra.
Poznámka 6.8. Díky lemmatu 6.8 a bodu 2. lemmatu 6.5 dostáváme, ºe
Rieger-Nishimur·v svaz je nekone£n¥ distributivní.
6.4 Vztah Booleových a Heytingových algeber
Definice 6.9. Algebru ℬ typu (∧,∨, 0, 1,¬) nazveme Booleovou algebrou,
jestliºe (𝐵,∧,∨, 0, 1) je distributivní {0, 1}-svaz, ¬ je unární opera£ní symbol
a ∀𝑥 ∈ 𝐵 platí:
𝑥 ∧ ¬𝑥 = 0 & 𝑥 ∨ ¬𝑥 = 1
¬𝑥 se nazývá komplement prvku 𝑥.
Příklad 6.4. Na obrázku 10 jsou Heytingovy algebry, z nichº ani jedna není
Booleova, nap°íklad pro 10a ¬𝑎 = 𝑑 a 𝑎 ∨ 𝑑 = 0, 𝑎 ∧ 𝑑 = 0, ale ¬𝑐 = 𝑎
a 𝑎 ∨ 𝑐 ̸= 1. Booleova algebra je na obrázku 6a, kde ¬𝑎 = 𝑏, ¬𝑏 = 𝑎 a platí
𝑎 ∧ 𝑏 = 0, 𝑎 ∨ 𝑏 = 1, zatímco algebra na obrázku 10b není Booleova, nebo´
¬𝑏 = 𝑑, ale 𝑏 ∨ 𝑑 = 𝑒 ̸= 1.
Kaºdý kone£ný distributivní svaz s nejmen²ím a nejv¥t²ím prvkem je
Heytingova algebra. To plyne z 6.5, nebo´ kaºdý kone£ný distributivní svaz je
úplný a spl¬uje nekone£ný distributivní zákon. Kaºdý °et¥zec 𝒞 s nejmen²ím
a nejv¥t²ím prvkem je Heytingova algebra a ∀𝑎, 𝑏 ∈ 𝐶 platí:
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𝑎→ 𝑏 =
{︃
1 jestliºe 𝑎 ≤ 𝑏
𝑏 jestliºe 𝑎 > 𝑏
0 0.5 1
Obrázek 9: Neúplná Heytingova algebra
Poznámka 6.9. Kaºdá Booleova algebra ℬ je Heytingova algebra, deﬁnujeme-
li ∀𝑎, 𝑏 ∈ 𝐵 platí: 𝑎→ 𝑏 = ¬𝑎∨𝑏, dále deﬁnujeme ¬𝑎 jako 𝑎→ 0. Na obrázku
9 je p°íklad neúplné Heytingovy algebry, jedná se o uzav°ený reálný interval
[0, 1] bez prvku 0.5.
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Obrázek 10: Heytingovy algebry
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Lemma 6.10. Nechť 𝒜 = (𝐴,∧,∨, 0,→) je Heytingova algebra. Pak násle-
dující podmínky jsou ekvivalentní.
1. 𝒜 je Booleova algebra.
2. ∀𝑎 ∈ 𝐴 platí: 𝑎 ∨ ¬𝑎 = 1.
3. ∀𝑎 ∈ 𝐴 platí: ¬¬𝑎 = 𝑎.
Důkaz.
1. ⇒ 2. z deﬁnice Booleovy algebry.
1. ⇒ 3. z deﬁnice Booleovy algebry a jednozna£nosti komplementu.
2. ⇒ 3. Podle poznámky 6.6 platí
𝑎 ∨ (𝑎→ 0) = (𝑎→ 0) ∧ (𝑎→ 0).
Vºdy platí 𝑎 ∨ ¬𝑎 ≤ ¬¬𝑎→ 𝑎. 1 ≤ ¬¬𝑎→ 1, tedy ¬¬𝑎→ 𝑎 = 1, ∀𝑐, 𝑑 platí
𝑐→ 𝑑 = 1 ⇔ 𝑐 ≤ 𝑑, 𝑎 ≤ ¬𝑎→ 𝑏, tedy 𝑎 ∧ ¬𝑎 ≤ 𝑏 a za 𝑏 dáme 0. Vyuºijeme
je²t¥ 𝑎 ≤ 𝑐 → 𝑑 ⇔ 𝑎 ∧ 𝑐 ≤ 𝑑. Z vý²e uvedeného plyne ¬¬𝑎 ≤ 𝑎, vºdy platí
𝑎 ≤ ¬¬𝑎, a tudíº 𝑎 = ¬¬𝑎.
3. ⇒ 2. ∀𝑎 platí identita ¬¬(𝑎 ∨ ¬𝑎) = 1, z 3. platí ¬¬𝑎 = 𝑎. Pouºijeme
p°edpoklad ¬¬𝑏 = 𝑏 a za 𝑏 vezmeme (𝑎 ∨ ¬𝑎) a dostaneme
¬[(𝑎 ∨ ¬𝑎) → 0] = ¬[(𝑎→ 0) ∧ (¬𝑎→ 0)] = ¬[¬𝑎 ∧ ¬¬𝑎] = ¬0 = 1.
První rovnost jsme dostali z poznámky 6.6, p°edposlední rovnost jsme získali
díky identit¥ 𝑐 ∧ ¬𝑐 = 0.
2. ⇒ 1. Díky deﬁnici Heytingovy algebry a p°edpokladu 2. zbývá ukázat jen
platnost identity 𝑎∧¬𝑎 = 0. Z lemmatu 6.4 dostáváme 𝑎∧ (𝑎→ 0) = 0.
Jak jsme vid¥li v p°íkladu 6.4, n¥které Heytingovy algebry jsou i Boole-
ovými. Zárove¬ víme, ºe kaºdá Booleova algebra je Heytingova. Lze se ptát,
zda existuje n¥jaké obecné pravidlo, jak poznat, ºe daná Heytingova algebra
je zárove¬ Booleova. Zatím m·ºeme °íci, ºe kaºdá Heytingova algebra, která
má pod nejv¥t²ím prvkem je²t¥ druhý nejv¥t²í, jako nap°íklad algebry na
obrázcích 10b a 10d, není Booleova.
6.5 Spojení Heytingových algeber s topologií
Definice 6.10. Dvojici 𝒳 = (𝑋, 𝜌) nazveme topologickým prostorem, pokud
𝑋 ̸= 0 a 𝜌 je mnoºina podmnoºin 𝑋 taková, ºe:
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1. 𝑋, ∅ ∈ 𝜌,
2. 𝜌 je uzav°ena na kone£né pr·niky,
3. 𝜌 je uzav°ena na libovolná sjednocení.
Pro 𝑌 ⊆ 𝑋 vnitřek 𝑌 je mnoºina Int(𝑌 ) = ⋃︀ {𝑈 ∈ 𝜌;𝑈 ⊆ 𝑌 }.
Lemma 6.11. Nechť 𝑋 = (𝑋, 𝜌) je topologický prostor. Pak algebra ℋ =
(𝜌,∩,∪, 0,→) formuje Heytingovu algebru, kde ∀𝑈, 𝑉 ⊆ 𝑋 definujeme 𝑈 →
𝑉 = Int((𝑋 − 𝑈) ∪ 𝑉 ).
Důkaz. Ozna£me 𝑍 = 𝑈 → 𝑉 . Pot°ebujeme ukázat, ºe 𝑍 je nejv¥t²í takový
prvek, pro který platí: 𝑍 ∧ 𝑈≤ 𝑉 . Sporem: nech´ existuje n¥jaké 𝑊 takové,
ºe 𝑊  𝑍 a 𝑊 ∧ 𝑈 ≤ 𝑉 , pak existuje prvek 𝑥 ∈ 𝑊 a 𝑥 /∈ 𝑍, tedy 𝑥 /∈
Int((𝑋 − 𝑈) ∪ 𝑉 ), coº znamená, ºe
𝑥 /∈
⋃︁
{𝐺 ∈ 𝜌;𝐺 ⊆ ((𝑋 − 𝑈) ∪ 𝑉 )} .
Ozna£me 𝑀 = {𝐺 ∈ 𝜌;𝐺 ⊆ ((𝑋 − 𝑈) ∪ 𝑉 )}. Dále ∀𝐺 ∈ 𝑀 platí 𝑥 /∈ 𝐺.
Rozebereme dva p°ípady:
1. ∀𝐺 ∈𝑀 platí 𝑥 ∈ (((𝑋 − 𝑈) ∪ 𝑉 )−𝐺)
2. 𝑥 ∈ (𝑋 − ((𝑋 − 𝑈) ∪ 𝑉 ))
Druhá moºnost vede ke sporu, nebo´ pak by𝑊 ∧𝑈  𝑉 . Nech´ je spln¥na 1.,
pak ((𝑋−𝑈)∪𝑉 ) /∈ 𝜌, podle bodu 2. v deﬁnici 6.10 𝑋−𝑈 /∈ 𝜌, 𝑥 ∈ (𝑋−𝑈)
nebo 𝑥 ∈ 𝑉 , nem·ºe nastat 𝑥 ∈ (𝑋 −𝑈) &𝑥 /∈ 𝑉 , nebo´ pak by 𝑊 ∧𝑈  𝑉 .
Pokud 𝑥 ∈ 𝑉 , pak 𝑊 ∧ 𝑈 ≤ 𝑉 , ale 𝑊 /∈ 𝜌, coº je spor.
6.6 Souvislost Heytingových algeber s kripkovskými
rámci
V této kapitole se budeme v¥novat spojení Heytingových algeber a kripkov-
ských rámc·. Nejprve ukáºeme, ºe na kripkovských rámcích m·ºeme deﬁ-
novat Heytingovu algebru, pak za pomoci ultraﬁltr· deﬁnujeme kripkovské
rámce p°íslu²né k dané Heytingov¥ algeb°e.
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6.6.1 Kripkovské rámce
Nech´ ℒ = (𝑊,𝑅) je £áste£n¥ uspo°ádaná mnoºina, to jest kripkovský rámec.
∀𝑤 ∈ 𝑊 a 𝑈 ⊆ 𝑊 nech´:
𝑅(𝑤) = {𝑣 ∈ 𝑊 ; 𝑤𝑅𝑣}
𝑅−1(𝑤) = {𝑣 ∈ 𝑊 ; 𝑣𝑅𝑤}
𝑅(𝑈) =
⋃︀
𝑤∈𝑈 𝑅(𝑤)
𝑅−1(𝑈) =
⋃︀
𝑤∈𝑈 𝑅
−1(𝑤)
Definice 6.11. Podmnoºina 𝑈 ⊆ 𝑊 se nazývá horní množinou (upset),
pokud (𝑤 ∈ 𝑈 & 𝑤𝑅𝑣) ⇒ 𝑣 ∈ 𝑈 , tj. pokud 𝑅(𝑈) ⊆ 𝑈 .
Lemma 6.12. Nechť 𝑈𝑝(𝐹 ) je množina všech horních množin množiny 𝐹 .
Pak ℋ =(𝑈𝑝(𝐹 ),∩,∪, 0,→) formuje Heytingovu algebru, kde 𝑈 → 𝑉 =
{𝑤 ∈ 𝑊 ; ∀𝑣 ∈ 𝑊 takové, že 𝑤𝑅𝑣, jestliže 𝑣 ∈ 𝑈, pak 𝑤 ∈ 𝑉 } = 𝑊 −
𝑅−1(𝑈 − 𝑉 ).
Důkaz. 𝑈 → 𝑉 je deﬁnováno jako
𝑌 = {𝑥;¬∃𝑦(𝑥 ≤ 𝑦 & 𝑦 ∈ 𝑈 − 𝑉 )},
pot°ebujeme ov¥°it, ºe 𝑌 je nejv¥t²í 𝑋 takové, ºe 𝑈 ∩ 𝑋 ⊆ 𝑉 . 𝑈 ∩ 𝑌 ⊆ 𝑉
plyne z deﬁnice 𝑌 , nebo´ 𝑌 nemá ºádné prvky v 𝑈 − 𝑉 . To, ºe 𝑌 je nejv¥t²í
takové, ukáºeme sporem. Nech´ existuje 𝑊  𝑌 takové, ºe 𝑈 ∩𝑊 ⊆ 𝑉 , pak
existuje 𝑤 ∈ 𝑊 a 𝑤 /∈ 𝑌 , 𝑤 musí spl¬ovat ∃𝑦(𝑤 ≤ 𝑦 & 𝑦 ∈ 𝑈 − 𝑉 ), nebo´
jinak by bylo 𝑤 ∈ 𝑌 . 𝑊 musí být horní mnoºina, a tedy i 𝑦 ∈ 𝑊 , pak ale
𝑈 ∩𝑊  𝑉 , coº je spor.
6.6.2 Filtry a ultrafiltry na Heytingových algebrách
Definice 6.12. Nech´ 𝒜 = (𝐴,∧,∨, 0,→) je Heytingova algebra. ekneme,
ºe 𝐹 ⊆ 𝐴 je filtr, pokud ∀𝑎, 𝑏 ∈ 𝐴 platí:
1. 0 /∈ 𝐹 ,
2. 𝑎, 𝑏 ∈ 𝐹 ⇒ 𝑎 ∧ 𝑏 ∈ 𝐹 ,
3. (𝑎 ∈ 𝐹 & 𝑎 ≤ 𝑏) ⇒ 𝑏 ∈ 𝐹 .
Filtr 𝐹 nazveme ultrafiltr, jestliºe ∀𝑎, 𝑏 ∈ 𝐹 navíc platí
4. 𝑎 ∨ 𝑏 ∈ 𝐹 ⇒ 𝑎 ∈ 𝐹 nebo 𝑏 ∈ 𝐹 .
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V Booleov¥ algeb°e je kaºdý ultraﬁltr maximální, coº neplatí v Heytingo-
vých algebrách, jak si ukáºeme na následujícím p°íklad¥. Na obrázku 11 jsou
vyzna£eny ultraﬁltry na Heytingov¥ algeb°e, která není Booleova, 𝑊 je ul-
traﬁltr, ale není maximální, zárove¬ {1, 𝑐} je ﬁltr, který není ultraﬁltrem.
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Obrázek 11: Ultraﬁltry na Heytingov¥ algeb°e
Definice 6.13. Nech´ 𝑊 := {𝐹 ; 𝐹 je ultraﬁltr na Heytingov¥ algeb°e 𝐴}.
Pro 𝐹, 𝐹 ′ ∈ 𝑊 poloºíme 𝐹𝑅𝐹 ′, jestliºe 𝐹 ⊆ 𝐹 ′.
Poznámka 6.10. Je z°ejmé, ºe práv¥ deﬁnovaná relace 𝑅 je £áste£né uspo°á-
dání, a tedy ℒ = (𝑊,𝑅) je intuicionistický kripkovský rámec.
Neº p°ejdeme p°ímo ke kripkovským rámc·m, pot°ebujeme nejprve do-
kázat n¥kolik v¥t o ﬁltrech a ultraﬁltrech.
Lemma 6.13. Nechť 𝒜 = (𝐴,∧,∨, 0,→) je Heytingova algebra a 𝐹 ⊆ 𝐴 je
maximální filtr na 𝐴. Pak 𝐹 je ultrafiltr.
Důkaz. Ukáºeme obm¥nou. Nech´ 𝐹 není ultraﬁltr, pak ∃𝑎, 𝑏 ∈ 𝐴 takové,
ºe 𝑎 ∨ 𝑏 ∈ 𝐹 a zárove¬ 𝑎 /∈ 𝐹 a 𝑏 /∈ 𝐹 . Zárove¬ pro kaºdé 𝑥, které spl¬uje
𝑎∨𝑏 ≤ 𝑥 platí 𝑥 ∈ 𝐹 . Protoºe 𝐹 je ﬁltr, musí platit 𝑥∧ (𝑎∨𝑏) ̸= 0. Z deﬁnice
6.6 Heytingovy algebry dostáváme 𝑥∧ (𝑎∨ 𝑏) = (𝑥∧ 𝑎)∨ (𝑥∧ 𝑏) ̸= 0, a tedy
víme, ºe 𝑥 ∧ 𝑎 ̸= 0 nebo 𝑥 ∧ 𝑏 ̸= 0. Jeden z prvk· 𝑎, 𝑏 m·ºeme p°idat a
vlastnost ﬁltru bude zachována, 𝐹 ′ = 𝐹 ∪ {𝑎} nebo 𝐹 ′ = 𝐹 ∪ {𝑏}. V obou
p°ípadech 𝐹 ( 𝐹 ′, tudíº 𝐹 není maximální.
Poznámka 6.11. Pokud v lemmatu 6.13 p°edpokládáme místo Heytingovy
algebry Booleovu, pak platí dokonce ekvivalence.
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Lemma 6.14. Nechť 𝐹 je filtr na Heytingově algebře 𝒜 = (𝐴,∧,∨, 0,→)
a předpokládejme, že 𝑎 → 𝑏 /∈ 𝐹 . Pak existuje filtr 𝐹 ′ takový, že 𝐹 ⊆ 𝐹 ′
a 𝑎 ∈ 𝐹 ′, 𝑏 /∈ 𝐹 ′.
Důkaz. Vezm¥me 𝐹 ′ = {𝑥; 𝑎→ 𝑥 ∈ 𝐹}. O 𝐹 ′ pot°ebujeme ukázat, ºe je ﬁltr
a spl¬uje poºadované vlastnosti. Nejprve ukáºeme, ºe 0 /∈ 𝐹 ′, tedy je nutné,
aby 𝑎→ 0 /∈ 𝐹 . Ozna£me 𝑐 = 𝑎→ 0, tedy 𝑐∧𝑎 ≤ 0, to znamená, ºe 𝑐∧𝑎 = 0,
kdyby 𝑐 ∈ 𝐹 , tak musí být i 𝑐∧𝑎 ∈ 𝐹 , ale 0 není prvkem ºádného ﬁltru. Nyní
ukaºme, ºe ∀𝑐, 𝑑 ∈ 𝐹 ′ platí 𝑎∧ 𝑏 ∈ 𝐹 ′, 𝑎→ 𝑐 ∈ 𝐹 a 𝑎→ 𝑑 ∈ 𝐹 . Pot°ebujeme
𝑎 → (𝑐 ∧ 𝑑) ∈ 𝐹 , 𝑎 → (𝑐 ∧ 𝑑) = (𝑎 → 𝑐) ∧ (𝑎 → 𝑑) díky bodu 4. lemmatu
6.4, a tedy 𝑐 ∧ 𝑑 ∈ 𝐹 ′. Nyní musíme ov¥°it, ºe 𝐹 ′ je horní mnoºina. Nech´
𝑐 ∈ 𝐹 ′ a 𝑑 ≥ 𝑐, pak 𝑎 → 𝑐 ∈ 𝐹 , díky monotonii 𝑎 → 𝑑 ≥ 𝑎 → 𝑐, a tedy
𝑎→ 𝑑 ∈ 𝐹 , z £ehoº plyne, ºe 𝑑 ∈ 𝐹 ′. Dále chceme ukázat, ºe 𝐹 ′ ⊆ 𝐹 . Nech´
𝑐 ∈ 𝐹 , ozna£me 𝑑 = 𝑎→ 𝑐, z vlastnosti Heytingovy implikace je 𝑑 ≥ 𝑐 nebo
𝑑 ≥ 𝑎 , a tedy 𝑑 ∈ 𝐹 , nebo´ 𝐹 je ﬁltr, pak 𝑐 ∈ 𝐹 ′. Zbývá ukázat, ºe 𝑎 ∈ 𝐹 ′
a 𝑏 /∈ 𝐹 ′, 𝑎→ 𝑏 /∈ 𝐹 , proto 𝑏 /∈ 𝐹 ′, 𝑎→ 𝑎 = 1 a 1 ∈ 𝐹 , a tedy 𝑎 ∈ 𝐹 ′.
Lemma 6.15. Nechť 𝐹 je filtr na Heytingově algebře 𝒜 = (𝐴,∧,∨, 0,→)
a předpokládejme, že 𝑑 /∈ 𝐹 . Pak 𝐹 může být rozšířen do ultrafiltru 𝑈 tako-
vého, že 𝑑 /∈ 𝑈.
Důkaz. Díky principu maximality m·ºeme za 𝑈 vzít n¥který z maximálních
ﬁltr· takových, ºe 𝐹 ⊆ 𝑈 a 𝑑 /∈ 𝑈 . Pot°ebujeme ov¥°it, ºe 𝑈 je ultraﬁltr.
Nech´ 𝑎 /∈ 𝑈 a 𝑏 /∈ 𝑈 , ukáºeme, ºe pak ani 𝑎 ∨ 𝑏 /∈ 𝑈 . Deﬁnujme
𝐹1 = {𝑥; ∃𝑦 ∈ 𝑈 & 𝑎 ∧ 𝑦 ≤ 𝑥} .
𝐹1 je nahoru uzav°en a také je uzav°en na pr·niky, navíc 𝑈 ⊆ 𝐹1. Pokud 𝐹1
není ﬁltr, je roven celé nosné mnoºin¥, pak 𝑑 ∈ 𝐹1. Pokud 𝐹1 je ﬁltr, pak
vzhledem k maximalit¥ 𝑈 máme 𝑑 ∈ 𝐹1. Tedy existuje 𝑦 ∈ 𝑈 takové, ºe
𝑎∧𝑦 ≤ 𝑑, ze stejných d·vod· existuje i 𝑥 ∈ 𝑈 takové, ºe 𝑏∧𝑥 ≤ 𝑑. Vezm¥me
𝑧 = 𝑥 ∧ 𝑦, z vlastnosti ﬁltru plyne, ºe 𝑧 ∈ 𝑈 , dále 𝑎 ∧ 𝑧 ≤ 𝑑, 𝑏 ∧ 𝑧 ≤ 𝑑, tedy
(𝑎 ∨ 𝑏) ∧ 𝑧 = (𝑎 ∧ 𝑧) ∨ (𝑏 ∧ 𝑧) ≤ 𝑑. Z toho 𝑎 ∨ 𝑏 /∈ 𝑈 , jinak by z vlastnosti
ﬁltru 𝑑 ∈ 𝑈 , coº by byl spor.
Definice 6.14. Nech´ 𝐵 je formule, 𝒜 = (𝐴,∧,∨, 0,→) Heytingova algebra.
Ozna£me 𝐴𝑡𝐵 mnoºinu v²ech atom· v 𝐵. Deﬁnujeme pravdivostní ohodno-
cení 𝑢 takové, ºe nejprve kaºdou podformuli tvaru ¬𝐶 p°evede na 𝐶 → ⊥
a pak kaºdému prvku 𝐴𝑡𝐵 p°i°azuje jeden prvek 𝐴, konstant¥ pro spor ⊥
p°i°adí 0 a zárove¬ v²em spojkám v 𝐵 p°i°azuje operace na 𝒜 následujícím
zp·sobem:
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∙ Konjunkci v 𝐵 p°i°adí pr·sek v 𝒜,
∙ Disjunkci v 𝐵 p°i°adí spojení v 𝒜,
∙ Implikaci v 𝐵 p°i°adí Heytingovu implikaci v 𝒜,
ekneme, ºe formule 𝐵 platí v Heytingov¥ algeb°e 𝒜, pokud pro v²echna
vý²e deﬁnovaná pravdivostní ohodnocení 𝑢 je 𝑢(𝐵) = 1.
Definice 6.15. ekneme, ºe Heytingova algebra 𝒜 = (𝐴,∧,∨, 0,→) je pro-
tipříklad na formuli 𝐵, jestliºe 𝐵 neplatí v 𝒜.
Definice 6.16. Nech´ 𝑈 je ultraﬁltr a 𝑝 je atom. Deﬁnujeme, ºe 𝑈 splňuje
atom 𝑝 (zna£íme 𝑈  𝑝), jestliºe 𝑣(𝑝) ∈ 𝑈 .
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Obrázek 12: Ultraﬁltry na jednoduché Booleov¥ algeb°e
Příklad 6.5. Na obrázku 12 je Booleova algebra a na ní vyzna£ené ultraﬁltry,
které nejsou srovnatelné, proto mezi p°íslu²nými moºnými sv¥ty není relace
dosaºitelnosti. V této algeb°e platí identita (𝑎 → 𝑏) ∨ (𝑏 → 𝑎) = 1. Prvek 𝑎
koresponduje s atomem 𝑝 a 𝑏 koresponduje s atomem 𝑞. Protoºe 𝑏 /∈ 𝑈 , tak
𝑢 1 𝑞, 𝑎 /∈ 𝑉 , tedy 𝑣 1 𝑝. Platí 𝑢  (𝑝→ 𝑞)∨(𝑞 → 𝑝) a 𝑣  (𝑝→ 𝑞)∨(𝑞 → 𝑝).
Na obrázku 13 jsou kripkovské rámce k algeb°e z obrázku 11. V této
algeb°e (𝑎 → 𝑏) ∨ (𝑏 → 𝑎) ̸= 1, ukáºeme, ºe toto nebude spln¥no ani v p°í-
slu²ných kripkovských rámcích. Prvek 𝑎 koresponduje s atomem 𝑝 a prvek 𝑏
s atomem 𝑞. Platí 𝑎, 𝑏 /∈ 𝑊 , a tedy 𝑤 1 𝑝 a 𝑤 1 𝑞, 𝑎 /∈ 𝑉 a 𝑏 /∈ 𝑈 , tudíº
𝑣 1 𝑝 a 𝑢 1 𝑞. Zárove¬ je²t¥ 𝑢  𝑝 a 𝑣  𝑞. Ze sv¥ta 𝑤 je dosaºitelný jak sv¥t
𝑢, tak sv¥t 𝑣, a tedy 𝑤 1 (𝑝→ 𝑞) ∨ (𝑞 → 𝑝).
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Obrázek 13: Kripkovské rámce
Lemma 6.16. Nechť ℋ = (𝐻,∧,∨, 0,→) je Heytingova algebra. Pak pro
každý ultrafiltr 𝑈 na ℋ a pro každou formuli 𝐴 platí: 𝑈  𝐴⇔ 𝑣(𝐴) ∈ 𝑈 .
Důkaz. Budeme postupovat indukcí podle po£tu logických spojek ve for-
muli 𝐴.
Nech´ 𝐴 = 𝐵 ⇒ 𝐶.
⇒ P°edpokládáme 𝑈  𝐵 ⇒ 𝐶 a pot°ebujeme ukázat, ºe 𝑣(𝐵 ⇒ 𝐶) ∈ 𝑈 .
Ukáºeme pomocí obm¥n¥né v¥ty, 𝑣(𝐵 ⇒ 𝐶) = 𝑣(𝐵) → 𝑣(𝐶) (druhá ²ipka
je implikace v Heytingov¥ algeb°e). Kdyº 𝑣(𝐵) → 𝑣(𝐶) /∈ 𝑈 , tak si musíme
opat°it ultraﬁltr 𝑉 ⊇ 𝑈 takový, ºe 𝑣(𝐵) ∈ 𝑉 a 𝑣(𝐶) /∈ 𝑉 . Podle lemmatu
6.14 si opat°íme ﬁltr 𝑊 takový, ºe 𝑊 ⊇ 𝑈 , 𝑣(𝐵) ∈ 𝑊 a 𝑣(𝐶) /∈ 𝑊 . Nyní
podle lemmatu 6.15 roz²í°íme ﬁltr𝑊 do ultraﬁltru 𝑉 takového, ºe 𝑣(𝐶) /∈ 𝑉 .
Nyní víme, ºe 𝑉 ⊇ 𝑈 a podle induk£ního p°edpokladu 𝑣(𝐵) ∈ 𝑉 a 𝑣(𝐶) /∈ 𝑉 .
⇐ (𝐵 ⇒ 𝐶) ∈ 𝑈 a chceme ukázat, ºe ∀𝑉 ⊇ 𝑈 𝑉  𝐵, pak 𝑉  𝐶.
𝑣(𝐵 ⇒ 𝐶) ∈ 𝑈 , pak pro ∀𝑉 ⊇ 𝑈 platí: 𝑣(𝐵 ⇒ 𝐶) ∈ 𝑉 , 𝑣(𝐵) → 𝑣(𝐶) ∈ 𝑉 ,
𝑣(𝐵) ∈ 𝑉 , tudíº z induk£ního p°edpokladu 𝑣(𝐶) ∈ 𝑉 . Poznamenejme, ºe
tomuto se n¥kdy °íká algebraická verze modus ponens.
Nech´ 𝐴 = 𝐵 & 𝐶.
⇒ Ultraﬁltr spl¬uje 𝑈  𝐵 & 𝐶 a pot°ebujeme ukázat 𝑣(𝐵 & 𝐶) ∈ 𝑈 .
𝑈  𝐵 ∧ 𝐴, tedy 𝑈  𝐵 a 𝑈  𝐶, z toho plyne 𝑣(𝐵) ∈ 𝑈 a 𝑣(𝐶) ∈ 𝑈 ,
z vlastnosti ﬁltru dostáváme 𝑣(𝐵 & 𝐶) ∈ 𝑈 .
⇐ Máme 𝑣(𝐵&𝐶) ∈ 𝑈 a chceme 𝑈  𝐵 ∧𝐶. 𝑣(𝐵&𝐶) ∈ 𝑈 , z vlastnosti
ﬁltru je 𝑣(𝐵) ∈ 𝑈 a 𝑣(𝐶) ∈ 𝑈 , nebo´ 𝑣(𝐵) ≥ 𝑣(𝐵 & 𝐶) a 𝑣(𝐶) ≥ 𝑣(𝐵 & 𝐶),
tedy 𝑈  𝐵 a 𝑈  𝐶, tudíº 𝑈  𝐵 & 𝐶.
Nech´ 𝐴 = 𝐵 ∨ 𝐶.
⇒ P°edpokládáme 𝑈  𝐵 ∨ 𝐶 a pot°ebujeme ukázat 𝑣(𝐵 ∨ 𝐶) ∈ 𝑈 .
Protoºe 𝑈  𝐵 ∨ 𝐶, tak 𝑈  𝐵 nebo 𝑈  𝐶, a tedy 𝑣(𝐵) ∈ 𝑈 nebo
𝑣(𝐶) ∈ 𝑈 , proto z vlastnosti ﬁltru a induk£ního p°edpokladu 𝑣(𝐵 ∨𝐶) ∈ 𝑈 .
⇐ P°edpokládáme 𝑣(𝐵 ∨ 𝐶) ∈ 𝑈 a chceme 𝑈  𝐵 ∨ 𝐶, z vlastnosti
ultraﬁltru 𝑣(𝐵) ∈ 𝑈 nebo 𝑣(𝐶) ∈ 𝑈 , tedy 𝑈  𝐵 nebo 𝑈  𝐶, z induk£ního
p°edpokladu 𝑈  𝐵 ∨ 𝐶.
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Ukázali jsme, ºe intuicionistická logika má n¥kolikerou sémantiku. Zam¥-
°ili jsme se p°edev²ím na Heytingovy algebry, nicmén¥ je t°eba p°ipomenout,
ºe i topologická sémantika intuicionistické logiky je nemén¥ významná, a£ko-
liv jsme jí nev¥novali tolik prostoru.
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7 Závěr
V práci jsme se zabývali intuicionistickou logikou, první kapitoly byly v¥-
novány úplnosti. Nejprve jsme uvedli úplnost gentzenovského kalkulu v·£i
klasické logice a pak analogickou metodou dokázali úplnost GJ v·£i logice
intuicionistické. V kapitole 5 jsme se v¥novali dosud nep°íli² prozkoumanému
roz²í°ení intuicionistické logiky  Grzegorczykov¥ logice neboli intuicionis-
tické predikátové logice s konstantním univerzem. Nepoda°ilo se nám doká-
zat úplnost GJC v·£i Grzegorczykov¥ sémantice, ale zjistili jsme, ºe pro toto
roz²í°ení neplatí bez°ezová úplnost kalkulu GJC, nebo´ Markov·v princip,
který platí ve v²ech modelech s konstantním univerzem, nemá bez°ezový d·-
kaz v kalkulu GJC. V této oblasti je jist¥ velký prostor pro dal²í bádání.
Stále z·stává nezodpov¥zena otázka, zda pro Grzegorczykovu logiku platí
v¥ta o interpolaci. V poslední kapitole jsme se zabývali p°edev²ím algebrou,
nicmén¥ nap°íklad v [7] nalezneme práv¥ algebraický d·kaz úplnosti pro lo-
giku s konstantním univerzem, navíc Heytingovy algebry mohou slouºit jako
jedna ze sémantik intuicionistické výrokové logiky.
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