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Kapitel 1
Einleitung
Ein Bose-Einstein Kondensat ist einer der wohl außergewo¨hnlichsten Aggregat-
zusta¨nde der Materie: Teilchen mit ganzzahligem Spin, so genannte Bosonen,
kondensieren unterhalb einer kritischen Temperatur alle im gleichen quantenme-
chanischen Grundzustand. Dieser ungewo¨hnliche Materiezustand wurde bereits
im Jahr 1924 von den Physikern Satyendra Nath Bose und Albert Einstein in
zwei bahnbrechenden theoretischen Arbeiten [1,2] vorhergesagt. Anschaulich kann
man den Phasenu¨bergang von einem thermischen Bose-Gas zu einem Kondensat
verstehen, indem man gema¨ß der Wellennatur der Materie jedem Boson der Masse
m ein Wellenpaket zuordnet, dessen Ausdehnung mit der thermischen de Broglie
Wellenla¨nge λT = (2pi~
2/2kBT )
2 skaliert [3]. Ist die Temperatur groß, so verhalten
sich die Bosonen wie klassische Teilchen. Fu¨r sehr kleine Temperaturen, beginnen
die Wellenpakete der Bosonen - sobald eine kritische Phasenraumdichte erreicht
ist - zu u¨berlappen, ein Vorgang der fu¨r Fermionen aufgrund des Pauli-Prinzips
unmo¨glich ist. Die Bosonen kondensieren im energetischen Grundzustand und
bilden ein makroskopisches Quantenobjekt, in welchem die einzelnen Bosonen
vollsta¨ndig delokalisiert sind und durch eine makroskopische Wellenfunktion be-
schrieben werden ko¨nnen [4, 5].
Es bedurfte u¨ber 70 Jahre angestrengten Forschens, um diesen exotischen Mate-
riezustand im Experiment in schwachwechselwirkenden bosonischen Atomgasen
zu realisieren. Vor allem im letzten Viertel des 20. Jahrhunderts wurden neue
experimentelle Techniken zum Ku¨hlen, Einfangen und Speichern von Alkalia-
tomen entwickelt. Erst Verfahren wie Laserku¨hlung [5–8], evaporatives Ku¨hlen
[9, 10], sowie die Kombination von magnetischen und optischen Fallenmechanis-
men [6,10–12] erlauben es, zu den erforderlichen Kondensationstemperaturen im
Nanokelvinbereich vorzustoßen und ein Bose-Einstein-Kondensat mit einer ma-
kroskopischen Anzahl an kondensierten Alkaliatomen zu erzeugen. Der Durch-
bruch gelang im Jahr 1995, als erstmalig Bose-Einstein-Kondensation in ultra-
kaltem Rubidium (87Rb) [13], Natrium (23Na) [14] und Lithium (7Li) [15, 16]
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beobachtet wurde. Inzwischen wurde unter anderem auch in 41K, 52Cr, 85Rb,
133Cs und 174Yb Bose-Einstein-Kondensation realisiert.
Die außergewo¨hnlich gute experimentelle Kontrolle, die man in den letzten Jahren
u¨ber Bose-Einstein Kondensate bekommen hat, machen diese extrem koha¨renten
Quantenobjekte zu einzigartigen Systemen, um Fragestellungen aus verschieden-
sten Teilbereichen der Physik an diesen Vielteilchensystemen zu untersuchen. So
lassen sich zum Beispiel elementare quantenmechanische Interferenzeffekte mit-
tels U¨berlagerung zweier Kondensate direkt beobachten [17,18] oder die Oszilla-
tionen eines Kondensats in einer magnetischen Falle hochpra¨zise vermessen und
mit den Vorhersagen der Quantenmechanik vergleichen [19, 20]. Zudem eignen
sich Bose-Einstein-Kondensate als Modellsysteme, um komplexe Pha¨nomene, die
aus dem Gebiet der Physik kondensierter Materie bekannt sind, zu studieren. So
wurden in einer Reihe faszinierender Experimente Untersuchungen zum Mott-
Phasenu¨bergang [21], zur Erzeugung von Vortexstrukturen [22], zum Josephson-
Effekt [23], oder zum U¨bergang eines Bose-Einstein-Kondesates in einen supra-
leitenden Zustand [24] angestellt. Bose-Einstein-Kondensate erweisen sich auch
als ideale Testsysteme, um nichtlineare Effekte, wie Vier-Wellen Mischung [25],
die Propagation von hellen [26] und dunklen [27] Solitonen, oder die Dynamik
von nichtlinearen Bloch Oszillationen [28, 29] zu betrachten. Neu hinzugekom-
men sind nun auch Experimente, die die Expansion von Kondensaten in meist
optischen Unordnungspotentialen [30–32] im Hinblick auf Lokalisierungspha¨no-
mene [33] untersuchen.
Mit der Entwicklung vom Mikrofallen [34, 35], basierend auf der so genannten
Atom-Chip-Technologie [36–38], hat die Forschung an Kondensaten eine neue
Qualita¨t erreicht. Das Aufbringen von stromdurchflossenen mikroskopischen Lei-
tern auf eine Chipoberfla¨che erlaubt es, magnetische Fallen fu¨r kalte Atome
und Kondensate zu erzeugen, deren Gro¨ße auf der Mikrometerskala variiert. Die
Mo¨glichkeit, Materiewellenleiter auf mesoskopischer Gro¨ßenskala in komplexen
Geometrien zu erzeugen [39], ero¨ffnet neue Perspektiven, in das Regime der me-
soskopischen Physik [40] vorzustoßen. Neben der hochpra¨zisen Untersuchung von
Interferenzeffekten der Kondensate in solchen Wellenleitern [17,41,42], lassen sich
auch koha¨rente Transportprozesse von Kondensaten realisieren. So kann man ein
Kondensat in einem Wellenleiter erzeugen [37, 38], in diesem propagieren las-
sen [43,44] und den Einfluss der interatomaren Wechselwirkung auf die dynami-
schen Eigenschaften des Kondensates unter genau kontrollierbaren Bedingungen
detailliert studieren [45]. Schließlich werden im Kontext von Wellenleitern auch
magnetisch induzierte Unordnungspotentiale [46,47] diskutiert, die zu einer Reihe
von interessanten Effekten, wie zum Beispiel der Fragmentierung eines Konden-
sats im Wellenleiter, fu¨hren.
Da die fu¨r Kondensate betrachteten Fallenpotentiale große A¨hnlichkeiten zu Lei-
terstrukturen haben, die in der elektronischen Transportphysik untersucht wer-
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den, stellt sich in diesem Zusammenhang die Frage, inwieweit Pha¨nomene und
Konzepte, die aus der mesoskopischen Transportphysik von Elektronen [48, 49]
bekannt sind, auf Transportprozesse von kalten Atomen und Kondensaten u¨betra-
gen werden ko¨nnen. Von besonderem Interesse ist dabei der Einfluss der Teilchen-
Teilchen Wechselwirkung auf Transportprozesse. Hat man es bei elektronischem
Transport mit der langreichweitigen Coulombwechselwirkung [50] zu tun, so han-
delt es sich bei der Wechselwirkung zwischen kalten Atomen um eine kurzreich-
weitige Kontaktwechselwirkung [51], die wesentlich einfacher zu kontrollieren ist;
ihre Sta¨rke kann zudem u¨ber Feshbachresonanzen [52, 53] mittels eines magneti-
schen Feldes variiert werden. Deswegen kann man Kondensate in mesoskopischen
Wellenleitern zu recht als hochreine Modellsysteme ansehen, um das Wechselspiel
zwischen Transporteigenschaften und Atom-AtomWechselwirkung unter kontrol-
lierbaren Bedingungen zu untersuchen. Diese Tatsache motiviert es, Konzepte aus
der elektronischen Mesoskopik auf den Transport von kalten Atomen oder Kon-
densaten zu u¨betragen. So konnte die Landauer-Theorie [49,54], die fu¨r elektroni-
schen Transport entwickelt wurde, fu¨r die Propagation nichtwechselwirkender, in-
koha¨renter Atome durch einen Quantenpunktkontakt erweitert werden [55]. Des-
weiteren wird im Kontext von Kondensattransport durch ein quantenpunkta¨hnli-
ches Potential [56] ein Atomblockadeeffekt [57], a¨hnlich dem wohlbekannten Cou-
lombblockadeeffekt [58], diskutiert: Aus energetischen Gru¨nden kann sich jeweils
nur ein einzelnes Atom in der quantenpunkta¨hnlichen Potentialstruktur befin-
den. Allerdings sind die Analogien zwischen dem elektronischen Blockadeeffekt
und dem Atom Blockade-Effekt begrenzt, da die Coulombwechselwirkung lang-
reichweitig und zudem viel sta¨rker als die interatomare Wechselwirkung ist.
Im Rahmen der bisher entwickelten Ansa¨tze zur Beschreibung von Transport-
effekten, ist es teilweise schwierig, Wechselwirkungseffekte zu implementieren,
die Koha¨renz des Kondensats zu beru¨cksichtigen oder u¨ber das Regime eini-
ger weniger am Transportprozess beteiligter Atome hinauszugehen. Deswegen
beschreiten wir in dieser Arbeit einen neuen Weg, den Transport von Bose-Ein-
stein-Kondensaten durch mesoskopische Potentialstrukturen zu untersuchen: Wir
entwickeln einen Formalismus, der es erlaubt, koha¨renten Transport von Bose-
Einstein-Kondensaten im Regime vieler am Transportprozess beteiligter Atome
zu beschreiben. Wir wa¨hlen dazu einen wellenmechanischen Zugang, der auf der
nichtlinearen Gross-Pitaevskii-Gleichung [3, 59] basiert. Diese Wellengleichung
wurde 1961 unabha¨ngig von E.P. Gross und L. Pitaevskii aus einem feldtheo-
retischen Vielteilchenformalismus abgeleitet, wobei die grundlegende Annahme
darin besteht, dass die kondensierten Atome alle den gleichen quantenmechani-
schen Grundzustand besetzen und durch eine makroskopische Wellenfunktion be-
schrieben werden ko¨nnen. Die nichtlineare Gross-Pitaevskii-Gleichung beschreibt
somit das Verhalten des Kondensats auf dem Niveau einer Hartree Mean-Field
Na¨herung [51]. Sie determiniert das Verhalten der makroskopischen Kondensat-
wellenfunktion im Regime stark verdu¨nnter [60], schwach wechselwirkender Bo-
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segase und ist fu¨r Temperaturen weit unterhalb der Kondensationstemperatur
gu¨ltig. Zur Herleitung der Gross-Pitaevskii-Gleichung wird eine kurzreichweiti-
ge Atom-Atom Wechselwirkung angenommen, die zu einem nichtlinearem Term
in der Wellengleichung fu¨hrt. Besonders gut wird dies von Alkaliatomen erfu¨llt,
daher hat sich die Gross-Pitaevskii-Gleichung als besonders geeignet zur Beschrei-
bung solcher Kondensate erwiesen [61].
Ziel dieser Arbeit ist es, den Transport von Bose-Einstein-Kondensaten durch me-
soskopische Potentialstrukturen auf dem Niveau der Gross-Pitaevskii-Gleichung
zu untersuchen. Dazu geben wir in Kapitel 2 einen U¨berblick u¨ber ga¨ngige Fal-
lenmechanismen, erkla¨ren die grundlegenden Konzepte zur Erzeugung von meso-
skopischen Wellenleitersystemen und zeigen Wege auf, wie Quantenpunktkontak-
te und Quantenpunktstrukturen in Wellenleitersystemen implementiert werden
ko¨nnen. Des Weiteren entwickeln wir, motiviert durch die Beobachtung von Frag-
mentierungseffekten, ein neuartiges pha¨nomenologisches Modell fu¨r magnetische
Unordnungspotentiale in Wellenleitern. Wir werden zeigen, dass dieses Modell
die grundlegenden Eigenschaften von experimentell detektierten Unordungspo-
tentialen wiedergibt, wenn man stark verunreinigte Mikrodra¨hte mit vielen topo-
logischen Defekten als Modell zugrunde legt.
In Kapitel 3 skizzieren wir zuna¨chst die wichtigsten Schritte zur Herleitung der
Gross-Pitaevskii-Gleichung und leiten dann eine quasi-eindimensionale Version
dieser Gleichung ab, die besonders geeignet ist, das Verhalten von Kondensaten in
einem Materiewellenleiter zu beschreiben. Einen großen Teil dieses Kapitels wird
die Diskussion der stationa¨ren Lo¨sungen dieser eindimensionalen Wellengleichung
in einem uniformen Wellenleiter einnehmen.
Die Entwicklung neuartiger Methoden zur Beschreibung von Transport durch
Wellenleitergeometrien steht in Mittelpunkt von Kapitel 4. Im ersten Teil die-
ses Kapitels zeigen wir ein Verfahren auf, das eine systematische Untersuchung
von stationa¨ren Streuzusta¨nden in Wellenleitern mit Streupotentialen ermo¨glicht.
Zudem entwickeln wir eine konzeptionelle Erweiterung der aus der linearen Quan-
tenmechanik wohlbekannten Gro¨ßen von Reflexions- und Transmissionskoeffizi-
enten; dies wird es erlauben, Transmission und Reflexion auch fu¨r die nicht-
lineare Gross-Pitaevskii-Gleichung eindeutig zu definieren. Im zweiten Teil des
Kapitels bescha¨ftigen wir uns mit zeitabha¨ngigen Transportprozessen und fu¨hren
eine Methode ein, die die Ankopplung eines Wellenleiters an ein mit Kondensat
gefu¨lltes Reservoir simuliert, aus dem eine Materiewelle in den Wellenleiter inji-
ziert wird. Damit wird die realistische Simulation eines koha¨renten Flusses von
Bose-Einstein-Kondensat durch einen Wellenleiter mo¨glich. Insbesondere werden
wir damit in der Lage sein zu untersuchen, unter welchen Umsta¨nden stationa¨re
Streuzusta¨nde von wechselwirkenden Kondensaten in Wellenleitersystemen be-
setzt werden und dynamisch stabil sind.
In Kapitel 5 wenden wir die in Kapitel 4 erarbeiteten Konzepte an, um Trans-
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portprozesse durch drei exemplarische mesoskopische Potentialstrukturen zu un-
tersuchen. Zuna¨chst wenden wir unsere Verfahren auf ein einfaches Quanten-
punktkontaktpotential an, berechnen stationa¨re Streuzusta¨nde und geben Trans-
missionsspektren fu¨r solch ein System an. Insbesondere werden wir in diesem
Zusammenhang nichtlineare Transmissionscharakteristiken diskutieren. In einem
zweiten Schwerpunkt untersuchen wir Transport durch ein symmetrisches Dop-
pelbarrierenpotential, das als Quantenpunkt angesehen werden kann. In diesem
Zusammenhang diskutieren wir die Existenz von resonanten Transportmoden
und werden auf Bistabilita¨ten im Transmissionsspektrum, wie sie auch aus der
nichtlinearen Optik bekannt sind, stoßen. Unsere Simulationen zeitabha¨ngiger
Transportprozesse werden zeigen, dass die interatomare Wechselwirkung den re-
sonanten Transport im Allgemeinen unterdru¨ckt, dass jedoch eine Besetzung re-
sonanter Zusta¨nde durch ein geeignetes adiabatisches Kontrollschema tempora¨r
mo¨glich wird [62]. Schließlich untersuchen wir den Transport durch Wellenleiter
mit Unordnungspotentialen. Fu¨r schwache Unordnungspotentiale und moderate
interatomareWechselwirkungen entwickeln wir einen analytischen Zugang zur Be-
rechnung von Transmissionskoeffizienten und werden ein semiklassisches Regime
identifizieren, das eine nahezu perfekte Transmission durch die Unordnungsre-
gion erlaubt. Transport im Regime von starker Unordnung und starken Wech-
selwirkungen werden wir mittels numerischer Simulationen untersuchen. Dabei
wird sich herausstellen, dass in Unordnungspotentialen, die eine kritische La¨nge
u¨berschreiten, keine stationa¨ren Streuzusta¨nde mehr besetzt werden, sondern der
Kondensatfluss eine stark zeitabha¨ngige Dynamik aufweist [63]. Abschließend
werden wir diskutieren, in wie weit das wohlbekannte Szenario der Anderson-
Lokalisierung [64] fu¨r Transportprozesse wechselwirkender kondensierter Atome
noch zutreffend ist.
Das Kapitel 6 gibt einen U¨berblick auf den im Rahmen dieser Arbeit entwickelten
numerischen Apparat. Besonders zur Simulation von zeitabha¨ngigen Transport-
prozessen in einem an ein Reservoir gekoppelten Wellenleiter kommen neuartige
numerische Verfahren zum Einsatz. Wir lo¨sen die zeitabha¨ngige Gross-Pitaevs-
kii-Gleichung auf einem diskreten Gitter mit einem impliziten Integrationssche-
ma. Da wir bei Transportprozessen in der Regel ein offenes System betrachten,
mu¨ssen wir zum einen an den Ra¨ndern des diskreten Gitters absorbierende Rand-
bedingungen verwenden, um dort artifizielle Ru¨ckreflexionen zu unterbinden. Wir
verwenden dazu ein urspru¨nglich fu¨r die lineare Schro¨dingergleichung konzipier-
tes Verfahren, das von uns speziell fu¨r die im Rahmen dieser Arbeit betrachtete
Problemstellung auf die nichtlineare Gross-Pitaevskii-Gleichung erweitert wurde.
Zum anderen zeigen wir, wie sich ein Materiewellen emittierender Quellterm in
das in dieser Arbeit verwendete Integrationsschema implementieren la¨sst.
Den Abschluss der Arbeit bildet eine Zusammenfassung, in der zentrale Ergeb-
nisse der Arbeit, aber auch die konzeptionellen Grenzen des von uns verwendeten
Ansatzes dargestellt werden. Wir geben zudem einen kurzen Ausblick auf mo¨gli-
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che zuku¨nftige Projekte, die auf dieser Arbeit aufbauen ko¨nnen.
Kapitel 2
Mesoskopische Fallenstrukturen
In diesem Kapitel werden wir zuna¨chst die physikalischen Grundlagen fu¨r magne-
tische und optische Fallen kurz zusammenfassen. Wir gehen dann auf spezielle
mesoskopische Fallenstrukturen ein, die im Rahmen der Atom-Chip Technologie
realisiert werden ko¨nnen. Schließlich stellen wir ein von uns entwickeltes Modell
zur Beschreibung von magnetischen Unordnungspotentialen in Wellenleiterstruk-
turen vor.
2.1 Fallenmechanismen
Bose-Einstein-Kondensate bestehen in der Regel aus neutralen, bosonischen Ato-
men. Dies bedeutet, dass Techniken, die zum Einfangen geladener Teilchen ver-
wendet werden, hier nicht zum Einsatz kommen ko¨nnen, um Fallenpotentiale zu
generieren. Dennoch besteht die Mo¨glichkeit, neutrale Atome in einem Fallenpo-
tential zu lokalisieren und zu speichern. Fu¨r Atome mit magnetischem Moment
nutzt man die Zeeman-Wechselwirkung, um eine magnetische Fallenstruktur zu
erzeugen. Eine weitere Methode besteht darin, die Kraft, die auf ein neutrales
Atom im Laserfeld wirkt, zu nutzen, um eine optische Falle zu erzeugen.
2.1.1 Magnetische Fallen
Die physikalische Grundlage fu¨r magnetische Fallen ist der Zeeman-Effekt: Neu-
trale Atome mit einem magnetischen Moment µb erfahren in einem Magnetfeld
der Sta¨rke B eine zusa¨tzliche potentielle Energie, die in guter Na¨herung linear in
der Feldsta¨rke B ist
Vmag = mlµbB; (2.1)
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ml ist dabei die Drehimpulsquantenzahl der Drehimpulskomponente parallel zum
Magnetfeld. Sehr ha¨ufig (z.B. bei 87Rb) ist |ml| = 1 (fu¨r eine genaue Abhand-
lung des Zeeman-Effekts vgl. z.B. [7, 65]). Wenn das magnetische Moment po-
sitives Vorzeichen hat, wirkt auf das Atom eine Kraft in Richtung der zuneh-
menden Feldsta¨rke, falls es negativ ist, wirkt die Kraft in Richtung abnehmender
Feldsta¨rke. Deshalb werden Zusta¨nde mit positivem magnetischen Moment als
high-field seekers und diejenigen mit negativen als low-field seekers bezeichnet.
Um nun mittels magnetischer Felder Atome einzufangen, mu¨ssen Feldkonfigura-
tionen mit einem lokalen Minimum oder Maximum der Feldsta¨rke erzeugt werden.
Die zweite Methode scheidet aus, da es generell unmo¨glich ist, ein Magnetfeld-
maximum in einem stromfreien Bereich des Raumes zu erzeugen [66]. Daher sind
nur Feldkonfigurationen mit lokalen Minima von Interesse, und es ko¨nnen nur
low-field seekers gefangen werden.
Generell werden Fallenkonfigurationen favorisiert, bei denen B am Feldminimum
nicht verschwindet, da sonst durch kleine thermische Fluktuationen das magneti-
sche Moment seine Ausrichtung zum Feld flippen kann, und das Teilchen dadurch
instantan ein repulsives Potentialmaximum erfa¨hrt und somit aus der Falle aus-
gestoßen wird. Einen U¨berblick u¨ber verschiedene etablierte Magnetfallen kann
in [51] gefunden werden. In Abschnitt (2.2) geben wir eine kurze Einfu¨hrung u¨ber
die Realisierung von mesoskopischen Fallenstrukturen, die fu¨r diese Arbeit von
Relevanz sind.
2.1.2 Optische Fallen
Aus der Atomphysik ist bekannt, dass einem Atom, das sich in einem elektrischen
Feld befindet, ein Dipolmoment ~D induziert wird [67]. In der Dipolapproximation
wird die Wechselwirkung zwischen dem Dipolmoment und dem elektrischen Feld
~E durch den Hamiltonoperator
H = − ~ˆD · ~E (2.2)
beschrieben. Des Weiteren lautet der Zusammenhang zwischen dem Erwartungs-
wert des Dipolmoments und dem elektrischem Feld folgendermaßen
〈 ~ˆD〉 = α~E. (2.3)
Die hierbei eingefu¨hrte Gro¨ße α ist die Polarisierbarkeit des Atoms. Fu¨r ein peri-
odisch oszillierendes elektrisches Feld ~E = ~E0 cos(ωt), wie es bei Laserlichtfeldern





2(Ee −Eg) |〈e| ~ˆD · ~E|g〉|2
(Ee −Eg)2 − (~ω)2 (2.4)
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ist; hierbei bezeichnet |g〉 den Grundzustand und |e〉 die angeregten Zusta¨nde des





Da der zeitliche Mittelwert 〈E2〉t ortsabha¨ngig sein kann, wird durch das elektri-
sche Feld ein ortsabha¨ngiges Potential fu¨r die Atome induziert.
Befindet man sich mit der Frequenz ω nahe an einem optischen U¨bergang vom
Grundzustand zu einem angeregtem Zustand, so wird der entsprechende Term in
der Summe (2.4) dominant, und wir ko¨nnen dann schreiben
α(ω) ≈ |〈e|
~ˆD · ~E|g〉|2
Ee − Eg − ~ω . (2.6)
Beru¨cksichtigt man noch, dass der angeregte Zustand nur eine endliche Lebens-
dauer 1/Γe hat, so wird der Zusammenhang (2.6) modifiziert und es gilt
α(ω) ≈ |〈e|
~ˆD · ~E|g〉|2
Ee −Eg − ~ω − i~Γe . (2.7)
Durch die Dipolwechselwirkung wird also das externe ortsabha¨ngige Potential
∆Vopt(~r) induziert.
Wir untersuchen nun noch, unter welchen Umsta¨nden, das Potential attraktive
bzw. repulsive Wirkung hat. Dazu betrachten wir die Kraft, die aufgrund der
Dipolwechselwirkung auf das Atom wirkt; letztere ist gegeben durch
~F (~r) = −∇Vopt(~r) = 1
2
Re(α(ω))∇〈E2(~r, t)〉t. (2.8)
Fernab von der Resonanzfrequenz ωr = (Ee −Eg)/~ ist α(ω) sehr klein, und das
optisch induzierte Potential ebenfalls. Nahe bei ωr wird der Betrag von α(ω) sehr
groß, es ist aber zu beachten, dass die Polarisierbarkeit an der Resonanzfrequenz
ihr Vorzeichen wechselt. Mit (2.8) findet man, dass fu¨r ω < ωr (Rotverschiebung)
das Atom in Raumbereiche ho¨herer Feldsta¨rken getrieben wird, wa¨hrend fu¨r ω >
ωr (Blauverschiebung) das genau umgekehrte Verhalten eintritt. Erzeugt man also
zum Beispiel mit Laserlicht eine ra¨umlich inhomogene Intensita¨tsverteilung, so
la¨sst sich je nach Wahl der Lichtfrequenz ω ein attraktiv oder repulsiv wirkendes
optisches Potential erzeugen. Insbesondere kann der rotverschobene Fall dazu
genutzt werden, um an einem lokalen Intensita¨tsmaximum kalte Atome zu fangen
[6].
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2.2 Mesoskopische Fallen
Nachdem wir nun zwei Mechanismen zur Erzeugung von Fallenpotentialen ken-
nengelernt haben, wenden wir uns nun der Realisierung mesoskopischer Fallen-
potentiale zu. Wir stellen im Folgenden einige Konzepte vor, welche no¨tig sind,
um die Potentialstrukturen zu erzeugen, durch welche wir spa¨ter Transport von
Bose-Einstein-Kondensaten untersuchen wollen.












Skizze eines Side Wire Guide.
Wir erkla¨ren in diesem Abschnitt das Grund-
legende Prinzip, einen uniformen Wellenleiter
zu erzeugen. Die grundlegende Idee wurde 1933
zuerst von Frisch und Segre beschrieben [68]:
Wir betrachten die Superposition eines zirku-
laren Magnetfeldes ~B0, das von einem du¨nnen,
geraden, den Strom I fu¨hrenden Draht erzeugt
wird, mit einem homogenen Magnetfeld ~B⊥ (vgl.
Abb.2.1)






(In Abb.2.1 liegt der Vektor eφ in der x − y
Ebene). Die Superposition dieser beiden Fel-
der erzeugt ein wohldefiniertes Feldminimum
(mit verschwindender Feldsta¨rke) parallel zum
stromfu¨hrenden Draht an der Stelle, wo das zir-
kulare Magnetfeld ~B0 exakt durch das homoge-
ne Feld ~B⊥ kompensiert wird (das Feld nimmt
eine Quadrupolkonfiguration an [50]) . Der Ab-
stand h zwischen dem Draht und dem Feldmi-
nimum skaliert gema¨ß dem Amperschen Gesetz
als h ∼ I/B⊥. Wir haben in Abschnitt 2.1.1 be-
reits erwa¨hnt, dass Feldkonfigurationen mit ver-
schwindendem Feld ungeeignet zum Fangen von
kalten Atomen sind, da sonst Spin-Flip-induzierte Verluste aus der Falle groß
werden. Um diese Prozesse zu vermeiden, wird ein zusa¨tzliche homogenes Ma-
gnetfeld ~B‖, das parallel zum Draht zeigt, angelegt. Das Gesamtfeld ist dann als
Summe der drei Feldbeitra¨ge gegeben
~Bges = ~B0 + ~B⊥ + ~B‖. (2.10)
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Abbildung 2.2: Konfigurationen von stromtragenden Dra¨hten zur Erzeugung von ei-
nem oder zwei zur Chipoberfla¨che parallelen Wellenleitern (gekennzeichnet durch gru¨ne
Punkte).
Berechnet man nun den Betrag |Bges| nahe am Feldminimum, so ko¨nnen wir dort










(Der Radius r ist durch r =
√
y2 + z2 gegeben, wenn man die x-Achse entlang
des Magnetfeldminimums legt). Das Potential (2.10) ist unabha¨ngig von x und
somit uniform entlang der longitudinalen Achse des Wellenleiters. Die hier be-
schriebene Konfiguration wird in der Literatur im Allgemeinen als Side Wire
Guide bezeichnet [39, 69].
Das Kompensationsmagnetfeld B⊥ kann zum Beispiel durch ein Helmholtzspu-
lenpaar erzeugt werden, es besteht aber auch die Mo¨glichkeit Wellenleitergeom-
trien mit Magnetfeldern zu erzeugen, die alle von langen stromdurchflossenen
Dra¨hten erzeugt werden. Solche Anordnungen sind in Abb.2.1 schematisch skiz-
ziert. Besonders deutlich wird das zugrundeliegende Prinzip in der ersten in
Abb.2.2 gezeigten Anordnung (vgl. auch Abb.2.3): Der mittlere Leiter entspricht
dem stromfu¨hrenden Draht in Abb.2.1, die beiden a¨ußeren Dra¨hte, die in entge-
gengesetzter Richtung von Strom durchflossen werden, erzeugen das Kompensa-
tionsfeld, das zum Generieren des Feldminimums beno¨tigt wird. Wir berechnen
fu¨r diese Konfiguration die Sta¨rke des Magnetfeldes in der Umgebung des Feld-
minimums. Die drei Dra¨hte (der mittlere trage den Strom I0, die beiden a¨ußeren
den Strom I1) liefern die Beitra¨ge







− I1 z~ey − (y − d)~ez)
(y − d)2 + z2 − I1
z~ey − (y + d)~ez)
(y + d)2 + z2
]
(2.12)
Hierbei ist d der Abstand zweier Dra¨hte. Wenn wir nun noch ein zusa¨tzliches
Offsetfeld ~B‖ parallel zur x-Achse anlegen, findet man nach kurzer Rechnung fu¨r
die Feldsta¨rke in der Umgebung des Minimums (das sich im Abstand h vom Chip
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befindet) in harmonischer Approximation






























Abbildung 2.3: Eine Anord-
nung von drei in entgegengesetzte
Richtung von Strom durchflossenen
Dra¨hten erzeugt einen Wellenleiter
im Abstand h von der Chipober-
fla¨che (die longitudinale Achse des
Wellenleiters zeigt aus der Zeichene-
bene heraus).
Diese Anordnungen ko¨nnen leicht miniaturi-
siert werden, indem man nanotechnologisch
fabrizierte Leiter verwendet, die auf eine
Chipoberfla¨che aufgebracht sind. Um einen
Einblick in die Gro¨ßenverha¨ltnisse zu geben,
sei hier erwa¨hnt, dass in der Arbeitsgrup-
pe von C. Zimmermann in Tu¨bingen eine
Leiterstruktur zum Einsatz kommt, mit drei
auf einer Chipoberfla¨che parallel verlaufen-
den Mikrodra¨hten von jeweils 3µm Durch-
messer [38]. Typische Distanzen h zwischen
Chipoberfla¨che und Wellenleiter sind in der
Gro¨ßenordnung von 10 − 300µm und die ra-
dialen Fallenfrequenzen reichen u¨blicherweise
von 0, 1−10kHz. Die zugeho¨rige radiale Aus-
dehnung des harmonischen Einschlusses ist
durch die Oszillatorla¨nge gegeben und reicht
von einigen Mikrometern bis ca 100nm. Typi-
scherweise fließen in den Dra¨hten Stro¨me von
wenigen Milliampe`re.
Mit speziellen Methoden, auf die hier nicht eingegangen werden soll, ko¨nnen kal-
te Atome in solche Wellenleitergeometrien gebracht werden [70] und dort durch
eine rasche Versta¨rkung des transversalen Einschlusspotentials in ein Bose-Ein-
stein-Kondensat u¨berfu¨hrt werden [38]. Daher stellen diese Anordnungen perfekte
miniaturisierte Labore dar, um kalte Atome bzw. Kondensate zu fangen, in Wel-
lenleitern zu fu¨hren, und somit die Transporteigenschaften von kalten Atomen
und Kondensaten zu untersuchen. Man nennt daher diese Anordnungen Atom-
Chips.
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2.2.2 Barrierenpotentiale und Punktkontakte
Wir zeigen im Folgenden Methoden auf, wie in einen uniformen Wellenleiter Bar-
rierenpotentiale eingebaut werden ko¨nnen um, somit zum Beispiel quantenpunkt-
kontakta¨hnliche Konfigurationen zu erzeugen. Dies ist von großer Relevanz, da
wir im weiteren Verlauf der Arbeit den Transport von Kondensaten durch solche
mesoskopischen Streupotentiale untersuchen werden.
Wir zeigen als erstes, wie durch eine leichte Modifikation der Anordnung mit den
drei Stromleitern in Abb.2.3 der uniforme Wellenleiter derart modifiziert werden
kann, so dass ein Quantenpunktkontakt entsteht (wir greifen dabei die U¨berlegun-
gen in [55] auf). Die Sta¨rke des transversalen Einschlusses ist durch die Frequenz
ω⊥ in (2.13) gegeben; ihr Betrag nimmt mit dem Inversen des quadrierten Abstan-
des zwischen den Dra¨hten zu. Lassen wir also eine x-Abha¨ngigkeit des Abstandes
d = d(x) zu, so kann gema¨ß (2.13) die transversale Fallenfrequenz entlang der
Longitudinalachse des Wellenleiters variiert werden. Das Einschlusspotential des
Wellenleiters nimmt somit die Form





an. Durch die Variation des Abstandes d(x) vera¨ndert sich im Prinzip gema¨ß
(2.14) auch die Distanz h zwischen dem Wellenleiter und dem Chip. Diese Kru¨m-
mung des Wellenleiters induziert im Prinzip ein weiteres Barrierenpotential im
Wellenleiter [71]. Ist diese Kru¨mmung aber klein (d.h. σ muss genu¨gend groß
gegenu¨ber der Abstandsvariation von d(x) gewa¨hlt werden), so ko¨nnen wir diesen
Zusatzeffekt vernachla¨ssigen.
Eine im weiteren Verlauf der Arbeit untersuchte Potentialform kann dadurch


















Das zugeho¨rige transversale Einschlusspotential ist dann na¨mlich von der Form









Dieses Potential nimmt fu¨r x → ±∞ die Form V (x, r) = 1
2
mω20r
2 an und hat
eine Gaußfo¨rmige Einschnu¨rung bei x = 0 mit maximaler Einschlussfrequenz
ω⊥(x = 0) = ω0 + δω. Der Parameter σ gibt die longitudinale Ausdehnung der
Einschnu¨rung an. Die entsprechende Anordnung ist in Abb.2.4 skizziert (nicht
eingezeichnet ist die nach (2.14) zu erwartende kleine A¨nderung der Distanz
h(x)). In Analogie zu mesoskopischen Leiterstrukturen, die auf dem Gebiet der
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elektronischen Transportphysik [48,49] untersucht werden, nennen wir solche Ein-
schnu¨rungen von Wellenleitern Quantenpunktkontakte .
Eine andere Methode ein Barrierenpotential in einem Wellenleiter zu erzeugen,
basiert auf dem Anbringen eines weiteren stromfu¨hrenden Drahtes auf der Chip-
oberfla¨che, der senkrecht zur longitudinalen Achse des Wellenleiters verla¨uft. Ex-
perimentell ko¨nnen solche Querleiter implementiert werden, indem auf dem Ba-
sischip, der die drei Dra¨hte zur Erzeugung des Wellenleiters tra¨gt, ein kleinerer
weiterer Chip appliziert wird, der die nun zusa¨tzlich beno¨tigten Dra¨hte tra¨gt. In
Abb.2.5 ist diese Anordnung schematisch skizziert; hier tra¨gt der Zusatzchip zwei
weitere stromdurchflossene Dra¨hte, die, wie wir im Weiteren gleich zeigen werden,
zwei Barrieren im Wellenleiter generieren. Betrachten wir dazu den Einfluss eines
einzelnen vom Strom Iq durchflossenen Querleiters und berechnen das von ihm
im Wellenleiter zusa¨tzlich induzierte Magnetfeld in einem Regime, wo das vom
Querleiter erzeugte zirkulare Magnetfeld ~Bq viel kleiner als das Offsetfeld ~B‖ ist.







Das Gesamtmagnetfeld ist dann durch die Summe
~Bges = ~B0 + ~B⊥ + ~B‖ + ~Bq (2.19)
gegeben. Im Zentrum des Wellenleiters heben sich die Felder ~B0 und ~B⊥ gerade
zu null auf. Darum ist das gesamte Magnetfeld entlang des Zentrums des Wel-
lenleiters durch die Feldbeitra¨ge ~B‖+ ~Bq gegeben. Das magnetische Potential fu¨r





Wir werten diese Relation in dem Regime aus, wo das Offsetfeld viel gro¨ßer als














Hierbei ist ∆h der Abstand zwischen dem Querleiter und dem Zentrum des Wel-
lenleiters. Der zweite Term im Na¨herungsausdruck (2.20) stellt das eigentliche
Barrierenpotential dar, weil B2‖ ja lediglich ein konstanter Potential-Offset ist.
Dieses Lorentzfo¨rmige Potential kann je nach Richtung des Stromflusses im Quer-
leiter attraktiv oder repulsiv sein. Insbesondere kann man durch zwei parallel ver-
laufende Querleiter, wie in Abb.2.5 gezeigt, ein Doppelbarrierenpotential, das als
Resonator fu¨r Materiewellen agiert (vgl. Abschnitt 5.2), im Wellenleiter erzeugen.
Neben diesen auf Magnetfeldern basierenden Barrierenpotentialen, wollen wir
auch eine mo¨gliche optische Realisierung hier kurz darstellen. Eine Gaußfo¨rmi-
ge Barriere kann na¨mlich erzeugt werden, indem man senkrecht zum Wellenlei-
ter einen Laserstrahl einstrahlt, der sich in der transversalen Grundmode befin-
det; diese Grundmode hat ein radiales Gaußfo¨rmiges Intensita¨tsprofil Is(r) =







Abbildung 2.4: Dargestellt ist eine Chipoberfla¨che mit drei stromfu¨hrenden Mikro-
dra¨hten, deren Abstand d lokal verringert wird. U¨ber der Chipoberfla¨che ist eine A¨qui-
potentialfla¨che des durch die Magnetfelder erzeugten Wellenleiterpotentials dargestellt.
Der Wellenleiter ist asymptotisch (x→ ±∞) uniform und weist eine Einschnu¨rung auf,













Abbildung 2.5: Links: Schema zur Anordnung von Mikrodra¨hten, um einen Wel-
lenleiter mit einem Doppelbarrierenpotential zu erzeugen. Die drei blau gezeichneten
Leiter generieren den Wellenleiter, die beiden rot eingezeichneten Querleiter jeweils eine
Lorentzfo¨rmige Barriere. Im rechten Teilbild ist der Verlauf des Doppelbarrierenpoten-
tials entlang des Zentrums des Wellenleiters aufgetragen.
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Is0 exp(−r2/r20) [72]. Ist nun die transversale Ausdehnung des harmonischen Wel-
lenleiters, die durch die Oszillatorla¨nge charakterisiert ist, wesentlich kleiner, als
die radiale Ausdehnung des Laserstrahls (bestimmt durch den Parameter r0), so
wird im Wellenleiter das Potential






erzeugt. Hierbei ist Γ die natu¨rliche Linienbreite und δω ist die Verstimmung der
Laserfrequenz gegenu¨ber der Resonanzfrequenz ωr = (Ee −Eg)/~ der Atome; Is0
ist die Intensita¨t des Lasers, und P die von ihm abgegebene Strahlungsleistung.




Is0 exp(−r2/r20)rdr = piIs0r20. (2.22)
Je nach Wahl der Frequenzverstimmung δω kann damit eine attraktive oder re-
pulsive Gaußfo¨rmige Barriere erzeugt werden. Die Breite r0 dieser Barriere ist bei
einer experimentellen Realisierung durch die Brennpunktfokusierung limitiert; es
ist gegenwa¨rtig mo¨glich, den Laserstrahl so stark zu fokusieren, dass r0 die Aus-
dehnung von 1-2µm erreichen kann [73]. Noch schma¨lere Barrierenpotentiale sind
auf optischem Wege noch nicht realisierbar. Der große Vorteil dieser optischen Po-
tentiale besteht darin, dass u¨ber die Frequenzverstimmung δω und die Leistung
P die Sta¨rke der Barriere einfach moduliert werden kann.
Vor allem die Kombination von magnetischen und optischen Fallen erlaubt es,
eine Vielzahl hochinteressanter mesoskopischer Potentialstrukturen zu erzeugen.
So sei hier erwa¨hnt, dass durch zwei parallel mit Abstand L verlaufende La-
serstrahle, die senkrecht einen magnetischen Wellenleiter kreuzen, ebenfalls ein
Doppelbarrierenpotential erzeugt werden kann (vgl. Abschnitt 5.2). Des Weiteren
kann eine periodische Gitterstruktur in einem Wellenleiter generiert werden, in-
dem man mit zwei aufeinander gerichteten Lasern gleicher Frequenz eine stehende
Lichtwelle erzeugt [3]. Des Weiteren ko¨nnen auch optische Unordnungspotentiale
(so genannte Speckle Potentiale) mit einem magnetischen Wellenleiter kombiniert
werden, um auf diese Weise ein quasi-eindimensionales Unordnungspotential in
einem Wellenleiter zu erzeugen in welchen Expansions- und Transporteigenschaf-
ten von Kondensatwolken untersucht werden [30, 74].
2.3 Magnetische Unordnungspotentiale
Bereits am Ende des letzten Abschnittes haben wir erwa¨hnt, dass Unordnungs-
potentiale im Zusammenhang mit Bose-Einstein-Kondensaten von Relevanz sind.
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Im Gegensatz zu den bereits erwa¨hnten optisch erzeugten Unordnungspotentia-
len wenden wir uns nun magnetischen Unordnungspotentialen in Wellenleitern
zu. In Abschnitt 2.2.1 wurden die grundlegenden Konzepte zur Erzeugung eines
Materiewellenleiters mittels magnetischer Felder erkla¨rt. Gehen wir noch ein-
mal zu dem einfachsten Fall eines einzelnen, auf einer Chipoberfla¨che montierten
stromfu¨hrenden Mikrodrahtes zuru¨ck. Zusammen mit den externen Magnetfel-
dern ~B⊥ und ~B‖ formt das vom Draht erzeugte zirkulare Feld ~B0 einen Wel-
lenleiter. Bisher haben wir angenommen, dass es sich um einen idealen Leiter
handelt, der weder laterale Ausdehnung, noch Fluktuationen der elektrischen
Stromdichte aufweist. Tatsa¨chlich handelt es sich dabei um eine Idealisierung,
die nicht unbedingt der Wirklichkeit entsprechen muss. Typischerweise kommen
auf Atomchipoberfla¨chen quasi-zweidimensionale metallische Leiter zum Einsatz.
Diese weisen in der Regel Sto¨rstellen, Oberfla¨chenrauhigkeiten und weitere topo-
logische Defekte auf, die zum Beispiel ein Artefakt der Produktion solcher quasi-
zweidimensionaler Metallstrukturen sein ko¨nnen. Diese Imperfektionen ko¨nnen
direkt durch elektronenmikroskopische Untersuchungen des Drahtes sichtbar ge-
macht werden [46].
Die Unvollkommenheiten des Drahtes sto¨ren den uniformen stationa¨ren Fluss
der Stromdichte entlang des Leiters. Sie pra¨gen dem Stromfluss einen ma¨andrie-
renden Verlauf auf, was zu o¨rtlichen Fluktuationen der elektrischen Stromdichte
fu¨hrt. Es stellt sich somit ein zwar stationa¨rer Zustand fu¨r die Stromdichte ein,
diese weist aber o¨rtliche Fluktuationen auf (wir betrachten in dieser Arbeit nicht
den Fall zeitlich fluktuierender Stro¨me, die zu zeitabha¨ngigen Unordnungspoten-
tialen und Rauscheffekten fu¨hren [69,75,76]). Die Fluktuationen der Stromdichte
fu¨hren zu einer zusa¨tzlichen stationa¨ren, aber ungeordneten Magnetfeldkompo-
nente im Wellenleiter, die ein zusa¨tzliches Potential induziert, das auf die kalten
Atome oder das Bose-Einstein-Kondensat wirkt. Dies ist schematisch in Abb.2.6
skizziert.
Dieses Unordnungspotential la¨sst sich direkt sichtbar machen, indem man kalte
Atome oder ein Bose-Einstein-Kondensat in solch einen Wellenleiter bringt und
die Dichteverteilung der Materie untersucht: Es zeigt sich, dass die Materie nicht
mehr homogen entlang des Wellenleiters verteilt ist, sondern eine Fragmentierung
des Kondensats eintritt [44, 77]. Es wurde zweifelsfrei nachgewiesen, dass dieser
Fragmentierungseffekt auf das magnetische Unordnugspotential zuru¨ckzufu¨hren
ist [78]. Dieses mikroskopische Bild, das unserer Vorstellung von der physikali-
schen Realita¨t zugrunde liegt wird auf das Vortrefflichste durch die Arbeiten von
Schumm und Este`ve besta¨tigt: Durch die elektronenmikroskopische Vermessung
der Leiterunvollkommenheiten (wie z.B. die Oberfla¨chenrauhigkeit) konnte das
durch diese erzeugte Unordnungsmagnetfeld errechnet und mit der Verteilung
des Kondensats im Wellenleiter verglichen werden [46, 47]. Diese Arbeiten ha-
ben gezeigt, dass der Fragmentierungseffekt in der Tat auf die mikroskopischen
Unvollkommenheiten des Drahtes zuru¨ckzufu¨hren ist.











Abbildung 2.6: Schematische Skizze des Grundprinzips, um einen magnetischen
Wellenleiter auf einem Atomchip zu erzeugen: Ein elektrischer Strom in einem quasi-
zweidimensionalen metallischen Leiter und ein Kompensationsfeld ~B⊥ erzeugen eine
langgestreckte Mikrofalle. Unvollkommenheiten des Leiters zwingen den Strom, einem
leicht ma¨andrierenden Verlauf zu folgen. Die daraus resultierenden (stationa¨ren) Strom-
dichtefluktuationen erzeugen eine magnetische Unordnungskomponente δ ~B im Zentrum
des Wellenleiters.
Ausgehend von diesem Sachverhalt, entwickeln wir im Folgenden ein einfaches,
pha¨nomenologisches Modell fu¨r magnetische Unordnungspotentiale in Wellenlei-
tern. Wir beschra¨nken uns dabei auf quasi-eindimensionale Wellenleiter, das
heißt, wir betrachten Wellenleiter deren transversale Ausdehnung a⊥ klein ist,
verglichen mit der La¨ngenskala, auf der das Unordnungspotential entlang der
longitudinalen Achse des Wellenleiters variiert (vgl. auch Abschnitt 3.2). In die-
sem Regime hat das gesamte Potential V (x), dem die Atome ausgesetzt sind, die
einfache Form
V (x, r) =
1
2
mω2r2 + Vu(x), (2.23)
wobei Vu(x) das im folgenden Abschnitt zu bestimmende Unordnungspotential
ist.
2.3.1 Ein Modell fu¨r Unordnung
Wir betrachten nun eine stationa¨re Stromdichte ~j(~r), die durch einen du¨nnen
quasi-zweidimensionalen Draht fließt. Aufgrund der Fehlerhaftigkeit des Drah-
tes variiert die Stromdichte als Funktion des Ortes ~r. Wir zerlegen ~j(~r) in eine
makroskopische konstante Komponente ~j0, die parallel zur Richtung des Drahtes
fließt, und eine kleine Komponente δ~j(~r), die lokale o¨rtliche Abweichungen von
der idealen Stromflussrichtung beschreibt
~j(~r) = j0 ~ex + ~δj(~r). (2.24)
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Im Zentrum des Wellenleiters heben sich das zirkulare Magnetfeld ~B0, das von
der Stromdichte ~j0 erzeugt wird, und das externe Feld ~B⊥ genau auf. Da wir im
quasi-eindimensionalen Regime arbeiten, genu¨gt es, das Unordnungspotential im
Zentrum des Wellenleiters zu bestimmen. Dort ist das gesamte Magnetfeld durch
~B(x, 0, h) = B|| ~ex + ~δB(x, 0, h) (2.25)







~δj(~r′)× (~r − ~r′)
|~r − ~r′|3 . (2.26)




(B|| + δBx)2 + δB2y + δB2z . (2.27)
Da wir δ~j als klein angenommen haben, beru¨cksichtigen wir nur Terme von erster
Ordnung in δ~j; damit finden wir das einfache Ergebnis
| ~B| = B|| + δBx . (2.28)
Somit ist das Unordnungspotential entlang des Zentrums des Wellenleiters im
Regime kleiner Stromdichtefluktuationen durch
Vu(x) = µb δBx(x, 0, h) (2.29)
gegeben.
Wir betrachten jetzt einen quasi-zweidimensionalen Draht der La¨nge L in x-
Richtung und mit Breite w in y-Richtung. Fu¨r eine exakte Beschreibung der
Stromdichte ~j(~r) wu¨rden wir ein genaues mikroskopisches Modell fu¨r die struk-
turelle Unordnung und die Sto¨rstellen im Draht beno¨tigen [46,79]. Hier in dieser
Arbeit entwickeln wir einen einfacheren, pha¨nomenologisch basierten Ansatz, der
dann gu¨ltig ist, wenn die La¨ngenskala l, auf der ~j(~r) fluktuiert, wesentlich kleiner
ist, als der Abstand h zwischen Wellenleiter und Mikrodraht. Dazu teilen wir
den Draht in N gleiche Blo¨cke der La¨nge l, der Breite w und der Dicke ∆z auf














(Der Index ν = 1, . . . ,N nummeriert die Blo¨cke und die zugeho¨rigen mittleren







dy ~j(~r) · ~ex = w∆z ~jν · ~ex (2.31)


















ν − 1 ν ν + 1
Abbildung 2.7: Aufteilung des Drahtes in gleichgroße Blo¨cke der La¨nge l, Breite
w und Dicke ∆z. Fu¨r jeden Block berechnen wir eine gemittelte Stromdichte ~j
ν . Die
Stromdichtekomponente parallel zur y-Richtung ist die Ursache des magnetischen Un-
ordnungspotentials entlang des Wellenleiters.
gegeben. Somit ist im Falle eines stationa¨ren elektrischen Stromes I, die x-
Komponente von ~jν gleich dem konstantem Wert j0 in Gleichung (2.24), und
es gilt (fu¨r alle ν)





Wir nehmen an, dass die Dicke ∆z des Drahtes sehr viel kleiner als alle anderen
relevanten La¨ngenskalen ist. Daraus folgern wir, dass |δjνz |  |δjνy | gilt und wir





δBνx(x, 0, h), (2.33)
wobei der Magnetfeldbeitrag des ν-ten Blocks am Zentrum des Wellenleiters mit-





























Die eben beschriebene Diskretisierungsprozedur erlaubt es uns nun, in einfacher
Art und Weise Unordnung im System zu modellieren, indem wir δjνy als Zufallsva-
riable benutzen. Wir nehmen an, dass δjνy im Intervall [−(3σ2/2l)1/2, (3σ2/2l)1/2]
uniform verteilt sei. Diese Annahme impliziert, dass kein mittlerer Strom entlang



















Abbildung 2.8: Numerisch errechnete repra¨sentative Beispiele fu¨r Unordnungreali-
sierungen bei verschiedenen Absta¨nden h zwischen Wellenleiter und Mikrodraht. Die
Bilder zeigen den U¨bergang von schwacher zu starker Unordnung, bei abnehmendem
Abstand h. Die Sta¨rke des Unordnungspotentials ist in Einheiten von µ0µBw∆zσ/(2pi)
aufgetragen.







fu¨r die Fluktuationen angenommen wird. Das heißt, in unserem einfachen Modell
sind die Stromdichtefluktuationen von Block zu Block vo¨llig unkorreliert (weißes
Rauschen). Die Korrelation (2.35) ermo¨glicht einen wohldefinierten U¨bergang
l → 0. In diesem Limes wird δjνy durch eine kontinuierliche x-abha¨ngige Gro¨ße
δjy(x) ersetzt; es gilt dann
〈δjy(x) δjy(x′)〉 = σ2 δ(x− x′) . (2.36)
Dabei definiert der Parameter σ eine typische Gro¨ßenskala fu¨r die Abweichungen
der Stromdichte vom homogenen Stromdichtefluss j0. Da diese Fluktuationen δjy
sicherlich proportional zu j0 = I/(w∆z) sind, ko¨nnen wir σ = j0
√
`∗ schreiben.
Hierbei ist `∗ eine charakteristische La¨nge, die von den Eigenschaften des Metall-
drahtes abha¨ngt; `∗ ist somit ein pha¨nomenologischer Parameter, der im Prinzip
experimentell ermittelbar ist.
Aufgrund der Faltung in Gleichung (2.34) erzeugt die kurzreichweitige, da δ-
korrelierte Unordnung der o¨rtlichen Stromfluktuationen ein glattes langreichwei-
tiges Unordnungspotential Vu(x) entlang des Materiewellenleiters. Dies zeigt sich
deutlich in Abb.2.8; dort zeigen wir typische Realisierungen von Unordnungspo-
tentialen, die mittels numerisch generierter Zufallsverteilung von Stromdichten
jνy fu¨r drei verschiedene Absta¨nde h errechnet wurden. Wir stellen unmittelbar
fest, das Unordnungspotential wird glatter fu¨r große Absta¨nde h und wird rauher
(und seine Potentialsta¨rke nimmt zu) wenn h kleiner wird.





























Abbildung 2.9: Numerisch berechnete Korrelationsfunktionen fu¨r verschiedene
Absta¨nde h zwischen Wellenleiter und der Chipoberfla¨che (durchgezogene Linien). Ge-
strichelte Linien: Fit an eine Lorentzkurve .
2.3.2 Eigenschaften des Unordnungspotentials
Wir untersuchen nun die Eigenschaften des im letzten Abschnitt eingefu¨hrten Un-
ordnungspotentials mit δ-korrelierten Stromdichtefluktuationen. Zuna¨chst stellen
wir fest, dass aufgrund der Eigenschaft 〈δjνy 〉 = 0 fu¨r das Potential 〈Vu(x)〉 = 0
gilt. Eine geeignete Gro¨ße, um die Eigenschaften von Vu(x) zu beschreiben, ist
durch die Korrelationsfunktion
C(x− x′) = 〈Vu(x) Vu(x′)〉 (2.37)
gegeben. Wir untersuchen diese Gro¨ße zuna¨chst rein numerisch, indem wir u¨ber
eine große Anzahl von numerisch generierten Unordnungsrealisierungen (typi-
scherweise 104 Realisierungen) mitteln. In Abb.2.9 zeigen wir numerisch errech-
nete Ergebnisse fu¨r C(x − x′) bei verschiedenen Absta¨nden h. Wir finden, dass
die Korrelationsfunktionen mit guter Genauigkeit durch eine Lorentzkurve gefit-
tet werden ko¨nnen
C(x− x′) ' γ lc
l2c + (x− x′)2
. (2.38)
Diese Tatsache erlaubt es uns, die Korrelationsla¨nge lc von C(x − x′) zu extra-
hieren und somit einen empirischen Zusammenhang zwischen der Ho¨he h und
der Korrelationsla¨nge lc herzustellen. Ist die Breite w des Drahtes von der glei-
chen Gro¨ßenordnung wie die Diskretisierungsla¨nge l, so finden wir, dass lc linear
vom Abstand h abha¨ngt, lc ' sh, mit dem Proportionalita¨tsfaktor s, der ty-
pischerweise zwischen 1 und 2 variiert. Fu¨r den experimentell relevanten Fall
w = 4µm finden wir s = 1.2 (ein Mikrodraht dieser Breite wurde von Ott et al.
realisiert [38]).
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Formal ko¨nnen wir dieses Ergebnis folgendermaßen verstehen: Im Kontinuumsli-
mes l → 0 (und im idealisierten Fall eines unendlich langen Drahtes) nimmt im









(x− x′)2 + h2 (2.39)
an. In diesem Fall ist das Unordnungspotential exakt Lorentzkorreliert; es gilt
dann lc = 2h und γ = pi
−1(µ0µb∆zσ/2)2. Im entgegengesetzten Grenzfall w  h





exp(−i q x)C(x)dx. (2.40)



















der Funktionen hq K1(qh) und
exp(−qh)
wobei K1 die modifizierte Besselfunktion erster
Art ist [80]. Das Ergebnis (2.41) fu¨r Cq unter-
scheidet sich nicht stark von der Fouriertrans-
formierten einer Lorentzfunktion (fu¨r die Lor-
entzkurve fa¨nde man eine abfallende Exponen-
tialfunktion). Die Abb.2.10 illustriert, dass der
Unterschied zwischen dem Term hqK1(qh) und
einer Exponentialfunktion exp (−qh) nicht groß
ist. Dies ist der Grund, warum C(x − x′) in
angemessener Art und Weise auch im Regime
h  w durch eine Lorentzkurve gefittet werden
kann. Um einen akzeptablen Lorentz-Fit zu fin-
den, kann man zum Beispiel versuchen, die Wer-
te C(0) und C ′′(0) , die man aus Gleichung (2.41)
erha¨lt, zu reproduzieren, indem man folgende ge-
eignete Werte fu¨r die Parameter γ und lc wa¨hlt:
C(0) = γ/lc und C

















' 1.46 . (2.42)
Damit finden wir auch im Kontinuumslimes, dass lc proportional h ist, lc ' sh
mit s ' 1.46.
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Das Hauptergebnis dieser Diskussion ist, dass im Kontinuumslimes in beiden
Grenzfa¨llen, w  h und w  h, und ebenfalls bei der numerischen Imple-
mentierung des Unordnungspotentials mit endlicher Blockla¨nge l ein Lorentz-
artig korreliertes Unordnungspotential gefunden wird. Die Korrelationsla¨nge lc
ist proportional zum Abstand h zwischen Wellenleiter und Draht, wobei der Pro-
portionalita¨tsfaktor zwischen 1 und 2 variiert. Dies wird experimentell, durch
detaillierte Untersuchungen in der Arbeitsgruppe von A. Aspect besta¨tigt [46].
Das hier eingefu¨hrte Unordnungspotential, das δ-korrelierte Fluktuationen der
Stromdichte entlang des quasi-zweidimensionalen Drahtes annimmt, beschreibt
physikalisch gesehen einen schmutzigen Leiter, der sehr viele Sto¨rstellen und to-
pologische Unvollkommenheiten aufweist und daher zu einer sehr sprunghaften
Stromdichte entlang des Leiters fu¨hrt. Wir halten fest, dass diese δ-korrelierten
Stromdichtefluktuationen zu einem Unordnungspotential fu¨hren, dessen Ampli-
tude im Kontinuumslimes im Grenzfall h w dem Skalengesetz
〈V 2(x)〉1/2 ∝ I h−3/2 (2.43)
gehorcht. Dies steht allerdings nicht ganz im Einklang mit den experimentellen
Ergebnis, Ih−2.2, von Kraft et al. [78].
Im Gegensatz zu unserem Modell wurde in [79] das Modell eines sauberen Drah-
tes, der lediglich geriffelte Ra¨nder aufweist, ansonsten aber keine weitere Defekte
hat, eingefu¨hrt. Mit diesem Modell findet man unter der Annahme, dass die
topologische Oberfla¨chenrauhigkeit an den Ra¨ndern des Leiters δ-korreliert ist,
ein Skalengesetz der Form Ih−5/2, was besser mit dem experimentellen Resulta-
ten aus [78] u¨bereinstimmt. Allerdings zeigen die Arbeiten von Este`ve et al [46] ,
dass die Annahme einer δ-korrelierten Rauhigkeit der Ra¨nder experimentell nicht
korrekt ist, und dass die Amplitude des Unordnungspotentials weniger stark als
mit Ih−5/2 abfa¨llt. Des Weiteren ist die Korrelationsfunktion (2.41), die aus dem
Modell eines schmutzigen Drahtes resultiert, in besserer U¨bereinstimmung mit
der in [46] experimentell gefundenen Korrelationsfunktion, da im Gegensatz zu
unseren Vorhersagen, die in [79] gefundene Korrelation das Verhalten Cq=0 = 0
aufweist und ein lokales Maximum bei einem endlichem Wellenvektorwert q hat.
Daher ist es wohl gerechtfertigt am Ende dieses Abschnitts festzuhalten, dass
es das hier eingefu¨hrte Unordnungsmodell erlaubt, ein Unordnungspotential zu
erzeugen, das die meisten wesentlichen Charakteristika fu¨r Unordnung in magne-
tischen Materiewellenleiter u¨ber Atom-Chips beinhaltet, wenn man schmutzige
Leiter verwendet.
In Kapitel 5.3 kommen wir auf das hier entwickelte Unordnungsmodell zuru¨ck,
wenn wir den Transport eines Bose-Einstein-Kondensat durch magnetische Un-




In diesem Kapitel bescha¨ftigen wir uns mit der Mean-Field - Beschreibung von
Bose-Einstein-Kondensaten. Wir skizzieren dazu zuna¨chst, wie die Gross-Pitaevs-
kii-Gleichung aus einem allgemeinen feldtheoretischen Ansatz hergeleitet werden
kann. Des Weiteren leiten wir eine effektive eindimensionale Version der Gross-
Pitaevskii-Gleichung her, die besonders geeignet ist, Kondensate in Wellenleiter-
geometrien zu beschreiben. Wir betrachten in diesem Kapitel schließlich noch die
stationa¨ren Lo¨sungen der Gross-Pitaevskii-Gleichung in einem uniformen Wel-
lenleiter und zeigen, dass sich das Verhalten dieser stationa¨ren Moden mit einem
System von Hamiltonschen Bewegungsgleichungen beschreiben la¨sst.
3.1 Die Gross-Pitaevskii-Gleichung
In diesem Abschnitt behandeln wir dieMean-Field Beschreibung von Bose-Einstein
Kondensaten und geben eine kurze Herleitung der Gross-Pitaevskii-Gleichung an.
Wir folgen hierbei weitgehend den U¨bersichtsartikeln [59,81] und dem Buch von













d3~rd3~r′Ψˆ†(~r)Ψˆ†(~r′)U(~r′ − ~r)Ψˆ(~r)Ψˆ(~r′) (3.1)
aus, welcher ein System von N wechselwirkenden Bosonen beschreibt. Hierbei ist
V ein a¨ußeres Potential, das auf die Bosonen wirkt und Ψˆ(~r) und Ψˆ†(~r) sind die
bosonischen Feldoperatoren, die ein Teilchen am Ort ~r vernichten bzw. erzeugen.
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Das Wechselwirkunsgpotential U(~r−~r′) beschreibt die Wechselwirkung zwischen
zwei Bosonen. Da wir das Regime untersuchen wollen, in dem die Reichweite
der Wechselwirkung zwischen zwei Teilchen viel kleiner als der mittlere Abstand
ist, ko¨nnen wir im Folgenden Wechselwirkungsprozesse, in die drei oder mehr
Teilchen involviert sind vernachla¨ssigen. Wir entwickeln nun den Feldoperator





Die bosonischen Erzeugungs- und Vernichtungsoperatoren aˆ†i und aˆi sind im Fock-
raum durch
aˆ†i |n0, n1, . . . , ni, . . .〉 =
√
ni + 1|n0, n1, . . . , ni + 1, . . .〉
aˆi|n0, n1, . . . , ni, . . .〉 = √ni|n0, n1, . . . , ni − 1, . . .〉 (3.3)
definiert; hierbei sind die ni die Eigenwerte der Teilchenzahloperatoren nˆi = aˆ
†
i aˆi,
sie ko¨nnen die Werte ni = 0, 1, 2, 3 . . . annehmen. Da es sich um bosonische
Erzeuger und Vernichter handelt, lauten die Vertauschungsregeln folgendermaßen
[aˆi, aˆ
†




j ] = 0, [aˆi, aˆj] = 0. (3.4)
Hauptcharakteristikum fu¨r ein Bose-Einstein Kondensat ist die makroskopische
Besetzung des Grundzustandes i = 0, d.h. N0 ≡ n0  1. Hierbei bleibt im
thermodynamischen Limes N → ∞ das Verha¨ltnis N0/N zwischen der Anzahl
der kondensierten Teilchen und Gesamtteilchenzahl N endlich. In diesem Limes
entsprechen die Zusta¨nde mit N0 und N0 + 1 kondensierten Teilchen der sel-
ben physikalischen Situation und die beiden Operatoren aˆ0 und aˆ
†
o ko¨nnen na¨he-





wir ein homogenes Bosegas im Volumen V; dieses kondensiert im Grundzustand
ψ0 = 1/






schreiben, wobei Ψˆ′(~r) Anregungen aus dem Kondensat beschreibt. (Fu¨r den
Fall eines homogenen Bose-Einstein-Kondensats gehorchen diese Anregungen der
Bogoliubov-Dispersionsrelation [3]).
Diese Aufteilung in einen kondensierten und nicht-kondensierten Anteil la¨sst sich
auf den Fall inhomogener Bosegase verallgemeinern; dazu schreiben wir:
Ψˆ(~r, t) = Φ(~r, t) + Ψˆ′(~r, t), (3.6)
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(es ist nun explizit eine zeitliche Dynamik zugelassen). Hierbei ist Φ(~r, t) ≡
〈Ψˆ(~r, t)〉 der Erwartungswert des Feldoperators (dieser Erwartungswert ist be-
zu¨glich eines koha¨renten Zustandes definiert [82,83]). Die Teilchendichte des Kon-
densats ist dann durch
n0(~r, t) = |Φ(~r, t)|2 (3.7)
gegeben. Bei der Gro¨ße Φ(~r, t), die eine wohldefinierte Phase hat, handelt es sich
um ein klassisches Feld; sie stellt somit den Ordnungsparameter des Kondensats,
der auch als Kondensatwellenfunktion bezeichnet wird, dar.
Um eine Wellengleichung fu¨r die Kondensatwellenfunktion Φ(~r, t) zu erhalten,
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Unter der Annahme, dass der Beitrag des Feldoperators Ψˆ′(~r, t) vernachla¨ssigbar
klein gegenu¨ber dem Beitrag der Kondensatwellenfunktion Φ ist, ko¨nnen wir in
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Betrachten wir nun das Bose-Einstein-Kondensat bei einer Temperatur weit un-
terhalb der Kondensationstemperatur Tc. Dann ist die thermokinetische Energie
der Bosonen wesentlich kleiner als die charakteristische Energie der Teilchen-
Teilchen Wechselwirkung U(~r′ − ~r). In diesem energetischen Regime kann man
mittels einer Partialwellenentwicklung [65] zeigen, dass bei einem Streuprozess
zwischen zwei Teilchen der Beitrag der s-Wellenstreuung dominiert und alle ho¨her-
en Beitra¨ge vernachla¨ssigt werden ko¨nnen [81, 84]. Da wir uns mit dem Regime
geringer Kondensatdichten bescha¨ftigen wollen, ist die Reichweite des Potentials
U(~r′ − ~r) viele kleiner als der mittlere Abstand zweier Teilchen. Somit spielt nur
das asymptotische Verhalten des Potentials eine Rolle, und die Streuung wird
alleine durch die s-Wellenstreula¨nge as charakterisiert. In diesem Regime ko¨nnen
wir das Wechselwirkunspotential durch
U(~r′ − ~r) = U0δ(~r′ − ~r) (3.10)
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bestimmt. Nehmen wir nun aber ein Kontaktpotential der Form (3.10) an, so




∆+ V (~r) + U0|Φ(~r, t)|2
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Dies ist die Gross-Pitaevskii-Gleichung , sie beschreibt das makroskopische Ver-
halten des Systems u¨ber Absta¨nde, die wesentlich gro¨ßer sind als der mittlere
Abstand zweier Teilchen. Zudem wurde vorausgesetzt, dass die Temperatur T
des Systems sehr viel kleiner als die Kondensationstemperatur Tc ist, da sonst
die Wechselwirkung des Kondensats mit einer thermischen Wolke beru¨cksichtigt
werden mu¨sste. Wir betrachten in dieser Arbeit aber lediglich den idealisierten
Grenzfall T = 0.
Die zeitunabha¨ngige Gross-Pitaevskii-Gleichung erhalten wir durch den Separa-





∆+ V (~r) + U0|Φ(~r)|2
]
Φ(~r) = µΦ(~r). (3.13)
Wir skizzieren kurz eine alternative Herleitung [51] der stationa¨ren Gross-Pitaevskii-
Gleichung: Ausgehend von der U¨berlegung, dass im Zustand vollsta¨ndiger Kon-
densation aller N Bosonen, sich alle Teilchen im gleichen Ein-Teilchen-Zustand
ψ(~r) befinden, ko¨nnen wie die N -Teilchen Wellenfunktion als das Produkt der
Ein-Teilchen-Wellenfunktionen ansetzen
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Wir minimieren das Energiefunktional (3.17) mittels Variation nach Φ bzw Φ∗.
Mit der Nebenbedingung (3.18) lautet der Variationsansatz
δE − µδN = 0. (3.19)
Der Lagrange Multiplikator µ ist das chemische Potential; µ gibt an, welche Ener-
gie beno¨tigt wird, um zu einem System mit N Teilchen ein weiteres hinzuzufu¨gen.





∇2Φ(~r) + V (~r)Φ(~r) + U0|Φ(~r)|2Φ(~r) = µΦ(~r). (3.20)
Den u¨blichen Konventionen in der Literatur folgend, bezeichnen wir ab jetzt den
Ordnungsparameter Φ(~r, t) als Kondensatwellenfunktion Ψ(~r, t).
3.2 Mean-Field Theorie im Materiewellenleiter
Im Rahmen dieser Arbeit werden wir oft Transportprozesse von Kondensaten
untersuchen, die sich durch eine effektive eindimensionale Gross-Pitaevskii-Glei-
chung beschreiben lassen. Wir erkla¨ren deswegen im Folgenden, wie man zu einer
effektiv eindimensionalen Beschreibung fu¨r den Mean-Field Kondensatzustand
im Wellenleiter gelangt. Dazu betrachten wir Kondensate im so genannten quasi-
eindimensionalen Regime, das fu¨r den besonders relevanten Fall eines zylinder-










definiert wird [20,85]. Dabei ist a⊥ =
√
~/(ω⊥m) die harmonische Oszillatorla¨nge,
die ein charakteristisches Maß fu¨r die laterale Ausdehnung des Wellenleiters ist;
n ist die longitudinale Dichte, die angibt, wieviele Teilchen pro La¨ngeneinheit
entlang des Wellenleiters gefunden werden (vgl. 3.23). Die erste dieser beiden Un-
gleichungen stellt sicher, dass das System nicht den Tonks-Girardeau Grenzfall
erreicht [85–88], indem der Wellenleiter so schmal wird, dass die Translationsbe-
wegung der bosonischen Atome entlang des Wellenleiters durch ihre interatomare
Wechselwirkung unterbunden wird. Die zweite Ungleichung wird beno¨tigt, um
sicherzustellen, dass das Kondensat sich im energetisch niedrigsten Transversal-
zustand befindet [20, 59, 71]. Um die Notation zu vereinfachen, ersetzen wir ab
hier ω⊥ durch das Symbol ω.
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3.2.1 Effektiv eindimensionale Gleichung
In dieser Arbeit betrachten wir vorwiegend Transportprozesse in Wellenleitern.
Die charakteristische Eigenschaft dieser mesoskopischen Potentialstrukturen liegt
darin, dass die typische La¨ngenskala, auf der das Potential entlang der longi-
tudinalen Achse variiert, wesentlich gro¨ßer ist als die charakteristische Breite
des transversalen Einschlusses. Wir leiten in diesem Kapitel eine effektive eindi-
mensionale Gross-Pitaevskii-Gleichung fu¨r Bose-Einstein-Kondensate in solchen





∆+ V (~r) + U0|Ψ(~r, t)|2
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aus. Hierbei ist V (~r) ≡ V (x, y, z) das Wellenleiterpotential, wobei x die Koor-
dinate der longitudinalen Achse sei; y und z seien die Koordinaten der beiden
transversalen Freiheitsgrade.
Wir betrachten nun ein propagierendes Bose-Einstein-Kondensat in diesem Wel-
lenleiter und fu¨hren die lokale longitudinale Teilchendichte n(x, t) ein,
n(x, t) =
∫
dydz|Ψ(x, y, z, t)|2. (3.23)
Die Dynamik des Kondensates in diesem System wird durch zwei charakteristi-
sche Zeiten bestimmt: Von Relevanz ist zum einen die Zeit τlo, die das Kondensat
beno¨tigt, um an einem gegeben Punkt entlang der longitudinalen Achse vorbei
zu propagieren; dies definiert die charakteristische Zeitskala, auf der die longitu-
dinale Dichte n(x, t) variiert. Die zweite Zeit τtr bestimmt die Gro¨ßenordnung der
Zeitskala auf der das Kondensat bei einer Variation von n(x, t) sein transversa-
les Dichteprofil einer neuen Gleichgewichtskonfiguration anpasst. Betrachtet man
ein Kondensat in einer Wellenleiterstruktur, dessen longitudinale Ausdehnung
viel gro¨ßer ist, als seine typische transversale Ausdehnung, und dessen zeitliche
Dynamik la¨ngs der Longitudinalachse langsam, im Vergleich zur Dynamik der
transversalen Freiheitsgrade abla¨uft, so ko¨nnen wir davon ausgehen, dass gilt
τtr  τlo. (3.24)
Diese Ungleichung definiert den Grenzfall adiabatischer Wellendynamik. In die-
sem Regime ko¨nnen wir fu¨r die Wellenfunktion den Separationsansatz
Ψ(~r, t) = ψ(x, t)φ(y, z, n(x, t)) (3.25)
verwenden, wobei φ die Gleichgewichtswellenfunktion fu¨r die transversalen Frei-
heitsgrade ist; φ(y, z, n) ist wegen der Zeitabha¨ngigkeit von n implizit zeitabha¨ngig.
Die Wellenfunktion φ sei auf eins normiert,∫
|φ|2dydz = 1, (3.26)
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darum folgt aus (3.23) und (3.25), dass |ψ|2 = n gilt. Wegen der Normierungsbe-






φ = 0 (3.27)
gelten muss.
Um das adiabatische Regime zu erreichen, fordern wir, dass V (x, y, z) entlang der
Longitudinalachse des Wellenleiters nur langsam variieren soll. Diese Bedingung
implementieren wir durch die Bedingung, dass die typische La¨ngenskala auf der
sich V la¨ngs der Longitudinalachse a¨ndert, viel kleiner sein soll als die laterale
Ausdehnung a⊥ des Wellenleiters (a⊥ ist die Oszillatorla¨nge des harmonischen
transversalen Einschlusses). Setzen wir, unter Beru¨cksichtigung von (3.27), den









































+ V + U0|ψ|2|φ|2
]
φ. (3.29)
Wir identifizieren den Term in eckigen Klammern als den effektiven Hamiltonope-
ratorHtr des Unterraums der transversalen Freiheitsgrade. Wir weisen darauf hin,
dass ein Hamiltonoperator strenggenommen ein linearer Operator zu sein hat. Im
folgenden stellen wir uns aber auf den Standpunkt, dass der Term U0|ψ|2|φ|2 als
zusa¨tzliches, effektives Potential interpretiert werden kann; darum verwenden wir
in dieser Arbeit den Begriff effektiver Hamiltonoperator. Da φ als eine transversale











+ V + U0n(x, t)|φ|2
]
φ = (n(x, t))φ. (3.30)
Die zur Transversalmode φ geho¨rende Eigenenergie  ha¨ngt wegen des Dichte-
terms n(x, t) in (3.30) parametrisch von x und t ab. Setzen wir das Ergebnis
(3.30) in die Differentialgleichung (3.29) ein, so finden wir eine Wellengleichung









ψ + (n(x, t))ψ. (3.31)
Dies ist eine effektiv eindimensionale Wellengleichung fu¨r die longitudinale Wel-
lenfunktion ψ(x, t) deren nichtlinearer Term (n(x, t)) durch die Transversalglei-
chung (3.30) bestimmt wird. Der Term (n(x, t)) beinhaltet hier sowohl den Bei-
trag des externen Potentials V , als auch das effektive, durch die Nichtlinearita¨t
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induzierte Potential; (n) kann im Allgemeinen numerisch aus der Transversalglei-
chung (3.30) bestimmt werden, in nur wenigen Spezialfa¨llen kann ein analytischer
Ausdruck dafu¨r gefunden werden (vgl. Kap. 3.2.2):
Der Separationsansatz (3.25) ist nur fu¨r wenige Spezialfa¨lle exakt: Ein trivialer
Fall besteht darin, dass das Potential V unabha¨ngig von x und U0 = 0 ist; dann









Fu¨r endliche Parameter U0 ist der Separationsansatz dann exakt, wenn V un-
abha¨ngig von x ist und die longitudinale Dichte n = |ψ|2 konstant ist. Im adiaba-
tischen Grenzfall ist obige Kommutatorrelation immer nur na¨herungsweise erfu¨llt,

















Der Term auf der rechten Seite in (3.33) geht gegen null, wenn die Dichte des
Kondensats entlang des Wellenleiters nur schwach gekru¨mmt ist. Zur Herleitung
der eindimensionalen Wellengleichung (3.31) war die Annahme, dass wir uns im
adiabatischen Regime befinden essentiell, darum nennen wir (3.31) auch adiaba-
tische oder quasi-eindimensionale Gross-Pitaevskii-Gleichung .
3.2.2 Radialsymmetrische harmonische Wellenleiter
Wir kommen nun zu den fu¨r Wellenleiter wichtigen Spezialfall eines radialsym-
metrischen transversalen Einschlusses und betrachten Potentiale der Form
V (x, r) = V‖(x) + V⊥(x, r), mit r =
√
y2 + z2. (3.34)
Hierbei ist V‖(x) eine longitudinale Potentialkomponente und V⊥(x, r) eine radial-
symmetrische transversale Komponente, welche ebenfalls explizit von x abha¨ngen
kann. In diesem Fall lautet der Separationsansatz Ψ(x, r) = ψ(x)φ(r, n(x, t)) und




























+ V‖(x) + (n(x, t))
]
ψ (3.36)
an. Im Folgenden betrachten wir den Fall eines sich im Grundzustand befindenden
Kondensats, das heißt, wir setzen fu¨r φ den Eigenzustand von (3.35), der zu einer
minimalen Transversalenergie (n) fu¨hrt.
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Im Kontext von magnetischen Wellenleiterstrukturen ist das radiale, harmonische





Hierbei erlauben wir eine explizite Abha¨ngigkeit der radialen Oszillatorfrequenz
ω vom Ort x la¨ngs der Longitudinalachse. Nehmen wir im Folgenden an, dass φ
der transversale Grundzustand sei, so ko¨nnen wir fu¨r das harmonische Potential
(3.37) analytische Ausdru¨cke fu¨r (n) in den Grenzfa¨llen sehr kleiner und sehr
großer Teilchenwechselwirkung herleiten.
Fu¨r den ersten Grenzfall, der durch asn  1 quantitativ definiert wird, ko¨nnen
wir sto¨rungstheoretisch vorgehen: Wir betrachten zuna¨chst die Transversalglei-
chung (3.36); Wir suchen eine sto¨rungstheoretische Korrektur zum transversalen









Die transversale Grundzustandsenergie bei U0 = 0 ist (n) = ~ω [89]. In erster
Ordnung Sto¨rungstheorie finden wir in U¨bereinstimmung mit [71]
st(n) = ~ω + U0〈φ
∣∣|φ|2∣∣φ〉 = ~ω + 2piU0n
∞∫
o
r|φ0(r)|4dr = ~ω + 2~ωasn;(3.39)
hier wurde U0 = 4pi~
2as/m verwendet.
Im Grenzfall hoher Teilchenzahldichten (asn 1) ko¨nnen wir mittels der Thomas-
Fermi Na¨herung [59] einen analytischen Ausdruck fu¨r (n) finden. Fu¨r hohe Teil-
chendichten vernachla¨ssigen wir die kinetische Energie gegenu¨ber der potentiellen
Energie und der Wechselwirkungsenergie. Wir finden dann fu¨r den Grundzustand







(n)− V⊥(r) . (3.40)
Setzen wir dies in die Normierungsbedingung (3.26) fu¨r φ ein, so ergibt sich nach
kurzer Rechnung
TF (n) = 2~ω
√
nas . (3.41)
Wir leiten nun einen analytische Ausdruck her, der den Verlauf von (n) zwi-
schen den beiden betrachtetet Grenzfa¨llen geringer und hoher Teilchenzahldichte
interpoliert. Dazu machen wir den Ansatz
(n) =
[























Abbildung 3.1: Die Abbildung zeigt  (in Einheiten ~ω) als Funktion von asn (in
Einheiten ~2/m). Die durchgezogene Linie wurde numerisch errechnet und stimmt fu¨r
große Werte asn gut mit der Thomas-Fermi Na¨herung (3.41) u¨berein; Die Interpolati-
onsformel (3.45) approximiert die numerischen Ergebnisse besonders gut fu¨r kleine asn
und na¨hert sich fu¨r große asn von oben der Thomas-Fermi Na¨herung an. Das einge-
setzte Bild vergro¨ßert den Bereich bei kleinen Werten von asn. Wie erwartet, zeigt sich
in diesem Regime eine starke Diskrepanz zwischen der Thomas-Fermi Na¨herung und
der numerische Kurve; die Gerade stellt das sto¨rungstheoretisch berechnete Ergebnis
(3.39) dar und approximiert die numerische Kurve nahe am Ursprung.
Im Grenzfall sehr kleiner Wechselwirkungen (asn) finden wir durch lineare Ap-
proximation von (3.42)
(n) = α1/4 +
1
4
α−3/4β(asn), fu¨r (asn) 1. (3.43)
Im Grenzfall (asn) 1 beru¨cksichtigen wir nur den in asn quadratischen Term
in (3.42) und finden
(n) = γ1/4
√
asn, fu¨r (asn) 1. (3.44)
Durch Vergleich mit (3.39) und (3.41) bestimmen wir die Koeffizienten in (3.43)
und (3.44) zu α = ~4ω4, β = 8~4ω4 und γ = 16~4ω4. Damit ist gezeigt, dass
der Ansatz (3.42) die Grenzfa¨lle sehr kleiner und sehr großer Wechselwirkung




~2ω2 + 4~2ω2(asn). (3.45)
Dieses Ergebnis la¨sst sich u¨berpru¨fen, indem man fu¨r einen vorgegebenen Wert
von asn den Grundzustand φ der Transversalgleichung (3.36) mittels Imagina¨rzeit-
propagation (vgl. Abschnitt 6.5) numerisch ermittelt und daraus die Gro¨ße (n)
bestimmt. Abb.3.1 zeigt, dass die Interpolationsformel (3.45) die numerisch er-
rechneten Werte von (n) sehr gut approximiert und die Grenzfa¨lle sehr kleiner
und sehr großer Wechselwirkungsparametern asn korrekt wiedergibt.
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3.3 Stationa¨re Lo¨sungen
Wir untersuchen in diesem Abschnitt stationa¨re Lo¨sungen der adiabatischen Wel-
lengleichung (3.31). Dazu separieren wir in einem ersten Schritt die Zeit ab und
setzen dazu den Ansatz
ψ(x, t) = e−iµt/
 
ψ(x). (3.46)
in (3.31) ein. Der Parameter µ ist das konstante chemische Potential der Kon-
densatwellenfunktion. Damit finden wir die stationa¨re adiabatische Gross-Pita-
evskii-Gleichung





ψ(x) + V‖(x)ψ(x) + (n(x))ψ(x). (3.47)
(Die longitudinale Dichte ist damit natu¨rlich auch zeitunabha¨ngig). Mit Glei-
chung (3.47) ko¨nnen sowohl gebundene, als auch stromtragende Zusta¨nde in
quasi-eindimensionalen Potentialstrukturen untersucht werden. Da wir im Wei-
teren vorwiegend an der Dichte n(x) dieser stromtragenden Moden interessiert
sind, erweist es sich als vorteilhaft, in der Gross-Pitaevskii-Gleichung die Wellen-
funktion durch ihre Amplitude und Phase auszudru¨cken.
3.3.1 Bewegungsgleichung fu¨r die Amplitude
Die Wellengleichung (3.47) kann unter Verwendung der Darstellung
ψ(x) = A(x) ei S(x) (3.48)
in ein System von zwei Differentialgleichungen umgeschrieben werden; hierbei
sind A(x) (Amplitude) und S(x) (Phase) reelle Funktionen und es gilt n = A2.
Setzten wir (3.48) in (3.47) ein so finden wir




A′′ + 2iA′S ′ + iAS ′′ + i2A(S ′)2
]
+ (n)A. (3.49)
Wir trennen (3.49) in Real- und Imagina¨rteil auf und finden damit die beiden
Gleichungen




A′′ −A(S ′)2]+ V‖(x)A+ (n)A, (3.50)
0 = − ~
2
2m
[2A′S ′ + AS ′′] . (3.51)




[ψ∗ (ψ′)− (ψ∗)′ ψ] . (3.52)
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n S ′; (3.53)











(A2S ′) = A(2A′S ′ + A S ′′)
(3.51)
= 0, (3.54)
und die Gleichung (3.50) wird zu








A+ V‖(x)A + (n)A. (3.55)
Die Gleichungen (3.53), (3.55) sind a¨quivalent zu der adiabatischen Gross-Pita-
evskii-Gleichung (3.31); sie erlauben es, die Wellenfunktionen stationa¨rer Konden-
satzusta¨nde in quasi-eindimensionalen Wellenleiterstrukturen bei vorgegebenem
chemischen Potential µ und Strom j zu finden. Dazu lo¨st man in einem ersten
Schritt die Bewegungsgleichung fu¨r die Amplitude (3.55) und bestimmt in einem
zweiten Schritt durch einfache Integration der Gleichung (3.53) die Phase der
Wellenfunktion.
Der Vollsta¨ndigkeit halber sei erwa¨hnt, dass die Bewegungsgleichung (3.55) ein
zeitunabha¨ngiger Spezialfall der hydrodynamischen Darstellung der Gross-Pita-
evskii-Gleichung ist. Diese hydrodynamische Darstellung lautet [51]
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∂t



















− V (x)− gn
]
. (3.57)
Dabei wurde u¨ber die Relation j = nv die Geschwindigkeit v des Kondensats
eingefu¨hrt. Diese Darstellung wird sich als nu¨tzlich erweisen, wenn wir in Kapitel
5 den Transport durch Unordnungsregionen in Wellenleitern untersuchen werden.
3.3.2 Integration der Bewegungsgleichung
Im Folgenden integrieren wir die Bewegungsgleichung fu¨r die Amplitude (3.55)
und zeigen, dass die daraus resultierende Gleichung als Bewegungsgleichung eines
fiktiven klassischen Teilchens aufgefasst werden kann. Wir multiplizieren dazu
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Hierbei sei x0 ein Ort, an dem die Amplitude A der Wellenfunktion und deren
Ableitung A′ bekannt seien. Die Integration in (3.58) la¨sst sich fu¨r den Speziallfall








+ (µ− V0)A2 − E(n); (3.59)













+ (µ− V0)A2(x0)− E(n(x0)). (3.61)




+ (µ− V0)n− E(n) (3.62)





(A′)2 +W (A2). (3.63)
Gleichung (3.63) hat formal die selbe Struktur, die man auch bei der Untersu-
chung der Dynamik eindimensionaler Hamiltonscher Systeme findet. Sie dru¨ckt
die Energieerhaltung fu¨r ein fiktives klassisches Teilchen aus, das sich in der ein-
dimensionalen Potentiallandschaft W (n = A2) bewegt und die klassische Energie
E besitzt; A u¨bernimmt hier die Bedeutung des Ortes, x stellt eine fiktive Zeit
dar. Die Lo¨sungen A(x) koinzidieren somit mit den klassischen Trajektorien, die
man fu¨r ein Teilchen im Potential W (n) findet. Das chemische Potential µ und
der Teilchenstrom j bestimmen die Form des Potentials, wa¨hrend der Wert von
E eine Trajektorie A(x) selektiert.
Betrachten wir nun wieder den wichtigen Fall radialsymmetrischer Wellenleiter,





~2ω2 (1 + 4 asn) + 4
√
~2ω2 (1 + 4 asn)asn
6as
(3.64)
in sehr guter Na¨herung darstellen. Fu¨r den Grenzfall asn 1 ergibt sich hieraus,
bzw. durch direkte Integration von (3.39),
Est(n) = ~ωn+ ~ωasn2. (3.65)







ETF (n) = 43~ωasn3/2
Abbildung 3.2: Die Abbildung zeigt einen typischen Verlauf des klassischen Potenti-
als W(n) in den Grenzfa¨llen schwacher (durchgezogene Linie) und starker (gestrichelte
Linie) Atom-Atom Wechselwirkung.
Fu¨r das Thomas-Fermi Regime ergibt sich




Typische Verla¨ufe fu¨r das effektive Potential W (n) in diesen zwei Grenzfa¨llen
sind in Abb.3.2 dargestellt (hier wurde V0 = 0 gewa¨hlt). Wir stellen fest, dass
W (n) immer ein lokales Maximum aufweist; wir bezeichnen die zugeho¨rige Ener-
gie als Emax. Das fiktive klassische Teilchen fu¨hrt eine gebundene Bewegung im
lokalen Potentialminimum aus, solange seine klassische Energie E kleiner als die
Grenzenergie Emax gewa¨hlt wird. Ist E > Eg, so kann das Teilchen das lokale Mi-
nimum verlassen, was zur Folge hat, dass die Dichte n gegen n→ ∞ divergiert.
Eine ausfu¨hrlichere Diskussion der Form von W (n) geben wir in Kapitel 3.3.3.
Wie oben erwa¨hnt, ist die Bewegungsgleichung (3.55) nur dann geschlossen in-
tegrierbar, wenn V‖(x) = V0 = const gewa¨hlt wird. Ist das externe Potential
V‖ nicht konstant, so entspricht das im Bilde des fiktivem klassischen Teilchens
einem extern getriebenen System; die klassische Energie E ist in diesem Falle
nicht mehr konstant. Wir zeigen im Folgenden, wie wir fu¨r ein beliebiges externes
Potential V‖(x) ein Hamiltonsches System von Differentialgleichungen ableiten
ko¨nnen, das zu (3.55) a¨quivalent ist. Wir bleiben im Bild des fiktiven klassischen







− [µ− V‖(x)]A2 + E(A2). (3.67)
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ein und finden mittels der Legendretransformation H(A, p) = A′p−L(A,A′) das
Ergebnis






+ [µ− V‖(x)]A2 − E(A2). (3.69)













A− 2[µ− V‖(x)] A+ 2(n) A. (3.70)
Eliminieren wir nun p durch Einsetzen der Ableitung der ersten Gleichung in
die zweite Bewegungsgleichung, so finden wir damit mu¨helos die Bewegungsglei-
chung (3.55) fu¨r die Amplitude wieder. Die Hamiltonschen Gleichungen (3.70)
stellen einen geeigenten Ausgangspunkt zur numerischen Integration der stati-
ona¨ren Gross-Pitaevskii-Gleichung dar und erlauben es somit, fu¨r beliebige Po-
tentiale V‖(x), bei gegebenen Werten fu¨r g, j, µ A(x0) und A′(x0), die zugeho¨rige
stationa¨re Wellenfunktion des Kondensats im quasi-eindimensionalen Wellenlei-
ter zu berechnen.
3.3.3 Stationa¨re Lo¨sungen im uniformen Wellenleiter
In diesem Kapitel diskutieren wir die stationa¨ren stromtragenden Lo¨sungen (j >
0) der adiabatischen Gross-Pitaevskii Gleichung, wenn das externe Potential V‖
und die radiale Einschlussfrequenz ω konstant sind. Wie konzentrieren uns dabei
auf den Fall kleiner Kondensatdichten, d.h. im Folgenden ist (n) = ~ω+2~asωn.
Da der Verlauf des klassischen Potentials W (n) auch im Regime hoher Dichten
die gleichen qualitativen Eigenschaften, wie im Regime kleiner Dichten aufweist,
sind die qualitativen Resultate der folgenden Diskussion auch fu¨r hohe Dichten
gu¨ltig. Im Folgenden verwenden wir die abku¨rzende Schreibweise
g ≡ 2~ as ω (3.71)
und setzen o.B.d.A. V0 = 0; des Weiteren stellen wir fest, dass der Term ~ω in
(n) = ~ω + gn lediglich einen an allen Orten x konstanten Beitrag liefert und
wir damit ein effektives chemisches Potential µ˜ ≡ µ+ ~ω einfu¨hren ko¨nnen, das
wir im Folgenden wieder mit dem Symbol µ bezeichen wollen.
Wir diskutieren in diesem Abschnitt die verschiedenen stationa¨ren Lo¨sungen der
Gross-Pitaevskii-Gleichung im Bilde der klassischen Dynamik des fiktiven Teil-
chens, das sich im PotentialW (n) bewegt und werden die relevanten Trajektorien









Abbildung 3.3: Verschiedene Realisierungen des klassischen Potentials W (n). Je
nach Wahl der Parameter [µ, g, j] hat W (n) ein lokales Minimum (µ > µc), einen
Sattelpunkt (µ = µc), oder ist streng monoton fallend (µ < µc).
fu¨r das Teilchen klassifizieren. Es wird sich zeigen, dass wir bei unserer Diskus-
sion zwischen gebundenen und ungebundenen Trajektorien zu unterscheiden ha-
ben. Die Funktion W (n) hat folgende Grenzwerteigenschaften: Offensichtlich gilt
W (n) → ∞ fu¨r alle Werte von g im Grenzfall n → 0. Des Weiteren finden wir
W (n)→∞ fu¨r n→∞, wenn g < 0 ist undW (n)→ −∞ fu¨r n→∞, wenn g > 0
ist. Daraus ko¨nnen wir schließen, dass fu¨r attraktive Wechselwirkung (g < 0), die
Bewegung des fiktiven klassischen Teilchens im Potential W (n) immer gebunden
ist. Das heißt, die Dichte n(x) des Kondensats bleibt immer endlich.
Der Fall repulsiver Wechselwirkung (g > 0) weist ein komplexeres Verhalten
auf: Abb.3.3 zeigt drei qualitativ unterschiedliche Realisierungen von W (n) bei
verschiedenen Parametersa¨tzen [µ, g, j]. Je nach Wahl dieser Parameter hatW (n)
ein lokales Minimum, einen Sattelpunkt, oder ist streng monoton fallend. Wir
finden den geeigneten Parametersatz, der zur Sattelpunktskonfiguration fu¨hrt,
indem wir das Gleichungssystem
d
dx
W (n) = −m j
2
2n2
+ µ− gn = 0,
d2
dx2
W (n) = −m j
2
n3
− g = 0 (3.72)
lo¨sen. Nach kurzer Rechnung finden wir
8µ3 = 27mj2g2. (3.73)
Dies ist das Kriterium, das [µ, g, j] erfu¨llen mu¨ssen, damit W (n) einen Sattel-
punkt aufweist. Die Relation (3.73) gibt Anlass zur Definition eines kritischen
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W (n) hat dann folgende Eigenschaften (vgl. Abb.3.3):
µ = µc : W (n) hat einen Sattelpunkt,
µ > µc : W (n) hat ein lokales Minimum und Maximum,
µ < µc : W (n) ist streng monoton fallend.
Die verschiedenen Lo¨sungstypen fu¨r A(x) sind nun durch die Trajektorien des fik-
tiven klassischen Teilchens bei verschiedenen klassischen Energien E (vgl. (3.61))
gegeben. Da es sich bei dem klassischen Analogon um ein eindimensionales Sy-
stem handelt, ist jede Trajektorie (und somit die Kondensatdichte) eindeutig
durch die Potentialparameter [µ, g, j] und die klassische Energie E bestimmt. Im
Falle µ < µc sind fu¨r jeden beliebigen Wert von E nur ungebundene Trajektori-
en mo¨glich, das heißt, die Dichte n und somit auch die Amplitude A weisen ein
divergentes Verhalten auf. Diese divergenten Lo¨sungen erfu¨llen zwar formal die
Gross-Pitaevskii Gleichung, stellen aber keine physikalisch sinnvollen Lo¨sungen
dar, weil sie eine Akkumulation von Kondensat mit unendlich hoher Teilchen-
dichte implizieren wu¨rden.
Das fiktive Teilchen kann eine gebundene Bewegung im klassischen Potential
W (n) ausfu¨hren, wenn das notwendige und hinreichende Kriterium µ > µc erfu¨llt
ist. In diesem Falle gibt es einen Bereich klassischer Energien E, die eine ge-
bundene Bewegung des Teilchens im lokalen Minimum des Potentials W (n) er-
lauben. Wir bezeichnen die Energie eines im Minimum ruhenden Teilchens als
Emin ≡ W (n1); hierbei gibt n1 die Position des Minimums an (vgl. Abb.3.4).
Offensichtlich handelt es sich hier um eine stabile Gleichgewichtslage (ellipti-
scher Fixpunkt im klassischen Phasenraum) und die Dichte des Kondensates ist
n1 = const. Eine weitere Gleichgewichtslage mit uniformer Kondensatdichte exi-
stiert bei dem lokalen Maximum von W (n) an der Position n2 (wobei n2 > n1
gilt), und wir definieren Emax ≡ W (n2). Wie wir in Abb.3.4 leicht erkennen
handelt es sich dabei um eine, vom Standpunkt der klassischen Dynamik aus
gesehen, instabile Gleichgewichtslage (hyperbolischer Fixpunkt im klassischen
Phasenraum). Die klassische Bewegung des Teilchens verla¨uft somit auf gebun-
denen Trajektorien, wenn Emin ≤ E ≤ Emax gilt. Die Trajektorie bei E = Emax
entspricht der Separatrix zwischen den Phasenraumteilen mit gebundenen und
ungebundenen Trajektorien.
Die Lo¨sungen in diesem Energiebereich, die alle den gleichen Teilchenstrom j
tragen und alle zum gleichen chemischem Potential µ geho¨hren, sollen nun weiter
untersucht werden. Betrachten wir zuna¨cht die beiden uniformen Lo¨sungen n1



















Abbildung 3.4: Die Abbildung zeigt eine schematische Darstellung der Funktion
(n)+mj2/2n2 (oben) und des klassischen Potentials W (n) (unten) fu¨r den Fall µ > µc.
Das fiktive klassische Teilchen fu¨hrt eine gebundene Bewegung aus, wenn fu¨r seine klas-
sische Energie Emin ≤ E ≤ Emax gilt. Dies entspricht einer entlang des Wellenleiters
zwischen den Extremalwerten nmin und nmax oszillierenden Kondensatdichte n(x). Die
uniformen Dichten ni (i = 1, 2), die im Bilde der klassischen Dynamik dem stabi-
len bzw. instabilen Fixpunkt im Phasenraum entsprechen, sind u¨ber die Bedingung
µ = (n) +mj2/2n2 definiert, und sind zugleich Nullstellen von dW/dn.
und n2. Sie sind bestimmt durch die Gleichung
d
dn
W (n) = −mj
2
2n2
− gn = 0. (3.75)
Diese kubische Gleichung kann mittels der Formel von Cardano gelo¨st werden;

















m (27mj2g2 − 8µ3)g. (3.76)
Fu¨r µ > µc sind diese beiden Lo¨sungen reell. Setzen wir die zugeho¨rigen Ampli-
tuden A1,2 =
√





Dies ist aber genau die Dispersionsrelation, die man fu¨r eine freie ebene Welle aus
der Gross-Pitaevskii-Gleichung erha¨lt; setzt man na¨mlich ψ(x, t) =
√
n exp(ikx)
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Mit der Definition des Teilchenstroms j = ~nk/m, der mit einer ebenen Welle
assoziiert ist (vgl. (3.53)) ergibt (3.78) wieder die Relation (3.77). Die Dispersi-
onsrelation findet man auch dann wieder, wenn man mittels
d
dn
W (n) = 0 (3.79)
die Position des lokalen Minimums bzw. Maximums bestimmt. Dies wird durch
Abb.3.4 illustriert: Die untere Tafel zeigt W (n) fu¨r einen gegebenen Parameter-
satz [j, g, µ], die obere die Dispersionrelation, die man fu¨r eine ebene Welle aus
der Gross-Pitaevskii-Gleichung erha¨lt. Das lokale Maximum und Minimum koin-
zidieren genau mit den Stellen, wo die rechte Seite von (3.77) genau den Wert µ
annimmt, der den Verlauf des Potentials W (n) bestimmt. Die beiden Terme in
der Relation (3.77), die addiert das chemische Potential ergeben, ko¨nnen als kine-





, EWW = gn. (3.80)
Die beiden uniformen Lo¨sungen mit Dichte n1 und n2 unterscheiden sich dar-
in, dass fu¨r n1 typischerweise die kinetische Energie der kondensierten Teilchen
u¨berwiegt, wohingegen bei n2 die Wechselwirkungsenergie dominiert. Fu¨r jede




i i = 1, 2. (3.81)
Wegen n1 < n2 gilt v1 > v2. Wir wollen die Geschwindigkeiten vi mit der Schall-
geschwindigkeit im Kondensat in Relation setzen. Fu¨r ein ruhendes Kondensat





definiert (dies folgt aus den Bogoliubov-Gleichungen [3, 71]). Fu¨r ein bewegtes





mv2i + (ni) (3.83)






[v2 − c2(n)]. (3.84)
Da d2W/dn2 bei n1 (n2) positiv (negativ) (vgl. Abb.3.4) ist folgt aus (3.84)
v1 > c(n1) (v2 < c(n2)). Wir halten somit fest, dass die Schallgeschwindigkeit
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in der Lo¨sung mit Dichte n1 kleiner als die Teilchengeschwindigkeit ist (U¨ber-
schalllo¨sung), wa¨hrend bei der Lo¨sung mit Dichte n2 die Schallgeschwindigkeit
gro¨ßer als die Geschwindigkeit der Teilchen ist. Eine ausfu¨hrlichere Diskussion
diese Sachverhaltes findet sich in [71].
Nun betrachten wir die gebundenen oszillierenden Lo¨sungen im klassischen Ener-
giebereich Emin ≤ E ≤ Emax. Die Bewegungsgleichung (3.63) la¨sst sich durch









− µA2 + 1
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gA4; (3.85)














dx˜ = (x− x0). (3.86)
Die linke Seite von (3.86) stellt ein elliptisches Integral dar und die Dichte n(x) =
(A(x))2 kann mittels Jacobi-elliptischer Funktionen dargestellt werden [90]. Wir
verzichten hier auf eine formale Behandlung des Integrals (3.86), da wir uns
im Rahmen dieser Arbeit im Allgemeinen nicht mit uniformen Wellenleitern
bescha¨ftigen, und verweisen dazu auf [91, 92]; wir wollen hier lediglich einen
qualitativen U¨berblick in Anlehnung an [71] u¨ber die stationa¨ren Moden ge-
ben. Zuna¨chst stellen wir fest, dass die Dichteoszillationen periodisch sind, da
die a¨quivalente Dynamik des fiktiven klassischen Teilchen in einem zweidimen-
sionalen Phasenraum nur periodische gebundene Bahnen zula¨sst. Betrachten wir
nun Trajektorien mit Energien E die nahe bei Emin liegen (E & Emin), so la¨sst
sich das Potential W (n) in der Umgebung von n1 harmonisch approximieren,
und die Dichteoszillationen ko¨nnen na¨herungsweise durch sinusfo¨rmige Wellen
beschrieben werden (vgl. Abschnitt 4.2.3)
n(x) = n1 + δn1 +
√
2n1δn1 + (δn1)2cos(κx). (3.87)
Erho¨ht man die klassische Energie E, so nimmt die Auslenkungsamplitude der
Oszillationen, wie man sehr anschaulich anhand von Abb.3.4 erkennen kann, zu.
Die Lo¨sungen nennt man cnoidaleWellen mit periodischen Oszillationen zwischen
den beiden Werten nmin und nmax. Im Grenzfall E → Emax (mit E < Emax)
koexistiert die uniforme Lo¨sung n(x) = n2 mit einer Solitonlo¨sung, die im klassi-
schen Analogon einer Bewegung entlang der Separatrix E = Emax entspricht. Es






















Abbildung 3.5: Die Abbildung zeigt charakteristische Konfigurationen von Kon-
densatdichten in einem uniformen Wellenleiter. Die konstante Dichte (schwarze Linie)
repra¨sentiert den Fall einer ebenen Welle, die gestrichelte Linie stellt cnoidale Dich-
teoszillation dar und die graue Linie zeigt den Grenzfall eines grauen Solitons.
mit konstanter Dichte n(x)→ n2 fu¨r x→ ±∞ und einem Dichteminimum bei x =
xm, wo die minimale Dichte nmin die Bedingung W (nmin) = W (n2) erfu¨llt (vgl.
Abb.3.4). Einen schematischen U¨berblick u¨ber die oben diskutierten Lo¨sungen
gibt Abb.3.5: Die Abbildung zeigt die konstante Dichte n1 bei E = Emin, eine
cnoidale Dichteoszillation fu¨r eine klassische Energie Emin < E < Emax und den
Grenzfall des grauen Solitons fu¨r E → Emax.
Diese hier diskutierten Eigenmoden werden im Kontext von Streuproblemen, wie
sie im na¨chsten Kapitel betrachtet werden sollen, von Bedeutung sein, um asym-




In diesem Kapitel entwickeln wir verschiedene Ansa¨tze, um den Transport von
Bose-Einstein-Kondensaten durch Materiewellenleitergeometrien zu untersuchen.
Wir zeigen zuna¨chst eine Methode auf, die es erlaubt, fu¨r eine gegebene Wellen-
leitergeometrie alle stationa¨ren Zusta¨nde, das heißt, alle Lo¨sungen der zeitunab-
ha¨ngigen Gross-Pitaevskii-Gleichung zu finden. Des Weiteren zeigen wir, wie sich
Transmissions- und Reflexionskoeffizienten fu¨r dieses nichtlineare Transportpro-
blem definieren lassen. Im zweiten Teil dieses Kapitels entwickeln wir ein Ver-
fahren, mit dem wir in der Lage sind, auch zeitabha¨ngige Transportprozesse zu
simulieren. Damit kann unter anderem Untersucht werden, ob eine stationa¨re
Lo¨sung der zeitunabha¨ngigen Gross-Pitaevskii-Gleichung dynamisch stabil ist,
in einem realistischen Transportprozess auch tatsa¨chlich besetzt wird und somit
zum Transport von Kondensat beitra¨gt.
4.1 Grundlegendes zu Transportprozessen
In diesem Abschnitt fu¨hren wir in die grundlegenden Fragestellungen ein, die
uns im Kontext von Transportprozessen im weiteren Verlauf dieser Arbeit inter-
essieren werden. Wir beginnen mit einem einfachen Gedankenexperiment. Dazu
betrachten wir, wie in Abb.4.1 gezeigt, zwei Reservoirs, die durch einen Wel-
lenleiter, miteinander verbunden sind. Unter einem Reservoir verstehen wir eine
Fallenstruktur, in der eine makroskopische Menge an Bose-Einstein-Kondensat
in ihrem energetischem Grundzustand gespeichert wird; somit kann diesem Kon-
densat eindeutig ein chemisches Potential µ zugeordnet werden. Wir nehmen nun
an, dass an dieses gefu¨llte Reservoir (in Abb.4.1 ist dies das Reservoir I) ein
quasi-eindimensionaler Wellenleiter angekoppelt wird, derart dass vom Reservoir
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Abbildung 4.1: Ein mit Bose-Einstein-Kondensat gefu¨lltes und ein leeres Reservoir
sind durch einen Wellenleiter, der ein lokales Streupotential besitzt, verbunden. Aus
dem Reservoir I werde eine ebene Welle, die den Strom ji tra¨gt, ausgekoppelt und in
den Wellenleiter injiziert. Am Streupotential kommt es zu einer partiellen Ru¨ckreflexion
der Materiewelle, so dass ein Strom jr reflektiert und ein Strom jt transmittiert wird.
Da das Reservoir II leer sei, fließt kein Strom von rechts zum Streupotential hin.
eine monochromatische Welle





ausgekoppelt werden kann, die in den Wellenleiter injiziert wird. Des Weiteren
nehmen wir an, dass die Uniformita¨t des Wellenleiters in einem endlichen Raum-
bereich aufgehoben wird. Konkret bedeutet dies, dass der Wellenleiter zum Bei-
spiel eine Engstelle aufweist, die als Potentialstruktur wirkt, an der die Materie-
welle gestreut wird, was dazu fu¨hrt, dass das imWellenleiter nach rechts propagie-
rende Kondensat am Streupotential partiell reflektiert wird. Der transmittierte
Anteil erreicht nach weiterer Propagation das als leer angenommene Reservoir
II. Wir bezeichnen im Weiteren den uniformen Teil des Wellenleiters links des
Streupotentials als Upstream-Region und den Teil rechts davon als Downstream-
Region. In idealisierender Weise nehmen wir an, dass die Reservoirs so groß sind,
dass die aus Reservoir I ausgekoppelte kleine Kondensatmenge wa¨hrend des ge-
samten betrachteten Transportprozesse das chemische Potential µ im Reservoir
I unvera¨ndert la¨ßt, und zudem aus Reservoir II keine Ru¨ckreflexion in den Wel-
lenleiter stattfindet.
Unser Ziel besteht nun darin, den Transport von Bose-Einstein-Kondensat vom
vollen zum leeren Reservoir qualitativ und quantitativ zu erfassen. Insbesonde-
re wollen wir der Fragestellung nachgehen, ob und unter welchen Umsta¨nden
stationa¨rer Transport mo¨glich ist, oder ob Transportprozesse von miteinander
wechselwirkenden, kondensierten Bosonen eine unvermeidliche zeitliche Dynamik
aufweisen.
In einer Voru¨berlegung betrachten wir zuna¨chst den konzeptionell einfachen Fall
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von miteinander nicht-wechselwirkenden Bosonen; die Kondensatwellenfunktion
wird dann durch die lineare Schro¨dingergleichung beschrieben. Aus elementaren
quantenmechanischen U¨berlegungen ist hinreichend bekannt, dass es dann eine
stationa¨re Lo¨sung der Schro¨dingergleichung entlang des quasi-eindimensionalen
Wellenleiters gibt, die den Randbedingungen
ψ(x) =
{
aeikx + re−ikx in der Upstream Region
teikx in der Downstream Region
(4.2)
genu¨ge tut (a, t, r sind komplexe Koeffizienten). Die Struktur der Wellenfunktion
in der Up- und Downstreamregion erlaubt, die Definition von einfallendem Teil-
chenstrom (ji = |a|2~k/m), reflektiertem (jr = |r|2~k/m) und transmittiertem
Strom (jt = |t|2~k/m). Fu¨r diese Stro¨me gilt aufgrund der Teilchenzahlerhaltung
ji = jr + jt; effektiv fließt damit der Strom jt von links nach rechts.
Bei der Konstruktion solch eines stationa¨ren Zustandes verwendet man das Super-
positionsprinzip, das fu¨r die lineare Schro¨dingergleichung gu¨ltig ist. Wenn wir uns
nun dem Transport von Bose-Einstein-Kondensaten zuwenden, so sehen wir uns
zum einen mit der Schwierigkeit konfrontiert, dass fu¨r die nichtlineare Gross-Pita-
evskii-Gleichung das Superpositionsprinzip nicht mehr gilt, und somit die Unter-
scheidung zwischen einfallenenden und reflektierten Materiewellenkomponenten
scheinbar unmo¨glich wird. Zum anderen ko¨nnen wir nicht a priori, in Analogie zur
linearen Quantenmechanik, davon ausgehen, dass es stationa¨re Transportmoden
gibt und des Weiteren wissen wir ebenfalls nicht, ob diese - wenn sie existieren -
dynamisch stabil sind.
In diesem Kapitel wollen wir Methoden aufzeigen, die es erlauben, diesen grund-
legenden konzeptionellen Schwierigkeiten zu begegnen. Dazu untersuchen wir
zuna¨chst, welche Bedingungen fu¨r die Existenz stationa¨rer Transportmoden erfu¨llt
sein mu¨ssen, zeigen Wege zur Definition von Transmissions und Reflexionskoeffizi-
enten auf und fu¨hren eine Methode ein, die es erlaubt, ein realistisches Transport-
experiment zu simulieren und die dynamische Stabilita¨t von stationa¨ren Trans-
portzusta¨nden zu untersuchen. Wir bewegen uns ab jetzt immer im Regime, in
welchem die Nichtlinearita¨t die Form (n) = ~ω + gn hat.
4.2 Stationa¨re Transportmoden
Im Folgenden werden wir Transportmoden der stationa¨ren Gross-Pitaevskii-Glei-
chung in Wellenleitern betrachten. Am Beispiel eines stationa¨ren Stromflusses
durch einen uniformen Wellenleiter werden wir erkennen, dass die repulsive Teil-
chenwechselwirkung zu einer Limitierung der Transportfa¨higkeit des Wellenleiters
fu¨hrt. Des Weiteren werden wir Transportprozesse als Streuprozesse umformulie-
ren und geeignete stromtragende stationa¨re Streuzusta¨nde im Wellenleiter mit
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Potentialbarrieren identifizieren. Zudem werden zwei Verfahren aufgezeigt, die es
erlauben, den nichtlinearen Streuzusta¨nden Transmissions- und Reflexionskoeffi-
zienten zuzuordnen.
4.2.1 Homogener Transport durch Wellenleiter
In diesem Abschnitt untersuchen wir einen einfachen Fall von stationa¨rem Trans-
port durch einen uniformen Wellenleiter ohne weiteres Streupotential, um aufzu-
zeigen, dass die Nichtlinearita¨t in der Gross-Pitaevskii-Gleichung zu einer wich-
tigen Modifikation des Transports durch einen solchen Wellenleiters fu¨hrt.






und nehmen an, dass sich das Kondensat im transversalen Grundzustand befinde.
Wenn wir uns auf den Fall kleiner Kondensatdichten beschra¨nken (vgl. (3.39)),






+ ~ω + g|ψ|2
]
ψ = µψ. (4.4)
Der einfachste Fall von stationa¨rem Transport wird durch eine vom linken zum
rechten Reservoir laufende ebene Welle
ψ(x) =
√
neikx mit n = const (4.5)
dargestellt. Es wird also ein ra¨umlich und zeitlich homogener Dichtefluss durch






+ ~ω + gn. (4.6)








(µ− ~ω − gn). (4.7)
Aus (4.7) ist leicht ersichtlich, dass im Falle verschwindender Atom-Atom Wech-
selwirkung (g = 0), der Strom j linear mit der Dichte n anwa¨chst. Liegt eine
repulsive Wechselwirkung vor (g > 0), so zeigt sich ein komplexeres Verhalten:
Abb.4.2 zeigt den Verlauf des durch den Wellenleiter transportierten Stromes j




Abbildung 4.2: Teilchenstrom j, der von einer ebenen Welle durch den Wellenleiter
getragen werden kann. Der Strom j ha¨ngt nichtlinear von der Teilchendichte n ab,
und es existiert eine Dichte nm, fu¨r die der Wert von j maximal wird. Jenseits einer
kritischen Dichte nc ist kein Stromfluss mehr mo¨glich.
als Funktion der Dichte n. Es zeigt sich, dass es eine kritische Dichte nc gibt,
oberhalb der, bei vorgegebenem µ und g, kein Stromfluss mehr mo¨glich ist. Aus





gilt. Physikalisch bedeutet dies, dass die Summe aus Wechselwirkungsenergie gn
und transversaler Nullpunktsenergie ~ω genauso groß, wie das chemische Poten-
tial µ wird. Des Weiteren stellen wir fest, dass es eine Dichte nm gibt, die einen



















an. Dieses einfache Beispiel zeigt deutlich auf, dass bei Transportprozessen, die
durch die nichtlineare Gross-Pitaevskii-Gleichung beschrieben werden - im Ge-
gensatz zur linearen Quantenmechanik - bei festem chemischen Potential µ der
Kondensattransport durch einen Materiewellenleiter limitiert ist.
4.2.2 Stationa¨re Streuzusta¨nde
Im Gegensatz zum vorherigen Abschnitt lassen wir nun im Wellenleiter eine Po-
tentialbarriere V‖(x), die als Streupotential fungiert, zu. Wir nehmen an, dass
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V‖(x) in der Upstream-Region (x → −∞) und Downstream-Region (x → +∞)
so klein wird, dass es dort vernachla¨ssigt werden kann und somit in sehr gu-
ter Na¨herung lediglich auf einem endlichem Raumbereich verschieden von 0 ist.
Ziel dieses Abschnitts ist es, Transportprozesse durch Wellenleiter als stationa¨res
Streuproblem zu formulieren und ein qualitatives Bild von den zu erwartenden
stationa¨ren Zusta¨nden zu erhalten. Da es sich um einen Streuvorgang handelt,
bezeichnen wir diese Zusta¨nde als stationa¨re Streuzusta¨nde.
Im Falle nicht-wechselwirkender Teilchen (g = 0) handelt es sich dabei um ein
Standardproblem der quantenmechanischen Streutheorie, denn in Up- und Down-
stream Region ko¨nnen aufgrund des Superpositionsprinzips einlaufende, reflek-
tierte und transmittierte Teilchenstromkomponenten gema¨ß (4.2) eindeutig defi-
niert werden, und die Amplituden a, r und t der asymptotischen ebenen Wellen
exp(±i kx) sind eineindeutig u¨ber eine Streumatrix S verbunden [48]. Dieser auf
der Linearita¨t des Problems beruhende Formalismus ist nun aber fu¨r Materie-
wellen, die einer nichtlinearen Gross-Pitaevskii-Gleichung gehorchen, nicht mehr
anwendbar, somit muss eine neue Herangehensweise an das Problem gefunden
werden.
In Kapitel 3.3.2 wurde gezeigt, dass bei gegebenen Parametern µ, g und j eine
Lo¨sung der stationa¨ren Gross-Pitaevskii-Gleichung eindeutig dadurch bestimmt
ist, wenn an einem Ort x0 die Amplitude A(x0) und deren Ableitung A
′(x0)
vorgegeben wird. Dies wollen wir benutzen, um eine geeignete Definition der
stationa¨ren Streuzusta¨nde zu finden: Wir fordern in Analogie zum linearen eindi-
mensionalen Streuproblem fu¨r ψ(x) in der Downstream Region folgendes asym-
ptotisches Verhalten









das heißt, wir fordern eine nach rechts auslaufende ebene Welle mit konstanter
Dichte n die den Strom j = n ~k/m tra¨gt. Aufgrund der Betrachtungen in Kapitel
3.3.3 wissen wir, dass es bei geeigneter Wahl der Parameter [g, j, µ] zwei Werte,
n1 und n2 (vgl. (3.76)), fu¨r die Dichte n = A





einer ebenen Welle erfu¨llen.
Wir wa¨hlen fu¨r die asymptotische Randbedingung (4.11) den kleineren Dichte-
wert, fordern also A =
√
n1. Diese Wahl ist durch zwei Gru¨nde motiviert: Zum
einen wissen wir, dass die Schallgeschwindigkeit fu¨r die Lo¨sung mit Dichte n1
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kleiner ist als die Propagationsgeschwindigkeit des Kondensats, und somit pho-
nonische Anregungen, die durch die Streuung des Kondensats an einer Potential-
barriere entstehen, sich lediglich in der Upstream Region ausbreiten ko¨nnen. Des-
wegen ist sichergestellt, dass in der Downstream Region stets eine ungesto¨rte aus-
laufende ebene Welle gefunden wird (eine genaue Diskussion dieses Sachverhalts
findet sich in [71,93]). Zudem werden wir in Kapitel 4.3 eine zeitabha¨ngige Inte-
gration der Gross-Pitaevskii-Gleichung durchfu¨hren, und das graduelle Anfu¨llen
eines anfa¨nglich leeren Wellenleiters mit einer monochromatischen Materiewelle
simulieren. Es wird sich dabei herausstellen, dass dabei die Lo¨sung mit der Kon-
densatdichte n1 populiert wird. Diese beiden U¨berlegungen motivieren somit die
Definition des asymptotischen Streuzustandes in der Downstream-Region.
Nun, da wir einen geeigneten asymptotischen Zustand in der Downstream Region
fu¨r unser Streuproblem gefunden haben, reduziert sich die Berechnung der sta-
tiona¨ren Streuzusta¨nde auf ein Anfangswertproblem fu¨r die Differentialgleichung
(3.50)








A+ V‖(x)A + (n)A.
Diese Gleichung fu¨r die Amplitude la¨ßt sich formal von der Downstream- (x →
−∞) zur Upstream-Region (x → +∞) integrieren, wobei in der Downstream
-Region die Anfangsbedingungen A =
√
n1 und A
′ = 0 gelten mo¨gen. Mittels
dieser Integration finden wir das asymptotische Verhalten der Wellenfunktion
in der Upstream-Region. Da dort das Potential V‖(x) verschwindet, ist dort die
asymptotische Wellenfunktion - sofern eine stationa¨re Lo¨sung existiert - durch
eine der in Kapitel 3.3.3 diskutierten Eigenmoden der Gross-Pitaevskii-Gleichung
in uniformen Wellenleitern gegeben.
Im Allgemeinen ist diese Integration nur dann analytisch durchfu¨hrbar, wenn
das Potential V‖(x) stu¨ckweise stetig ist, denn dann ist die Lo¨sung der Gross-Pi-
taevskii-Gleichung durch eine stu¨ckweise Aneinanderreihung der in Kapitel 3.3.3
diskutierten Eigenmoden gegeben, welche an den Unstetigkeitstellen xu von V‖(x)
den Stetigkeitsbedingungen ψ(xu − 0) = ψ(xu + 0) und ψ′(xu − 0) = ψ′(xu + 0)
gehorchend aneinandergefu¨gt werden. Auf diese Weise lassen sich die stationa¨ren
Streumoden in idealisierten Potentiallandschaften, wie zum Beispiel einer ein-
zelnen Potentialstufe [71, 94] oder eines attraktiven Potentialtopfes [92] finden.
Streumoden in einem beliebig vorgegebenen Potential V‖(x) ko¨nnen - bis auf
wenige artifizielle Sonderfa¨lle - nicht analytisch berechnet werden, da bei der




dx˜ V (x˜)AA′ (4.13)
auftritt.
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Im Bilde des in Kapitel (3.3.2) eingefu¨hrten klassischen Analogons stellt der Term
AV‖(x) in der Bewegungsgleichung (3.50) eine externe treibende Kraft dar, und
das Integral (4.13) gibt die an das fiktive klassische Teilchen u¨bertragene Ener-
gie ∆E an. Da das Potential V‖(x) nur auf einem endlichen Bereich (z.B fu¨r
x ∈ [x1..x2]) verschieden von 0 ist, existieren fu¨r Up- und Downstream-Region
jeweils Integrationskonstanten Ed und Eu, die das asymptotische Verhalten der
Wellenfunktion eindeutig bestimmen. Da wir in der Downstream-Region eine ebe-
ne Welle der Form ψ(x) =
√
n1 exp(i kx) annehmen, gilt Ed = Emin. Der Wert
Eu ist durch
Eu = Ed +∆E = Ed +
x1∫
x2
dx˜ V (x˜)AA′ (4.14)
gegeben. Wir ko¨nnen nun auch Vorhersagen u¨ber die Existenz eines nicht-diver-
gierenden stationa¨ren Streuzustandes imWellenleiter machen: Ist die Ungleichung
∆E < Emax −Emin (4.15)
erfu¨llt, so existiert in der Upstream Region eine Eigenmode, deren Dichte n(x)
die Ungleichung
n(x) < n2 fu¨r x < x1 (4.16)
erfu¨llt. Im Falle ∆E > Emax−Emin kann das fiktive klassische Teilchen das lokale
Minimum des klassischen Potentials W (n) verlassen, und seine Trajektorien sind
nicht mehr gebunden.
Numerisch berechnen wir Streumoden in einem beliebig vorgegeben Potential
V‖(x) mittels Integration des zu (3.50) a¨quivalenten Hamiltonschen Systems von
Bewegungsgleichungen (3.70). Wir illustrieren dies am einfachen Beispiel eines
Gaußfo¨rmigen repulsiven Streupotentials
V‖(x) = V0 exp(−x2/σ2) mit V0, σ > 0. (4.17)
Numerische Ergebnisse fu¨r drei verschiedene Werte von V0 werden in Abb.4.3
pra¨sentiert. Die linke Seite der Abbildung zeigt die Kondensatdichte im Wellen-
leiter, wobei in der Downstream Region immer die gleichen Randbedingungen fu¨r
die auslaufende Welle gewa¨hlt wurden (Ed = Emin). Die Ho¨he der repulsiven Po-
tentialbarriere und somit auch der Energieu¨bertrag ∆E = Eu−Emin nimmt von
Beispiel (1) bis (3) zu. Die rechte Seite der Abbildung zeigt das klassische Poten-
tial W (n) und gibt die klassischen Energien Eiu, i = 1..3, die die Eigenmoden in
der Upstream-Region festlegen, an. In Beispiel (1) und (2) ist V0 so gewa¨hlt, dass
∆E < Emax −Emin und in der Upstream-Region bleibt n(x) endlich. In Beispiel
(3) u¨bersteigt ∆E den kritischen Wert Emax − Emin und die Dichte divergiert
gegen unendlich; fu¨r diesen Fall existiert kein physikalisch sinnvoller stationa¨rer
Streuzustand mehr.























Abbildung 4.3: Die linke Seite der Abbildung zeigt drei typische Bespiele fu¨r Streu-
moden in einem Wellenleiter mit Gaußfo¨rmiger repulsiver Potentialbarriere V‖(x) =
V0 exp(−x2/σ2). Die Ho¨he V0 der Barriere nimmt von Beispiel (1) bis (3) zu. Die rech-
te Seite zeigt das klassische Potential W (n) in der Upstream-Region und gibt die zu




u an; in Beispiel
(1) und (2) bleibt die Dichte n(x) im ganzen Wellenleiter endlich, wa¨hrend die Dichte
bei (3) divergiert und somit kein physikalisch sinnvoller stationa¨rer Streuzustand mehr
existiert.
4.2.3 Na¨herungsverfahren zu Berechnung von Transmis-
sionen
Wir haben in Kapitel 4.2.2 stationa¨re Transportprozesse als Streuproblem formu-
liert. Da die betrachteten Streuzusta¨nde der nichtlinearen Gross-Pitaevskii-Glei-
chung gehorchen, ko¨nnen wir hier nicht, wie im Fall nichtwechselwirkender Teil-
chen, unter Verwendung des asymptotischen Verhaltens (4.2) des linearen Streu-
zustandes die Transmission als T = |t|2/|a|2 und die Reflexion als R = |r|2/|a|2
darstellen.
Wir formulieren nun in Anlehnung an [94] ein Verfahren, das es erlaubt, im Re-
gime schwacher Nichtlinearita¨ten beziehungsweise kleiner Ru¨ckreflexionen, na¨he-
rungsweise Werte fu¨r die Transmission T und die Reflexion R zu berechnen. Dazu
betrachten wir unter der Annahme, dass der stationa¨re Streuzustand nicht diver-
giert die Dichteoszillationen n(x) dieses Zustandes in der Upstream-Region. Dort
gehorcht die Amplitude der Wellenfunktion A(x) =
√
n(x) der Bewegungsglei-


















Wir schreiben nun die Dichte n(x) in der Form
n(x) = n1 + δn(x); (4.19)















Multiplizieren wir die Gleichung (4.20) mit dem Faktor (n1 + δn), so finden wir
nach kurzer Umformung


























Die linke Seite ist die bereits von (4.13) her bekannte Energiea¨nderung ∆E. Wir
fu¨hren nun zwei fu¨r die Dichteoszillationen in der Upstream-Region charakteri-






wobei ξ = ~/
√
2mn1g die Healing-La¨nge [3] des Kondensates ist; der Wellen-
vektor k ist u¨ber die kinetische Energie der ebenen Welle
√











[Eu −W (n1)] (4.24)
ein; es wird sich zeigen, dass δn1 die Gro¨ßenordnung der Dichteoszillationen in
der Upstream-Region bestimmt. Unter Verwendung von (4.22), (4.23), (4.24) und
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schreiben.
Wir fu¨hren nun eine Na¨herung ein und vernachla¨ssigen in (4.25) den Term von
der Ordnung O(δn3). Es la¨sst sich zeigen [94], dass diese Na¨herung im Regime∣∣∣∣δnn1
∣∣∣∣ κ2 ξ2; (4.26)




+ 4κ2δn2 = 8κ2δn1(n0 + δn) (4.27)
wird durch einen Ansatz der Form
δn(x) = α + βcos(κx+Θ) (4.28)
gelo¨st. Bestimmt man durch Einsetzen die reellen Koeffizienten α und β, so finden
wir schließlich
n(x) = n1 + δn(x) = n1 + δn1 +
√
2n1δn1 + (δn1)2cos(κx+Θ). (4.29)
Die Dichte oszilliert um einen festen Mittelwert n1 + δn1 mit einer Amplitude√
2n1δn1 + (δn1)2. Die Periodizita¨t der Oszillation ist durch κ
−1 bestimmt (dies
rechtfertigt es, κ als Wellenzahl zu bezeichnen). Dieses Dichteprofil (4.29) hat die
gleiche Form, die man erha¨lt, wenn man das Dichteprofil von zwei superponierten
in entgegengesetzte Raumrichtungen propagierenden ebenen Wellen betrachtet:











exp(−iκx/2 + iθ). (4.30)
Die Identifizierung der beiden Materiewellenkomponenten ψi(x) und ψr(x) er-
laubt nun eine na¨herungsweise Berechnung von Transmission T und Reflexion R
fu¨r einen stationa¨ren Streuzustand im Wellenleiter; die Transmission ist definiert
als das Verha¨ltnis der Teilchendichte n1 der auslaufenden Welle in der Down-
stream Region und die Reflexion ist das Verha¨ltnis der Teilchendichten von der
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Es ist zu beachten, dass diese Analyse nur dann sinnvolle Ergebnisse liefert, wenn






















hat, so erkennen wir, dass die Teilchenstromerhaltungsrelation






nur im Limes κ → k exakt erfu¨llt wird. Mit der Definition von κ (4.22) sehen
wir, dass dann die Na¨herung fu¨r k ξ  1 gut ist.
Wir fassen zusammen, dass das hier eingefu¨hrte Verfahren dann erfolgreich ein-
gesetzt werden kann, wenn die beiden Ungleichungen
1 k ξ,
∣∣∣∣δnn1
∣∣∣∣ κ2 ξ2 (4.35)
erfu¨llt werden. Dies ist typischerweise dann der Fall, wenn wir uns im Regime
schwacher Nichtlinearita¨ten bewegen, oder die ru¨ckreflektierte Materiewellenkom-
ponente im Vergleich zur einfallenden Komponente sehr klein ist. Die Transmis-
sions- und Reflexionsformeln (4.31) ko¨nnen fu¨r eine mittels der Hamiltonschen
Bewegungsgleichungen (3.70) numerisch errechneten Streumode leicht ausgewer-
tet werden: Da die Anfangsbedingungen in der Downstreamregion fu¨r die aus-
laufende ebene Welle vorgegeben werden, sind k, ξ, n1 und W (n1) bekannt. Die
klassische Energie Eu kann mittels (4.18) leicht numerisch ausgewertet werden,
um damit den Parameter δn1 und somit schlussendlich T und R zu bestimmen.
4.2.4 Adiabatische Transmission
Das in Kapitel 4.2.3 besprochene Verfahren kann lediglich approximative Werte
fu¨r die Transmission und Reflexion eines stationa¨ren Streuzustandes liefern, da
wir im gesamten betrachteten Wellenleiter eine gleichbleibende effektive Teilchen-
wechselwirkung g angenommen haben, und somit auch bei sehr kleinen Werten
fu¨r g das Superpositionsprinzip genaugenommen ungu¨ltig bleibt. Wir entwickeln
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im Folgenden einen konzeptionell anders gearteten Ansatz. Wir untersuchen dazu
die stationa¨re Gross-Pitaevskii-Gleichung





ψ(x) + V‖(x)ψ(x) + g(x) |ψ(x)|2ψ(x), (4.36)
lassen nun aber eine explizite Ortsabha¨ngigkeit des Wechselwirkungsparameters
g = g(x) zu.
Wir betrachten (4.36) zuna¨chst fu¨r den Fall V‖(x) = 0. Fu¨r g = const wird
diese Differentialgleichung durch die ebenen Wellen
√
n1 exp(±iκx) gelo¨st (mit
κ =
√
k2 − ξ−2/2 ). Wir fordern nun, dass die A¨nderung von g(x) auf einer cha-
rakteristischen La¨ngenskala xad stattfindet, die viel gro¨ßer als die Periodenla¨nge




Wir fassen diesen Sachverhalt mittels der Ungleichung
2pi
κ
|g′(x)|  ∆g mit ∆g ≡ |g(x+ xad/2)− g(x− xad/2)|. (4.38)
In diesem sogenannten adiabatischen Grenzfall wird die Gross-Pitaevskii-Glei-












gelo¨st. Die Dichte n1(x) und der Wellenvektor κ(x) ha¨ngen parametrisch u¨ber
g(x) vom Ort x ab. Insbesondere gibt es in diesem adiabatischem Limes keine
am effektivem Potential g(x)|ψ(x)|2 ru¨ckreflektierte Materiewellenkomponente.
Im Folgenden nehmen wir an, dass g(x) folgenden Bedingungen genu¨gt:
(a) g(x) monoton steigend,




0 fu¨r x < x1
g0 fu¨r x > x2
mit x1 < x2 (4.40)
Ein geeigneten Verlauf von g(x) wird exemplarisch in Abb.4.4 gezeigt: Im Bereich
x < x1 ist g(x) nahezu null, zwischen den Orten x1 und x2 steigt g(x) adiabatisch
an, um fu¨r x > x2 den konstanten Wert g(x) = g0 anzunehmen. Experimentell


























Abbildung 4.4: Das obere Drittel der Abbildung zeigt eine Wellenleiterkonfiguration,
die einen Raumbereich mit endlicher Teilchenwechselwirkung g(x) = g0 (fu¨r x > x2)
mit einem Bereich verschwindender Wechselwirkung g(x) ≈ 0 (fu¨r x < x1) durch
einen adiabatischen U¨bergang (grau schattiert) verbindet. Wegen des Zusammenhangs
g(x) = 2as~ω(x) wird der Wellenleiter im linearen Bereich (x < x1) lateral stark auf-
geweitet; dort kann zwischen einfallendem Strom ji und reflektiertem Strom jr unter-
schieden werden. Die Potentialbarriere, an dem die Materiewelle gestreut wird, befindet
sich rechts vom adiabatischem U¨bergangsbereich. Der Graph in der Mitte zeigt den zur
Wellenleiterkonfiguration geho¨renden Verlauf von g(x). Die Kurve im unteren Drittel
zeigt die Dichte n(x) eines numerisch errechneten Streuzustandes; die Oszillationspe-
riode von n(x) im Bereich x < x1 ist kleiner als im Bereich x > x2, da κ < k gilt. Die
Insets zeigen den Verlauf des klassischen Potentials W (n) jeweils im wechselwirkenden
bzw. nicht-wechselwirkenden Bereich des Wellenleiters.
kann dieses Verhalten von g(x) zum Beispiel durch eine adiabatische Variation der
Sta¨rke des radialen harmonischen Einschlusspotentials erreicht werden, da gema¨ß
(3.71) g(x) = 2~asω(x) gilt. Solch eine adiabatische Aufweitung des harmonischen
Einschlusses ist schematisch in Abb.4.4 dargestellt, wobei ω(x) von der Form
ω(x)→
{
0 fu¨r x < x1, ⇒ g(x) = 0
ω fu¨r x > x2 ⇒ g(x) = g0
(4.41)
ist. Wir koppeln also einen uniformen Wellenleiter (x < x1), fu¨r den eine quasi-
lineare Wellendynamik gilt, mittels eines adiabatischen U¨bergangsbereichs (x1 <
x < x2) an einen Wellenleiter (x > x2) mit starkem Transversalpotential und
nichtlinearer Wellendynamik.


















xad = pi k
−1
xad = 2 pi k
−1
xad = 5 pi k
−1
Abbildung 4.5: Numerisch errechnete Dichteprofile n(x) im Wellenleiter ohne Bar-
riere. Der U¨bergang wird durch (4.42) modelliert. Die U¨bergangsla¨nge xad nimmt von
(a) bis (c) zu. Das Verschwinden der Dichteoszillationen fu¨r gro¨ßer werdende xad spie-
gelt das Erreichen des adiabatischen Regimes wieder. n1 ist die Dichte der ebenen Welle
fu¨r g = g0, n
0
1 diejenige fu¨r g = 0.
Befindet sich nun rechts vom adiabatischen U¨bergangsbereich (also x > x2) ein
Streupotential V‖(x) im Wellenleiter, so ko¨nnen wir wieder mittels Integration
der Hamiltonschen Bewegungsgleichungen (3.70) die Streumoden im Wellenleiter
berechnen; die Integration wird in der Upstream-Region so lange weitergefu¨hrt,
bis der Bereich x < x1 erreicht wird. Da dort wegen g(x) = 0 das Superpo-
sitionsprinzip fu¨r ebene Wellen gilt, kann dort die Wellenfunktion eindeutig in
einen einfallenden und reflektierten Anteil aufgeteilt werden. Die Berechnung der
Transmission T und der Reflexion R kann zum Beispiel mittels des Verfahrens
aus Kapitel 4.2.3, das fu¨r g = 0 exakte Resultate liefert, geschehen. Um fu¨r ei-
ne konkrete numerische Rechnung einen geeigneten adiabatischen U¨bergang und
einen geeigneten Wert fu¨r xad = x2−x1 zu bestimmen, fu¨hren wir die Integration
von der Down- zur Upstream-Region fu¨r V‖(x) = 0 aus. Adiabatizita¨t ist na¨mlich
dann erreicht, wenn im Bereich x < x1 keine Dichteoszillationen mehr auftreten,
und somit die Ru¨ckreflexionen am effektivem Potential g(x)|ψ(x)|2 vernachla¨ssig-
bar werden. Dies ist in Abb.4.5 dargestellt; wir modellieren hier den adiabatischen














und berechnen numerisch n(x) fu¨r verschiedene Werte von xad. Wir stellen fest,
dass bei sehr plo¨tzlichem U¨bergang von g(x) = 0 zu g(x) = g0 starke Ru¨ckrefle-
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xionen auftreten und die Dichte mit der Periodizita¨t pi k−1, wa¨hrend bei anwach-
senden Werten fu¨r xad sehr schnell das adiabatische Regime erreicht wird.
Wir formulieren die Methode des adiabatischen U¨bergangs nun mit dem aus der
Theorie Hamiltonscher Systeme bekanntem Theorem der adiabatischen Invarianz









A− 2µ A+ 2 g(x)nA. (4.43)
ha¨ngt von dem sich langsam vera¨ndernden Parameter g(x) ab. Im Bild der klas-
sischen Dynamik gesprochen bedeutet dies, dass das Potential W (n) des fiktiven
Teilchens adiabatisch von der Konfiguration, die in Abb.4.4 rechts oben skizziert
ist, in die Konfiguration, die am linken Bildrand eingezeichnet ist, u¨berfu¨hrt wird.
Wir sind im Folgenden nur an den gebundenen, periodischen Trajektorien inter-




wobei u¨ber die Periode 2pi κ−1 zu integrieren ist. A¨ndert sich der Parameter g nun
adiabatisch, das heißt, er a¨ndert sich pro Periode nur so wenig, dass (4.38) erfu¨llt
ist, so gilt fu¨r die A¨nderung von J im Intervall xad die Beziehung ∆J ∼ g′(x)∆g.
Im adiabatischen Limes gilt g′(x) → 0, somit folgt ∆J → 0 und wir sprechen
davon dass die Wirkungsvariable J adiabatisch invariant ist [96]. Insbesondere
gilt damit fu¨r den adiabatischen U¨bergang, dass die Wirkung Jg0, integriert u¨ber
eine Periode, in der Upstream-Region wo g(x) = g0 ist, identisch mit der Wir-
kung J0 im linearen Bereich (x < x1) des Wellenleiters ist. Fu¨r J0 ko¨nnen wir
einen einfachen analytischen Ausdruck finden: Im linearen Bereich ko¨nnen wir
die Wellenfunktion als





schreiben. Die Wellenfunktion (4.45) hat die Amplitude
A(x) =
√
α2 + β2 + 2αβ cos(2kx), (4.46)





α2 − β2) . (4.47)
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α2 + β2 + 2αβ cos(2kx)
. (4.48)










α2 + β2 + 2αβ cos(2kx)
dx. (4.49)
Dieses Integral la¨sst sich analytisch auswerten; nach kurzer Rechnung finden wir
J0 = 2β2 ~2kpim−1. (4.50)
Verwenden wir nun noch, dass die Reflexion durch R = β2/α2 gegeben ist, so














In (4.51) haben wir bereits von der im adiabatischen Limes gu¨ltigen Beziehung
J0 = Jg0 Gebrauch gemacht. Mit den Relationen (4.51) ist jeder nichtlinearen
Upstream-Mode eindeutig ein Transmissions- bzw. Reflexionswert zugeordnet.
Im Gegensatz zu J0 la¨sst sich fu¨r Jg0 kein elementarer analytischer Ausdruck
angeben, da zur Bestimmung von Jg0 ein Integral u¨ber Jacobi-elliptische Funk-
tionen ausgewertet werden muss, die ihrerseits nur in Form von Integralen dar-
gestellt werden ko¨nnen. Deswegen bestimmen wir bei konkreten Rechnungen den
Wert von Jg0 durch numerisches Auswerten des Integralausdruckes (4.44), da
die Gro¨ßen p(x) und A(x) im System der Hamiltonschen Bewegungsgleichungen
direkt zuga¨nglich sind.
Das hier eingefu¨hrte Verfahren ist allgemeiner als die Na¨herungsmethode aus
Abschnitt 4.2.3, da es auch im Regime starker Wechselwirkungen bzw. großer
Ru¨ckreflexionen R angewendet werden kann. Die damit eingefu¨hrte Definition
von Transmissionen stellt eine natu¨rliche Erweiterung der Transmissionsdefinition
der linearen Quantenmechanik dar. Da unsere Definition auf einem adiabatischen
U¨bergang des Wechselwirkungsparameters beruht, fu¨hren wir die Bezeichnung
adiabatische Transmission ein.
4.2.5 Nichtlineare Strom- und Transmissionscharakteri-
stiken
Im Gegensatz zur linearen Quantenmechanik ist die Transmission nun nicht mehr
unabha¨ngig von der Sta¨rke des Stromflusses, sondern weist ein nichtlineares Ver-
halten auf. Wir illustrieren dies am Beispiel eines Kondensatflusses, der an einem
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T
jt
nichtlinear (g > 0)
linear (g = 0)
j i
jt0
nichtlinear (g > 0)
linear (g = 0)
Abbildung 4.6: Links: Transmission T als Funktion des transmittierten Stromes jt.
Im linearen Fall ist T konstant, zeigt aber eine starke Abha¨ngigkeit von jt, wenn g > 0
ist. Rechts: ji − jt Charakteristiken fu¨r den linearen und einen nichtlinearen Fall.
Gaußfo¨rmigen Barrierenpotential (vgl. (4.17)) gestreut wird. Der Streuzustand,
dessen Transmission wir bestimmen wollen, ist u¨ber die Randbedingungen in der
Downstream-Region, insbesondere durch den transmittierten Strom jt festgelegt.
Daher bietet es sich an, die Transmission T - bei fest gewa¨hlten Parametern g
und µ - als Funktion von jt darzustellen. Die linke Seite der Abb.4.6 zeigt qua-
litativ typische Verla¨ufe der Kurve T (jt) fu¨r den linearen Fall (g = 0) und den
nichtlinearen Fall (g > 0) (die Transmissionswerte wurden mit dem adiabatischen
Verfahren aus Abschnitt 4.2.4 berechnet). Wie erwartet,ist fu¨r g = 0 der Wert
von T stromunabha¨ngig; T weist aber ein nichtlineares Verhalten auf, wenn g
verschieden von null ist und nimmt mit gro¨ßer werdenden Werten von jt rasch
ab. Die Rechte Seite der Abb.4.6 stellt den u¨ber die Relation ji = jt T
−1 definier-
ten einfallenden Strom ji als Funktion von jt dar. Lediglich fu¨r g = 0 ergibt sich
eine lineare ji − jt Charakteristik.
Gibt man, so wie hier, den transmittierten Strom in der Downstream-Region
als Randbedingung vor, so nennen wir diese Darstellung, der Literatur folgend
[97,98] Fixed Output Problem: zu einem vorgegebenen transmittierten Strom wird
eindeutig ein einfallender Strom ji bestimmt. Oft will man aber genau umgekehrt
vorgehen und einem wohldefinierten einfallenden Strom ji einen transmittierten
Strom zuordnen. Dieses so genannte Fixed Input Problem ist im Prinzip dadurch
lo¨sbar, indem man mittels der ji−jt Charakteristik fu¨r einen vorgegebenem Strom
ji das zugeho¨rige jt identifiziert. Wegen der Nichtlinearita¨t der ji − jt Kurve ist
aber nicht gewa¨hrleistet, dass diese Zuordnung eindeutig geschehen kann, da zu
ein und dem selben Wert ji mehrere Werte fu¨r jt geho¨ren ko¨nnen. Wir werden in
Abschnitt 5.2 solche Multistabilita¨ten diskutieren, wenn wir Transport durch ein
Doppelbarrierenpotential untersuchen.
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4.3 Zeitabha¨ngige Transportprozesse
Bisher haben wir uns darauf beschra¨nkt, die zeitunabha¨ngige Gross-Pitaevskii-
Gleichung zu betrachten und ihre stationa¨ren Lo¨sungen zu bestimmen. Wir beab-
sichtigen nun Fragestellungen zu untersuchen, die sich im Rahmen der stationa¨ren
Gross-Pitaevskii-Gleichung nicht beantworten lassen. Insbesondere soll den Fra-
gen nachgegangen werden, ob und unter welchen Umsta¨nden sich die stationa¨ren
Transportmoden populieren lassen und welche Eigenschaften ihre dynamische
Stabilita¨t aufweist. Unter dynamischer Stabilita¨t verstehen wir die Eigenschaft
des Systems, nach einer Auslenkung aus einer Gleichgewichtslage, bzw. eines Sa-
tiona¨ren Zustands, wieder zu dieser Gleichgewichtslage zuru¨ckzukehren, wenn
man die weitere zeitliche Evolution des Systems betrachtet. Ist ein System dyna-
misch instabil, so genu¨gt eine kleine, kurzzeitig wirkende Sto¨rung, dem System
eine anhaltende zeitabha¨ngige Dynamik aufzupra¨gen. Dynamische Instabilita¨t
von Bose-Einstein-Kondensaten wird im Kontext von Bose-Einstein Kondensa-
ten zum Beispiel im Zusammenhang mit periodischen Fallenstrukturen [99], oder
auch rotierenden Vortizes [100] diskutiert.
Des Weiteren haben wir bereits den Fall angesprochen, dass zu einem vorge-
gebenem ji mehrere mo¨gliche Transportmoden mit verschiedenen Werten fu¨r jt
existieren; hier stellt sich natu¨rlich die Frage, welche dieser Moden in einem rea-
listischem zeitabha¨ngigen Transportprozess populiert wird. Dies Frage wird uns
vorallem bescha¨ftigen, wenn wir den Transport durch Doppelbarrierenpotentiale
untersuchen. Deswegen wollen wir im Folgenden eine Methode entwickeln, die es
ermo¨glicht, realistische Transportprozesse - auch zeitabha¨ngig - zu simulieren.
Bei einem realistischem Transportexperiment kann in einem zu Anfangs konden-
satfreien Wellenleiter ein Streuzustand nur durch einen zeitabha¨ngigen Prozess
populiert werden. Daher ist es fu¨r dieses Szenario notwendig, explizit die Mo¨glich-
keit zeitabha¨ngiger Streuprozesse in Betracht zu ziehen. Wir entwerfen ein ein-
faches, aber realistisches Transportexperiment, das dazu geeignet ist, die oben
gestellten Fragen zu beantworten. Wir stellen uns vor, ein zum Zeitpunkt t = 0
leerer Wellenleiter sei in der Upstream Region lokal an ein Reservoir gekoppelt
(vgl. Abb.4.7). Fu¨r die Zeiten t > 0 werde eine monochromatische ebene Welle
mit wohldefiniertem Strom ji in den Wellenleiter emittiert, die im Wellenleiter
propagiert und an einem Barrierenpotential gestreut wird. Auf diese Weise wird
der Wellenleiter sukzessive mit Materiewellen, die von der lokalen Quelle in der
Upstream-Region emittiert werden, gefu¨llt. Simulieren wir die zeitliche Evoluti-
on der Kondensatswellenfunktion ψ(x, t) durch Integration der zeitabha¨ngigen
Gross-Pitaevskii Gleichung, so ko¨nnen wir zum Beispiel daru¨ber Aussagen ma-
chen, ob die Wellenfunktion im Laufe der Zeit gegen einen stationa¨ren Zustand
konvergiert, oder die Dynamik von ψ(x, t) zeitabha¨ngig bleibt.
Da in diesem Experiment der einfallende Strom ji vorgegeben sei, geho¨rt es zur





Abbildung 4.7: Ein Reservoir mit Bose-Einstein-Kondensat sei durch einen hier
nicht na¨her spezifizierten Mechanismus derart an einen Wellenleiter gekoppelt, so dass
monochromatische Wellen in den Wellenleiter injiziert werden ko¨nnen. Im Wellenleiter
kann sich zusa¨tzlich noch ein Barrierenpotential befinden, an dem die Materiewellen
gestreut werden.
Klasse der Fixed-Input Probleme, la¨sst aber im Gegensatz zu der Betrachtungs-
weise in Abschnitt 4.2.5 zusa¨tzlich Aussagen u¨ber die zeitliche Dynamik des
Transportprozesses zu.
4.3.1 Implementierung eines Quellterms
Wir zeigen nun, wie man in die Gross-Pitaevskii-Gleichung einen lokalen Quell-
term einbauen kann, der monochromatische Materiewellen in den Wellenleiter
emittiert, und somit die Ankopplung an ein Kondensatreservoir simuliert. Kon-
kret ko¨nnte so ein Ankopplungsmechanismus zum Beispiel durch einen Atom-
Laser [101, 102] realisiert werden. Dies ist eine Anordnung, die aus einem Re-
servoir von Atomen einen koha¨renten, monochromatischen Strahl von Atomen
auskoppelt, der in einen Wellenleiter injiziert werden kann.












+ V‖(x) + g|ψ(x, t)|2
]
ψ(x, t)
+S0 exp(−iµt/~) δ(x− x0) . (4.52)
Die Amplitude S0 ist hierbei eine komplexe Zahl, die die Sta¨rke der Quelle be-
stimmt. Um die Wirkung des Zusatztermes in (4.52) zu verstehen, betrachten
wir in diesem Abschnitt den Sonderfall V‖(x) ≡ 0 und zeigen, dass in diesem Fall
eine Lo¨sung von (4.52) in Form einer ebenen Welle existiert. Dazu dru¨cken wir
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dq e−i qxψ˜(q, t). (4.53)


















µ− gn− ~2q2/(2m) . (4.55)









µ− gn− ~2q2/(2m) . (4.56)
Dieses Hauptwertintegral la¨sst sich mittels des Residuenkalku¨s auswerten, und











Dies ist eine ebene Welle, die fu¨r x > x0 nach rechts und fu¨r x < x0 nach links
propagiert. Die Dichte n der Wellenfunktion la¨sst sich durch die Amplitude S0



























n ~−1 fu¨r x < x0
(4.60)
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Setzen wir das Ergebnis
|S0| = ~ |ji|√
n
(4.61)





bei vorgegebenem Stromfluss ji wieder. Darum kann die Dichte nur die beiden
Werte n = n1 und n = n2 annehmen (vgl. Abschnitt 3.3.3).
Konkret gehen wir folgendermaßen vor, wenn wir die Quelle so adjustieren wollen,
dass bei gegebenem µ und g ein gewu¨nschter Strom emittiert wird:
1) Wir bestimmen aus der Dispersionsrelation (4.62) die Werte n1 oder n2
(dies kann beispielsweise numerisch geschehen).
2) Wir setzen n = n1 oder n = n2 in (4.61), um |S0| zu berechnen.
3) Die zugeho¨rigenWellenvektoren werden u¨ber ~k =
√
2m(µ− ng) bestimmt.
Gibt man sich eine Quellsta¨rke |S0| vor, so ko¨nnen die zugeho¨rigen Teilchendich-

















erfu¨llen (dies ist a¨quivalent zum Sattelpunktkriterium (3.75)). Wir haben somit
gezeigt, dass der Quellterm in der Gross-Pitaevskii-Gleichung (4.3.1) in beide
Richtungen eine ebene Welle mit wohldefiniertem Strom ji emittiert.
4.3.2 Zeitabha¨ngige Emission von Materiewellen
Wir verallgemeinern nun unsere Betrachtungen vom vorhergehenden Abschnitt
und lassen eine zeitliche Modulationen der Amplitude des Quellterms zu; letzterer
nimmt dann die allgemeine Form
S(x, t) = S0f(t) exp(−iµt/~) δ(x− x0) (4.65)
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an, wobei f(t) eine beliebige zeitabha¨ngige reelle Funktion sei. Solche zeitabha¨ngi-
gen Prozesse sind, wie oben schon erkla¨rt, wichtig im Hinblick auf realistische,
experimentell implementierbare Transportprozesse.
Wir betrachten nun einen zum Zeitpunkt t = 0 leeren Wellenleiter, das heißt,
ψ(x, t = 0) ≡ 0, der nun sukzessive mit von der Quelle emittierten monochroma-
tischen Materiewellen gefu¨llt werden soll. Die Kopplung an das Reservoir wird
also fu¨r t > 0 aktiviert; dies ko¨nnen wir durch f(t) = 0 fu¨r t ≤ 0 und f(t) 6= 0
fu¨r t > 0 modellieren.
Wir betrachten zur Illustration eines solchen Einschaltvorgangs den einfachen
Fall, dass die Amplitude der Quelle instantan von S = 0 auf einen konstanten
Wert S = S0 hochgedreht wird und nehmen zudem an, die Teilchen bewegen sich









ψ(x, t) + S0 θ(t) exp(−iµt/~) δ(x) (4.66)
an (die Quelle ist hier bei x = 0 lokalisiert). Um diese Gleichung zu lo¨sen, be-










G(x− x′) + δ(t− t′) δ(x− x′) . (4.67)
Wir gehen u¨ber zur Fourierdarstellung










dabei ist δ eine infinitesimal kleine, positive Zahl, die die Konvergenz des Integrals
sicherstellt [103](Kausalita¨t der retardierten Greenschen Funktion). Setzen wir
(4.68) in (4.67) ein, so finden wir
G(q, ω) =
1
~ω − a˜q2 + iδ , (4.69)









~ω − a˜q2 + iδ ; (4.70)
das Integral la¨sst sich mit dem Residuenkalku¨l auswerten und ergibt
G(q, t) = −ie−ia˜q2(t−t′) θ(t− t′). (4.71)
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Die Ru¨cktransformation auf die Greensche Funktion G(x − x′, t − t′) fu¨hrt auf
das elementar zu lo¨sende Gaußsche Integral





2(t−t′) θ(t− t′)e−ik(x−x′) , (4.72)
und wir finden nach kurzer Rechnung die Greensche Funktion der Schro¨dinger-
gleichung








θ(t− t′) . (4.73)



































































Im Limes langer Zeiten gilt




, fu¨r t −→ ∞. (4.76)
(Dies la¨sst sich durch eine Grenzwertanalyse der erf-Funktion zeigen (vgl. [104])).
Damit haben wir gezeigt, fu¨r nicht-wechselwirkende Teilchen wird im Limes
t → ∞ ein monochromatischer Zustand, der einen gewu¨nschten Strom ji tra¨gt,
populiert. Abb.4.8 zeigt das Betragsquadrat der Wellenfunktion |ψ(x, t)|2 zu ei-
ner Zeit t > 0, wobei die Quelle mittig positioniert ist; links und rechts der
Quelle breitet sich symmetrisch eine Wellenfront aus, deren Dichte im Limes





Abbildung 4.8: Das Bild zeigt die Teilchendichte |ψ(x, t)|2 zu einer Zeit t > 0. Die
Quelle ist bei der vertikalen gestrichelten Linie positioniert; links und rechts von der
Quelle breitet sich symmetrisch eine Wellenfront mit starken Dichteoszillationen aus.
Im Limes t → ∞ konvergiert |ψ(x, t)|2 gegen den konstanten Wert n1 = ~2j2i /|S0|2
(markiert durch die horizontale Gerade).
t → ∞ gegen den konstanten Wert n1 = ~2j2i /|S0|2 konvergiert. Das eben dis-
kutierte abrupte Einschalten des Quellterms hat zwei Nachteile: Zum einen wird
der gewu¨nschte Zustand erst nach relativ langen Zeiten erreicht; zum anderen
la¨sst sich die oben gezeigte Rechnung nicht auf den nichtlinearen Fall (g > 0)
u¨bertragen, da das lineare Superpositionsprinzip ungu¨ltig wird und darum die
Bestimmung einer Lo¨sung mittels einer Greenschen Funktion nicht mo¨glich ist.
Wir entwickeln nun ein numerisch implementierbares Verfahren, das zum einen
schnell gegen stationa¨re Zusta¨nde - falls sie existieren und dynamisch stabil sind
- konvergiert und zudem auch im nichtlinearem Fall anwendbar ist. Anstelle eines
abrupten Einschaltens des Quellterms erho¨hen wir nun die Amplitude S(x, t) des
Quellterms adiabatisch von S = 0 bis zu einem gewu¨nschten Maximalwert S0, der
einem vorgegebenem Strom ji entspricht. Die Funktion f(t), die gema¨ß (4.65) die
Zeitabha¨ngigkeit der Quelle modelliert, soll also den Anforderungen
(a) f(t) monoton steigend,
(b) g(t) =
{
0 fu¨r t < 0






mit τ = 2pi~/µ (4.77)
genu¨ge leisten. Die Adiabatizita¨tsbedingung bedeutet, dass die zeitliche A¨nde-
rung der Quellsta¨rke S(x, t) = S0 f(t)δ(x − x0) auf Zeitskalen von statten geht,
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die viel gro¨ßer sind als die durch das chemische Potential µ vorgegebene charak-
teristische Periodizita¨t τ = 2pi~/µ.
Wir haben nun noch einen geeigneten Wert fu¨r S0 zu bestimmen. Aus Abschnitt
3.3.3 ist bekannt, dass die Dispersionsrelation der Gross-Pitaevskii-Gleichung fu¨r
stationa¨re ebene Wellen (4.62) zwei Dichtewerte n = n1, n2 zula¨sst. Aus im Fol-
genden noch zu erla¨uternden Gru¨nden wa¨hlen wir die Lo¨sung mit der kleineren














ψ(x, t) + g|ψ(x, t)|2ψ(x, t) + S(x, t) (4.79)
fu¨hren wir numerisch durch. Dazu entwickeln wir die Wellenfunktion auf einem
numerischen Gitter und ihre Zeitentwicklung wird mittels eines impliziten In-
tegrationsschemas simuliert (vgl. Abschnitt 6.2). Die nun zusa¨tzlich beno¨tigte
Implementierung des Quellterms in den von uns verwendeten Gitterbasisansatz
wird in Abschnitt 6.10 behandelt. Als Anfangsbedingung geben wir vor, dass der
Wellenleiter kondensatfrei sei, d.h. ψ(x, t = 0) ≡ 0. Konkret modellieren wir die
Kopplungssta¨rke des Reservoirs an den Wellenleiter durch
S(x, t) =
{
0, t < 0
S0 [1− exp(−t/T )] , t ≥ 0
mit T  τ . (4.80)
Die Funktion [1− exp(−t/T )] ist monoton steigend und garantiert im Limes
t→∞ eine rasche Konvergenz gegen den Grenzwert S0; um der Adiabatizita¨ts-
forderung genu¨ge zu tun, wa¨hlen wir die charakteristische Zeit T sehr viel gro¨ßer
als die Periodizita¨t τ .
Da es unser Ziel ist, numerisch die Population eines von x = −∞ bis x = +∞
ausgedehnten monochromatischen Zustandes der Form ψ(x) =
√
n1 exp(ik|x|)
zu simulieren, mu¨ssen wir dafu¨r Sorge tragen, dass artifizielle Ru¨ckreflexionen an
den Ra¨ndern des endlichen Gitters vermieden werden. Dazu entwickeln wir in
Abschnitt 6.9 spezielle absorbierende Randbedingungen, die wir an den Ra¨ndern
des Gitters implementieren.
Ein Beispiel fu¨r die Evolution der Wellenfunktion ψ(x, t) wird in Abb.4.9(a) ge-
zeigt, wobei die Amplitude der mittig positionierten Quelle gema¨ß der Funktion
(4.80) adiabatisch zunimmt. Es wird die Dichte n zu fu¨nf verschiedenen Zeitpunk-
ten gezeigt: Kurz nach dem Einschalten (t = t1) der Quelle ist das Kondensat
lokal um die Quelle zentriert, zu spa¨teren Zeiten (t = t2, t3, t4) breitet sich das

































Abbildung 4.9: Oben: Die mittig positionierte Quelle (gestrichelte Linie) emit-
tiert symmetrisch eine monochromatische Materiewelle, wobei die Amplitude gema¨ß
den Vorgaben (4.77) adiabatisch anwa¨chst. Die Abbildung zeigt die Kondensatdichte
|ψ|2 als Funktion des Ortes (in Einheiten der Wellenla¨nge 2pi/k) zu fu¨nf verschiede-
nen Zeiten (t1 < t2 . . . < t5); die Wellenfunktion konvergiert gegen eine ebene Welle
ψf =
√
n1 exp(ik|x|) mit konstanter Dichte n1. Links unten: Real- und Imagina¨rteil des
numerisch berechneten stationa¨ren Zustandes ψf zeigen, dass es sich bei ψf tatsa¨chlich
um eine ebene Welle handelt. Rechts unten: Zeitabha¨ngigkeit des von der Quelle emit-
tierten Stromes j, berechnet am Ort xs. Sobald die Wellenfront zum Zeitpunkt t = ∆t
den Ort xs erreicht, beginnt j(t) adiabatisch anzusteigen, um schließlich gegen den
finalen Wert ji zu konvergieren. (Die Zeit t ist in Einheiten 2pi~/µ gegeben).
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Kondensat symmetrisch la¨ngs der Achse des Wellenleiters aus, um schließlich ge-
gen einen stationa¨ren Zustand ψf mit konstanter Dichte n1 zu konvergieren (bei
t = t5). Tra¨gt man den Real- und Imagina¨rteil dieses stationa¨ren Zustandes sepa-
rat auf (vgl. Abb.4.9(b)), so la¨sst sich nachpru¨fen, dass es sich bei ψf tatsa¨chlich
um eine ebene Welle der Form
√
n1 [cos(k|x|) + i sin(k|x|)] handelt; konkret ge-
schieht das durch ein Anfitten von Real- und Imagina¨rteil an die entsprechenden
trigonometrischen Funktionen. Auf diese Weise ko¨nnen wir auch den zugeho¨rigen
Wellenvektor k bestimmen. Zusa¨tzlich berechnen wir auch den von der Quelle













an einem Ort xs, der sich rechts von der Position des Quellterms befinde, nume-
risch aus. Das Ergebnis einer solchen Rechnung zeigt Abb.4.9(c); wir stellen fest,
dass j(t) nahezu 0 ist, bis das emittierte Kondensat zur Zeit t = ∆t die den Ort
xs erreicht; fu¨r t > ∆t steigt j(t) an um schließlich gegen den finalen Stromwert
ji, zu konvergieren. Als Test fu¨r die Numerik, also um sicherzustellen, dass der
numerisch gefundene stationa¨re Zustand wirklich eine Eigenmode der Gross-Pi-










erfu¨llen. Da wir bei der Bestimmung der Quellsta¨rke in (4.78) die Dichte n = n1
gesetzt haben, konvergiert das Verfahren gegen eine ebene Welle mit Dichte n1.
Betrachten wir nun noch einmal die Gleichung (4.63); diese impliziert, dass fu¨r
ein vorgegebenes S0 im Prinzip zwei Dichten, na¨mlich n1 und n2, existieren, wel-
che die Gleichung erfu¨llen. Wir stellen uns deswegen nun die Frage, ob bei dem
von uns beschriebenen adiabatischen Einschaltvorgang immer ein stationa¨rer Zu-
stand mit Dichte n1 besetzt wird, oder ob auch eine Konvergenz gegen einen Zu-
stand mit Dichte n2 mo¨glich ist. Wir wollen dieser Frage nachgehen, indem wir
nicht die Dichte n, sondern die Amplitude S0 vorgeben, wobei natu¨rlich darauf
zu achten ist, dass S0 der Ungleichung (4.64) genu¨gt, um sicherzustellen, dass
der gewu¨nschte stationa¨re Zustand auch tatsa¨chlich existiert. Nehmen wir also
an, wir simulieren die Ankopplung eines anfa¨nglich leeren Wellenleiters an ein
Reservoir mit chemischen Potential µ von wechselwirkenden Teilchen mit vorge-
gebenem Wechselwirkungsparameter g. Wird nun die Quellsta¨rke S(x, t) gema¨ß
der Vorgabe (4.77) adiabatisch erho¨ht, so nimmt der von der Quelle emittierte
Strom j(t) gema¨ß der in Abb.4.10(a) langsam zu. Da die Zunahme des Stro-
mes adiabatisch erfolgt, ko¨nnen wir parallel dazu die adiabatische A¨nderung des
klassischen Potentials
























Abbildung 4.10: Links: Adiabatisches Anwachsen des von der Quelle emittierten
Teilchenstromes als Funktion der Zeit. Rechts: Adiabatische A¨nderung des klassischen
PotentialsW (n) (4.83). Wird die Quellsta¨rke adiabatisch erho¨ht, so wird von der Quelle
eine ebene Welle mit langsam vera¨nderlicher Dichte n1 emittiert. Man sieht deutlich
die Konvergenz von W (n) gegen ein klassisches Potential (blau eingezeichnet), das zu
dem finalen Strom ji geho¨rt.
verfolgen (vgl. Abschnitt 3.3.3). Die Dichte n1 des Potentialminimums W (n)
ha¨ngt bei diesem adiabatischen Vorgang parametrisch von der Zeit ab, n1 =
n1(t). Abb.4.10(b) zeigt den Verlauf von W (n, j) zu vier verschiedenen Zeiten
[t1, . . . , t4], und somit fu¨r vier verschiedene Werte des emittierten Stromes j(t).
Da kurz nach dem Einschalten der Quelle (zur Zeit t = t1) ein sehr kleiner Strom
emittiert wird, ist die Kondensatdichte in der Na¨he der Quelle viel kleiner als n2.
Daher wird mit Sicherheit ein Zustand populiert, dessen Dichte nahe bei der Dich-
te n1 ist. Wenn man nun die Quellsta¨rke S(x, t) nicht mehr erho¨hen wu¨rde und
die zeitliche Evolution mit S(x, t) = S(t1) fu¨r t > t1 fortsetzen wu¨rde, so ko¨nn-
ten wir damit exakt die ebene Welle
√
n1(t1) exp(ik|x|) populieren. Fahren wir
aber mit der adiabatischen Erho¨hung von S(x, t) und somit von j(t) fort, so ent-
wickelt sich das klassische Potential W (n, j), wie in Abb.4.10(b) dargestellt, bis
es schließlich im Grenzfall j(t)→ ji gegen die stationa¨re Konfiguration W (n, ji)




Dieses Gedankenexperiment verdeutlicht sehr anschaulich, dass die von uns ent-
wickelte Methode einer adiabatischen Erho¨hung der Quellsta¨rke S(x, t) auch im
nichtlinearen Fall (g > 0) gegen eine ebene Welle, welche die Dispersionsrelation
der Gross-Pitaevskii-Gleichung erfu¨llt, konvergiert. Zudem erkla¨rt diese Betrach-
tungsweise auch, dass damit lediglich eine stationa¨re ebene Welle mit Teilchen-
dichte n1 populiert werden kann, da der Kondensatzustand dem lokalem Mini-
mum des klassischen Potentials W (n, j) adiabatisch folgt.
4.3. Zeitabha¨ngige Transportprozesse 83
Da die in diesem Abschnitt betrachtete zeitabha¨ngige Emission von Materiewel-
len in einen anfa¨nglich leeren Wellenleiter einen realistischen Transportprozess
beschreibt, ko¨nnen wir annehmen, dass auch in einem realen Transportexperi-
ment, in dem ein Wellenleiter graduell mit Bose-Einstein-Kondensat gefu¨llt wird,
der stromtragende Zustand mit der kleineren Kondensatdichte n1 besetzt wird.
4.3.3 Streuprozesse an einem Barrierenpotential
Wir untersuchen nun die Streuung eines Bose-Einstein-Kondensats an einem Bar-
rierenpotential, das sich im Wellenleiter befindet. In Abschnitt 4.2.5 haben wir
gezeigt, dass sich fu¨r einen gegebenen einfallenden Strom ji im Prinzip alle zu-
geho¨rigen stationa¨ren Streumoden finden lassen, indem die stationa¨re Gross-Pita-
evskii-Gleichung von der Downstream- zur Upstream-Region integriert wird. Eine
systematische Variation der Integrationsanfangsbedingungen, in diesem Fall des
transmittierte Stromes jt in der Downstream-Region, erlaubt es, die gesuchten
stationa¨ren Zusta¨nde zu identifizieren. Diese Vorgehensweise hat aber keine Aus-
sagekraft u¨ber die dynamischen Stabilita¨tseigenschaften; letztere sind aber von
entscheidender Bedeutung, wenn wir Aussagen daru¨ber machen wollen, ob in
einem anfangs leeren Wellenleiter diese stationa¨ren Zusta¨nde mittels einer einfal-
lenden monochromatischen Materiewelle besetzt werden ko¨nnen. Hier zeigt sich
der große Vorteil, welcher der Integration der zeitabha¨ngigen Gross-Pitaevskii-
Gleichung mit Quellterm innewohnt: Fu¨r den Fall, dass diese Integration gegen
einen stationa¨ren Streuzustand konvergiert, wissen wir automatisch, dass dieser
Zustand dynamisch stabil ist (anderenfalls wu¨rden kleine numerische Fehler ex-
ponentiell mit der Zeit anwachsen und zu einer zeitabha¨ngigen Dynamik fu¨hren).
Wir betrachten dazu im Folgenden die in Abb.4.11(a) gezeigte Anordnung: Links
von einem Barrierenpotential befinde sich der Quellterm, von dem eine monochro-
matische Materiewelle mit Stromsta¨rke ji emittiert wird. Da die Materiewelle an
der Barriere partiell reflektiert wird, fließt eine reflektierte Stromkomponente jr
nach links und somit auch an der Position der Quelle vorbei. Um nichtlineare
Ru¨ckkopplungen der reflektierten Komponente auf den Quellterm zu vermeiden,
gehen wir bei unseren numerischen Rechnungen folgendermaßen vor: Wir greifen
dazu die grundlegende Idee aus Abschnitt 4.2.4 auf und lassen wieder eine Orts-
abha¨ngigkeit des Wechselwirkungsparameters g(x) gema¨ß den Vorgaben (4.40)
zu; g(x) sei also in der Upstreamregion (dort wo sich die Quelle befindet) null
und steige dann adiabatisch auf einen finalen Wert g(x) = g an (vgl. Abb.4.11(a)).
Damit gilt am Ort, wo sich die Quelle befindet, das lineare Superpositionsprinzip
und die ru¨ckreflektierte Materiewellenkomponente passiert den Bereich, an dem
der Wellenleiter an das Reservoir angekoppelt ist, wechselwirkungsfrei. Durch
die adiabatische Variation von g(x) erreichen wir, dass am effektiven Potential
g(x)n(x) keine Ru¨ckreflexion stattfindet und somit fu¨r den Fall V (x) ≡ 0 der
















Abbildung 4.11: Schematische Darstellung einer Anordnung zur Simulation von
Transportprozessen durch einen Wellenleiter mit Barrierenpotential. Die Quelle emit-
tiert einen wohldefinierten Strom ji, welcher partiell an der Barriere reflektiert wird.
Um artifizielle nichtlineare Ru¨ckkopplungseffekte zwischen der Quelle und der reflek-
tierten Wellenkomponente zu vermeiden, ist die Quelle in einem Gebiet mit g = 0
positioniert. Der Wechselwirkungsparameter g(x) wird vor der Barriere adiabatisch
bis zu einem gewu¨nschten Wert erho¨ht. Der Verlauf von g(x) ist im unteren Teil der
Abbildung aufgetragen.











besetzt wird. Ein geeigneter Verlauf fu¨r g(x) ist in Abb.4.11(b) gezeigt. Dieser
Zustand soll den konstanten Strom ji = ~n1(x)κ(x)/m tragen (d.h. n1(x)κ(x) =
const). Fu¨r unsere numerischen Rechnungen modellieren wir die Ortsabha¨ngigkeit












Da der Quellterm im Bereich verschwindender Wechselwirkung g positioniert sei,
ist die zur Bestimmung der Quellsta¨rke S0 (4.78) beno¨tigte Dichte einfach durch
n1 = ji
√







Abb.4.12 zeigt die Dichte von zwei stationa¨ren Zusta¨nden, die durch die Inte-
gration der zeitabha¨ngigen Gross-Pitaevskii-Gleichung mit Quellterm gefunden
wurden. In der linken Ha¨lfte der Abbildung wird evident, dass eine nichtadiaba-
tische A¨nderung von g(x) zu unerwu¨nschten Ru¨ckreflexionen fu¨hrt, wohingegen
























Abbildung 4.12: Skizziert sind zwei verschiedene U¨berga¨nge zwischen dem linearen
und nichtlinearen Bereich. Wird g(x) instantan von null auf einen Maximalwert ange-
hoben (links), so kommt es zu ungewollten Ru¨ckreflexionen an der durch das effektive
Potential gn induzierten Potentialschwelle. Bei einer adiabatischen A¨nderung von g(x)
werden diese Reflexionen vermieden. Der untere Teil der Abbildung zeigt den zeitli-
chen Verlauf des am rechten Rand des numerischen Gitters gefundenen Stromes. Nur
bei einem adiabatischen U¨bergang wird der gewu¨nschte Strom ji erreicht.
in der rechten Ha¨lfte der Fall eines adiabatischen U¨bergangs vom wechselwir-
kenden zum nicht-wechselwirkenden Bereich gezeigt wird. Die untere Ha¨lfte der
Abbildung zeigt den Strom j(t) als Funktion der Zeit, der durch den Wellenleiter
transmittiert wird. Nur im Falle eines adiabatischen U¨bergangs der Wechsel-
wirkungssta¨rke g(x) wird ein stationa¨rer Zustand besetzt, der den gewu¨nschten
Strom ji tra¨gt. (Konkret berechnen wir den Strom j(t), den ein numerisch ge-
nerierter Zustand tra¨gt, indem wir den quantenmechanischen Stromoperator zu
jedem gewu¨nschten Zeitpunkt am rechten Ende des numerischen Gitters auswer-
ten).
Haben wir durch numerische Testrechnungen einen geeignete Wert fu¨r den Para-
meter xad gefunden (typischerweise ist xad ≥ 10 λ, wobei λ die Wellenla¨nge der
ebenen Welle im linearen Bereich ist) , so dass am U¨bergang vom linearen zum
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nicht-linearen Bereich keine ungewollten Ru¨ckreflexionen auftreten, so ko¨nnen
wir nun Streumoden in einem Wellenleiter mit zusa¨tzlichem Barrierenpotential
V (x) betrachten:











+ V (x) + g|ψ(x, t)|2
]
ψ(x, t) + S(x, t) (4.87)
mit der Anfangsbedingung ψ(x, t = 0) ≡ 0 und simulieren damit einen zeitabha¨ngi-
gen Transportprozess, bei dem in einen anfa¨nglich leeren Wellenleiter Kondensat
injiziert wird. Fu¨r das Potential V(x) nehmen wir im folgenden Beispiel eine
Gaußfo¨rmige Barriere mit Breite σ an
V (x) = V0 exp
(−x2/σ2) . (4.88)
Abb.4.13 zeigt in einer Sequenz von vier Teilbildern die zeitliche Evolution der
Wellenfunktion ψ(x, t) die am Barrierenpotential (4.88) gestreut wird. Kurz nach
dem Einschalten (vgl. Teilbild (a)) ist die Dichte des Kondensats noch sehr klein
im Vergleich zur Dichte n1; die Dichteoszillationen zwischen Quelle und Barriere
zeigen, dass das Kondensat an der Barriere partiell reflektiert wird. Auf den Teil-
bildern (b) und (c) ist das Konvergieren der Wellenfunktion gegen den finalen
stationa¨ren Zustand ψf (x), der in Teilbild (d) gezeigt ist, zu sehen. Indem wir
den Zustand ψf (x) in die stationa¨re Gross-Pitaevskii-Gleichung einsetzen und
feststellen, dass ψf (x) diese Differentialgleichung lo¨st, ist explizit nachgepru¨ft,
dass das Integrationsverfahren gegen eine Lo¨sung der stationa¨re Gross-Pitaevs-
kii-Gleichung konvergiert. Die Dichte dieses Stationa¨ren Zustandes in Teilbild
(d) ist in der Downstream-Region rechts der Barriere konstant, da dort die Wel-
lenfunktion von der Form
√
nd exp(ikx) ist. Dabei ist nd die Dichte der nach
rechts auslaufenden ebenen Welle. Natu¨rlicherweise gilt nd < n1, da aufgrund
der Ru¨ckreflexion an der Barriere nun weniger Kondensat in die Downstream-
Region gelangt, als in einem uniformen Wellenleiter ohne Streupotential (n1 ist
ja bekanntlich die Dichte der U¨berschalllo¨sung im uniformen Wellenleiter). Zwi-
schen Barriere und Quellterm finden wir starke Dichteoszillationen, die auf die
partielle Ru¨ckreflexion des Kondensats zuru¨ckzufu¨hren sind. Da die Wechselwir-
kungssta¨rke g(x) zwischen Quellterm und Potential adiabatisch von null zu einem
Maximalwert g(x) = g = const variiert wird, nimmt die Ho¨he der Maxima dieser
Dichteoszillationen von links nach rechts adiabatisch zu. Links von der Quelle
kommt es zur U¨berlagerung der von der Barriere reflektierten und der von der
Quelle nach links emittierten Materiewelle.
Dass die Dichte in diesem Bereich konstant ist, ko¨nnen wir leicht einsehen, indem
wir die Wellenfunktion in diesem Bereich betrachten. Da dort g(x) = 0 ist, hat
die Wellenfunktion die Form
ψ(x) = Ae−ikx +B e−ikx+iθ . (4.89)



















Abbildung 4.13: Streuung eines von der Quelle emittierten Bose-Einstein-
Kondensates an einer Barriere. Gezeigt sind vier Momentaufnahmen der Zeitentwick-
lung der Kondensatdichte n(x, t). Man sieht deutlich die Konvergenz von n(x, t) gegen
einen stationa¨ren Streuzustand, der in Teilabbildung (d) gezeigt ist.
Hierbei ist θ eine Phasenverschiebung der reflektierten Materiewelle. Wir berech-
nen die Dichte |ψ(x)|2 dieser Wellenfunktion und finden
|ψ(x)|2 = A2 +B2 + 2AB cos φ = const . (4.90)
Dies ist eine Konstante, deren Wert von der Streuphase θ abha¨ngt. Der nach links
propagierende Strom jlinks kann mittels des quantenmechanischen Stromopera-
tors berechnet werden; man findet nach kurzer Rechnung
jlinks = − ~k
2m
(
A2 +B2 + 2AB cos θ
)
, mit k =
√
2mµ/~ . (4.91)
Rechts des Quellterms ist die Wellenfunktion im wechselwirkungsfreien Bereich
durch
ψ(x) = Aeikx +B e−ikx+iθ (4.92)
gegeben. Damit finden wir fu¨r den nach rechts propagierenden Gesamtstrom
jrechts
jrechts = − ~k
2m
(
A2 − B2) , mit k =√2mµ/~ . (4.93)
Dieser Strom ist gleich dem transmittierten Strom jt in der Downstream-Region.










Abbildung 4.14: Numerisch errechneter Strom jt eines stationa¨ren Streuzustandes
als Funktion des Ortes x entlang des Wellenleiters. Wie erwartet, ist der Strom rechts
der Quelle u¨berall konstant; jt ist kleiner als der von der Quelle emittierte Strom ji,
da die Barriere das Kondensat partiell reflektiert (die Quelle ist bei der gestrichelten
Vertikalen positioniert).
Im Allgemeinen berechnen wir die relevanten Stro¨me durch numerisches Auswer-













Damit ko¨nnen wir den Strom der Wellenfunktion ψ(x, t) zu jeder beliebigen Zeit
an jedem gewu¨nschten Ort errechnen. Wir interessieren uns fu¨r den Strom, der
stationa¨re Wellenfunktion, deren Dichte in Abb.4.14(d) gezeigt ist. Wie erwartet
finden wir, dass j(x) rechts von der Quelle einen fu¨r alle Orte x konstanten Wert
j(x) = jt annimmt. Nur in dem Bereich wo g(x) = 0 gilt, ko¨nnen wir jt gema¨ß
ji = jt + jr in eine einfallende und reflektierte Stromkomponente aufteilen.
Wir haben nun einen numerischen Algorithmus zur Hand, der die Injektion einer
monochromatischen Materiewelle in einen anfa¨nglich leeren Wellenleiter simuliert
und mittels Integration der zeitabha¨ngigen Gross-Pitaevskii-Gleichung die Zeit-
entwicklung der Kondensatwellenfunktion beschreibt. Somit wird ein zeitabha¨ngi-
ger Transportprozess auf dem Niveau der Mean-Field Theorie fu¨r wechselwirken-
de Bose-Einstein Kondensate simuliert. Die hier entwickelte Methode zur Simu-
lation von Transportprozessen macht es auch mo¨glich, zu untersuchen, ob von
der Kondensatwellenfunktion - wie im obigen Beispiel - ein stationa¨rer Streuzu-
stand besetzt wird, oder ob der Transportprozess fu¨r alle Zeiten t > 0 von einer
zeitlichen Dynamik dominiert wird.
4.3.4 Berechnung von Transmissionen
In den vorhergehenden Abschnitten haben wir ein Verfahren eingefu¨hrt, das es
erlaubt zeitabha¨ngige Transportprozesse in Wellenleitergeometrien zu simulieren
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und die Fragestellung, ob ein stationa¨rer Streuzustand populiert wird, zu untersu-
chen. Wir zeigen nun, dass diese Methode einen direkten Zugang zur Berechnung
von Transmissions- und Reflexionskoeffizienten insbesondere auch fu¨r den nicht-
linearen Fall g > 0 ermo¨glicht.
Betrachten wir zuna¨chst den Fall, in dem der zeitabha¨ngige Transportprozess in
einem Wellenleiter mit Barrierenpotential V (x) gegen einen stationa¨ren Streu-
zustand ψf (x) konvergiert. Wenn wir fu¨r dieses Szenario den zeitlichen Verlauf
des durch den Wellenleiter fließenden Stroms j(t) betrachten, so konvergiert die-
ser gegen einen stationa¨ren Wert jt; das ist der wohldefinierte Strom, der in die
Downstream-Region transmittiert wird, wenn der stationa¨re Streuzustand ψf (x)
populiert ist. Ebenfalls wohldefiniert ist der von der Quelle emittierte Teilchen-
strom ji, der in Abwesenheit des Barrierenpotentials V (x) durch den Wellenleiter






Strom durch Wellenleiter mit Barriere
Strom durch Wellenleiter ohne Barriere
. (4.95)
Fu¨r g = 0 ist diese Definition a¨quivalent zur u¨blichen Definition der Transmission
in der linearen Quantenmechanik, unser Ansatz stellt aber zugleich eine natu¨rli-
che Erweiterung zur Berechnung von Transmissionswerten im nichtlinearen Fall
dar. Die Definition (4.95) ist fu¨r zeitunabha¨ngige Streuzusta¨nde a¨quivalent zur
in Abschnitt 4.2.4 u¨ber einen adiabatischen U¨bergang des Wechselwirkungspara-
meters g eingefu¨hrten Transmissionsdefinition.
Eine weitere konzeptionelle Schwierigkeit besteht darin, dass im nichtlinearen Re-
gime die Wellenfunktion ψ(x, t) aufgrund von dynamischen Instabilita¨ten nicht
immer gegen einen stationa¨ren Streuzustand konvergiert, sondern unter Umsta¨nden
zeitabha¨ngig bleibt; solch eine zeitabha¨ngige Dynamik ist zum Beispiel bei Trans-
portprozessen durch Unordnungspotentiale von Relevanz (vgl. Abschnitt 5.3). In
diesem Falle ko¨nnen wir natu¨rlich keinen stationa¨ren transmittierten Strom an-
geben, stattdessen berechnen wir mittels des quantenmechanischen Stromope-
rators den orts- und zeitabha¨ngigen Strom j(x, t) der Wellenfunktion ψ(x, t).
Wir ko¨nnen nun einen Ort xs in der Downstream-Region wa¨hlen, an dem wir
den Strom j(xs, t) messen. Misst man den Strom zum Beispiel an zwei verschie-
denen Orten xs und x
′
s in der Downstream-Region, so erha¨lt man zwei gleich
aussehende zeitliche Stromverla¨ufe j(xs, t) bzw j(x
′
s, t), die um das Zeitintervall
∆τ = (xs − x′s)/v verschoben sind; v ist die Geschwindigkeit des Kondensats.





(ji ist der zeitunabha¨ngige, von der Quelle emittierte Strom). Abb.4.15 illu-









Abbildung 4.15: Gezeigt ist die Transmission T (t) als Funktion der Zeit. Konver-
giert ψ(x, t) gegen einen stationa¨ren Zustand ψf (x), so konvergiert T (t) nach dem
Einschaltvorgang gegen einen stationa¨ren Wert, den wir als Transmission des stati-
ona¨ren Streuzustandes bezeichen (schwarze Kurve). Bleibt ψ(x, t) zeitabha¨ngig, so gilt
die auch fu¨r die Tranmission (graue Kurve). In letzterem Fall charakterisieren wie die
Transmissionseigenschaften des Wellenleiters durch den zeitlichen Mittelwert T der
Transmission (gestrichelte Linie).
striert die beiden mo¨glichen Szenarien. Wir tragen dazu T (t) in Abha¨ngigkeit
von der Zeit auf; den dafu¨r beno¨tigten transmittierten Strom berechnen wir mit-
tels des Stromoperators (4.94). Gezeigt sind zwei typische Verla¨ufe fu¨r T (t): Beide
Kurven beginnen zur Zeit t = 0 wegen der Anfangsbedingung ψ(x, t = 0) ≡ 0
am Ursprung, also bei T (t = 0) = 0. Die Werte fu¨r die Transmission beginnen
schnell anzusteigen, sobald das Kondensat die Downstream-Region erreicht hat.
Die schwarze Kurve zeigt den Fall, dass ψ(x, t) gegen einen stationa¨ren Zustand
ψf (x) konvergiert. Da dann der transmittierte Strom jt stationa¨r wird, ist der
Transmissionswert konstant. Die graue Kurve zeigt ein Beispiel fu¨r den Fall, dass
ψ(x, t) fu¨r alle Zeiten t zeitabha¨ngig bleibt; damit bleibt natu¨rlich auch die Trans-
mission zu allen Zeiten t einer zeitlichen Dynamik unterworfen. Um nun dennoch
auch in diesem Fall eine geeignete Gro¨ße zur Charakterisierung der Transportei-
genschaften eines Wellenleiters und des Barrierenpotentials angeben zu ko¨nnen,







T (t′)dt′ , (t > 0) . (4.97)
Der Mittelwert T , der genau den u¨ber die Zeit integrierten Fluss repra¨sentiert,
ist geeignet, Transporteigenschaften zu charakterisieren, da er auch experimen-
tell zuga¨nglich ist: Die Anzahl der Atome NA, die wa¨hrend eines wohldefinierten
Zeitintervalls τ von der Upstream-Region aus die Downstream-Region erreichen,
ist durch NA = τ T ji gegeben. Diese Anzahl der Atome kann nun aber experi-
mentell, zum Beispiel durch Absorptionsspektroskopie, gemessen werden; somit
kann bei bekanntem einfallende Strom ji der Wert T bestimmt werden.
Idealerweise sollte der zeitliche Mittelwert T fu¨r undendlich lange Zeitinterval-
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le berechnet werden; dies kann numerisch natu¨rlich nicht durchgefu¨hrt werden.
Wir u¨berpru¨fen aber in unseren numerischen Rechnungen, dass der Mittelwert
unvera¨ndert bleibt, wenn wir das Zeitintervall τ durch 2τ und 3τ ersetzen. Damit
ist sichergestellt, dass das Mittelungsfenster τ ausreichend groß gewa¨hlt wird.
4.3.5 Transport in dreidimensionalen Wellenleitergeome-
trien
Bisher haben wir in diesem Kapitel nur quasi-eindimensionale Wellenleitersyste-
me behandelt. In diesem Abschnitt erla¨utern wir, wie die bisher entwickelte nu-
merische Methode zur Simulation von Transportprozessen auf ho¨herdimensionale
Wellenleiter erweitert werden kann. Exemplarisch wollen wir hier unsere U¨ber-
legungen an einem zweidimensionalen Wellenleiter (in kartesischen Koordinaten
x, y) ausfu¨hren; (der ebenfalls wichtige Fall eines dreidimensionalen zylindersym-
metrischen Wellenleiters wird in Anhang 8.1 behandelt). Wir betrachten also nun























wobei die Bedeutung des Faktors F (y) im Folgenden noch zu kla¨ren sein wird.
Die Longitudinalachse wird wie bisher wieder mit x bezeichnet.
Betrachten wir zuna¨chst den Fall eines uniformen Wellenleiters, d.h. das externe
Potential ist unabha¨ngig von x; wir ko¨nnen darum schreiben, V (x, y) ≡ V (y).
Eine spezielle Lo¨sung der Gross-Pitaevskii-Gleichung (4.98) la¨sst sich in diesem
Fall durch den Separationsansatz
Ψ(x, y, t) = ψ(x)φ(y)e−iµt/
 
(4.99)
finden, wobei φ(y) als eine auf eins normierte transversale Mode des Wellenleiters










+ V (y) + U0|ψ(x)|2|φ(y)|2
]
(4.100)
(vgl. Abschnitt 3.2.1). Der Ansatz (4.99) ist dann eine exakte Lo¨sung der Wellen-
gleichung, wenn |ψ(x)|2 = const ist, also die longitudinale Dichte n (3.23) entlang

































Abbildung 4.16: Schema zur Implementierung des Quellterms in einem zweidimen-
sionalen Wellenleiter. Die Quelle ist in der Upstream-Region positioniert und emittiert
nach links und rechts eine ebene Welle der Form (4.105), die den Strom Ii tra¨gt. An der
Streuregion wird sie partiell reflektiert, so dass der Strom It in die Downstreram-Region
transmittiert wird. An den Ra¨ndern des numerischen Gitters verhindern absorbierende
Ra¨nder ungewollte Ru¨ckreflexionen.











φ(y) + S0δ(x− x0)F (y),
mit n = |ψ(x)|2 = const (4.102)
an. Setzen wir in (4.102) nun F (y) = φ(y) so finden wir mit den Methoden aus










2m[µ− (n)] |x− x0|/~
]
φ(y), (4.103)
deren longitudinale Dichte fu¨r alle Orte x konstant ist. Wir implementieren daher
einen zusa¨tzlich von der Transversalkoordinate y abha¨ngigen Quellterm der Form
S(x, y, t) = S0f(t)φ(y)δ(x− xs), (4.104)
in die Gross-Pitaevskii-Gleichung , um damit die Ankopplung des Wellenleiters an
ein Reservoir zu simulieren. Indem wir der Quelle das Profil der Transversalmode
φ(y) aufpra¨gen, simulieren wir eine einfallende Materiewelle von der Form
ψi(x, y, t) =
√
neikxφ(y) (4.105)
wobei n die konstante longitudinale Dichte der von der Quelle emittierten Mate-
riewelle ist. Wir illustrieren dies in Abb.4.16: Der Quellterm befindet sich in der
Upstream-Region und emittiert eine Materiewelle der Form (4.105), die an der
4.3. Zeitabha¨ngige Transportprozesse 93

















Abbildung 4.17: Oben: Dichte n = |ψ(x, y, t)|2 der Kondensatwellenfunktion kurz
nach dem Einschalten der Quelle. Unten: Dichte des finalen stationa¨ren Zustandes
(4.105). Die Quelle ist bei x = 0 positioniert.
Streuregion partiell reflektiert wird. Um an den Ra¨ndern des numerischen Git-
ters ungewollte Ru¨ckreflexionen zu vermeiden, implementieren wir dort wieder
absorbierende Randbedingungen (vgl. Abschnitt 6.9).
Um nun wieder stationa¨re Zusta¨nde in solchen Wellenleitern zu bevo¨lkern, erho¨hen
wir wieder adiabatisch, wie im Falle des quasi-eindimensionalen Wellenleiters,
die Sta¨rke des Quellterms und erhalten durch Integration der Gross-Pitaevs-
kii-Gleichung die zeitliche Evolution der Wellenfunktion ψ(x, y, t). Wir illustrie-
ren dies am Beispiel eines Wellenleiters mit harmonischem Transversalpotential
V (x) = mω2x2/2 und betrachten den Fall, dass es sich bei φ(y) um die auf eins
normierte transversale Grundmode handelt. In Abb.4.17 ist die Dichte |ψ(x, y, t)|2
kurz nach dem Einschalten der Quelle gezeigt (oberes Bild); das untere Bild zeigt
die Dichte des stationa¨ren Zustands 4.105, gegen den ψ(x, y, t) konvergiert.
Befindet sich im Wellenleiter ein zusa¨tzliches Streupotential, so ko¨nnen wir wie-
der - wenn sie existieren - stationa¨re Streuzusta¨nde populieren. Ein Exempel
fu¨r so einen Streuzustand zeigt Abb.4.18. Hier wurde zusa¨tzlich zum harmoni-
schen Transversalpotential eine Gaußfo¨rmige Potentialbarriere der Form V (x) =
V0 exp(−(x − xb)2/σ2) angenommen (hier xb = 13). Der Quellterm ist bei x = 0
positioniert.
Wir berechnen nun noch den von der Quelle emittierten Gesamtstrom Ii. Dazu
94 Kapitel 4. Transportphysik mit Bose-Einstein-Kondensaten









Abbildung 4.18: Stationa¨rer Streuzustand in einem Wellenleiter mit Gaußfo¨rmiger
Potentialbarriere bei x = 13, der Quellterm ist bei x = 0 positioniert. Die Ru¨ckrefle-
xion an der Barriere fu¨hrt zu Dichteoszillationen zwischen der Position des Quellterms
und dem Barrierenpotential. In der Downstream-Region wird die longitudinale Dichte
konstant; das entspricht einer nach rechts transmittierten ebenen Welle von der Form
∼ exp(ikx)φ(y).
berechnen wir mittels des quantenmechanischen Stromdichteoperators
~j(x, y, t) =
~
2mi
[ψ∗(x, t)∇ψ(x, y, t)− ψ(x, t)∇ψ∗(x, y, t)] (4.106)
die zur Wellenfunktion (4.103) geho¨rende Teilchenstromdichte; man findet nach
kurzer Rechnung













dyjx(x, y, t). (4.108)
Da wir die Transversalmode φ(y) als auf eins normiert angenommen haben, ist








gegeben. Mittels numerischer Auswertung des Stromoperators (4.106) und des
Integrals (4.108) ko¨nnen wir den transmittierten Strom It in der Downstream-
Region bestimmen, und damit die Transmission von Streuzusta¨nden gema¨ß den
Betrachtungen in Abschnitt 4.3.4 mit T = It/Ii bestimmen.
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Um der Vollsta¨ndigkeit Rechnung zu tragen, sei hier noch erwa¨hnt, dass es ebenso
wie im quasi-eindimensionalen Fall sinnvoll ist, die Quelle in einem Bereich mit
verschwindendem Wechselwirkungsparameter g zu positionieren, um ungewollte
Ru¨ckkopplungen zwischen der Quelle und der ru¨ckreflektierten Wellenkomponen-
te zu unterbinden. Der U¨bergang zwischen Wellenleitergebieten mit g = 0 und




In diesem Kapitel bringen wir die Methoden zur Simulation von Transportpro-
zessen und zur Berechnung von Transmissionen zur Anwendung und betrachten
den Transport von Bose-Einstein-Kondensaten durch drei verschiedene Typen
von mesoskopischen Potentialstrukturen. Alle drei Strukturen basieren auf einem
zylindersymmetrischen Materiewellenleiter und wir wollen annehmen, dass die
Wellenfunktion die Drehimpulsquantenzahl ml = 0 bezu¨glich der longitudinalen
Achse des Wellenleiters hat. Wir schließen damit eine Rotation des Kondensats
um das Zentrum des Wellenleiters aus.
Als erste einfache Anwendung betrachten wir zuna¨chst einen Wellenleiter, der
eine einzelne Barriere bzw. einen einzelnen Quantenpunktkontakt aufweist und
berechnen nichtlineare Transmissionscharakteristiken. Im zweiten Teil des Kapi-
tels wenden wir uns resonantem, nichtlinearem Transport durch ein Doppelbar-
rierenpotential zu und werden die Existenz von bistabilen Resonanzen aufzeigen;
des Weiteren untersuchen wir, ob resonante Zusta¨nde in Anwesenheit einer Nicht-
linearita¨t besetzt werden ko¨nnen. Schließlich betrachten wir im dritten Teil den
Transport durch das in Abschnitt 2.3 entwickelte magnetische Unordnungspo-
tential. Wir werden dabei die Existenz von zeitabha¨ngigen Transportprozessen
aufzeigen und in diesem Kontext der Frage nachgehen, inwieweit das wohlbe-
kannte Pha¨nomen der Anderson-Lokalisierung fu¨r wechselwirkende Atome noch
eine ada¨quate Beschreibung darstellt.
5.1 Transport durch Quantenpunktkontakte
Als erste Anwendung der in Kapitel 4 entwickelten Techniken untersuchen wir in
den folgenden beiden Abschnitten Transport durch Quantenpunktkontakte, die
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sich in einem radialsymmetrischen, harmonischen Wellenleiter befinden. Konkret
betrachten wir zwei verschiedene Realisierungen von Quantenpunktkontakten:
Zum einen la¨sst sich ein solcher Punktkontakt durch ein Gaußfo¨rmiges Barrie-
renpotential erzeugen, das durch einen blauverstimmten Laser generiert wird,
der den Wellenleiter senkrecht kreuzt. In diesem Fall sieht das gesamte Potential,





mω2r2 + V0 exp(−x2/σ2). (5.1)
Der erste Term ist das Wellenleiterpotential, der zweite das Barrierenpotential.
Der Parameter σ gibt die Breite der Potentialbarriere an, V0 ihre Ho¨he. Zum
anderen untersuchen wir auch den Transport durch einen Quantenpunktkontakt
der durch eine Variation der Transversalfrequenz ω induziert wird. Gema¨ß den










wobei wir hier in Anlehnung an eine fru¨here Arbeit von Thywissen [55] eine
Gaußfo¨rmige Modulation des transversalen Einschlusspotentials annehmen. An-
hand dieser beiden Beispiele werden wir im Folgenden exemplarisch nichtlineare
Transmissionsspektren untersuchen.
5.1.1 Transmission durch eine Gaußfo¨rmige Barriere
Wir behandeln als erstes den Transport eine Kondensats von 87Rb Atomen (Mas-
se m = 1.45× 10−25kg, s-Wellenstreula¨nge as = 5.77nm) durch eine Gaußfo¨rmi-
ge Barriere, das heißt, wir betrachten das Potential (5.1). Fu¨r unsere numeri-
schen Rechnung wa¨hlen wir Parameter, die auch experimentell relevant sein du¨rf-
ten [105]. Betrachtet werde ein Wellenleiter mit einer transversalen Fallenfrequenz
ω = 2pi×1000s−1, dies entspricht einer Oszillatorla¨nge a⊥ = 0.34µm. Das Verha¨lt-
nis von Oszillatorla¨nge und Streula¨nge ist dann a⊥/as ≈ 60; damit ist sicherge-
stellt, dass wir uns nicht im Tonks-Girardeau Regime aufhalten (vgl. Abschnitt
3.2). Durch die Transversalfrequenz ist eine Energieskala ~ω = 6.63 × 10−31J
festgelegt, dies ist genau die Nullpunktsenergie der transversalen Grundmode fu¨r
den Fall g = 0. Fu¨r die Barrierenbreite wa¨hlen wir σ = 2a⊥ ≈ 0.7µm, und die
Barrierenho¨he sei V0 = 3~ω.
Wir wollen nun die Tranmission im quasi-eindimensionalen Regime fu¨r fest vorge-
gebene einfallende Stro¨me ji berechnen, also das Fixed Input Problem lo¨sen. Der
Wechselwirkungsparameter g ist durch die Wahl der Atomsorte, die das Konden-
sat bilden, vorgegeben, aber dadurch, dass wir die Teilchendichte ero¨hen, ko¨nnen
wir in ein Regime sta¨rkerer Nichtlinearita¨ten vorstoßen. Darum betrachten wir
98 Kapitel 5. Transport durch spezielle Potentialstrukturen
verschieden starke Teilchenstro¨me ji, um die Sta¨rke der Nichtlinearita¨t gn zu mo-
dulieren. Konkret betrachten wir Stro¨me im Intervall 1×104s−1 ≤ ji ≤ 4×104s−1
(die zugeho¨rigen, typischen mittleren Teilchendichten sind von der Gro¨ßenord-
nung 106 − 107 Atome /m; damit ist sichergestellt, dass die Ungleichung 3.21
nicht verletzt wird). Zudem ist auch die Bedingung nas  1 erfu¨llt, somit ko¨nnen
wir fu¨r die Nichtlinearita¨t in der Gross-Pitaevskii-Gleichung ~ω + gn setzen; die











+ Vb(x) + ~ω + g n(x, t)
)
ψ(x, t) . (5.3)
Der Term ~ω stellt lediglich eine konstante Verschiebung der Energieskala dar.
Wir renormieren daher das chemische Potential in den folgenden Rechnungen µ→
µ−~ω. Wir untersuchen nun mit der Integrationsmethode aus den Abschnitt 4.3.2
und 4.3.3, ob bei einem zeitabha¨ngigen Transportprozess stationa¨re Zusta¨nde
besetzt werden und berechnen das zugeho¨rige Transmissionsspektrum, das heißt,
wir wollen die Transmssionswerte als Funktion des chemischen Potentials µ des
einfallenden Stromes darstellen.
Als erstes Ergebnis halten wir fest, dass bei dem von uns simulierten Prozess,
wobei ein anfa¨nglich leerer Wellenleiter graduell mit Materiewellen gefu¨llt wird,
immer ein stationa¨rer Zustand populiert wird und dieser dynamisch stabil ist. Die
dynamische Stabilita¨t pru¨fen wir numerisch, indem wir, auch nachdem der sta-
tiona¨re Zustand erreicht worden ist, die Zeitentwicklung fortfu¨hren und untersu-
chen ob sich das Dichteprofil der Wellenfunktion im Verlauf der Zeit noch a¨ndert.
Durch explizites Einsetzen des numerisch errechneten stationa¨ren Zustandes in
die zeitunabha¨ngige Gross-Pitaevskii-Gleichung u¨berpru¨fen wir, ob das numeri-
sche Resultat tatsa¨chlich eine Lo¨sung der Gross-Pitaevskii-Gleichung ist. Dieser
Einschaltvorgang und die Konvergenz gegen einen stationa¨ren Zustand ist ex-
emplarisch in Abb.5.1 gezeigt. Die numerisch errechneten Transmissionsspektren
zeigen wir in Abb.5.2. Die gestrichelte Linie zeigt das Spektrum fu¨r g = 0 (es ist
unabha¨ngig von der Wahl des einfallenden Stromes ji. Das Spektrum zeigt den
bereits aus elementaren quantenmechanischen U¨berlegungen zu erwartenden Ver-
lauf: Die Transmissionswerte konvergieren gegen Null, wenn µ wesentlich kleiner
als die Barrierenho¨he V0 = 3~ω ist und na¨hern sich dem Wert T = 1 an, wenn µ
wesentlich gro¨ßer als V0 = 3~ω wird (klassischer Grenzfall).
Nehmen wir nun Wechselwirkung zwischen den Atomen an, g = 2~ωas > 0, so
zeigt die Transmissionskurve bei gleichem Strom ji = 1× 104s−1 einen qualitativ
a¨hnlichen Verlauf, die Transmissionswerte sind aber gegenu¨ber dem wechselwir-
kungsfreien Fall kleiner. Diese Tendenz versta¨rkt sich, wenn wir die Nichtlinea-
rita¨t erho¨hen, indem wir gro¨ßere Stro¨me ji in den Wellenleiter emittieren. Wir
ko¨nnen als Ergebnis fu¨r die Transmission durch eine einzelne Barriere festhalten,
dass die Wechselwirkung zu keiner qualitativen A¨nderung des Transmissions-








Abbildung 5.1: Eine von der Quelle emittierte monochromatische Materiewelle wird
in einen anfa¨nglichen leeren Materiewellenleiter mit Gaußfo¨rmiger Barriere injiziert und
an der Barriere partiell reflektiert. Gezeigt sind vier Momentaufnahmen der Konden-
satdichte |ψ|2 zu vier verschiedenen Zeiten. Die Dichte konvergiert schließlich gegen
den stationa¨ren Streuzustand (dicke schwarze Linie), der dynamisch stabil ist.
spektrums fu¨hrt, aber die Transmission bei gro¨ßerer Nichtlinearita¨t aufgrund der
repulsiven Atom-Atom Wechselwirkung abnimmt.
Neben Gaußfo¨rmigen Barrieren wurden von uns auch andere Barrierenpotentia-
le wie zum Beispiel ein repulsives Kastenpotential untersucht; hierbei wurden
stets qualitativ die gleichen Ergebnisse wie im Falle der Gaußfo¨rmigen Barriere
gefunden. Daher erwarten wir generell, dass eine Einzelbarriere im Regelfall le-
diglich zu einer Verminderung der Transmissionswerte fu¨hrt, wenn eine repulsive
Wechselwirkung vorliegt. Wir vergleichen nun noch die Ergebnisse der quasi-
eindimensionalen Rechnung mit einer vollsta¨ndig dreidimensionalen Rechnung.
Das heißt, wir greifen nun auf die in Abschnitt 4.3.5 entwickelte Methode zuru¨ck




























Ψ(x, r, t) + S(t)δ(x− x0)e−iµt/
 
F (r). (5.4)
Fu¨r F (r) ist gema¨ß Anhang 8.1 F (r) = φ(r) zu setzen, wobei φ(r) die auf
eins normierte transversale Grundmode des Wellenleiters ist. Fu¨r den Wechsel-
wirkungsparameter U0 in der dreidimensionalen Gross-Pitaevskii-Gleichung ist
U0 = 4pi~
2as/m zu setzen. Da diese dreidimensionalen Rechnungen einen we-







ji = 1× 104s−1
ji = 2× 104s−1
ji = 3× 104s−1
Abbildung 5.2: Transmsissionsspektren fu¨r ein Gaußfo¨rmiges Barrierenpotential
(Parameter, siehe Text). Die gestrichelte Kurve zeigt T als Funktion von µ fu¨r den
Fall g = 0; dieses Transmissionsspektrum ist unabha¨ngig von der Wahl des Stromes.
Die drei anderen Kurven zeigen T fu¨r den wechselwirkenden Fall fu¨r g = 2~ωas > 0. Die
repulsive Wechselwirkung fu¨hrt zu einer Verminderung der Transmission; die qualitati-
ve Struktur der Kurven a¨ndert sich nicht. Die grauen Punkte zeigen die Transmissionen,
die man aus einer vollsta¨ndigen dreidimensionalen Rechnung erha¨lt.
sentlich ho¨heren numerischen Aufwand erfordern als die quasi-eindimensionalen
Rechnungen, berechnen wir Transmissionswerte (gekennzeichnet als graue Punkte
in der Abb.5.2) nur fu¨r einzelne diskrete Werte von µ und vergleichen die Re-
sultate mit den quasi-eindimensionalen Vorhersagen. Wie wir in Abb.5.2 sehen,
stimmen die beiden Datensa¨tze sehr gut u¨berein. Dies bedeutet, dass bei dem
von uns betrachteten Transport durch das Barrierenpotential keine Anregung in
ho¨here Transversalmoden stattfindet und die adiabatische eindimensionale Mean-
Field Beschreibung des Kondensats sehr gut die tatsa¨chliche Situation im Regime
schwacher und moderater Nichtlinearita¨ten, das wir hier betrachten (asn  1),
beschreibt. Wir bemerken noch, dass im linearem Fall (g = 0) a priori keine
Anregung in ho¨here Moden stattfinden kann, da das Fallenpotential (5.1) sepa-
rabel in x und r Richtung ist. Hat man nun zusa¨tzlich eine Nichtlinearita¨t der
Form U0|ψ(x, t)|2 zu beru¨cksichtigen, so geht die Separabilita¨t der Gross-Pitaevs-
kii-Gleichung (5.3) im Prinzip verloren; dieser Effekt manifestiert sich in unseren
Rechnungen aber nicht, da fu¨r die von uns gewa¨hlten Systemparameter der Term
U0|ψ(x, t)|2 nur ein kleines zusa¨tzliches effektives Potential darstellt.
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5.1.2 Transport durch ein nicht-separables Quantenpunkt-
kontaktpotential
Wir betrachten nun die andere oben angesprochene Realisierung fu¨r einen Quan-
tenpunktkontakt, der durch eine Variation des transversalen Einschlusspotentials
entlang der x-Achse erzeugt wird. Das Gesamtpotential ist also von der Form
(2.15), wobei wir hier ω(x) = ω0 + δω e
−x2/σ2 annehmen wollen. Das Potential
(5.2) ist offensichtlich nicht mehr in x und r Richtung separabel. Diese Tatsache
wird sich in den folgenden Rechnungen manifestieren. Auch in diesem Abschnitt
untersuchen wir nur solche Kondensatdichten, die so klein sind, dass die Nichtli-
nearita¨t von der Form g|ψ|2 ist.
Wir beginnen unsere Untersuchungen mit der Auswertung der quasi-eindimen-
sionalen Gross-Pitaevskii Gleichung. Es ist zu beachten, dass nun, wegen der
Ortsabha¨ngigkeit der Fallenfrequenz ω(x), auch der Wechselwirkungsparameter












+ ~ω(x) + g(x) |ψ|2
)
ψ . (5.5)
Der Einfachheit halber arbeiten wir in diesem Abschnitt mit rationalisierten Ein-
heiten, das heißt, wir machen in der quasi-eindimenisonalen Gross-Pitaevskii-
Gleichung die Ersetzungen t′ = tω0, x′ = x/a⊥, r′ = r/a⊥, σ′ = σ/a⊥ und
ψ′ = ψ/
√
ν; dabei ist ν die konstante mittlere Teilchendichte, die durch den
Wellenleiter fließt, wenn kein Quantenpunktkontaktpotential vorhanden und der





der ebenen Welle bestimmt. Der Strom j0 ist ein frei wa¨hlbarer Einheitsstrom, der
die Referenzdichte ν festlegt. Die Gross-Pitaevskii-Gleichung in rationalisierten
Einheiten lautet dann (zur Vereinfachung der Notation ersetzen wir die gestri-





























Der Wechselwirkungsparameter ist dann gegeben durch g˜ = 2asν.
Wir wollen nun die Transmission bei festem chemischen Potential µ als Funkti-
on des einfallenden Stromes ji (der in Einheiten von j0 gemessen wird) berech-
nen. Wir wa¨hlen fu¨r unsere Rechnung die Parameter, µ = 2~ω0, δω = 3ω0/2.
Zuna¨chst integrieren wir wieder die quasi-eindimensionale Gross-Pitaevskii-Glei-
chung in Anwesenheit eines Materiewellen emittierenden Quellterms. Die Ergeb-
nisse dieser Rechnungen fu¨r verschieden starke Wechselwirkungsparameter sind
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in Abb.5.3 dargestellt. Die beiden Teilabbildungen zeigen Transmissionen fu¨r zwei
Quantenpunktkontakte mit unterschiedlicher longitudinaler Ausdehnung (ent-
lang der x-Achse), die durch den Parameter σ bestimmt wird: Im oberen Teilbild
wurde σ =
√
5a⊥ gesetzt, das heißt, die longitudinale Ausdehnung des Kon-
takts ist wesentlich gro¨ßer als die typische laterale Ausdehnung des Wellenleiters
a⊥ =
√
~/mω0. Im zweiten Teilbild ist σ = a⊥/
√
2 gesetzt worden, somit ist die
longitudinale Ausdehnung des Kontaktes wesentlich kleiner als a⊥. Betrachten wir
zuna¨chst die Resultate, die mittels der quasi-eindimensionalen Gross-Pitaevskii-
Gleichung errechnet wurden (wir erinnern daran, dass in diesem adiabatischem
Bild davon ausgegangen wurde, dass sich das gesamte Kondensat im transversa-
len Grundzustand befindet). Wie erwartet, stellen wir fest, dass im Fall g˜ = 0 die
Transmission unabha¨ngig von ji ist. Nimmt nun g˜ zu, so nimmt die Transmission
mit steigender repulsiver Wechselwirkung und gro¨ßer werdenden Stro¨men ji ab,
denn beides erho¨ht die Nichtlinearita¨t g˜|ψ|2 des Systems.
In einem zweiten Schritt untersuchen wir den Transportprozess wieder, wie in
Abschnitt 5.1.1, mit einer dreidimensionalen Rechnung. Da das hier betrach-
tete Potential (5.2) nicht separabel ist, erwarten wir bereits im linearen Fall
Abweichungen von den Ergebnissen der eindimensionalen Rechnung. Diese Ab-
weichungen sind darauf zuru¨ckzufu¨hren, dass nun Anregungen aus der transver-
salen Grundmode in angeregte Moden mo¨glich werden. Bereits intuitiv ist zu
erwarten, dass die Diskrepanzen zwischen dem quasi-eindimensionalen Bild und
der vollsta¨ndigen dreidimensionalen Behandlung zunehmen, wenn das Verha¨lt-
nis σ/a⊥ abnimmt, was einem sehr engen Quantenpunktkontakt entspricht. In
der Tat wird dieses qualitative Bild durch die Arbeiten von Ja¨a¨skela¨inen und
Stegholm auch quantitativ besta¨tigt [106, 107].
Wir wollen nun mittels der dreidimensionalen Rechnung u¨berpru¨fen, ob solche
nicht-adiabatischen Effekte auch in dem von uns betrachteten Quantenpunktkon-



































Ψ(x, r, t) (5.8)
auswerten (U0 = 4pi~
2as/m). Die Sterne in Abb.5.3 zeigen die Ergebnisse. Wir
stellen fest, dass fu¨r σ =
√
5a⊥ die Ergebnisse sehr gut u¨bereinstimmen, und wir
uns im adiabatischen Regime befinden, wo das Verha¨ltnis σ/a⊥ genu¨gend groß ist,
so dass Anregung ho¨herer Transversalmoden unterbleiben. Hingegen sehen wir im
Fall σ = a⊥/
√
2 eine relative Diskrepanz von ca 3% zwischen der eindimensionalen
und dreidimensionalen Rechnung. Tendenziell sind die Transmissionen, die von
der dreidimensionalen Rechnungen vorhergesagt werden, gro¨ßer als die quasi-
eindimensional berechneten Werte. Dies deutet darauf hin, dass zumindest eine
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Abbildung 5.3: Gezeigt ist die Tranmission durch einen Quantenpunktkontakt mit
Potential (5.2), zum einen mit der eindimensionalen adiabatischen Gross-Pitaevskii-
Gleichung (durchgezogene Linien), zum anderen vollsta¨ndig dreidimensional berechnet
(Sterne). T ist als Funktion des einfallenden Stromes ji (in Einheiten von j0) bei fest-
gehaltenem chemischen Potential µ = 2~ω0 fu¨r verschiedene Werte g˜ aufgetragen.
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ho¨here Transversalmode angeregt ist, die einen zusa¨tzlichen offenen Kanal fu¨r
den Transport von Kondensat darstellt.
Wir wollen dies an dem hier gezeigten Beispiel in Abb.5.3, unten, noch na¨her
diskutieren. Fu¨r den linearen Fall ko¨nnen wir diese Anregung von Transversalm-
oden einfach untersuchen, und die Projektion der Gesamtwellenfunktion auf die
einzelnen Transversalmoden betrachten. Um die Wahrscheinlichkeit |cα|2 zu be-
rechnen, mit der an einem Ort x entlang des Wellenleiters die Transversalmode





rdr φα(r)Ψ(x, r) (5.9)
aus. Wenn wir dies exemplarisch fu¨r eine der dreidimensionalen Wellenfunktio-
nen Ψ(r, x) aus unserem oben betrachteten Beispiel durchfu¨hren, so haben wir
die Transversalmoden des zweidimensionalen harmonischen Oszillators zu ver-
wenden, wobei nur diejenigen Moden mit Drehimpulsquantenzahl ml = 0 von























⊥ E1 = 3~ω(x). (5.11)
E0 und E1 sind die zugeho¨rigen Eigenenergien, die parametrisch vom Ort x
abha¨ngen. Berechnet man nun |c1|2, so ergibt sich fu¨r die Abha¨ngigkeit der Wahr-
scheinlichkeit |c1|2 von x ein typischer Verlauf, wie er in Abb.5.4 abgebildet ist.
Wir stellen fest, dass lokal beim Quantenpunktkontakt die erste Transversalmode
angeregt ist (die Anregung weiterer ho¨herer Transversalmoden ist so klein, dass
sie vernachla¨ssigt werden kann).
Das Abklingen der Besetzungswahrscheinlichkeit |c1|2 in Upstream- und Down-
stream-Region ist leicht zu verstehen, wenn wir uns die energetischen Verha¨ltnisse
im Wellenleiter vor Augen halten. In genu¨gend großer Entfernung vom Punkt-









A und B sind die Amplituden der nach rechts bzw. links laufenden Wellenanteile.






Dabei ist Eα die Eigenenergie der Mode und kα der Wellenvektor. Ist nun µ > Eα
so ist kα reell, und wir haben nach links und nach rechts laufende ebene Wellen.

















Abbildung 5.4: Durchgezogene Linie: Besetzungswahrscheinlichkeit |c1|2 fu¨r die
erste Transversalmode φ1(r). Gestrichelte Linie: Radiale Einschlussfrequenz ω(x) =
ω0 + δωe
−x2/σ2 . Die Wahrscheinlichkeit |c1|2 ist nur in der direkten Umgebung des
Quantenpunktkontaktes verschieden von null; dieses Verhalten ist auf die Existenz ei-
ner evaneszenten Mode zuru¨ckzufu¨hren (vgl. Text).
Im anderen Fall µ < Eα ist kα rein imagina¨r, und die Exponentialfaktoren in
(5.12) sind von der Form exp(±kαx). Aus Normierungsgru¨nden mu¨ssen die Mo-
den mit µ < Eα fu¨r x → ±∞ gegen Null gehen; somit ko¨nnen diese Moden
nur lokal, zum Beispiel in der Umgebung eines Quantenpunktkontaktes, ange-
regt sein. Solche nur lokal besetzten, nach außen hin exponentiell abfallenden
Moden nennt man evaneszente Moden; wie eine genaue Analyse im Rahmen des
Landauerschen Quantentransportformalismus [54] zeigt, tragen diese evaneszen-
ten Moden zum gesamten Transport durch einen Punktkontakt bei und erho¨hen
somit die Transmission [108].
Mit dem Bild von lokal angeregten evaneszenten Moden haben wir somit ein
qualitatives Versta¨ndnis fu¨r die Diskrepanz zwischen den Resultaten der adiaba-
tisch eindimensionalen und vollsta¨ndigen dreidimensionalen Rechnung erarbeitet.
Auch im nichtlinearem Fall sehen wir Diskrepanzen zwischen den adiabatisch bzw.
dreidimensional berrechneten Transmissionen. Hier kann man zwar die Wellen-
funktion wegen der Nichtlinearita¨t nicht mehr durch eine Basis von orthonorma-
len Transversalmoden darstellen, dennoch gilt auch hier das Bild von den lokal
besetzten evaneszenten Moden. Um dies zu zeigen, skizzieren wir in Anhang 8.2
eine Methode, die es im Regime kleiner Besetzungswahrscheinlichkeiten fu¨r die
ho¨heren Moden erlaubt, Korrekturen zu den adiabatisch errechneten Transmis-
sionen zu finden.
Generell ist am Ende dieses Abschnittes noch anzumerken, dass - wie in obi-
gen Beispiel demonstriert - unsere numerische Methode zur (dreidimensionalen)
Simulation von Transport durch nicht separable Potentialstrukturen allgemein
106 Kapitel 5. Transport durch spezielle Potentialstrukturen
ein wichtiges Werkzeug darstellt, um explizit zu u¨berpru¨fen, in welchen Regi-
men Quantentransport in einem adiabatischen, eindimensionalen Bild beschrie-
ben werden kann.
5.2 Transport durch Doppelbarrierenpotentiale
In den folgenden Abschnitten untersuchen wir den Transport von Bose-Einstein-
Kondensaten durch Doppelbarrierenpotentiale. Sie bestehen aus zwei im Abstand
L angeordneten Barrieren im Wellenleiter (vgl Abb.5.5). Diese Konfiguration
kann als ein Fabry-Perot Interferometer fu¨r Materiewellen angesehen werden, da
sie ganz analog zu optischen Interferometern, die Transmission von Materiewellen
aufgrund von Interferenzeffekten modulieren kann. In Analogie zu elektronischen
Leitergeometrien, die in der mesoskopischen Physik des Elektronentransportes
von Bedeutung sind, bezeichnen wir die Doppelbarrierenkonfiguration auch als
(bosonischen) Quantenpunkt [58]. Die Bezeichnung Quantenpunkt hat sich des-
wegen auch im Kontext von Kondensattransportprozessen eingebu¨rgert [56].
Solch ein Doppelbarrierenpotential kann zum Beispiel auf einem Atom-Chip durch
eine geeignete Geometrie mikroskopischer Dra¨hte erzeugt werden (vgl. Abschnitt
2.2.2). Eine alternative Mo¨glichkeit zur Erzeugung des Doppelbarrierenpotentials
besteht darin, zwei parallele Laser senkrecht zu einem magnetischen Wellenleiter
einzustrahlen. Damit kann ein Doppelbarrierenpotential mit Gaußfo¨rmigen Bar-
rieren erzeugt werden. Wir betrachten im Folgenden einen koha¨renten Kondensat-
fluss, der durch ein symmetrisches Doppelbarrierenpotential mit Gaußfo¨rmigen
Barrieren propagiert. Wir nehmen wieder ein enges harmonisches Transversalpo-
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Abbildung 5.5: Schematische Darstellung eines symmetrischen Doppelbarrierenpo-
tentials: Zwei gleich geartete Potentialbarrieren befinden sich in einem Wellenleiter;
dadurch wir der Kondensatfluss (einfallender Teilchenstrom ji) aus der Upstream- in
die Downstream-Region modifiziert (transmittierter Teilchenstrom jt).






Abbildung 5.6: Schematische Darstellung der Dichte n(x) des ersten und des zweiten
Resonanten Zustandes (Die beiden vertikalen Linien geben die Position der beiden Bar-
rieren an). Die gestrichelte Linie zeigt, zum Vergleich, ein gewo¨hnlichen Streuzustand
mit Ru¨ckreflexion.








Hierbei gibt L den Abstand der beiden Gaußfo¨rmigen Barrieren an, und σ ist ein
Parameter, der die Breite einer Barriere bestimmt.
Untersucht man nun die Transmissionseigenschaften dieser symmetrischen Dop-
pelbarrierenpotentiale, so ist aus der elementaren Quantenmechanik bekannt,
dass stromtragende resonante Transportmoden existieren (die so genannten Breit-
Wigner Resonanzen [48]), die Transport mit perfekter Transmission T = 1 zu-
lassen. Wir wollen im Folgenden nun im Rahmen der Mean-Field Theorie der
Frage nachgehen, ob solche resonanten Zusta¨nde auch fu¨r den Transport eines
Bose-Einstein-Kondensats mit wechselwirkenden Atomen existieren, und unter
welchen Bedingungen es mo¨glich ist, diese in einem realistischem zeitabha¨ngigem
Experiment zu populieren.
Bevor wir uns diesen Fragen zuwenden, wollen wir noch eine Definition des Be-
griffs resonanter Zustand geben. Die hier interessierenden stromtragenden reso-
nanten Zusta¨nde ko¨nnen als Streuzusta¨nde aufgefasst werden, die perfekte Trans-
mission T = 1 zulassen. Dies impliziert, dass ihre Dichteverteilung n(x) symme-
trisch bezu¨glich der Symmetrieachse des Potentials Vdb(x) ist; in der Upstream-
und Downstream-Region haben sie konstante Dichte, da jede Dichteoszillation
in der Upstream-Region von einer Ru¨ckreflexion herru¨hren wu¨rde. Abb.5.6 illu-
striert diesen Sachverhalt, indem fu¨r ein symmetrisches Doppelbarrierenpotential
die Dichte des ersten und zweiten resonanten Zustandes gezeigt werden.
5.2.1 Resonante Transportmoden
In diesem Abschnitt bescha¨ftigen wir uns zuna¨chst mit der Frage, ob resonante
Zusta¨nde (im Folgenden auch Resonanzen genannt) auch im nichtlinearen Fall
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g > 0 existieren. Da wir hier zuna¨chst lediglich nach der Existenz von stati-
ona¨ren Streuzusta¨nden fragen, aber noch nicht die Mo¨glichkeit deren Besetzung








+ Vdb(x) + g n(x)
)
ψ(x) . (5.16)
Schreiben wir wieder, wie in Abschnitt 3.3.1, die Wellenfunktion als ψ(x) =
A(x) exp[iS(x)], so ko¨nnen wir aus (5.16) wieder eine Differentialgleichung fu¨r
die Amplitude A(x) der Wellenfunktion gewinnen













A+ gA3 . (5.17)
Hierbei ist jt wieder der in die Downstream-Region transmittierte Strom, den der
stationa¨re Zustand ψ(x) tra¨gt. Wir integrieren die Differentialgleichung (5.17)
ausgehend von der Downstream-Region, wobei wieder die asymptotische Rand-
bedingung A′ = 0 und A2 = n1 fu¨r x → ∞ gelte, um der Bedingung fu¨r einen
wohldefinierten Streuzustand genu¨ge zu tun.
Wenn wir nun g festhalten (das ist sinnvoll, da wir somit eine Atomsorte mit
einer wohldefinierten interatomaren Wechselwirkung betrachten), bleiben noch
zwei Parameter, na¨mlich das chemische Potential µ und der Strom jt, die nun
systematisch variiert werden, um alle mo¨glichen stationa¨ren Streuzusta¨nde zu
bekommen, die (5.17) eru¨llen. Da wir uns speziell fu¨r resonante Streuzusta¨nde
interessieren, fu¨hren wir ein Maß ein, das die Na¨he eine Streuzustandes zu einem








dar. Die Gro¨ße Fd gibt den Impulsu¨bertrag vom propagierenden Bose-Einstein-
Kondensat auf das Streupotential Vdb(x) an, denn die Kraft auf das Barrierenpo-
tential ist der Mittelwert des Operators dVdb(x)/dx bezu¨glich der Kondensatwel-
lenfunktion. Eine exakte Rechtfertigung kann mittels des Energie-Spannungsten-
sors gegeben werden [109,110]. Ist ein Streuzustand nun weit von einer Resonanz
entfernt, so ist die Ru¨ckreflexion am Barrierenpotential groß, was zu einem end-
lichem Stro¨mungswiderstand fu¨hrt. Nahe einer Resonanz wird Fd klein, da die
Transmission sich dem Wert T = 1 na¨hert. Ist im Doppelbarrierenpotential exakt
ein Resonanzzustand besetzt so gilt, Fd = 0; dies sieht man unmittelbar anhand
der Definition (5.18), wenn man sich vor Augen ha¨lt, dass sowohl das Potential
Vdb(x), als auch die Dichteverteilung n(x) der resonanten Mode spiegelsymme-
trisch zum Urpsrung sind.
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Um den Stro¨mungswiderstand zu berechnen, betrachten wir im Folgenden den
Energie-Spannungstensor; dieser ist definiert durch (mit m = ~ = 1)















|ψ(x, t)|4 − Vdb(x) |ψ(x, t)|2 . (5.19)
Ist die Wellenfunktion stationa¨r, so la¨sst sich zeigen, dass der Zusammenhang
besteht [109]
Fd = T (+∞)− T (−∞). (5.20)















(es ist n = A2). In der Upstream und Downstream-Region ist Vdb(x) = 0, das









an. Dies ist aber gleich der in Abschnitt 3.3.2 eingefu¨hrten klassischen Energie des
fiktiven Teilchens. Somit ko¨nnen wir in der Upstream- bzw. Downstream-Region
T (x) = E schreiben. Damit und mit (5.20) ist der Stro¨mungswiderstand einfach
als die Differenz von Upstream- und Downstream Energie gegeben
Fd = Eu − Ed. (5.23)
Diese Gro¨ße ist numerisch leicht zuga¨nglich, wenn man die zu (5.17) a¨quivalenten
Hamiltonschen Bewegungsgleichungen (3.70) integriert.
Wir untersuchen nun die stationa¨ren Streuzusta¨nde, die Existenz von Resonanzen
und die Gro¨ße Fd anhand folgenden Beispiels, das alle relevanten Charakteristi-
ka von resonantem Transport aufweist. Wir verwenden natu¨rliche Einheiten und
setzen m = 1, ~ = 1 und ω = 1. Fu¨r die Barriere Wa¨hlen wir L = pi, V0 = 3 und
σ = pi/10. Die Abb.5.7 zeigt nun den Stro¨mungswiderstand Fd als Funktion des
chemischen Potentials µ und des Stromes jt fu¨r verschiedene Wechselwirkungspa-
rameter g. Die Gro¨ße Fd ist in willku¨rlichen Einheiten (der maximal auftretenden
Stro¨mungswiderstand wird auf Fmaxd = 1 normiert) als Farbintensita¨t codiert auf-
getragen. In Teilabbildung (a) ist der lineare Fall (g = 0) gezeigt. Die Positionen




























Abbildung 5.7: Stro¨mungswiderstand Fd, den ein durch ein Doppelbarrierenpoten-
tial propagierendes Kondensat erfa¨hrt, fu¨r drei verschiedene Wechselwirkunsparameter
(Teilbild (a): g = 0, Teilbild (b): g = 0.05, Teilbild (c): g = 0.1). Fd ist in willku¨rlichen
Einheiten farbcodiert aufgetragen; der Maximalwert von Fd ist auf 1 normiert. In den
hellgrau gefa¨rbten Regionen existieren keine stationa¨ren Streuzusta¨nde. Die Positionen
der 1. und 2. Resonanz sind durch weiße gestrichelte Linien markiert. Im nichtlinearen
Fall (g > 0) werden die Positionen der Resonanzen in der µ-jt Ebene vom Strom jt
abha¨ngig.
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der resonanten Zusta¨nde sind durch das Verschwinden des Stro¨mungswiderstan-
des festgelegt. Die Punkte an denen Fd exakt Null wird, sind durch die weißen
gestrichelten Linien markiert. In Abb.5.7 (a) sind die 1. und 2. Resonanz deut-
lich zu erkennen. Wie erwartet, sind die Positionen der Resonanzen unabha¨ngig
vom Strom jt, daher sind die beiden gestrichelten Linien fu¨r g = 0 Geraden.
Des Weiteren stellen wir fest, dass Fd gro¨ßer wird, wenn wir uns von den Re-
sonanzen entfernen. Auch wenn man den Strom jt erho¨ht, nimmt Fd zu, da das
propagierende Kondensat dann einen ho¨heren Impuls tra¨gt. In Abb.5.7 (b) ist
der Fall g = 0.05 gezeigt. Im Gegensatz zum linearen Fall, wo das chemische
Potential µ der Resonanz unabha¨ngig von jt ist, nimmt hier nun µ mit gro¨ßeren
Stro¨men jt zu. Wir stellen des Weiteren fest, dass nicht mehr fu¨r alle µ-jt Paare
stationa¨re Zusta¨nde mit nicht divergierender Amplitude A(x) existieren. Diese
divergierenden Gebiete sind in der Abbildung hellgrau markiert. Generell la¨sst
sich aussagen, dass Gebiete in der µ-jt Ebene, die im linearen Fall einen starken
Stro¨mungswiderstand aufweisen, nun zu verbotenen Gebieten werden. Stationa¨re
Zusta¨nde existieren bei schmalen Resonanzen (hier die 1. Resonanz) nur noch
in unmittelbarer Umgebung der Resonanz, wenn der Strom jt zunimmt. Die-
ses Szenario tritt noch deutlicher zutage, wenn wir den Fall g = 0.1 betrachten
(Abb.5.7 (c)). Die Abha¨ngigkeit der Resonanzpositionen von jt wird sta¨rker, und
die Fla¨che, fu¨r die keine stationa¨ren Zusta¨nde existieren, nimmt zu.
Als wichtiges Ergebnis halten wir aber fest, dass auch im nichtlinearem Fall re-
sonante Zusta¨nde existieren. Ob diese in einem zeitabha¨ngigen Transportprozess
auch tatsa¨chlich besetzt werden, soll im na¨chsten Abschnitt untersucht werden.
5.2.2 Transmission durch ein Doppelbarrierenpotential
Nachdem wir nun die stationa¨ren Zusta¨nde untersucht haben und feststellten,
dass auch im nichtlinearen Fall Resonanzen existieren, wenden wir uns nun der
Frage zu, inwieweit diese Resonanzen in einem zeitabha¨ngigen Prozess besetzt
werden ko¨nnen. Dazu untersuchen wir die Tranmission T durch das Doppelbar-
rierenpotential bei festem einfallenden Strom ji (Fixed Input Problem) und vari-
ieren systematisch das chemische Potential µ. Wir bewegen uns dabei im Regime
kleiner Nichtlinearita¨ten, da diese, wie sich spa¨ter herausstellen wird, von experi-
menteller Relevanz sind. Wir stellen uns dazu wieder vor, ein monochromatischer
Strahl von Bose-Einstein-Kondensat werde in einen anfa¨nglich leeren Wellenleiter
injiziert. Diesen Prozess simulieren wir wieder mit den Methoden von Abschnitt
4.3, um damit zu untersuchen, welche stationa¨ren Streuzusta¨nde besetzt werden
ko¨nnen.
Fu¨r das im Folgenden zu diskutierende Beispiel verwenden wir wieder natu¨rliche
Einheiten m = 1, ~ = 1 und ω = 1. Wir wa¨hlen L = pi, V0 = 3 und σ = pi/20.
Den einfallenden Strom setzen wir mit ji = 1 fest. Die Transmission wird gema¨ß
112 Kapitel 5. Transport durch spezielle Potentialstrukturen









Abbildung 5.8: Gezeigt werden Transmissionsspektra, die mittels des zeitabha¨ngi-
gen Integrationsansatzes berechnet wurden. Fu¨r den linearen Fall (g=0) finden wir
die erwarteten Breit-Wigner Resonanzen (gezeigt sind 1. und 2. Resonanz), wa¨hrend
im nichtlinearen Fall bei engen Resonanzen (hier bei der 1. Resonanz) die perfekte
Transmission T = 1 unterdru¨ckt wird.
4.95 bestimmt. Die Ergebnisse dieser Transmissionsrechnungen sind in Abb.5.8
gezeigt. Fu¨r den Fall g = 0 (gru¨ne Kurve) finden wir die erwarteten Breit-Wigner
Resonanzen; die erste Resonanz liegt in unserem Beispiel bei µ = 0.46, die zwei-
te bei µ = 1.84. Fu¨r g > 0 (blaue und rote Kurven) werden die Resonanzen
im Transmissionspektrum asymmetrisch, wobei fu¨r enge Resonanzen die perfekte
Transmission T = 1 unterdru¨ckt wird (in unserem Beispiel wird die erste Reso-
nanz im nichtlinearen Fall unterdru¨ckt). Des Weiteren stellen wir fest, dass im
nichtlinearen Fall, fu¨r kleine chemische Potentiale µ, keine stationa¨ren Trans-
missionszusta¨nde mehr existieren; dies sieht man daran, dass die blaue und rote
Kurve fu¨r kleine µ abbricht. In diesem Regime wu¨rde na¨mlich fu¨r eine stationa¨re
Transportmode die Wechselwirkungsenergie gro¨ßer als das chemische Potential
werden, somit kann es keinen stationa¨ren Streuzustand geben.
Wesentlich komplexer ist der Mechanismus, der zur Unterdru¨ckung der Reso-
nanzen im nichtlinearem Fall fu¨hrt: Die stufenartige Struktur in den nichtlinea-
ren Tranmissionsspektren deutet auf ein Bistabilita¨tspha¨nomen hin, wie es auch
aus der nichtlinearen Optik bekannt ist [111]. A¨hnliche Bistabiblita¨tspha¨nome-
ne, die auf die Coulombwechselwirkung zuru¨ckzufu¨hren sind, beobachtet man
auch bei elektronischem Transport durch Quantentro¨ge [112–114]. Tatsa¨chlich
ko¨nnen mittels der stationa¨ren Gross-Pitaevskii-Gleichung (5.17) weitere Zweige
im Transmissionsspektrum gefunden werden. Dazu variieren wir fu¨r ein gegebe-
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Abbildung 5.9: Oben: Bistabilita¨t im Transmissionsspektrum bei der Resonanz:
Rechts von der Stufe existiert ein Bereich bei dem drei mo¨gliche Zusta¨nde parallel
existieren. Tra¨gt man ji gegen jt auf (unten), so sieht man, dass links von der Stufe
nur ein stationa¨rer Zustand existiert, der zu einem vorgegebenem einfallenden Strom
(hier ji = 1) geho¨hrt, wa¨hrend es rechts von der Stufe drei solche stationa¨ren Zusta¨nde
gibt. Bei einem zeitabha¨ngigen Einschaltvorgang werden aber lediglich die Zusta¨nde
mit kleinstmo¨glicher Transmission besetzt; diese Zusta¨nde sind mit gru¨nen Punkten
markiert, wa¨hrend nicht-populierte Zusta¨nde durch einen roten Kreis gekennzeichnet
sind.
nes chemisches Potential µ den Strom jt systematisch von 0 bis zu dem mo¨gli-
chem Maximalwert jmaxt , der durch das Sattelpunktkriterium (3.73) bestimmt ist.
Zu jedem Wertepaar µ, jt ko¨nnen wir dann durch Integration von (5.17) den zu-
geho¨rigen, eindeutig bestimmten Streuzustand bestimmen. Da wir uns im Regime
kleiner nichtlinearer Parameter g bewegen, ko¨nnen wir zu diesen Streuzusta¨nden
die zugeho¨rige Transmission T mittels des Na¨herungsverfahrens aus Abschnitt
4.2.3 bestimmen (vgl. (4.31)). Damit kann der einfallende Strom ji approxima-
tiv bestimmt werden, es gilt ji = jt/T . Somit ko¨nnen wir ji als Funktion von
jt auftragen und auf diese Weise die Zusta¨nde finden, die zu einem bestimmten
einfallenden Strom ji (in unserem Beispiel ji = 1) geho¨ren.
Wir ko¨nnen nun speziell mit dieser Methode die Umgebung nahe einer der Stu-
fen im Transmissionsspektrum untersuchen. Im unteren Teil von Abb.5.9 zeigen
wir jt-ji Kurven fu¨r drei verschiedene µ-Werte nahe einer Stufe, die beim che-
mischen Potential µs = 0.61 liegt. Die Rote Kurve zeigt die jt-ji Charakteristik
fu¨r einen µ-Wert, der etwas kleiner als µs ist; diese Kurve nimmt genau einmal
den Wert ji = 1 an (markiert durch einen gru¨nen Punkt mit Ziffer 1). Der zu-
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geho¨rige Streuzustand wird auch bei dem zeitabha¨ngigen Propagationsprozess
besetzt. Seine Position ist ebenfalls in der Transmissionskurve (Abb.5.9, oben)
mit einem gru¨nen Punkt und der Ziffer 1 markiert. Betrachten wir nun die jt-ji
Kurve fu¨r ein chemisches Potential µ > µs (blaue Kurve), so stellen wir fest,
dass die Horizontale mit ji = 1 nun dreimal geschnitten wird. Somit gibt es drei
mo¨gliche stationa¨re Lo¨sungen, die die Gross-Pitaevskii-Gleichung (5.17) erfu¨llen.
Betrachtet man nun aber wieder das Transmissionsspektrum, so sieht man, dass
bei dem zeitabha¨ngigen Einschaltprozess nur der Zustand mit kleinstmo¨glichem
Strom populiert wird (gru¨ner Punkt mit Ziffer 3); die beiden anderen Zusta¨nde
(markiert durch rote Kreise mit Ziffern 5 und 6) werden in diesem experimentell
relevanten Transportprozess nicht besetzt. Das chemische Potential µs der Stufe
ist in diesem Bild genau dadurch festgelegt, dass die jt-ji Charakteristik einen
Schnittpunkt und einen Beru¨hrpunkt (markiert mit eine Gru¨nen Punkt und Ziffer
2) aufweist. Sobald also zwei, oder mehrere stationa¨re Lo¨sungen der stationa¨ren
Gross-Pitaevskii-Gleichung , mit vorgegebenem einfallendem Strom ji existieren,
wird durch den von uns betrachteten zeitlichen Einschaltvorgang die Mode mit
dem kleinstmo¨glichen transmittierten Strom jt besetzt.
Wir ko¨nnen nun die Suche nach stationa¨ren Lo¨sungen mit einfallendem Strom
ji = 1 systematisch auf die gesamte Umgebung der Transmissionsstufe ausdeh-
nen: Das Resultat ist durch die gestrichelte blaue Linie in Abb.5.9, oben, dar-
gestellt: Zusa¨tzlich zu dem durch die numerische Integration erhaltenen Spek-
trum existieren zwei zusa¨tzliche Lo¨sungszweige, die sich verbinden und eine na-
senfo¨rmig verbogene Resonanzspitze formen. An der Spitze dieser Struktur (in
unserem Beispiel bei µ = 0.63) finden wir den resonanten Zustand mit perfekter
Transmission T = 1.
Wir halten also fest, dass es in der Umgebung von Stufen in der Transmissions-
charakteristik zu einer Bistabilita¨tsstruktur kommt, die auf einem endlichem µ
Intervall drei mo¨gliche stationa¨re Zusta¨nde zula¨sst, aber in einem Transportex-
periment, bei dem eine monochromatische Materiewelle in einen anfangs leeren
Wellenleiter injiziert wird, werden nur die Zusta¨nde mit niedrigster Transmission
besetzt. Stellt man den mo¨glichen Resonanzzustand und den tatsa¨chlich besetzen
Zustand mit geringer Transmission gegenu¨ber (vgl. Abb. 5.10), so wird unschwer





des Kondensats zwischen den beiden Potentialbarrieren fu¨r den resonanten Zu-
stand viel gro¨ßer ist, als fu¨r den zweiten mo¨glichen Zustand. Dadurch, dass letz-
terer besetzt wird, kann das System seine Wechselwirkungsenergie minimieren.
Das Verbiegen der Resonanzspitzen und die daraus resultierende Unterdru¨ckung










Abbildung 5.10: Links: Vergro¨ßerte Darstellung der Stufe im Transmissionspek-
trum. Rechts von der Stufe gibt es drei mo¨gliche stationa¨re Streuzusta¨nde. Bei einem
zeitabha¨ngigen Transportprozess werden nur die Zusta¨nde mit minimaler Tranmissi-
on besetzt (schwarze, durchgezogene Linie). An der Spitze der Resonanzkurve existie-
ren parallel der Resonanzzustand (gestrichelte Linie im rechten Bild) und ein weiterer
Zustand mit kleiner Transmission (durchgezogene Linie im rechten Bild). Die beiden
vertikalen Linien im rechten Bild markieren die Position der Barrieren.
des resonanten Kondensatflusses ist ein Effekt, der mit der Sta¨rke der Nichtli-
nearita¨t einhergeht. Damit kann man auch verstehen, warum die Verbiegung der
Resonanzspitzen bei ho¨heren Resonanzen (also bei gro¨ßeren µ-Werten) weniger
ausgepra¨gt ist, da dort das Verha¨ltnis von Wechselwirkungsenergie und kineti-
scher Energie zugunsten der letzteren verschoben ist; dadurch sind die nichtlinea-
ren Eigenschaften weniger ausgepra¨gt, und die Verbiegung der Resonanzspitzen
ist so schwach, dass es nur noch zu einer kleinen Verschiebung der Resonanzen,
hin zu gro¨ßeren µ-Werten, kommt, aber keine Bistabilita¨t mehr auftritt. In unse-
rem Beispiel ist dies bereits bei der zweiten Resonanz der Fall. Im Allgemeinen
lassen sich die Positionen der Resonazen nicht analytisch berechnen; fu¨r den Fall
eines Doppelbarrierenpotentials, das aus zwei δ-Barrieren besteht, ist ein analyti-
scher Zugang jedoch mo¨glich. Eine Formel, die zur Abscha¨tzung der Position der
1. Resonanz fu¨r sehr enge Barrierenpotentiale dienen mag, leiten wir in Anhang
8.3 ab.
5.2.3 Eine mo¨gliche experimentelle Realisierung
In diesem Abschnitt diskutieren wir eine mo¨gliche experimentelle Realisierung
des resonanten Transports. Im Gegensatz zu den vorherigen Abschnitten, die
die grundlegenden Pha¨nomene vorgestellt haben, wollen wir nun numerische Er-
gebnisse fu¨r ein Wellenleitersystem mit realistischen Gro¨ßenskalen pra¨sentieren.
Wegen ihrer außerordentlichen experimentellen Relevanz betrachten wir 87Rb
Atome; ihre s-Wellenstreula¨nge betra¨gt as = 5.77nm. Fu¨r den zylindersym-
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Abbildung 5.11: Stro¨mungswiderstand Fd, der vom Kondensat auf das Doppel-
barrierenpotential u¨bertragen wird als Funktion von µ und jt (in Einheiten von ω)
fu¨r g = 0 (links) und g = 0.034~ωa⊥ (rechts). Hellgraue Gebiete entsprechen einem
geringen, dunkelgraue Regionen einem starken Stro¨mungswiderstand. In den weißen
Regionen existieren keine stationa¨ren Zusta¨nde. Die Positionen der 6. und 7. Resonanz
sind durch gestrichelte Linien gekennzeichnet.
metrischen harmonischen Wellenleiter nehmen wir eine Transversalfrequenz von
ω = 2pi × 103s−1 an, das entspricht einer harmonischen Oszillatorbreite a⊥ =√
~/mω = 0.34µm. Dies ergibt einen Wechselwirkungsparameter der Gro¨ße g =
0.034~ωa⊥. Fu¨r die Gaußfo¨rmige Barriere wa¨hlen wir die Parameter V0 = ~ω und
L = 10σ = 5µm ' 14.7a⊥.
Zuna¨chst betrachten wir wieder den Stro¨mungswiderstand Fd als Funktion von µ
und jt (wie im vorherigen Abschnitt), um eine erste qualitative und quantitative
Einscha¨tzung vornehmen zu ko¨nnen, fu¨r welche chemischen Potentiale Resonan-
zen zu erwarten sind. Im linken Teil der Abb.5.11 ist der Stro¨mungswiderstand
fu¨r den Fall g = 0 in der Umgebung der 6. und 7. Resonanz aufgetragen. Die
Resonanzen sind gut als Minima der Gro¨ße Fd erkennbar. In Abb.5.11 rechts,
zeigen wir das µ-jt Diagramm fu¨r g = 0.034~ωa⊥. Wir stellen wieder eine starke
Abha¨ngigkeit der Resonanzposition vom Strom jt fest; stationa¨re Zusta¨nde exi-
stieren wiederum nur in der Umgebung der Resonanzen. Man erkennt, dass der
Bereich, in dem stationa¨re Zusta¨nde existieren, mit kleiner werdendem µ immer
mehr auf die unmittelbare Umgebung der Resonanzen beschra¨nkt wird; so sind in
der Abbildung noch die beiden extrem schmalen 4. und 5. Resonanzen zu erken-
nen. Solche schmale Resonanzen sind nicht geeignet, experimentell untersucht zu
werden, da zu ihrer Detektion eine extrem gute Kontrolle u¨ber das chemische Po-
tential von no¨ten wa¨re. Wir konzentrieren uns daher im Weiteren hauptsa¨chlich
auf die 6. und 7. Resonanz, die genu¨gend große Breiten aufweisen.
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Abbildung 5.12: Transmissionsspektrum (schwarze Kurve) fu¨r g = 0.034~ωa⊥, das
man bei einem zeitabha¨ngigem Propagationsprozess erwartet, wenn man einen einfal-
lenden Teilchenstrom ji = 1.6ω annimmt. Die gestrichelte Linie zeigt zum Vergleich das
Spektrum fu¨r g = 0 mit den symmetrischen Breit- Wigner Resonanzen. Die in einem
zeitabha¨ngigen Transportprozess nicht besetzten Zweige des nichtlinearen Transmissi-
onsspektrums sind ebenfalls aufgetragen (graue Kurven).
Wir betrachten nun einen monochromatischen einfallenden kondensierten Teil-
chenstrom mit ji = 10
4 Atomen/s = 1.6ω. Wir berechnen wie im vorherigen Ka-
pitel das Transmissionsspektrum mittels Integration der zeitabha¨ngigen Gross-
Pitaevskii-Gleichung mit Quellterm. Die numerisch errechneten Transmissions-
spektra sind in Abb.5.12 aufgetragen. In der Abbildung sind die 5., 6. und 7.
Resonanz zu sehen, die im linearen Fall symmetrisch sind und mit zunehemen-
dem µ breiter werden. Fu¨r den wechselwirkenden Fall mit g = 0.034~ωa⊥ zeigt
sich, dass die 5. Resonanz noch stark unterdru¨ckt ist, aber bei der 6. Resonanz
auf experimentell relevanten Gro¨ßenskalen eine Stufe im Transmissionsspektrum
zu erwarten ist. Die 7. Resonanz zeigt bereits kein Bistabilita¨tspha¨nomen mehr.
(In der Abbildung sind der Vollsta¨ndigkeit halber ebenfalls die nicht besetzten
Zweige des Spektrums eingezeichnet).
Aus dieser Rechnung schließen wir, dass besonders die Resonanzen am U¨ber-
gangsbereich, wo erstmals bistabiles Verhalten einsetzt, besonders geeignet sein
du¨rften, die Stufenstruktur zu beobachten; die Resonanzen bei noch kleineren che-
mischen Potentialen sind so schmal, dass sie im nichtlinearen Fall fast vollsta¨ndig
unterdru¨ckt werden, so dass man dort eine nur wenig von Null verschiedene Trans-
mission erwartet.
Wir haben den resonanten Transport bisher nur im quasi-eindimensionalen Mo-
dell betrachtet, fu¨r eine eventuelle experimentelle Umsetzung ist es aber auch von
großer Wichtigkeit zu untersuchen, ob auch im realen dreidimensionalen Wellen-
leiter mit Doppelbarrierenpotential ein Transmissionsspektrum, wie in Abb.5.12
gezeigt, gefunden wird. Wir wiederholen daher die numerische Rechnung nun fu¨r
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Abbildung 5.13: Die schwarze Kurve ist das Transmissionsspektrum, das mittels
der quasi-eindimensionalen Gross-Pitaevskii-Gleichung berechnet wurde. Die Kreuze
sind Transmissionen, die mittels Integration der dreidimensionalen Gross-Pitaevskii-
Gleichung gewonnen wurden. Wir stellen eine sehr gute U¨bereinstimmung fest.




























Ψ(x, r, t) + S(t)δ(x− x0)e−iµt/
 
F (r). (5.25)
(Es wird somit nun keine adiabatische Na¨herung gemacht). Der Wechselwirkungs-
parameter U0 ist wieder durch die s-Wellenstreula¨nge gegeben, U0 = 4pi~
2as/m.
Die Integration von (5.25) wird gema¨ß den in Abschnitt 4.3.5 beschriebenen Me-
thoden durchgefu¨hrt. Die Gro¨ße F (r) ist die niedrigste Transversalmode des har-
monischen Wellenleiterpotentials. Wir vergleichen die Ergebnisse dieser vollsta¨ndi-
gen dreidimensionalen Rechnung mit den Resultaten, die wir durch Integra-
tion der quasi-eindimensionalen Gross-Pitaevskii-Gleichung erhalten haben. In
Abb.5.13 sind, neben dem bereits in Abb.5.12 gezeigten Transmissionsspektrum,
nun auch die Ergebnisse der dreidimensionalen Rechnung aufgetragen. Wir stel-
len eine sehr gute U¨bereinstimmung zwischen den beiden Rechnungen fest. Da-
mit haben wir sichergestellt, dass die am Anfang des Abschnitts gewa¨hlten Pa-
rameter das Doppelbarrierensystem im Wellenleiter so dimensionieren, dass die
adiabatische Beschreibung durch die quasi-eindimensionale Gross-Pitaevskii-Glei-
chung korrekte Resultate ergibt. Dies erlaubt es, den numerischen Aufwand gering
zu halten (letzterer ist bei der vollsta¨ndigen Integration der drei-dimensionalen
Gross-Pitaevskii-Gleichung erheblich ho¨her), wenn wir im na¨chsten Abschnitt die
tempora¨re Besetzung bistabiler Resonanzen untersuchen.
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5.2.4 Tempora¨re Besetzung eines bistabilen resonanten
Zustandes
Wir zeigen in diesem Abschnitt, dass die unterdru¨ckten Resonanzen im nichtli-
nearen Transmissionsspektrum zumindest tempora¨r besetzt werden ko¨nnen, wenn
das Doppelbarrierenpotential in geeigneter Weise zeitlich variiert wird. Die grund-
legende Idee besteht darin, einen Streuzustand, dessen chemisches Potential sich
knapp unterhalb der Stufe im Transmissionsspektrum befindet, adiabatisch ent-
lang des oberen Zweiges der Bistabilita¨tskurve in einen resonanten Zustand zu
u¨berfu¨hren. In einem naivem Ansatz ko¨nnte man das versuchen, indem man
wa¨hrend des Propagationsprozesses adiabatisch das chemische Potential erho¨ht;
dies wa¨re aber ein reines Gedankenexperiment, das sich auf experimenteller Ebe-
nen nur schwer umsetzen ließe. Daher wa¨hlen wir eine andere Vorgehensweise.
Anstelle µ zu erho¨hen, ko¨nnen wir das externe Potential global absenken, was
a¨quivalent zur Erho¨hung von µ ist. Eine solche Absenkung des Doppelbarrieren-
potentials la¨sst sich zum Beispiel durch eine Illuminierung der gesamten Streure-
gion mit einem rotverstimmten Laser erreichen. Durch eine Variation der Inten-
sita¨t dieses Laserlichtes kann man die Sta¨rke des dadurch zusa¨tzlich induzierten
Potentials V variieren (vgl. Abschnitt 2.1.2). Damit kann eine zeitabha¨ngige Mo-
dulation des Barrierenpotentials von der Form
Vdb(x)→ Vdb(x, t) ≡ Vdb(x)− V (t) (5.26)
generiert werden. Diese Modulation von Vdb ist a¨quivalent zu einer Verschiebung
des chemischen Potentials gema¨ß der Vorschrift µ → µ + V (t). Variieren wir
nun V (t) adiabatisch in der Zeit, so sollte die Kondensatwellenfunktion ψ(x, t)
zu jeder Zeit t nahe am augenblicklichen Eigenzustand des Barrierenpotentials
bleiben.
Wir untersuchen nun dieses adiabatische Kontrollschema an der 6. Resonanz des
in Abschnitt 5.2.3 diskutierten experimentell relevanten Beispiels. Die entspre-
chende Stufe im Transmissionsspektrum ist bei µ = 1.02~ω. Wir populieren
zuna¨chst einen stationa¨ren Streuzustand bei µ = 0.985~ω, links von der Stufe.
In einem zweiten Schritt verschieben wir das effektive chemische Potential von
µ = 0.985~ω auf µ + V = 1.125~ω, indem wir das Barrierenpotential wa¨hrend
der Zeitintegration der quasi-eindimensionalen Gross-Pitaevskii-Gleichung mit
Quellterm adiabatisch absenken. Die Zeitentwicklung der Wellenfunktion ψ(x, t)
wa¨hrend dieses Prozesses ist in Abb.5.14 illustriert: Wir zeigen Momentaufnah-
men der Wellenfunktion zu sechs verschiedenen Zeiten (vgl. Abb.5.14 (1) - (6));
zusa¨tzlich tragen wir die zu diesen Wellenfunktionen geho¨renden Transmissions-
werte zusammen mit dem bistabilen Transmissionspektrum auf (vgl. graue Punk-
te in Abb.5.14, oben). Die Momentaufnahme (1) zeigt die Startwellenfunktion,
bevor wir beginnen, das Potential Vdb abzusenken. Nun senken wir wa¨hrend der
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Abbildung 5.14: Die Abbildung zeigt sechs Momentaufnahmen der Wellenfunktion
ψ(x, t) wa¨hrend der zeitlichen Variation des Doppelbarrierenpotentials. Die Wellen-
funktion geht vom Anfangszustand (1) adiabatisch in einen nahezu resonanten Zu-
stand (3) u¨ber, um schließlich wieder zu zerfallen und gegen den Zustand mit kleiner
Transmission (6) zu konvergieren. Der obere Teil der Abbildung zeigt die bistabile
Transmissionskurve, die grauen Punkte (1) - (6) geben die zu den Momentaufnahmen
(1) - (6) zugeho¨rigen Transmissionswerte an.
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Abbildung 5.15: Zeitentwicklung des Transmissionskoeffizienten (oben) wa¨hrend der
adiabatischen Erho¨hung des externen Potentials V (unten), die das effektive chemische
Potential von µ = 0.985~ω zu µ = 1.125~ω verschiebt. Die Insets zeigen, dass sich die
Wellenfunktion in einen beinahe resonanten Zustand u¨bergeht (mit Tranmission nahe
eins) und schließlich auf einer Zeitskala von τ ≈ 100ω in einen Zustand mit geringer
Transmission u¨bergeht.
Zeitspanne 0 < ωt < 360 das Potential langsam ab. Die Momentaufnahme (2)
beweist, dass die Wellenfunktion tatsa¨chlich wa¨hrend der Potentialabsenkung der
Bistabilita¨tskurve folgt und die Transmission zunimmt. Schließlich erreichen wir
sogar fast den resonanten Zustand (vgl. Momentaufnahme (3)), mit nahezu per-
fekter Transmission T / 1. Wenn wir nun die zeitliche Propagation fortsetzen,
ohne dabei das Potential Vdb weiter zu vera¨ndern, so stellen wir fest, dass die
Wellenfunktion ψ(x, t) nicht stationa¨r bleibt, sondern eine intrinsische zeitliche
Dynamik aufweist; der stationa¨re Zustand beginnt zu zerfallen (vgl. Moment-
aufnahmen (4) und (5)), die Transmission nimmt ab. Wenn wir die Propagation
genu¨gend lange fortsetzen, konvergiert ψ(x, t) schließlich gegen den stationa¨ren
Zustand mit niedriger Transmission (Momentaufnahme (6)), den das Transmis-
sionsspektrum neben dem resonanten Zustand bei µ = 1.125~ω besitzt.
Es ist instruktiv, neben den Momentaufnahmen der Abb.5.14 auch den zeitlichen
Verlauf der Transmission zu betrachten: Der untere Teil von Abb.5.15 zeigt die
zeitliche A¨nderung von V (t), der obere Teil den zeitlichen Verlauf der Trans-
mission. Zuna¨chst ist T konstant, beginnt dann aber anzuwachsen, sobald V (t)
erho¨ht wird, um schließlich fast den Transmissionswert eins zu erreichen. Eine
weitere Fortfu¨hrung der Zeitentwicklung zeigt, dass die Transmissionswerte, ob-
wohl nun das Barrierenpotential nicht weiter variiert wird, stark abfallen und
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dann ein oszillierendens Verhalten um den Transmissionswert des Zustandes mit
kleiner Transmission aufweisen. Fu¨hren wir die Zeitentwicklung bis t = 1000~ω
fort, so konvergieren die Oszillationen gegen diesen kleinen Transmissionswert.
In unserer Rechnung kann der beinahe resonante Zustand auf einer Zeitskala von
τ ≈ 50ω−1 ≈ 10ms besetzt werden.
Das wichtige Ergebnis dieser Rechnung ist, dass wir tempora¨r einen fast resonan-
ten Zustand populieren ko¨nnen, dieser aber dynamisch instabil ist und deswegen
nach kurzer Zeit zu zerfallen beginnt, ψ(x, t) also eine starke zeitliche Dynamik
aufweist und schließlich gegen den Zustand mit geringer Transmission konvergiert.
Diese dynamische Instabilita¨t der Zusta¨nde, die auf den beiden oberen Zweigen
des Spektrums liegen erkla¨rt auch, warum bei einem zeitabha¨ngigen Einschaltvor-
gang, wo Kondensat in einen anfangs leeren Wellenleiter injiziert wird, immer nur
der Zustand mit minimaler Transmission besetzt wird. (Dieses eben beschriebene
Verhalten sehen wir auch bei allen anderen von uns betrachteten Doppelbarrie-
renpotentialen, wie dem Beispiel, das wir in Abschnitt 8.8 untersucht haben).
Obwohl der resonante Zustand dynamisch instabil ist, sollte die Zeitskala von
10ms ausreichend sein, diesen Zustand zum einen experimentell zu detektieren,
als auch weitere Manipulationen an diesem Zustand durchzufu¨hren: Zum Bei-
spiel erscheint es uns als eine interessante Option, das Doppelbarrierenpotential
nach außen hin zu schließen, indem man Upstream- und Downstream-Region
mit einem blauverstimmten Laser illuminiert. Auf diese Weise wu¨rde man eine
mesoskopische Falle, mit einem ungewo¨hnlich hoch angeregten Mean-Field Kon-
densatzustand (6. Resonanz, mit fu¨nf Dichteminima) erhalten.
Das in diesem Abschnitt vorgestellte Kontrollschema kann unserer Meinung nach
eine wichtige Schaltkomponente in einer zuku¨nftig zu realisierenden komplexen
Geometrie von Wellenleiter auf dem Atom Chip werden. Dies ist insbesondere von
großer Relevanz fu¨r eine mo¨gliche Implementierung von mesoskopischen Syste-
men, die Quanten-Computingmit kalten Atomen und Bose-Einstein-Kondensaten
mo¨glich machen sollen [36, 115].
5.3 Transport durch Unordnungspotentiale
Wir wenden uns nun dem Transport von Bose-Einstein-Kondensaten durch Un-
ordnungspotentiale zu. Im Gegensatz zu Arbeiten, in welchen die Expansion eines
anfa¨nglich ruhenden Kondensats in einem Wellenleiter mit Unordnungspotential
untersucht wird [30,74], wollen wir hier wieder stromtragende Zusta¨nde betrach-
ten, wie wir es bereits in den beiden vorausgehenden Abschnitten getan haben,
indem wir in der Upstream-Region einen monochromatischen einfallenden Kon-
densatstrahl mit wohldefinierten Eigenschaften annehmen. Wir untersuchen den
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+ Vu(x) + g n(x, t)
)
ψ(x, t) , (5.27)
in einem radialen harmonischem Wellenleiter, der nun zusa¨tzlich ein Unordnungs-
potential Vu(x) aufweist. Zudem nehmen wir an, dass die kinetische Energie der
Atome im Kondensat gro¨ßer als die typische Ho¨he des Unordnungspotentials ist,
das heißt, in einem rein klassischen System wu¨rde man perfekte Transmission
erwarten. Da wir uns konkret fu¨r magnetisch induzierte Unordnungspotentiale in
Materiewellenleitern interessieren, verwenden wir das in Abschnitt 2.3 entwickelte
Unordnungspotential, das die wesentlichen Eigenschaften von Unordnungspoten-
tialen im Kontext von Atom-Chip Experimenten beinhaltet.
Fru¨here theoretische Studien haben sich vorwiegend mit der Transmission nichtli-
nearer Wellen mit attraktiver Nichtlinearita¨t (g < 0) durch Unordnungsregionen
bescha¨ftigt; dabei wurden lediglich stationa¨re Lo¨sungsmoden der entsprechenden
nichtlinearen Wellengleichung untersucht, die Mo¨glichkeit zeitabha¨ngiger Dyna-
mik wurde in diesen Arbeiten explizit ausgeklammert [98]. Des Weiteren ist es
wichtig, ob man den Transport als Fixed input- oder Fixed output-Problem un-
tersuchen will (vgl. Abschnitt 4.2.5). Im zweiten, weniger realita¨tsnahen, aber
dafu¨r einfacher zu behandelnden Fall wurde fu¨r attraktive Wechselwirkungen
eine algebraische Abnahme der Transmission mit zunehmender La¨nge der Un-
ordnungsregion gefunden [116]. Eine weitere Studie von Knapp et al. [97] zeigt,
dass fu¨r kurze La¨ngen die Transmission durch die Anwesenheit einer moderaten
Nichtlinearita¨t nur schwach beeinflusst wird, wohingegen es fu¨r große La¨ngen zu
Delokalisierungseffekten kommt.
Wir untersuchen den Transport in dieser Arbeit mit festvorgegebenen Bedingun-
gen fu¨r einen einfallenden Strom in der Upstream-Region, und studieren den fu¨r
Bose-Einstein-Kondensate wichtigen Fall repulsiver Wechselwirkungen. Explizit
werden wir Zeitabha¨ngigkeit fu¨r die Transportprozesse zulassen. Insbesondere
wollen wir auch der Frage nachgehen, inwieweit das fu¨r eindimensionale unge-
ordnete Systeme wohlbekannte Szenario der Anderson-Lokalisierung [64] durch
eine repulsive interatomare Wechselwirkung beeinflusst wird. Das Pha¨nomen der
Anderson-Lokalisierung zeigt sich in wechselwirkungsfreien (g = 0), quantenme-
chanischen Systemen zum einen in einer Lokalisierung der Wellenfunktion, die
ausgehend von ihrem Lokalisierungszentrum nach außen hin exponentiell abfa¨llt.
Zum anderen manifestiert sie sich bei quantenmechanischem Transport durch
einen exponentiellen Abfall der u¨ber ein großes Ensemble von Unordnungsreali-
sierungen gemittelten Transmission
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Hierbei ist Lloc die so genannte Lokalisierungsla¨nge, die eine charakteristische
La¨ngenskala fu¨r die Abnahme der Transmission mit zunehmender La¨nge L der
Unordnungsregion darstellt.
Wir werden im Folgenden Transport in verschiedenen Regimen der Unordnungs-
sta¨rke untersuchen; dabei kommt zum einen wieder die in Abschnitt 4.3 ent-
wickelte numerische Methode zum Einsatz, zum anderen werden wir im Regime
schwacher Unordnung einen analytischen Zugang aufzeigen. Schließlich diskutie-
ren wir, inwieweit das Anderson-Lokalisierungszenario, und somit das exponenti-
elle Skalengesetz (5.28), fu¨r wechselwirkende (g > 0) Systeme noch eine ada¨quate
Beschreibung darstellt. Im Folgenden ist der Wellenleiter wieder la¨ngs der x-
Achse augerichtet. Die Unordnungsregion der La¨nge L befinde sich im Intervall
0 ≤ x ≤ L; der Bereiech x < 0 wird wieder mit Upstream-Region, der Bereich
x > L mit Downstream-Region bezeichnet.
5.3.1 Schwache Unordnungspotentiale
In diesem Abschnitt untersuchen wir das Regime schwacher Unordnungspotentia-
le und leiten analytisch Zusammenha¨nge zwischen der Dichte des Bose-Einstein-
Kondensats und dem Unordnungspotential Vu(x) her. Unter schwacher Unord-
nung verstehen wir das Regime, in dem das Kondensat wa¨hrend der Propagation
nur marginal vom Unordnungspotential beeinflusst wird. Dies impliziert, dass die
kinetische Energie pro kondensiertem Atom wesentlich gro¨ßer sein muss, als die
typische Potentialho¨he von Vu(x) (diese Potentialho¨he kann durch die Standard-
abweichung 〈V 2u (x)〉1/2 abgescha¨tzt werden; zur Berechnung der Standardabwei-
chung wird u¨ber ein Ensemble von Unordnungsrealisierungen gemittelt). Wir wer-
den spa¨ter sehen, dass ein zweites Kriterium zur Charakterisierung des Regimes
schwacher Unordnung notwendig ist, na¨mlich, dass die La¨nge L der Unordnungs-
region klein gegenu¨ber einer noch zu definierenden La¨ngenskala Ld sein muss.
Wir verwenden die hydrodynamische Darstellung der Gross-Pitaevskii-Gleichung
(vgl. Abschnitt 3.3.1), welche wie folgt lautet
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Hierbei ist v die Geschwindigkeit des Kondensats. Im Falle eines stationa¨ren
Zustandes gilt ∂tn = 0 und ∂tv = 0, woraus wir folgern, dass der Strom des
Kondensats j = nv konstant ist. Integriert man dann Gleichung (5.30), so findet
man
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Dies ist die stationa¨re Gross-Pitaevskii-Gleichung fu¨r einen stromtragenden Zu-
stand.
In der Downstream-Region erwarten wir gema¨ß Abschnitt 4.2.2 eine auslaufende
ebene Welle der Form ψ(x) =
√
n0e
ikx. Die Gleichgewichtsdichte n0 koinzidiert
wieder mit der U¨berschalllo¨sung der Dispersionsrelation (3.77) fu¨r eine ebene
Welle (es gilt also n0 ≡ n1). Definieren wir nun die Gro¨ßen ρ(x) ≡ n(x)/n0 und












− 1 + u(x)
]
= 0 . (5.32)
schreiben. Hierbei haben wir die Dispersionsrelation (3.77) verwendet und dru¨cken
j = n0~k/m mittels der Downstream Dichte n0 aus (k ist der Wellenvektor der
auslaufenden ebenen Welle). Die Gro¨ße ~2k2/(2m) = µ − gn0 ist die kinetische
Energie der auslaufenden Welle mit Gleichgewichtsdichte n0. ξ = ~/
√
2mn0g ist
die Healing Length des Kondensats mit Dichte n0.
Um sto¨rungstheoretisch eine Lo¨sung fu¨r die Differentialgleichung (5.32) zu finden,
verwenden wir den Ansatz ρ(x) = 1 + δρ(x). Wir setzen dies in (5.32) ein, und
beru¨cksichtigen nur Terme, die linear in δρ(x) sind und finden damit
∂2
∂x2







definiert ist. Die Lo¨sung von (5.33) ist unter Beru¨cksichtigung der Randbedin-




















gegeben. (Dies sieht man sofort, wenn man sich klar macht, dass (5.33) die wohl-
bekannte Bewegungsgleichung eines getriebenen harmonischen Oszillators dar-
stellt, und somit mittels der Greenschen Funktion eines klassischen harmonischen
Oszillators gelo¨st werden kann [96]). Dies impliziert, dass das Dichteprofil in der
Upstream-Region (x < 0), das wir durch Lo¨sen der Gleichung (5.33) erhalten,
von der Form n(x) = n0 [1 + δρ(x)] ist, mit
δρ(x) = δρ cos(2κx+ θ) . (5.36)
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Die Amplitude δρ und der Phasenfaktor θ sind durch das Potential Vu(x) u¨ber
die Gleichungen (5.35) bestimmt. Die modifizierte Wellenzahl κ bestimmt die
Periode der Dichteoszillationen in der Upstream-Region.
Da wir uns offensichtlich im Regime schwacher Ru¨ckreflexionen bewegen, ko¨nnen
wir zur Bestimmung der Transmissions- und Reflexionskoeffizienten die in Ab-
schnitt 4.2.3 beschriebene Na¨herungsmethode verwenden. Wir zerlegen also die
Wellenfunktion in der Upstream-Region in eine einlaufende und reflektierte Kom-
ponente und schreiben n(x) = |ψinc(x) + ψref(x)|2 mit
ψinc(x) = a exp{iκx} ,
ψref(x) = b exp{i(κx+ θ)} . (5.37)
Vergleichen wir dies mit dem Dichteprofil in Gleichung (5.36), so erhalten wir











δρ 2 +O(δρ 4) . (5.38)
Der Reflexionskoeffizient R ist dann durch
R = b2/a2 =
1
4
δρ 2 +O(δρ 4) (5.39)
gegeben (vgl. (4.31)), und der Transmissionskoeffizient lautet, wenn wir das Er-
gebnis (5.35) verwenden
T = 1− 1
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(vgl. (4.31)). In diesem Ausdruck sind δρ(0) und δρ′(0) mit dem Unordnungs-
potential u¨ber (5.35) verknu¨pft. Deswegen mu¨ssen zur Berechnung von T die
Integralausdru¨cke (5.35) ausgewertet werden.
Wir zeigen in Anhang 8.4, dass wir damit die u¨ber ein Ensemble von verschie-
denen Unordnungsrealisierungen gemittelte Transmission 〈T 〉 erhalten, wenn wir
die Korrelationsfunktion des Unordnungspotentials kennen. Wenn wir das in Ab-
schnitt 2.3.1 eingefu¨hrte Lorentzkorrelierte, magnetisch induzierte Unordnungs-
potential betrachten (mit Korrelationsfunktion (2.38)), finden wir das Ergebnis
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die charakteristische La¨ngenskala fu¨r den Abfall der gemittelten Transmission
〈T 〉 ist.
Wir rufen hier in Erinnerung, dass das Ergebnis (5.41,5.42) nur dann gu¨ltig ist,
wenn δρ 1 gilt. Das heißt, der lineare Abfall von 〈T 〉 in (5.41) ist nur im Regime
L Ld korrekt. Daher mu¨ssen wir unsere Definition von schwacher Unordnung
pra¨zisieren: Es muss nicht nur sichergestellt sein, dass die kinetische Energie des
Kondensats viel gro¨ßer als die mittlere Potentialho¨he ist, sondern zugleich darf die
La¨nge L der Unordnungsregion die La¨nge Ld nicht u¨berschreiten. Wie wir anhand
von (5.42) sehen, ist der Effekt der Atom-Atom Wechselwirkung vollsta¨ndig in
der modifizierten Wellenzahl κ (5.34) enthalten, die die Dichteoszillationen in der
Upstream-Region beschreibt. Fu¨r eine repulsive Wechselwirkung (g > 0) finden
wir κ < k, was zur Folge hat, dass im Gegensatz zum wechselwirkungsfreien Fall
die Transmission reduziert ist.
Im Grenzfall sehr kleiner Korrelationsla¨ngen lc, dieses Regime wird durch κlc  1
definiert, kann das eigentlich Lorentzkorrelierte Unordnungspotential durch ein
δ-korreliertes Potential mit Korrelationsfunktion C(x−x′) ' γpiδ(x−x′) (weißes
Rauschen) gena¨hert werden. Betrachtet man dann den wechselwirkungsfreien Fall
(es gilt dann κ = k), finden wir in diesem Regime den wohlbekannten Zusam-
menhang




fu¨r die Lokalisierungsla¨nge von Materiewellen, die der linearen Schro¨dingerglei-
chung gehorchen, in einem δ-korrelierten Potential wieder (vgl. z.B [117]).
Wir wollen nun den zum Limes weißen Rauschens entgegengesetzten Grenzfall
mit κlc  1 betrachten. Diesen Grenzfall bezeichnen wir als semiklassisches Re-
gime, da dort die de Broglie Wellenla¨nge λ = 2pi/k des ungesto¨rten Kondensats
viel kleiner als die Korrelationsla¨nge lc des Unordnungspotentials ist. In diesem
Regime wird die La¨nge Ld hauptsa¨chlich durch den Exponentialfaktor exp(2κlc)
bestimmt, und Abweichungen von der perfekten Transmission 〈T 〉 = 1 nehmen
mit zunehmendem κlc exponentiell ab. Im semiklassischen Regime ko¨nnen wir
rekursiv einen Ausdruck fu¨r die Dichte n(x) in der Unordnungsregion herleiten.
Wir beginnen mit der Lo¨sung nullter Ordnung n(x) = n0, die exakt fu¨r den Fall
Vu(x) ≡ 0 gu¨ltig ist. Dann ko¨nnen wir fu¨r einen gegebenen Strom j und festes
chemisches Potential µ die Dichte n0 durch iteratives Lo¨sen der selbstkonsistenten








finden. (Als Startwert fu¨r die Rekursionsprozedur verwenden wir die eindeu-
tig bestimmte Dichte n0 = j
√
m/(2µ) der ebenen Welle nichtwechselwirkender
Atome). Dieses rekursive Vorgehen stellt Konvergenz gegen die U¨berschalllo¨sung
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der Dispersionsrelation (3.77) sicher. Eine natu¨rliche Erweiterung der Gleichung
(5.44) fu¨r den Fall eines kleinen, aber nicht verschwindenden Unordnungspo-
tentials Vu(x) erha¨lt man, indem wir Anstelle von (3.77) die Gleichung (5.31)

















wobei der Strom j unter Verwendung der Dispersionrelation (3.77) substituiert
wurde. Wir wollen nun eine Na¨herungslo¨sung dieser selbstkonsistenten Gleichung
im Regime schwacher Unordnung |u(x)|  1 finden, wobei die typischen Werte
von Vu viel kleiner als die kinetische Energie Ekin = µ − gn0 sein sollen. Wir
betonen aber, dass dies nicht bedeutet, dass der nichtlineare Term gn0 klein zu
sein braucht.
Wie bereits erwa¨hnt, ist die Lo¨sung nullter Ordnung in u(x) einfach die Gleichge-
wichtsdichte n0 in Abwesenheit des Unordnungspotentials. Setzen wir diese kon-
stante Lo¨sung wieder in die Rekursionsrelation (5.45) ein, so finden wir folgende
Na¨herungslo¨sung erster Ordnung in u(x) fu¨r die Kondensatdichte im Wellenleiter
n(1)(x) =
n0√
1− u(x) . (5.46)










in der hydrodynamischen Gleichung (5.30). Indem wir n(1)(x) wieder in (5.45)
einsetzen, kann aber gezeigt werden, dass der Quantendruckterm mit einem Fak-
tor ∼ 1/(klc)2, verglichen zur kinetischen Energie ~2k2/(2m), unterdru¨ckt wird.
Somit wird im Regime κlc  1 der Quantendruckterm vernachla¨ssigbar klein,
und das Ergebnis (5.46) stellt eine sehr gute Na¨herung fu¨r die tatsa¨chliche Dich-
te n(x) im Wellenleiter mit schwachem Unordnungspotential dar. Es sei hier
erwa¨hnt, dass dieses Resultat (5.46) auch mittels eines semiklassischen WKB-
Ansatzes hergeleitet werden kann (siehe Anhang 8.5). Wir nennen darum (5.46)
auch WKB-Lo¨sung
Wir illustrieren das Resultat (5.46) in Abb.5.16. Der untere Teil der Abbildung
zeigt ein Unordnungspotential, das mit dem Modell aus Abschnitt 2.3.1 generiert
wurde. Der obere Teil der Abbildung zeigt den Vergleich zwischen dem Resultat
der Na¨herungsformel (5.46) und einer numerisch errechneten exakten Lo¨sung
der Gross-Pitaevskii-Gleichung . Wir finden eine a¨ußerst gute U¨bereinstimmung
zwischen der Na¨herungsformel und dem exakten Verlauf der Dichte n(x).






















Abbildung 5.16: Der obere Teil der Abbildung zeigt einen Vergleich der WKB -
Lo¨sung (5.46) mit einer numerisch errechneten exakten Lo¨sung der Gross-Pitaevskii-
Gleichung fu¨r ein schwaches Unordnungspotential Vu(x) (aufgetragen im unteren Teil
der Abbildung). Die Korrelationsla¨nge ist lc = 30µm und die Wellenla¨nge ist λ = 3µm.
Das Verha¨ltnis zwischen Wechselwirkungsenergie und kinetischer Energie betra¨gt fu¨r
die Gleichgewichtsdichte n0 hier Eint/Ekin = 1/10.
Am Ende dieses Abschnitts wollen wir zeigen, dass die Na¨herungsformel (5.46)
von großer Relevanz fu¨r die gegenwa¨rtig experimentell untersuchten ungeordne-
ten Wellenleitersysteme auf Atomchips sein du¨rfte: Typischerweise liegen bei sol-
chen Experimenten die Absta¨nde h zwischen Chipoberfla¨che und Wellenleiter im
Bereich von 20− 100µm. Die Korrelationsla¨ngen der Unordnungspotentiale, die
aus Fragmentierungsexperimenten [44, 77] (vgl. auch Abschnitt 2.3) abgescha¨tzt
werden ko¨nnen, sind von der selben Gro¨ßenordnung wie h. In vor kurzen mit
einem Bose-Einstein-Kondensat durchgefu¨hrten Transportexperimenten [118] lag
die Geschwindigkeit des Kondensats bei wenigen Millimetern pro Sekunde, was
einer de Broglie Wellenla¨nge von einigen Mikrometern entspricht. Das heißt, diese
Experimente werden somit im Regime κlc  1 durchgefu¨hrt, was gema¨ß Glei-
chung (5.42) zu einem sehr großen Wert fu¨r die La¨nge Ld fu¨hrt. Somit ist das Re-
gime schwacher Unordnung, mit im Vergleich zur de Broglie Wellenla¨nge großen
Korrelationsla¨ngen lc, fu¨r die gegenwa¨rtig durchgefu¨hrten Experimente von be-
sonders großer Relevanz. Ist also die kinetische Energie viel go¨ßer als die typische
Ho¨he des Unordnungspotentials und ist zudem Ld groß (verglichen mit der La¨nge
L der Unordnungsregion) so erwarten wir eine nahezu perfekte Transmission.
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5.3.2 Moderate und starke Unordnungspotentiale
Im letzten Abschnitt haben wir den Fall schwacher Unordnungspotentiale be-
trachtet und den Transport im Regime µ 〈V 2u (x)〉1/2 und L Ld untersucht. In
diesem Abschnitt werden wir die erste dieser Ungleichung noch teilweise erfu¨llen,
aber die zweite Einschra¨nkung, L  Ld, fallen lassen. Wir werden zeigen, dass
dann neuartige Effekte auftreten; unter anderem wird zeitabha¨ngige Dynamik
eine dominante Rolle spielen.
Wir verwenden im Folgenden die in Abschnitt 4.3 eingefu¨hrte numerische Me-
thode, die darauf beruht, die zeitabha¨ngige Gross-Pitaevskii-Gleichung in An-
wesenheit eines Quellterms zu integrieren. Auf diese Art und Weise ko¨nnen wir
zum einen feststellen, ob ein stationa¨rer Streuzustand besetzt wird, wenn eine
monochromatische Materiewelle in einen Wellenleiter mit Unordnungspotential
injiziert wird; zum anderen ko¨nnen wir Transmissionswerte fu¨r den Transport
eines Kondensats durch Unordnungspotentiale berechnen (vgl. Abschnitt 4.3.4).
Da wir statistische Aussagen u¨ber die Transmission eines monochromatischen
Kondensatflusses durch Unordnungsregionen machen wollen, genu¨gt es nicht, ei-
ne einzelne Unordnungsrealisierung zu untersuchen, sondern wir betrachten ein
Ensemble von N Unordnungrealisierungen mit zufa¨llig verteilten La¨ngen L, die
alle mit gleicher Wahrscheinlichkeit zwischen L=0 und einer Maximalla¨nge Lmax
verteilt seien. Die Unordnungspotentiale sind wieder Lorentzartig korreliert und
werden numerisch mit dem Unordnungsmodell aus Abschnitt 2.3.1 generiert. Fu¨r
jede Unordnungrealisierung (nummeriert mit dem Index α) simulieren wir nume-
risch die Zeitentwicklung der Wellenfunktion ψ(x, t) und extrahieren daraus ent-
weder die zeitunabha¨ngige Transmission Tα (4.95) (wenn ψ(x, t) gegen einen stati-
ona¨ren Streuzustand konvergiert) oder die zeitgemittelte Transmission T α (4.97)
(wenn ψ(x, t) zeitabha¨ngig bleibt). Wir diskutieren im folgenden ein Beispiel fu¨r
Transport durch ein Ensemble von Unordnungsregionen, das die wesentlichen Ei-
genschaften des Systems verdeutlicht, wenn wir uns im Regime moderater, oder
starker Unordnungspotentiale befinden, und lc von der gleichen Gro¨ßenordnung
wie λ ist.
Wir betrachten dazu in den folgenden numerischen Rechnungen immer den expe-
rimentell besonders wichtigen Fall von 87Rb Atomen (Streula¨nge as = 5.77nm).
Die Rechnungen wurden fu¨r einen Wellenleiter mit radialer Fallenfrequenz ω =
2pi × 100 s−1 ausgefu¨hrt (das entspricht einer Oszillatorla¨nge a⊥ = 1µm). Um
das Regime starker Unordnung zu erreichen, wa¨hlen wir mit h = 5µm einen
relativ kleinen Abstand zwischen Wellenleiter und Chipoberfla¨che. Dadurch er-
reichen wir eine kleine Unordnungskorrelationsla¨nge, lc = 6µm. Um Anregungen
des Kondensates in ho¨here Transversalmoden zu unterbinden, adjustieren wir die
Standardabweichung des Unordnungspotentials (welche ein Maß fu¨r die mittle-
re Sta¨rke des Potentials darstellt) auf den Wert 〈V 2u (x)〉1/2 ' 0.12 ~ω. In den
folgenden numerischen Rechnungen betrachten wir einen Strom von j = 103 Ato-
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men pro Sekunde und nehmen eine de Broglie Wellenla¨nge λ = 10µm an. Damit
befinden wir uns weit weg vom semiklassischen Regime, da λ und lc nun von
der gleichen Gro¨ßenordnung sind. Das chemische Potential hat dann den Wert
µ = 0.25 ~ω (im linearen Fall, g = 0, nimmt das chemische Potential den davon
leicht verschiedenen Wert µ = 0.23 ~ω an).
Wir beginnen unsere Betrachtungen mit dem linearem Fall g = 0, der bereits
intensiv im Kontext von Lokalisierungseffekten untersucht worden ist [98, 117].
Im lokalisierten Regime fa¨llt die Transmission exponentiell mit zunehmender Sy-
stemla¨nge L (das ist die La¨nge der Unordnungsregion) ab, 〈T 〉 = exp(−L/Lloc);
dabei ist Lloc die so genannte Lokalisierungsla¨nge. Kommen wir nun zu den nume-
rischen Ergebnissen fu¨r den linearen Fall. Die Punkte in Abb.5.17 geben fu¨r jede
Unordnungsrealisierung den zugeho¨rigen Transmissionswert Tα(L) als Funktion
der La¨nge L der Unordnungsregion an. Um aus diesen Daten ein charakteristi-
sches Skalengesetz fu¨r die La¨ngenabha¨ngigkeit der Transmission zu extrahieren,
teilen wir die Ordinate (dort ist L aufgetragen) in kleine, gleichgroße Intervalle
der La¨nge ∆L L auf. Wir berechnen dann die gemittelte Transmission bei der
La¨nge L, indem wir alle Werte Tα(L) aufsummieren, die in einem Intervall der
Breite ∆L liegen, das bei der La¨nge L zentriert ist:











NL ist die Anzahl der Unordnungsrealisierungen, die in einem betrachteten Inter-
vall liegen. Mit 〈T 〉a(L) bezeichnen wir die arithmetisch gemittelte Transmission.
Die Stufenfunktion im oberen Teil von Abb.5.17 zeigt die Abnahme von 〈T 〉a
fu¨r 30000 Unordnungsrealisierungen und eine Intervallla¨nge ∆L = 50µm (der
U¨bersichtlichkeit wegen, zeigen wir in der Abbildung lediglich 2000 Punkte).
Im Kontext von Lokalisierungseffekten hat es sich als vorteilhaft erwiesen, Ska-
lengesetze mittels der geometrisch gemittelten Transmission zu untersuchen






da im Gegensatz zu 〈T 〉a das Mittel 〈ln(T )〉g eine selbstmittelnde Gro¨ße des Sy-
stems ist [117,119]. Betrachtet man na¨mlich quantenmechanisch die Streuung von
Materiewellen, die der linearen Schro¨dingergleichung gehorchen, an einer Serie
von Streubarrieren, so la¨sst sich zeigen, dass im geometrischen Mittel die Trans-
mission exponentiell abnimmt [119, 120]. Fu¨r das arithmetische Mittel gilt diese
Aussage nur im Regime sehr langer Unordnungsrealisierungen und sehr kleiner
Streupotentiale [117]. Der untere Teil von Abb.5.17 zeigt 〈T 〉g, welches eindeutig
einem exponentiellen Verlauf folgt. Dies ist ein klarer Beleg fu¨r das Auftreten von
Lokalisierung. Wir ko¨nnen aus unseren Daten auch die Lokalisierungsla¨nge ex-
trahieren, welche hier den Wert Lloc = 586µm hat. Wir weisen auf die sehr breite
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Abbildung 5.17: Transmission durch Unordnungsregionen als Funktion der La¨nge
L der Unordnungsregion, fu¨r den Fall nichtwechselwirkender Atome. Jeder der Punkte
gibt die Transmission fu¨r eine Unordnungsrealisierung an. Oben: Arithmetisch gemit-
telte Transmission (Stufenfunktion). Unten: Die geometrisch gemittelte Transmission
fa¨llt exponentiell mit zunehmendem L ab. Der Fit (gerade Linie) an das Skalenge-
setz 〈T 〉 = exp(−L/Lloc) ergibt Lloc = 586µm. Die Pfeile geben die logarithmische
Standardabweichung an.
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Abbildung 5.18: Transmission durch ein Ensemble von Unordnungsrealisierungen
fu¨r eine moderate Nichtlinearita¨t mit Eint/Ekin = 1/10. Die schwarzen Punkte geben
die Transmission fu¨r den Fall an, dass stationa¨re Zusta¨nde besetzt werden. Die oran-
gen Kreuze zeigen die zeitlich gemittelten Transmissionen fu¨r den Fall zeitabha¨ngiger
Dynamik der Wellenfunktion. Es findet ein U¨bergang von vorwiegend zeitunabha¨ngi-
gem zu zeitabha¨ngigem Verhalten des Systems in der Umgebung der kritischen La¨nge
L∗ ≈ 125µm statt. Die Stufenfunktionen zeigen zum einen die arithmetisch gemittelte
Transmission 〈Ta〉 (oben) und die geometrisch gemittelte Transmission 〈Tg〉 (unten).
〈Tg〉 wird gut durch ein algebraisches Skalierungsgesetz der Form L0/(L + L0) appro-
ximiert (durchgezogene schwarze Linie); in unserem Beispiel finden wir L0 = 287µm.
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Verteilung der Datenpunkte um ihr geometrisches Mittel hin. Diese Verteilung
kann quantitativ durch die logarithmische Standardabweichung










erfasst werden, die im unteren Teil der Abb.5.17 aufgetragen ist. Wir finden ein
fast perfektes lineares Anwachsen der Gro¨ße ∆ ln(T ) mit zunehmender La¨nge L.
In diesem Zusammenhang tritt nun natu¨rlich die Frage auf, ob diese Art von Lo-
kalisierungspha¨nomen, mit der charakteristischen exponentiellen Abnahme der
Transmission, auch im Falle von wechselwirkenden Atomen auftritt. Um diese
Frage zu beantworten, berechnen wir nun den Transport in Anwesenheit einer
moderaten Nichtlinearita¨t, wobei wir das Verha¨ltnis von kinetischer und Wechsel-
wirkungsenergie im einfallenden Kondensatstrahl auf den Wert Eint/Ekin = 1/10
festlegen.
Im Gegensatz zum linearen Fall, wo immer ein stationa¨rer Streuzustand in der
Unordnungsregion besetzt werden kann, wird fu¨r g > 0 zeitabha¨ngiges Verhalten
eine dominante Eigenschaft des Systems. Wie in Abb.5.18 gezeigt ist, werden
dynamisch stabile Streuzusta¨nde (schwarze Punkte in Abb.5.18) nur fu¨r Unord-
nungsregionen besetzt, deren La¨nge kleiner als eine kritische La¨nge L∗ ist (in
unserer Rechnung ist L∗ ungefa¨hr 125µm). Fu¨r Unordnungsrealisierungen mit
La¨nge L ≈ L∗ finden wir eine U¨bergangsregion, wo zeitabha¨ngiges Verhalten
einsetzt, und Konvergenz der Wellenfunktion ψ(x, t) gegen einen dynamisch sta-
bilen, stationa¨ren Streuzustand nur noch fu¨r einen kleinen Bruchteil der betrach-
teten Unordnungsrealisierungen erreicht wird. Die Wellenfunktion bleibt immer
zeitabha¨ngig, wenn wir ein Regime erreicht haben, wo L wesentlich gro¨ßer als L∗
ist. Wenn ψ(x, t) zeitabha¨ngig bleibt (in der Abbildung durch orange Kreuze mar-
kiert), berechnen wir fu¨r diese Unordnungsrealisierungen die zeitlich gemittelte
Transmissionen T α.
Um nun wieder ein Skalengesetz aus dem Datensatz zu extrahieren, berechnen wir
wieder die u¨ber das Ensemble von Unordnungsrealisierungen gemittelte Trans-
mission 〈T 〉; hierbei ersetzen wir, fu¨r den Fall, dass die Wellenfunktionen ψ(x, t)
zeitabha¨ngig bleiben, in den Gleichungen (5.48)-(5.50) die Gro¨ße Tα durch Tα.
Wir finden, dass die geometrisch gemittelte Transmission 〈T 〉g (Stufenfunktion
im unteren Teil der Abb.5.18) invers mit zunehmender La¨nge L abnimmt und
sehr gut durch die algebraische Funktion
〈T 〉g = L0
L+ L0
(5.51)
approximiert wird (durchgezogene schwarze Linie in Abb.5.18). L0 ist dabei die
charakteristische La¨ngenskala, auf der 〈T 〉g abfa¨llt. Um zu zeigen, dass die geome-










exponentieller Fit: T = exp(-L/L0)
algebraischer Fit: T = (1+L/L0)
-1
L(µ m)
Abbildung 5.19: Die geometrisch gemittelte Transmission 〈T 〉g folgt im nichtlinea-
ren Fall eindeutig dem algebraischem Skalengesetz, nicht aber einem exponentiellem
Verlauf; die Parameter des hier betrachteten Systems sind die selben, wie in Abb.5.18
(Der U¨bersichtlichkeit halber verzichten wir in dieser Abbildung auf die farbliche Un-
terscheidung zwischen stationa¨ren und zeitabha¨ngigen Transportprozessen).
trisch gemittelte Transmission eindeutig nicht dem exponentiellen Verlauf, son-
dern dem algebraischem Skalengesetz folgt, zeigen wir in Abb.5.19 noch einmal
〈T 〉g, den Fit der Datenpunkte an eine Exponentialfunktion und an die algebrai-
sche Funktion (5.51); nur mit letzterem stimmt 〈T 〉g gut u¨berein.
Das algebraisches Skalengesetz ist charakteristisch fu¨r Transport in Systemen,
in welchen es zu einem Verlust an Phasenkoha¨renz zwischen einzelnen Streuer-
eignissen kommt. Betrachtet man zum Beispiel ein eindimensionales System mit
einer Reihe von aufeinanderfolgenden Streuereignissen und berechnet Transmissi-
onswerte fu¨r solch ein System unter Vernachla¨ssigung aller Phaseninformationen,
so findet man fu¨r die Transmission exakt das Skalengesetz (5.51) [49, 120]. Eine
andere augenfa¨llige Eigenschaft ist die Verteilung der Datenpunkte in Abb.5.18.
Im Gegensatz zum linearen Fall ist die Verteilung der Punkte nun deutlich auf
das Gebiet um den Transmissionsmittelwert eingeschra¨nkt, und die logarithmi-
sche Standardabweichung nimmt mit zunehmender La¨nge L ab. Daher kann man
erwarten, die Transmissionen T α im Regime großer La¨ngen L in einem engen
Intervall um den Mittelwert zu finden, das heißt, T α wird mehr oder weniger
unabha¨ngig von der konkreten Form der Unordnungsrealisierung.
Da die Berechnung der hier gezeigten Ergebnisse einen sehr hohen numerischen
Aufwand erfordert, sind wir zum gegenwa¨rtigen Zeitpunkt noch nicht in der La-
ge, weitere quantitative Angaben zur kritischen La¨nge L∗, die den U¨bergang von
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zeitunabha¨ngigen zu zeitabha¨ngigen Verhalten markiert, zu machen. Wir haben
aber weitere numerische Rechnungen durchgefu¨hrt, die folgende qualitative Aus-
sagen u¨ber das System erlauben; aus Platzgru¨nden zeigen wir die Ergebnisse
dieser Rechnungen nicht in grafischer Darstellung; sie haben aber alle die glei-
chen qualitativen Eigenschaften, wie sie bei dem Datensatz in Abb.5.18 gefunden
werden. Generell kann man aussagen, dass eine Erho¨hung des Wechselwirkungs-
parameters g, oder eine Erho¨hung der Unordnungspotentialho¨he zu einer Ver-
schiebung von L∗ zu kleineren Werten von L fu¨hrt. Dies ist der Grund, warum
stationa¨re Streuzusta¨nde nur fu¨r kleine La¨ngen L populiert werden. Das gleiche
Verhalten beobachtet man auch dann, wenn man das Verha¨ltnis λ/lc vergro¨ßert.
Diese Beobachtungen deuten auf die Existenz einer kritischen Nichtlinearita¨t g∗
hin, jenseits derer das System nur noch zeitabha¨ngige Transportprozesse zula¨sst.
In der Tat zeigen vorla¨ufige Untersuchungen, dass fu¨r jede Unordnungsrealisie-
rung der La¨nge L ein kritischer Wert g∗ existiert, von dem an keine stationa¨ren
Streuzusta¨nde mehr besetzt werden. A¨quivalent dazu, kann man dies auch so
formulieren, dass fu¨r eine gegebene Wechselwirkung g eine kritische La¨nge L∗ fu¨r
die Unordnungregion existiert, oberhalb derer der Kondensatfluss zeitabha¨ngig
wird.
Das Hauptergebnis dieses Kapitels besteht in der Feststellung, dass schon eine
moderate Nichtlinearita¨t zu einer dramatischen A¨nderung der Transmissionsei-
genschaften des Systems fu¨hrt. Insbesondere scheint die u¨bliche Beschreibung der
Transmissionseigenschaften im Rahmen der Anderson-Lokalisierungstheorie nicht
mehr ada¨quat zu sein, da die zeitliche Dynamik eine dominante Eigenschaft des
Systems wird.
5.3.3 Lokalisierung im wechselwirkenden System?
Um weitere Einsichten in die Eigenschaften der hier betrachteten Systeme zu
erhalten, untersuchen wir nun den Grenzfall sehr schwacher Nichtlinearita¨ten.
Dazu wiederholen wir die (numerischen) Rechnung des letzten Abschnittes, be-
trachten also das gleiche Ensemble von Unordnungrealisierungen, nehmen nun
aber einen sehr kleinen Wechselwirkungsparameter g an, der dem Energieverha¨lt-
nis Eint/Ekin = 1/100 entspricht. Das Ergebnis dieser Rechnung ist in Abb.5.20
gezeigt. Im Einklang mit den qualitativen Aussagen am Ende des vorherigen Ab-
schnitts stellen wir fest, dass der U¨bergang von zeitunabha¨ngigem zu zeitabha¨ngi-
gem Verhalten zu gro¨ßeren La¨ngen L der Unordnungsregionen verschoben wird
(L∗ ≈ 600µ m). Die Tatsache, dass der U¨bergang nun erst bei großen La¨ngen
stattfindet, erlaubt es uns nun, separat fu¨r die zeitunabha¨ngigen und zeitabha¨ngi-
gen Daten das Verhalten von 〈T 〉g zu untersuchen, und, durch Anfitten an ein
exponentielles oder algebraisches Skalengesetz, qualitative Aussagen u¨ber die Ab-
nahme der Transmission zu machen. (Dies ist bei dem Datensatz mit moderater
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Abbildung 5.20: U¨bergang von zeitunabha¨ngigem zu zeitabha¨ngigem Verhalten im
Regime einer sehr schwachen Nichtlinearita¨t (Eint/Ekin = 1/100). Die Stufenfunk-
tion im oberen Teil zeigt die geometrisch gemittelte Transmission von zeitabha¨ngi-
gen und zeitunabha¨ngigen Datenpunkten (Farbcodierung wie in Abb.5.18). Die beiden
Unteren Teilabbildungen zeigen die separaten Mittelungen u¨ber die zeitunabha¨ngigen
Transmissionen (links) und die zeitabha¨ngigen Transmissionen (rechts). Zusa¨tzlich ist
jeweils der beste Fit der Datenpunkte an ein exponentielles (rote gestrichelte Linie)
und ein algebraisches Skalengesetz (rote durchgezogene Linie) eingezeichnet. Es wird
klar erkennbar, dass die zeitunabha¨ngigen Transmissionen exponentiell abnehmen (mit
Lokalisierungsla¨nge Lloc = 439µm), wa¨hrend die zeitabha¨ngigen einem algebraischen
Verlauf folgen.
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Nichtlinearita¨t aus Abb.5.18 nicht mo¨glich, da dort L∗ so klein ist, dass eine Un-
terscheidung der Skalengesetze durch ein Fittingverfahren nicht aussagekra¨ftig
ist; dies liegt daran, dass die Taylorentwicklung der Funktionen exp(−L/Lloc)
und L0/(L+ L0) sich erst ab der zweiten Ordnung in L zu unterscheiden begin-
nen).
Wir stellen fest (vgl. Abb.5.20), dass die zeitunabha¨ngigen Transmissionsda-
ten einem exponentiellen Skalengesetz gehorchen, wa¨hrend die zeitabha¨ngigen
Transmissionsdaten dem algebraischen Verlauf folgen. Aus dieser Beobachtung
schließen wir, dass das algebraische Verhalten untrennbar mit dem Auftreten der
zeitabha¨ngigen Dynamik verknu¨pft ist. Wir folgern daraus, dass das System, so-
lange auch in Anwesenheit einer Wechselwirkung noch stationa¨re Streuzusta¨nde
besetzt werden, dem gewo¨hnlichen Lokalisierungsszenario folgt, wobei die Lo-
kalisierungsla¨nge gegenu¨ber dem wechselwirkungsfreien Fall kleiner wird. Die-
ses Szenario scheint zusammenzubrechen, sobald der Transportprozess intrinsisch
zeitabha¨ngig wird.
Die Beobachtung, dass die gemittelte Transmission einem algebraischen Verlauf
folgt, fu¨hren wir auf die Definition der zeitgemittelten Transmissionen T α zuru¨ck
(vgl (4.97)), denn bei dieser Mittelungsprozedur gehen die Phaseninformationen,
welche zuna¨chst beim Lo¨sen der Gross-Pitaevskii-Gleichung vollsta¨ndig beru¨ck-
sichtigt werden, verloren. Damit bleiben alle gegebenenfalls auftretenden Interfe-
renzeffekte unberu¨cksichtigt.
Wir ko¨nnen also abschließend festhalten, dass unsere Rechnungen darauf hindeu-
ten, dass auch fu¨r repulsiv wechselwirkende Atome das Pha¨nomen der Anderson-
lokalisierung noch auftritt, solange stationa¨re Zusta¨nde besetzt werden. Wir ge-
hen davon aus, dass diese Aussage auch auf Systeme zutrifft, deren kritische
La¨nge L∗ so klein ist, dass der exponentielle Abfall nicht durch ein Anfitten der
Transmissionsdaten explizit nachgewiesen werden kann. Erst das Eintreten expli-
zit zeitabha¨ngiger Transportprozesse macht diese Beschreibung obsolet.
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+ V (x) + U |ψ(x, t)|2
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Wir bezeichnen den Wechselwirkunsgparameter hier nicht wie bisher mit g, son-
dern mit dem Symbol U , um anzudeuten, dass der Parameter nicht von der bis-
her ha¨ufig benutzten Form 2~ω⊥as sein muss. Wir fu¨hren zuna¨chst ein implizites
Integrationsverfahren ein, das auf einer numerischen Auswertung des Zeitent-
wicklungsoperators beruht. Dieses wird dann auf eine Darstellung der Wellen-
funktion in einer Gitterbasis angewendet. Zudem geben wir einen kurzen Abriss
der Imagina¨rzeitpropagationsmethode, die es erlaubt, Grundzustandswellenfunk-
tionen von Bose-Einstein Kondensaten numerisch zu berechnen. Zudem zeigen
wir, wie ho¨herdimensionale Systeme mit der Split-Operator Methode numerisch
integriert werden ko¨nnen. Des Weiteren konzipieren wir absorbierende Randbe-
dingungen, die es erlauben, Transport in offenen Quantensystemen zu simulieren
und zeigen, wie der Quellterm aus Abschnitt 4.3 numerisch implementiert wird.
Im Folgenden setzen wir zur Vereinfachung ~ = m = 1.
6.1 Implizites Integrationsschema
Wir betrachten in diesem Kapitel eine eindimensionale, nichtlineare Schro¨dinger-
gleichung und geben ein implizites Verfahren an, um diese partielle Differential-
gleichung zu lo¨sen. Wir benutzen dazu die quantenmechanische Zeitentwicklung
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+ V (x) + U |ψ(x, t)|2. (6.2)
Hierbei kann der nichtlineare Wechselwirkungsterm U |ψ(x, t)|2 als zusa¨tzliches,
zeitabha¨ngiges, effektives Potential angesehen werden. Die Zeitentwicklung der
nichtlinearen Schro¨dingergleichung (6.2) ist dann durch
ψ(x, t) = U(t, t0)ψ(x, t0) (6.3)
gegeben. Die Zeitentwicklung der nichtlinearen Schro¨dingergleichung ist formal
durch den selbstkonsistenten Zeitentwicklungsoperator

















dt2H(t1)H(t2) + . . . . (6.4)
gegeben [121]. Hierbei fassen wir den nichtlinearen Term U |ψ(x, t)|2 als selbstkon-
sistentes, zeitabha¨ngiges Effektivpotential auf. Fu¨r kleine Zeitdifferenzen ∆t ≡
t− t0 kann (6.4) gema¨ß dem Mittelwertsatz der Integralrechnung folgendermaßen
geschrieben werden
U(t+ τ, t) ' 1− iH(t˜) ∆t+ (−i)
2
2
H2(t˜) ∆t2 + . . .mit t˜ ∈ [t..t+∆t]. (6.5)
Wir nehmen nun an, der Wert von ψ(x, t) zur Zeit t sei bekannt. Mittels (6.5)
soll nun ψ(x, t + ∆t) errechnet werden. Im Allgemeinen ist t˜ nicht bekannt, wir
setzen daher na¨herungsweise zur numerischen Auswertung von (6.5) t˜ = t. Ein
einfaches explizites Lo¨sungsverfahren ergibt sich aus (6.5), wenn nur die Terme
bis einschließlich Ordnung O((∆t)1) Beru¨cksichtigung finden. Damit findet man
ψ(x, t+∆t) = [1− iH(t)∆t]ψ(x, t). (6.6)
Dieses explizite Integrationsverfahren ist aber zum einem numerisch instabil [122],
zum anderen erha¨lt es die Norm der Wellenfunktion nicht, da der Operator
[1− iH(x, t)∆t] nicht unita¨r ist. Um diese beiden Nachteile zu umgehen, ver-
wenden wir folgende, unter dem Namen Caley’s Form bekannte, Darstellung des
Zeitentwicklungsoperators [123, 124]
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Entwickelt man den Operator UC bis einschließlich zur zweiten Ordnung in ∆t,
so findet man, dass er bis zur zweiten Ordnung mit (6.5) u¨bereinstimmt. Zudem
ist die Erhaltung der Norm gewa¨hrleistet, da UC unita¨r ist. Mittels (6.7) ergibt













Bei der numerischen Simulation der Zeitentwicklung u¨ber eine Zeitperiode ∆T =
tf − ti (mit tf > ti) teilen wir ∆T in Nt gleiche Zeitintervalle ∆t = ∆T/Nt
auf. Ziel ist es, mittels des impliziten Schemas (6.8) die Wellenfunktion zu den
diskreten Zeitpunkten tn = n∆t numerisch zu berechnen.
6.2 Entwicklung nach einer Gitterbasis
Um die Gross-Pitaevskii Gleichung numerisch zu integrieren, entwickeln wir die
Wellenfunktion ψ(x, t) nach einer diskreten Basis. Dazu teilen wir den Ortsbereich
B ≡ [xmin..xmax] in Nx gleiche Intervalle der La¨nge ∆x ≡ (xmin − xmax)/Nx auf
und definieren als Basiszusta¨nde
χj ≡
{
1 : xj − 12∆x ≤ x < xj + 12∆x
0 : ansonsten,
(6.9)
wobei der Index j von 1 bis Nx die einzelnen Gitterpla¨tze xj = xmin + j∆x
nummeriert. Die Wellenfunktion ψ(x, t) nimmt mit den Entwicklungskoeffizienten





an. Die in der nichtlinearen Schro¨dingergleichung auftretende zweite Ableitung
nach x am Ort x = xj wird durch die wohlbekannte diskretisierte Na¨herung
∂2
∂x2
ψ(xj , tn) '
ψnj+1 − 2ψnj + ψnj−1
∆x2
(6.11)























j + U |ψnj |2ψnj
]
(6.12)
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an. Hierbei ist Vj der Wert des externen Potentials am j-ten Gitterplatz. Unter
Benutzung von
α ≡ i ∆t
4∆x2





∆t Vj + i
1
2
∆t U |ψnj |2 (6.13)
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Die numerische Auswertung des impliziten Integrationsschemas (6.8) reduziert
sich somit auf die Matrizengleichung
D2 ~ψ
n+1 = D1 ~ψ
n ⇒ ~ψn+1 = D−12 D1 ~ψn. (6.16)





















Fu¨r die hier durchzufu¨hrende Invertierung einer tridiagonalen Matrix existie-
ren zahlreiche effiziente numerische Algorithmen. In dieser Arbeit wurde die
NAG Fortran Library Routine F07CNF verwendet: Diese Routine berechnet die
Lo¨sung des Systems von linearen Gleichungen der Form A ~X = ~B. Hierbei ist A
eine tridiagonale n×nMatrix, ~B ein bekannter n-komponentiger Vektor; ~X ist der
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zu berechnende n-komponentige Vektor. Wir identifizieren A ≡ D2, ~B ≡ D1 ~ψn
und ~X entspricht der Wellenfunktion ~ψn+1. Fu¨hrt man das Schema (6.16) Nt-mal
hintereinander aus, erlaubt es dies, ausgehend von der Wellenfunktion zur Zeit
ti, diejenige zum Zeitpunkt tf numerisch zu berechnen.
6.3 Predictor-Corrector Methode
Aufgrund der Nichtlinearita¨t U |ψ|2 ist der effektive Hamiltonoperator (6.2) zeit-
abha¨ngig. Berechnet man nun, ausgehend von ψ(x, t), mittels der Matrixdar-
stellung (6.16) des Integrationsschemas den Wert von ψ(x, t+∆t), so geht in die
Matrizen D1 = [1− iH(x, t)∆t/2] und D2 = [1+ iH(x, t)∆t/2] der Wert der Wel-
lenfunktion ψ(x, t) zur Zeit t ein. Dies beinhaltet aber die Na¨herungsannahme,
dass sich wa¨hrend des Zeitintervalls ∆t das durch die Nichtlinearita¨t induzierte
effektive Potential U |ψ|2 nicht a¨ndert. Im Prinzip wird der durch diese Na¨herung
verursachte Fehler reduziert, wenn das fu¨r die numerische Integration verwen-
dete Zeitintervall ∆t infinitesimal klein gewa¨hlt wird. Dies fu¨hrt aber aufgrund
der dadurch notwendig werdenden gro¨ßeren Zahl an Matrixinversionen zu einem
starken Anwachsen des numerischen Aufwandes.
Um dieses Problem zu umgehen, verwenden wir in dieser Arbeit ein zweistufiges
Predictor-Corrector Verfahren [122,125], das es erlaubt, den durch die Nichtlinea-
rita¨t induzierten Na¨herungsfehler zu reduzieren, ohne dabei infinitesimal kleine
Zeitintervalle ∆t verwenden zu mu¨ssen: Die grundlegende Idee besteht darin,
anstelle der Wellenfunktion ψ(x, t) einen u¨ber das Zeitintervall ∆t gemittelten
Wert fu¨r die Wellenfunktion ψ zu verwenden. Dazu wird der Integrationsschritt,
um von der Zeit t zur Zeit t + ∆t zu gelangen, in zwei Teilschritte zerlegt. In
einem ersten Schritt berechnen wir mittels (6.16) na¨herungsweise einen Wert
ψ˜(x, t+∆t), indem wir im effektiven Hamiltonoperator (6.2) fu¨r den nichtlinea-
ren Term U |ψ(x, t)|2 setzen. Dies ist der so genannte Predictor-Schritt. In einem
zweiten Schritt wiederholen wir den Integrationsschritt (6.16), setzten nun aber
den gemittelten Wert U |1
2
[ψ(r, t) + ψ˜(x, t+∆t)]|2 in den nichtlinearen Term ein.
Damit verwenden wir bei der Berechnung von ψ(x, t+∆t) in diesem so genannten
Corrector-Schritt einen bereits besser gena¨herten Ausgangswert fu¨r den nichtli-











Im Prinzip kann ein Predictor-Corrector Verfahren auch mehr als lediglich einen
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Predictor Schritt beinhalten. In numerischen Tests hat sich jedoch das hier ein-
gefu¨hrte zweistufige Verfahren fu¨r eine quadratische Nichtlinearita¨t als ausrei-
chend erwiesen.
6.4 Numerische Genauigkeit
Prinzipiell treten bei der numerischen Umsetzung des oben eingefu¨hrten Integra-
tionsschemas folgende vier Fehlerquellen auf:
Die erste ist durch die Diskretisierung des Ortes x in der Gross-Pitaevskii-Glei-
chung gegeben, da die Diskretisierungsvorschrift fu¨r die zweite Ableitung nach
dem Ort (6.11) eine Approximation darstellt, die mit zunehmenden Werten von
∆x schlechter wird. Des Weiteren ist das implizite Integrationsschema (6.7) nur
bis zur zweiten Ordnung in ∆t exakt. Eine dritte Fehlerquelle besteht darin,
dass sich das durch die Nichtlinearita¨t induzierte effektive Potential U |ψ(x, t)|2
wa¨hrend eines Zeitpropagationsschritt a¨ndert (vgl. Kap. 6.3). Im Prinzip la¨sst
sich der durch diese Quellen erzeugte numerische Fehler durch die Wahl genu¨gend
kleiner Werte fu¨r ∆x und ∆t reduzieren. Dabei nimmt man aber zum einen in
Kauf, dass sich der numerische Aufwand durch die somit gestiegene Anzahl an
Gitterpunkten und notwendigen Zeitpropagationsschritten erheblich vergro¨ßert.
Zum anderen ist zu beachten, dass bei zu kleinen Intervallen ∆t und ∆x der
numerischen Fehler zunimmt, da einem Computer nur eine endliche Speicherka-
pazita¨t fu¨r den Wert einer reellen Zahl zur Verfu¨gung steht (z.B. 16 Ziffern). Diese
Feststellungen motivieren es, geeignete Methoden zur U¨berpru¨fung der erzielten
numerischen Genauigkeit zu verwenden; somit wird es auch mo¨glich, geeignete
Werte fu¨r das Zeitintervall ∆t und das Gitterintervall ∆x zu finden, die den
numerischen Fehler unter einem bestimmten Grenzwert halten und Rechnungen
mit einer gewu¨nschten Pra¨zision bei zugleich minimalem numerischen Aufwand
erlauben.
In diesem Kapitel gehen wir kurz auf zwei Methoden ein, mit deren Hilfe die nu-
merische Genauigkeit des oben eingefu¨hrten Realzeitpropagationsalgorithmuses
u¨berpru¨ft werden kann. Dies kann zum einem mittels Vergleich der numerisch
errechneten Daten mit einer analytisch bekannten Lo¨sung der Gross-Pitaevs-
kii-Gleichung geschehen. Im Falle einer repulsiven Atom-Atom Wechselwirkung
(U > 0) ist das dunkle Soliton
























eine der wenigen analytisch bekannten Lo¨sungen dieser nichtlinearen Wellen-
gleichung [3]. Hierbei ist n0 die Gleichgewichtsdichte des Kondensats im Limes
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Abbildung 6.1: Propagation eines dunklen Solitons. Die drei Bilder zeigen Moment-
aufnahmen des Solitons zu verschiedenen Zeitpunkten; das Minimum der Dichte bewegt
sich mit der konstanten Geschwindigkeit v durch die Gleichgewichtsdichte n0.
x −→ ±∞ und v die Geschwindigkeit des Solitons (0 < v < c). Diese Soli-
tonlo¨sung ist durch ein Dichteminimum charakterisiert, das mit einer gegebenen
Geschwindigkeit v durch ein Kondensat der Gleichgewichtsdichte n0 propagiert
(vgl. 6.1). Der Ort des Minimums xm ist somit durch xm = vt gegeben. Numeri-
sche Fehler zeigen sich in einer Abweichung der numerisch errechneten Geschwin-
digkeit vnum vom theoretisch zu erwartenden konstanten Wert v. Als Maß fu¨r den
Fehler F zum Zeitpunkt t verwenden wir den Betrag der Abweichung
F ≡ |v − vnum|. (6.20)
Damit kann der Fehler bei gegebenen Werten von ∆t und ∆x abgescha¨tzt wer-
den, bzw. die Intervalle so gewa¨hlt werden, dass F unterhalb eines vorgegebenen
Grenzwerts bleibt.
Eine weitere Methode zur Abscha¨tzung des numerischen Fehlers besteht darin, die
numerisch errechneten Lo¨sungen in die zeitabha¨ngige Gross-Pitaevskii-Gleichung










+ V (x) + U |ψ(x, t)|2
]
ψ(x, t) + δ(x, t), (6.21)
wobei die Abweichung δ(x, t) im Idealfall fu¨r alle Orte x und alle Zeiten tmo¨glichst
nahe bei 0 liegen soll. Numerisch werten wir (6.22) gema¨ß dem wohlbekannten





ψ(x+∆x, t)− 2ψ(x, t) + ψ(x−∆x, t)
∆x2
−
−iψ(x, t+∆t)− ψ(x, t−∆t)
2∆t
−
− (V (x) + U |ψ(x, t)|2)ψ(x, t) (6.22)
aus. Die Zeitableitung wird hier symmetrisch bezu¨glich des Zeitpunktes t berech-
net. Um hier den numerischen Fehler F zur Zeit t zu quantifizieren, berechnen
wir die Maximumsnorm des Abweichungsterms δ(x, t)
F ≡ max (|δ(x, t)|) , xmin ≤ x ≤ xmax. (6.23)
Mittels dieser Methode ko¨nnen wir u¨berpru¨fen, ob der Fehler F wa¨hrend der
numerischen Integration bei gegebenen Werten fu¨r ∆t und ∆x unterhalb eines
Grenzwertes bleibt und somit eine gewu¨nschte Pra¨zision erreicht wird.
Fu¨r alle in dieser Arbeit pra¨sentierten numerischen Ergebnisse gilt F < 1%;
lediglich bei der numerischen Untersuchung der Unordnungregionen haben wir
eine Fehlertoleranz von 2− 3% geduldet, um den numerischen Aufwand in einem
vernu¨nftigen Rahmen zu halten.
6.5 Imagina¨rzeitpropagation
Die bisher in diesem Kapitel entwickelte numerische Apparatur kann nicht nur
zur Simulation der Zeitentwicklung eines Bose-Einstein Kondensates verwendet
werden, sondern ermo¨glicht es auch, die Grundzustandswellenfunktion φo(x) eines
Kondensates in einem externen Potential zu berechnen. Unter dem Grundzustand
verstehen wir den energetisch niedrigsten Zustand, der eine Lo¨sung der Schro¨din-
gergleichung bzw. Gross-Pitaevskii-Gleichung darstellt. Die hier vorzustellende
Methode ist unter dem Namen Imagina¨rzeitpropagation bekannt [126, 127] und





Ausgangspunkt unserer Betrachtungen ist die quantenmechanische Zeitentwick-
lung (6.3) der Wellenfunktion ψ(x, t). Fu¨r infinitesimal kleine Zeitintervalle ∆t
wird (6.3) zu
ψ(x, t0 +∆t) = e
−iH(x,t)∆tψ(x, t0) (6.25)
Wir ersetzen nun
t −→ τ ≡ −it ⇒ ∆t −→ ∆τ ≡ −i∆t. (6.26)
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welche unter der Nebenbedingung (6.24) zu lo¨sen ist (die Gross-Pitaevskii-Glei-
chung wird zu einer nichtlinearen Diffusionsgleichung). Die Zeitentwicklung von
(6.27) fu¨r ein infinitesimal kleines Zeitintervall ∆t ist durch
ψ(x, t0 +∆t) = e
−H(x,t)∆tψ(x, t0) (6.28)
gegeben.
Wir betrachten zuna¨chst den linearen Fall (U = 0). Hier ko¨nnen wir eine auf N
normierte Wellenfunktion ψ nach einer Orthonormalbasis B ≡ {φi} entwickeln











wobei φ0 der gesuchte Grundzustand sei. Wenden wir nun exp(−H∆t) auf (6.29)
an, so erhalten wir






wobei Ei die Eigenenergien der Basiszusta¨nde φi sind (es gelte folgende aufstei-
gende Ordnung: 0 ≤ E0 ≤ E1 ≤ E2 ≤ . . .). Daraus ergibt sich fu¨r die Exponen-
tialfaktoren in (6.30) die Gro¨ßenrelation 1 ≥ e−E0∆t ≥ e−E1∆t ≥ e−E2∆t ≥ . . . 0
und die ho¨heren Moden φi (i ≥ 1) sind im Vergleich zur Grundmode φ0 um den




|ψ(x, t0 +∆t)|2dx ≤ N , (6.31)
da die Exponentialfaktoren in (6.30) die Norm von ψ(x, t0 +∆t) erniedrigen. Es
wurde aber als Nebenbedingung vorgegeben, dass die Norm der Wellenfunkti-
on erhalten bleiben soll. Wir multiplizieren daher ψ(x, t0 + ∆t) mit dem Faktor√
N /N˜ und erhalten damit wieder eine auf N normierte Wellenfunktion mit
einer im Vergleich zu ψ(x, t0) sta¨rker gewichteten Grundzustandskomponente φ0.
Durch Nt-malige Iteration der Vorschrift (6.28) (wobei nach jedem Iterations-
schritt die Wellenfunktion wieder auf N renormiert wird) werden die ho¨heren
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Moden systematisch exponentiell ausgeda¨mpft; auf diese Weise kann aus einem
beliebig gewa¨hlten Anfangszustand ψ(x, t0), der lediglich der Bedingung
+∞∫
−∞
ψ(x, t0)φ0(x)dx 6= 0 (6.32)
genu¨gen muss, der gesuchte Grundzustand φ0 extrahiert werden.
Die fu¨r die lineare Schro¨dingergleichung verwendete Argumentationsfu¨hrung ba-
siert auf der Entwicklung der Wellenfunktion nach einer Orthonormalbasis B.
Dies ist aber im Falle der nichtlinearen Gross-Pitaevskii-Gleichung nicht mehr
mo¨glich, da dann das Superpositionsprinzip ungu¨ltig wird. Dennoch la¨sst sich
auch in diesem Fall mittels oben beschriebener Prozedur der Grundzustand fin-
den; wir skizzieren kurz die zugrundeliegende Idee: Um den energetischen Grund-














unter Beru¨cksichtigung der Nebenbedingung (6.24) minimieren. Dazu verwen-
den wir ein Gradientenverfahren mit dem wir, ausgehend von einem Startwert
E[ψ(x, t0)], das Minimum des Funktionales (6.33) iterativ bestimmen. Der Gra-
dient ist durch die Funktionalableitung δE/δψ∗ gegeben. Da dieser Gradient im-
mer in die Richtung des sta¨rksten Anstiegs des Funktionals zeigt, na¨hern wir uns
dem Minimum, wenn wir der Richtung des negativen Gradienten folgen
ψ(x, t0 +∆t) = ψ(x, t0)−∆t δE
δψ∗
. (6.34)
Es gilt dann E[ψ(x, t0 +∆t)] ≤ E[ψ(x, t0)]. Schreiben wir (6.34) in der Form

























mit der Nebenbedingung (6.24) zu lo¨sen ist, um den energetischen Grundzustand
zu erhalten.
Die numerische Implementierung dieses Problems erfolgt wieder unter Verwen-
dung des impliziten Integrationsschemas von Abschnitt (6.1). Gleichung (6.8)













Entwickeln wir nun wieder die Wellenfunktion nach der Gitterbasis (6.9), so fin-
den wir als Matrixdarstellung von (6.38)
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−α i+ βj−1 −α
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Um nun mit der Imagina¨rzeitpropagation den Grundzustand zu bestimmen, wen-
den wir das Iterationsschema
Propagationschritt: ~ψn+1 = D˜−12 D˜1 ~ψ
n
Renormierung: ~ψn+1 → ~ψn+1 =
√
N /N˜ ~ψn+1 (6.42)
solange iterativ an, bis sich eine gegebene Startwellenfunktion ~ψn=0 zu einer stati-
ona¨ren Wellenfunktion entwickelt hat. Numerisch la¨sst sich dies implementieren,
indem wir nach jedem Integrationschritt die Maximumsnorm
Nmax = max|ψn+1i − ψni |, i = 1 . . . Nx (6.43)
berechnen. Sobald Nmax u¨ber mehrere Propagationsschritte kleiner als ein vor-
gegebener Grenzwert δ wird, so sprechen wir davon, dass der stationa¨re Grund-
zustand im Rahmen einer gewu¨nschten Pra¨zision erreicht worden ist. In unseren
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Rechnungen wurde δ = 10−12 gewa¨hlt. Durch Einsetzen der erhaltenen Wellen-
funktion in die zeitunabha¨ngige Gross-Pitaevskii-Gleichung kann gezeigt werden,
dass es sich tatsa¨chlich um einen Eigenzustand handelt. Damit ist aber nicht
bewiesen, dass es sich tatsa¨chlich um den energetischen Grundzustand handelt,
weil das Energiefunktional (6.33) neben dem gesuchten globalen Minimum (das
dem Grundzustand entspricht) im Prinzip weitere lokale Minima aufweisen kann.
Dieser Tatsache kann dadurch Rechnung getragen werden, indem wir eine Start-
wellenfunktion ψ(x, t0) wa¨hlen, die im Konfigurationsraum der Wellenfunktionen
bereits qualitative U¨bereinstimmung mit dem zu erwartendem Grundzustand auf-
weist. Konkret bedeutet dies, dass wir im Falle einer schwachen oder, moderaten
Atom-Atom Wechselwirkung fu¨r ψ(x, t0) den bekannten Grundzustand des wech-
selwirkungsfreien Systems setzen. Im Grenzfall starker Wechselwirkung bietet es
sich an, als Startwellenfunktion die Thomas-Fermi Wellenfunktion [3] zu ver-
wenden. Damit ist weitgehend sichergestellt, numerisch einen Grundzustand zu
finden, der sich stetig in einen der genannten Grenzfa¨lle u¨berfu¨hren la¨sst.
6.6 Zylindersymmetrische Probleme
Ha¨ufig werden Fallengeometrien betrachtet, die gewisse Symmetrien aufweisen.
Im Fall von magnetischen Wellenleitern nimmt die Zylindersymmetrie eine promi-
nente Stellung ein. Insbesonders sind dabei Lo¨sungen der Gross-Pitaevskii-Glei-
chung von Interesse, die bezu¨glich der Zylindersymmetrieachse rotationsinvariant
sind. Das zu betrachtende System wird durch die Radialvariable r und die Lon-
gitudinalvariable x beschrieben. Wir wollen uns hier auf den einfachen Fall von
Translationsinvarianz entlang der x-Richtung beschra¨nken; das Fallenpotential
V (r) ist bezu¨glich der longitudinalen x-Achse radialsymmetrisch. Das im Prin-


















+ V (r) + U |ψ|2
]
ψ, r > 0 (6.44)
beschrieben werden. In diesem Kapitel wollen wir angeben, wie die entsprechen-
den Matrizen fu¨r das implizite Integrationsschema (6.8) fu¨r diesen Fall lauten.












+ V (r) + U |ψ|2; (6.45)
H ist lediglich vom Radius r ≥ 0 abha¨ngig. Wenden wir die Operatoren (1 ±
i
2
Hzyl∆t) auf die Wellenfunktion ψ in der Gitterbasisdarstellung (6.9) an, so
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j + U |ψ2j |2ψnj
)
fu¨r j > 0. (6.46)
Die diskreten Gitterpunkte sind gegeben durch rj = 0 + j∆r (j = 0..Nr). Der
Spezialfall r = 0 muss gesondert betrachtet werden: Dazu ist es notwendig eine
zusa¨tzliche Bedingung vorzugeben, die die Symmetrie der Wellenfunktion betrifft.
Da die Wellenfunktion u¨berall stetig und stetig differenzierbar sein soll und, ihre
Drehimpulsquantenzahl ml = 0 sei ( keine Rotation um die longitudinale Achse
















































0 + U |ψ20 |2ψn0
)
fu¨r j = 0. (6.49)
Dabei wurde der in der zweiten Ableitung eigentlich vorhandene Term ψn−1 gema¨ß der






























































α21 i− β1 α11
α22 i− β2 α12


















1− γ − i∆t
∆r2−α21 i+ β1 −α11
−α22 i+ β2 −α12




fu¨r die numerische Realzeitpropagation. Ersetzt man in (6.51) und (6.52) ∆t
durch −i∆t, so erha¨lt man die fu¨r die Imagina¨rzeitpropagation beno¨tigten Ma-
trizen. Aufgrund der hier vorgegebenen Symmetrie kann damit der Grundzustand
fu¨r eine zylindersymmetrische Konfiguration berechnet werden.
6.7 Ho¨herdimensionale Systeme
Bisher beschra¨nkten wir uns auf die numerische Behandlung effektiv eindimensio-
naler Systeme, die mit relativ geringem numerischen Aufwand zu behandeln sind.
Betrachtet man ein d-dimensionales System, so nimmt der numerische Aufwand
zum Lo¨sen der nichtlinearen Schro¨dingergleichung stark zu. Arbeitet man in ei-
ner diskreten Gitterdarstellung, so ist die Anzahl der Nachbargitterpla¨tze eines
Gitterpunktes durch 2d gegeben. Die Standardvorgehensweise solche partielle Dif-
ferentialgleichungen zu lo¨sen, ist die Methode der Finiten Differenzen [129, 130],
die dazu fu¨hrt, dass eine Matrixgleichung der Form A~ψ = ~b zu lo¨sen ist. A
ist dabei eine du¨nn besetzte Matrix mit 2d Nebendiagonalen [122] (Fu¨r d = 1
erha¨lt man eine tridiagonale Matrix der Form (6.14)). Betrachten wir zum Bei-
spiel ein dreidimensionales System mit Nν (mit ν = x, y, z) Gitterpunkten in die
ν−te Raumrichtung , so handelt es sich bei A um eine N × N - Matrix ( mit
N ≡ NxNyNz).
Wir wollen im Folgenden die so genannte Operator Splitting Methode [122, 125]
einfu¨hren, die es erlaubt, ein d-dimensionales partielles Differentialgleichungspro-
blem durch das Lo¨sen von d neuen Differentialgleichungen zu behandeln. Es wird
sich zeigen, dass dadurch der numerischen Aufwand fu¨r ho¨herdimensionale Syste-




Hierbei ist t die Zeit und L ein partieller Differentialgleichungsoperator, der von
den Ortsvariablen ~x ≡ (x1..xd) abha¨ngt. Wir nehmen nun an, dass der Operator
L in m Teile zerlegt werden kann,
Lψ = L1ψ + L2ψ + . . .+ Lmψ, (6.54)
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wobei fu¨r jeden der Teiloperatoren Lν (mit ν = 1..m) bereits ein Integrationssche-
ma Uν existiere, das es erlaubt, die Variable ψ vom Zeitschritt n zum Zeitschritt
n + 1 zu aktualisieren, wenn auf der rechten Seite von (6.54) nur der Term Lνψ
stehen wu¨rde. Diese Schemata schreiben wir symbolisch als
ψn+1 = Uν(ψn,∆t). (6.55)
Um nun einen vollsta¨ndigen Integrationschritt fu¨r L durchzufu¨hren, ist die fol-




ψn+1 = Um(ψn+(m−1)/m,∆t) (6.56)
Die symbolische Schreibweise ψn+ν/m soll verdeutlichen, dass jeder der m Einzel-
schritte nur einen m-ten Teil zum vollsta¨ndigen Integrationschritt beitra¨gt.
Wir illustrieren diese Methode zuna¨chst am wichtigen Beispiel einer dreidimen-










+ V (xν), (xν = x, y, z). (6.57)
Dieses wohlbekannte Problem zerfa¨llt in drei voneinander unabha¨ngige eindimen-
sionale partielle Differentialgleichungen, die separat voneinader behandelt werden
ko¨nnen. Wenden wir auf die Schro¨dingergleichung (6.57) die Operator Splitting
Methode (6.56) an, so entsprechen den eindimensionalen Schro¨dingeroperatoren
Hxν die Teiloperatoren Lν. Die m = 3 Einzelschritte in (6.56) liefern somit jeweils
die Lo¨sung fu¨r eine der drei Raumrichtungen.
















+ V (x, y, z) + U |ψ|2
)
ψ
mit V (x, y, z) = V (x) + V (y) + V (z). (6.58)
Um nun wieder geeignete Teiloperatoren Lν zu finden, mu¨ssen wir den offensicht-
lich nicht separierbaren Term U |ψ|2 geeignet aufteilen. Hierzu gibt es in der Regel
kein a priori vorgegebenes Schema, sondern das Splitting orientiert sich an der
physikalischen Natur des betrachteten Systems. Im Falle der Gleichung (6.58)
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ist es sinnvoll, die Nichtlinearita¨t gleichma¨ßig auf die drei Raumrichtungen zu






+ V (xν) +
1
3
U |ψ|2, (xν = x, y, z) (6.59)
die mit den Operatoren Lν zu assoziieren sind. Der Faktor 1/3 sorgt fu¨r die
gleichma¨ßige Gewichtung von U |ψ|2 in den drei Teiloperatoren. Die m = 3 no¨ti-
gen Einzelschritte werden mittels der aus Abschnitt 6.1 bekannten impliziten
Integrationsmethode durchgefu¨hrt. Haben wir in der ν-ten Raumrichtung Nν
Gitterpunkte, so sind Anstelle der N × N Matrix A nun drei Tridiagonalma-
trizen vom Grad Nx, Ny, Nz zu invertieren. Fu¨r große, ho¨herdimensionale Gitter
wird deswegen durch die Operator Splitting Methode der numerische Aufwand
erheblich reduziert [131, 132]. Damit kann die Zeitentwicklung eines Kondensa-
tes in einem ho¨herdimensionalem System simuliert werden. Indem wir wieder zu
imagina¨ren Zeiten u¨bergehen (t→ τ ≡ −it) kann mit der Operator Splitting Me-
thode auch der Grundzustand eines Kondensates in einer z.B. dreidimensionalen
Falle numerisch berechnet werden.
Wir stellen nun die Frage, bis zu welchem Grade das von der Operator Splitting













+ V (x, y) + U |ψ|2
)
ψ, (6.60)
wobei V (x, y) nicht separabel zu sein braucht. Wir verteilen nun die nicht-sepa-
rablen Terme V (x, y) und U |ψ|2 gleichgewichtet auf die beiden Raumrichtungen









V (x, y) +
1
2
U |ψ|2, (xν = x, y), (6.61)
die es erlauben, das Integrationsschema (6.56) wiefolgt zu schreiben:














ψ(x, y, t). (6.62)
(Die Operatoren im Nenner sind jeweils wieder zuerst anzuwenden). Hier wurde
die Integration in y-Richtung vor der in x-Richtung ausgefu¨hrt. Entwickeln wir
dies bis zur Ordnung O(∆t2), so finden wir







−HxHy∆t2 +O(∆t3)]ψ(x, y, t). (6.63)
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Drehen wir die Integrationsreihenfolge in (6.62) um (x vor y-Richtung), so lautet
die Entwicklung bis zur zweiten Ordnung







−HyHx∆t2 +O(∆t3)]ψ(x, y, t) (6.64)
und (6.64) unterscheidet sich von (6.63) nur in dem unterstrichenen Term. Die
Differenz δ dieser beiden Ausdru¨cke ist
δ ≡ [Hx, Hy]∆t2, mit [Hx, Hy] ≡ HxHy −HyHx, (6.65)
das heißt, die Operator Splitting Methode ist, bis einschließlich zur ersten Ord-
nung in der Zeit exakt. Fu¨r den Fall einer linearen Schro¨dingergleichung mit
separablem externen Potential (vgl. (6.57)) ist das Splitting somit natu¨rlich in
allen Ordnungen der Zeit exakt. Fu¨r die Numerik ergibt sich daraus die Konse-
quenz, dass mittels eines klein gewa¨hlten Zeitintervalls ∆t, der durch das Splitting
induzierte Fehler quadratisch in ∆t verringert werden kann. Welchen Wert man
fu¨r eine konkrete Rechnung genau wa¨hlt, ha¨ngt vom Betrag des Kommutators
[Hx, Hy], und somit stark von der Beschaffenheit des betrachteten Systems ab.
Generell la¨sst sich aussagen, dass bei sta¨rkeren Nichtlinearita¨ten ∆t, wegen des
somit gro¨ßeren Wertes des Kommutators, kleiner zu wa¨hlen ist.
Schließlich wenden wir uns nun wiederum noch dem wichtigen Spezialfall von zy-
lindersymmetrischen Systemen zu: Da wir uns wie in Abschnitt 6.6 fu¨r bezu¨glich
der Zylindersymmetrieachse rotationsinvariante Lo¨sungen ψ = ψ(r, z) interessie-















+ V (r, z) + U |ψ|2. (6.66)
Wir spalten (6.66) folgendermaßen in Teiloperatoren auf:































Das System wird wegen der geforderten Rotationsinvarianz letztlich durch zwei
Ortskoordinaten r und z beschrieben; die nichtseparablen Anteile, wie die Nicht-
linearita¨t und das externe Potential, das prinzipiell ebenfalls nicht separabel zu
sein braucht, werden wieder mit gleichem Gewicht auf die beiden Teiloperato-
ren Hz und Hr verteilt. Die m = 2 Einzelschritte werden numerisch mittels
der Integrationsschemata aus Abschnitt 6.2 (fu¨r Hz) und Abschnitt 6.6 (fu¨r Hr)
durchgefu¨hrt.
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6.8 Numerische Berechnung von Stro¨men
Betrachtet man Transportprobleme, so ist es unabdingbar, Stromdichten und
Sto¨me zu berechnen; in diesem Abschnitt geben wir kurz an, wie diese Gro¨ßen
numerisch berechnet werden ko¨nnen. Der quantenmechanische Stromdichteope-




[ψ∗(∇ψ)− (∇ψ∗)ψ] . (6.68)
Es werde nun ein 3-dimensionales System in kartesischen Koordinaten betrachtet;




[ψ∗(∇νψ)− (∇νψ∗)ψ] , ν = 1 . . . 3 (6.69)












~eν ist der Einheitsvektor in ν-Richtung. Der gesamte Strom I, der z. B. durch
eine Fla¨che senkrecht zur Raumrichtung x fließt (also entlang des Wellenleiters),





gegeben (A ist die Fla¨che, u¨ber die zu integrieren ist). Zur numerischen Aus-
wertung auf dem Gitter, muss das Integral durch die diskrete Riemannsumme
approximiert werden.
Oft berechnen wir Stro¨me in zylindersymmetrischen Wellenleitern; darum geben
wir hierfu¨r explizit die no¨tigen Formeln an, wenn die Wellenfunktion auf einem
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6.9 Absorbierende Ra¨nder
Betrachtet man die Lo¨sung von Wellengleichungen auf endlichen Gittern, so wir-
ken die Gitterra¨nder als harte, reflektierende Wa¨nde. Solange man mit ra¨umlich
endlich ausgedehnten, hinreichend schnell gegen null abfallenden Wellenpaketen
arbeitet (die Wellenpakete mu¨ssen quadratintegrabel sein), kann im Prinzip durch
die Wahl eines genu¨gend großen Gitters das Problem dieser artifiziellen Ru¨ckre-
flektion umgangen werden. Dies fu¨hrt natu¨rlich unter Umsta¨nden zu einer erheb-
lichen Vergro¨ßerung des numerischen Aufwandes. Oft werden aber offene, oder
unendlich ausgedehnte Systeme auf einem endlichem Gitter untersucht, deren
Randbedingungen nur im Unendlichen sinnvoll definiert werden ko¨nnen. Man
steht somit vor dem Problem, das Gitter irgendwo ”abschneiden” zu mu¨ssen,
ohne dass dabei Ru¨ckreflektionen am Gitterrand auftreten. Zu diesem Zwecke
sind verschiedene numerische Methoden entwickelt worden, die als absorbierende
Randbedingungen [133–135] bezeichnet werden. Diese erlauben es, Wellenpakete,
die das Gitter verlassen, am Rand idealerweise reflektionsfrei zu absorbieren.
Die in dieser Arbeite verwendeten absorbierenden Randbedingungen beruhen auf
einer von T. Shibata fu¨r die lineare Schro¨dingergleichung entwickelte Metho-
de [133]. Wir werden im Folgenden aufzeigen, wie diese fu¨r spezielle nichtlineare














wobei Ve ein im ganzen Ortsraum konstantes Potential sei. Wir untersuchen die
spezielle Lo¨sung der Schro¨dingergleichung
ψ(x, t) = Ae−i(ωt−kx). (6.75)
Dies ist eine ebene Welle, die der Dispersionsrelation
k2 = 2(ω − Ve) (6.76)
genu¨gt. Wir lo¨sen (6.76) nach k auf und erhalten
k = ±
√
2(ω − Ve). (6.77)
In Gleichung (6.77) entspricht der positive Zweig einer nach rechts, der negative
Zweig einer nach links laufenden eben Wellen. Daher mu¨ssen die absorbierenden
Randbedingungen fu¨r eine eben Welle am rechtem Rand dem positiven, am lin-
ken Rand dem negativen Zweig genu¨gen. Im Folgenden sollen spezielle partielle
Differentialgleichungen fu¨r die Ra¨nder konstruiert werden, die fu¨r ebene Wellen








Abbildung 6.2: Der positive Zweig der Dispersionsrelation einer ebenen Welle wird
linear approximiert. Die Parameter α1, α2 werden so gewa¨hlt, dass die Wellenvektoren
der zu absorbierenden Wellen zwischen α1 und α2 liegen.
jeweils nur in eine Richtung durchla¨ssig sind (diese werden oft als one-way Wel-
lengleichungen bezeichnet [136]). Da die Funktion (6.77) nicht rational ist, kann







gewonnen werden. Um diese Schwierigkeit zu umgehen, approximieren wir in der
Umgebung des relevanten Wellenvektors k die Dispersionsrelation, wie in Abb. 6.2












α2 − α1 . (6.79)
Die Parameter α1 und α2 sind so zu wa¨hlen, dass die Funktion (6.79) eine
gute Approximation der Dispersionsrelation (6.77) im Impulsintervall ~∆k ≡√
2α2−
√
2α1 darstellt. Mittels der Dualrelationen (6.78) werden aus der linearen


























α2 − α1 (6.80)
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∆x
NxNx − 1Nx − 2
xrxr −∆xxr − 2∆x
Hilfspunkt
Abbildung 6.3: Schematische Darstellung des rechten Gitterrandes. Gezeigt sind
drei Gitterpunkte, der Endpunkt liegt am Ort xr.
erhalten. Werden diese Differentialgleichungen an den Ra¨ndern des Gitters geeig-
net implementiert, so werden dort ebene Wellen mit Impulsen k, die im Intervall
∆k ≡ √2α2 −
√
2α1 liegen, absorbiert. Dies erlaubt es auch ganze Wellenpakete
am Gitterrand zu absorbieren, wenn deren Impulsspektrum innerhalb eines Im-
pulsintervalls ∆k gelegen ist, fu¨r welches die Dispersionsrelation (6.77) gut durch
(6.79) linear approximiert wird.
Die hier vorgestellte Methode absorbiert somit wellenvektorspezifisch: Generell
gilt, die Absorptionseigenschaften der partiellen Differentialgleichungen (6.80)
werden besser, wenn man zu kleineren Intervallen ∆k u¨bergeht. Dies bedeutet,
dass die Randbedingungen (6.80) besonders zur Absorption ra¨umlich stark aus-
gedehnter Wellenpakete geeignet sind, da deren Impulsspektrum im Allgemeinen
klein ist (die ebene Welle kann als Grenzfall des unendlich weit ausgedehnten
Wellenpakets angesehen werden mit ∆k = 0).
Die absorbierenden Randbedingungen lassen sich folgendermaßen in die, im Laufe
dieses Kapitels entwickelte, numerische Apparatur einbauen: Wir betrachten den
rechten Rand, das heißt, wir wa¨hlen in (6.80) den positiven Zweig. Das Verhalten
der Wellenfunktion am Randpunkt (Index N , vgl. Abb.6.3) soll nun durch die
spezielle Gleichung (6.80) bestimmt werden. Hierbei ergibt sich die Schwierigkeit,
dass die Ortsableitung am Randpunkt xr nicht numerisch zuga¨nglich ist, da wir
dazu den nicht vorhandenen Gitterpunkt xr+∆x beno¨tigen wu¨rden. Wir ko¨nnen
aber den numerische Wert der Ortsableitung an einem Hilfsgitterpunkt an der






' ψ(xr, t)− ψ(xr −∆x, t)
∆x
(6.81)
berechnen. Fu¨r die anderen Terme in der partiellen Differentialgleichung (6.80)
ist dann natu¨rlich der Wert der Wellenfunktion an diesem Hilfspunkt zu setzen.
Diesen ko¨nnen wir na¨herungsweise durch die Mittelung der Wellenfunktionswerte
an den Gitterpunkten x = xr −∆x und x = xr erhalten. Darum ist in folgender
Diskretisierungsvorschrift eine Mittelung u¨ber die Wellenfuktionen am Ort xr
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und xr −∆x implementiert
i
2∆t
[ψ(xr, t+∆t) + ψ(xr −∆x, t+∆t)− ψ(xr, t)− ψ(xr −∆x, t)] =
= − i
g1









[ψ(xr, t) + ψ(xr −∆x, t)] .(6.82)
Wie bereits erwa¨hnt, ist die Wellenfunktion ψ(x˜, t) am Hilfspunkt x˜ nicht exakt
bekannt, sondern wird durch die Mittelung
ψ(x˜, t) ' 1
2
[ψ(xr, t) + ψ(xr −∆x, t)] (6.83)
linear approximiert. Diese Na¨herung wird mit kleiner werdenden Intervallen ∆x
besser; darum ist bei der Anwendung der hier eingefu¨hrten absorbierenden Ra¨nder
stets zu beachten, dass artifizielle Ru¨ckreflexionen an den Ra¨ndern durch die Wahl
eines mo¨glichst kleinen Wertes fu¨r ∆x minimiert werden.
Zur numerischen Implementierung der absorbierenden Randbedingungen schrei-
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Um die absorbierenden Randbedingungen am linken Gitterrand zu implementie-
ren, wa¨hlen wir in (6.80) den negativen Zweig. Eine analoge Diskretisierungspro-
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Wir zeigen nun, wie man die, fu¨r die lineare Schro¨dingergleichung entwickelten
absorbierenden Randbedingungen auf die nichtlineare Gross-Pitaevskii-Gleichung
verallgemeinern kann. Wir stellen zuna¨chst fest, dass die ebene Welle ψ(x, t) =
A exp(−iωt ± ikx) eine Lo¨sung der Gross-Pitaevskii-Gleichung darstellt, wenn
kein externes Potential vorhanden ist. Sie erfu¨llt die Dispersionsrelation
k = ±
√
2(ω − Un), mit n ≡ |A|2. (6.88)
Der Term Un in der Dispersionsrelation (6.88) stellt ein konstantes, effektives
Potential dar. Setzen wir also Ve = Un, so stellt (6.80) wieder eine geeignete
absorbierende Randbedingung dar; verglichen mit dem linearem Fall muss nun
zusa¨tzlich neben dem Wellenvektor die Dichte n der zu absorbierenden Welle
bekannt sein.
Wir erweitern dieses Ergebnis nun fu¨r den, im Zusammenhang mit den in dieser
Arbeit betrachteten Transportproblemen, besonders wichtigen Fall einer Wellen-
funktion der Form
ψ(x, t) = A(x, t)e(−iωt±iS(x,t)). (6.89)
Hierbei sei A(x, t) die Amplitude der Wellenfunktion und S(x, t) der Phasenfak-
tor. Wir betrachten nun die Ableitungen dieser Wellenfunktion nach dem Ort
und der Zeit exemplarisch am rechten Rand:
∂
∂x
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Entwickeln wir den Phasenfaktor S(x, t) nach x an einem Ort x0







O((x− x0)3) + . . . ,





so lautet die erste Gleichung von (6.90)
∂
∂x










x+O((x− x0)2) + . . .
)
(6.92)
Aus (6.90) und (6.92) ersehen wir, dass ψ(x, t) = A(x, t) exp(−iωt ± iS(x, t))
eine approximative Lo¨sung der Differentialgleichung (6.80) darstellt, wenn die in
(6.90) und (6.92) auftretenden Ableitungen der Amplitude nach dem Ort bzw.
nach der Zeit nur genu¨gend klein sind. Das heißt, es muss∣∣∣∣ ∂∂xA(x, t)







∣∣∣∣∣ |x− x0|  |k|
und∣∣∣∣ ∂∂tA(x, t)
∣∣∣∣ |ωA(x, t)| ,
∣∣∣∣ ∂∂tS(x, t)
∣∣∣∣ |ω| (6.93)
gelten. In diesem adiabatischen Grenzfall nimmt (6.89) lokal um x0 die Form
einer ebenen Welle an, deren lokale Amplitude A(x0, t) und lokaler Wellenvektor
k(x0, t) auf La¨ngen- und Zeitskalen, die wesentlich gro¨ßer als 1/k bzw. 1/ω sind,
variieren. Wir finden somit na¨herungsweise zu jeder Zeit t und jedem gewu¨nschten
Ort x0 lokal eine Dispersionsrelation der Form
k(x0, t) = ±
√
2(ω − Un(x0, t)), mit n(x0, t) ≡ |A(x0, t)|2. (6.94)
Die Orts- und Zeitabha¨ngigkeit des lokalen Wellenvektors k(x0, t) ist in diesem
adiabatischem Grenzfall durch die Kondensatdichte n(x0, t) gegeben. Durch ei-
ne geeignete Wahl der Parameter α1 und α2 kann die Dispersionsrelation (vgl.
(6.79)) linear approximiert werden und die oben eingefu¨hrte Methode der absor-
bierenden Randbedingungen ist wieder anwendbar. Wa¨hlen wir fu¨r den Punkt
x0 den rechten Endpunkt des Gitters xr so trifft dort im adiabatischem Grenz-
fall eine Materiewelle der Form (6.89) auf, die dann absorbiert wird, wenn die
Parameter α1 und α2 gema¨ß der zeitlichen Variation von k(xr, t) wa¨hrend der
Simulation geeignet adaptiert werden.
Die hier eingefu¨hrte Methode erlaubt es, die artifiziellen Ru¨ckreflexionen in un-
seren Simulationen auf einen Wert von unter 1 % zu bringen.
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6.10 Numerische Implementierung des Quellterms
In diesem Abschnitt zeigen wir, wie der Materiewellen emittierende Quellterm
S(x, t) = S0 exp(−iµt) δ(x) , (6.95)
in den bisher entwickelten numerische Apparat eingebaut werden kann (im Wei-
teren setzen wir o.B.d.A x0 = 0). Da wir mit einem Gitterbasisansatz arbeiten,




[Θ(−∆x/2) + Θ(+∆x/2)] (6.96)
zu approximieren; Θ ist dabei die Heaviside-Stufenfunktion. Um den Fehler ab-
zuscha¨tzen, der mit dieser Na¨herung einhergeht, studieren wir zuna¨chst die sta-







+ V‖(x) + U |ψ(x)|2
]
ψ(x) = S0 R(x) . (6.97)
Ist die Inhomogenita¨t auf der rechten Seite von der Form S0 δ(x−x0), so kennen





eik|x|, mit k =
√
2(µ− Un). (6.98)
Dies ist aber genau die Greensche Funktion der Differentialgleichung (6.97). Somit





















1− eik∆x/2 cos(kx)) −∆x/2 < x < ∆x/2
2
k∆x
eikx sin(k∆x/2) x > ∆x/2
. (6.100)
Im Limes ∆x → 0 geht (6.100) in (6.98) u¨ber. Somit kann uns das Resultat
(6.100) als Abscha¨tzung fu¨r den Fehler dienen, den wir machen, wenn δ(x) durch
R(x) gena¨hert wird; der relative Fehler Fr ist durch den Faktor






















Abbildung 6.4: Dargestellt sind Real- und Imagina¨rteil einer numerisch generierten
stationa¨ren ebenen Welle (schwarze Linien). Ein Vergleich mit der im Idealfall zu erwar-
tenden Lo¨sung
√
n1 exp(−ik|x− x0|) (rote, gestrichelte Linien) zeigt die hohe Pra¨zision
der von uns entwickelten numerischen Methode zur Implementierung des Quellterms;
die Abweichung von der exakten Lo¨sung liegen unter 0.5%.
bestimmt. Zur konkreten Durchfu¨hrung von Rechnungen auf einem Gitter der
La¨nge L hat es sich als gu¨nstig erwiesen, die Gitterzellengro¨ße ∆x gema¨ß L '
20∆x zu wa¨hlen. Wenn wir den Quellterm also numerisch implementieren, sollte
die Gittergro¨ße ∆x so gewa¨hlt werden, dass Fr einen Wert mo¨glichst nahe bei eins
annimmt. Was die Wahl des Zeitintervalls angeht, so wird eine relevante Zeitskala
durch den Exponenten in (6.95) vorgegeben, na¨mlich die Oszillationsperiode To =
µ−1 (Die Periode To ist wesentlich kleiner als das charakteristische Zeitintervall,
auf dem sich die adiabatisch variierte Funktion f(t) a¨ndert). Wir mu¨ssen also
dafu¨r Sorge tragen, dass ∆t so gewa¨hlt wird, dass ∆t  To gilt. Eine Wahl, die
sich zur konkreten Umsetzung als gu¨nstig erwiesen hat, ist To ' 25∆t.
Wir wollen den Quellterm nun in das implizite Integrationsschema (vgl. Abschnitt
6.2)
D2 ~ψ
n+1 = D1 ~ψ
n (6.102)
implementieren. Wir nehmen an, dass die Quelle am Gitterplatz xj′ lokalisiert
























j + U |ψnj |2ψnj + Snj
]
mit Snj = S0f(∆t n) exp(−iµ∆t n)δj,j′ (6.103)
an (es gilt t = ∆t n). Unter Verwendung der Definitionen (6.13) in Matrixform
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Diese Matrixgleichung la¨sst sich mit (6.14) und (6.15) kompakt als
D2 ~ψ
n+1 +~bn = D1 ~ψ
n (6.105)










definiert sind. Die Matrixgleichung (6.106) ist wieder von der Form A ~X = ~B und
kann damit numerisch durch eine Matrixinversionsroutine gelo¨st werden.
Die Exaktheit dieser numerischen Implementierung testen wir, indem wir in einem
Wellenleiter ohne Potentialbarriere durch numerische Integration der Gross-Pita-
evskii-Gleichung mit Quellterm eine stationa¨re ebene Welle generieren, und diese
mit dem im Idealfall zu erwartendem Ergebnis
√




Die Untersuchung von Bose-Einstein-Kondensaten in mesoskopischen Wellenlei-
terstrukturen hat sich in den vergangenen Jahren zu einem wichtigen Teilge-
biet auf dem breiten Arbeitsfeld der Physik kalter Atome und Bose-Einstein-
Kondensate entwickelt. Eine prominente Rolle spielt in diesem Zusammenhang
Transport von Kondensaten in mesoskopischen Wellenleitergeometrien. Trans-
portprozesse sind zum einen aus der Sicht der Grundlagenforschung von großer
Bedeutung, da sich mit ihnen elementare quantenmechanische Fragestellungen
in einem reinen und gut kontrollierbaren System untersuchen lassen; besonders
interessant ist hierbei das Wechselspiel zwischen Transporteigenschaften des Kon-
densats und der Sta¨rke der interatomaren Wechselwirkung. Zum anderen rechnet
man damit, dass diese Transportprozesse in komplexen Wellenleitergeometrien
von technologischer Relevanz fu¨r quanteninformationstechnische Anwendungen
sein ko¨nnen.
Ein Ziel dieser Arbeit war es, Methoden zur Untersuchung von koha¨renten Trans-
port eines Bose-Einstein-Kondensats zu entwickeln und damit Transportprozes-
se durch verschiedene Potentialstrukturen zu betrachten, die gegenwa¨rtig auch
von hohem experimentellen Interesse sind. Der hier gewa¨hlte Zugang basiert auf
der Gross-Pitaevskii-Gleichung, welche die Mean-Field Dynamik der makroskopi-
schen Kondensatwellenfunktion beschreibt und einen wellenmechanische Zugang
zu Transportprozessen erlaubt. Die interatomare Wechselwirkung wird durch
einen nichtlinearen Term in der Wellengleichung beschrieben, der insbesondere
bei Transportprozessen durch Doppelbarrierenpotentiale und Unordnungsregio-
nen zu neuartigen dynamischen Prozessen fu¨hrt.
Wir gaben am Beginn der Arbeit eine Einfu¨hrung u¨ber ga¨ngige Fallenmechanis-
men, die im Zusammenhang mit Bose-Einstein-Kondensaten verwendet werden,
und stellten die grundlegenden Konzepte zur Erzeugung mesoskopischer Wel-
lenleiterstrukturen dar. Des Weiteren diskutierten wir Mo¨glichkeiten zur Erzeu-
gung von Quantenpunktkontakten und quantenpunkta¨hnlichen Potentialstruktu-
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ren, die sich im Rahmen der Atom-Chip Technologie realisieren lassen. Durch die
experimentelle Beobachtung von Fragmentierung eines Kondensats in magneti-
schen Wellenleitern, nahe an Atom-Chip Oberfla¨chen motiviert, entwickelten wir
ein pha¨nomenologisches Modell fu¨r magnetisch induzierte Unordnungspotentiale
in quasi-eindimensionalen Wellenleitern. Dazu nahmen wir δ-korrelierte o¨rtliche
Fluktuationen (weißes Rauschen) der stationa¨ren elektrischen Stromdichte im
mikroskopischen Leiter, der den magnetischen Wellenleiter erzeugt, an; physika-
lisch entspricht diese Annahme dem Bild eines schmutzigen Leiters. Wir konnten
zeigen, dass dieses magnetische Unordnungspotential entlang der Achse des Wel-
lenleiters Lorentzartig korreliert ist und in guter qualitativer U¨bereinstimmung
mit experimentellen Resultaten steht [63].
Grundlage unserer wellenmechanischen Beschreibung von Transportprozessen ist
die nichtlineare Gross-Pitaevskii-Gleichung . Darum wurde in dieser Arbeit aus-
reichend Platz darauf verwendet, ihre Herleitung zu skizzieren und eine eindi-
mensionale Version dieser Wellengleichung abzuleiten, denn oft ko¨nnen Bose-
Einstein-Kondensate in magnetischen Wellenleitern (in adiabatischer Na¨herung),
sehr gut als quasi-eindimensionale Objekte angesehen werden. Die stationa¨ren,
einen Teilchenstrom tragenden Lo¨sungen dieser eindimensionalen Gross-Pitaevs-
kii-Gleichung in einem uniformen Wellenleiter wurden ausfu¨hrlich diskutiert, da
sie grundlegend zur Definition von Streuzuta¨nden sind. In diesem Zusammen-
hang erwies es sich als hilfreich, die stationa¨re Gross-Pitaevskii-Gleichung in ein
System von Hamiltonschen Bewegungsgleichungen fu¨r die Amplitude der Kon-
densatwellenfunktion umzuformulieren; damit sind wir in der Lage, systematisch
alle stationa¨ren Lo¨sungen, auch fu¨r Wellenleiter mit zusa¨tzlichen Barrierenpoten-
tialen, zu finden.
Ein großer Teil dieser Arbeit ist der Entwicklung konzeptionell neuer Metho-
den zur Beschreibung eines koha¨renten Kondensatflusses durch mesoskopische
Potentialstrukturen gewidmet. In diesem Kontext wurden zuna¨chst stromtragen-
de Streuzusta¨nde mit wohldefinierten asymptotischen Eigenschaften fu¨r die sta-
tiona¨re Gross-Pitaevskii-Gleichung eingefu¨hrt, die die Beschreibung stationa¨rer
Transportprozesse erlauben. Nichttrivial ist auch die Erweiterung der aus der li-
nearen Quantenmechanik bekannten Gro¨ßen der Reflexions- und Transmissions-
koeffizienten. Wir zeigten deswegen Verfahren auf, die als eine natu¨rliche Erwei-
terung dieser Gro¨ßen auf nichtlineare Wellengleichung, wie die Gross-Pitaevskii
Gleichung, angesehen werden ko¨nnen.
Es genu¨gt aber nicht, stationa¨re Lo¨sungen der Gross-Pitaevskii-Gleichung zu un-
tersuchen, da a priori jeder experimentell relevante Streuprozess von einem Kon-
densat an einem Barrierenpotential, zumindest tempora¨r, zeitabha¨ngig ist: Wie
bei allen experimentell realisierbaren Transport- und Streuprozessen hat man
es auch hier mit einem anfangs kondensatfreien Wellenleiter zu tun, in den ein
koha¨renter Kondensatfluss eingekoppelt wird; erst dadurch wird der Wellenlei-
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ter in einem zeitabha¨ngigen Prozess graduell mit Materiewellen gefu¨llt. Um zu
untersuchen, ob ein stationa¨rer Streuzustand besetzt wird, war es somit not-
wendig, die Zeitentwicklung der Kondensatwellenfunktion durch Integration der
zeitabha¨ngigen, um einen Quellterm erweiterten, Gross-Pitaevskii-Gleichung zu
simulieren. Die Quelle repra¨sentiert die Ankopplung des Wellenleiters an ein Re-
servoir mit Bose-Einstein-kondensierten Atomen und emittiert monochromatische
Materiewellen mit wohldefiniertem chemischen Potential. Dieser Ansatz erlaubt
es, realistische koha¨rente Transportprozesse im Rahmen der Mean-Field Theorie
zu simulieren und zu untersuchen, ob stationa¨re, dynamisch stabile Transport-
moden populiert werden.
Wir entwickelten im Rahmen dieser Arbeit einen vielseitig einsetzbaren nume-
rischen Apparat, der es erlaubt, die zeitliche Entwicklung eines Kondensats in
beliebig komplexen, sogar zeitabha¨ngigen Potentialstrukturen zu simulieren. In
diesem Zusammenhang haben wir, speziell fu¨r die in dieser Arbeit betrachte-
ten Problemstellungen, absorbierende Randbedingungen konzipiert, die artifizi-
elle Ru¨ckreflexionen am Rande des nur endlich ausgedehnten numerischen Gitters
unterbinden.
In dieser Arbeit wurden Transportprozesse von wechselwirkenden Kondensaten
durch drei spezielle mesoskopische Potentialstrukturen betrachtet. Als einfachsten
Fall untersuchten wir zuna¨chst den Transport durch ein quantenpunktkontaktar-
tiges Potential, na¨mlich einen Wellenleiter mit einem einzelnen Barrierenpotenti-
al, und berechneten nichtlineare Transmissionsspektren. Unsere Rechnungen zei-
gen, dass durch eine repulsive interatomare Wechselwirkung zwar nicht der aus
der linearen Quantenmechanik bekannte qualitative Verlauf des Transmissions-
spektrums grundlegend gea¨ndert wird, jedoch die Transmission mit zunehmender
Wechselwirkung abnimmt.
Ein wesentlich komplexeres Verhalten zeigt sich beim Transport eines Kondensats
durch ein symmetrisches Doppelbarrierenpotential, das als Fabry-Perot Resona-
tor fu¨r Materiewellen angesehen werden kann. Das Hauptergebnis unserer Unter-
suchungen besteht darin, dass fu¨r repulsive Wechselwirkung resonanter Transport
stark unterdru¨ckt wird. Der Grund fu¨r dieses Verhalten konnte auf ein Bistabi-
lita¨tspha¨nomen zuru¨ckgefu¨hrt werden: Die Nichtlinearita¨t fu¨hrt zu einer asym-
metrischen Verschiebung der Breit-Wigner Resonanzen und zur Existenz dreier
verschiedener stationa¨rer Streuzusta¨nde bei ein und dem selben chemischen Po-
tential. Es zeigte sich, dass lediglich der Zustand mit niedrigster Transmission be-
setzt wird, wenn man monochromatische Materiewellen in einen anfa¨nglich leeren
Wellenleiter einstrahlt. Wir konnten aber zeigen, dass der eigentlich unterdru¨ckte
resonante Zustand tempora¨r populiert werden kann, wenn man das Doppelbar-
rierenpotential wa¨hrend des Transportprozesses adiabatisch absenkt [137]. Solch
ein adiabatisches Kontrollschema ko¨nnte als Schaltkomponente fu¨r Kondensat-
flu¨sse in Wellenleitern in Hinblick auf Quanteninformationsprozesse von Nutzen
169
sein.
Als drittes Beispiel fu¨r Kondensattransport durch Wellenleiterstrukturen, un-
tersuchten wir Transport durch mesoskopische Unordnungspotentiale im quasi-
eindimensionalen Bild. [63]. Wir unterschieden dabei zwischen den Fa¨llen von
schwacher und starker Unordnung. Fu¨r den ersten Fall konnten wir mittels ei-
nes sto¨rungstheoretischen Ansatzes Abweichung von der perfekten Transmissi-
on T = 1 analytisch abscha¨tzen. Wir fanden auf La¨ngenskalen, die viel kleiner
als eine charakteristische La¨nge Ld sind (diese ha¨ngt von der Korrelationsla¨nge
des Unordnungspotentials und der Healing La¨nge des Kondensates ab), eine li-
neare Abnahmen der Transmission mit zunehmender La¨nge der Unordnungsre-
gion. Eine Zunahme der repulsiven Atom-Atom Wechselwirkung fu¨hrt zu einer
Verminderung der Transmission. Zudem konnten wir ein semiklassisches Regime
identifizieren: Ist die Unordnungskorrelationsla¨nge viel gro¨ßer als die de Broglie
Wellenla¨nge, so wird die Ru¨ckreflexion exponentiell unterdru¨ckt. Die von uns ent-
wickelte Integrationsmethode erlaubte es, auch das Regime moderater und starker
Unordnungspotentiale zu untersuchen. Fu¨r den Fall wechselwirkungsfreier Atome
fanden wir in unseren Rechnungen zweifelsfrei das Auftreten von Lokalisierung,
das heißt, die Transmission nimmt exponentiell mit zunehmender La¨nge L der
Unordnungregion ab.
Fu¨r repulsiv wechselwirkende Atome wird zeitabha¨ngiges Verhalten eine domi-
nierende Eigenschaft des Systems. Wir fanden, dass stationa¨re Streuzusta¨nde nur
noch in Wellenleitern mit kurzen Unordnungsregionen besetzt werden, wohinge-
gen das Kondensat eine stark zeitabha¨ngige Dynamik aufweist, wenn wir Trans-
port durch lange Unordnungsregionen simulieren. Unsere numerischen Rechnun-
gen zeigen, dass die kritische La¨nge L∗, bei der der U¨bergang von stationa¨ren
zu zeitabha¨ngigen Verhalten eintritt, zu ku¨rzeren La¨ngen der Unordnungsregi-
on hin verschoben wird, wenn man die Wechselwirkung, oder die mittlere Ho¨he
des Unordnungspotentials vergro¨ßert. Zum gegenwa¨rtigen Zeitpunkt bleibt die
Bestimmung der kritischen La¨nge L∗ ein noch offenes Problem, das weiterer nu-
merischer und auch analytischer Studien bedarf. Auch fu¨r den nichtlinearen Fall
haben wir die Abha¨ngigkeit der Transmission von der Unordnungsla¨nge L unter-
sucht. Im zeitabha¨ngigen Regime skaliert die zeitgemittelte Transmission invers
zur La¨nge L; dieses so genannte Ohmsche Verhalten ist charakteristisch fu¨r Sy-
steme, in welchen ein Verlust von Phasenkoha¨renz auftritt. In der Tat verlieren
wir Phaseninformation, wenn wir das Zeitmittel der Transmission berechnen. In
diesem zeitabha¨ngigen Regime ist das Konzept der Anderson-Lokalisierung nicht
mehr anwendbar. Weitere numerische Rechnungen fu¨r sehr schwache Nichtlinea-
rita¨ten, deuten aber darauf hin, dass das Szenario der Anderson-Lokalisierung
auch fu¨r den wechselwirkenden Fall weiterhin gu¨ltig ist, solange stationa¨re Streu-
zusta¨nde in den Unordnungspotentialen besetzt werden.
Grundlage aller unserer Transportrechnungen war die Gross-Pitaevskii-Gleichung.
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Einerseits erlaubt, wie in dieser Arbeit gezeigt, dieseMean Field Beschreibung der
Kondensatwellenfunktion einen fundierten Zugang zur Untersuchung von Trans-
portprozessen, andererseits sind dem hier entwickelten Zugang konzeptionelle
Grenzen gesetzt: So liefert die Gross-Pitaevskii Theorie nur dann verla¨ssliche
Ergebnisse, wenn eine große Zahl von Atomen zum Transportprozess in der Mi-
krostruktur beitra¨gt; deswegen kann unser Formalismus nicht auf Transport von
einigen wenigen kondensierten Atomen angewendet werden, weil dann das Kon-
zept eines Mean-Field Zustandes fu¨r das Kondensat fragwu¨rdig wird. Zudem ist
bei Transport durch Wellenleitern stets darauf zu achten, dass der transversale
Einschluss nicht so stark wird, dass das Tonks-Girardeau Regime erreicht wird,
in dem sich wechselwirkende Bosonen wie Fermionen verhalten. Diese beiden
Einschra¨nkungen sind kontrollierbar, da bei allen, mit unserem Formalismus be-
rechneten Resultaten, explizit nachgepru¨ft werden kann, ob das Gu¨ltigkeitsre-
gime verlassen wurde. Eine weitere Einschra¨nkung erfa¨hrt unser Gross-Pitaevskii
basierter Ansatz dadurch, dass er nur fu¨r Temperaturen weit unterhalb der Kon-
densationstemperatur gu¨ltig ist.
Ein weiterer fu¨r Transportprozesse von Kondensaten wesentlicher Aspekt bleibt
im Rahmen dieser Arbeit ga¨nzlich unberu¨cksichtigt: Aufgrund von Streuprozessen
zwischen den kondensierten Atomen kann na¨mlich ein betra¨chtlicher Teil der Ato-
me aus dem Kondensat gestreut werden. Es kann somit zu einer Verarmung des
kondensierten Grundzustandes und - bei endlichen Temperaturen - zur Bildung
einer inkoha¨renten thermischen Wolke unkondensierter Atome kommen [138].
Kondensat und thermische Wolke ko¨nnen miteinander in Wechselwirkung tre-
ten und somit zu einer Modifizierung der Transporteigenschaften fu¨hren. Dieser
Sachverhalt sollte besonders in Bezug auf zeitabha¨ngige Transportpha¨nomene mit
starker Dynamik von Relevanz sein, da dynamische Prozesse im Allgemeinen zu
Anregungen aus dem Kondensat fu¨hren und die Bildung einer thermischen Wolke
fo¨rdern. Im Kontext der in dieser Arbeit untersuchten Transportprozesse ko¨nn-
te dies im Hinblick auf den zeitabha¨ngigen Transport durch Unordnungregionen
von Relevanz sein. Allerdings erwarten wir keine A¨nderung des Ohmschen Ska-
lengesetzes, da die Wechselwirkung mit einer thermischen Wolke eine zusa¨tzliche
Quelle fu¨r inkoha¨renten Transport ist. Es bleibt aber abzuscha¨tzen, wie stark ei-
ne etwaige Verarmung des Kondensats ausfa¨llt, um zu entscheiden, ob in diesem
Zusammenhang noch von Transport eines Kondensats gesprochen werden kann.
Die vorliegede Arbeit ero¨ffnet Perspektiven fu¨r weiterfu¨hrenden Studien zu koha¨r-
enten Transportprozessen. Zum einen hoffen wir, dass unsere theoretischen Vor-
hersagen bezu¨glich Transport durch die betrachteten speziellen Potentialstruk-
turen experimentelle Arbeiten anstoßen. Insbesondere die experimentelle Grup-
pe von C. Zimmermann ist an der Untersuchung von Transport durch Doppel-
barrierenpotentialen auf dem Atom-Chip interessiert. Desweiteren gibt es in der
Arbeitsgruppe von A. Aspect Vorbereitung fu¨r Transportexperimente, die den
koha¨renten Fluss eines Kondensats durch ein magnetisches Unordnungspotential
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realisieren sollen. Zum anderen betrachten wir den von uns entwickelten Forma-
lismus als solide Grundlage fu¨r weitere theoretische Arbeiten. Konkret denken
wir dabei an die Simulation von Transport einzelner Wellenpakete durch Un-
ordnungsregionen. Des Weiteren ko¨nnen, mit etwas erho¨htem numerischen Auf-
wand, Transportprozesse in realistischen dreidimensionalen Wellenleitern mit Un-
ordnung simuliert werden, um den Einfluss zusa¨tzlicher transversaler Freiheits-
grade zu studieren. Auch ero¨ffnet sich die Perspektive, durch direkte Simulati-
on der Kondensatwellenfunktion, das Verhalten von Bose-Einstein-Kondensaten
in zweidimensionalen Unordnungsregionen in Hinblick auf das Pha¨nomen der
schwachen Lokalisierung zu untersuchen. Besonders der Einfluss der repulsiven
Wechselwirkung du¨rfte hier von hervorgehobenem Interesse sein. Auch Propaga-
tionsprozesse von dunklen Solitonen werden mit unseren Methoden zuga¨nglich;
besonders interessant ist es in diesem Kontext - aufbauend auf die Arbeiten von
N. Pavloff [139, 140] - zu untersuchen, ob ungesto¨rte Propagation von Solito-
nen durch verschieden korrelierte Unordnungspotentiale mo¨glich ist. Um die be-
reits angesprochenen Verarmungseffekte und die Bildung einer thermischen Wolke
wa¨hrend des Transportes zu untersuchen, kann die in dieser Arbeit entwickelte
Integrationsmethode unter Verwendung eines von T. Ko¨hler und K. Burnett ein-
gefu¨hrten quantendynamischen Kumulantenansatzes [83] erweitert werden. Da-
mit erha¨lt man ein gekoppeltes System von dynamischen Gleichungen, die Kor-
rekturen zur Gross-Pitaevskii-Gleichung liefern und die Bildung von Anregungen
aus dem Kondensat und einer thermischen Wolke, auch weit weg von Gleichge-
wichtsszusta¨nden, beschreiben.
Diese Arbeit spannt einen weiten Bogen von der Physik ultrakalter Bose-Ein-
stein-Kondensate, u¨ber Vielteilchenwechselwirkungseffekte, hin zu nichtlinearen
Pha¨nomenen. Sie kann als ein erster Schritt zum Versta¨ndis von Kondensattrans-
port in mesoskopischen Potentialstrukturen angesehen werden. Dieses noch junge
Arbeitsfeld ha¨lt mit Sicherheit noch viele spannende und u¨berraschende physika-
lische Pha¨nomene bereit, die ihrer Entdeckung harren.
Kapitel 8
Anhang
8.1 Quellterm in zylindersymmetrischenWellen-
leitern
Von besonderer Relevanz sind in dieser Arbeit zylindersymmetrische Wellenlei-
tergeometrien. Wir u¨bertragen im Folgenden die im Abschnitt 4.3.5 fu¨r einen
zweidimensionalen Wellenleiter entwickelte Methode zur Implementierung eines
Quellterms auf eine dreidimensionale, zylindersymmetrische Konfiguration. Die





















+ V (x, r)+
+ U0|Ψ(x, r, t)|2
]
Ψ(x, r, t) + S(t)δ(x)e−iµt/
 
F (r); (8.1)
x bezeichnet die longitudinale Achse des Wellenleiters. Wir wollen lediglich um die
Longitudinalachse rotationsinvariante Lo¨sungen der Gross-Pitaevskii-Gleichung
untersuchen, daher ha¨ngt die Wellenfunktion nur von x und der Radialkoordinate
r ab. Wir verwenden den Separarationsansatz
Ψ(x, r, t) = ψ(x)φ(r)e−iµt/
 
. (8.2)
Dies ist eine Lo¨sung der Wellengleichung (8.1), wenn wir F (r) = φ(r) setzen; φ(r)
ist eine Transversalmode des Wellenleiters. Das heißt, wir ko¨nnen die U¨berlegun-
gen aus Abschnitt 4.3.5 direkt u¨bertragen, wir mu¨ssen lediglich die Transver-
salmode φ(y) durch die hier relevante Mode des zylindersymmetrischen Wellen-
leiters ersetzen. Fu¨r die uns interessierenden Fa¨lle ist φ(r) immer die energetisch
niedrigste Transversalmode. Der Strom I, der von einer Wellenfunktion ψ(x, r, t)
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getragen wird, errechnet sich dann u¨ber das Integral
I(x, t) = 2pi
∞∫
0
rdr j(x, r, t); (8.3)
hier ist j(x, r, t) die Stromdichte der Wellenfunktion ψ(x, r, t).
8.2 Na¨herungsweise Bestimmung von evaneszen-
ten Moden
Wir zeigen hier eine Methode auf, die es erlaubt, das Bild der evaneszenten Moden
auch auf den nichtlinearen Fall zu erweitern. Wir zerlegen die Kondensatwellen-
funktion gema¨ß




Hierbei ist φ0 der adiabatische Grundzustand des Bose-Einstein-Kondensates und
die Wellenfunktionen φα (mit α > 0) sind die ho¨heren Transversalmoden des li-
nearen zylindersymmetrischen harmonischen Oszillators (die Moden ha¨ngen we-
gen der Orstabha¨ngigkeit der Transversalfrequenz parametrisch von x ab). Es
ist anzumerken, dass (8.4) keine orthogonale Zerlegung ist, da 〈φ0|φα〉 6= 0 (fu¨r
α > 0). Unter der Annahme, dass die Besetzungswahrscheinlichkeit der Moden
mit α > 0 klein ist, ko¨nnen wir den nichtlinearen Term in der Gross-Pitaevskii-
Gleichung durch U0|ψ0|2|φ0|2 sehr gut approximieren. Dann wird der Grundzu-













+ Vq(x, r) + U0|ψ0|2|φ0|2
]
φo = |φo|2φ0 (8.5)















φα = Eα(x)φα, (8.6)
wobei Eα die parametrisch von x abha¨ngigen Energieeigenwerte sind. Setzt man
nun die Wellenfunktion (8.4) in die dreidimensionale Gross-Pitaevskii-Gleichung
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Aus dieser Gleichung kann man nun rekursiv die Anregungen der ho¨heren Moden
bestimmen; dazu lo¨st man zuna¨chst diese Gleichung, indem man nur den Sum-
manden mit α = 0 beru¨cksichtigt. Damit erha¨lt man die adiabatische Lo¨sung φ0.
Diese setzen wir in (8.7) ein und beru¨cksichtigen nun zusa¨tzlich den Summanden
mit α = 1. Nimmt man nun an, dass das chemische Potential, weit weg vom
Quantenpunktkontakt, die Ungleichungen (|φo|2) < µ < E1 erfu¨llt, so finden
wir unter Beru¨cksichtigung der daraus resultierenden asymptotischen Randbe-
dingung φ1 → 0 fu¨r x → ±∞ die Besetzung der ersten angeregten Mode φ1.
Wegen der Bedingung, dass φ1 im unendlichen verschwindet, handelt es sich bei
dieser Mode wieder um eine evaneszente Mode. In rekursiver Weise ko¨nnen wir
φ0 und φ1 wiederum in (8.7) einsetzen und damit φ2 und die Besetzung ho¨herer,
evaneszenter Moden berechnen. In der Praxis zeigt sich, dass man dieses Verfah-
ren nach α = 2 abbrechen kann, da die Beitra¨ge ho¨herer Moden rasch abklingen.
Diese Methode erlaubt es im Regime kleiner Besetzungswahrscheinlichkeiten fu¨r
die ho¨heren Moden Korrekturen zu den adiabatisch errechneten Transmissionen
zu finden.
8.3 Resonanzen fu¨r δ-fo¨rmige Doppelbarrieren-
potentiale
Wir zeigen in diesem Anhang einen Weg auf, wie die Positionen der Resonan-
zen im Spezialfall sehr enger Gaußbarrieren, die durch ein δ-fo¨rmiges Potential
idealisiert werden, analytisch bestimmt werden ko¨nnen; wir betrachten also ein
Potential der Form
V (x) = V0 [δ(x+ L/2) + δ(x− L/2)] . (8.8)
Wir verwenden dazu die zu (5.17) a¨quivalente integrale Form (3.86) der Gross-Pi-
taevskii-Gleichung . Da wir an Resonanzen interessiert sind, suchen wir Lo¨sungen,
mit n(x) = n1 fu¨r x < −L/2 und x > L/2 (vgl. auch Abb.5.6). Wir betrachten
der Einfachheit halber die erste Resonanz. Wir integrieren (5.17) von links nach
rechts und wa¨hlen fu¨r die untere Integrationsgrenze die Position der rechten δ-
















L ist dann genau die La¨nge, fu¨r die bei gegebenen Werten µ, g und jt die erste
Resonanz zu finden ist, beziehungsweise wird durch diese Integralgleichung das
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chemische Potential bestimmt, wenn wir L vorgeben. Wir mu¨ssen nun noch den
Wert der klassischen Energie E bestimmen. In der Upstream- bzw. Downstream-
Region ist diese Energie durch den Minimalwert Eu des klassischen Potentials
W (A2) festgelegt, da dort fu¨r die Dichte n(x) = n1 gelten soll. Zwischen den Bar-
rieren ist E aber gro¨ßer, da im Bilde des fiktiven klassischen Teilchens das Barrie-
renpotential einen Energieu¨bertrag ∆E auf das Teilchen bewirkt. ∆E kann leicht
berechnet werden, wenn man die Stetigkeit der Amplitude A(x) beru¨cksichtigt;
insbesondere gilt zum Beispiel bei der rechten Barriere A(L/2−0) = A(L/2+0).







+ gA3 + V0δ(x− L/2) = µA. (8.10)

















und betrachten den Limes s→ 0, so finden wir unter Verwendung der Stetigkeit
von A
A′(L/2 + 0)− A′(L/2− 0) = 2mV0A(L/2)/~. (8.12)

















bestimmen. Da wir einen resonanten Zustand untersuchen, gilt [A(L/2)]2 = n1.
Die Energie Er, die relevant fu¨r den resonanten Zustand ist, hat damit also den
Wert






Setzen wir (8.15) in (8.9) ein, so haben wir damit eine implizite Integralgleichung
gewonnen, die es z.B. durch numerisches Lo¨sen erlaubt, die Position der ersten
Resonanz im Transmissionsspektrum zu bestimmen. (Die Positionen der ande-
ren Resonanzen ko¨nnen durch eine a¨hnliche analytische Betrachtung gewonnen
werden, dabei muss aber beachtet werden, dass bei der Integration zwischen dem
positiven und negativen Zweig von (3.86) gewechselt werden muss). Mit dem
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hier aufgezeigten analytischen Ansatz kann man die numerisch errechneten Er-
gebnisse fu¨r die Resonanzpositionen u¨berpru¨fen, wenn man sich im Regime sehr
enger Gaußfo¨rmiger Barrieren befindet. Fu¨r die Resonanz aus Abb.5.9 finden wir
mit (8.15) und (8.9) den Wert µ = 0.624. Dies stimmt sehr gut mit dem nume-
risch gefundenen Wert µ = 0.631 u¨berein, da wir fu¨r dieses Beispiel sehr enge
Gaußfo¨rmiger Barrieren angenommen haben.
8.4 Zusammenhang zwischen Korrelation und
Transmission
In diesem Anhang leiten wir einen Zusammenhang zwischen der gemittelten
Transmission 〈T 〉 und der Korrelationsfunktion des Unordnungspotentials her.
Der Mittelwert von Gleichung (5.40) lautet







































zu schreiben, wobei 〈u(x)u(x′)〉 die Korrelationsfunktion des Unordnungspoten-
tials ist. Wir werten 〈T 〉 fu¨r die besonders interessanten Fa¨lle eines δ-korrelierten








8.5. WKB Methode im semiklassischen Regime 177
und die Integrale in (8.18) ko¨nnen einfach mittels partieller Integration ausge-





〈[δρ′(0)]2〉 = 4κ2〈[δρ(0)]2〉, (8.20)
wobei c eine dimensionslose Konstante von der Gro¨ßenordnung (4γpim2)/(~4κ3)
ist. Fu¨r La¨ngen L der Unordnungsregion mit L κ−1 ko¨nnen wir c vernachla¨ssi-
gen und behalten lediglich Terme, die linear in L skalieren. Verwenden wir diese
Na¨herung, so finden wir mit (8.16) fu¨r ein δ-korreliertes Unordnungspotential











l2c + (x− x′)2
, (8.22)
ist eine exakte Auswertung der Integralausdru¨cke (8.18) nicht mo¨glich. Dennoch
kann im Regime L lc und L 1/κ das innere Integral in (8.18) mit sehr guter







l2c + (x− x′)2
' e2κ(ix−lc) [Θ(x)−Θ(x− L)] (8.23)
gena¨hert werden. Wenden wir zur Auswertung des a¨ußeren Integrals wieder die
partielle Integration an, so finden wir fu¨r 〈T 〉 das Ergebnis




8.5 WKB Methode im semiklassischen Regime
In diesem Anhang zeigen wir, dass die Na¨herungsformel (5.46) auch ausgehend
von einem Standard-WKB Ansatz [141] hergeleitet werden kann. Setzen wir den
WKB-Ansatz ψ(x) = exp(if(x)) (wobei f(x) eine komplexe Funktion sei) in die





if ′′ − (f ′)2]+ Vu(x) + gei(f−f∗) = µ. (8.25)
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Wir nehmen an, das Unordnungspotential Vu(x) sei klein, im Vergleich zum che-
mischen Potential µ, und seine Korrelationsla¨nge lc groß, verglichen mit der de





(µ− Vu(x)− gei(f−f∗)) + if ′′ (8.26)
gebracht werden; damit ko¨nnen wir rekursiv die unbekannte Funktion f(x) be-
stimmen. Da Vu(x) als kleine Sto¨rung angenommen wurde, rechtfertigt dies, als
Na¨herung nullter Ordnung eine ebene Welle mit Dichte n0 und Wellenvektor k
als Anfangskonfiguration fu¨r die Rekursion zu nehmen
f (0) = k x− i ln (√n0 ) . (8.27)







2m (µ− Vu(x)− gn0) ≡ 1
~
P˜ (x); (8.28)













Die untere Integrationsgrenze a liegt in der Downstream-Region, wo wir ein Kon-
















































1− u(x) , (8.33)
wobei u(x) ≡ Vu(x)/(µ−gn0) = Vu(x)2m/(~2k2) ist. Dieses Ergebnis stimmt mit
dem Resultat (5.46), das wir aus den hydrodynamischen Gleichungen hergeleitet
haben, u¨berein.
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