Various non-parametric and parametric estimators of extremal dependence have been proposed in the literature. Non-parametric methods commonly suffer from the curse of dimensionality and have been mostly implemented in extreme-value studies up to three dimensions, whereas parametric models can tackle higher-dimensional settings. In this paper we assess, through a vast and systematic simulation study, the performance of classical and recently proposed estimators in multivariate settings. In particular, we first investigate the performance of non-parametric methods and then compare them with classical parametric approaches under symmetric and asymmetric dependence structures within the commonly-used logistic family. We also explore two different ways to make non-parametric estimators satisfy the necessary dependence function shape constraints, finding a general improvement in estimator performance either i) by substituting the estimator with its greatest convex minorant, developing a computational tool to implement this method for dimensions D ≥ 2; or ii) by projecting the estimator onto a subspace of dependence functions satisfying such constraints and taking advantage of Bernstein-Bézier polynomials. Implementing the convex minorant method leads to better estimator performance as the dimensionality increases.
where V is a homogeneous function of order −1, i.e., V (cz) = c −1 V (z) , c > 0, called exponent measure, and H is a finite spectral measure on the unit simplex S D = {ω ∈ [0, 1] D :
where A(ω) for ω = (ω 1 A4 A(ω) is fully D-max decreasing, see Ressel (2013) .
The lower and upper bounds in condition A2 correspond to the case of perfect dependence and independence between the coordinates, respectively and the condition A4 ensures that the dependence function A is self-consistent with lower dimensions (see also Tawn 2002, 2003; Gudendorf and Segers 2011; Beirlant et al. 2004, p. 257) . Although the class of spectral measures or valid Pickands dependence functions cannot be summarised by a finite number of parameters, in practice it may be convenient to restrict ourselves to flexible parametric subclasses. Several models have been proposed in the literature. One of the mostly used multivariate extreme-value distribution is the logistic model (Gumbel, 1960a,b) or its asymmetric extension (Tawn, 1988 (Tawn, , 1990 , both described in the Appendix B. For a useful summary of existing models, see Beirlant et al. (2004, p. 304-313) .
When inference is performed in a non-parametric fashion, some of the widely-used estimators include the ones introduced by Pickands (1981) , Capéràa et al. (1997) , Naveau et al. (2009 ), Guillotte (2008 , Genest and Segers (2009) , Bücher et al. (2011), and Cormier et al. (2014) for the bivariate case and Zhang et al. (2008) , Segers (2011, 2012) , Berghaus et al. (2013) and Marcon et al. (2016) for dimensions D > 2. Non-parametric estimators of the spectral measure for threshold exceedances, which can be transposed into valid estimators of the dependence function, were introduced, e.g., by Einmahl et al. (2001) and Einmahl and Segers (2009) . In this paper we conduct a vast simulation experiment comparing several of these estimators with the aim of providing a greater understanding of non-parametric estimators under a unified simulation setting, focusing on componentwise maxima. As most non-parametric estimators do not satisfy the necessary dependence function shape constraints, different modifications have been proposed in the literature. Endpoint corrections were introduced by Deheuvels (1991) , Hall and Tajvidi (2000) and Segers (2007) , while Pickands (1981) proposed a method based on the greatest convex minorant in order to comply with the dependence function convexity constraint. Recently, Marcon et al. (2016) suggested another modification which uses Bernstein-Bézier polynomial (Sauer, 1991; Lorenz, 1986) representations owing to their excellent shape-preserving properties (see Camicer and Peña, 1993) . Other approaches involve spline smoothing under constraints (Hall and Tajvidi, 2000; Cormier et al., 2014) and orthogonal projection (Fils-Villetard et al., 2008; Gudendorf and Segers, 2012) . In addition to satisfying the shape constraints, the estimator obtained by applying the methodology proposed by Gudendorf and Segers (2012) admits an integral representation in terms of the discrete spectral measure and therefore satisfies all constraints A1-A2-A3 and A4. However, in practice, computing the multivariate integrals involved in the projection methodology of Gudendorf and Segers (2012) might be very computationally demanding for dimensions D > 3 and the code has not been made available yet. The convex minorant modification proposed by Pickands (1981) is so far the most commonly implemented when the dimension is D = 2. One of the main contributions of this paper is to develop a computational tool for allowing the implementation of the convex minorant method in higher dimensions. In particular, we approximate the value of the dependence function estimator at each grid point by linear interpolation of its value at the points forming the convex hull, taking advantage of the barycentric coordinates system to compute the weights to be assigned to each of the points in the convex hull. We then compare the finite sample properties for dimensions D ≥ 2 of the adjusted non-parametric estimators obtained as the convex minorant counterparts or by applying the Bernstein-Bézier polynomial approach. Generally, we expect non-parametric estimators to be more flexible than parametric ones while suffering from the curse of dimensionality, however this has never been quantified in the context of extremes. Another contribution of this paper is to explore the performance of non-parametric estimators with respect to parametric approaches.
For a comparison of the main parametric methods, see, e.g., Huser et al. (2016) .
The paper is structured as follows. Non-parametric and parametric multivariate inference methods are presented in Section 2. The simulation study assessing the performance of various dependence estimators is described in Section 3. The main findings are summarised in Section 4.
Dependence Function Estimation

Generalities
Inference for observed block maxima
involves essentially two aspects:
i) estimation of marginal distributions and standardisation of the margins to a common (here, unit Fréchet) scale; and ii) estimation of the dependence structure. Since in this work the main focus is on the latter, we perform the marginal estimation separately by using the empirical d.f.
where I(E) is the indicator function of event E, and then standardize the margins to the unit Fréchet scale by applying the transformatioñ
In the following sections we discuss non-parametric and parametric approaches to estimate the extremal dependence via the dependence function (2).
2.2 Non-parametric approach Table 1 provides a summary of the main characteristics for a quite exhaustive list of widely-used non-parametric estimators proposed in the literature for componentwise maxima. We also report variants of these estimators, proposed in order to impose endpoint corrections and extensions to more general frameworks. The finite sample performances of non-parametric estimators are assessed in the simulation study in Section 3. For the sake of clarity and conciseness, we cannot consider all non-parametric estimators presented in Table 1 , and therefore we select the estimators that present dissimilar characteristics and are available in an R package. In particular, we consider Table 1 : List of the most widely-used non-parametric estimators for multivariate extremes and their variants.
For each estimator we report whether it: has been defined or implemented in the multivariate case; satisfies the constraints A1, A2, A3, A4; is contained in an R package; is a variant or extension of another estimator. The estimators considered in the simulation study in Section 3 are highlighted in bold. BDV Berghaus et al. (2013) MBDV BDV *see Zhang et al. (2008) for multivariate version; **see Gudendorf and Segers (2012) for multivariate version; ***see also Zhang et al. (2008) . "+"the constraints satisfied are the same as for the original estimator.
the rank-based (Genest and Segers, 2009; Gudendorf and Segers, 2012) non-parametric estimators of the Pickands (1981) and Capéràa et al. (1997) class, i.e.,Â
based on the idea of the madogram (Matheron, 1987; Cooley et al., 2006) and the estimator derived by Cormier et al. (2014) using constrained B-spline smoothing, i.e.,
A COBS n
. More details on the selected estimators are available in the original references and in the Appendix A. Most of the aforementioned estimators do not satisfy the dependence function constraints and in the following section we discuss two possible modifications to comply at least with the convexity and boundary constraints A1, A2 and A3.
Modifications to satisfy the constraints
A first modification was originally proposed by Pickands (1981) and consists in replacing the non-parametric estimatorÂ n (ω) with its greatest convex minorant in order to comply with the convexity constraint A1; see also Pickands (1989) , Deheuvels (1991) , Hall and Tajvidi (2000) and Capéràa and Fougères (2000) . So far, this method has only been used for bivariate data, perhaps due to the computational difficulties related to its implementation in dimensions D > 2. In this paper we overcome these difficulties and build a methodology to compute the convex minorant of the non-parametric dependence function estimators in higher dimensions by taking advantage of barycentric interpolation, a tool commonly used in many computer graphics applications.
The convex hull of a set of (D − 1)-dimensional input points on the simplex S D is the union of all the "hyper-triangles" determined by at most D vertices. Let
be D vertices of a "hyper-triangle" Q on the simplex S D . The barycentric coordinates λ d ≥ 0,
placed at the vertices of Q such that ω 0 is the center of mass. Therefore we can evaluate the value of the non-parametric estimatorÂ n (ω) at any grid point lying inside a (D − 1)-dimensional "hyper-triangle" forming the convex hull by the interpolation of its value at the vertices using the barycentric coordinates as weights, i.e.,
To determine if a (D−1)-dimensional input point ω 0 lies inside a specific "hyper-triangle" formed by the vertices
or on its edge we verify that the determinants of a given a set of input points we used the algorithm available in the R package geometry.
However, computing the convex hull in dimensions D > 7 using the available algorithms is time consuming and requires significant memory space, which makes the application of this method too computationally demanding for the moment. Moreover, the endpoints correction
can be applied to ensure that the boundary constraints A2, A3 are satisfied.
An alternative method, recently proposed by Marcon et al. (2016) , involves the projection of the non-parametric estimatorÂ n (ω) onto the subspace A of functions satisfying the constraints A1, A2 and A3 expressible through linear combinations of k th order Bernstein-Bézier polynomials (Sauer, 1991; Lorenz, 1986) . The Bernstein-Bézier polynomial approximation of a function
where the b l (·; k) forms the l th element of the basis of Bernstein-Bézier polynomials of degree k, which are defined as continuous functions with values in [0, 1] . The projection estimator is based on a first guessÂ 1 and then obtained as the solution of the optimisation problem
where the minimum is taken over all possible measurable functions in A, which is a closed and convex subset of L 2 (S D ), the space of square integrable functions over the unit simplex. Consider a nested sequence of constrained multivariate Bernstein-Bézier polynomial families A k ⊆ A;
restrictions on the β l in (7) can be imposed such that each member of A k satisfies the necessary dependence function conditions, for more details see Marcon et al. (2016) .
Parametric approach
Parametric estimation of the dependence function can be performed by maximising the pairwise likelihood under the assumption of mutual independence (see, e.g., Varin and Vidoni, 2005; Varin, 2008; Padoan et al., 2010 or Davison and Gholamrezaee, 2012) . In particular, the log-pairwise likelihood function considered in this paper is of the form
where α is the vector of unknown parameters, (m id 1 ,m id 2 ) are standardised sample maxima transformed to the Fréchet scale, see (4), and g denotes the bivariate density function:
with V 1 , V 2 and V 12 denoting the partial and mixed derivatives of the exponent measure V in (1).
The marginal and dependence parameters can be estimated either separately or jointly, the latter approach allowing a better estimation of the global uncertainty. An estimate of the Pickands dependence function may then be obtained through (2). Under classical regularity conditions, maximum composite likelihood estimators are strongly consistent and asymptotically Gaussian but present a loss in efficiency with respect to maximum likelihood estimators. In the bivariate case, the log-pairwise likelihood function boils down to the full log-likelihood function, i.e,
3 Simulation Study
Simulation design
We investigate the finite-sample performance of non-parametric and parametric methods on N = 1000 independent multivariate datasets of various dimensions (D = 2, 3, 4, 5). For finite sample sizes, extremes not yet being in their limiting regime (1), it makes sense to assess the sub-asymptotic bias of the different estimators that is due to being in the MDA. Therefore, in this simulation experiment we complement previous comparison studies by simulating the data from distributions in the MDA of the multivariate extreme-value distribution G characterized by logistic and asymmetric logistic dependence structures, respectively. A similar setting was considered in Huser et al. (2016) , where the goal was to compare different parametric methods.
In particular, data are generated from the so-called outer power Clayton copula (Nelsen, 2006) ,
where u = (u 1 , . . . , u D ) , with generator ϕ(t) = (t α + 1) −1 . Indeed, it can be shown (Fougères, 2004, p. 376) 
, then the distribution of the random vector
} is in the MDA of the logistic distribution characterized by the dependence function in (24). Moreover, we introduce asymmetry in the dependence structure by generating the data from the copula
The construction of such copula is based on the Khoudraji's device proposed by Khoudraji (1995) in a bivariate setting and used by Liebscher (2008) afterwards in higher dimensions, see also Genest et al. (2011) and Li and Genton (2013) . Note that, if
MDA of a simplified version of the asymmetric logistic distribution characterized by the dependence function in (25), i.e.,
with dependence parameters 0 < α ≤ 1 and asymmetry parameters 0
The proof is given in the Appendix C. Moreover, we further specify φ d to be equal to φ d−1 so as to have only one asymmetry parameter to estimate and meaning that the extent of asymmetry augments as the "distance" between vector components increases. The simulations from the copula (9) and its asymmetric extension (10) were performed using the R package copula (Hofert et al., 2014) , considering a wide range of dependence scenarios and sample size n = 10000 and extracting M = 100 multivariate componentwise maxima from each dataset. The extremal coefficient is used in the simulation study as a summary of extremal dependence (Smith, 1990 )
where 1 is a vector of ones. The value of θ decreases as the dependence strength between the margins increases. In particular, independence and perfect dependence occur if and only if θ = D or θ = 1, respectively. Under each dependence scenario, we estimate the dependence function using the different methods outlined in Section 2 and compute a Monte Carlo approximation of root mean integrated square error (RMISE) from N replicates. The RMISE of a given estimator
can be shown to be equal to
where IBIAS and ISD denote the integrated bias and the integrated standard deviation, respectively (Gentle, 2002, p. 145) . The integrands in (13) and (14) are evaluated on a fine partition of S D sampled on a regular grid and a sum of these values is used to approximate the integrals.
Computational time for the implementation of both the convex minorant (5) and the projection (8) methods is highly influenced by the number of grid points chosen to discretise S D , which grows with the dimension D, but it is generally fast up to D = 4. In the following sections, we present the results of the simulation study focusing first on the bivariate case and then on higher dimensions.
Bivariate case: non-parametric estimators comparison
Considering dependence scenarios ranging from strong dependence to independence, for data with distribution in the MDA of the logistic distribution (24) with D = 2, we display in Figure 1 the RMISE, IBIAS and ISD computed for the convex minorant (5) counterparts of the non- estimators is close to 0 for strong dependence and increases as the dependence strength decreases, i.e., as the extremal coefficient θ approaches 2. This is consistent with results obtained by Huser et al. (2016) in the parametric framework.
By contrast, the IBIAS of theÂ RP-CONV n estimator is only close to 0 when the dependence is rather weak, showing higher IBIAS for mild dependence and close to independence. This nonmonotonic behaviour can be attributed to a change of sign in the bias as we move from complete dependence to independence. In other words, the estimated dependence function tends to lie above the actual one for roughly 1 ≤ θ ≤ 1.7, and below it for 1.7 ≤ θ ≤ 2. In the case of independence, however, the true curve is situated on the upper edge of the triangle defined by values resulted to be the same for all the estimators considered in this simulation study and are reported in Table 2 . As expected, a large k is suitable for very strong dependence scenarios, whereas lower values of k yield good approximations when the dependence strength is mild to weak. In practice, the true value of θ is unknown and therefore also the optimal k. However, we found that fixing the Bernstein-Bézier polynomial degree k = 6 is generally sufficiently large to obtain a reasonable approximation for a wide range of dependence situations but not too large so as to avoid excessive overfitting. A remedy to the fact that k is unknown has been provided by Marcon et al. (2017) in a Bayesian context, favouring low values in the case of strong dependence and high values in the case of weak dependence in accordance with our findings.
From Figure 2 we observe that the estimators satisfying the convexity constraint generally show the best performances. Moreover, when the Bernstein-Bézier polynomial method is applied 
Bivariate case: parametric versus non-parametric estimators
In order to assess the performance of non-parametric and parametric methods, while avoiding favouring the parametric approach, we compare the non-parametric estimatorsÂ we fixed the Bernstein-Bézier polynomial degree k = 6 for the reasons discussed in Section 3.2. Owing to the constraints A1, A2 and A3, the dependence function cannot be highly asymmetric when the dependence between the margins is strong.
Thus, for a fixed value of the extremal coefficient, the asymmetry parameters φ 2 represented in the abscissa are bounded from below: if θ = 1.3 or θ = 1.5 then φ 2 cannot be lower than ≈ 0.75 or ≈ 0.55, respectively, with φ 1 = 1.
In accordance with the results detailed in Section 3.2, the RMISE generally increases when approaching independence. Despite the logistic model becomes increasingly misspecified as φ 2 departs from φ 1 = 1, in terms of RMISE the logistic model estimator slightly outperforms the non-parametric estimators in the cases of mild and weak dependence for mild levels of asymmetry.
As expected, the non-parametric estimators are more flexible and show the best performance for highly asymmetric data. Looking at the computed standard deviations it is clear that the parametric methods are always the most efficient, but non-parametric methods show comparable performances, which is not the case for higher dimensions (see Section 3.4). The logistic model estimator is overall more efficient than its asymmetric extension, especially when the data are close to be symmetric. This can be explained by the reduced number of parameters that need to be estimated when the logistic model is assumed. Consequently, in terms of RMISE, the parametric and non-parametric estimators seem to perform very similarly even in the presence of mild asymmetry, whereas, as predicted, the logistic model estimator is insufficiently flexible for describing situations of strong asymmetry.
Performance of estimators in higher dimensions
We now consider the case of mild dependence strength and asymmetry for data with distribution in the MDA of the asymmetric logistic distribution (11) with dimensions D = 2, 3, 4, 5. The RMISE computed for the non-parametric and parametric estimators which can be computed for data dimensions D > 2 are reported in Table 3 . The Bernstein-Bézier polynomial estimations are obtained fixing the degree to k = 6, as k = 3, 9 (not shown) do not lead to significant differences in terms of RMISE, suggesting that the dimension does not have significant repercussions on the choice of k. Similarly to Section 3.3, the parameter φ has a lower bound for fixed θ which depends Table 3 : Root mean integrated square error (RMISE×1000) computed for data with distribution in the MDA of the asymmetric logistic distribution (11) (17), (18), (20) and (22) to which we imposed only the endpoint correction (6). Their convex minorant (Â -CONV n ) and projection (Â -BP n ) counterparts are obtained applying the modifications (5) and (8) as the best across all dimensions (see Table 5 ). As we can see from Table 3 and Table 4 , when the dependence strength is mild or weak, the best performances are provided by the adjusted estimatorsÂ Non-parametric and parametric methods perform very similarly for bivariate data, at least when the assumed parametric model is not strongly misspecified. By contrast, for dimension D > 2, the variability of non-parametric estimators increases significantly and parametric methods largely outperform non-parametric estimators when the parametric model is correctly specified.
However, the IBIAS of the logistic model estimator in dimensions D > 2 is very large for slightly asymmetric data causing a significant increase of its RMISE. Non-parametric estimators instead maintain low bias as the dimensions and the extent of asymmetry increase, confirming their greater flexibility with respect to parametric methods. based on (17) to which we imposed only the endpoint corrections (6) (top row), its convex minorantÂ RP-CONV n (middle row) and Bernstein-Bézier polynomial projectionÂ P-BP n (bottom row) counterparts obtained applying the modifications (5) and (8) with k = 6, respectively, computed for data with distribution in the MDA of the logistic distribution for D = 3. The different columns display the cases of strong (θ = 1.6), mild (θ = 2) and weak (θ = 2.4) dependence strength, respectively. In Figure 4 it is possible to visualise how the dependence function estimatorÂ RP n , for dimension D = 3, adjusts after the application of the convex minorant or the Bernstein-Bézier polynomial modification. Both methods significantly change the shape of the estimator, making it satisfy the convexity constraint. However, the estimator resulting from the application of the convex minorant method is a piecewise linear function and not smooth on the unit simplex S D , unlike its Bernstein-Bézier polynomial projection counterpart.
Discussion
We investigated the finite-sample performance of some of the mostly-used non-parametric estimators for multivariate componentwise maxima considering different strengths and forms of dependence. Generally speaking, estimator performance decays as the dependence strength between the margins decreases and the dimensionality increases. We computed the convex minorant counterparts of the non-parametric estimators for the dependence function in dimensions D ≥ 2 and highlighted that the non-parametric estimator performance generally improves by imposing the convexity constraint. Applying the Bernstein-Bézier polynomial method leads to better estimator performance for bivariate maxima, whereas the convex minorant modification is a more efficient alternative for higher dimensions and asymmetric datasets. The choice of the Bernstein-Bézier polynomial degree k is mainly influenced by the dependence strength across dimensions. Fixing its value to k = 6 should be good enough to avoid over-and under-fitting for most dependence cases, but k should be much larger in presence of very strong dependence. In this simulation study, estimator performance was only assessed for block maxima. Considering other ways of selecting the sample of extremes might be of interest. For instance, selecting observations exceeding a specific threshold would offer valuable insight into these popular threshold methods, although the definition of threshold exceedances in the multivariate case is not as clear as in the univariate case. Also, here we focused on a very specific dependence structure, the symmetric and asymmetric logistic families. Future studies would benefit from exploring other types of dependence structures, gaining a greater understanding of non-parametric and parametric methods towards a wider range of applications.
Appendices A Non-parametric Estimators
If Z = (Z 1 , . . . , Z D ) is a max-stable vector with distribution G(z) (1) and estimated marginŝ
has survival function
where t ≥ 0. Thus, the random variable κ (ω) has standard exponential distribution with
where η is the Euler-Mascheroni constant. The most popular non-parametric estimators of A(ω)
are based on the equations in (16). For instance, Pickands (1981) proposed to estimate the dependence function by the reciprocal of the sample mean of κ (ω), i.e.,
where κ i (ω) is the empirical counterpart of (15) using sample maxima m i . WhileÂ
provides a sensible estimation of A(ω), it does not satisfy any of the conditions A1, A2 and A3.
As such, Hall and Tajvidi (2000) proposed a variant which verifies A2 and A3, defined aŝ
, D, andm as defined in (4). The second equation in (16) leads to another dependence function estimator
However,Â * (ω) does not satisfy any of the constraints A1, A2, A3 either. Capéràa et al. (1997) further modified (16) introducing an estimator meeting the constraint A3 for D = 2; its extension to arbitrary dimension, provided by Zhang et al. (2008) , see also Gudendorf and Segers (2011) , corresponds to the following estimator Another type of non-parametric estimator of the dependence function can be based on the madogram (Matheron, 1987; Cooley et al., 2006) . The multivariate madogram is defined as (see Naveau et al., 2009 ) the expected value of the difference between the maximum and the mean of the rescaled variables G(Z) ω −1 , i.e.,
The estimator suggested by Marcon et al. (2016) consists of a slight modification of the estimator introduced by Naveau et al. (2009) for D = 2 that satisfies the conditions A2 and A3 and applies to high dimensions. It is defined aŝ
where
Finally, Cormier et al. (2014) proposed to estimate the Pickands dependence function through a graphical tool. Given the bivariate copula C(u 1 , u 2 ), consider the transformation
where for each i = 1, . . . , n,Ĉ n denote the empirical copula. The Pickands dependence function is approximated by fitting to the points (t 1 , z 1 ), . . . , (t n , z n ) a constrained B-spline smoothing 
where,β j is an estimate of β j for each j = 1, . . . , m + k.
B Parametric models for the dependence function
Several parametric models to describe extremal dependence have been proposed in the literature.
The logistic model, introduced by Gumbel (1960a,b) , is one of the most widely-used thanks to its simplicity. It has dependence function of the form
with dependence parameter 0 < α ≤ 1. The strength of dependence decreases as α increases.
In particular, the cases of independence and perfect dependence correspond to α = 1 and α ↓ 0, respectively. When D = 2, the model (24) simplifies to A(ω)
A limitation of the logistic model resides in its lack of flexibility as its dependence structure relies on only one parameter and it does not allow for asymmetry, i.e., the margins are exchangeable.
An asymmetric generalisation was suggested by Tawn (1988) for dimension D = 2 and extended to higher dimensions by Tawn (1990) , see also Smith et al. (1990) , Coles and Tawn (1991) and Stephenson (2009) . The asymmetric logistic model has dependence function
with dependence parameters 0 < α C ≤ 1 and asymmetry parameters φ
with C∈S φ Cd = 1, where S is the set of all non-empty subsets of
, with dependence parameter 0 < α ≤ 1 and asymmetry parameters 0 ≤ φ 1 , φ 2 ≤ 1. The extent of asymmetry in the bivariate dependence structure decreases as the asymmetry parameters φ 1 and φ 2 approach unity. The symmetric case arises when φ 1 = φ 2 = 1. Without much loss of flexibility, φ 1 or φ 2 could be fixed to 1 (Tawn, 1988) .
Independence corresponds to φ 1 = φ 2 = 1 and α = 1, whereas perfect dependence corresponds to φ 1 = 0 or φ 2 = 0 or α ↓ 0.
C Proof of equation (11)
, where C 1 denotes the outer power Clayton copula with generator ϕ(t) = (t α + 1) −1 , then the random vector X = {−1/log(U 1 ), . . . , −1/log(U D )} is distributed according to the same copula C 1 and its marginal distributions are unit Fréchet.
According to Fougères (2004, p. 376) , taking the sequences a n = (n, . . . , n) and b n = (0, . . . , 0) defined in Section 1, the distribution of X is in the MDA of the logistic distribution (24). Now, let
the distribution of the random vector X (
Applying (2) we obtain
which is a special case of the asymmetric logistic model dependence function in (25). Table 5 : Root mean integrated square error (RMISE×1000) computed for data with distribution in the MDA of the asymmetric logistic distribution (11) are reported for different values of the asymmetry parameter φ. The different columns represent dimensions D = 2, 3, 4, 5 and the corresponding extremal coefficient is fixed to θ = 1.3, 1.6, 1.9, 2.2, respectively, reflecting the case of strong dependence. The estimatorsÂ 
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