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Computation in Multicast Networks:
Function Alignment and Converse Theorems
Changho Suh, Naveen Goela and Michael Gastpar
Abstract—The classical problem in network coding theory con-
siders communication over multicast networks. Multiple trans-
mitters send independent messages to multiple receivers which
decode the same set of messages. In this work, computation
over multicast networks is considered: each receiver decodes
an identical function of the original messages. For a countably
infinite class of two-transmitter two-receiver single-hop linear
deterministic networks, the computation capacity is characterized
for a linear function (modulo-2 sum) of Bernoulli sources. A
new upper bound is derived that is tighter than cut-set based
and genie-aided bounds. A matching inner bound is established
via the development of a network decomposition theorem which
identifies elementary parallel subnetworks that can constitute an
original network without loss of optimality. The decomposition
theorem provides a conceptually-simple proof of achievability
that generalizes to L-transmitter L-receiver networks.
Index Terms—Computation Capacity, Function Alignment,
Network Decomposition Theorem
I. INTRODUCTION
Recently coding for computation in networks has received
considerable attention with applications in sensor networks [1]
and cloud computing scenarios [2], [3]. In a sensor network,
a fusion node may be interested in computing a relevant
function of the measurements from various data nodes. In a
cloud computing scenario, a client may download a function or
part of the original source information that is distributed (e.g.
using a maximum distance separable code) across multiple
data nodes.
The simplest setting for computation in networks consists
of multiple sources transmitting information to a single re-
ceiver which computes a function of the original sources.
Appuswamy et al. study the fundamental limits of computation
for linear and general target function classes for single-
receiver networks [4]. While limited progress has been made
for general target functions, the problem of linear function
computation in single-receiver networks has been solved in
part due to a duality theorem establishing an equivalence
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to the classical problem of communication over multicast
networks [5].
Several results over the past decade have contributed to
the understanding of classical communication in multicast
networks in which the task is to transmit raw messages from
transmitters to a set of receivers with identical message de-
mands. The celebrated work of Ahlswede et al. [5] established
that the cut-set bound is tight for multicast communication.
Subsequent research developed practical linear network coding
strategies ranging from random linear codes to deterministic
polynomial-time code constructions [6]–[9]. The success of
traditional multicast communication motivates us to explore
the fundamental limits of multicasting a linear function in
multiple-receiver networks as a natural next step. For this open
problem, some facts are known based on example networks:
(a) Random codes are insufficient in achieving capacity limits,
and structured codes achieve higher computation rates [10]; (b)
Linear codes are insufficient in general for computation over
multi-receiver networks (cf. both [11] and [12]) and non-linear
codes may achieve higher computation rates.
To make progress on the problem of multicasting a function,
we consider a multiple-receiver network scenario in which all
of the receivers compute a linear function (modulo-2 sum) of
the independent Bernoulli sources generated at transmitters.
Specifically, we consider the Avestimehr-Diggavi-Tse (ADT)
deterministic network model [13] which well abstracts wire-
less Gaussian networks. In the context of classical commu-
nication, it has been well known that ADT networks can
approximate wireless Gaussian networks within a constant gap
to the optimality in capacity [13], [14]. Recently a similar
approximation result has been established for the problem of
computation in which a single receiver wishes to compute a
linear function of multiple Gaussian sources [15]. Specifically
[15] employs lattice codes to show that a multiple-source
single-destination Gaussian network can be approximated to
a class of linear deterministic networks (which includes the
ADT network as a special case), within a constant factor of
the optimal performance w.r.t. the distortion for computing the
sum of the Gaussian sources. In this work, we intend to extend
this approximation approach to more general computation sce-
narios in Gaussian networks. As an initial effort, we consider
an L-transmitter L-receiver ADT network with the function
multicast demand.
In this paper, we derive a new upper bound that is tighter
than cut-set based bounds and genie-aided bounds. Especially
in the case of L = 2, we establish a matching inner bound
to characterize the computation capacity. The achievability
builds upon our development of a network decomposition
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Fig. 1. L-transmitter L-receiver Avestimehr-Diggavi-Tse (ADT) determin-
istic network.
theorem which identifies elementary parallel subnetworks that
can constitute an original network without loss of optimal-
ity. The network decomposition offers a conceptually simple
achievability proof which we use to generalize to an arbitrary
value of L. In the L-user case, we show the optimality of
our achievability in the limit of L. Our achievable scheme
is intimately related to the concept of interference alignment
although the purpose of alignment is different. In our problem,
the alignment idea is employed to compute a desired function
with a smaller number of linear-subspace signal dimension
than the number of sources involved in the function.
Related Work: In [11], [16], [17], the computation capac-
ity for multicasting a sum of sources is explored for arbi-
trary multiple-source multiple-destination networks. Rai and
Dey [11] proved that there exists a linear solvably equivalent
sum-network for any multiple-unicast network and vice-versa.
Ramamoorthy and Langberg [17] characterized necessary and
sufficient conditions for communicating sums of sources of
two-source L-destination (or L-source two-destination) net-
works, when the entropy of each source is limited by 1. On the
other hand, we consider sources without entropy constraints
and establish the exact computation capacity of an ADT
multiple-receiver network.
II. MODEL
Consider an L-transmitter L-receiver ADT deterministic
network depicted in Fig. 1. This network is described by
integer parameters nij ’s, each indicating the number of signal
bit levels from transmitter i (i = 1, · · · , L) to receiver j
(j = 1, · · · , L). In the example of Fig. 1, n11 = 4, n12 = 2
and n1L = 2. Let Xℓ ∈ Fq2 be transmitter ℓ’s encoded signal
where q = maxij nij . The received signal at Rx ℓ is then
given by
Yℓ = G
q−n1ℓX1 ⊕G
q−n2ℓX2 ⊕ · · · ⊕G
q−nLℓXL, (1)
where G is the q-by-q shift matrix, i.e., [G]ij = 1{i = j+1}
(1 ≤ i ≤ q; 1 ≤ j ≤ q), and operations are performed in F2.
Here ⊕ indicates the bit wise XOR.
Each receiver wishes to compute modulo-2 sums of the L
Bernoulli sources (SK1 , · · · , SKL ), generated at the L trans-
mitters, with N uses of the network. Here we use shorthand
notation to indicate the sequence up to K , e.g., SKℓ :=
(Sℓ1, · · · , SℓK). We assume that (SK1 , · · · , SKL ) are indepen-
dent and identically distributed with Bern(12 ). Transmitter ℓ
uses its encoding function to map SKℓ to a length-N codeword
XNℓ . Receiver ℓ uses a decoding function dℓ to estimate⊕L
ℓ=1 S
K
ℓ from its received signal Y Nℓ . An error occurs
whenever dℓ 6=
⊕L
ℓ=1 S
K
ℓ . The average probabilities of error
are given by λℓ = E[Pr(dℓ 6=
⊕L
ℓ=1 S
K
ℓ )], ℓ = 1, · · · , L.
We say that the computation rate Rcomp = KN is achievable
if there exists a family of codebooks and encoder/decoder
functions such that the average decoding error probabilities of
(λ1, · · · , λL) go to zero as code length N tends to infinity. The
computation capacity Ccomp is the supremum of the achievable
computation rates.
In the case of L = 2, we classify networks into two classes
depending on a channel parameter condition.
Definition 1: A network is said to be degenerate if n11 −
n12 = n21 − n22. A network is said to be non-degenerate if
n11 − n12 6= n21 − n22.
Remark 1: Suppose that n11 − n12 = n21 − n22 ≥ 0. In
this case, one can see that
G
n21−n22Y1 = G
q−n11+n21−n22X1 ⊕G
q−n22X2
= Gq−n12X1 ⊕G
q−n22X2 = Y2.
implying that Y2 is a degenerated version of Y1. For the other
case of n11 − n12 = n21 − n22 ≤ 0, one can readily see that
Y1 is a degenerated version of Y2 as Y1 = Gn12−n11Y2. 
III. MAIN RESULTS
A. 2-by-2 Network
Theorem 1:
Ccomp ≤ min{n11, n12, n22, n21}. (2)
For degenerate networks: n11 − n12 = n21 − n22, this upper
bound is achievable.
Proof: The standard cut-set argument establishes the
upper bound. Using Fano’s inequality: H(SK1 ⊕ SK2 |Y N1 ) ≤
1 + Pr
(
d1 6= S
K
1 ⊕ S
K
2
)
K , and denoting ǫN := 1/N +
Pr
(
d1 6= S
K
1 ⊕ S
K
2
)
K/N , we get:
N(Rcomp − ǫN) ≤ I(S
K
1 ⊕ S
K
2 ;Y
N
1 )
≤ I(SK1 ⊕ S
K
2 ;Y
N
1 |S
K
2 , X
N
2 )
≤ H(Y N1 |X
N
2 ) ≤ Nn11
where the second inequality follows from the non-negativity
of mutual information and the fact that SK2 is independent of
SK1 ⊕ S
K
2 . This yields Rcomp ≤ n11. Similarly one can prove
that Rcomp ≤ min{n12, n21, n22}.
The achievability proof is as follows. Assume that n11 −
n12 = n21 − n22 ≥ 0. Then Y2 is a degenerated version
of Y1: Y2 = Gn21−n22Y1. This shows an equivalence to a
single-receiver case which concerns receiver 2’s demand only.
Hence, the computation rate in this case is the same as that
of a multiple-access channel having receiver 2 as the receiver.
3So Rcomp ≥ min{n12, n22} [4], [10]. Similarly for the other
case of n11 − n12 = n21 − n22 ≤ 0, one can show that
Y1 is a degenerated version of Y2 and therefore the network
becomes equivalent to a single-receiver network w.r.t. receiver
1 where Rcomp ≥ min{n11, n21}. In the first case, n12 ≤ n11
and n22 ≤ n21; hence min{n12, n22} ≤ min{n11, n21}.
In the second case, on the other hand, min{n12, n22} ≥
min{n11, n21}. Therefore, Rcomp ≥ min{n12, n22, n11, n21}.
Theorem 2 (Upper Bound for Non-degenerate Networks):
Ccomp ≤
max(n11, n21) + max(n22, n12)
3
. (3)
Proof: See Section IV.
We show the tightness of the above bound for the case of
n := n11 = n22 and m := n12 = n21 that we call a symmetric
case.
Theorem 3 (Symmetric Network): For n := n11 = n22 and
m := n12 = n21,
Ccomp =
{
min
{
m,n, 23 max(m,n)
}
, m 6= n;
n, m = n.
(4)
Proof: The converse proof is immediate from Theorems 1
and 2. See Section V for the achievability proof.
Remark 2 (Generalization to p-ary Models): The results in
Theorems 1, 2, and 3 hold for p-ary models in which Sℓ’s
and channel input/output are in Fp, the desired function is
modulo-p addition, and the channel operation is also modulo-
p addition. Here p is a prime number. Specifically, in the
p-ary case, the converse proof of Theorem 1 starts with
a slightly different inequality, yet yielding the same result:
N((log2 p)Rcomp− ǫN) ≤ H(Y
N
1 |X
N
2 ) ≤ N(log2 p)n11. One
can make the same argument for the other theorems. This
will be clearer in the detailed proof that will be presented in
Section IV.
Remark 3 (Comparison to Separation Scheme): A
baseline strategy for the problem at hand is to let both
receivers first fully recover both sources, S1 and S2,
and only then apply the desired computation. Since this
strategy separates communication from computation, we
refer to it as the separation scheme. The performance of
this strategy is well known: The capacity region for data
transmission is simply the intersection of the capacity
regions of the two multiple-access channels, one from both
transmitters to Receiver 1, the other from both transmitters
to Receiver 2. For symmetric models (n11 = n22 = n
and n12 = n21 = m), this evaluates to the message rate
region characterized by R1 ≤ min(m,n), R2 ≤ min(m,n)
and R1 + R2 ≤ max(m,n). The corresponding achievable
computation rate is simply the maximum symmetric rate
point in this region, and thus, R
sep
comp
q
≥ min{α, 12}, where
α := min(m,n)max(m,n) . This is illustrated in Figure 2. For the
regime 0 ≤ α ≤ 12 , the separation strategy is optimal, but for
1
2 < α ≤ 1, it is strictly suboptimal. 
B. L-by-L Network
We consider a symmetric setting where the only two integer
parameters of (m,n) describe the network. Here n indicates
α
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Fig. 2. Computation capacity of the symmetric network (n := n11 = n22
and m := n12 = n21). Here α := min(m,n)max(m,n) and q := max(m, n).
the number of signal bit levels from transmitter ℓ to receiver ℓ;
and m denotes the number of signal bit levels from transmitter
ℓ to receiver ℓ′(6= ℓ).
Theorem 4 (L-by-L Symmetric Network):
Rcomp ≥
{
min
{
m,n, 12 max(n,m)
}
, m 6= n;
n, m = n.
Ccomp ≤
{
min
{
m,n, L2L−1 max(n,m)
}
, m 6= n;
n, m = n.
Proof: See Section VI.
Remark 4: Note that our information-theoretic upper bound
approaches the achievable rate as L tends to infinity. As in the
L = 2 case, this result also holds for general p-ary models.
This will be clarified in Section VI. 
IV. PROOF OF THEOREM 2
Lemma 1: For non-degenerate networks (n11 − n12 6=
n21 − n22), there exists (i, j) such that Gq−nijXi can be
reconstructed from the pair (Y1, Y2).
Proof: See Appendix A.
Using this lemma, we can assume that without loss of gener-
ality, Gq−n12X1 is a function of (Y1, Y2).
Our proof includes general p-ary models. Starting with
Fano’s inequality, we get:
N(3(log2 p)Rcomp − ǫN )
≤I(SK1 ⊕ S
K
2 ;Y
N
1 ) + I(S
K
1 ⊕ S
K
2 ;Y
N
2 ) + I(S
K
1 ⊕ S
K
2 ;Y
N
2 )
(a)
≤ [H(Y N1 )−H(Y
N
1 |S
K
1 ⊕ S
K
2 )]
+ [H(Y N2 )−H(Y
N
2 |S
K
1 ⊕ S
K
2 , Y
N
1 )] + I(S
K
1 ⊕ S
K
2 ;Y
N
2 )
≤ H(Y N1 ) +H(Y
N
2 )
−H(Y N1 , Y
N
2 |S
K
1 ⊕ S
K
2 ) + I(S
K
1 ⊕ S
K
2 ;Y
N
2 , S
K
2 )
(b)
= H(Y N1 ) +H(Y
N
2 )
−H(Y N1 , Y
N
2 |S
K
1 ⊕ S
K
2 ) +H(
{
G
q−n12X1i
}N
i=1
|SK2 )
(c)
≤ H(Y N1 ) +H(Y
N
2 ) ≤
∑
[H(Y1i) +H(Y2i)]
≤ N(log2 p)[max(n11, n21) + max(n12, n22)]
4where (a) follows from the fact that conditioning reduces
entropy; (b) follows from the fact that SK2 is independent of
SK1 ⊕ S
K
2 , and that XN2 is a function of SK2 ; and (c) follows
from H(Y N1 , Y N2 |SK1 ⊕ SK2 ) ≥ H({Gq−n12X1i}
N
i=1 |S
K
2 )
(see Claim 1 below). Hence, we get the desired bound.
Claim 1:
H(Y N1 , Y
N
2 |S
K
1 ⊕ S
K
2 ) ≥ H
({
G
q−n12X1i
}N
i=1
|SK2
)
. (5)
Proof:
H(Y N1 , Y
N
2 |S
K
1 ⊕ S
K
2 )−H
({
G
q−n12X1i
}N
i=1
|SK2
)
(a)
= H
(
Y N1 , Y
N
2 ,
{
G
q−n12X1i
}N
i=1
|SK1 ⊕ S
K
2
)
−H
({
G
q−n12X1i
}N
i=1
|SK2
)
≥ H
({
G
q−n12X1i
}N
i=1
|SK1 ⊕ S
K
2
)
−H
({
G
q−n12X1i
}N
i=1
|SK2
)
(b)
= H
({
G
q−n12X1i
}N
i=1
)
−H
({
G
q−n12X1i
}N
i=1
|SK2
)
≥ 0.
where (a) follows from our hypothesis that Gq−n12X1 is a
function of (Y1, Y2) and (b) follows from the fact that XN1 is
a function of SK1 that is independent of SK1 ⊕ SK2 .
V. ACHIEVABILITY PROOF OF THEOREM 3
In this section, we present a network decomposition theorem
that permits to decompose a network into elementary subnet-
works. Our achievable strategy is then developed separately
for each subnetwork. In general, one must expect such a
decomposition to entail a loss of optimality. However, for the
case L = 2 (two transmitters, two receivers), our converse
proof in Theorem 2 implies that our network decomposition
does not lead to any loss in performance.
A. Achievability via Network Decomposition
In the sequel, we will use the terminology (m,n) model to
mean a symmetric L-user ADT network. In the case m < n,
each transmitter and each receiver has n levels, and at each
receiver, the last m levels are being interfered in a modulo-sum
fashion by the m first levels of each interfering transmitter, as
illustrated in Figure 1. In the case m > n, each transmitter
and each receiver has m levels. For each transmitter, its first n
levels connect to the last n levels of its corresponding receiver.
Furthermore, at each receiver, the last n levels associated with
its corresponding transmitter are being interfered in a modulo-
sum fashion by the last n levels of each interfering transmitter;
at the remaining top (m − n) levels, collision occurs only
across interfering transmitters. As illustrated by Figure 1, there
is a natural representation of ADT models in terms of directed
graphs, and we will occasionally refer to this representation
in the sequel.
Definition 2 (Network Concatenation): The L-user con-
catenated model (m,n)×(m˜, n˜) is constructed from the L-user
(m,n) model and the L-user (m˜, n˜) by merging Transmitter
ℓ from the L-user (m,n) model with Transmitter ℓ from the
L-user (m˜, n˜) model, and by also merging Receiver ℓ from the
Rx 2
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Fig. 3. A network decomposition example of an (m, n) = (2, 7) model.
From (6), r = 0 and a = 2; hence, the decomposition is given by (2, 7) −→
(0, 1)3 × (1, 2)2.
L-user (m,n) model with Receiver ℓ from the L-user (m˜, n˜)
model, for ℓ = 1, 2, . . . , L. As a shorthand, we will also use
the notation (m,n)k = (m,n)× (m,n)× · · ·× (m,n), where
there are k terms, i.e., the concatenation of k L-user (m,n)
models.
Note that it is straightforward to see that network concatena-
tion is both commutative and associative, e.g., (m,n)×(m˜, n˜)
is exactly the same model as (m˜, n˜)× (m,n).
Definition 3 (Network Decomposition): We say that the L-
user (m,n) model can be decomposed into the L-user con-
catenated model (m1, n1)× (m2, n2), denoted as (m,n) −→
(m1, n1) × (m2, n2), if the directed graph corresponding to
the L-user (m,n) model is isomorphic to the directed graph
corresponding to the L-user concatenated model (m1, n1) ×
(m2, n2).
An example of a network decomposition is given in Figure 3.
The figure graphically proves the fact that, in our just defined
notation, (2, 7) −→ (0, 1)3 × (1, 2)2. The following theorem
establishes a number of more general statements of this type.
Theorem 5 (Network Decomposition): The L-transmitter
L-receiver (m,n) network where m 6= n, can be decomposed
into the following subnetworks:
(1) For any k ∈ Z+,
(km, kn) −→ (m,n)k = (m,n)× (m,n)× · · · × (m,n).
(2) (2m+ 1, 2n+ 1) −→ (m,n)× (m+ 1, n+ 1).
(3) For the arbitrary (m,n) model,
(m,n) −→
{
(r, r + 1)n−m−a × (r + 1, r + 2)a, m < n;
(r + 1, r)m−n−a × (r + 2, r + 1)a, m > n.
(6)
where
r =
⌊
min{m,n}
|n−m|
⌋
, a = min{m,n} mod |n−m|.
(7)
The proof is given in Appendix B. Here we provide a
proof idea with an (m,n, L) = (2, 7, 2) example, illustrated
in Fig. 3. The idea is to use graph coloring with |n−m| = 5
colors, identified by integers {0, 1, 2, 3, 4}. At transmitter 1,
assign to level 1 and level 6 (= 1 + |n − m|) the color 0
5(blue color in this example). Use exactly the same rule to
color the levels of transmitter 2 and receivers 1 and 2. The
blue-colored graph represents an independent graph of model
(1, 2). Next we assign the color 1 (red color in this example)
to level 2 and level 7 (= 2 + |n − m|), for all transmitters
and receivers. We then obtain another independent graph of
model (1, 2) and are left with model (0, 3). Obviously the
model (0, 3) is decomposed into (0, 1)3. Therefore, we get
(2, 7) −→ (1, 2)2 × (0, 1)3.
In order to prove the achievability in Theorem 3, we
will in particular leverage item (3) in Theorem 5. That is,
the decomposition of any (symmetric) network into “gap-1”
models, i.e., models of the form (r, r + 1) or (r + 1, r).
For those models, we can establish the following computation
rates:
Lemma 2 (L = 2): The following computation rates are
achievable:
(1) For the model (0, 1), Rcomp ≥ 0.
(2) For the model (1, 2), Rcomp ≥ 1.
(3a) For the model (r − 1, r) with r ≥ 3, Rcomp ≥ 23r.
(3b) For the model (r, r − 1) with r ≥ 3, Rcomp ≥ 23r.
(4) For the model (r, r), Rcomp ≥ r.
Proof: See Section V-B.
By Theorem 5 and Lemma 2, we can now readily prove
the achievability of Theorem 3. By symmetry, we focus on
the case of m ≤ n. The other case of m ≥ n is a mirrored
image in which the roles of transmitters 1 and 2 are swapped.
For the case of α = 1, Rcomp ≥ n by Item (4) in Lemma 2.
For the case of 0 ≤ α < 12 , r = 0 and a = m in (7); hence, the
decomposition is given by (m,n) −→ (0, 1)n−2m × (1, 2)m.
Thus, using Lemma 2, the computation rate is Rcomp ≥ 0 ·
(n−2m)+1 ·m = m. Next, consider the case of 12 ≤ α <
2
3 .
Applying the decomposition (6), we find that in this case,
r = 1 and a = 2m−n: (m,n) −→ (1, 2)2n−3m×(2, 3)2m−n.
Thus, using Lemma 2, the computation rate is Rcomp ≥ 1 ·
(2n− 3m) + 2 · (2m− n) = m. Finally, consider the case of
α ≥ 23 . Applying the decomposition (6), we find that in this
case, r ≥ 2. So we get
Rcomp ≥
2
3
(r + 1)(n−m− a) +
2
3
(r + 2)a
=
2
3
{r(n−m) + a+ (n−m)}
(a)
=
2
3
{m+ (n−m)} =
2
3
n.
where (a) is due to (7). This completes the proof.
B. Proof of Lemma 2
We note that Items (1), (2) and (4) are obvious, and Item
(3b) follows from Item (3a), since without loss of generality,
for the multicast problem with L = 2 users considered here,
the case (m,n) and the case (n,m) are mirror images of each
other in which the roles of transmitters 1 and 2 are swapped.
We here provide an explicit proof of Item (3a), split into
three cases. For notation, the symbols of Transmitter 1 will
be denoted by a1, a2, a3, . . . and the symbols of Transmitter 2
by b1, b2, b3 . . . . The goal of both receivers is then to recover
the modulo sums a1⊕ b1, a2⊕ b2, . . . . Moreover, we will find
it convenient to collect the channel inputs used by transmitters
into length-n vectors denoted by x1 and x2, respectively.
(i) The case r = 3ℓ, i.e., the (3ℓ − 1, 3ℓ) model: Let
us start with the simplest case of (2, 3) model. At Trans-
mitter 1, we send x1 = (a1, a2, 0) and at Transmitter 2,
x2 = (b2, b1, 0). Clearly, both receivers learn both modulo
sums. This code can be extended to all models for the form
(3ℓ − 1, 3ℓ) (for all positive integers ℓ), as follows. We set
X1,3k−2 = a2k−1, X1,3k−1 = a2k, X1,3k = 0 and X2,3k−2 =
b2k, X2,3k−1 = b2k−1, X2,3k = 0, for k = 1, 2, . . . , ℓ. Each
receiver can reconstruct all 2ℓ sums ak ⊕ bk and thus, the
computation rate is 2ℓ = 23 (3ℓ), as claimed.
1
(ii) The case r = 3ℓ+1, i.e., the (3ℓ, 3ℓ+1) model: Consider
the (3, 4) model. Here we consider a code for the (9, 12)
model (which can be implemented over three channel uses of
the (3, 4) model). The code is given in Fig. 4(a). This code
enables both receivers to recover all 8 computations, which
means a computation rate of 8/3 = 23 · 4 per channel use, as
claimed in the lemma.
Now, consider the general (3ℓ, 3ℓ + 1) model, for any
positive integer ℓ ≥ 2. In this case, we find that the (6, 9)
model acts as a building block, and hence we will first develop
a code for the (6, 9) code.
The (6, 9) code: This network falls into the (2, 3) model
category as it can be decomposed into three orthogonal
(2, 3) networks. Since it will have a prominent role in the
remainder of the proof, we explicitly write out the code.
Here, each transmitter has 6 symbols. At Transmitter 1, we
send x1 = (a1, a3, a5, a2, a4, a6, 0, 0, 0) and at Transmitter 2,
x2 = (b2, b4, b6, b1, b3, b5, 0, 0, 0). It is easy to verify that all
6 modulo sums can be recovered. The key to observe is that
the last 3 inputs at both transmitters are all zero.
Now, let us go back to the general case: (3ℓ, 3ℓ+1) model,
ℓ ≥ 2. Again, we code over 3 channel uses. By network
decomposition, any code for the (9ℓ, 9ℓ + 3) model can be
implemented over 3 channel uses of the (3ℓ, 3ℓ + 1) model.
But for the (9ℓ, 9ℓ + 3) model, we split the network into
multiple parts: On the first 9 vertices of each transmitter and
receiver, we implement the (6, 9) code from above, giving 6
computations. But since in that code, neither transmitter uses
the last 3 inputs, this leaves the remaining 9ℓ + 3 − 9 =
9(ℓ − 1) + 3 vertices of the network completely unaffected
at all transmitters and receivers. Hence, we can repeat this
step: on the next 9 vertices, again implement the (6, 9) code
from above, giving another 6 computations. We do this step
exactly ℓ− 1 times, leading to 6(ℓ− 1) computations. At that
point, we are left with 9ℓ + 3 − 9(ℓ − 1) = 12 vertices at
each transmitter and each receiver. On these, we implement
the code from Fig. 4(a), giving us another 8 computations.
This gives a total of 6(ℓ − 1) + 8 = 2(3ℓ+ 1) computations.
1 In the solution for the (2, 3) model, the symbols (a1, b1) at receiver 2
share one-dimensional linear subspace spanned by (0, 1, 0). In other words,
the linear subspace with respect to a1 is aligned with the subspace w.r.t
b1. In this sense, it is an instance of the important concept of interference
alignment [18], [19] which has shown the great potential for a variety of
applications [19]–[26]. But the distinction w.r.t our problem comes from the
purpose of alignment. In our problem, the aim of alignment is to form a
desired function while minimizing the signal subspace occupied by the source
symbols.
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Fig. 4. Explicit code for the (9, 12) model and the (12, 15) model.
Thus, per channel use, the computation rate is 23 (3ℓ + 1), as
claimed.
(iii) The case r = 3ℓ + 2, i.e., the (3ℓ + 1, 3ℓ+ 2) model:
Consider the (4, 5) model. Here we consider a code for the
(12, 15) model (which can be implemented over three channel
uses of the (4, 5) model). The code is given in Fig. 4(b). This
code enables both receivers to recover all 10 computations,
which means a computation rate of 10/3 = 23 · 5 per channel
use, as claimed in the lemma.
Now, consider the general (3ℓ + 1, 3ℓ + 2) model, for any
positive integer ℓ ≥ 2. Again, we code over 3 channel uses.
By network decomposition, any code for the (9ℓ+ 3, 9ℓ+ 6)
model can be implemented over 3 channel uses of the (3ℓ +
1, 3ℓ+2) model. But for the (9ℓ+ 3, 9ℓ+ 6) model, we split
the network into multiple parts: On the first 9 vertices of each
transmitter and receiver, we implement the (6, 9) code from
above, giving 6 computations. But since in that code, neither
transmitter uses the last 3 inputs, this leaves the remaining
9ℓ+ 6− 9 = 9(ℓ− 1) + 6 vertices of the network completely
unaffected at all transmitters and receivers. Hence, we can
repeat this step: on the next 9 vertices, again implement the
(6, 9) code from above, giving another 6 computations. We do
this step exactly ℓ−1 times, leading to 6(ℓ−1) computations.
At that point, we are left with 9ℓ+6− 9(ℓ− 1) = 15 vertices
at each transmitter and each receiver. On these, we implement
the code from Fig. 4(b), giving us another 10 computations.
This gives a total of 6(ℓ− 1) + 10 = 2(3ℓ+2) computations.
Thus, per channel use, the computation rate is 23 (3ℓ+ 2).
VI. PROOF OF THEOREM 4
A. Achievability Proof
The idea is to combine the network decomposition in The-
orem 5 and achievability proof for elementary subnetworks.
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Fig. 5. Achievable scheme for the (2ℓ− 1, 2ℓ) model.
Lemma 3 (L ≥ 3): The following computation rates are
achievable:
(1) For the model (0, 1) or (1, 0), Rcomp ≥ 0.
(2a) For the model (r − 1, r) with r ≥ 2, Rcomp ≥ 12r.
(2b) For the model (r, r − 1) with r ≥ 2, Rcomp ≥ 12r.
(3) For the model (r, r), Rcomp ≥ r.
Proof: The items (1) and (3) are straightforward.
(i) (r − 1, r) model: We consider two cases: r = 2ℓ
and r = 2ℓ + 1. Fig. 5 shows an achievable scheme when
r = 2ℓ = 2 · 2 and L = 3. Each transmitter uses odd-
numbered vertices to send ℓ symbols. The special structure of
symmetric networks enables each receiver to get clean symbols
on odd-numbered vertices while receiving partially-aligned
functions on even-numbered ones. For example, receiver 1 gets
(a1, a2) on the first and third vertices; (b1 ⊕ c1, b2 ⊕ c2) on
the second and fourth vertices. Note that two resource levels
are consumed to compute one desired function. Therefore, this
gives a computation rate of 12r. Obviously this can be applied
to an arbitrary value of L.
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Fig. 6. Achievable scheme for the (2ℓ, 2ℓ+ 1) model.
An explicit scheme for the case of r = 2ℓ+1 = 2 ·2+1 and
L = 3 is given in Fig. 6. If we followed the same approach
as in the case of r = 2ℓ, each receiver would be left with
one empty vertex in the last level. In this example, receiver 1
would get (a1, b1 ⊕ c1, a2, b2 ⊕ c2) on the 1st, 2nd, 3rd, and
4th vertices, while the last bottom vertex is empty. In order
to make an efficient resource utilization, we invoke an idea of
vector coding. First we implement the same code in time 2.
Now each transmitter will exploit the two empty vertices to
provide one more computation. In time 1, on the last vertex,
each transmitter sends a new fresh symbol. In this example,
transmitters 1, 2, 3 send a5, b5, c5 respectively. However, this
transmission does not give the computation of a5⊕b5⊕c5 yet.
In time 2, on the second last vertex, each transmitter re-sends
the symbol that was sent on the last vertex in time 1. Receiver
1 can then get b5⊕ c5, thus achieving a5⊕ b5⊕ c5. While the
transmission of a5 causes interference to b4⊕c4 on the second
last vertex, we can resolve this conflict by using the a5 (that
was already received in time 1) as side information. Similarly
the desired function can be computed at the other receivers.
This way, we can achieve 2ℓ+12 =
r
2 . The same strategy can
be applied to an arbitrary value of L.
(ii) (r, r − 1) model: Consider two cases: r = 2ℓ and
r = 2ℓ + 1. For both cases, the coding strategies are the
same as those in the (r − 1, r) model. In the first case, each
transmitter sends ℓ symbols only on odd-numbered vertices.
One can then readily see that all the receivers can compute
ℓ sums. In the second case, we use two time slots. In each
time, on the upper 2ℓ vertices of transmitters and receivers,
we implement the (2ℓ, 2ℓ − 1) code from above. On top of
this, each transmitter sends one additional fresh symbol to
provide one more computation. Specifically each transmitter
sends the (ℓ + 1)th symbol on the last vertex in time 1 and
re-sends the symbol on the second last vertex in time 2. One
can check that each receiver can compute 2ℓ + 1 sums, thus
yielding a computation rate of r2 .
Using Theorem 5 and Lemma 3, we can now prove the
achievability. For the case of α = 1, Rcomp ≥ n by Item (3) in
Lemma 3. For 0 ≤ α < 12 , (6) gives r = 0 and a = m, thus the
decomposition is given by (m,n) −→ (0, 1)n−2m × (1, 2)m.
Therefore, using Lemma 3, Rcomp ≥ 0 ·(n−2m)+1 ·m = m.
Next, consider the case of 12 ≤ α <
2
3 . Using (6), we find that
r = 1 and a = 2m − n, hence, the decomposition is given
by (m,n) −→ (1, 2)2n−3m × (2, 3)2m−n. Using Lemma 3,
Rcomp ≥ 1 · (2n− 3m)+
3
2 · (2m−n) =
1
2n. Finally, consider
the case of α ≥ 23 . From (6), we know that r ≥ 2. So we get
Rcomp ≥
1
2n.
The other case of m > n similarly follows. For 0 ≤ α <
1
2 , (6) gives r = 0 and a = n, thus the decomposition is given
by (m,n) −→ (1, 0)m−2n × (2, 1)n. With Lemma 3, we get
Rcomp ≥ 0 · (m− 2n) + 1 · n = n. For 12 ≤ α <
2
3 , (6) gives
r = 1 and a = 2n − m. So the decomposition is given by
(m,n) −→ (2, 1)2m−3n × (3, 2)2n−m. Using Lemma 3, we
can achieve Rcomp ≥ 1 · (2m − 3n) + 32 · (2n − m) =
1
2m.
Lastly, for α ≥ 23 , (6) gives r ≥ 2. So we get Rcomp ≥ 12m.
B. Proof of Upper Bound
The upper bound is a generalized version of the 2× 2 case
bound (3). Hence, the bounding technique is almost the same,
but it involves complicated notations. Let Y := {Y Nℓ }Lℓ=1 be
a collection of all the received signals. Let S :=
⊕L
ℓ=1 S
K
ℓ be
the K-dimensional desired sum function. Let S¯ℓ := {SKj }Lj=1\
SKℓ be a collection of all the sources that excludes the ℓth
user’s source. Using these notations and starting with Fano’s
inequality, we get:
N((log2 p)(2L− 1)Rcomp − ǫN )
≤
L∑
ℓ=1
I(S;Y Nℓ ) + (L − 1)I(S;Y
N
1 )
(a)
≤
L∑
ℓ=1
[
H(Y Nℓ )−H(Y
N
ℓ |S, {Y
N
j }
ℓ−1
j=1)
]
+ (L − 1)I(S;Y N1 )
(b)
≤
L∑
ℓ=1
H(Y Nℓ )−H(Y|S) +
L∑
ℓ=2
I(S;Y N1 , S¯ℓ)
(c)
=
L∑
ℓ=1
H(Y Nℓ )−H(Y|S) +
L∑
ℓ=2
H
(
Y N1 |S¯ℓ
)
(d)
=
L∑
ℓ=1
H(Y Nℓ )−H(Y|S) +
L∑
ℓ=2
H
(
{Gq−nℓ1Xℓi}
N
i=1|S¯ℓ
)
(e)
≤
L∑
ℓ=1
H(Y Nℓ ) ≤ (log2 p)NLmax(m,n)
where (a) follows from the fact that conditioning reduces
entropy; (b) follows from a chain rule and the non-negativity
of mutual information; (c) follows from the fact that S¯ℓ is
independent of S due to the mutual independence of SKℓ ’s; (d)
follows from the fact that Xℓ′i is a function of S¯ℓ ∀ℓ′ 6= ℓ; and
(e) follows from H(Y|S) ≥
∑L
ℓ=2H
(
{Gq−nℓ1Xℓi}
N
i=1|S¯ℓ
)
(see Claim 2 below). Hence, Rcomp ≤ L2L−1 max(m,n).
Claim 2:
H(Y|S) ≥
L∑
ℓ=2
H
(
{Gq−nℓ1Xℓi}
N
i=1|S¯ℓ
)
. (8)
8Proof:
H(Y|S)−
L∑
ℓ=2
H
(
{Gq−nℓ1Xℓi}
N
i=1|S¯ℓ
)
(a)
= H
(
Y, {Gq−n21X2i}
N
i=1, · · · , {G
q−nL1XLi}
N
i=1|S
)
−
L∑
ℓ=2
H
(
{Gq−nℓ1Xℓi}
N
i=1|S¯ℓ
)
(b)
≥ H
(
{Gq−n21X2i}
N
i=1, · · · , {G
q−nL1XLi}
N
i=1|S
)
−
L∑
ℓ=2
H
(
{Gq−nℓ1Xℓi}
N
i=1|S¯ℓ
)
(c)
=
L∑
ℓ=2
H
(
{Gq−nℓ1Xℓi}
N
i=1
)
−
L∑
ℓ=2
H
(
{Gq−nℓ1Xℓi}
N
i=1|S¯ℓ
)
≥ 0
where (a) follows from the fact that Xℓi is a function of
{Yji}
L
j=1, ∀ℓ, i (see Claim 3 below); (b) follows from the non-
negativity of the entropy and the fact that (SK2 , · · · , SKL ) is
independent of S; (c) follows from a chain rule, and the fact
that Xℓi is independent of S and (X(ℓ+1)i, · · · , XLi)’s due to
the mutual independence of SKℓ ’s.
Claim 3: For m 6= n, Xℓ is a function of {Yj}Lj=1, ℓ =
1, · · · , L.
Proof: By symmetry, it suffices to consider the case of
ℓ = 1. Consider the case of m < n. From (1), we get
L∑
j=1
Yj =
{
I+ (L− 1)Gn−m
} L∑
j=1
Xj ;
L∑
j=2
Yj =
{
I+ (L− 1)Gn−m
} L∑
j=1
Xj
−

X1 +Gn−m L∑
j=2
Xj


= (L− 1)Gn−m
L∑
j=1
Xj +
{
I−Gn−m
} L∑
j=2
Xj .
The above two equations can be written as follows respec-
tively:
L∑
j=1
Xj = A
−1
L∑
j=1
Yj
L∑
j=2
Xj = B
−1

 L∑
j=2
Yj − (L− 1)G
n−m

A−1
L∑
j=1
Yj




where A := I + (L − 1)Gn−m and B := I −Gn−m. Note
that when m 6= n, both of A and B are invertible. So X1 can
be computed from the above two equations, and thus X1 is a
function of {Yj}Lj=1. Similarly we can show this for the case
of m > n. Notice that this proof holds for the general p-ary
model.
VII. DISCUSSION
A. On the Optimality of Network Decomposition
A recent work in [27] has shown the optimality of our
network-decomposition-based approach for two other problem
settings under the 2-user ADT symmetric network: (1) the
two-unicast problem in which each receiver wishes to decode
a message from its corresponding transmitter; (2) the classical
multicast problem in which each receiver wants to decode
every message. It would be interesting to explore the optimal-
ity of the decomposition approach for more general problem
settings.
B. Asymmetric Networks
For the general asymmetric network, the computation ca-
pacity is not characterized even for the L = 2 case. This is
mainly because we found it difficult to develop a network
decomposition theorem for the general asymmetric network.
Moreover, we conjecture that our upper bound may be loose
for some asymmetric network. This conjecture comes from
our inspection on the example of (n12, n11;n21, n22) =
(3, 3; 4, 5). In this example, our upper bound gives Ccomp ≤
max(n11+n21)+max(n22,n12)
3 = 3. On the other hand, when
applying all of the achievability techniques developed in
Theorem 3, we could achieve only a computation rate of 83 .
It is expected that both of new inner and upper bounds are
needed for the asymmetric network.
C. A Class of Linear Deterministic Networks
As mentioned earlier, although the ADT network setting
that we considered is somewhat specialized, the results in
Theorems 1, 2, 3, and 4 apply to general p-ary models.
Furthermore, we expect that the results can be useful for a
more general class of linear deterministic networks in which
even the channel transfer matrices are of an arbitrary form. In
particular, the upper-bound technique can be readily applied
to the general setting, although it may not guarantee the
optimality. As for achievability, it would be an interesting
future work to discover elementary subnetworks (if any) that
can constitute an original network without loss of optimality.
D. Multi-hop Networks
In [11], [16], [17], function multicasting has been explored
in the context of multi-hop networks. In particular, Rai and
Dey in [11] found some interesting equivalence relationship
between sum-networks and multiple-unicast networks. Due
the relationship, it has been believed that the sum-network
problem is as hard as the multiple-unicast problem, and indeed
the computation capacity of the sum-network has been open.
For two-source L-destination or L-source two-destination net-
works, the computation capacity was established only when
the entropy of each source is constrained to be 1 [17].
One natural next step is exploiting the insights developed in
this work, to characterize necessary and sufficient conditions
of two-source two-destination multi-hop networks when the
entropy of each source is limited by 2.
9E. Role of Feedback for Computation
The role of feedback for computation has initially been
studied in [28] where it is shown that feedback can increase
the computation rate. Interestingly the feedback gain is shown
to be significant - qualitatively similar to the gain in the
two-user Gaussian interference channel [29]. However, the
result of [28] relies on a separation approach that naturally
comes in the course of characterizing the feedback multicast
capacity. Recently [30] has established the exact feedback
computation capacity of the 2-by-2 ADT network considered
herein to show that the feedback gain can be more significant.
It would be interesting to explore this feedback gain under
more realistic scenarios where feedback is offered through
rate-limited bit-piped links [31] or through the corresponding
backward communication network [32].
VIII. CONCLUSION
We have established the computation capacity of a two-
transmitter two-receiver ADT symmetric network where each
receiver wishes to compute a modulo-2-sum function of two
Bernoulli sources generated at the two transmitters. For the
L-user case, we also characterized the computation capacity
in the limit of L. In the process of obtaining these results, we
derived new upper bounds and established a network decom-
position theorem that provides a conceptually-simple achiev-
ability proof. We expect that the network-decomposition-based
framework would give insights into solving more general
network problems.
APPENDIX A
PROOF OF LEMMA 1
Consider the following cases: (1) (n12 ≤ n11, n21 ≤ n22);
(2) (n12 ≥ n11, n21 ≥ n22); (3) (n12 ≤ n11, n21 ≥ n22); and
(4) (n12 ≥ n11, n21 ≤ n22). Note that Case (1) and Case (2)
are symmetric, so are Case (3) and Case (4). Hence, only for
Case (1) and (3), we will show that there exists (i, j) such
that Gq−nijXi can be reconstructed from the pair (Y1, Y2).
Case (1) (n12 ≤ n11, n21 ≤ n22): Since n11 ≥ n12, there
is no reason to send information on the last q − n11 levels in
X1. Note that any signal on the levels would be wiped out
in Gq−n11X1. Hence we focus on the case in which X1 =
[X˜1;0q−n11 ]. Now let us consider
Y1 ⊕G
n22−n21Y2 = (G
q−n11 ⊕Gq+n22−n21−n12)X1
=
[
0q−n11{
In11 ⊕G
n11−n12−(n21−n22)
n11
}
X˜1
]
where the second equality follows from X1 = [X˜1;0q−n11 ].
Here Gn11 denotes the n11-by-n11 shift matrix. Since n11 −
n12 6= n21 − n22, G
n11−n12−(n21−n22)
n11 6= In11 and therefore
In11⊕G
n11−n12−(n21−n22)
n11 is invertible, implying that X˜1 can
be reconstructed from (Y1, Y2). Hence, Gq−n11X1 can also be
reconstructed from (Y1, Y2).
Case (3) (n12 ≤ n11, n21 ≥ n22): First consider the case
of n21 − n22 > n11 − n12. In this case, we get:
G
n21−n22Y1 ⊕ Y2 = (G
q−n11+n21−n22 ⊕Gq−n12)X1
=
[
0q−n11
(Gn21−n22n11 ⊕G
n11−n12
n11
)X˜1
]
.
Since n11 − n12 6= n21 − n22, Gn21−n22n11 6= G
n11−n12
n11
. So
G
n11−n12
n11
X˜1 can be reconstructed from (Y1, Y2). Therefore,
G
q−n12X1 can also be reconstructed from (Y1, Y2). For the
other case n21 − n22 < n11 − n12, we get:
G
n11−n12Y1 ⊕ Y2 = (G
q−n21+n11−n12 ⊕Gq−n22)X2
=
[
0q−n21
(Gn11−n12n21 ⊕G
n21−n22
n21
)X˜2
]
.
Since n11 − n12 6= n21 − n22, Gn11−n12n21 6= G
n21−n22
n21
. So
G
n21−n22
n21
X˜2 can be reconstructed from (Y1, Y2). Therefore
G
q−n22X2 can also be reconstructed from (Y1, Y2).
APPENDIX B
PROOF OF THEOREM 5
The L-user (m,n) network studied in this paper is naturally
represented by a bi-partite graph as in Figure 1. Each trans-
mitter and each receiver is represented by max(n,m) vertices.
For the argument developed here, we consider the undirected
version of this graph. First, we attach labels to each vertex. In
particular, at each transmitter and each receiver separately, we
label the vertices by the integers {0, 1, . . . ,max(n,m) − 1}
from top to bottom. The following observation is key:
Lemma 4: In an L-user (m,n) model, for any two vertices,
if their respective labels u and v satisfy (u − v) mod |n −
m| 6= 0, then there is no path between them.
Proof: Consider any edge in the graph representation of
our network (as illustrated e.g. in Figure 1). Suppose that the
two vertices connected by this edge have labels a and b. Then,
the structure of the graph implies that we must have (a − b)
mod |n−m| = 0. Now, suppose that there is a path between
two arbitrary vertices with labels u1 and uℓ, passing through
vertices with labels u2, u3, . . . , uℓ−1. Furthermore, suppose
that (u1−uℓ) mod |n−m| 6= 0. This implies that there must
exist i (1 ≤ i < ℓ) such that (ui − ui+1) mod |n−m| 6= 0.
But there cannot be an edge between these two vertices, and
thus, the claimed path cannot exist. This proves the lemma.
We now proceed to the proof of Theorem 5. We introduce
the following two terms to have more compact arguments. The
term direct edges refers to the edges connecting a transmitter
with its corresponding receiver. The term cross edges refers
to the edges connecting a transmitter with all receivers other
than its corresponding receiver. Owing to the symmetry of the
considered models, cross edges are the same for each receiver.
For Part (1), consider the (km, kn) model. The proof
uses graph coloring with k colors, identified by integers
{0, 1, . . . , k − 1}. A vertex with label u (where u =
0, 1, 2, . . . , kmax(m,n)−1) receives color u mod k. Hence,
if two nodes (with labels u and v) have different colors,
this means that (u − v) mod k 6= 0. But this also implies
that (u − v) mod k|m − n| 6= 0. Then, Lemma 4 implies
that there cannot be a path between these vertices. Hence,
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each color represents an independent graph. Since we used
k colors, we thus have exactly k independent graphs. By the
symmetry of the construction, all vertices and edges must be
equally distributed, and hence, each graph represents precisely
an (m,n) model. Alternatively, we now offer an explicit proof
of this fact for the case m < n. The case m > n follows
along the same lines. Let us first observe that in the (km, kn)
model (with m < n), there are direct edges between any
transmitter vertex with label u and its corresponding receiver
vertex with the same label u. Moreover, there are cross edges
from transmitter vertex with label u to receiver vertex with
label v if and only if v − u = k(n −m). Now, consider the
subgraph whose vertices are colored with the color identified
by the integer 0. This subgraph thus contains all vertices with
labels 0, k, 2k, · · · . That is, in this case, we can express all
vertex labels as ℓk. Clearly, there are direct edges between
transmitter vertex with label ℓk and receiver vertex with
the same label ℓk. Moreover, there is a cross edge between
transmitter vertex with label ℓ1k and receiver vertex with label
ℓ2k if and only if ℓ2k − ℓ1k = k(n − m), which can be
rewritten as ℓ2− ℓ1 = n−m. In other words, in our subgraph,
if we assign new labels to each vertex by dividing the existing
label by k, meaning that a vertex previously labeled as ℓk is
now simply labeled as ℓ, we observe that each transmitter and
each receiver has exactly n vertices, that there are direct edges
between vertices with the same labels, and that there is a cross
edge from transmitter vertex with label ℓ1 to receiver vertex
with label ℓ2 if and only if ℓ2 − ℓ1 = n − m. But this is
precisely an (m,n) model (with m < n). The same argument
can be applied to the remaining k − 1 colors.
For Part (2), we consider the model (2m+1, 2n+1). Again,
we proceed by graph coloring, this time with two colors: All
vertices whose label u (where u = 0, 1, 2, . . . , 2max(m,n))
is an even number receive one color, and all vertices whose
label u is an odd number receive the other color. Hence, if two
nodes (with labels u and v) have different colors, this means
that (u − v) mod 2 6= 0. But this also implies that (u − v)
mod 2|n−m| 6= 0. Then, Lemma 4 implies that there cannot
be a path between these vertices. Hence, each of the two colors
represents an independent graph. The remainder of the proof
is to establish the structure of these two subgraphs. We will
do so for the case m < n; the case m > n follows along
the same lines. First, we observe that in the (2m+1, 2n+1)
model (with m < n), there is a direct edge between transmitter
vertex with label u and receiver vertex with the same label
u. Moreover, there is a cross edges from transmitter vertex
with label u to receiver vertex with label v if and only if
v − u = 2n+ 1 − (2m+ 1) = 2(n −m). Now, consider the
subgraph corresponding to the odd-labeled vertices. That is,
in this case, we can express each label in the form 2ℓ + 1.
We start by observing that each transmitter and each receiver
has exactly n odd-labeled vertices. Moreover, there are direct
edges between transmitter vertex with label 2ℓ+1 and receiver
vertex with the same label 2ℓ+1. Additionally, there is a cross
edge from transmitter vertex with label 2ℓ1 + 1 to receiver
vertex with label 2ℓ2 + 1 if and only if 2ℓ2 + 1 − (2ℓ1 +
1) = 2(n−m), which can be rewritten as ℓ2 − ℓ1 = n−m.
Relabeling the vertices of every transmitter and every receiver
by subtracting 1 from the existing label and then dividing by
two (such that the vertex previously labeled as 2ℓ+ 1 is now
labeled as ℓ), each transmitter and each receiver has vertices
labeled 0, 1, . . . , n − 1, there are direct edges, and there is a
cross edge between transmitter vertex u and receiver vertex v
if and only if v− u = n−m. Hence, this is an (m,n) model
(with m < n). Next, consider the subgraph corresponding to
the even-labeled vertices. That is, in this case, we can express
each label in the form 2ℓ. We start by observing that each
transmitter and each receiver has exactly n + 1 even-labeled
vertices. Moreover, there are direct edges between transmitter
vertex with label 2ℓ and receiver vertex with the same label
2ℓ. Additionally, there is a cross edge from transmitter vertex
with label 2ℓ1 to receiver vertex with label 2ℓ2 if and only if
2ℓ2 − 2ℓ1 = 2(n −m), which can be rewritten as ℓ2 − ℓ1 =
n−m. Relabeling the vertices of every transmitter and every
receiver by dividing by two (such that the vertex previously
labeled as 2ℓ is now labeled as ℓ), each transmitter and each
receiver has vertices labeled 0, 1, . . . , n, there are direct edges,
and there is a cross edge between transmitter vertex u and
receiver vertex v if and only if v− u = n−m. Hence, this is
an (m+ 1, n+ 1) model (with m < n).
For Part (3), we use graph coloring with |n − m| colors,
identified by integers {0, 1, . . . , |n −m| − 1}. A vertex with
label u (where u = 0, 1, 2, . . . ,max(m,n)− 1) receives color
u mod |n −m|. Hence, if two nodes (with labels u and v)
have different colors, this means that (u−v) mod |n−m| 6=
0. Then, Lemma 4 implies that there cannot be a path between
these vertices. Hence, each color represents an independent
graph. But since there are |n − m| colors, this means that
there are |n−m| independent subgraphs.
The remainder of the proof is to establish the structure of
these subgraphs. For convenience, we define r =
⌊
min{m,n}
|n−m|
⌋
and a = min{m,n} mod |n−m|.
We explicitly consider the case m < n. Note that in this
case, there is a direct edge from transmitter vertex with label
u to receiver vertex with the same label u. Moreover, there is
a cross edge from transmitter vertex with label u to receiver
vertex with label v if and only if v−u = n−m. Also note that
in this case, we have a = m mod (n−m) = n mod (n−
m), since for all integers n and m, we have m mod (n −
m) = n mod (n−m).
First, let us consider the color 0. In the corresponding
subgraph, each transmitter and each receiver contains all
vertices with labels 0, n−m, 2(n−m), · · · . If a ≥ 1, that is,
m mod (n−m) ≥ 1 or equivalently, n mod (n−m) ≥ 1,
then there are
⌈
n
n−m
⌉
=
⌈
1 + m
n−m
⌉
= r + 2 such vertices.
Next, consider the edges in this subgraph. Clearly, there is
a direct edge from transmitter vertex with label ℓ(n − m)
to receiver vertex with the same label ℓ(n − m). Moreover,
there is a cross edge from transmitter vertex with label
ℓ1(n−m) to receiver vertex with label ℓ2(n−m) if and only
if ℓ2(n −m)− ℓ1(n −m) = n −m, which can be rewritten
as ℓ2 − ℓ1 = 1. Finally, assigning new vertex labels in the
subgraph by dividing the existing label by (n−m) reveals that
the subgraph is exactly an (r + 1, r + 2) model. Otherwise,
if a = 0, that is, m mod (n − m) = 0 or equivalently, n
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mod (n−m) = 0 (implying that both m and n are divisible
by (n −m)), then there are only n
n−m = 1 +
m
n−m = r + 1
vertices in each transmitter and receiver. Again, clearly, there
are direct edges between each transmitter-receiver pair. More-
over, there is a cross edge from transmitter vertex with label
ℓ1(n−m) to receiver vertex with label ℓ2(n−m) if and only
if ℓ2(n −m) − ℓ1(n −m) = n−m, which can be rewritten
as ℓ2 − ℓ1 = 1. Finally, assigning new vertex labels in the
subgraph by dividing the existing labels by (n −m) reveals
that the subgraph is exactly an (r, r + 1) model.
Now, let us proceed to color j, where j ∈ {1, 2, 3, n−m−
1}. In the corresponding subgraph, each transmitter and each
receiver contains all vertices with labels j, n −m + j, 2(n −
m) + j, · · · . If a ≥ j + 1, that is, m mod (n−m) ≥ j + 1
or equivalently, n mod (n − m) ≥ j + 1 then there are⌈
n
n−m
⌉
=
⌈
1 + m
n−m
⌉
= r + 2 such vertices. Next, consider
the edges in this subgraph. Clearly, there is a direct edge
from transmitter vertex with label ℓ(n − m) + j to receiver
vertex with the same label ℓ(n−m) + j. Moreover, there is a
cross edge from transmitter vertex with label ℓ1(n −m) + j
to receiver vertex with label ℓ2(n − m) + j if and only if
ℓ2(n − m) + j − (ℓ1(n − m) + j) = n − m, which can
be rewritten as ℓ2 − ℓ1 = 1. Finally, assigning new vertex
labels in the subgraph by subtracting j from the existing label
and dividing by (n−m) reveals that the subgraph is exactly
an (r + 1, r + 2) model. Otherwise, if a ≤ j, that is, m
mod (n−m) ≤ j or equivalently, n mod (n−m) ≤ j, then
there are only
⌊
n
n−m
⌋
=
⌊
1 + m
n−m
⌋
= r+1 vertices in each
transmitter and receiver. Again, clearly, there are direct edges
between each transmitter-receiver pair. Moreover, there is a
cross edge from transmitter vertex with label ℓ1(n −m) + j
to receiver vertex with label ℓ2(n − m) + j if and only if
ℓ2(n−m)+j−(ℓ1(n−m)+j) = n−m, or ℓ2−ℓ1 = 1. Finally,
assigning new vertex labels in the subgraph by subtracting j
from the existing label and then dividing by (n−m) reveals
that the subgraph is exactly an (r, r + 1) model.
In summary, we observe that color j (with j ∈
{0, 1, 2, 3, n − m − 1}) represents an (r + 1, r + 2) model
if a ≥ j + 1 and an (r, r + 1) model if a < j + 1. In
other words, the colors with indices j = 0, 1, · · · , a − 1
represent (r + 1, r + 2) models, and colors with indices
j = a, a + 1, · · · , (n −m) represent (r, r + 1) models. This
means that in the decomposition, we will have exactly a
models of type (r + 1, r + 2) and the rest, i.e., n − m − a
models of type (r, r + 1).
The case m > n follows along the same lines and is omitted
for brevity. It is found in this case that we obtain a models
of the type (r+2, r+1) and |n−m| − a models of the type
(r + 1, r).
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