Abstract -Bayesian network is a compact representation for probabilistic models and inference. They have been used successfilly for multisensor fusion and situation assessment. It is well known that, in general, the inference algorithms to compute the exact posterior probability of the target state are either computationally infeasible for dense networks or impossible for mixed discretecontinuous networks. In those cases, one approach is to compute the approximate results using simulation methods. This paper proposes eficient inference methods for those cases. The goal is not to compute the exact or approximate posterior probability of the target state, but to identify the top (most likely) ones in an eficient manner. The approach is to use intelligent simulation techniques where previous samples will be used to guide the future sampling strategy. By focusing the sampling on the "important" space, we are able to sort out the top candidates quickly. Simulation results are included to demonstrate the pe$onnances of the algorithms. In addition to the mixed nature of the networks, we are often dealing with dynamic systems where
Introduction
Bayesian network (BN) is a graph-based framework combined with a rigorous probabilistic foundation used to model and reason in the presence of uncertainty. The capability for Bayesian probability to propagate consistently the impact of evidence on the probabilities of uncertain outcomes in the network has led to the rapid emergence of BNs as the method of choice for uncertain reasoning in artificial intelligence and expert systems [I] . The Bayesian methods have also found increasing applications in other fields as well,. such as automatic target identifications, image recognition, adaptive signal processing and digital communications, etc. [2] [3].
In the last 15 years, much effort has been focused on the development of efficient probabilistic inference algorithms. These algorithms have for the most part been designed to efficiently compute the posterior probability of observations are received "repeatedly" over time. To handle that, we need to interconnect multiple instances of static networks with temporal relation into a "dynamic probabilistic network (DPN)" [IO] or "dynamic influence network (DIN)" in the case where decision nodes are included. An exact algorithm using clustering approach was proposed in [lo] . However, in general the clustering approach is very expensive and it is typically not possible when continuous variables are involved. Therefore, stochastic simulation methods are usually used to provide fast approximation to the required probabilities,
The family of stochastic sampling algorithms is a well-developed and widely used subclass of approximate algorithms.
They generate randomly selected instantiations of the network according to the probabilities in the model, and then calculated the frequencies of instantiations of interest as an approximation for the inference task. These Monte Carlo methods are relatively ISIF 0 2002 527 slow, but exact in the limit of infinite time. It is imperative to speed up the convergence rate of this class of methods in order for them to find more practical applications.
The simplest simulation algorithm is logic sampling [ 1 13. Logic sampling stochastically instantiates the network, beginning with the root nodes and using the appropriate conditional distribution to extend the instantiation through the network. Because logic sampling disregards trials whenever a variable instantiation conflicts with the observed evidence, it is usually ineffective. Evidence weighting (EW) [ 1211 131 overcomes this problem by weighting each sample with the likelihood associated with the observed evidence. Because of its simplicity, it has become the most commonly used simulation method for Bayesnet. Many variations and enhancements on the EW algorithm have been proposed based on the importance sampling concept [13] , but most of them reported moderate improvement [14] [15] [16] [17] .
In the case when the evidence likelihood is very small, the convergence could be slow [ 181. One idea, as originally suggested in [12] , is to "integrate" the evidence into the network before the sampling. Preliminary results show that in some extreme cases, convergence -improvement of several orders of magnitude is possible [12] . This is particularly important in DPNs where the system propagates forward dynamically and evidence arrives over time. As pointed out in [19] , a straightforward application of the EW algorithm will generate samples that are increasingly irrelevant and result in large estimation errors. For example, for the simple network shown in Figure 1 , instead of generating samples for x I , x 2 , x 3 and weighting it by p ( y I I x I ) p ( y 2 I x2)p(y3 I x3), we could "integrate" the evidence into the system by reversing the arcs between x and y first. We then generate samples X I ,x2,x3 based on ~1 .~2~~3 and weight it by p ( y 2 I x l ) p ( y 3 1x2). In this way, the samples generated will be "driven" by the evidence and should be more effective particularly when evidence likelihood is very small [19] . A particle filtering with important sampling was proposed for DPNs [19] [20] . Finally, a combination of simulation with exact inference that takes advantages of the specific domain structure would be another reasonable approach [24] [25].
Random point set generated by a posterior distribution often shows clustered point structures in a high dimensional sample space. Especially, samples rendered from the maximum a posterior (MAP) state only concentrate around a small region in the whole sample space. When a randomly drawn sample falls outside the critical cluster, it has little contribution in the final estimation and therefore becomes an ineffective sample. If there are too many ineffective samples, the Monte Carlo procedure becomes inefficient. In a Bayesian network, it is easy to generate samples from the prior, but hard to generate samples from the posterior distribution. A conventional sampling method tends to search the entire sampling space, such as the "guess-until-you-hit" Evidence weighting methods. The potentially huge waste of samples in unlikely spaces explains the slow convergence of this class of approaches. Most of the existing Monte Carlo methods are either blind or conservative in the critical sample allocation process. They are designed to estimate the entire posterior density and not just to find the most competitive hypothesis.
Consequently, when they are applied to problems where only the maximum a posterior estimates are interested, they cannot converge to reasonable MAP estimates within a reasonable amount of simulation time in cases with very low likely evidence.
The key to speed up the convergence of the sampling process lies in quickly finding the proper "informationpacked" sample space. In this paper, we derive intelligent simulation techniques for efficient inference in mixed Bayesian Networks. Particularly, we are to decide the posterior probability distribution of the root (target) node based on a number of evidence, using the sampling inference method. One major difference of our research goal from other approach is that we are not particularly concerned about the accuracy of the posterior probability of the target node. Rather, we are interested in finding the most probable one or few states of the target node given the observed evidences. Consequently, we developed algorithms based on the evidence weighted sampling framework [12] , but adopt dynamic sample allocation schemes [26-281 to intelligently determine the optimal allotment of sample numbers. The proposed sampling strategies are guided by previous samples based on the principle of maximization of the probability of detection. By focusing the sampling on the "important" space, we are able to sort out the top candidates quickly.
Technical Approach

Preliminaries on Bayesian Inference
Consider a generic Bayesian network with hybrid (discrete-continuous) nodes. The target (root) node is assumed to be discrete (say, for classification purpose, we have a Bayesnet with a root node being the target type and the rest of the network are direct or indirect observables). A common inference problem finds the most probable states of the root node, S, from K possible states, S E { s l , ' . . , s K } , based on a number of evidencdobservations E. The a posterior probability of each state S k is given by
where the coefficient ck is a normalization factor, R is the set of unknown random parameters other that the observable set E that may exist in the network.
In simulation-based inference techniques, we first generate weighted likelihood observations where k=l, ..., K, j=l, ..., Nk, and Nk is the total number of simulations started with the root state S = sk. The posterior probability in (1) is then approximated by
(3)
The choice of the sample allotment number for each state, Nk, is critical to the convergence rate of sampling inference via (3). When Nk is distributed according to the prior distribution of S, the sampling process is called the evidence weighting algorithm. When samples are generated from previously estimated posterior probabilities, the resulting procedure is the widely used importance sampling algorithm. To expedite the search for the maximum a posterior estimate, the key question is "where are the most 'effective' samples located in a huge sample space based on the feedback from evidences?" We are to address this problem through intelligent sample allocation strategies. The following notation will be used: Sample variance of J k , i.e.,
N k j=1
The state of S that has the best sample quality
The state of S that has the second best sample m~SUre, j i b z p s > P k , k # b # S ; --= p j -p i .
Optimization of Sample Allocation
We now develop dynamic sample allocation schemes to improve convergence, using the evidence weighted sampling framework. The sample allocation numbers will be formulated into an optimization problem that expresses the convergence rate in its objective function. Without loss of generality, we are only to identify the top state of the root node in the maximum a posterior sense. Using the Monte Carlo methods, the MAP estimate of S is given by Sb that offers the largest sample mean jib. An appropriate objective function is given by the probability of correct decision Po in the form of PO = P(state Sb maximizes theactual P(sb I E*)) = P(Jlb 2 p k , V k # b I ;Iki ; k = 1, .-e, K; j = 1 , *.*, Nk )
(4)
An optimized sample allocation, in the sense of fastest convergence, will intelligently allocate N I , a -. , N K such that Po is maximized under the constraint of a fixed number of total simulations N =Z,"=,N~ . A similar problem can be found in budget allocation in a discrete event system (DES) [26] . Some useful budget allocation schemes have been developed in [27] [28]. We utilize these mathematical results and derive optimal sample allocation formulations for efficient Bayesian inference.
Define a random variable ,iik whose probability distribution follows the posterior density of the state s k . It has been indicated that the posterior distribution of ,hk is given by [29] A lower bound for the probability of correct decision is given by k=l,k#b where the lower bound POL denotes the approximate probability of correction decision. Note that POL can be computed from (5) in a close form. The optimal sample allocation problem now becomes K max P,"=I-CPr@,<p,) From (8), P k is further lower bounded by an approximate probability of detection F; :
Equations (9) and (10) lead to two formulations of the optimal sample allocation problem: Note that (13b) is the same as (14b), and (13a) is equivalent to
Optimized Adaptive Sampling (OASA)
The above sample allocation optimization formulations I and 11 lead to two optimized adaptive sampling (OAS) algorithms, OAS-I and OAS-11, in which the sample allotments dynamically adapt to the detection quality indicated from previous samples. Whenever a block of A future samples are available, they will be distributed to the K competing states, each allocated with A N k samples such that the new sample numbers N F W = N k +ANk satisfy (13a)(13b) for OAS-I and (14a)(14b) for OAS-11. Such a sequential inference procedure is summarized as below.
Algorithm
Step I. Initialization: .
Step 11. Dynamic sample allocation: Find b, S from @k})kKz1, and update 6b.k ;
Compute ak, k =1,..-, K , from (13a) and (13b)
for OAS-I, or (14a) and (14b) for OAS-11;
Allocate a block of A new samples using the following rules:
Perform additional &vk simulations for each state Sk , and update pk and 0: accordingly;
Repeat step 11 until a designated value for N = N new is reached.
Step 111. Decision:
. It is decided that the posterior probability of Pr(S I E * ) is maximized when s = Sb .
. The probability of Sb being a MAP solution is greater than
for OAS-1,or
The optimized adaptive sampling algorithms address the inference convergence issue from the critical sample allocation process, and formulate the sample allotment problem into maximum probability of detection problems. It is expected that the adaptive sampling will converge faster than other Monte Carlo sampling methods that take care the whole sampling space.
Variations on Adaptive Sampling
While the optimization formulations (11) and (12) suggest the optimal sample numbers N r W for future sampling, there are no constraints on the sample number increments
Both the solutions (13)- ( 14) is less than A . The unassigned samples can be redistributed to states with A N k > O by scaling. However, the resulting sample allocation is not optimal. To address this problem, we propose alternative forms of adaptive sampling, which may provide better sample allocation results and improve the convergence rate. We use OAS-I for instance. The results can be easily applied to OAS-II. 
where pk = a k / ( !al] . Therefore Mk 2 0 is be non-negative when 
equivalent to A 2 Nk / p k -N , and m k is guaranteed to
To perform dynamic sample allocation based on the modified form of (16), the same procedure in section 2.3 applies, expect that the choice of A is guided by (19).
Alternative 11
Another approach to sample allocation is to study the sensitivity of POL to each sample increment mk, which will shed light on which state(s) will improve the detection accuracy more significantly. Priority should be given to those states that result in higher increase in POL when more sampling simulations are performed [26] . This design philosophy leads to the following development.
Assume the simulated sample mean and variance with N k samples are close to those with N k + A o , where A . is a small increment. While the posterior distribution of ,iik is posterior distribution of P k with N k +Ao samples is predicted to be
The predicted POL due to increasing sampling on Sk becomes
532
An adaptive sampling scheme can be designed as follows:
Step I. Initialization: The same as in section 2.3
Step II. Dynamic sample allocation:
. . Find the top m states contributing to Pk, i.e., Step 111. Decision:
S(m>
The same as in section 2.3
This algorithm is simpler, but assigns equal numbers of samples A. to m states where m is chosen ad hoc.
Simulations
To test the effectiveness of the optimized adaptive sampling algorithms, we study a Bayesian network for a target recognition system that integrates radar-mode-based target identification and multiple hypothesis tracking ( Figure 2 ). There are six target types to be identified based on four observations. The detailed system description and all the conditional probabilities and evidence distributions are depicted in [30] . We compare the behavior of the standard evidence weighting (EW) algorithm, the importance sampling (IS) algorithm, and the optimized adaptive sampling algorithms (OAS-MI). The probabilities of correct detection versus the total number of available simulations are plotted in Figure 3(a) , while the sample allocation of each scheme is presented in Figure  3 w . It can be seen that adaptive sampling converges the fastest. Judging from the sample allocation chart ( Figure  3(b) ), the adaptive sampling algorithm is very aggressive in seeking the MAP solution. The importance sampling method performs in between because it tries to estimate all the posterior probabilities even if some states may have very small posterior probability values.
It is interestingly noted that the importance sampling asymptotically ( N -+ 03 ) follows the same process of adaptive sampling, except that the sample allocation is based on the currently estimated posterior probability,
The importance sampling tries to find the best posterior estimates for all states. The adaptive sampling, on the other hand, uses better-quality samples for MAP estimation, therefore is more aggressive in sampling space searching. 
Conclusions
Efficient adaptive sampling algorithms for mixed Bayesian network inference are proposed. The idea is to do sampling (Monte Carlo simulation) adaptively based on the feedback from the observed evidences. Preliminary simulation results show promising performance gain comparing to traditional approach. A more thorough test will be conducted when a more realistic Bayesnet model. Performance analysis of different variations of the algorithm will also be studied.
