Global weak solutions to a two-dimensional compressible MHD equations of
  viscous non-resistive fluids by Li, Yang & Sun, Yongzhong
ar
X
iv
:1
81
1.
05
75
2v
2 
 [m
ath
.A
P]
  3
0 J
un
 20
19
Global weak solutions to a two-dimensional
compressible MHD equations of viscous
non-resistive fluids
Yang Li
Department of Mathematics,
Nanjing University, Nanjing 210093, China
lymath@smail.nju.edu.cn
Yongzhong Sun
Department of Mathematics,
Nanjing University, Nanjing 210093, China
sunyz@nju.edu.cn
July 2, 2019
Abstract
We consider a two-dimensional MHD model describing the evolution of viscous, compressible
and electrically conducting fluids under the action of vertical magnetic field without resistivity.
Existence of global weak solutions is established for any adiabatic exponent γ ≥ 1. Inspired
by the approximate scheme proposed in [15], we consider a two-level approximate system with
artificial diffusion and pressure term. At the first level, we prove global well-posedness of the
regularized system and establish uniform-in-ε estimates to the regular solutions. At the second
level, we show global existence of weak solutions to the system with artificial pressure by sending
ε to 0 and deriving uniform-in-δ estimates. Then global weak solution to the original system
is constructed by vanishing δ. The key issue in the limit passage is the strong convergence of
approximate sequence of the density and magnetic field. This is accomplished by following the
technique developed in [15, 26] and using the new technique of variable reduction developed
by Vasseur et al. [33] in the context of compressible two-fluid model so as to handle the cross
terms.
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1 Introduction
The motion of electrically conducting fluids under the interactions of the magnetic field is
described by the equations of magnetohydrodynamics (MHD). In Eulerian coordinates, a sim-
plified and well-accepted model for the three-dimensional compressible MHD equations reads
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as follows (see [5]):
∂t̺+ div(̺v) = 0, (1.1)
∂t(̺v) + div(̺v ⊗ v) +∇p = µ∆v + (µ+ λ)∇divv + (∇×B)×B, (1.2)
∂tB = ∇× (v ×B)− ν∇× (∇×B), (1.3)
divB = 0. (1.4)
Here the unknowns ̺, v ∈ R3, p and B ∈ R3 denote the density of fluids, the velocity field, the
pressure and the magnetic field, respectively. The viscosity coefficients µ and λ satisfy
µ > 0, λ+ 2µ > 0.
Moreover, ν ≥ 0 is the resistivity coefficient which represents magnetic diffusion of the magnetic
field. The compressible flow is assumed to be isentropic (isothermal). This means the pressure
p is prescribed through the following constitutive relation:
p(̺) = a̺γ , (1.5)
where a is a positive constant and the adiabatic exponent γ ≥ 1.
By setting B = 0, the equations (1.1)-(1.5) reduce to the isentropic (isothermal) com-
pressible Navier-Stokes system. Global existence of weak solutions with smallness restrictions
imposed on the initial data was proved by Hoff [16, 17]; while global existence for spherically
symmetric solutions was obtained by Jiang and Zhang [22]. Global existence of weak solutions
with large data has been verified by Lions [26] and refined by Feireisl et al. [11, 15]. We refer to
[13, 14] for the global existence theory of weak solutions to the Navier-Stokes-Fourier system.
The construction of global weak solutions becomes much more complicated when the mutual
interactions between the electrically conducting fluids and the magnetic field are taken into
account. Global existence of weak solutions to the three-dimensional isentropic compressible
MHD system was proved by Hu and Wang [18]. Ducomet and Feireisl [8] considered the heat-
conducting fluids together with the influence of radiation, and obtained the global existence of
weak solutions with finite energy initial data.
Remarkably, the results in [8, 18] are based on the assumption that the resistivity coefficient
ν is positive. In practical models such as plasmas in general ν is very small. Therefore, it is
natural to consider the compressible non-resistive MHD equations. In fact, the lack of diffusion
mechanism for the magnetic field brings extra obstacle in constructing global solutions. Even in
the one-dimensional case, global existence and uniqueness of smooth solutions with large data
has recently been obtained by Jiang and Zhang [21]; see also [23] for the treatment of planar
non-resistive MHD equations. Wu and Wu [36] showed the global solvability of small smooth
solutions to the two-dimensional compressible non-resistive MHD equations; the verification in
three space dimensions can be found in Jiang and Jiang [19, 20]. For investigations on the
incompressible non-resistive MHD system, we refer to [25, 31, 35, 37, 39] and the references
therein. As far as the weak solution is concerned, the only global existence result is restricted to
the one-dimensional regime [24]. The existence of global weak solutions to the multi-dimensional
compressible non-resistive MHD equations with large data is largely open. The purpose of this
paper is to move a step in this direction. Due to mathematical challenges, we consider the case
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that the motion of fluids takes place in the plane R2, and the magnetic field acts on fluids only
in the vertical direction. Precisely, by choosing
v = (u1(x1, x2, t), u
2(x1, x2, t), 0) =: (u, 0)
and
B = (0, 0, b(x1, x2, t)), ̺ = ̺(x1, x2, t),
the equations (1.1)-(1.5) (with ν = 0) read as follows:
∂t̺+ div(̺u) = 0, (1.6)
∂t(̺u) + div(̺u⊗ u) +∇
(
a̺γ +
1
2
b2
)
= µ∆u+ (µ+ λ)∇divu, (1.7)
∂tb+ div(bu) = 0. (1.8)
The equations (1.6)-(1.8) are reminiscent of the compressible two-fluid model. In three
space dimensions, global existence of weak solutions was first obtained by Vasseur et al. [33]
when the pressure satisfies γ-laws (a very recent treatment can be found in [34]). We refer to
Bresch et al. [4] in the context of semi-stationary Stokes system with algebraic pressure closure;
see also Novotny´ and Pokorny´ [29] for the non-stationary case with general form of pressure.
Yao et al. [38] obtained the existence and asymptotic behavior of global weak solutions to the
two-dimensional liquid-gas model with smallness restrictions imposed on the initial data. Also
we refer to [27] for the existence of global weak solutions to the compressible Navier-Stokes
equations with entropy transport, which partly motivated the present work. Concerning the
one-dimensional two-fluid model, we refer to [9, 10] and the references therein.
To fix ideas, we assume the motion of fluids takes place in a bounded regular domain Ω ⊂ R2
and the adiabatic exponent γ > 1. The equations (1.6)-(1.8) are supplemented with the initial
conditions:
̺(x, 0) = ̺0(x), u(x, 0) = u0(x), b(x, 0) = b0(x), x ∈ Ω, (1.9)
together with the no-slip boundary condition:
u|∂Ω = 0. (1.10)
Formally, taking inner product of (1.7) with u and integrating by parts over Ω, with the
help of (1.6) and (1.8), gives the energy inequality
d
dt
E(t) +
∫
Ω
(
µ|∇u|2 + (µ+ λ)(divu)2) dx ≤ 0, (1.11)
where the total energy E(t) is given by
E(t) :=
∫
Ω
(
1
2
̺|u|2 + a
γ − 1̺
γ +
1
2
b2
)
(x, t)dx.
Now we introduce the definition of weak solutions.
Definition 1.1 A triple (̺,u, b) is said to be a weak solution to (1.6)-(1.10) on Ω × (0, T )
provided that
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• ̺ ≥ 0, ̺ ∈ L∞(0, T ;Lγ(Ω)), b ∈ L∞(0, T ;L2(Ω)), u ∈ L2(0, T ;H10(Ω)),
• (̺,u, b) solves (1.6)-(1.8) in D′(Ω × (0, T )). In addition, (1.6) and (1.8) are satisfied in
D′(R2 × (0, T )) if ̺,u and b are set to be zero outside Ω,
• the energy inequality (1.11) holds in D′((0, T )),
• (1.6) and (1.8) are satisfied in the sense of renormalized solutions, i.e.,
∂th(̺) + div(h(̺)u) + (h
′(̺)̺− h(̺))divu = 0 in D′(Ω× (0, T )),
∂th(b) + div(h(b)u) + (h
′(b)b− h(b))divu = 0 in D′(Ω× (0, T )),
for any h ∈ C1(R) with h′(z) = 0 for sufficiently large value of z.
It is a routine matter to check, by (1.6)-(1.8), that any weak solution (̺,u, b) belongs to the
regularity class
̺ ∈ C([0, T ];Lγw(Ω)), ̺u ∈ C([0, T ];L
2γ
γ+1
w (Ω)), b ∈ C([0, T ];L2w(Ω)).
Here, we denote by C([0, T ];Lpw(Ω)) the space of continuous functions from [0, T ] to L
p(Ω)
equipped with the weak topology.
Our main result of this paper reads as follows.
Theorem 1.1 Assume that γ > 1 and Ω ⊂ R2 be a bounded domain of class C2,β, β > 0. Let
the initial data (̺0,u0, b0) be subject to
0 < m ≤ ̺0, b0 ≤M <∞, (1.12)
u0 ∈ L2(Ω). (1.13)
Then there exists a global weak solution to (1.6)-(1.10) emanating from (̺0,u0, b0).
Remark 1.1 As a matter of fact, the same conclusion of Theorem 1.1 holds provided that the
initial data are prescribed through
̺0 ≥ 0, C ̺0 ≤ b0 ≤ C ̺0 a.e. in Ω, (1.14)
̺0 ∈ Lγ(Ω), b0 ∈ L2(Ω), m0√
̺0
∈ L2(Ω), (1.15)
m0 = 0 a.e. in {x ∈ Ω : ̺0(x) = 0}, (1.16)
for some constants 0 < C < C < ∞. Notice that in fact (̺0, b0) ∈ Lmax{2,γ}(Ω) according
to (1.14). It turns out that (1.14) appears naturally in verifying global well-posedness of the
first level approximate system due to the specific mathematical structure of our MHD model;
see Section 2.
Remark 1.2 With slight modifications in the proof, the conclusion of Theorem 1.1 remains
valid if the adiabatic exponent γ = 1. To see this, it suffices to observe that the square integra-
bility of the magnetic field will guarantee that of the density, based on the assumption (1.14);
see (2.9), (3.13), (3.24), (4.11).
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Remark 1.3 Basically, global weak solutions to (1.6)-(1.10) are constructed by considering
an approximate system with artificial viscosity terms in the continuity equations and pressure
term in spirit of [15]. The essential part is to verify the pointwise convergence of approximate
densities and magnetic fields. This is a delicate issue since now the pressure term depends on
two variables each satisfying the continuity equation. We appeal to the new method of variable
reduction proposed by Vasseur et al. [33] in the context of compressible two-fluid model to
handle the cross terms.
The rest of this paper is organized as follows. In Section 2, we establish global well-posedness
to the first level approximate system for (1.6)-(1.10) in light of Brenner’s model, which may be
of independent interest. In Section 3, we give uniform-in-ε estimates to the strong solutions
{(̺ε,uε, bε)}ε>0 obtained in Section 2 and pass to the limit as ε → 0. Finally, by establishing
uniform-in-δ estimates, we pass to the limit for approximate solutions {(̺δ,uδ, bδ)}δ>0 as δ → 0
to recover global weak solution to the original problem (1.6)-(1.10); see Section 4.
2 Global well-posedness to the first level approximate sys-
tem
Inspired by the model proposed by Brenner [3] and the approximate scheme for constructing
weak solutions to the compressible Navier-Stokes equations [15], we consider the following
approximate system associated with (1.6)-(1.8):
∂t̺+ div(̺u) = ε∆̺, (2.1)
∂t(̺u) + div(̺u⊗ u) +∇
(
a̺γ +
1
2
b2
)
+ ε∇̺ · ∇u+ δ∇(̺+ b)Γ
= µ∆u + (µ+ λ)∇divu, (2.2)
∂tb+ div(bu) = ε∆b, (2.3)
where ε and δ are small positive parameters; Γ > 1 is a suitably large parameter. We impose
homogeneous Neumann boundary condition for the density and magnetic field, together with
the no-slip boundary condition for the velocity as follows:
∇̺ · n|∂Ω = ∇b · n|∂Ω = 0, u|∂Ω = 0, (2.4)
where n is the unit outward normal on ∂Ω. Moreover, the initial conditions are prescribed
through
̺(x, 0) = ̺0(x), u(x, 0) = u0(x), b(x, 0) = b0(x), x ∈ Ω. (2.5)
Our main goal in this section is to show
Proposition 2.1 Let Ω ⊂ R2 be a bounded smooth domain and γ > 1. Assume that
̺0 > 0 a.e. in Ω, ̺0, ̺
−1
0 ∈ L∞(Ω), (2.6)
b0 > 0 a.e. in Ω, b0, b
−1
0 ∈ L∞(Ω), (2.7)
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(̺0, b0) ∈ H1(Ω), u0 ∈ H10 (Ω). (2.8)
Then the initial-boundary value problem (2.1)-(2.5) admits a unique global strong solution
(̺,u, b) such that for any fixed 0 < T <∞,
C⋆̺ ≤ b ≤ C⋆̺ a.e. in Ω× (0, T ), (2.9)
‖(̺, ̺−1)‖L∞(Ω×(0,T )) + ‖(̺,u, b)‖L∞(0,T ;H1(Ω)) + ‖(̺,u, b)‖L2(0,T ;H2(Ω)) ≤ Λ, (2.10)
where C⋆ = inf
x∈Ω
b0(x)
̺0(x)
, C⋆ = sup
x∈Ω
b0(x)
̺0(x)
.
In this section we use Λ to denote a positive constant which changes from line to line and
depends only on T , the parameters ε, δ,Γ, µ, λ, a, γ appeared in (2.1)-(2.3) and the initial data.
Remark 2.1 In the absence of the magnetic field, the equations (2.1)-(2.3) reduce to
∂t̺+ div(̺u) = ε∆̺,
∂t(̺u) + div(̺u ⊗ u) +∇(a̺γ) + ε∇̺ · ∇u + δ∇̺Γ = µ∆u+ (µ+ λ)∇divu.
Global well-posedness to the above system has been obtained by Cai et al. [6]. Our MHD system
(2.1)-(2.3) is more complicated due to the mutual interactions between electrically conducting
fluids and the magnetic field.
Remark 2.2 In fact, one could establish the existence of global weak solutions to the first level
approximate system (2.1)-(2.3) by the same approach as [15, 29, 33] in the context of three
space dimensions.
The local-in-time existence and uniqueness of strong solution to the initial-boundary value
problem (2.1)-(2.5) can be established in a standard way based on linearization and fixed point
argument; see for instance [30]. Also uniqueness of global strong solutions is justified in a routine
manner based on the stability result. We refer to [6, 30] for similar argument. Consequently,
to prove Proposition 2.1 one only needs to derive sufficient global a priori estimates.
2.1 Global a priori estimates
Given any 0 < T < ∞, we assume that (̺,u, b) is a smooth solution to the initial-boundary
value problem (2.1)-(2.5) on the space-time domain Ω×(0, T ) with positive smooth initial data.
We split the derivation of a priori estimates into several steps.
Step 1. Energy estimates.
By taking inner product of (2.2) with u and making use of the continuity equations (2.1)
and (2.3),
d
dt
∫
Ω
(
1
2
̺|u|2 + a
γ − 1̺
γ +
1
2
b2 +
δ
Γ− 1(̺+ b)
Γ
)
dx
+
∫
Ω
(
εaγ̺γ−2|∇̺|2 + ε|∇b|2 + εδΓ(̺+ b)Γ−2|∇(̺+ b)|2) dx
+
∫
Ω
(
µ|∇u|2 + (µ+ λ)(divu)2) dx = 0. (2.11)
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It follows that
‖̺‖L∞(0,T ;Lγ(Ω)) + ‖b‖L∞(0,T ;L2(Ω)) + ‖̺+ b‖L∞(0,T ;LΓ(Ω))
+‖∇u‖L2(0,T ;L2(Ω)) + ‖∇b‖L2(0,T ;L2(Ω)) + ‖√̺u‖L∞(0,T ;L2(Ω))
+ ‖∇̺ γ2 ‖L2(0,T ;L2(Ω)) + ‖∇(̺+ b)
Γ
2 ‖L2(0,T ;L2(Ω)) ≤ Λ. (2.12)
Step 2. Higher integrability of the density.
One deduces from (2.1) that
d
dt
∫
Ω
̺qdx+ εq(q − 1)
∫
Ω
̺q−2|∇̺|2dx = (1− q)
∫
Ω
̺qdivudx,
for any q ∈ [2,∞). Using Cauchy-Schwarz’s inequality and the interpolation inequality,∣∣∣∣
∫
Ω
̺qdivudx
∣∣∣∣ ≤ ‖̺q‖L2(Ω)‖∇u‖L2(Ω) ≤ ‖̺ q2 ‖2L4(Ω)‖∇u‖L2(Ω)
≤ Λ(q)‖̺ q2 ‖L2(Ω)
(
‖̺ q2 ‖L2(Ω) + ‖∇̺
q
2 ‖L2(Ω)
)
‖∇u‖L2(Ω).
Hence,
d
dt
∫
Ω
̺qdx+ ε
∫
Ω
̺q−2|∇̺|2dx ≤ Λ(q)
(
‖∇u‖L2(Ω) + ‖∇u‖2L2(Ω)
) ∫
Ω
̺qdx.
Application of Gronwall’s inequality gives
‖̺‖L∞(0,T ;Lq(Ω)) + ‖∇̺
q
2 ‖L2(0,T ;L2(Ω)) ≤ Λ(q), (2.13)
where we have used
‖∇u‖L2(0,T ;L2(Ω)) ≤ Λ.
Step 3. Maximum principle.
From (2.6)-(2.7),
C⋆̺0 ≤ b0 ≤ C⋆̺0.
A straightforward calculation shows that b− C⋆̺ verifies the initial-boundary value problem
∂t (b− C⋆̺) + div ((b− C⋆̺)u) = ε∆(b− C⋆̺) ,
(b− C⋆̺) (x, 0) = b0(x) − C⋆̺0(x),
∇ (b− C⋆̺) · n|∂Ω = 0.
Therefore, we conclude from the maximum principle for parabolic equation that
b ≥ C⋆̺ in Ω× (0, T ).
Similarly, it holds that
b ≤ C⋆̺ in Ω× (0, T ).
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In conclusion, we have obtained
C⋆̺ ≤ b ≤ C⋆̺ in Ω× (0, T ). (2.14)
Step 4. Higher integrability of the velocity.
By taking inner product of (2.2) with r|u|r−2u for some r > 2 to be determined later and
integrating the resulting relation in Ω, one sees after integration by parts and using (2.1) that
d
dt
∫
Ω
̺|u|rdx+
∫
Ω
r|u|r−2 (µ|∇u|2 + (µ+ λ)(divu)2) dx
+r(r − 2)µ
∫
Ω
|u|r−2|∇|u||2dx+ r(r − 2)(µ+ λ)
∫
Ω
divu|u|r−3u · ∇|u|dx
= r
∫
Ω
(
a̺γ +
1
2
b2 + δ(̺+ b)Γ
)
div
(|u|r−2u) dx. (2.15)
Obviously, by choosing
r = 2 +
µ
8(µ+ λ)
,
it holds that ∣∣∣∣r(r − 2)(µ+ λ)
∫
Ω
divu|u|r−3u · ∇|u|dx
∣∣∣∣ ≤ rµ8
∫
Ω
|u|r−2|∇u|2dx. (2.16)
By virtue of Ho¨lder’s inequality, the right-hand side of (2.15) can be estimated through∣∣∣∣
∫
Ω
(
a̺γ +
1
2
b2 + δ(̺+ b)Γ
)
div
(|u|r−2u) dx∣∣∣∣
≤ Λ
∫
Ω
(
̺γ + b2 + (̺+ b)Γ
) |u|r−2|∇u|dx
≤ ν1
∫
Ω
|u|r−2|∇u|2dx+ Λ(ν1)‖̺γ−
r−2
2r ‖2Lr(Ω)‖̺|u|r‖
r−2
r
L1(Ω)
+ν2
∫
Ω
|u|r−2|∇u|2dx+ Λ(ν2)‖b2−
r−2
2r ‖2Lr(Ω)‖b|u|r‖
r−2
r
L1(Ω)
+ν3
∫
Ω
|u|r−2|∇u|2dx+ Λ(ν3)‖(̺+ b)Γ−
r−2
2r ‖2Lr(Ω)‖(̺+ b)|u|r‖
r−2
r
L1(Ω)
≤ (ν1 + ν2 + ν3)
∫
Ω
|u|r−2|∇u|2dx+ Λ(ν1)‖̺‖2(γ−
r−2
2r )
L
r(γ− r−2
2r
)(Ω)
‖̺|u|r‖
r−2
r
L1(Ω)
+Λ(ν2)‖̺‖2(2−
r−2
2r )
L
r(2− r−2
2r
)(Ω)
‖̺|u|r‖
r−2
r
L1(Ω) + Λ(ν3)‖̺‖
2(Γ− r−22r )
L
r(Γ− r−2
2r
)(Ω)
‖̺|u|r‖
r−2
r
L1(Ω),
where we have invoked (2.14) in the third inequality. Consequently, we choose νi =
µ
6 (i = 1, 2, 3)
and make use of (2.13) to find that∣∣∣∣
∫
Ω
(
a̺γ +
1
2
b2 + δ(̺+ b)Γ
)
div
(|u|r−2u) dx∣∣∣∣
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≤ µ
2
∫
Ω
|u|r−2|∇u|2dx+ Λ‖̺|u|r‖
r−2
r
L1(Ω). (2.17)
Combining (2.16)-(2.17), one infers from (2.15) that
‖̺ 1ru‖L∞(0,T ;Lr(Ω)) + ‖∇|u|
r
2 ‖L2(0,T ;L2(Ω)) ≤ Λ. (2.18)
As a direct consequence of Sobolev’s embedding inequality, we finally arrive at
‖u‖
Lr(0,T ;L
rq
2 (Ω))
≤ Λ, (2.19)
for any q ∈ [1,∞).
Step 5. Pointwise bounds and higher order estimates for the density and magnetic field.
One may choose q in (2.19) suitably large such that
1
q
<
r
4
(
1− 2
r
)
,
i.e.,
2
r
+
4
rq
< 1.
By applying Propositions 2.1-2.2 in [6] to the parabolic equation (2.1), it follows that
‖(̺, ̺−1)‖L∞(Ω×(0,T )) ≤ Λ. (2.20)
Obviously, (2.14) and (2.20) ensure that
‖(b, b−1)‖L∞(Ω×(0,T )) ≤ Λ. (2.21)
Now we can obtain higher order energy estimates for (̺, b). To do this, we conclude from (2.12)
and (2.20) that
‖u‖L∞(0,T ;L2(Ω)) ≤ Λ,
which, together with
‖∇u‖L2(0,T ;L2(Ω)) ≤ Λ,
gives rise to
‖u‖L4(0,T ;L4(Ω)) ≤ Λ. (2.22)
Multiplying (2.1) by ∂t̺ and integrating by parts over Ω shows that
ε
2
d
dt
∫
Ω
|∇̺|2dx+
∫
Ω
(∂t̺)
2dx = −
∫
Ω
div(̺u)∂t̺dx
≤ 1
2
∫
Ω
(∂t̺)
2dx+
1
2
∫
Ω
(div(̺u))2dx.
Consequently,
ε
d
dt
∫
Ω
|∇̺|2dx+
∫
Ω
(∂t̺)
2dx ≤
∫
Ω
(div(̺u))2dx. (2.23)
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Notice that the classical Lp − Lq estimate for parabolic equations (see [1]) indicates that
‖∇̺‖L4(0,T ;L4(Ω)) ≤ Λ(‖̺u‖L4(0,T ;L4(Ω)) + ‖̺0‖H1(Ω)) ≤ Λ,
where (2.20) and (2.22) were employed. Thus, it holds that
‖div(̺u)‖L2(0,T ;L2(Ω)) ≤ ‖̺divu‖L2(0,T ;L2(Ω)) + ‖u · ∇̺‖L2(0,T ;L2(Ω)) ≤ Λ. (2.24)
In view of (2.23)-(2.24), we finally get
‖∂t̺‖L2(0,T ;L2(Ω)) + ‖∇̺‖L∞(0,T ;L2(Ω)) ≤ Λ. (2.25)
Writing (2.1) as
ε∆̺ = ∂t̺+ div(̺u).
It follows from the classical estimates for elliptic equations and (2.24)-(2.25) that
‖̺‖L2(0,T ;H2(Ω)) ≤ Λ. (2.26)
Following the same line as for the density, we get the estimate for the magnetic field
‖∂tb‖L2(0,T ;L2(Ω)) + ‖b‖L2(0,T ;H2(Ω)) + ‖∇b‖L∞(0,T ;L2(Ω)) ≤ Λ. (2.27)
Step 6. Higher order energy estimates of the velocity.
By taking inner product of (2.2) with ∂tu,
1
2
d
dt
∫
Ω
(
µ|∇u|2 + (µ+ λ)(divu)2) dx+ ∫
Ω
̺|∂tu|2dx
= −
∫
Ω
(
̺u · ∇u+ ε∇̺ · ∇u+ δ∇(̺+ b)Γ +∇
(
a̺γ +
1
2
b2
))
· ∂tudx; (2.28)
whence the right-hand side can be estimated through∣∣∣∣
∫
Ω
(
̺u · ∇u+ ε∇̺ · ∇u+ δ∇(̺+ b)Γ +∇
(
a̺γ +
1
2
b2
))
· ∂tudx
∣∣∣∣
≤ ν‖∂tu‖2L2(Ω) + ν‖u‖2H2(Ω) + Λ(ν)
(
‖u‖2H1(Ω) + ‖̺‖2H2(Ω)
)
‖u‖2H1(Ω)
+Λ(ν)
(
‖∇̺‖2L2(Ω) + ‖∇b‖2L2(Ω)
)
.
To proceed, we rewrite (2.2) as the Lame´ system as follows.
−µ∆u− (µ+ λ)∇divu =
−
(
∂t(̺u) + div(̺u⊗ u) +∇
(
a̺γ +
1
2
b2
)
+ ε∇̺ · ∇u+ δ∇(̺+ b)Γ
)
.
It then follows from the classical estimate for Lame´ system (see [30]) that
‖u‖2H2(Ω) ≤ Λ‖∂tu‖2L2(Ω) + Λ
(
‖u‖2H1(Ω) + ‖̺‖2H2(Ω)
)
‖u‖2H1(Ω)
+ Λ
(
‖∇̺‖2L2(Ω) + ‖∇b‖2L2(Ω)
)
. (2.29)
Finally, by inserting (2.29) into (2.28) and choosing ν suitably small, we deduce via a Gronwall’s
type argument that
‖∂tu‖L2(0,T ;L2(Ω)) + ‖u‖L∞(0,T ;H1(Ω)) + ‖u‖L2(0,T ;H2(Ω)) ≤ Λ, (2.30)
where we have used (2.20) and (2.25)-(2.27).
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3 Passing to the limit ε→ 0
3.1 Uniform-in-ε estimates
We start our construction of weak solutions to (1.6)-(1.10) from now on. To this end, similar
to [15, 29, 33], we consider approximate initial data (̺δ0,u
δ
0, b
δ
0) satisfying
0 < δ ≤ ̺δ0, bδ0 ≤ δ−
1
2Γ , (̺δ0, b
δ
0) ∈ C3(Ω), (3.1)
∇̺δ0 · n|∂Ω = ∇bδ0 · n|∂Ω = 0, (3.2)
̺δ0 → ̺0 strongly in Lγ(Ω), (3.3)
bδ0 → b0 strongly in L2(Ω), (3.4)√
̺δ0u
δ
0 →
√
̺0u0 strongly in L
2(Ω), uδ0 ∈ C3c (Ω), (3.5)
C⋆̺
δ
0 ≤ bδ0 ≤ C⋆̺δ0, (3.6)
for (̺0,u0, b0) subject to (1.12)-(1.13) and positive constants C⋆, C
⋆ defined in Proposition 2.1.
It follows from Proposition 2.1 that there exists a unique strong solution (̺ε,uε, bε) to the
first level approximate problem (2.1)-(2.5) with approximate initial data (̺δ0,u
δ
0, b
δ
0). Moreover,
as a direct consequence of the energy inequality (2.11), we obtain the following uniform-in-ε
estimates provided that Γ is suitably large, say Γ > max{4, γ}.
sup
t∈(0,T )
‖̺ε(t)‖γLγ(Ω) ≤ C, ̺ε > 0 in Ω× (0, T ), (3.7)
sup
t∈(0,T )
‖bε(t)‖2L2(Ω) ≤ C, bε > 0 in Ω× (0, T ), (3.8)
δ sup
t∈(0,T )
‖(̺ε(t), bε(t))‖ΓLΓ(Ω) ≤ C, (3.9)
sup
t∈(0,T )
‖√̺εuε(t)‖2L2(Ω) ≤ C, (3.10)
∫ T
0
‖uε(t)‖2H10 (Ω)dt ≤ C, (3.11)
ε
∫ T
0
‖(∇̺ε,∇bε)‖2L2(Ω)dt ≤ C. (3.12)
Throughout this section, we denote by C various positive constants independent of ε. Notice
that we conclude from (2.9) that
C⋆̺ε ≤ bε ≤ C⋆̺ε in Ω× (0, T ). (3.13)
Combining (3.13) with (3.7)-(3.8),
sup
t∈(0,T )
‖(̺ε(t), bε(t))‖max{2,γ}Lmax{2,γ}(Ω) ≤ C. (3.14)
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In order to pass to the limit ε→ 0 in the approximate equation (2.2), we need higher inte-
grability of {̺ε}ε>0 and {bε}ε>0 uniformly in ε. This is accomplished by employing Bogovskii
operator (see [2]). Since the proof follows the same line as [15, 33], we omit the details here.
Specifically, we have ∫ T
0
∫
Ω
(
̺γ+1ε + b
3
ε + δ̺
Γ+1
ε + δb
Γ+1
ε
)
dxdt ≤ C. (3.15)
3.2 Strong convergence of {̺ε}ε>0 and {bε}ε>0
With the uniform-in-ε estimates established in Section 3.1, we are now in a position to pass
to the limit ε → 0 for the first level approximate problem (2.1)-(2.5) with approximate initial
data (̺δ0,u
δ
0, b
δ
0). Clearly, it follows from (3.7)-(3.15) that, up to a suitable subsequence, there
exists a weak limit (̺,u, b) such that as ε→ 0:
(̺ε, bε)→ (̺, b) in C([0, T ];LΓw(Ω)), weakly in LΓ+1(Ω× (0, T )), (3.16)
(ε∇̺ε, ε∇bε)→ 0 strongly in L2(0, T ;L2(Ω)), (3.17)
uε → u weakly in L2(0, T ;H10 (Ω)), (3.18)
̺εuε → ̺u in C([0, T ];L
2γ
γ+1
w (Ω)), (3.19)
bεuε → bu in D′(Ω× (0, T )), (3.20)
̺εuε ⊗ uε → ̺u⊗ u in D′(Ω× (0, T )), (3.21)
ε∇̺ε · ∇uε → 0 strongly in L1(Ω× (0, T )), (3.22)(
a̺γε +
1
2
b2ε
)
+ δ(̺ε + bε)
Γ →
(
a̺γ +
1
2
b2
)
+ δ(̺+ b)Γ weakly in L
Γ+1
Γ (Ω× (0, T )), (3.23)
where we used the convention that f signifies the weak limit in L1(Ω× (0, T )) of the sequence
{fε}ε>0 as ε→ 0. Moreover, it follows immediately from (3.13) and (3.16) that
̺ ≥ 0, C⋆̺ ≤ b ≤ C⋆̺ a.e. in Ω× (0, T ). (3.24)
As a consequence, using (3.16)-(3.23), we pass to the limit ε → 0 in (2.1)-(2.3) to deduce
that the weak limit (̺,u, b) obeys
∂t̺+ div(̺u) = 0, (3.25)
∂t(̺u) + div(̺u ⊗ u) +∇
(
a̺γ +
1
2
b2
)
+ δ(̺+ b)Γ = µ∆u + (µ+ λ)∇divu, (3.26)
∂tb+ div(bu) = 0, (3.27)
in D′(Ω × (0, T )). In addition, the equations (3.25)-(3.27) are supplemented with the initial
and boundary conditions
(̺, ̺u, b)(·, 0) = (̺δ0, ̺δ0uδ0, bδ0), (3.28)
u|∂Ω = 0, (3.29)
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in accordance with (3.16) and (3.19).
Obviously, it remains to show
(
a̺γ +
1
2
b2
)
+ δ(̺+ b)Γ =
(
a̺γ +
1
2
b2
)
+ δ(̺+ b)Γ a.e. in Ω× (0, T ). (3.30)
Compared with the compressible Navier-Stokes equations of isentropic fluids, where the pressure
depends on the single density, the present situation is much more complicated. When the
pressure depends on the single density monotonically, pointwise convergence of approximate
densities can be justified based on the nice properties enjoyed by the effective viscous flux [28, 32]
and a modified Minty’s trick [15]. We refer to [12] for the treatment of pressure depending on the
single density non-monotonically. However, in the present setting the pressure term depends on
two variables with each of them satisfying the continuity equation, which makes the technique
in [15] unavailable directly. To overcome this, we appeal to the new idea of variable reduction
developed by Vasseur et al. [33] in the context of compressible two-fluid model. To this end,
we first establish the following lemma indicating the nice property of the effective viscous flux.
Lemma 3.1 It holds that
lim
ε→0
∫ T
0
ψ
∫
Ω
φ
{(
a̺γε +
1
2
b2ε
)
+ δ(̺ε + bε)
Γ − (λ+ 2µ)divuε
}
(̺ε + bε)dxdt
=
∫ T
0
ψ
∫
Ω
φ
{(
a̺γ +
1
2
b2
)
+ δ(̺+ b)Γ − (λ+ 2µ)divu
}
(̺+ b)dxdt, (3.31)
for any ψ ∈ C∞c ((0, T )), φ ∈ C∞c (Ω).
The proof of Lemma 3.1 is based on the Div-Curl lemma and a suitable choice of test
function in the momentum equation. For brevity, we will give the sketch of proof for Lemma
4.1 in the same spirit.
With Lemma 3.1 at hand, the verification of (3.30) is carried out basically by virtue of the
renormalization technique in spirit of DiPerna-Lions [7]. However, since now the pressure term
depends on two variables, the classical argument for the compressible Navier-Stokes system [15]
needs to be modified. This is the main contribution of the following lemma.
Lemma 3.2 It holds that
lim
ε→0
∫ T
0
∫
Ω
(̺ε + bε)
∣∣∣∣ ̺ε̺ε + bε −
̺
̺+ b
∣∣∣∣
p
dxdt = 0, (3.32)
lim
ε→0
∫ T
0
∫
Ω
(̺ε + bε)
∣∣∣∣ bε̺ε + bε −
b
̺+ b
∣∣∣∣
p
dxdt = 0, (3.33)
for any 1 < p <∞.
The detailed proof of Lemma 3.2 can be found in Theorem 2.2 of [33]. Nevertheless, we
would like to point out two key observations in the proof for the convenience of the reader.
The first observation is concerned with the weak limit function (̺,u, b). More precisely, the
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limit pairs (̺,u) and (b,u) satisfy the continuity equations (3.25) and (3.27) in the sense of
distributions respectively. By defining
G(̺, b) :=
̺2
̺+ b
,
it follows from the generalized form of renormalization technique for transport equations (see
Lemma 2.5 in [33]) that
∂tG(̺, b) + div(G(̺, b)u) + (̺∂̺G(̺, b) + b∂bG(̺, b)−G(̺, b)) divu = 0
in the sense of distributions. A straightforward computation gives that
̺∂̺G(̺, b) + b∂bG(̺, b)−G(̺, b) = 0.
Hence, we find that the quantity ∫
Ω
G(̺, b)dx (3.34)
is independent of t. The second observation is related to the approximate solution (̺ε,uε, bε).
By setting
F (̺ε, dε) :=
̺2ε
dε
=
̺2ε
̺ε + bε
,
it follows that
∂tF (̺ε, dε) + div(F (̺ε, dε)uε) + (̺ε∂̺εF (̺ε, dε) + dε∂dεF (̺ε, dε)− F (̺ε, dε)) divuε
+ε
(
∂2̺2ε
F (̺ε, dε)|∇̺ε|2 + ∂2d2εF (̺ε, dε)|∇dε|
2 + 2∂2̺εdεF (̺ε, dε)∇̺ε · ∇dε
)
−ε∆F (̺ε, dε) = 0.
From the definition one sees that
̺ε∂̺εF (̺ε, dε) + dε∂dεF (̺ε, dε)− F (̺ε, dε) = 0,
which combined with the convexity of F (̺ε, dε) yields that∫
Ω
F (̺ε, dε)dx (3.35)
is non-increasing with respect to time.
To proceed, we follow basically the argument from compressible Navier-Stokes system [15].
By applying the renormalization technique to the continuity equations with artificial diffusion
terms (2.1) and (2.3), it is easy to obtain the following lemma. The reader may refer to [33] for
the detailed proof.
Lemma 3.3 ∫
Ω
(̺ε log ̺ε − ̺ log ̺+ bε log bε − b log b) (·, t)dx
≤
∫ t
0
∫
Ω
(̺+ b)divudxds−
∫ t
0
∫
Ω
(̺ε + bε)divuεdxds, for a.e. t ∈ (0, T ). (3.36)
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In order to prove (3.30), by virtue of Lemma 3.3 and the convexity of function Φ(z) = z log z,
it suffices to verify ∫ t
0
∫
Ω
(̺+ b)divudxds ≤ lim
ε→0
∫ t
0
∫
Ω
(̺ε + bε)divuεdxds. (3.37)
By exploiting the effective viscous flux identity formulated in Lemma 3.1, it turns out that the
verification of (3.37) reduces to (see Lemma 4.7 in [33])
Lemma 3.4∫ t
0
ψ
∫
Ω
φ(̺+ b)
(
a̺γ +
1
2
b2
)
dxds ≤
∫ t
0
ψ
∫
Ω
φ(̺+ b)
(
a̺γ +
1
2
b2
)
dxds, (3.38)
for a.e. t ∈ (0, T ) and any nonnegative ψ ∈ C∞c ((0, T )), φ ∈ C∞c (Ω).
We remark that for the compressible isentropic Navier-Stokes equations, (3.38) takes the
form ∫ t
0
ψ
∫
Ω
φ̺̺γdxds ≤
∫ t
0
ψ
∫
Ω
φ̺γ+1dxds,
which is a simple consequence of the well-known result for weak convergence and monotonicity
[14]. However, since now the pressure term depends on two variables, a careful analysis is
needed to exclude possible oscillations resulting from the cross terms. The new method of
variable reduction proposed in [33] is based on the following decomposition:
a̺γε +
1
2
b2ε = aA
γ
εd
γ
ε +
1
2
B2εd
2
ε = aA
γdγε +
1
2
B2d2ε + a(A
γ
ε −Aγ)dγε +
1
2
(B2ε −B2)d2ε,
̺ε + bε = (Aε +Bε)dε = (A+B)dε + (Aε +Bε −A−B)dε,
where dε := ̺ε + bε, d := ̺+ b, Aε :=
̺ε
dε
, Bε :=
bε
dε
, A := ̺
d
, B := b
d
. Then, by Lemma 3.2 and
the uniform-in-ε estimates obtained in Section 3.1,∫ t
0
ψ
∫
Ω
φ
(
aAγdγε +
1
2
B2d2ε
)
(Aε +Bε −A−B)dεdxds
and ∫ t
0
ψ
∫
Ω
φ
(
a(Aγε −Aγ)dγε +
1
2
(B2ε −B2)d2ε
)
(̺ε + bε)dxds
vanish as ε → 0 for any ψ ∈ C∞c ((0, T )), φ ∈ C∞c (Ω). We refer to Lemma 4.5 in [33] for the
details.
4 Passing to the limit δ → 0
4.1 Uniform-in-δ estimates
We conclude from Section 3 that, upon passing to the limit ε→ 0, there exists a weak solution
(̺δ,uδ, bδ) satisfying
∂t̺+ div(̺u) = 0, (4.1)
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∂t(̺u) + div(̺u⊗ u) +∇
(
a̺γ +
1
2
b2
)
+ δ∇(̺+ b)Γ = µ∆u+ (µ+ λ)∇divu, (4.2)
∂tb+ div(bu) = 0, (4.3)
in D′(Ω× (0, T )), together with the initial and boundary conditions:
(̺, ̺u, b)(·, 0) = (̺δ0, ̺δ0uδ0, bδ0), (4.4)
u|∂Ω = 0. (4.5)
Thus, our ultimate goal is to pass to the limit δ → 0 to recover a weak solution to the original
problem (1.6)-(1.10). To this end, we first notice that the following uniform-in-δ estimates are
direct consequences of Section 3.1 and the weak convergence results in Section 3.2. In this
section, various positive constants are represented by the same letter C independent of δ.
sup
t∈(0,T )
‖̺δ(t)‖γLγ(Ω) ≤ C, ̺δ ≥ 0 in Ω× (0, T ), (4.6)
sup
t∈(0,T )
‖bδ(t)‖2L2(Ω) ≤ C, bδ ≥ 0 in Ω× (0, T ), (4.7)
δ sup
t∈(0,T )
‖(̺δ(t), bδ(t))‖ΓLΓ(Ω) ≤ C, (4.8)
sup
t∈(0,T )
‖√̺δuδ(t)‖2L2(Ω) ≤ C, (4.9)
∫ T
0
‖uδ(t)‖2H10 (Ω)dt ≤ C, (4.10)
C⋆̺δ ≤ bδ ≤ C⋆̺δ a.e. in Ω× (0, T ), (4.11)
sup
t∈(0,T )
‖(̺δ(t), bδ(t))‖max{2,γ}Lmax{2,γ}(Ω) ≤ C. (4.12)
Similar to (3.15), we need higher integrability of {̺δ}δ>0 and {bδ}δ>0 uniformly in δ so as to
pass to the limit δ → 0 in (4.2). To do this, again by virtue of Bogovskii operator and the
uniform-in-δ estimates (4.6)-(4.12), we have
∫ T
0
∫
Ω
(
̺
γ+ϑ
δ + b
2+ϑ
δ + δ̺
Γ+ϑ
δ + δb
Γ+ϑ
δ
)
dxdt ≤ C, (4.13)
for some ϑ > 0 depending only on γ (see [15]). In light of (4.11), it holds that
∫ T
0
∫
Ω
(
̺
max{γ+ϑ,2+ϑ}
δ + b
max{γ+ϑ,2+ϑ}
δ
)
dxdt ≤ C. (4.14)
With the above uniform-in-δ estimates at hand, we can pass to the limit δ → 0 in the approxi-
mate system (4.1)-(4.3) to conclude, up to a suitable subsequence, that
̺δ → ̺ in C([0, T ];Lmax{γ,2}w (Ω)), weakly in Lmax{γ+ϑ,2+ϑ}(Ω× (0, T )), (4.15)
bδ → b in C([0, T ];Lmax{γ,2}w (Ω)), weakly in Lmax{γ+ϑ,2+ϑ}(Ω× (0, T )), (4.16)
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uδ → u weakly in L2(0, T ;H10(Ω)), (4.17)
̺δuδ → ̺u in C([0, T ];L
2max{γ,2}
max{γ,2}+1
w (Ω)), (4.18)
bδuδ → bu in D′(Ω× (0, T )), (4.19)
̺δuδ ⊗ uδ → ̺u⊗ u in D′(Ω× (0, T )), (4.20)
δ(̺δ + bδ)
Γ → 0 strongly in L1(Ω× (0, T )), (4.21)
̺
γ
δ → ̺γ weakly in L
max{γ+ϑ,2+ϑ}
γ (Ω× (0, T )), (4.22)
b2δ → b2 weakly in L
max{γ+ϑ,2+ϑ}
2 (Ω× (0, T )). (4.23)
Therefore, we realize that the weak limit function (̺,u, b) obeys
∂t̺+ div(̺u) = 0, (4.24)
∂t(̺u) + div(̺u⊗ u) +∇
(
a̺γ +
1
2
b2
)
= µ∆u+ (µ+ λ)∇divu, (4.25)
∂tb+ div(bu) = 0, (4.26)
in D′(Ω× (0, T )) supplemented with the initial and boundary conditions:
(̺, ̺u, b)(·, 0) = (̺0, ̺0u0, b0), (4.27)
u|∂Ω = 0. (4.28)
Obviously, to finish the proof of Theorem 1.1, it remains to verify
̺γ = ̺γ a.e. in Ω× (0, T ), (4.29)
b2 = b2 a.e. in Ω× (0, T ), (4.30)
which is the goal of the next subsection.
4.2 Strong convergence of {̺δ}δ>0 and {bδ}δ>0
The main idea to show pointwise convergence of {̺δ}δ>0 and {bδ}δ>0 is the same as the limit
passage for ε → 0. As in Section 3.2, the key issue is uniform-in-ε estimates of {̺ε}ε>0 and
{bε}ε>0 in L2(0, T ;L2(Ω)) in order to apply the generalized form of DiPerna-Lions’ argument
for the renormalized solutions to transport equations (see Lemma 2.5 in [33]). It turns out that
this condition is naturally satisfied due to (4.14). Remarkably, for the compressible two-fluid
model discussed in [33], the adiabatic exponents are chosen in such a way that the two densities
are uniformly bounded in L2(0, T ;L2(Ω)), while in the classical work [15], the boundedness of
oscillations is investigated so as to verify that the limit pair (̺,u) obeys the continuity equation
in the renormalized sense.
For the sake of simplicity, we only point out the difference between the two limit passages.
To begin with, we notice that the nice property admitted by the effective viscous flux still plays
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a crucial role at this stage. However, due to the low integrability of {̺γδ}δ>0 and {b2δ}δ>0, we
need to make use of the special cut-off functions introduced in [11], i.e.,
Tk(z) := kT
(z
k
)
, k ≥ 1,
where T (·) is a smooth concave function on [0,∞) satisfying
T (z) =
{
z, if z ∈ [0, 1],
2, if z ∈ [3,∞).
With the cut-off functions Tk(z) defined above, we have the following lemma indicating the
nice property of the effective viscous flux. Notice that the first two terms in the momentum
equation are different from the compressible two-fluid model [33]. Hence the analysis here is
more involved.
Lemma 4.1 It holds that
lim
δ→0
∫ T
0
ψ
∫
Ω
φ
{(
a̺
γ
δ +
1
2
b2δ
)
− (λ+ 2µ)divuδ
}
(Tk(̺δ) + Tk(bδ)) dxdt
=
∫ T
0
ψ
∫
Ω
φ
{(
a̺γ +
1
2
b2
)
− (λ + 2µ)divu
}(
Tk(̺) + Tk(b)
)
dxdt, (4.31)
for any ψ ∈ C∞c ((0, T )), φ ∈ C∞c (Ω).
Proof. Obviously, it suffices to show
lim
δ→0
∫ T
0
ψ
∫
Ω
φ
{(
a̺
γ
δ +
1
2
b2δ
)
− (λ+ 2µ)divuδ
}
Tk(̺δ)dxdt
=
∫ T
0
ψ
∫
Ω
φ
{(
a̺γ +
1
2
b2
)
− (λ + 2µ)divu
}
Tk(̺)dxdt, (4.32)
and
lim
δ→0
∫ T
0
ψ
∫
Ω
φ
{(
a̺
γ
δ +
1
2
b2δ
)
− (λ+ 2µ)divuδ
}
Tk(bδ)dxdt
=
∫ T
0
ψ
∫
Ω
φ
{(
a̺γ +
1
2
b2
)
− (λ+ 2µ)divu
}
Tk(b)dxdt. (4.33)
We focus attention on the verification of (4.33). It follows from (4.7) and (4.10) that (bδ,uδ)
solves (4.3) in the renormalized sense. In particular,
∂t(Tk(bδ)) + div(Tk(bδ)uδ) + (T
′
k(bδ)bδ − Tk(bδ))divuδ = 0 (4.34)
in D′(Ω× (0, T )). Upon passing to the weak limit,
∂t(Tk(b)) + div(Tk(b)u) + (T ′k(b)b− Tk(b))divu = 0 (4.35)
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in D′(Ω × (0, T )). To proceed, we introduce several operators as follows. Let Aj be the
operator ∆−1∂xj corresponding to its Fourier symbol
−iξj
|ξ|2 ; Ri,j signifies the operator ∂xjAi
corresponding to its Fourier symbol
ξiξj
|ξ|2 . For simplicity, we set A := (A1,A2) and R :=
{Ri,j}2i,j=1. Testing the momentum equation (4.2) by
ψφA[1ΩTk(bδ)],
we obtain after a straightforward manipulation that
∫ T
0
∫
Ω
ψφ
{(
a̺
γ
δ +
1
2
b2δ
)
+ δ(̺δ + bδ)
Γ − (λ+ 2µ)divuδ
}
Tk(bδ)dxdt
=
∫ T
0
∫
Ω
ψ
{
(λ+ µ)divuδ −
(
a̺
γ
δ +
1
2
b2δ
)
− δ(̺δ + bδ)Γ
}
∇φ · A[1ΩTk(bδ)]dxdt
+µ
∫ T
0
∫
Ω
ψ

∇uδ · ∇φ · A[1ΩTk(bδ)]−
2∑
i,j=1
(
uiδ∂xjφRi,j [1ΩTk(bδ)]
)
+ uδ · ∇φTk(bδ)

 dxdt
−
∫ T
0
∫
Ω
φ̺δuδ · {∂tψA[1ΩTk(bδ)] + ψA[1Ω(Tk(bδ)− T ′k(bδ)bδ)divuδ]} dxdt
−
∫ T
0
∫
Ω
ψ
2∑
i,j=1
̺δu
i
δu
j
δ∂xjφAi[1ΩTk(bδ)]dxdt
+
∫ T
0
∫
Ω
ψφ {̺δuδ · A[1Ωdiv(Tk(bδ)uδ)]− ̺δ(uδ ⊗ uδ) : R[1ΩTk(bδ)]} dxdt. (4.36)
In a similar manner, we use
ψφA[1ΩTk(b)]
as a test function in the limit momentum equation (4.25) to arrive at
∫ T
0
∫
Ω
ψφ
{(
a̺γ +
1
2
b2
)
− (λ + 2µ)divu
}
Tk(b)dxdt
=
∫ T
0
∫
Ω
ψ
{
(λ+ µ)divu−
(
a̺γ +
1
2
b2
)}
∇φ · A[1ΩTk(b)]dxdt
+µ
∫ T
0
∫
Ω
ψ

∇u · ∇φ · A[1ΩTk(b)]−
2∑
i,j=1
(
ui∂xjφRi,j [1ΩTk(b)]
)
+ u · ∇φTk(b)

 dxdt
−
∫ T
0
∫
Ω
φ̺u ·
{
∂tψA[1ΩTk(b)] + ψA[1Ω(Tk(b)− T ′k(b)b)divu]
}
dxdt
−
∫ T
0
∫
Ω
ψ
2∑
i,j=1
̺uiuj∂xjφAi[1ΩTk(b)]dxdt
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+∫ T
0
∫
Ω
ψφ
{
̺u · A[1Ωdiv(Tk(b)u)]− ̺(u⊗ u) : R[1ΩTk(b)]
}
dxdt. (4.37)
Notice that the two integrals in (4.36) containing δ(̺δ + bδ)
Γ vanish as δ → 0 due to (4.21).
Consequently, it suffices to prove that each term on the right-hand side of (4.36) converges to
its counterpart in (4.37). It is easy to see that as δ → 0
Tk(bδ)→ Tk(b) in C([0, T ];Lpw(Ω)), (4.38)
for any 1 ≤ p < ∞. By Ho¨rmander-Mikhlin theorem and Sobolev’s embedding theorem, it
holds that as δ → 0
A[1ΩTk(bδ)]→ A[1ΩTk(b)] in C(Ω× [0, T ]). (4.39)
Therefore, the four terms on the right-hand side of (4.36) converge to their counterparts in
(4.37) by virtue of (4.15)-(4.23) and (4.39). The last term is much more involved. To this end,
integration by parts yields
∫ T
0
∫
Ω
ψφ {̺δuδ · A[1Ωdiv(Tk(bδ)uδ)]− ̺δ(uδ ⊗ uδ) : R[1ΩTk(bδ)]} dxdt
=
∫ T
0
∫
Ω
ψφuδ · {Tk(bδ)A[1Ωdiv(̺δuδ)]− ̺δuδ · R[1ΩTk(bδ)}dxdt
+
∫ T
0
ψ
∫
Ω
2∑
i,j=1
Tk(bδ)u
j
δ∆
−1
{
∂xj(̺δu
i
δ)∂xiφ+ (∂xixjφ)̺δu
i
δ + ∂xjφ∂xi(̺δu
i
δ)
}
dxdt. (4.40)
As above, the second term on the right-hand side of (4.40) converges to its counterpart. Re-
markably, the convergence of the first term on the right-hand side of (4.40) is verified by means
of the Div-Curl lemma; see [15] for the details. Now (4.33) follows from (4.36) and (4.37) by
vanishing δ. Finally, we point out that the proof of (4.32) is carried out exactly as (4.33). The
details are omitted. 
Based on Lemma 4.1 and Lemma 3.2, it follows that
Lemma 4.2 ∫ t
0
ψ
∫
Ω
φ
(
Tk(̺) + Tk(b)
)(
a̺γ +
1
2
b2
)
dxds
≤
∫ t
0
ψ
∫
Ω
φ (Tk(̺) + Tk(b))
(
a̺γ +
1
2
b2
)
dxds, (4.41)
for a.e. t ∈ (0, T ) and any nonnegative ψ ∈ C∞c ((0, T )), φ ∈ C∞c (Ω).
Other considerations remain basically unchanged compared with Section 3.2. The reader
may refer to [33] for the details. As a consequence, we conclude that the weak limit func-
tion (̺,u, b) is a global weak solution to the initial-boundary value problem (1.6)-(1.10), thus
finishing the proof of Theorem 1.1.
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