In this paper we present a new conspiracy number search algorithm (CNS), called Controlled Conspiracy Number Search (CCNS). The basic steps of any CNS algorithm, the selection, the expansion, and the backup of results have been modi ed compared to other CNS algorithms. The selection is done by assigning demands, so called CN targets, to the nodes of the tree in a top-down fashion. By this, a set of leaves is selected in a single selection phase. The expansion is used to check, whether or not a leaf node can ful ll its demand. The backup uses heuristic information gained from the expansion step to prepare the tree for the next selection phase.
Introduction
When playing games like chess, checkers, othello etc. computers use tree searching algorithms to evaluate the expected outcome of a position. The problem with this approach is that the time complexity of the best known search algorithms is exponential in the depth of the tree. In spite of that, a long history of research in the eld of computer chess has led us to a point where high-quality play can be obtained even by PCs. Nowadays, even human grandmasters must be afraid to lose against the best programs (Friedel, 1994) . The complete game tree of a game like chess is so large that it appears unlikely a computer will ever be able to nd the theoretical value of the game of chess. Thus, the search is limited to a depth. The leaves of the search tree are then evaluated by a heuristic evaluation function and handled as if they were "real" values. The most successful chess programs of today search the game tree to a certain depth in a brute force manner and then they start to search the leaves of this tree selectively. The --algorithm analyzed by Knuth and Moore (1975) is used for both kinds of searches. Many research has been done to speed up the --search by parallelizing the search (e.g. Marsland et al., 1986; Schae er, 1989b; Feldmann, 1993; Feldmann et al., 1994) , using special hardware (Condon and Thompson, 1982; Hsu, 1990) , or introducing concepts of selective search (Anantharaman et al., 1988; Anatharaman, 1991 , Beal, 1989 Donninger, 1993) . There are, however, some drawbacks of the --algorithm: First, if the tree is not ordered perfectly, other algorithms like the SSS*-algorithm (Stockman, 1979) may outperform --search in terms of nodes searched. Second, the --algorithm in its basic form cuts the search at a certain level in the tree, independent of the importance of the current path in the tree. Thus, irrelevant variations of the tree are searched as deep as the relevant ones. Last but not least, in the worst case the decision at the root of the tree is based on a single static evaluation at one leaf of the game tree searched. As an alternative way to search a game tree Berliner (1979) proposed B* which was improved to PB* (Palay, 1985) later. Both algorithms need very good upper and lower bounds on the value of a position to guide the search and even for termination.
Conspiracy Number Search (CNS)
To overcome the second and the third drawback of the --algorithm, McAllester (1988) proposed the Conspiracy-Number Search (CNS) algorithm. The main idea of CNS is to search the tree in a manner that at least c > 1 leaf values have to change in order to change the decision at the root. This leads to
De nition 1 The conspiracy number (cn) of the root of a game tree T for some value x is de ned as the least number of terminal nodes of T that must change their value to x in order to change the minimax value (with regard to T) of the root to x:
The search is guided in a best rst manner, i.e. the tree searched so far is kept in memory. Three basic steps have to be performed in a loop by any CNS algorithm:
Selection: Given a game tree, a set of leaves has to be selected for further expansion. Expansion: Given a leaf v of the game tree, a search has to be conducted below v: Backup: The results of an expansion have to be incorporated into the information found so far in the tree searched. An example perhaps is the simplest way to explain conspiracy numbers. The following one is taken from 'Conspiracy Numbers' (Schae er, 1989) . Let the branching factor be 2, the range of the value be 1 to 6 and inside the nodes its name and minimax value are stored. Furthermore a tabular is added. It tells us the leaves which at least have to change their value to cause the value of the root to become 1,2,4,5,or 6. For example only leaf E has to change its value to 5 to cause the value of the root becoming 5. B=2  C=3   D=5  E=2  F=3  G=4   value  1  2  3  4  5  6   cn  2  1  0  1  1  2 nodes which have to change (D or E) and (F or G) F or G E or F E (D andE) or (F and G) There is a simple method for computing the conspiracy numbers, described in (Schae er, 1989) , too: If we want to increase the value x of a MAX node to x 0 > x, only one of the successors needs to change its value to x 0 . The conspiracy number for x 0 obviously is the minimumover all sons. If we want to decrease the value to x 0 < x all sons with greater values than x 0 must change their value to a value lower than x 0 . That is why we sum the number of conspirators for these nodes. At MIN nodes it is just the reverse.
A=3
Di erent versions of the CNS algorithm have been implemented by Schae er (1989a) and van der Meulen (1990) . These implementations show good tactical play but su er from some drawbacks:
Using an --quiescence search for the evaluation of the successors generated during an expansion of a leaf is quite expensive, since no -bounds are available for the search. At each node of the tree information about the conspiracy numbers has to be stored. The size of this data grows linear either in the number of the possible values of the evaluation function or in the maximum conspiracy.
Positional play is bad, since the CNS algorithms become unstable when using an evaluation function of ne granularity.
Resources are wasted for determination of the exact root value, when only a move decision is required. Both implementations are inherently sequential, since at each step only a single leaf node is selected for expansion. Like for all best rst search algorithms, the game tree searched is kept in memory, resulting in a space requirement linear in the search time. Nevertheless, research in the area of best rst search algorithms continued (Allis et al., 1991; Allis et al., 1994; Reinefeld, 1994) . In this paper we present a new version of the CNS algorithm, the Controlled CNS (CCNS) algorithm. CCNS has a di erent selection mechanism which allows to select a set of leaves in one selection phase. For the expansion of the leaves selected, an --quiescence search is used and bounds for this search are provided. The conspiracy vectors of our version are compressed to 3-tuples, which allow to use CCNS independent of the granularity of the evaluation function. This is one of several reasons that positional play is possible. Moreover, because in a selection phase a set of leaves is selected, the algorithm may be well suited for parallelization. The paper is organized as follows: First we present the algorithm. We describe how the backup, the expansion, and the selection is done. Then we present an example computation and some experimental results.
Controlled Conspiracy Number Search (CCNS)
Before we start to describe CCNS some basic de nitions and notations are given in the following section. We will assume a game tree T = (V; E) to be a directed acyclic connected graph with exactly one node, . Note that z(u) 6 = ; 8 u 2 C n . There is a straightforward one-to-one-mapping from C n n f0 n g to IN 0 fw 1 ; : : :; w n g IN 0 , by mapping l i 0r j to (l ; w i+1 ; r). Therefore, we will use both representations for a CN target.
The vectors u 2 C n will represent the security demands on nodes. Each node will get a security demand as an inherited attribute whereas in other CNS-implementations such pieces of information are synthesized bottom up. When a CN target u= (l; w i+1 ; r) is assigned to a node v, the search below v is done in order to ful ll u for v. I.e. we want to nd a tree below v such that for all i 2 f1; : : :; ng at least u i leaves of the very same tree have to change in order to change the value of v to w i .
In the 3-tuple terminology: We want to show that at least r leaves have to change in order to change the value of v to a value greater or equal w i+2 and at least l leaves have to change in order to change the value to a value less or equal than w i . If the CN target u= (l; w i+1 ; 0) is ful lled we will say: v is greater or equal w i+1 with conspiracy l. If the CN target u= (0; w i+1 ; r) is ful lled we will say: v is less or equal w i+1 with conspiracy r. If the CN target u= (l; w i+1 ; r), l; r 6 = 0 is ful lled we will say: w i+1 is secure at v ( with conspiracy minfl; rg ). If v is a MAX root and one successor v p is greater or equal than w with conspiracy c and all other successors are less or equal than w with conspiracy c we will call the move belonging to v p secure to be the best move ( with conspiracy c ). Our algorithm works as follows:
Selection: A global selection is performed by assigning a CN target to the root of the game tree. This target is then split to the successors in a top-down manner according to heuristic information gained from the search so far. As a result a set of leaves is selected for expansion by the assignment of CN targets which are not yet ful lled by the leaf itself. The CN targets are assigned such that if all the targets at the leaves are ful lled the target of the root is ful lled. If heuristic information indicate that a CN target can not be ful lled at a node v; a local reselection is done at the father of v: If v is the root of the game tree, a new CN target is assigned to the root and another global selection starts.
Expansion(v): Depending on the CN target an amount of successors of v is generated and evaluated by an --quiescence search. Then the CCNS algorithm is applied to the subtree rooted at v recursively, starting with a selection phase at the root v:
Backup: The heuristic information gained from an expansion and a boolean result indicating whether or not the target could be ful lled is returned. If, at some node v; the answer is "No" the updated heuristic information is used to reselect nodes in the subtree below the father of v locally. In an initial phase the algorithm expands the root and evaluates its successors. The resulting small tree is shown in gure 1. The aim of the search is to nd a suitable partial tree of the theoretical game tree so that either the minimax value or the best move at the root is secure with a given conspiracy. In this example we build a partial tree so that the best move is secure with a speci c conspiracy. In contrast to that, the example in gure 12 builds one so that the minimax value is secure. s1, s2, and s3 are the moves from v to v1, v2, and v3. The information inside a node consists of a node number and what we know about the minimax-value of that node, concerning its subtree expanded so far. This minimax information of this example is not the same as the heuristic information we will present in the next section! Now a move has to be selected; s1 and s2 seem to be good moves, the algorithm may take the left one as a hypothesis of the best move. It executes what we call a global selection for proving that at least two leaves have to change their values in order to change the best move at the root. The global selection is done in the following way. v1 is supplied with the target (2,5,0), v2 and v3 with (0,5,2). s1 will be accepted to be the best move, if it can be proved that the value of v1 is greater or equal than 5 and the values of v2 and v3 are less or equal to 5. Additionally two or more leaves in each subtree which will be built next shall have to change their values in order to violate the demanded bound. So the selection phase selects v1, v2, and v3 to be expanded. Our algorithm works in depth rst manner, so rst v1 is expanded:
Introducing Example
Figure 2: At v1 all successors must be greater or equal than 5 in order to let the value of v1 be greater or equal than 5. That is why all successors are expanded with the help of an -quiescence search with the initial window (5,1). After this expansions the algorithm only knows about v1.1, v1.2, and v1.3 that they are greater or equal than 5. Now let us imagine that v1 is greater or equal 5 with conspiracy 2. Possibly this was done with the help of enormous subtrees below v1.1, v1.2, and v1.3. Have a look at the successors of v2 in gure 3: For changing the value of v2 to a value greater than 5, v2.1 as well as v2.2 must change their values to > 5. Thus the target (0,5,2) is ful lled, v3 is the next node to be expanded. If the value of v2.2, e.g., were 10, then the target would not be ful lled, and v2.3 must be generated and evaluated. If v2.3 also were > 5, v2.1 ought to be expanded further with a target (0,5,2), because all sons of v2 are expanded. Again we skip some steps now and immediately try to prove s1 to be the best move with conspiracy 3. In contrast to other algorithms based on the conspiracy numbers concept we assign targets to nodes prior the search of their subtree. This kind of searching has the following advantages:
windows Fast -quiescence searches can be used for evaluations, because natural bounds are available.
node expansions We do not have to accumulate more information than required and may therefore save lots of node expansions. E.g. if we have a MAX leaf with CN target (2; w; 0), then two successors may be su cient to ful ll this target. In other approaches all successors are considered and the resulting conspiracy is accumulated although this might lead to much more information than is eventually required at the root.
space The CN-targets can be implemented as 3-tuples. Hence the space needed depends on the number of CN-nodes only, but neither on the granularity of the evaluation function nor on the cn searched.
positional evaluation Since the space requirement is independent of the size of W, and the maximum cn, a positional evaluation which needs a ne granularity of W is possible.
parallelism On account of the global selection we have lots of almost independent explorations and node expansions. Therefore we have the possibility to work locally in a subtree. It is not necessary to go back to the root for every single expansion of a leaf. This natural parallelism is the subject of current research.
Backup: How to Combine Heuristic Information
The CN targets are used to represent security demands on nodes. They are assigned top-down to the nodes of the search tree depending on the CN target of the father and on the heuristic information collected in the tree below. In the following we will describe how this heuristic information for a node v can be gathered from the search in the subtree below v:
The heuristic information consists of a value x 2 W and a ag f 2 fLEQ; EXT; GEQg indicating, whether x is considered to be an upper bound, exact value, or lower bound, respectively. More formally, we have
De nition 3 Let T = (V; E) be a game tree, v 2 V a node of T and W = fw 1 ; : : :; w n g be the The ag of a node v will change only from LEQ to EXT or from GEQ to EXT. During the search a node can be explored with di erent targets. Even lower and upper bound targets may occur successively ( (l; w; 0); (0; w; r) ). The heuristic information tries to collect all that knowledge. It is less important for the correctness of the algorithm, but it is very important for fast convergence. The function reeval and geneval evaluates nodes inD(v; u) | note that these nodes have ags 6 = EXT | or new nodes, using evaluate as described in the tabular of gure 8. The rst line of each square contains a description of the CN target and the resulting initial search window for the quiescence search to be done at this node. The following two lines describe the setting of h(v) according to the results of the quiescence search. An example for the upper left square of the table of gure 8, in agreement with the little example above: Let v be a MAX node, s one of its sons, let the corresponding target of v be (2,0,0). For this target the tabular uses the vector presentation with l = 2 and r = 0. Moreover let the heuristic information of s be (-2,GEQ). Now it is researched whether the value of s can be expected to be greater or equal than 0, too. That is done by an -quiescence search with the initial window ( = -2, = 0). There are three possible results: The result is less than . Then the old information has been gained with the help of successors of s. In this case a contradiction has occured. The ag is set to EXT in the same way as if the result were between and . Reeval and geneval will correct the value with the help of a call of update mmvalue. If the result of the quiescence search is greater or equal than we only know a bound, sharper than before. The ag will be GEQ as before and the value will be the value returned by the -search.
Selection: How to Split CN Targets
Now we are going to present the splitting function (the core of the selection) that passes on the CN target from a node v to its successors. Figure 9 shows the function.
split (NODE v; u Before this function is called, the preparations by reeval and geneval described in the previous section were done. Let us take a look at what split does: Figure 10 shows two examples of how to split at a MAX node. First, a CN target verifying the assumption that the value of the node will be 1 with conspiracy 2 is split over two successors v:2 and v:3 (v:1 6 2 D(v; u)). In a second example, a CN target verifying that the value is 0 with conspiracy 3 is split over three successors.
The Main Loop
Now we have to combine the backup, expansion, and selection to the main algorithm. In an initial phase the algorithm expands the root, sets the heuristic information of its successors to ( (?1; 1); EXT) and sets h(root) to (maxfval(v)jv 2 ?(root)g; EXT) . After that the ccns-procedure as shown in gure 11 is called iteratively with ccns (root,(c; val(root) ; c)) with either increasing c or possibly updated val(root). = l i 0 j+1 ; Assuming that the root is a MAX node the right part of the CN target given to most promising son concerning its current heuristic information is thrown away. This leads to the computation of the best move at the root and preserves us from wasting resources for the computation of the root value and from getting into instability. Implementation Details 1. Once proved CN targets are stored at the nodes as synthesized attributes. By this means the algorithm does not need to compute subtrees again. 2. A function for recognizing repetitions is very important. Otherwise the algorithm may run into loops, if there is no synthetic depth limit. 3. In this sequential implementation the next node for selection respectively expansion is chosen in depth-rst fashion. 4. The transposition table is only used to detect real transpositions of moves. 5. Instead of CN targets of the form u = l i 0r j we use them of the form u 0 = l i 0 c r j for a constant c > 1. This gives the possibility to search in a small window around the root value. If you set c = 1; the algorithm sometimes builds large trees to decide whether move m 1 is only marginally better than m 2 ; but does not see that m 3 wins the game. On the other hand positional playing strength will decrease, if you select c too large (not mentioned in gure 11). int ccns( NODE v; u 2 C n ) f = Let u= (l; w; r) 2 C n be the CN target of v, let u In order to expand v 2 ; 13 successors are generated until two divisors are found and u (2) is ful lled. The divisor v 3 at v 0 has only one legal successor, v 50 whose value is 8 after calling (?1; 1).
Thus, the selection at v 3 immediately selects v 50 . Then, the left part of (2; 8; 2) is divided to v 53 and v 61 (Nf8 | not shown). 
Results
For testing the tactical strength of our algorithm we have compared it to known algorithms running on the 300 WinAtChess positions (Reinfeld 1958) . A hit is an agreement between a move suggested by an algorithm and a solution nominated in 'A Test-Suite for Chess Programs' (K.J. Lang and W.D. Smith).
For our experiments we used a Sparc 10/50. The results are shown in gure 13. The search was stopped immediately when the time given in the rst line was over, or a mate was found. For each algorithm its name and the number of its hits are presented, moreover the number of nodes, respectively the number of CN-nodes and the number of quiescence search nodes, are given on an average per position. As -search and CCNS are very di erent algorithms it is di cult to compare them to each other directly. From our point of view the only way which seemed to be objective enough was to compare them by the number of hits on a large testset. The testset should be generally admitted and it should be large enough that hits for the wrong reason should be of no consequence in the main predicate of the comparison. That is important because it is di cult to say when CCNS has found a solution for the correct reason, because the versions we used for the tests do not search for a mate when one move is the best one for other reasons. A special challenge was to compare CCNS and -search both given the same time (CPU clock ticks). Some new techniques have been found in the last years which seem to be superior to -search concerning the nodes searched, but most of them have the drawback that these nodes are too expensive.
Number of hits on 300 WinAtChess Positions (Reinfeld, 1945) : evaluation from zero to twenty (as described above) All algorithms use the same -quiescence search, but di erent initial bounds. The tabular shows the various algorithms running on the WinAtChess testset. The number of hits and some node count information are given. In those lines where quiescence nodes (QS-nodes) and inner nodes (CN-nodes) are presented some nodes are counted twice, once as a CN-leaf, once as a quiescence search root. At the -algorithms we only have available the total number of nodes. -pure is a standard -algorithm, -with sd is an -algorithm with selective deepening as used in existing chess programs. -with sd was the heart of Ulysses at the MWCCC in Munich, 1993. Both use enhancements like killers, hash tables, iterative deepening etc. Schae er's is the algorithm given by Schae er (1989a) with two little improvements: Move repetitions are recognized and game-theoretical positions get an unlimited CN weight. Schae er's uses an evaluation function with W = f0; : : :; 20g.
The last three lines of gure 13 are lled by CCNS run with various parameters. In all variations, it stores CN targets and uses transposition tables. CCNS(1) has a depth limit of 100 ply, the constant m of brothers which are allowed to be selected divisors is unlimited, W = f0; : : :; 20g; and the minimax value of the root is determined. We selected these parameters for comparing CCNS to Schae er's algorithm. In some aspects CCNS(1) is similar to Schae er's. The numbers of hits are similar to each other as well. For CCNS(1), the depth limit is set to the conspiracy needed and the number of siblings m which are allowed to be selected divisors is set to one. It searches for the minimax value of the root. This minimax value bases on a tree with a xed depth, in the same way as the minimax value that is computed by the pure -algorithm. The numbers of hits of these two algorithms are very similar, too.
CCNS(5) 4th IPC 3 is the version which played the 4th IPC 3 . The depth limit is set to 25 ply and m = 5: At the beginning of an iteration CCNS(5) tries to prove that the best move found so far will still be the best move after the iteration (prove best approach). It uses all the improvements described in 3.6. CCNS(5) 4th IPC 3 su ers from the rudimentary timing rules mentioned above, since it computes the best move instead of the minimax value of the root. Thus, we are allowed to trust a move after a complete iteration only. By this, a lot of time is wasted. The columns of 20s and 60s are dominated by -with sd, those of 180s and 300s by CCNS(5) 4th IPC 3 . Relatively to the -algorithms, the CN algorithms become stronger with increasing search time.
On the 4th IPC 3 we participated with our new algorithm implemented in Ulysses CCN. It scored 3 1/2 out of 7 and we believe that this is an acceptable result, concerning the fact that Ulysses CCN ran with a brand-new algorithm.
Conclusions and Open Problems
In this paper we presented a new CNS algorithm, called CCNS. The basic steps of any CNS algorithm, the selection, the expansion and the backup of results have been modi ed compared to other CNS algorithms. As a result, our algorithm is stronger than the --algorithm in tactical positions. This is shown by running a set of test positions. It is able to play even in nontactical positions, as shown on the 4:IPC 3 ; where a program based on the CCNS algorithm played a complete tournament. The space needed depends only on the number of nodes and not on the granularity of the evaluation function. This is achieved by the de nition of the CN targets. Fast quiescence searches are possible by a translation of CN targets to -bounds. Promising results of current research show that even evaluation with minimal window search might be possible. We believe, that CCNS(5) 4th IPC 3 becomes even better, if the test is done with a timing as used in tournament chess, since then, the time wasted by the computation of the incomplete iterations is smaller. The algorithm selects a set of leaves in a global selection phase. The expansion of these leaves can be done nearly independent of each other. Therefore, we hope that CCNS parallelizes well: The load balancing problem reduces to embedding the game tree into a network of processors. The selection mechanism guarantees that most of the expansions are useful work, so the search overhead should be small. At the moment we are implementing a parallel CCNS.
