We study multi-class bandit prediction, an online learning problem where the learner only receives a partial feedback in each trial indicating whether the predicted class label is correct. The exploration vs. exploitation tradeoff strategy is a well-known technique for online learning with incomplete feedback (i.e., bandit setup). Banditron [8], a multiclass online learning algorithm for bandit setting, maximizes the run-time gain by balancing between exploration and exploitation with a fixed tradeoff parameter. The performance of Banditron can be quite sensitive to the choice of the tradeoff parameter and therefore effective algorithms to automatically tune this parameter is desirable. In this paper, we propose three learning strategies to automatically adjust the tradeoff parameter for Banditron. Our extensive empirical study with multiple real-world data sets verifies the efficacy of the proposed approach in learning the exploration vs. exploitation tradeoff parameter.
INTRODUCTION
The exploitation vs. exploration tradeoff strategy has been widely used to develop online learning techniques when the feedback provided to the learner is bandit, i.e. the learner only receives the cost of its action but not the cost of other possible actions. Exploration refers to taking an Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. action that is not recommended by the current model (classifier). It allows the learner to explore the environment (opponent), receive the feedback for different actions, and consequentially gain new knowledge from the environment. Exploitation refers to taking the best action according to the current statistical model in order to maximize the gain. These two objectives are complementary, but opposite: exploration leads to the maximization of the gain in the long run at the risk of losing short term reward, while exploitation maximizes the short term gain at the price of losing the gain over the long run. A careful tradeoff between these two objectives is important to the success of any online learner utilizing the combined strategy [17] .
The exploitation vs. exploration tradeoff strategy was originally designed for the multi-armed bandit problem [15] where a slot machine has multiple arms and the player needs to choose the arm with minimum cost (or maximum gain). In each trial, after choosing one arm, the learner receives the cost (award) for the selected arm, but does not know the cost (or award) of the other arms. Under this bandit setting, the learner is required to find the best (possibly mixed) arm in a repeated game. The learner can also be equipped with side information in order to identify the best arm more efficiently. Recently, this technique has been successfully applied to online multi-class classification with partial feedback. Unlike the typical setup of online learning where the learner receives the correct class assignment for an input pattern after making prediction, in online multi-class leaning with partial feedback, the learner only receives an incomplete feedback that indicates if the predicted class is correct. This problem is also referred to as Multiclass Bandit Prediction [8] and has found applications in several domains, including online advertisement and recommender systems [12] .
Banditron [8] , an algorithm that was recently developed for multi-class bandit prediction, utilizes the exploration vs. exploitation tradeoff technique to handle the challenge of the partial feedback for online multi-class learning. This tradeoff is explicitly captured by a single parameter γ ∈ (0, 0.5) in Banditron: with probability 1 − γ, the learner will predict the most likely class label based on the current classification model (exploitation), and with probability γ, the learner will randomly choose one of the remaining class labels for prediction (exploration). Figure 1 shows the performance of Banditron for three different data sets by varying the value of γ. It is clear that the performance of Banditron strongly depends on the value of γ and it is therefore important to develop strategies to automatically tune this parameter. In-tuitively, at the beginning of the learning stage, due to the fact that the classification model is trained by a small number of examples, we would expect it to perform poorly. As a result, it may be more desirable to have more exploration and consequentially set γ to a large value. As the learning procedure proceeds, after the classification model is updated with sufficiently large number of examples, we expect it to make accurate prediction. As a result, it is desirable to decrease the value of γ and consequentially reduce the amount of exploration with increasing number of training examples. Theoretically, as suggested by [8] 1 , the choice of
1/3 minimizes the mistake bound given (i) the complexity measure D of optimal W in the Frobenius norm of W , (ii) the number of classes K and (iii) the noise level ρ 2 . One major problem with this choice of γ is that it does not depend on the performance of the online classifier, as we would expect a small amount of exploration (i.e., small γ) is needed when the online learner makes accurate prediction. This is because the optimal γ is obtained by minimizing the upper bound for the number of mistakes. Since most mistake bounds are concerned with the asymptotical behavior of an online learning algorithm, it tends to be very loose. As a consequence, the resulting γ is only optimal in the asymptotical sense, not necessarily for finite horizons. To further support our argument, in Figure 1 , we also include the error rates of online multi-class bandit prediction using γ = ρ( This paper is organized as follows. Section 2 reviews the related work to this study. After a short description of Banditron algorithm in Section 3, we propose three different methods to automatically learn the tradeoff parameter γ in Sections 3.2, 3.3, and 3.4. Section 4 shows the efficacy of the proposed approaches through an extensive experimental study. Section 5 concludes this work with future directions.
RELATED WORK
Online multi-class learning in bandit setting has been recently received increasing interests [9, 8, 11, 2] . It is closely related to the multi-armed bandit problem [14, 1, 6] , where the exploitation vs. exploration tradeoff is used [19, 5, 13] . The multi-armed bandit cannot be applied directly to online multi-class bandit prediction because they do not exploit any side information, such as the feature vector of training examples. Langford et al. extended the multi-armed bandit setting to the case where side information is used to make a better prediction [9] . They refer to the new setting as "contextual bandit problem" and introduced the epoch-greedy algorithm and derived its regret bound. Kakade et al. introduced an efficient algorithm for multiclass bandit prediction that is efficient and guarantees certain regret bound [8] , which utilizes the exploitation vs. exploration technique. Wang et al. developed a general potential based framework from which Banditron is a special case [18] . The major problem with Banditron is that its performance could be sensitive 1 Corollary 3 in [8] . 2 In [8] , it is assumed that there exists a ρ ∈ (0, 1) such that
is a convex loss function. 3 Assuming that we already know the classifier learned by Perceptron to the parameter that trades off between exploration and exploitation, as shown in Fig 1. To the best of our knowledge, this is the first study that aims to learn the tradeoff parameter for multi-class bandit problem.
OPTIMIZING THE TRADEOFF BETWEEN EXPLORATION AND EXPLOITATION

Preliminaries
Algorithm 1 shows Banditron [8] . At round t, Banditron receives sample x t and predicts a class label yt for xt. It then receives an incomplete (bandit) feedback [y t = yt], where [y t = yt] is an indicator function that outputs 1 if yt = y t and zero otherwise, and updates its classification model accordingly.
Banditron can be considered as the multi-class perceptron [16] adapted for the bandit setting using the exploitation vs. exploration tradeoff strategy. Similar to the Perceptron algorithm, it computes label y t after receiving an example x t using a linear model W . However, due to the bandit feedback, extra (randomization) steps are performed to predict y t based on the exploitation vs. exploration tradeoff strategy (Steps 7-8): with probability 1 − γ t it predicts class label y t and with probability γt it chooses one random class label for prediction. After receiving the partial feedback [y t = yt], the algorithm computes the update matrix x tδt which, on average, is equivalent to the update matrix used in Perceptron for the full feedback setting. We denote by M the number of mistakes made by algorithm for all the trials, i.
In our study, we assume a linear model for each class, denoted by W = (w 1, . . . , wK ) ∈ R d×K , although the extension to nonlinear classifiers using kernel trick is straightforward. We denote by W 1, . . . , WT the sequence of linear classifiers generated by an online learning algorithm over the trials. Our analysis is based on bounding the number of mistakes made by the online learning algorithm when compared to U , an arbitrary linear classifier. Since the proposed framework is a stochastic algorithm, we will focus on the expectation of the mistake bound. We denote by t (W ) the multi-class hinge loss of classifier W on the training example (x t, yt), defined as
where (z) = max(0, z + 1). Theorem 1 gives the mistake bound of the Banditron algorithm that is slightly different from the original work. It provides the foundation for deriving the strategies to learn the tradeoff parameter γ. 
where U is any arbitrary weight matrix (classifier) and {γt}
T t=1
are sampling probabilities of trials. 
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where 1 k stands for the vector with all its elements being zero except its kth element is 1. 10:
Proof. Following the gradient descent framework for online learning [3] , we have the following bound when y is used as the predictor:
In the above, the first inequality follows directly the convexity of the loss function, the first equality follows the relationship Et[xtδ t ] = ∇ t(W ) [18] , the second inequality follows |x t|2 ≤ 1, and the last inequality follows Lemma 5 of [8] .
We complete the proof by using the following relationships
By scaling U and (z) as follows
we generalize Theorem 1 as
By minimizing over scaling factor η, we have
which the same inequality used by [8] to obtain the mistake bound. Given the bound provided in Theorem 1, the optimal set of sampling probabilities {γ t} T t=1 will be obtained by minimizing the mistake bound stated in Theorem 1, i.e. 
This is because
Note that in the last step, we use the fact γ t ≤ 1/2. 
In order to generate a general family of functions for γt, we introduce the concept of good support function, which is the key gradient for defining the tradeoff parameter. 
The discussion below allows us to connect the definition of good support function to the desired properties of γt.
• Given Property (a), it is easy to conclude that ω (z) is a non-decreasing function of z, ω (z + t) ≤ ω (z) or
for t ≥ 0. This non-increasing property of ω (z) also allows us to define non-increasing γt that is bounded between 0 and 1/2.
• Property (b) allows us to have ω(z) ≤ ω(z + t) or
for t ≥ 0, another important quantity for deriving the mistake bound.
• Property (c) and (d) allow us to upper-bound ω (z) by a constant L and by ω (z + t) for t ≥ 0.
The following proposition gives examples of good support function. 
For ρ, we have
Finding
Optimal γ using μt and τt
To bound L, we introduce two good support functions ω 1(z) and ω 2(z), with ω 1 (z) ≥ ω 2 (z) for any z ≥ 0, and define γt as follows
We have γt ≤ 1/2 for any t because
The first inequality follows ω 1 (z) ≥ ω 2 (z), and the last step follows the property τ i ≤ 1 and the fact that ω 1 (z) is nonincreasing in z. In addition, since ω 1 (z) and ω 2 (z) are nonincreasing functions of z, γ t is decreasing in μt and increasing in τ t, implying that the algorithm gives a large amount of exploration when the classifier makes a number of mistakes, and a small amount of exploration when the classifier encounters only a few prediction errors. The following proposition shows key properties for γ t in Equation 4.
Proposition 2. Given γt defined in (4), we have the following inequalities:
where ρ1 and ρ2 are the constants defined respectively for the good support functions ω 1 and ω2.
where the inequality follows that ω 2 is a non-increasing function. Since
we have the first inequality. In the above, the first step follows the definition of good support functions (i.e. ω 1 (At−1) ≤ ρ 1ω 1 (At)), the second step is due to the concavity of ω1 and the last step is due to ω 1(0) ≥ 0. Combining the above results produces the first inequality in the proposition. Similar to the first inequality, for the second inequality, we define
μi and have
The second equality follows ω 2 (Bt−1) ≤ ρ μ t 2 ω 2 (Bt) and μt ≤ 2. The same analysis is applied to show the last inequality.
Theorem 3. Let ω1(z) and ω2(z) be two good support functions with ω 1 (z) ≥ ω 2 (z) for any z ≥ 0. By running Algorithm 1 with γ t set as in Eq. (4), we have the following bound for the expected number of misclassified examples:
where ρ1 and ρ2 are the constants of two good support functions.
Proof. The proof is straightforward by using the result in Remark I, Proposition 2, inequality 
(1 + 2T ) 
Remark II:.
Although the mistake bounds given in Theorem 3 and Corollary 4 are not better than the result derived in the previous study, we emphasize that the analysis of mistake bound is often loose because its focus is to obtain the asymptotical behavior of the learner. The key advantage of the tradeoff parameter γ t defined in Eq. 4 is its capability of adapting to the classification performance (i.e., μ t and τt) of the learner, making it intuitively more attractive.
Finding Optimal γ using μt
Given a good support function ω(z), we define γ t as
It is straightforward to see γt ∈ [0, 1/2]. Since ω(z) is a concave function, ω (z) is a non-increasing function of z, leading to a decreasing value for γ t as more and more training examples have been classified correctly. The following proposition shows key properties for γ t in (5).
Proposition 3. Given γt defined in (5), we have the following inequalities:
The proof is almost identical to that for Proposition 2. 
The following corollary directly follows from Proposition 1 and Theorem 5.
Corollary 6. By running Algorithm 1 with γt as in Eq. (5) and ω(z) = (1+z)
λ , where λ ∈ (0, 1], we have the following bound for the expected number of classification mistakes:
When λ = 2/3, we have E[M ] = O(T 2/3 ) which is the same convergence rate as Banditron.
Finding Optimal γ using τt
Similar to the approach presented in the previous sections, we set γ t as
where ω1(z) and ω2(z) are two good support functions and ω 1 (z) ≥ ω 2 (z). It is easy to verify that γt ∈ (0, 1/2] due to the properties of a good support function. The proposition below allows us to bound (6), we have the following inequalities: 
Proof. The proof directly follows Theorem 1 and Proposition 4.
The following corollary directly follows from the result of Proposition 1 and Theorem 7. (1 + T )
with λ1 = λ2 + 1 3 we have
) which is of the same rate as Banditron.
EXPERIMENTS
In this section, we conduct experiments on several realword data sets to validate the proposed strategies for balancing the tradeoff between exploration and exploitation.
Data Set
Several real-world data sets from UCI data repository [7] and LIBSVM web page [4] are used in our study as described in the following. Notice that for some of these data sets, there were two separate sets, one for training and one for testing. We only used the training set in our experiments.
• RCV1. RCV1 consists of 15, 564 of training documents for text categorization. Each document is a news report from Reuters [10] , represented by a vector of 47, 236 dimension, and belongs to one of the 53 classes.
• MNIST. MNIST contains grey scale images of size 28×28 for hand written digits. It contains 60000 training samples, each represented by 780 features.
• Protein. Protein has 17766 samples, represented by 357 features and three classes.
• Letter. Letter contains 15000 instances of 26 characters, represented by 16 features.
• optdigits. This is a normalized bitmaps of handwritten digits from 30 people that contains 3823 instances, each represented by 8 × 8 features.
• pendigits. This is another digits collection containing 7495 samples, each with 16 features.
• Nursery. Originally developed to rank applications for nursery school, it has 12960 records, each represented by 8 features belonging to one of 4 classes (we removed one class that only had two samples).
• Isolet. Isolet contains 7797 spoken alphabet with 617 attributes and 26 classes.
• Abalone. Developed to predict the age of abalone from physical measurement, it contains 4177 records, each represented by 8 features and one of the 29 classes.
• Car. This data set contains 1728 samples, each represented by 6 features and one of the four classes.
• Waveform. Waveform data set contains 5000 samples of three classes, each represented by 21 features.
• RedWineQuality. This data set contains 1599 red wine records, each represented by 11 features and one of the 6 classes.
• RedWineQuality. WhiteWineQuality contains 4898 white wine records, each represented by 11 features and one of the 7 classes.
• Segmentation. The image Segmentation data set contains 2310 samples. Each sample is represented by 19 features and belongs to one of the 7 classes. 
Experimental Settings
We refer to the algorithms developed in 
Experimental results
To study the behavior of different learning algorithms over trials, we show the average error rates of all the methods over the entire online process in Figure 3 . First notice that there is big gap between Banditron worst and Banditron Best in all data sets that emphasizes that the Banditron algorithm can perform very poorly if γ is not set appropriately.
We observe that overall the proposed algorithms exhibit similar or better learning rates as the Banditron algorithm with the optimal γ. In particular, banditron ag2 and banditron ag3 yields the best performance among the algorithms in comparison. In most of the data sets, banditron ag2 and banditron ag3 perform significantly better than banditron ag0 which suggests that γt = min(0.5, ρ(
is not a good adaptive choice (even with the assumption that Perceptron setting for variables D and ρ is known). As a few examples, notice that the final error rate of banditron ag0 is 56% versus 37% error rate of banditron ag2, banditron ag3 4 We also tried γt = 0.5t −1/3 . The proposed approach consistently produces better result than γt = 0.5t −1/3 as well.
and banditron best for MNIST data set. For Optdigits data set, the final error rate of banditron ag2 and banditron ag3 is 56% which is significantly low compared to 59% error rate of banditron best and banditron ag0. The latter example also suggests that our adaptive strategy is better than the Banditron with a single best γ. Although better than banditron worst, the performance of banditron ag1 is not comparable to that of the other methods for most of the cases. This can be explained by the inherited difference between banditron ag1 and the other two proposed approaches. Unlike banditron ag2 and banditron ag3 where two good support functions are introduced to determine γ t, the γt defined in banditron ag1 is determined by a single good support function. As a result, we have a better control of the value for γ over time in banditron ag2 and banditron ag3 by a trade-off between two functions: one which is the decreasing function of time and the other which is the increasing function of the number of misclassified examples. Figure 2 shows how γ changes during the learning process for different algorithms for two data sets, car and optdigits. We also plot two different runs of optdigits to see how the proposed methods is sensitive to the order of presented samples. Notice that unlike banditron ag0 that constantly decreases the value of γ, the proposed methods are more adaptive. More particularly, banditron ag2 and banditron ag3 update γ based on the performance of Banditron over trials, and if needed, they increase the value of γ. Moreover, the proposed methods are sensitive to the sequence of the samples, and chooses the best updating rule based on how samples presented over trials and how much the learning process in Banditron succeeded so far.
CONCLUSION
In this work, we study the problem of optimizing the exploration-exploitation tradeoff in the context of multi-class bandit prediction. We proposed three different strategies to automatically tune the tradeoff parameter used by the Banditron algorithm. We showed through extensive experimental study that the proposed approaches are effective in adjusting the exploration-exploitation tradeoff. In particular, we found that banditron ag2 and banditron ag3 achieve similar or better performance compared to Banditron with the best value for γ. In the future, we plan to exploit other approaches for balancing the exploration-exploitation tradeoff other than the -greedy strategy applied in Banditron. 
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