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Abstract
Mastering proper article usage, especially in the English language, has been
known to be an extreme challenge for non-native speakers whose L1 languages do
not have any concept of articles. Likewise, the development of correction methods
for article usage has posed a challenge for researchers, as current methods do not
perfectly correct the articles. In addition, proper article usage is not taught by
these methods; therefore, they are not useful for those wishing to learn a language
with article usage. In this paper, we discuss the necessity for presenting the
evidence for corrections of English article usage. We demonstrate the eectiveness
of this approach in order to improve the writing skill of English learners.
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Cambridge Learner Corpus [1] における主な誤りは，スペル誤りを除くと，前置






ワークショップ Helping Our Own 2012 Shared Task においてトップの性能を示
したDahlmeier ら [3]の冠詞誤り訂正システムでさえ，学習者の英作文に対する
















表 1: Cambridge Learner Corpus における誤りの割合 (スペル誤りを除く)
Rank Error Type Proportion
1 Content word choice error 19.9%
2 Preposition error 13.4%
3 Determiner error 11.7%
4 Comma error 9.3%
5 Inectional morphology 7.4%
6 Wrong verb tense 6.7%
7 Derivational morphology 4.9%
8 Pronoun 4.2%
9 Agreement error 4.0%
10 Run-on Sentence 4.0%
11 Idiomatic Collocation and word order 3.9%
12 Confused words 1.9%
13 Conjunction error 1.7%
14 Words split with a space or joined 1.4%
15 Apostrophe error 1.3%
16 Hyphenation error 1.3%
17 Sentence fragment or two sentences that are joined 0.8%
18 Quantier error 0.7%
19 Other punctuation error 0.4%








































クショップ Helping Our Own (HOO) [4] が開催されるなど，高く注目されている
研究分野である．このワークショップでは，実際の英語学習者の作文における誤







例として，ESL Assistant [5] や Criterion Online Writing Evaluation Service [6]
がある．





















は Mermory-Based Learning [7]，決定木学習 [8, 9], 決定リスト [10], 最大エン
トロピーモデリング [11, 12, 13, 14, 15, 16, 5], 条件付確率場 [17], Alternating
5
Structure Optimization (ASO) [18], 統計的機械翻訳 [19, 20] など，多くの手法は
教師有り学習を用いた手法である．さらにいくつかの手法では，言語モデルの使
用 [8, 21]，英語学習者による英文から構築したコーパスの使用 [11, 16]，英語母





















A remainder of this section describes ...
この例において，下線で示した名詞句 a remainder の冠詞は誤りであるから，
自動誤り訂正では 不定冠詞 a の代わりに 定冠詞 the が訂正候補として提示され









a remainder の冠詞が the になりやすいことは，次のような例文からも判断で
きる．
 The remainder of this paper is organized ...




























用する．対象名詞句の周辺文脈 x から抽出された素性ベクトルを x，名詞句に対
応する冠詞を y 2 fa; the; g とする (は無冠詞を示す)．最大エントロピー法を
用いると，名詞句の文脈 x が与えられた場合の冠詞 y の条件付き確率は次式で
8
定義される．
P (yjx) = exp (wy  x)X
y02fa;the;g
exp (wy0  x)
(1)
ここで wy は冠詞 y を予測する場合の素性ベクトル x に対する重みベクトルで











表 2 に本研究で用いた素性の一覧を示す．表 2 には各素性の説明のため次の文
を用いて素性の例を示した．
Each test sentence is parsed by a bottom-up chart parser using ini-
tially the indexed subtrees only.
表 2 では下線部の a bottom-up chart parser という名詞句を対象にした場合の
素性の例を示している．対象名詞句に付与されている不定冠詞 a は，正解のラベ
ルとなるため素性抽出時には取り除かれる．本研究で用いた素性は Helping Our
Own 2012 shared task [23] においてトップの性能を達成した Dahlmeierら [3] の
素性を参考に設計されている．また，本研究で用いた単語に関する素性はすべて
原形を使用している．単語や品詞を用いた素性のような誤り訂正において一般的







First word in NP bottom-up
Second word in NP chart
Third word in NP parser
Word 1 before NP by
Word 2 before NP parse
Word+POS 1 before NP by+IN
Word+POS 2 before NP parse+VBN
Word+POS 3 before NP be+VBZ
Word after NP use
Word+POS 1 after NP use+VBG
Word+POS 2 after NP initially+RB
Bag of words in NP fbottom-up, chart, parserg
N-grams around article position(N=2,3,4,5) fby X, X bottom-up, parse by X, ...g
Word before + NP by+bottom-up chart parser
NP + N-gram after NP(N=1,2,3) fbottom-up chart parser+use, ...g
Noun compound chart parser
Adjective + Noun compound bottom-up+chart parser
Adjective POS + Noun compound JJ+chart parser
NP POS + noun compound JJ NN NN+chart parser
First POS in NP JJ
Second POS in NP NN
Third POS in NP NN
POS 1 before NP IN
POS 2 before NP VBN
POS 3 before NP VBZ
POS after NP VBG
Bag of POS in NP fJJ, NN, NNg
POS N-grams around article position(N=2,3,4) fIN X, X JJ, VBN IN X, ...g
Head of NP parser
Countability of Head countable
NP POS + Head JJ NN NN+parser
Word before + Head by+parser
Head + N-gram after NP(N=1,2,3) fparser+use, parser+use initially, ...g
Adjective + Head bottom-up+parser
Adjective POS + Head JJ+parser
Word before + Adjective + Head by+bottom-up+parser
Word before + Adjective POS + Head by+JJ+parser














この例では variants 属性は英語における一般的な複数形の形態 (語尾に s を付与)











この例では，可算名詞であることを示す reg と不可算名詞であることを示す un-
















学習事例には正解ラベル y 2 fa; the; g が割り当てられる．
表 2 で用いた例文を入力として与えたときの GENIA tagger の出力は次のよ
うになる．
Each Each DT B-NP O
test test NN I-NP O
sentence sentence NN I-NP O
is be VBZ B-VP O
parsed parse VBN I-VP O
by by IN B-PP O
a a DT B-NP O





6品詞タグとして PRP, PRP$, WDT, WP, WP$ のいずれかを含む名詞句は基本的に冠詞を
伴わないため学習事例の対象から外す．同様に，冠詞以外の限定詞 (e.g., this, that) を含む名詞
句も学習事例の対象から外す．
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chart chart NN I-NP O
parser parser NN I-NP O
using use VBG B-VP O
initially initially RB B-ADVP O
the the DT B-NP O
indexed indexed JJ I-NP O
subtrees subtree NNS I-NP O
only only RB B-ADVP O





チャンクタグとして B-NP が付与された単語とそれに続く I-NP が付与された単
語のまとまりを名詞句として認識する．つまり，この例では，Each test sentence
と a bottom-up chart parser と the indexed subtrees が名詞句として認識される．
a bottom-up chart parser を例にいくつかの素性を説明する．まず，名詞句に付
与されている冠詞は正解のラベルとなるため取り除かれる．つまり，ここで素性
抽出の対象となる名詞句は bottom-up chart parser である．この名詞句で「First
word in NP」という素性を考えると，名詞句の最初の単語である bottom-up が
GENIA tagger の出力の 2 列目の原形から抽出される．同様に，「First POS in
NP」は GENIA tagger の出力の 3 列目の品詞タグから抽出され，JJ (形容詞)
となる．「Noun compound」は複合名詞を抽出する素性で，名詞句内の名詞連接
を NN (一般名詞単数形) と NNS (一般名詞複数形) の品詞タグをもとに抽出す
る．組合せの素性としては，例えば，名詞句内の品詞列を表す素性「NP POS」
と名詞句内の複合名詞を表す「Noun compound」を組み合わせた「NP POS +
Noun compound」がある．bottom-up chart parserの例では，この素性の内容は






























We also proposed method to further integrate the synonym relations
to the LM approaches.
この例の下線部 method に付与される可能性のある各冠詞に対する信頼度スコ






なぜ訂正モデルが与えられた名詞句 xに対して冠詞 y^ を選択するのかという理
由を示したい．これをするために，本研究では分類に最も貢献したと考えられる
素性を示す．冠詞の誤り訂正モデルは名詞句に付与される各冠詞それぞれの場合
について素性 xi に対する重みとして wa;i，wthe;i，w;i の値を保持している．そ
こで素性 xi が冠詞 y を推薦する強さ d(i; y) を次式で求める．
d(i; y) =
exp(wy;i)
exp(wa;i) + exp(wthe;i) + exp(w;i)
(3)








は「\HEAD-OF-NP=arg" ! \The head of the NP is arg"」となっている (arg は
素性内容を入れるスロット)．このとき，\HEAD-OF-NP=method" という素性は
テンプレートのスロットを素性の内容である method で埋めることで \The head
of the NP is method" という表現に変換される．
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3.3.1 節と同様に以下の文を具体例として考える．
We also proposed method to further integrate the synonym relations
to the LM approaches.
下線部の名詞句 method に付与されるべき冠詞は不定冠詞 a であり，モデルに
よる予測冠詞も a となるが，不定冠詞 a の場合の d(i; y) の値が高い三つの素性
は「propose X という単語列を含む (Xは冠詞を表す)」，「名詞句の 1語前の単語
が propose」，「名詞句の前の単語が propose，かつ，名詞句の主辞がmethod」で
ある．これらの素性から学習者は「動詞 propose の目的語となる名詞句は不定冠





















We also proposed method to further integrate the synonym relations




 We also proposed a method to nd paraphrases in the context of two Named
Entity instances in a large un-annotated corpus.
 In her paper, she also proposed a method to automatically distinguish be-
tween cognates and false friends, while examining the performance of seven
dierent machine learning classiers.
 One of the authors previously also proposed a method to mine discussion
records using XML annotations and a method to nd important remarks in a
discussion thread based on the reply-to structure and participants’opinions.
このような例文を提示することで，学習者の冠詞選択の判断材料を増やすとと
もに実例を見ることでより実際的な冠詞の使用方法を身につけることを期待する．













野の論文で構成されたコーパスとしては ACL Anthology Reference Corpus [26]
が存在するが，このコーパスには OCR による文字の誤認識が多く含まれている．
そこで，本研究では，分類器の性能評価実験と被験者による評価実験の両方で，













詞  に分類するベースラインの正解率は 65.02% である．分類器の学習にはト
レーニングデータの全てを利用し，テストデータに対する冠詞分類の正解率を計












Minnen et al. [7] 84% accuracy
Lee [12] 88% accuracy
Han et al. [6] 88% accuracy
Lee and Sene [27] 86% precision, 76% recall
Nagata et al. [28] 83% precision, 65% recall
(on article errors in prepositional phrases)
Turner and Charniak [29] 87% accuracy
De Felice and Pulman [14] 92% accuracy








二言語とする日本語を母語とする学生 4 名と中国語を母語とする学生 1 名で，い
ずれの被験者も本システムの開発には携わっていない．
実験手順を以下に示す．

















































































被験者 1 59.27% 85.89% 85.48%
被験者 2 64.92% 85.89% 81.05%
被験者 3 37.10% 79.03% 77.42%
被験者 4 62.10% 79.84% 83.87%

















































被験者 1 79.44% 6.85% 13.71%
被験者 2 48.79% 29.44% 21.77%
被験者 3 18.15% 72.58% 9.27%
被験者 4 83.47% 0.40% 16.13%
被験者 5 81.05% 4.84% 14.11%

























システム正，被験者誤 システム正，被験者正 システム誤，被験者正 システム誤，被験者誤
被験者 1 33.47% → 2.02% 52.02% → 83.47% 7.26% → 2.02% 7.26% → 12.50%
被験者 2 28.63% → 10.48% 56.85% → 75.00% 8.06% → 6.05% 6.45% → 8.47%
被験者 3 54.84% → 11.69% 30.65% → 73.79% 6.45% → 3.63% 8.06% → 10.89%
被験者 4 29.44% → 4.84% 56.05% → 80.65% 6.05% → 3.23% 8.47% → 11.29%
被験者 5 28.23% → 5.65% 57.26% → 79.84% 7.26% → 4.44% 7.26% → 10.08%
システムによる予測冠詞は正しかったが，最終的に被験者が冠詞選択を誤って
しまった事例について詳しく分析する．このような事例は，各被験者でそれぞれ，
5 事例 (2.02%)，26 事例 (10.48%)，29 事例 (11.69%)，12 事例 (4.84%)，14 事例
(5.65%)見られた．5人の被験者のうち 3人以上が最終的に誤った冠詞を選択して
しまった事例は，テストに使用した 248 事例のうち 7 事例であった．これらの 7
事例を調べたところ，次の 4 つの傾向が見られた．








の差が 50 ポイント以下の事例が 7 事例のうち 5 事例あり，冠詞予測の信頼度ス
コアが拮抗しているために，これらの 5 事例は最終的な冠詞の決定が難しい事例
であったと考えられる．これらの事例のうち，二つの事例のシステム出力を図 5
と 図 6 に示す．
表 7: 被験者が誤ってしまった事例の分類
事例 1 事例 2 事例 3 事例 4 事例 5 事例 6 事例 7
傾向 1 ◯ ◯ ◯ ◯ ◯
傾向 2 ◯
傾向 3 ◯ ◯
傾向 4 ◯ ◯ ◯
その他 ◯




resultsの周辺文脈を見てみると，名詞句の前には based on，後には obtained from
が続く．ここで，対象名詞句 intermediate results に the が付与される重要な根
















The feature wh ant signals the presence of a wh-phrase in the an-
tecedent utterance, which seems to be the best cue for classifying Short
Answers.
下線部分 wh ant は元データである論文では wh ant と一つの語となっているが，
文を抽出した PDF ファイル内部のテキスト情報が誤っているために二つの語に





図 5: システムの予測は正しいが，最終的に被験者が冠詞選択を誤った事例 (1)
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