Abstract. We determine the factorization of
Introduction
Many authors have studied the problem of determining the factorizations of all members of some infinite class of bivariate polynomials. Special attention has been paid to the case of polynomials with separated variables, that is, polynomials of the form F (X) − G(Y ) where F (X) and G(Y ) are univariate polynomials. Although there have been some remarkable advances, still there is no general solution.
We will determine the factorizations of F (X) − G(Y ) for a special class of polynomials F and G. These particular factorizations are needed in order to prove an extreme case of a conjecture by Kaloyan Slavov, which arose in connection with an algebraic-geometric analogue of the Kakeya problem.
We now define the polynomials under consideration. Let K be a field of characteristic p > 0. A polynomial f (X) ∈ K[X] is additive if it satisfies the identity f (X+Y ) = f (X)+f (Y ). As is well-known, additive polynomials are precisely the polynomials of the form f (X) = m i=0 α i X p i where α i ∈ K; for instance, see [4, Cor. 1.1.6] . In this note we consider polynomials of the form Xf (X) − Y g(Y ), where f (X) and g(X) are squarefree additive polynomials in K[X] with p > 2. Note that since f (X) is additive we have f ′ (X) = f ′ (0), so that f (X) is squarefree if and only if f ′ (0) = 0. We prove the following result.
be additive polynomials with f ′ (0)g ′ (0) = 0, and let F (X) := Xf (X) and G(X) := Xg(X).
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Preliminary results
In this section we state two results which will be used in our proof of Theorem 1.1.
such that all of the following hold:
, where t is transcendental over K. , and yet another proof will appear in the forthcoming paper [6] .
We also use the following result about polynomial decomposition:
This result was proved for char(K) = 0 in [5, §2] . The proof extends at once to arbitrary characteristic, as noted in [8, Prop. 2.2].
The main result
In this section we prove Theorem 1.1. We begin with two lemmas. 
. This is an additive polynomial which is squarefree because F ′′ (X) = 2f ′ (0) = 0. Since F ′′ (X) is a nonzero constant, it follows that all roots of F (X) − γ have multiplicity at most 2 for every γ ∈ K. Moreover, if
, the result follows. 
Proof. Write F (X) := Xf (X), and suppose that G•H = F where deg(G) > 1. Since char(K) ∤ deg(G), the derivative G ′ (X) has degree deg(G) − 1 ≥ 1 and hence has a root α.
. Now Lemma 3.1 implies that H(X) − α has degree at most 2, so that deg(H) ≤ 2. Since we know that
Now we prove the first part of Theorem 1.1. (1) of Theorem 1.1. First we prove the "if" implication. Suppose that g(Y ) = δ · f (δY ) for some δ ∈ K * Comparing coefficients of Y shows that g ′ (0) = δ 2 f ′ (0), so that δ 2 ∈ K * . Note that all terms of F (X) have even degree, so that
Proof of part
, and hence is reducible if either deg(F ) > 2 or δ ∈ K.
Next we prove the "only if" implication. Assume that
is reducible, so that deg(F 1 ) > 1. Let t be transcendental over K, and let Ω be the splitting field of F 1 (X) − t over K(t), which is also the splitting field of G 1 (X) − t over K(t). Let u, v ∈ Ω satisfy F 1 (u) = t = G 1 (v). Then t = ∞ is totally ramified in K(u)/K(t), so since char(K) ∤ deg(F 1 ) it follows (e.g. by Abhyankar's lemma) that every place of Ω which lies over t = ∞ must have ramification index equal to deg(F 1 ) in Ω/K(t). Likewise, each such place also has ramification index deg(G 1 ), so that deg(F 1 ) = deg(G 1 ). Write F = A • X 2 and G = B • X 2 with A, B ∈ K[X], and also f (X) + Xf ′ (0) = Xf (X 2 ) and g(X)+Xg Since Ω/K(t) is the Galois closure of K(x)/K(t), a place P of K(t) lies under a place of K(x) which is ramified in K(x)/K(t) if and only if P lies under a place of Ω which is ramified in Ω/K(t). It follows that the critical values of F 1 are identical to the critical values of G 1 , so the values αf (0) wheref (α) = 0 are the same as the values βĝ(0) whereĝ(β) = 0. Writing γ :=ĝ(0)/f (0), this implies that the roots ofĝ(X) are the values α/γ wheref (α) = 0, which in turn are the roots off (γX). Sincef andĝ are squarefree (by Lemma 3.1), it follows thatĝ(X) is a constant multiple off (γX), and substituting X = 0 shows that the constant is γ. Thusĝ(X) = γ ·f (γX), so that
where δ 2 = γ. Equating coefficients of X on both sides yields 2g ′ (0) = δ(2δf ′ (0)), so subtracting Xg ′ (0) from both sides yields g(X) = δf (δX), as desired.
Finally, we prove the second part of Theorem 1.1. (2) of Theorem 1.1. As in the first part of the previous proof, we write
, so in what follows we assume that K is algebraically closed. Lemma 3.1 shows that the derivative A ′ (X) has deg(A) − 1 distinct roots, all of which are simple, and distinct roots have distinct images under A. Thus A(X) is a Morse function in the sense of [7, p. 39] , so if t is transcendental over K then the Galois group of A(X) − t over K(t) is the symmetric group on deg(A) letters [7, Thm. 4.4.5] . In particular, if deg(A) > 1 then this group is doubly transitive, so that B(X, Y ) is irreducible [8, Lemma 3.2] . Let x satisfy F (x) = t, and put u := x 2 so that A(u) = t. Let H(X, Y ) be an irreducible factor of B(X 2 , δ 2 Y 2 ), let y satisfy B(x 2 , δ 2 y 2 ) = 0, and put v := δ 2 y 2 so that
Also, since t = ∞ is totally ramified in both K(u)/K(t) and K(v)/K(t), and in both cases its ramification index is deg(A) which is coprime to p, Abhyankar's lemma implies that every place of K(u, v) which lies over t = ∞ has ramification index in K(u, v)/K(t) equal to deg(A), so each such place is unramified in . The same argument applies to X-degrees, so that B(X 2 , δ 2 Y 2 ) is irreducible.
