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Several computational functions of neural assemblies have been modelled by simplified neural networks consisting of highly connected, nonlinear elements [1] [2] [3] . The state of the network is defined in terms of the instantaneous activities of its elements, which represent the firing rates of biological neurons. It has been proposed that certain computations, and in particular retrieval of memory, are performed by convergence of the dynamic flow of the networ'k to the appropriate attractor. The outcome of the computation is represented by the resultant persistent neural activities. In most of these models the attractor consists of a saturated stable state in which some of the neurons are almost completely quiescent, while the other neurons are active at almost the maximal level. For biology this implies that one should observe a substantial number of neurons that occasionally fire at saturation rates, giving rise to bursts of local activity. These bursts should last at least for several microscopic time units, to allow a meaningful retrieval of information.
Measurements [4, 5] of neural activity in the cortex during various short-term memory tasks show that the firing rates of single neurons fluctuate in time and have time averages that are very low compared to their maximal rates. Typically, the activity of a large fraction ofthe observed neurons remains at the extremely low background level (ofless than 5 spikes per second). Other neurons fire at an enhanced rate with a time average of about 30 per second. Bursts of activity with rates near the maximal range of a few hundreds per second, that last for several milliseconds or more, are extremely rare [4] . This behaviour is inconsistent with the aU or none character of persistent states in most of the network models, and raises a serious difficulty in any attempt to relate these models to the actual function of the brain.
We consider here a solution that is fully correlated with, say, the memory Vi, at T = O. We will call the sites for which VI = 1 active sites and those with V; = 0 passive sites. We denote by y+ the average activity of the neurons at active sites, Nf y+ = L (Vi) Vi, and From the definition of Ji!, eq. (2), it is easy to show that, in the T = 0 limit, the mean fields on the active sites are all equal to
On the other hand, the mean fields on the passive sites are not uniform but vary according to the local overlaps of all the memories. Howeyer, for the low T behaviour, it is sufficient to consider only the maximal value of the field on the passive sites, which we denote by h-. In general one has
where 1> J > 0 as long as P is below the maximal capacity, which, for this model, is
. The precise value of J depends on both f and p, and J~0 as p~P C' In the simple case of finite p, the sites with Vi = 0 that have the largest mean field are those for which all the memories other than 1 are on. These neurons have mean fields
Previous studies of this and other neural network models for storing memories required that the memory states Vi = V\, be stable states of the system. This corresponds, in our case, to a solution with y-= 0, y+ = 1, i.e. h+ > 0 and h-< 0, which is just the stability requirement of the memory state. Equations (6) and (7) imply that this occurs only if (l-J)«l-yo)K<1.
In this work we study the case where
In this case the memory states are not self-consistent solutions of eqs. (4) and (5) (4) implies that for this to be consistent, the mean field on the active neurons, h +, must be proport1:onal to T and vanish as T~0, whereas h-must be negative at this limit. This consistency requirement yields
, (9) which implies also that h-= -f .:lY+ < 0 as required. According to eq. (9) the local average level of activity of the active neurons can be arbitrarily small, depending on the magnitude of Yo.It should be stressed that the above mean-field analysis is exact only in the limit T~O.
However, the finite T corrections due to these effects are exponentially small as T~0, as long as we limit ourselves to finite p. Qualitatively, our model is valid as long as T<-h-=f.:lY+.
The physical meaning of the unsaturated mean-field solution is as follows. The uniform inhibition favours states with levels of activity which are smaller than f Therefore, for sufficiently strong inhibition, the ground states of H are not the memory states. Instead, the ground states are all the states in which the neurons at passive sites have Vi = 0, while those at active sites satisfy the overall constraint that L Vi Vi" = Nf v + with '.1+ given by 1 eq. (9) . Such a manifold of ground states exists for each memory. The degeneracy of these ground states is enormous, whereas the energy barriers between the gTound states that belong to the same memory are small. Hence at any nonzero T, the system moves ergodically in the space of these ground states, yielding a partially disordered equilibrium phase where the time averaged firing rate of each active neuron equals '.1+,eq. (9). Indeed. evaluating the free energy of model (1), we obtain for the entropy per neuron at T = 0,
) which is consistent with the above interpretation ofthe partially disordered phase. Note that although the memory states themselves are not stable states, the full information encoded in the memories can be retrieved associatively by, e.g., observing the activities of the neurons over some period of time.
The persistence of thermal fluctuation in the low T limit due to the degeneracy of ground states is similar to the behaviour of a long-range antiferromagnet.
In both cases the degeneracy is caused by the strong uniform frustration. The peculiarity of the present system is that only part of the system is disordered, while the rest (i.e. the passive neurons) completely order. Furthermore, each memory has its own partially ordered phase. It is well known that in the cortex most of the neurons are of two main types: excitatory neurons which send out only excitatory signals, and inhibitory neurons which send only inhibitory signals. This architecture is not embedded in model (1) . In addition, in this model (as in most other models) the learning rules modify both the excitatory and inhibitory synapses, while the physiological evidence for synaptic modifications in the brain that resemble Hebb rules exists so far only regarding excitatory synapses [11] .
To incorporate the above features in a model for associative memory, we assume a network with two populations: excitatory neurons and inhibitory neurons, both of size N. The memories are encoded, using the learning rule of eq. (2), only in the excitatory connections between the excitatory neurons. In addition to these connections, there is a uniform excitatory interaction, JIN, from the excitatory to the inhibitory populations. The inhibitory neurons have a mutual uniform inhibitory coupling, -J'IN, and they inhibit the excitatory neurons with a uniform coupling, -KIN. Thus, the role of the inhibitory neurons is to serve as sources of an inhibitory feedback for the excitatory population. For simplicity we assume that J = J' = 1 and that the thresholds of the inhibitory neurons are zero. The threshold of the excitatory neurons is assumed to be -Kfvo, 0 < Vo < 1, as before.
We assume, as before, a stochastic single-spin-flip dynamics and denote by (Vi) and (Ui) the activities of the excitatory and inhibitory neurons, respectively, averaged over the stochastic noise. The mean-field equations for these variables arẽ
where g(x) = 1/(1 + exp [ -xJ). The mean fields of the excitatory neurons equal
and the field on the inhibitory neurons is simply hi = v -u, where Nu == L (Ui) .
l'
We focus on equilibrium solutions of eqs. (10), (11) . It is easy to see that for K(1 -vo)> 1 the system cannot fully saturate at T~O. For these values of K the only equilibrium solution (correlated with one of the memories) is such that all (V,) at passive sites are zero whereas both the active excitatory population as well as the inhibitory neurons are active at nonsaturated levels, i. e. 0 < v+, U < 1. This requires the vanishing of both hi and h,', which in turn yields for v+ the same value as in eq. (9). Stability analysis of the dynamic equations shows that this partially disordered equilibrium solution is indeed locally stable. Similar results hold for a whole range of values of couplings J, J', and thresholds. We thus conclude that the equilibrium phases of the asymmetric network in which inhibition is provided by the inhibitory neurons are equivalent, in the N~00 limit, to those of the symmetric model (1). Both systems exhibit partially ordered low-temperature phases with low local firing rates. The robustness of the thermally disordered low T phases to the presence of static fluctuations in the interactions or thresholds deserves a special attention. An essential ingredient of the model is the uniformity of the mean fields, eq. (6), which makes it possible to stabilize a phase in which the fields on all active sites vanish. Adding quenched disorder might generate mean fields that fluctuate from site to site. In general, such fluctuations might pin the state of the system to the particular configuration that optimizes the local disorder, yielding persistent activities that are either zero or one.
It should be noted that a central assumption of our model is that the dynamics is asynchronous. In a parallel synchronized dynamics, transient deviations from equilibrium will lead, in our system, to sustained fast oscillations between high-and low-activity levels. Therefore, a more careful analysis of the model with a biologically realistic dynamics has to -r-be done before its biological plausibility can be fully assessed. Another important issue that deserves further study is the information capacity of the model. Details will be published elsewhere.
In conclusion, we have presented a neural network model for associative memory, in which the fundamental low-temperature phases are not frozen states, as in the usual models, but have positive extensive entropy. Although the retrieval of information in such a system requires averaging over time (or population), it may have certain advantages over the conventional mode of retrieval. In particular, networks with partially disordered phases may be more easily integrated into a larger system of information processing. * * * We thank M. ABELES for bringing the problem of low firing rates to our attention, and for many helpful discussions. Weare grateful to J. J. HOPFIELD for illuminating discussions, and in particular for his suggestion to consider Willshaw's learning rule for this problem. Helpful discussions with D. J. AMIT and A. TREVES are acknowledged. The research is partially supported by the U.S.-Israel Binational Science Foundation.
A common theme in theoretical biology is that the low firing rates of neurons are caused by inhibitory couplings. This inhibition supposedly generates internal negative feedback that suppresses excessive activity levels. Indeed, several recent neural network models of associative memory use inhibitory interactions to generate stable states in which the overall activity is low [6] [7] [8] [9] . In these models, the fraction of active neurons is small. However, the persistent local activity levels are still either zero or one. The purpose of this paper is to examine the possibility that inhibitory interactions stabilize low local firing rates in part of the network. We will study this problem in a concrete neural network model of associative memory.
We first present a simplified version of our model, in which the synaptic couplings are symmetric, i.e. Jij = Jji, where Jij is the interaction constant between the presynaptic j-th neuron and the postsynaptic i-th neuron. Later, we will describe a realization of our model in an asymmetric network with an architecture that resembles more the architecture of neural assemblies in the cortex.
The model consists of N binary neurons, each is described by a state variable V, that can take the value 0 (passive) or 1 (active). The network evolves according to an asynchronous stochastic dynamics with a temperature, T. In the simplified, symmetric network, the longtime behaviour is governed by the Hamiltonian, H: 
where 8(x) = 0 for x~0 and 1 otherwise. The learning rule is extremely simple. The coupling Jij is l/N if the neurons (i, j) are simultaneously active in at least one memory.
Otherwise it is zero. The second term in H represents a uniform inhibition and the last term is a field term. The threshold e is negative and satisfies 0 < -e < Kf, i.e.
-e = KIyo , 0 < Yo< 1 .
The properties of the model, in the thermodynamic limit, N~OQ, can be studied by meanfield theory. We will assume here that bothf and p are finite in that limit. The equilibrium phase of this system is described by the self-consistent mean-field equations <Vi) = 1/(1 + exp [-,BhiD . (4) Here <...) represents thermal average, and <Vi) is therefore the firing rate of thei-th neuron, averaged over long times. The mean field hi is given by N hi = 2:: Jij<~) -K(y -jvo), )=1 (5) where y = l/N2:: <Vi) is the average activity of the whole network at equilibrium.
