It has been recently suggested that in wireless networks, CSMA-based distributed MAC algorithms could achieve optimal utility without any message passing. We present the first proof of convergence of such adaptive CSMA algorithms towards an arbitrarily tight approximation of utility-optimizing schedule. We also briefly discuss the tradeoff between optimality at equilibrium and short-term fairness practically achieved by such algorithms. Denote by γ = (γ l , l ∈ L) the long-term throughputs achieved by a scheduling algorithm, which determines which links are activated at each time. Let U : R + → R be an increasing and strictly concave objective function. The following utility optimization problem over schedules has been extensively studied:
techniques to solve the max-weight scheduling problem as first proposed in [6] . In this paper we provide the first rigorous proof that such adaptive CSMA algorithms indeed converge, using stochastic approximation tools with two time-scales. Then, we quantify the impact of inevitable collisions in CSMA protocols on the trade-off between their long-term efficiency and short-term fairness, the latter defined here as β = 1/ max{E l , l ∈ L}, where E l is the average duration during which link l do not transmit successfully. It turns out that a price to pay for the surprisingly good utility performance by these message-passing-free algorithms is short-term starvation.
B. Adaptive CSMA algorithms
To access the channel, each transmitter l ∈ L runs a random back-off algorithm parametrized by two positive real numbers (λ l , µ l ), denoted as CSMA(λ l , µ l ): after a successful transmission, the transmitter randomly picks a back-off counter according to some distribution of mean λ l ; it decrements the counter only when the channel is sensed idle; and it starts transmitting when the back-off reaches 0, and remains active for a duration µ l .
We first consider a continuous-time and then a discrete-time version of CSMA algorithms. In the ideal continuous-time setting (considered in this and the next sections), the back-off counter distribution is exponential, so that two interfering links cannot be activated simultaneously and collisions are avoided. In practice, back-offs are discrete, say geometrically distributed.
In this discrete setting (studied in Section III), collisions may occur, degrade performance, and introduce tradeoff between long-term utility and short-term fairness.
If parameters (λ l , µ l ), l ∈ L were fixed, the analysis of the dynamics of systems under continuous-time CSMA algorithms would be classical (e.g., [7] and references therein). In this case, in steady state the set of active links evolves according to a reversible Markov process whose stationary distribution, denoted by π λ,µ , is defined by:
We now describe how transmitters adapt their CSMA parameters. Time is slotted and transmitters update their parameters at the beginning of each slot. To do so, they maintain a virtual queue, denoted by q l [t] in slot t, for link l. The algorithm operates as follows (the algorithm presented here is an extension of those proposed in [3] ):
1) During slot t, the transmitter of link l runs CSMA(λ l [t], µ), and records the amount S l [t] of service received during this slot;
2) At the end of slot t, it updates its virtual queue and its CSMA parameters according to:
and set
At the beginning of each slot, each non-active transmitter picks a new random back-off counter to account for the CSMA parameter update. In Algorithm 1, b : N → R is a step size function; W : 
II. Convergence Proof
The main difficulty in analyzing the convergence of Algorithm 1 lies in the fact that the updates in the virtual queues depend on random processes (S l [t], t ≥ 0), whose transition rates in turn depend on the virtual queues. As we will demonstrate, it is possible to represent Algorithm 1 as a stochastic approximation algorithm with controlled Markov noise as introduced by
Borkar [8] .
We use the notation π q to denote the distribution on N defined by:
We also denote by 
Furthermore, Algorithm 1 approximately solves (1) as:
Proof. We first show that the network dynamics under the continuous-time random CSMA protocol can indeed be averaged and it asymptotically approaches to a deterministic trajectory (see Lemma 1) . Resolving this bottleneck in understanding adaptive CSMA is the main contribution in this proof. Then we prove that the resulting averaged algorithm converges to the solution of (4).
Step 1. From the discrete-time sequence (q[t], t ≥ 0), we define a continuous functionq(·) as follows. Define for all n,
, and for all for all t n < t ≤ t n+1 ,
Lemma 1 (Convergence and averaging):
Denote byq the solution of the following system of o.d.e.'s: for all l,
withq(τ) =q(τ). Then we have: for all T > 0,
Lemma 1 shows that the trajectory of the continuous interpolationq of the sequence of the virtual queues q asymptotically approaches that ofq. Note that in the limiting o.d.e.'s, the service S l received on each link is averaged (as if the virtual queues were frozen), and this averaging property constitutes the key challenge in analyzing the convergence of Algorithm 1. [7] ). Now the updates of the virtual queues in Algorithm 1 can be written as:
where
As a consequence, Algorithm 1 can be seen as a stochastic approximation algorithm with controlled Markov noise as defined in [8] , [9] . To complete the proof of Lemma 1, we check the conditions as stated in [9] . [10] for details).
Step 2. To complete the proof, we show that (7) may be interpreted as a sub-gradient algorithm (projected on a bounded interval) solving the Lagrange dual problem of (4). Let D(ν, η) denote the dual function of (4). Then we show that (7) is the sub-gradient algorithm of:
Here we include the upper-bound ν max (resp. lower-bound ν min ) that corresponds to the limitation of the q l 's:
(resp. ν min = W(q min )). The Lagrangian of (4) is given by:
Then the KKT conditions of (4) are given by: We illustrate this tradeoff numerically on a simple 3-link linear network, in which link 1 and link 3 both interfere with link 2 but link 1 and link 3 do not interfere. Figure 1 shows the efficiency (i.e., 1 − δ) as a function of 1/(short-term fairness index).
10 experiments were carried out with different random seeds for each value in x-axis. In the practical setting with collisions, 85% efficiency, in terms of utility achieved, is quite good for random access without message passing, although this efficiency drops as short-term fairness improves exponentially.
