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Magnetic resonance elastography (MRE) is a potentially transformative imaging
modality allowing local and non-invasive measurement of biological tissue mechanical
properties. It uses a specific phase contrast MR pulse sequence to measure induced
vibratory motion in soft material, from which material properties can be estimated.
Compared to other imaging techniques, MRE is able to detect tissue pathology at early
stages by quantifying the changes in tissue stiffness associated with diseases. In an effort
to develop the technique and improve its capabilities, two inversion algorithms were
written to evaluate viscoelastic properties from the measured displacements fields. The
first one was based on a direct algebraic inversion of the differential equation of motion,
which decouples under certain simplifying assumptions, and featured a spatio-temporal
multi-directional filter. The second one relies on a finite element discretization of the
governing equations to perform a direct inversion. Several applications of this technique
have also been investigated, including the estimation of mechanical parameters in various
gel phantoms and polymers, as well as the use of MRE as a diagnostic tools for brain
disorders. In this respect, the particular interest was to investigate traumatic brain injury

(TBI), a complex and diverse injury affecting 1.7 million Americans annually. The
sensitivity of MRE to TBI was first assessed on excised rat brains subjected to a
controlled cortical impact (CCI) injury, before execution of in vivo experiments in mice.
MRE was also applied in vivo on mouse models of medulloblastoma tumors and multiple
sclerosis. These studies showed the potential of MRE in mapping the brain mechanically
and providing non-invasive in vivo imaging markers for neuropathology and pathogenesis
of brain diseases. Furthermore, MRE can easily be translatable to clinical settings; thus,
while this technique may not be used directly to diagnose different abnormalities in the
brain at this time, it may be helpful to detect abnormalities, follow therapies, and trace
macroscopic changes that are not seen by conventional methods with clinical relevance.
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Chapter 1

Introduction
This chapter provides an overview of the imaging modality utilized in this work,
magnetic resonance imaging, and describes some of its associated techniques. The first
section focuses on the physics underlying MRI, while the second one introduces the
technique called magnetic resonance elastography, which was the technique studied and
applied in this paper.

1.1

The physics of magnetic resonance imaging
This section aims at reviewing the physics underlying MRI. It starts by citing the

discoveries leading to modern MRI, moves on to the description of the basic principles of
the modality, explains the process of spatial encoding, and finally lists the different
contrast mechanisms. It is based on various works published on the topic (Balter, 1987;
Webb, 2002; Hashemi, et al., 2004; Pooley, 2005; Prince & Links, 2005; Weishaupt, et
al., 2006; Lipton, 2008; Kane, 2009; Elmaoglu & Celik, 2011).
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1.1.1

Historical perspective

The technique of nuclear magnetic resonance (NMR) was developed in the 1940s
by two independent groups: Felix Bloch at Stanford University and Edward Purcell at
Harvard University, both of whom were awarded the Nobel Prize in 1952. These groups
discovered that when certain atomic nuclei are placed into a strong magnetic field, their
magnetic moment will precess around this field with a known frequency. The name NMR
finds its origins in a phenomenon called resonance that can be observed by irradiating the
sample with radio waves and measuring the interaction at the precessional frequency. As
the exact resonance frequency of any atom in a molecule is influenced by the magnetic
field of neighboring atoms, NMR became a useful technique for analyzing molecular
structure and was developed and used for chemical and physical molecular analysis in the
period between 1950 and 1970.
In the early 1970s, Raymond Damadian introduced the concept of deliberately
modulating the external magnetic field so that only one small volume element of the
sample was in resonance with the radio frequency (RF) field. By moving either the
sensitive point or the sample, he was able to generate an image of the NMR properties of
his specimen. In the same time period, Paul Lauterbur came up with a method for
modulating the magnetic field, and was also able to reconstruct the NMR properties of
his specimen using back projection techniques similar to those used in computed
tomography (CT). Both groups realized that specific perturbations in the magnetic field
could yield positional information, hence creating magnetic resonance imaging (MRI). In
1975, Richard Ernst proposed magnetic resonance imaging using phase and frequency
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encoding, and the Fourier Transform; this technique is the basis of current MRI
techniques. In 1977, Peter Mansfield developed the echo-planar imaging (EPI) technique,
which was developed in later years to produce images at video rates (30 ms / image).
In 1991, Richard Ernst was rewarded for his achievements in pulsed Fourier
Transform NMR and MRI with the Nobel Prize in Chemistry. In 2003, Paul Lauterbur of
the University of Illinois and Sir Peter Mansfield of the University of Nottingham were
awarded the Nobel Prize in Medicine for their discoveries concerning MRI.
1.1.2

Basic principles

In MRI, the sample is placed into a strong magnetic field, while an RF signal at
the resonant frequency is used to inject the energy needed to excite atomic nuclei in the
sample. These nuclei then emit an RF signal for a brief period of time. In addition,
deliberate inhomogeneities are introduced into the magnetic field to provide the spatial
information needed to form an image. The following paragraphs review the physics
principles underlying MRI.
The first important principle to review is electromagnetic induction: a moving
charge creates a magnetic field. Figure 1 presents this principle with the example of an
electron. If the charge moves in a straight line, the lines of magnetic flux wrap around the
direction of motion, but if the charge moves in a circle, the combined contribution of the
lines of flux at the center will produce a strong magnetic field perpendicular to the loop
of the wire.

4

Figure 1. Electrons flowing along a wire. An electric current in a loop of wire will
produce a magnetic field (red arrow) perpendicular to the loop of wire.

In the case of the hydrogen atom, the nucleus is only formed by one proton. The
hydrogen proton is positively charged and spins about its axis. This positively charged
spinning proton thus acts like a tiny magnet (Figure 2).

Figure 2. Hydrogen proton. The positively charged hydrogen proton spins about its
axis and thus acts like a tiny magnet.

Spin is an intrinsic form of angular momentum carried by elementary particles
and atomic nuclei. It is a fundamental property of nature, like electrical charge or mass,
that comes in multiples of 1/2 and can be positive or negative. Protons, electrons, and
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neutrons possess spin. Individual unpaired electrons, protons, and neutrons each
possesses a spin of 1/2 or -1/2. Two or more particles with spins having opposite signs
can pair up to eliminate the observable manifestations of spin. However, when the total
number of protons and neutrons is odd or the total number of protons is odd, a nucleus
has an angular momentum and hence spin. The spin of a nucleus generates a magnetic
field, which has a magnetic moment, and causes the nucleus to behave like a tiny magnet
with a north and south pole.
There are protons in the body, positively charged and spinning about their axes,
that act like tiny magnets. They are usually randomly oriented so that their magnetic
fields do not sum but rather cancel out (Figure 3). When these protons are placed in a
strong magnetic field (called

), some will tend to align in the direction of the magnetic

field and some will tend to align in a direction opposite to the magnetic field. The
magnetic fields from many protons will cancel out, but a slight excess of the protons will
be aligned with the main magnetic field, producing a “net magnetization” that is aligned
parallel to the main magnetic field. This net magnetization becomes the source of the MR
signal and is used to produce MR images.
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Figure 3. Alignment in magnetic fields. When no external magnetic field is applied,
the net magnetization is usually zero because all the individual spins are oriented
randomly and cancel each other's fields. However, with application of a strong
magnetic field, the spins will align with the magnetic field. Most of the spins will
align with the magnetic field (parallel), as that is the lower-energy option. However,
a few will align against the external field (anti-parallel) if they are at a higher
energy. As a result, a net magnetization will be produced parallel to the main
magnetic field.

When an atom with a net magnetic moment is placed in a magnetic field, all of
the magnetic moments of its components will try to align themselves with the field.
However, complete alignment is never achieved because of the mechanical angular
momentum of each component of the atom. As a result, they will all rotate around the
direction of the magnetic field; this motion is called precession. The precessional
frequency is determined from the Larmor equation (equation 1), which states that the
frequency of precession f is proportional to the main magnetic field strength, such that
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(1)
The constant γ is called the gyromagnetic ratio and is a characteristic of each type of
nuclei.
Table I. Examples of nuclei of biological significance with net nuclear spins. (Balter,
1987)
Nuclei
1

H

Net spin

(MHz/T)

Molar
concentration
(mol/L)

Relative
sensitivity

1/2

42.58

99.0

1

13

C

1/2

10.71

0.10

0.016

14

N

1

3.08

1.6

-

F

1/2

40.08

0.0066

0.830

Na

3/2

11.27

0.078

0.093

1/2

17.25

0.35

0.066

19
23

31

P

Several nuclei of biological significance with net nuclear spins are listed in Table
I, along with their gyromagnetic ratio, relative concentration in a typical tissue, and
relative sensitivity. It can be noticed that hydrogen is not only the most abundant nucleus
in tissue, but it is also the one that produces the strongest signal for each atom present. It
is therefore the nuclei chosen in most imaging applications.
When a specimen is placed in a magnet, the small atomic dipoles it contains will
combine to produce a net magnetic moment, called M, which grows exponentially.
Unfortunately, it is impossible to directly measure the growth of this net tissue
magnetization, as all the hydrogen protons precess at the same Larmor frequency but with
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random phases. For an observer to be able to measure a signal, the net magnetization
would have to be tipped by a given angle from the direction of the magnetic field and the
protons would have to precess in phase. This is done by sending RF pulses exactly at the
Larmor precessional frequency; this way, the net magnetization can be brought into the
transverse plane (perpendicular to the main magnetic field) and the phase of each atomic
dipole can be synchronized.

Figure 4. Generation of a signal in the RF coil due to the presence of a transverse
magnetization Mxy rapidly rotating around the z axis.

Let us define a Cartesian system of coordinates with axis x and y perpendicular to
the main magnetic field, and the axis z parallel to it. The net magnetization vector M can
then be resolved into its base components: the one in the xy plane, Mxy, is called
transverse magnetization, while the one along z, Mz, is called longitudinal magnetization.
As a result of the RF pulse, a transverse magnetization is produced and rotates rapidly
around the z axis creating an RF excitation. This excitation will induce a voltage signal
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called free induction decay (FID) in a coil wire placed outside the sample (Figure 4). It is
the signal measured in MRI to form an image.

1.1.3

Spatial encoding

A spectral analysis of the FID can give information about the chemical
composition of a heterogeneous sample, thanks to the Larmor equation (equation 1). This
is the basis of most NMR spectroscopic experiments. However, in MRI, it is necessary to
resolve spatial information. To achieve this goal, one can exploit the Larmor equation
which states that the resonant frequency of protons is proportional to the applied
magnetic field. Thus, if the strength of the magnetic field is deliberately altered such that
the spins at different locations precess at different frequencies, then the spectral analysis
of the received MR signal would give information about the spatial location of the spins.
The signal

received by the coil placed outside the sample is the integral of the

transverse magnetization

over the entire volume. Let us define

,

, and

to be

respectively the magnitude, angular frequency, and phase of the transverse
magnetization, such that
(2)
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A spatially variable (stationary in time) magnetic field

that induces spatial

distribution of Larmor frequencies over the volume is applied.
(3)
Its spatial derivatives determine local resolution of the image. Since constant gradients
yield a uniform resolution over the volume, as well as optimal bandwidth characteristics
of the current pattern in the gradient coils, linear magnetic fields are commonly used in
MRI. These constant gradients will be denoted Gx, Gy, and Gz. Three different types of
spatial encoding are commonly used in MRI: slice selection, phase encoding and
frequency encoding.
In slice selection, a spatially varying magnetic field is followed by an RF pulse
that contains a selected set of frequencies, so that magnetic resonance will occur only in a
sub-volume whose Larmor frequencies are included in the RF pulse. In this case:
(4)
and the RF pulse contains a single frequency . Only spins in a slice defined by
(5)

are affected by the RF pulse. It can be shown that the profile of the slice can be
approximated by a Fourier transform of the pulse function. Thus to select a slice of
uniform thickness, sinc RF pulses are used. The signal generated after the pulse is an
integration over the selected slice.
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After the excitation pulse, the distribution of transverse magnetization in the
sample is essentially 2D. If we apply a linear field of gradient Gy, the Larmor frequency
distribution will also be linear in y. This will cause variation in the phase of
magnetization. After time τ, the phase of point (x, y) is determined by
(6)
After the gradient is switched off, the precession frequency returns to a constant value
over the plane, while the phase remains proportional to y. This process is called phase
encoding.
Finally, if a constant gradient Gx is applied to the sample, the frequency of
precession will change linearly with location:
(7)
Thus, if the signal is read off while this gradient is on, contributions of voxels at different
locations will have different frequencies. This is called frequency encoding.
If three encoding steps are performed in a sequence, at time t after the beginning
of the frequency encoding pulse Gx the transverse magnetization of voxel (x, y) in the
excited plane is given by
(8)

If we denote
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(9)
then the induced signal can be written as
(10)

which is the Fourier transform of the magnetization at time t. The phase and the
frequency encoding steps essentially "tag" every location in the excited slice with a
distinct pair of a phase and a frequency of the magnetization precession. The integral of
this pattern is the Fourier transform of the magnetization. The signal measured during one
such iteration produces a row in the spatial frequency space (kx, ky), or k-space. After
repeating this process several times for different values of Gy and completing matrix S(kx,
ky), the image of transverse magnetization can be recovered by applying the inverse
discrete Fourier transform. This image is a single slice in the volumetric MRI scan of the
sample. To obtain all the slices, the process described above has to be repeated for
different values of the excitation frequency ω.

1.1.4

Relaxation processes and contrast mechanisms

Contrast in MRI can be generated from different phenomena, whose
characteristics determine their utilization in specific applications. This section aims at
reviewing the most common mechanisms by which contrast is obtained.
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1.1.4.1 T1 and T2 relaxation processes, proton density
At equilibrium, the net magnetization vector lies along the direction of the applied
magnetic field

and is called the equilibrium magnetization

the longitudinal magnetization

equals

. In this configuration,

, and the transverse magnetization

zero. After an RF pulse, the vector M is tipped by an angle

is

from the z axis; a transverse

magnetization is produced and the longitudinal magnetization is brought to a lower value
(0+). As the magnetization vector returns to its equilibrium position, the longitudinal
magnetization growths according the exponential law
(11)
In the case of a 90° pulse, the longitudinal magnetization is brought to zero so its
recovery is simply
(12)

The time constant

which describes how

returns to its equilibrium value is called

the spin lattice relaxation time. This relaxation time happens to vary between different
tissues, so contrast can be produced using a sequence that enhances spin lattice relaxation
( -weighted images).

14

Figure 5. Recovery of the longitudinal magnetization during T1 relaxation for 2
different tissues.

Another important relaxation phenomenon and source of contrast is the

, or

spin-spin relaxation. Following a 90° RF pulse, the net magnetization lies in the
transverse plane. This net magnetization is made up of contributions from many protons,
which are all precessing at the Larmor frequency. Immediately after the 90° RF pulse, the
protons are in phase, however the strength of the magnetic field in the immediate
environment of a proton is not homogeneous due to presence of other nucleus and their
interactions (spin-spin interactions). Hence the Larmor frequencies of nearby nuclides are
slightly different, causing dephasing of the transverse magnetization. The longer the
elapsed time, the greater the phase difference. As a result, the transverse magnetization
decays exponentially with a time constant called

, so that
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(13)
In addition, other factors also contribute to the decay of the transverse magnetization,
such as small inhomogeneities in the main magnetic field, chemical shift, and magnetic
susceptibility. Thus, the measured signal decays faster than with a pure
combined time constant is called

effect. The

*, given by
(14)

The value of

also differs between different tissues, making it a source of contrast for

MR images.

Figure 6. Decay of the transverse magnetization during T2 relaxation for 2 different
tissues.
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Although they are shown separately here, both

and

relaxations happen

simultaneously. The net magnetization vector follows a spiraled curve to return to
equilibrium. After a few seconds, most of the transverse magnetization is dephased and
most of the longitudinal magnetization has grown back.

Figure 7. Evolution of the net magnetization vector during T1 and T2 relaxation
processes.

After a 90° RF pulse, protons that were in phase begin to dephase in the
transverse plane due to effects discussed earlier. After a certain amount of time, if a 180°
RF pulse is applied, the spins will rotate over to the opposite axis. As a result, rather than
the spins continuing to dephase, the spins will begin to rephase. The rephasing of the
spins forms an “echo” called a spin echo. The time between the peak of the 90° RF pulse
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and the peak of the echo is called the time to echo or echo time (TE). To achieve contrast,
it is necessary to carefully choose the parameters of the pulse sequence, which describes
the timing of the RF pulses and the magnetic field gradients. A typical spin echo pulse
sequence is presented in Figure 8. The repetition time (TR) is defined as the time it takes
to go through the pulse sequence once.

Figure 8. Typical spin echo pulse sequence. TE is shown as the time of echo, and the
repetition time (TR) is shown as the time it takes to go through the pulse sequence
once. This pulse sequence uses a 90° RF pulse followed by a 180° RF pulse to
rephase spins and form an echo.

To generate contrast in MR images, TE and TR need to be adjusted to control the
amount of weighting of the

and

effects in the image. Table II presents examples of
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,

, and proton density values for the different components of the brain, which are the

white and gray matter, and the cerebrospinal fluid (CSF).
Table II. Values of T1 and T2 relaxation times, and proton density for various tissues
at 1 T. (Prince & Links, 2006)
T1 (ms)

T2 (ms)

Proton

White matter

510

67

density
0.61

Gray matter

760

77

0.69

CSF

2650

280

1.00

To produce an image where contrast occurs between these three components, one
can choose to use their differences in

values (

-weighted image),

values (

-

weighted image), or proton density values (spin density weighted image). For a

-

weighted image, a short TR and a short TE are selected. The short TR allows
optimization of the
tissues with different

contrast due to different degrees of saturation. If TR is too long,
would have time to return to equilibrium (see Figure 5). The

short TE aims at minimizing the influence of

and maximizing the intensity of the

signal (see Figure 6).
Similarly, a long TR and a long TE are selected to produce a

-weighted image.

However, the choice of a long TE implies reception of a low signal, leading to a
relatively poor signal to noise ratio.
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Finally, a spin density weighted image is obtained using a long TR and a short
TE. The signal at equilibrium is proportional to the proton density; thus, these choices
minimize the effects of

and

, maximize the signal, and highlight the proton density

effect. Examples of images obtained from these three different contrast mechanisms are
presented in Figure 9.

Figure 9. Images of the brain obtained with different contrast mechanisms: proton
density weighting, T1 weighting, and T2 weighting. (Prince & Links, 2006)

Although these three contrast mechanisms are the most commonly used in MRI,
other sources of contrast also exist.
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1.1.4.2 Flow imaging

In flow imaging, techniques using time-of-flight signal loss or flow encoding are
utilized (Nishimura, 1990; Prince, 2003). One should recall that in spin-echo imaging,
protons must be exposed to both a 90° and a 180° RF pulse to give off a signal. When
liquid (blood in most applications) is flowing with a large enough velocity, some protons
might not be exposed to both pulses. Let

be the thickness of the imaging slice. The

time between each echo is TE/2, thus if the velocity of flowing blood is
(15)

then protons flowing into the slice would be exposed only to the 90° RF pulse, generating
no signal. This phenomenon is described in Figure 10.
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90° pulse (time t)

180° pulse (time t+TE/2)

Δz
90° pulse

Spin echo

No signal

Figure 10. Time-of-flight signal loss for flow imaging.

Thus, the signal intensity decreases linearly from 100% to 0% when the velocity
increases from 0 to

.
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Figure 11. MR angiography of the brain using time-of-flight MR sequence.
(Yankeelov, et al., 2012)

The flow encoding method relies on the phase information in the received MR
signal. Applying the Larmor equation along the readout gradient leads to

(16)

For constant velocity, the position is given by

(17)

Plugging into the first equation gives

(18)
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Besides, the phase change is given by

(19)

Integrating gives

(20)

As can be seen, the phase is proportional to the velocity and to the square of time. If the
phase can be measured, the proportionality to velocity states that a contrast will appear
between flows running at different speeds (this is the principle of phase contrast MR
angiography).
For stationary tissue, the relationship becomes

(21)

In that case, there is a linear relationship between phase and time. Thus, when applying a
spin echo sequence with symmetric echoes, stationary tissue will have a zero phase on
the first and the second echo whereas flowing blood will have a positive phase on the first
echo and a zero phase on the second one. Hence, protons in flowing blood lose their
coherence on the first echo but regain it on the second one, resulting in an increased
signal in flowing blood on the second echo.
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Therefore, knowing the phase at any point in time allows one to calculate the
velocity. The method to measure velocity is called flow encoding and uses bipolar
gradient turned on in one direction for a given time, then in the opposite direction for the
same amount of time. The first gradient dephases spins, and the second one rephrases
them for stationary tissue (no net phase change is observed). However, flowing blood
will experience a net phase shift proportional to its velocity, distinguishing itself from
stationary tissue. In addition, a reference image is acquired and subtracted from the flowsensitive images to remove phase errors unrelated to flow.

1.1.4.3 Magnetization transfer (MT)

In MT, the contrast is made sensitive to the rate and degree of exchange of
magnetization between water protons and other species of protons that have different
resonance frequencies or which respond to RF pulses that are off resonance for the water
protons (Mehta, et al., 1996). One approach to manipulating this exchange process is to
prepare the magnetization of the system by using RF pulses whose frequency and
frequency range are chosen to selectively affect specific protons. The linewidth of water
protons is narrow (i.e., in the order of Hz) whereas the linewidth of protons present in
other substances may be broad and may respond to RF pulses over a much wider range of
frequencies. Thus, by using RF pulses with a frequency different from the water protons'
frequency, it is possible to saturate the magnetization of the specific protons while
affecting minimally the magnetization of water protons.

25

Figure 12. Axial magnetization transfer (MT) images of the brain obtained from 2D
spin-echo pulse PD-weighted images at the Buffalo Neuroimaging Analysis Center
in a 35 year-old man with multiple sclerosis. The image is shown with (a) and
without (b) the on-resonance MT saturation radio frequency pulse. The PDweighted images are co-registered and MT ratio maps are created after nulling the
CSF and the lesions (c). (Zivadinov & Bakshi, 2004)

1.1.4.4 Diffusion

Diffusion MRI measures the diffusion of water molecules in biological tissues (Le
Bihan, et al., 1986). In an isotropic medium, water molecules naturally move randomly
according to turbulence. In biological tissues however, where the Reynolds number is
low enough for flows to be laminar, the diffusion may be anisotropic. For example, a
molecule inside the axon of a neuron has a low probability of crossing the myelin
membrane. Therefore the molecule moves principally along the axis of the neural fiber. If
it is known that molecules in a particular voxel diffuse principally in one direction, the
assumption can be made that the majority of the fibers in this area are going parallel to
that direction. The recent development of diffusion tensor imaging (DTI) enables
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diffusion to be measured in multiple directions and the fractional anisotropy (value
between zero and one that describes the degree of anisotropy of a diffusion process) in
each direction to be calculated for each voxel. Thus, brain maps of fiber directions can be
made to examine the connectivity of different regions in the brain or to examine areas of
neural degeneration and demyelination in diseases like multiple sclerosis (see Figure 13).

Figure 13. Example of whole-brain streamline DTI tractography. Colors were
assigned automatically according to an atlas-based tractography segmentation
method. (O'Donnell & Westin, 2007)
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1.1.4.5 Susceptibility weighted imaging (SWI)

SWI exploits the susceptibility differences between tissues and combines the
magnitude and phase data to produce an enhanced contrast magnitude image which is
sensitive to venous blood, hemorrhage and iron storage (Haacke, et al., 2009). A mask is
created from the phase image by mapping all values above 0 radians to be 1 and linearly
mapping values from -π to 0 radians to range from 0 to 1, respectively. To increase the
effect of the mask a 4th power function is commonly used instead of a linear mapping
from -π to 0. The magnitude image is then multiplied by this mask. In this way phase
values above 0 radians have no effect and phase values below 0 radians darken the
magnitude image. This increases the contrast in the magnitude image for objects with low
phase values such as veins, iron, and hemorrhage (see Figure 14).

Figure 14. MR imaging shows a large pontine hemorrhage (arrow) on the sagittal
T1-weighted image (A) and axial SWI (B). Axial SWI at a higher level (C) shows
numerous additional scattered small hypointense lesions, consistent with multiple
cavernomas. (Tong, et al., 2008)
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1.2

Magnetic resonance elastography (MRE)
1.2.1

Motivations

The use of palpation to feel the difference in the mechanical properties of tissues
and to differentiate abnormal and normal tissues is a well-recognized diagnostic tool for
physicians. The mechanical properties of tissues vary widely among different
physiological and pathological states (Sarvazyan, et al., 1995) and hence have significant
diagnostic potential (see Figure 15). The elastic modulus of tissue varies by over five
orders of magnitude while the tissue properties assessed by other modalities such as
computed tomography (CT), magnetic resonance imaging (MRI), and ultrasonography
(US) vary by less than one order of magnitude. For instance, the relative hardness of
malignant tumors is the basis for the use of palpation to detect breast cancer (Barton, et
al., 1999). Surgeons often detect liver tumors by simple touch at laparotomy that may not
have been detected in preoperative imaging (Elias, et al., 2005). However, except at
surgery, palpation is applicable only to superficial organs and pathologies and is
qualitative, subjective and limited to the touch sensitivity of the practitioner.
Unfortunately, none of the conventional medical imaging techniques (CT, MRI, or US)
are capable of depicting the properties that are assessed by palpation. These
considerations have provided motivation for developing special imaging technologies for
quantitatively and non-invasively assessing the mechanical properties of tissue.
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Figure 15. Examples of different imaging modalities and spectrum of contrast
mechanisms they utilize. The shear modulus has the largest variation with a range
of values spreading over 5 orders of magnitude among various biological tissues.
(Mariappan, et al., 2010)

1.2.2

Principle

Magnetic Resonance Elastography (MRE) is a rapidly developing technology for
quantitatively assessing the mechanical properties of tissue. It was first introduced by
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Muthupillai et al. in 1995, and is being investigated to be used for a multitude of diseases
that affect the tissue stiffness.
The technique essentially involves three steps:
 First, an acoustic or mechanical actuator is coupled to the tissue of interest
to induce cyclic shear motion with low amplitude (typically up to 100
microns).
 Second, a pulse sequence, using motion-encoding gradients (MEG),
synchronized with the harmonic excitations, is used to encode the motion.
It provides images whose intensity at every pixel represents the local value
of displacement undergone by the tissue due to the propagating shear
waves.
 Finally, an inversion algorithm is applied to evaluate local values of
mechanical properties based on these displacement maps and utilizing
material models.
MRE typically uses vibrations of a single frequency generated by external driver
devices. The electrical signal for such device is created by a signal generator triggered by
and synchronized to the MR pulse sequence and is amplified before being fed into the
mechanical driver.
The following section aims at describing the process used to acquire MR images
representative of the cyclic displacement of spins. The recovery of mechanical properties
from these displacement maps will be the subject of the next chapter.
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1.2.3

Theoretical basis of MRE

MRE is a phase-contrast MRI technique that aims at measuring the displacement
of spins subjected to cyclic mechanical excitations (Muthupillai, et al., 1995; Othman, et
al., 2012).
In a general MR acquisition, a phase image is contaminated by system
imperfections such as the gradient eddy current or physical effects such as magnetic
susceptibility. For this reason, phase images are generally represented by phase
difference images plotting the differences between the phases of two sets of data. For
image A and B, this could be

(22)

This phase can be used for shimming and correcting for many MR nuances.
However, one may also utilize the phase information to generate a contrast related to
motion by intentionally introducing controlled motion artifacts into a phase image and
studying these phenomena related to motion by gradient filtering. Since the spins in a
magnetic field possess a phase that is dependent on both the strength of the magnetic
field and the applied magnetic field along the direction of the spin motion (Haacke, et al.,
1999), the phase equation can be correlated to the spin motion by
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(23)

where

is the gyromagnetic ratio characteristic of the nuclei,

field strength,
vector, and

is the static magnetic

is one of the encoding gradient vectors,

is the spin motion

is the bipolar gradient vector which is collinear to the encoding gradient

and used for spin motion filtering. This gradient is also called the motion sensitizing
gradient (MSG).
As explained previously in equation (22), while taking the difference between the
phase images, the phase due to the static magnetic field and the encoding gradient is
present and assumed constant through toggled bipolar measurements and can be
eliminated by the subtraction. However, the motion induced by the bipolar gradient can
be set to be reversed and thus will be doubled in the subtraction. Therefore, only the third
term of equation (23) remains and is used for motion detection, so that

(24)

A cyclic induced displacement will cause a temporal spin motion vector governed
by

(25)
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where

represents the initial location of the spin at time t = 0, and

is the cyclic

displacement of the spin about its mean position caused by the mechanical excitation.
If the MSG, with multiple bipolar pairs N and duration , is synchronized at the
same frequency with the induced spin motion,
that

, and turned on for a duration so

, then the dynamic phase shift of the moving magnetization,

equation (24), can be rewritten as

(26)

The cyclic displacement vector

can be further written as

(27)

where

is the peak displacement of the spin from the mean position,

is the wave

vector,

is the angular frequency of the mechanical wave excitation, and

is the

introduced phase offset between the bipolar gradient pulses and the wave.

As an example, the bipolar gradient can be set to be sinusoidal,
, reducing the equation to a phase constant that is a function of position and
phase shift, given by
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(28)

where the MSG duration was written as

,

being the number of bipolar pairs and

. By examining equation (28), it becomes apparent that the measured phase
magnitude is dependent on the number of bipolar pairs

, the dot product of the

amplitude of the bipolar gradient and the peak displacement spin amplitude motion
(

) modulated by the cosine function. The dot product relationship indicates that the

bipolar gradient acts as a filter extracting its collinear displacement. Moreover, the
measured phase shift is related to the initial phase offset

between the gradient

waveform and the mechanical excitation. Therefore, by varying , it is possible to study
the temporal behavior of spin displacements. It should also be noted that the phase
difference depends on the shape of the bipolar gradients, such as rectangular, sinusoidal,
or trapezoidal.
A typical gradient-echo based MRE pulse sequence is shown in Figure 16, with
the conventional radio frequency pulse waveform, slice-selection gradient, phaseencoding gradient, and frequency-encoding gradient.
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Figure 16. Typical MRE pulse sequence. The motion-encoding gradient (MEG) is
shown, as well as the negative MEG used for phase-contrast imaging. ψ is the delay
between the motion waveform and the MEG. (Mariappan, et al., 2010)

The MEGs are shown in the frequency-encoding direction only, but motion
occurring in any direction can be encoded into the phase of the MR image by
manipulating the axes on which the MEGs are placed. Two wave images are typically
collected with a positive and a negative MEG, and a phase-difference image is calculated,
either by subtraction or complex division, to remove all phase information not related to
the imparted motion. Multiple phase offsets , evenly distributed over a period of the
mechanical excitations, are selected in order to acquire time-dependent data and show the
propagation of the wave through the tissue of interest. The motion-encoding capability of
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this technique is very sensitive and can detect motion on the order of 100 nanometers
(Muthupillai, et al., 1996).
Since the motion-encoding gradients necessary for MRE are inserted into
conventional MR pulse sequences, MRE can be implemented with many MR imaging
sequences. Various groups have developed different pulse sequences based on spin echo,
gradient-recalled echo, balanced steady-state free precession and echo planar imaging
(Bieri, et al., 2006; Maderwald, et al., 2006).

1.2.4

Current applications

Due to its non-invasiveness and clinical applications, MRE is a potentially
transformative imaging modality, and new applications have rapidly emerged for various
organs including liver, spleen, kidney, pancreas, brain, cartilage, prostate, heel fat pads,
breast, heart, lungs, spinal cord, bone, eye, and muscle (Dresner, et al., 2001; Shah, et al.,
2004; Sinkus, et al., 2005; Weaver, et al., 2005; Goss, et al., 2006; Ringleb, et al., 2007;
Xu, et al., 2007; Yin, et al., 2007; Asbach, et al., 2008; Kruse, et al., 2008; Lopez, et al.,
2008; Chopra, et al., 2009; Kolipaka, et al., 2009; Mariappan, et al., 2009; Litwiller, et
al., 2010).
One of the main applications of MRE is the investigation of hepatic disease
diagnosis (Rouvière, et al., 2006; Huwart, et al., 2007). The technique is currently used in
clinical practice for fibrosis and cirrhosis assessment as it was found that the stiffness of a
diseased liver is significantly higher than normal liver tissue stiffness (Venkatesh, et al.,
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2008; Shire, et al., 2011). The stiffness of the liver is directly related to the fibrosis stage
and it increases with the progression of the disease; a cutoff of 2.93 kPa was found to be
an optimal threshold for distinguishing healthy livers from fibrotic ones (see Figure 17).
Other imaging methods, such as CT, US and conventional MRI, have proved to be very
limited in their capability of detecting the presence of liver fibrosis until the disease has
advanced to irreversible cirrhosis (Faria, et al., 2009). Clinical hepatic MRE is typically
performed at a frequency of 60 Hz using pneumatic-based pressure-activated drivers.

Figure 17. MR Elastography of the liver in a healthy volunteer and in a patient with
cirrhosis. The elastograms show that the mean shear stiffness of the fibrotic liver
was much higher than that of the normal liver (12.1 ± 1.2 kPa versus 1.8 ± 0.3 kPa,
respectively). (Yin, et al., 2007)
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MRE was also able to differentiate malignant liver tumors from benign tumors
and normal liver tissue. It was shown that malignant hepatic tumors were significantly
stiffer than benign tumors and healthy liver tissue, with a cutoff value of 5 kPa
(Venkatesh, et al., 2008).
Another significant application of MRE is for the assessment of breast cancer,
where tumors are known to be typically stiffer than benign lesions and normal breast
tissue (McKnight, et al., 2002; Sinkus, et al., 2005). MRE is being investigated as a
complementary technique to increase diagnostic specificity (Sinkus, et al., 2007).
Investigation of the brain, as it is encased by the skull, requires the use of a noninvasive modality. While it would be difficult to use US-based approaches to assess brain
mechanical properties, MRE is well suited for this application. Thus, efforts have
recently been made to assess brain tissue mechanical properties with MRE (Xu, et al.,
2007; Kruse, et al., 2008; Green, et al., 2008; Clayton, et al., 2011; Murphy, et al., 2012),
with the underlying goal of using the technique as a potential diagnostic tool for diseases
like Alzheimer’s, hydrocephalus, brain cancer and multiple sclerosis. An example of
human brain MRE on a healthy patient is shown in Figure 18.
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Figure 18. (a) Axial MR magnitude image of the brain showing white matter, gray
matter, and cerebrospinal fluid. (b) Single wave image from MRE performed at 60
Hz. (c) Corresponding elastogram showing good correlation between stiffness and
morphological features. (Mariappan, et al., 2010)

In parallel, continuous advancements in MR hardware, including the introduction
of stronger magnets and gradients, and smaller and more sensitive radiofrequency
imaging coils, allowed the investigation of small samples with microscopic resolution.
By incorporating high resolution MR systems, MRE technology could be applied at the
microscopic scale to examine small biological tissues (Othman, et al., 2005). For
instance, the potential of MRE for monitoring and assessing the growth of tissue
engineered constructs has been investigated (Curtis, et al., 2012; Othman, et al., 2012).
Figure 19 presents results of MRE experiments performed to monitor human
mesenchymal stem cell differentiation into adipogenic and osteogenic constructs.
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Figure 19. Construct development map over a four week period. Shown from left to
right are the magnitude image, shear wave image, elastogram, and average shear
stiffness value of the constructs. Within each week the top picture corresponds to
the adipogenic construct while the bottom one corresponds to the osteogenic
construct. (Curtis, et al., 2012)
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Chapter 2

The inverse problem
The outcome of the MRE acquisition in a single plane is a three-dimensional
dataset (2 spatial, 1 temporal) depicting shear waves propagation, or more precisely
several images evenly distributed over one cycle of the mechanical excitations. Each
image is typically composed by 128 x 128 pixels whose intensity corresponds to the
magnitude of the measured displacement in the direction of the motion sensitizing
gradient. The last step of MRE is to calculate local values of mechanical properties from
this displacement field. Two different algorithms have been developed in this purpose
and are presented in this chapter. The first section describes the first algorithm,
performing a direct algebraic inversion of the governing equation under certain
simplifying assumptions, while the second section focuses on approaches based on the
finite element method, with particular emphasis on the direct inversion code developed
by the authors.
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2.1

Direct algebraic inversion
2.1.1

Theory

This inversion method was based on previously published studies (Romano, et al.,
1998; Oliphant, et al., 2001). The central hypothesis of this work is that mechanical
properties can be obtained by direct inversion of a differential equation of motion.
Conservation of momentum provides the dynamic equation of motion relating
material properties to displacement. Ignoring body forces, momentum conservation
written in a Lagrangian coordinate system is

(29)

where

is the Cauchy stress tensor describing internal forces that arise due to the strain

of the material,

is the density,

is the location, and

is the displacement.

For any material particle, the displacement vector

can be represented by

Fourier series expansion as

(30)

with
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(31)

and

(32)

and

(33)

and where

(34)

The strain is obtained by spatial derivatives, so it will follow the same time response.
This gives a response that on the boundary results in harmonic sums. In order to satisfy
the equation of motion for any time and any material particle, the coefficients of the
“sine” and “cosine” functions need to equate for each frequency

in the frequency

package (n=1,2...). Thus, from now on, only monochromatic displacements and strains
will be considered. The solution for a frequency package will be obtained by superposing
single frequency solutions, as mentioned by the linear superposition principle.
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For simplicity, the tissue of interest is modeled as a linear, Hookean, viscoelastic
solid. In a linear viscoelastic solid, stress

and strain

are related by the forth-order

tensor , so that

(35)

Assuming monochromatic displacements, this relation can simply be written as

(36)

where

(37)

For a linear viscoelastic and isotropic material model, the complex-valued forthorder tensor

counts 81 components. Because of the symmetries of the stress and strain

tensors, as well as the major symmetry of the stiffness tensor, the components of

have

the following properties

(38)

hence reducing the number of independent components to 21 in the most general case.
For an isotropic material, the number of independent constants in tensor

further
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reduces to 2, which can be chosen to be the complex-valued Lamé constants

and . In

this case, we have

(39)

where

is the Kronecker delta.

The strain is related to the displacement by

(40)

In the case of small harmonic oscillations of frequency , the temporal derivative is
simply a multiplication by

, such that

(41)

Thus, the conservation of momentum can be rewritten in the frequency domain in the
case of a small-amplitude, broadband, harmonic motion in isotropic materials in the form

(42)

This is the partial differential equation assumed for broadband, source-free, smallamplitude motion in an isotropic, viscoelastic material.
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The method used for estimating Lamé constants consists of inverting the equation
above by assuming local homogeneity to transform it into an algebraic equation for each
spatial position

and temporal frequency . This yields

(43)

If we further assume planar shear wave propagation, the terms containing
derivatives with respect to the third dimension will zero-out. Under this assumption, the
equations decouple into two independent, 2D modes. Each mode can be used to find
independently. The simplest inversion scheme occurs with measurements of the
out-of-plane shear mode for a purely 2D problem. In this case, local inversion of this
expression can be accomplished with a single component of motion by computing a ratio
between the out-of-plane displacement and its Laplacian (from the third equation) given
by

(44)

Many mechanical constants can be derived from this complex-valued parameter, such as
the storage and loss moduli which are its real and imaginary parts written as

(45)
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It should be noticed that estimation of these quantities did not require the use of any
rheological model (e.g., Voigt, Kelvin, standard linear solid, etc.).
Sometimes, it can be useful for improved understanding of the estimates to report
two other equivalent parameters: the shear wave speed

and attenuation

of a

hypothetical plane-wave propagating through an infinite medium made up of the same
material. For a single-frequency plane-wave propagating in an infinite medium, the
wavenumber

is given by the equation (Madsen, et al., 1983; Orescanin, et al., 2009)

(46)

In the case studied here, the wavenumber can be expressed

(47)

Thus, the two equations above can be combined to give

(48)
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(49)

One can also define a parameter called shear stiffness, which is the equivalent of
the shear modulus for an elastic material. It is defined as

(50)

Calculation of this quantity allows comparison of the outcome of this method with
previous studies using elastic models.

2.1.2

Algorithm

This algorithm was written within the MATLAB (The MathWorks, Inc., Natick,
MA) computing environment and is based on a previously developed MRE spatiotemporal filtering approach (Manduca, et al., 2003). It will be described with the example
of an experiment performed on a gel phantom composed of two layers of 1% and 0.5% in
agarose, as shown in Figure 20.
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Figure 20. Magnitude image of the gel phantom used to provide the example on
which the direct inversion algorithm will be described.

The first step of the algorithm is to apply eventual masking and phase unwrapping
to the raw data. Masking can either be done by manually drawing the contours of the
mask or by adjusting a threshold based on the magnitude image. Several options are also
available to unwrap the phase images. The first one is obtained by taking the two
dimensional Fourier Transform of the image, and applying a softening method as
described by Ghiglia & Pritt (1998). The unwrapped phase
the equation

at any pixel (i,j) is given by
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(51)

where

is the wrapped phase and

and

are the dimension of the image. A two

dimensional inverse Fourier Transform allows recovery of the unwrapped phase image.
The other available method aims at creating a quality map from the phase derivative
variance (Ghiglia & Pritt, 1998). The pixel with the highest quality is then utilized as a
starting point, and the image is unwrapped pixel by pixel, following a path determined by
the quality map. The masked and unwrapped phase images (in this case 8 images evenly
distributed over one cycle of the mechanical excitations) are shown in Figure 21.
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Figure 21. Outcome of the MRE experiment with 8 different phase offsets, after
masking and phase unwrapping.

A low-pass filter is applied to remove the noise present in the raw data (composed of high
spatial frequencies). A Gauss blur is used, substituting the value at each pixel by the
weighted average of its 25 neighbors, weights being calculated from a Gauss distribution
law. The standard deviation of the Gauss distribution can be modified to adjust the cutoff frequency, as shown in Figure 22. This filter was found to be efficient at removing
electronic noise from the displacement measurements, but other types of low-pass filters,
such as Butterworth filters or Savitzky–Golay polynomials, have also been used with
success in previous studies (Press, et al., 1992; Manduca, et al., 2003).
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Figure 22. Reduction of the electronic noise present in the raw data by Gauss blur.

A spatio-temporal filter is applied next to select one temporal frequency and cancel
reflected waves. A three-dimensional Fourier Transform is computed, and the temporal
plane corresponding to the frequency of the actuator is selected based on the number of
points of the Fourier Transform and the sampling frequency. The other planes are zeroedout as they carry information about waves propagating at other temporal frequencies. In
this plane, a wave propagating in a specific direction will be represented by a peak at the
location (kx, ky) corresponding to its two spatial frequencies. The same wave propagating
in the opposite direction will be represented by a peak at the symmetric location (-kx, -ky).
For instance, a wave propagating from top to bottom will be such that kx = 0 and ky > 0,
whereas the exact same wave propagating from bottom to top will be such that k’x = 0
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and k’y = -ky. Thus, a map of coefficients can be created to emphasize particular
propagation pathways, as shown in Figure 23 for the top-down direction. The coefficients
have a cos² dependence about the selected direction in one half-plane and are zeros in the
other half-plane. This filter is applied to the selected temporal plane, and the inverse
three-dimensional Fourier Transform is computed. Imaginary parts are discarded as they
come from dissymmetry of the spectrum. The real parts of the first 8 images represent the
filtered wave, propagating at the frequency of the actuator in the selected direction.

Figure 23. Spatio-temporal filtering. In the example shown, the extracted direction
is from top to bottom.
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Third order Savitzky–Golay polynomials are applied in both the vertical and
horizontal directions to further improve the smoothness of the displacement field before
estimation of the spatial second derivatives, which are approximated with the central
difference method of second order, given by

(52)

(53)

The complex-valued shear modulus is then computed on a pixel-by-pixel basis, and
eventual negative real parts are zeroed-out.
This algorithm provides accurate results when waves mainly propagate in a
particular direction, as it can be the case with experiments on gel phantoms. However,
biological tissues such as the brain are highly anisotropic and heterogeneous, providing
complex pathways for mechanical waves. To account for such materials and improve the
faithfulness of the recovery when studying complex wave patterns, 8 different directions
of propagation (every 45°) are filtered out using the previously described spatio-temporal
filter (Figure 24). The complex-valued shear modulus is then estimated from these height
different datasets and averaged on a pixel-by-pixel basis with a weight depending on the
relative intensity of each filtered data set at this location.
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Figure 24. Material properties are calculated from each filtered dataset and
averaged with a weight corresponding to the amplitude of the motion at each pixel.

Other mechanical parameters can be deduced from this quantity, as defined in the
previous chapter. They include the storage and loss moduli, the shear wave speed and
attenuation, as well as the shear stiffness.
Next, every map of mechanical parameters is smoothened by application of
additional low-pass filters (Figure 25). Circular Butterworth filters are used and their
diameter (or cut-off frequency) is adjusted to specify the desired level of details
conserved in the final images.
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Figure 25. A circular low-pass Butterworth filter is applied on every map of
material properties so that they appear smoother.

Finally, the algorithm also allows selection of regions of interest (ROIs) for which
the mean and standard deviation of each parameter is calculated. The selection is made
by drawing a shape on the image, which can either be the magnitude image or the
stiffness map.

2.1.3

Software development

A software featuring the described algorithm has been developed for facilitating
post-processing of MRE experiments.
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It allows loading of the both files from the MRE acquisition with opposite
polarity of the MSG, whether the MR pulse sequence utilized was based on gradient echo
or spin echo. Different tabs take the user from the creation of shear wave images by
complex division to masking, phase unwrapping, inversion, and selection of ROIs (Figure
26 to Figure 29). Images of any size can be processed, including in the third spatial
dimension for simultaneous MRE scans on multiple slices.

Figure 26. Loading of the MR files and creation of the shear wave images. Different
vertical and horizontal line profiles can be displayed.
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Figure 27. Different phase unwrapping methods can be applied and compared by
plotting line profiles.

Figure 28. Inversion algorithm. Imaging and elastography parameters can be
specified, as well as the different variables defining the various filters. Drop-down
menus offer the possibility to display numerous outcomes.
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Figure 29. Selection of ROI. The ROI can be drawn on any variable and displayed
on top of any background.

Imaging and elastography parameters are entered in predefined boxes, and
outcomes and color bars can be chosen from drop-down menus. All the parameters and
images created in the software can be saved under different formats.
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2.2

Finite element method (FEM) based inversion
2.2.1

Motivations

Algorithms performing an algebraic inversion of the differential equation of
motion, such as the one previously described, have been developed based on a planar
shear wave assumption. This assumption will be satisfied with a point vibration source in
an infinite and homogenous solid material, where the observation is made far away from
the source. In a viscous finite solid where the boundary conditions can interfere with the
shear wave propagation, the plane wave assumption begins to break down. A FEM-based
approach would have the advantage of providing a volumetric model where this
assumption is not required, and might allow the use of different material models for
relating stress to strain.
In this section, an existing iterative forward method will be presented before the
description of the developed direct inversion procedure.

2.2.2

Iterative forward FEM procedure

Iterative methods have been developed by several groups (Sinkus, et al., 2000;
Van Houten, et al., 2001) to recover mechanical properties distribution from MRE
measurements providing displacement maps. They typically use a finite element software
such as ABAQUS (Dassault Systèmes, Vélizy-Villacoublay, France) that is integrated
with experimental results in an iterative manner in order for constitutive properties to be
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extracted from experimental data. A scripting language such as Python, or a separate
program for control such as Matlab, is used to update the ABAQUS input file based on
the minimization of the error between the model and the experiments.

2.2.2.1 Creation of the FEM model

The geometry of the experiment is generally imported using software such as
MIMICS (Materialise, Leuven, Belgium) in order to realistically replicate the geometrical
design. Such software are used to create a volume representative of the tissue from a
finite number of MR magnitude images, and to generate a 3D mesh that can be imported
into a finite element software. An example of such a mesh generated from a stack of MR
images is displayed in Figure 30, where the specimen to replicate was a rat brain.
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Figure 30. 3D mesh of a rat brain generated from a stack of MR images.

Once the geometry is defined, displacement boundary conditions are specified
using the MRE measurements and an initial distribution of material properties is
specified. Harmonic motion is assumed and a linear elastic and isotropic material model
is selected.
The global mesh is then divided into several subzones for improved
computational efficiency and the simulation is run to calculate nodal displacements.
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2.2.2.2 Evaluation of the error function

Next, the displacement field generated by the simulation is compared with the
measured one from MRE experiments. An error function

is created by adding squares

of differences of each component at every node in a subzone z defined by

(54)

where

designates the material property distribution,

subzone z, , , and

is the number of node in the

are the three components of the displacement, and the superscripts

and stand for measured and calculated. The global error function is the sum of the
error in each subzone, so that

(55)

The goal is the following procedure is to find the material property distribution
that minimizes this error function in each subzone.

2.2.2.3 Minimization of the error function

The partial derivatives of the error function are computed with respect to each
material parameter

and set to zero, leading to
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(56)

where index i goes from 1 to the number of parameters in the material model chosen.
Solution of this system by the Newton-Raphson method leads to iterative improvement of
the material properties given by

(57)

where

is the property update determined by solving the following system

(58)

and

is the approximate Hessian matrix whose components are defined by

(59)

At this point, derivatives of displacement with respect to each material property
remain unknown. They are evaluated by differentiating the equation of motion for a
linear elastic and isotropic material for the case of harmonic motion with angular
frequency . This is given by

(60)
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where

is the density (supposedly known and uniformly distributed),

constant, and

is the first Lamé

is the shear modulus. Interchanging the order of the derivatives in the

equation above leads to a function

involving

and

alone. Application of this

function to the calculated displacement field results in

(61)

As

is known, the equation above is a differential equation involving

alone.

Resolution of this differential equation allows calculation of the Hessian matrix and
estimation of the property update

as previously described.

2.2.2.4 Iterations

The order in which subzones are treated is based on the magnitude of the error
function. The region generating the largest error is considered first. Once convergence is
reached in one subzone, material properties are iterated over the next one until all nodes
have been involved in a pre-defined number of iterations. Convergence is considered
reached when the error function becomes smaller than a given limit.
When iterations in every subzone have converged and when every node has been
involved in the required amount of iterations, the property distribution is returned.
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2.2.2.5 Performances

These types of algorithms allow the study of three-dimensional wave propagation
and provided promising results, but they still present significant drawbacks. The large
number of iterations required, for instance, makes such codes computationally
challenging and this limits the spatial resolution. Convergence is also a concern, and
strongly depends on the initial conditions. The time at which the error function is
evaluated is not clear as the number of steps used to perform the finite element simulation
is not discussed in the listed references. Finally, definition of the boundary conditions is
approximate as MRE measurements contain significant amount of noise and temporal
resolution is limited.
The direct inversion procedure can overcome some of these issues. It is presented
in the next section.

2.2.3

FEM-based direct inversion procedure

A direct inversion method, inspired by the work of Park & Maniatty (2006, 2010)
on elastic materials, has been developed for a linear viscoelastic and isotropic material
model and single harmonic motion.
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2.2.3.1 Weak formulation of the problem

As described in the previous section, the given displacement on the boundary
is time dependent, so that we can perform a Fourier series expansion to get

(62)

with

(63)

and

(64)

and

(65)

and where
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(66)

The strain is obtained by spatial derivatives, so it will follow the same time response.
This gives a response that on the boundary results in harmonic sums. In order to satisfy
the equation of motion for any time and any material particle, the coefficients of the
“sine” and “cosine” functions need to equate for each frequency

in the frequency

package (n=1,2...). Thus, from now on, only monochromatic displacements and strains
will be considered. The solution for a frequency package will be obtained by superposing
single frequency solutions, as mentioned by the linear superposition principle.
Assuming harmonic motion

of single angular frequency

(

) and

neglecting the body forces, the balance of linear momentum can be written as

(67)

where

is the Cauchy stress tensor and

is the density, assumed known and uniformly

distributed throughout the tissue.
In a linear viscoelastic solid, stress and strain are related by the forth-order tensor , so
that

(68)

For monochromatic displacements, this relation can simply be written as
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(69)

where

(70)

The linear superposition principle is again utilized to evaluate solution from a frequency
package by superposing single frequency solutions.
For a linear viscoelastic and isotropic material model, the complex-valued forthorder tensor
(

can be expressed as a function of the complex-valued bulk ( ) and shear

) moduli by the relation

(71)

The strain displacement relation,

, is plugged into the balance

of linear momentum to obtain an equation involving the material properties and
displacements alone. Multiplying by a test function , integrating over the volume , and
using integration by parts on the right hand side leads to the weak formulation of the
equation of motion given by

(72)
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where

is the traction vector and

is the boundary of .

2.2.3.2 Discretization

The problem is then discretized into

elements, as shown by the equation

(73)

Shape functions

are used to interpolate nodal displacements and properties over

each element, given by the expressions

(74)

(75)

(76)

(77)

Plugging the expression for the stiffness tensor and the four equations above into the
discretized form of the weak formulation of the equation of motion yields to
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(78)

where the mass and stiffness matrices are defined as

(79)

(80)

(81)

and where is the determinant of the Jacobian matrix.
When solving the inverse problem, the material properties are unknown but nodal
displacements are given. The matrices described above can therefore be calculated for
each element and assembled into global matrices.

2.2.3.3 Assembly

Assembly of element matrices into global matrices leads to the expression
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(82)

This relation has to be satisfied for any arbitrary test function . This results in
the following system of equations

(83)

In this expression, the boundary traction vector is unknown. However, it will only
appear on the equations involving the border of the field of view. Thus, one way of
dealing with this issue it to simply consider a smaller volume that does not include the
elements on the boundary, hence getting rid of the equations involving the unknown
traction terms. Taking such measures, the system of equations above simplifies to

(84)

Separating real and imaginary parts of this equation leads to

(85)

(86)

which are two uncoupled systems of equations to solve for the real and imaginary parts of
the bulk and shear moduli. The number of equations in this system equals the number of
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unknowns if only one component of the displacement is provided. If 2 or 3 components
are available, a Newton minimization procedure can be used to optimize the answer.

2.2.3.4 Newton minimization method

Defining

and

to improve clarity, the system of equations

above, in components form, becomes

(87)

(88)

Considering the first equation of this system first, let us define the residue

as

(89)

The Newton-Raphson minimizations method consists of finding the properties
that minimize this residue. To this end, partial derivatives are taken with respect to each
property and set to zero to get

(90)
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(91)

Reorganizing the terms leads to:

(92)

(93)

which can be rearranged into the system

(94)

Similarly, applying the same procedure to the equation derived from the
imaginary parts yields to

(95)

The outcome of the Newton-Raphson minimization method is these two systems
which contain as many equations as there are unknowns. Inverting the matrix
using singular value decomposition allows calculation of the 4
unknowns at every node.
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2.2.3.5 Programming

The direct inversion code has been written in C# using Visual Studio (Microsoft,
Redmond, WA) and uses subroutines from FEMSolid Linear Elastic File Driver Version
1.0, a forward FEM software developed by Dr. Mehrdad Negahban. Meshing is based on
the initial displacement distribution, such that each input corresponds to a node of a
hexahedral brick element.
Matrices to be assembled have a size of 3nn x nn, where nn is the number of
nodes in the model. Considering a typical MRE measurement consisting of 128 x 128
pixels, the minimum size of assembled matrices is 98,304 x 32,768, corresponding to
about 3.3 billion values to store. This number exceeds the available memory of most
computers, and will further increase when dealing with three-dimensional problems.
The equations presented in the previous section remain true for every volume .
Therefore, the initial volume can be divided into smaller regions where computational
speed is not an issue. The described method is used to calculate the unknown properties
at every node in the sub-region, before moving on to the adjacent subzone until every
node in the initial volume has been assigned a material property. For an improved
accuracy of the recovery, the sub-regions are designed to overlap. Thus, several values of
the unknown properties are calculated for the same node, and the average can be
computed.
For example, in a two-dimensional case, the sub-regions are typically defined to
be squares involving 6x6 nodes, and the distance between each region is chosen to be one
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element (or one pixel), as shown in Figure 31. Because the values on the boundaries
cannot be trusted due to the presence of the unknown traction vector in the equations,
valid results are only computed in a 4x4 window for every subzone. Thus, every node in
the initial image is possibly involved in 16 sub-regions, and may therefore be attributed
16 different values for the material properties. Averages are then computed to reconstruct
material property maps covering the whole volume of the initial image.

Figure 31. Typical sub-regional decomposition of the initial volume for an improved
speed and robustness.

Close to the border of the image, however, the nodes cannot be involved in as
many different sub-regions. The nodes at the boundary cannot be attributed any values of
mechanical properties due to the issue of unknown traction vectors mentioned earlier,

77

while their neighbors will be assigned respectively 4, 8, 12, and finally 16 different
values as they are situated deeper and deeper into the core of the image.
In addition, it can be noticed that the mass and stiffness matrices of each element
are defined as a product of an integral and some nodal displacements. The integrals only
depend on the shape functions and the determinant of the Jacobian, which are constant as,
in this particular problem, all the elements have the same geometry (i.e. the geometry of
the voxels). As a result, in an effort to improve the computational abilities of the
algorithm, these integrals were only evaluated once, before being multiplied by the
corresponding nodal displacements.
Simulated displacements were created and assigned to a 32x32x2-node mesh in
order to assess the performances of the algorithm. The code returned an answer in 16
minutes in the case of this example with a 32x32x2-node mesh. Calculation took 4 hours
and 40 minutes for a 128x128x2-node mesh, the typical resolution used in MRE
acquisitions. However, the post-processing routine derived from the FEMsolid software
and utilized in the algorithm to display the results could not handle such a high number of
nodes. Solutions for improving the performances of this post-processing routine are
underway.
The first simulation consisted of a simple one dimensional sinusoidal distribution,
as presented in Figure 32.
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Figure 32. Out-of-plane displacements assigned to the 32x32x2-node mesh.
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Figure 33. Storage modulus distribution calculated from the given displacement
field.

The storage modulus distribution calculated from this displacement field is shown in
Figure 33. As shown, the values of storage modulus are uniformly distributed throughout
the mesh, except for the nodes situated at a peak or a valley of displacement, where the
estimated values of mechanical properties are up to 2.4 times as high. This might be due
to the fact that the difference in displacement values from one node to the other gets very
small at these locations. At the scale of an element, because the ones utilized in this
example only count two nodes per length, it looks like the deformation of the material is
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very small, hence the large values of mechanical properties. This phenomenon should
dissipate when using elements with a higher number of nodes.
Another simulation was run on the following displacement field, shown in Figure
34, featuring a sinusoidal dependence in both directions and avoiding regions with peaks
and valleys. The corresponding storage modulus distribution is shown in Figure 35.

Figure 34. Second out-of-plane displacement field assigned to the mesh.
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Figure 35. Storage modulus distribution calculated from the displacement field
previously described.

The storage modulus distribution was more uniform in this example, even though a few
areas of higher amplitude could still be observed (about 1.5 times as high).
To overcome the limitations of the post-processing routine and to apply the
algorithm to actual MRE data, the values of storage modulus estimated with this code
were saved as a text file and opened in Matlab for display as an image. The displacement
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field inputted into the software, derived from the experiment presented in Figure 20, and
the resulting storage modulus distribution are displayed in Figure 36.

Figure 36. 128x128 input image for the displacement field, and corresponding
storage modulus distribution estimated with the FEM-based direct inversion
algorithm using 6x6x2-node sub-regions and 2x2x2-node brick elements.

As previously observed, values of storage modulus could not be faithfully
estimated in the regions of very small spatial derivative (i.e., peaks and valleys of
displacements). However, the rest of the image led to accurate estimates with values of
storage modulus of around 10 kPa in the 1% gel and 5 kPa in the 0.5% gel, motivating
further development.
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Implementation of higher order elements might be a way of improving the
faithfulness of the estimation. Therefore, a simulation was run on the same input file
using 4x4x2-node sub-regions constituted by a single brick element. The input
displacements, identical to the one used in the previous simulation, and the corresponding
storage modulus distribution are presented in Figure 37.

Figure 37. 128x128 input image for the displacement field, and corresponding
storage modulus distribution estimated with the FEM-based direct inversion
algorithm using 4x4x2-node sub-regions constituted by a single 4x4x2-node brick
element.

With this setup, the computation time was 4.7 hours, the time gained by
decreasing the size of the matrix to invert being balanced by longer integration times due
to higher order shape functions. Utilizing only a single 4x4x2-node brick element per
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sub-region, the code yielded larger regions of inaccurate estimates than it did using the
previous setup (i.e., 25 8-node brick elements per sub-region). Thus, increasing the size
of the subzones improves the faithfulness of the recovery; errors made around the peaks
and valleys of displacement field are attenuated as a result of averaging over a larger
population.
To further demonstrate this phenomenon, a simulation was run on the same input
file using 10x10x2-node sub-regions constituted by 2x2x2-node brick elements. It is
presented in Figure 38.

Figure 38. 128x128 input image for the displacement field, and corresponding
storage modulus distribution estimated with the FEM-based direct inversion
algorithm using 10x10x2-node sub-regions and 2x2x2-node brick elements.
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With this configuration, the matrices to assemble and invert had a size of 600 x
200, and computation time was 96 hours (about 25 seconds per sub-region). Even though
the overall quality of the recovery improved compared with the previous simulations, the
progress made might not be sufficient to justify the tremendous increase in computation
time. Solutions for dealing with the regions of very small spatial derivative, which still
led to large errors in the estimates, are needed to further improve the faithfulness of the
inversion.
Even though estimated values of storage modulus are promising and motivate
further development, the routine used to solve for the loss modulus using singular value
decomposition failed to return non-zero values. Solving this system consists in findings
the Eigen vectors of a matrix (the same that was decomposed for calculating the storage
modulus). Therefore, uniqueness of the solution cannot be guaranteed, and a criteria
needs to be defined to select the proper solution. Designation and implementation of such
criteria is currently under investigation.
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Chapter 3

Study of traumatic brain
injuries
One of the main application of MRE pursued in this work was the investigation of
its potential as a diagnosis tool for traumatic brain injuries (TBI). Rodent models offering
a gradation of injury severity were utilized, and experiments were conducted both ex vivo
and in vivo to assess the sensitivity of MRE to TBI, as reported in this chapter. Specific
experimental setups had to be designed to allow periodic monitoring of brain viscoelastic
properties.
All the animals were housed in individual cages in a climate-controlled room and
maintained on a 12-hour light/dark cycle. Free access to food and water was provided
throughout the duration of the experiments. All procedures and protocols were approved
by the Institutional Animal Care and Use Committee of the University of Nebraska and
conducted in accordance with the National Institutes of Health Guide for the Care and
Use of Laboratory Animals.
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3.1

TBI facts, animal model, and working hypothesis
TBI are complex; they consist of a mechanical trauma (primary injury) and a

resulting biochemical cascade (secondary injury), and lead to a wide diversity of
symptoms. At least 1.7 million Americans sustain a TBI each year and even though most
of the patients can survive TBI, they might still suffer permanent cognitive loss,
behavioral issues, and emotional disturbances (Schwartz, et al., 2003; Yeates, et al.,
2005; Babikian & Asarnow, 2009). Recovery of these functions is based on mechanisms
that remain uncertain; consequences of two similar injuries may indeed be very different.
TBI has been estimated to lead to permanent deficits in about 80,000 individuals in the
United States each year, creating an annual burden evaluated at $60 billion in 2000
(Finkelstein, et al., 2006) while the number of hospitalizations kept increasing by 20%
from 2002 to 2006 (Langlois, et al., 2006; Faul, et al., 2010).
Because of this important inconsistency in human TBI, well controlled animal
models may be helpful to better understand injury mechanisms and improve therapy
assessment and drug development. Rodent TBI models have been widely developed in
the past two decades to become the most common approach for TBI laboratory research
(Morganti-Kossmann, et al., 2010), mimicking many pathological features of human
neurological diseases (Watase & Zoghbi, 2003). In the controlled cortical impact (CCI)
injury model, damage is created by a pneumatic piston impacting the intact dura and
producing contusions to the somatosensory cortex (Figure 39). The mechanical impactor
is controlled by computerized software able to regulate mechanical parameters like
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penetration depth, duration, and velocity of the impact, ensuring a reproducible gradation
of TBI severity (Morales, et al., 2005). The CCI injury model has been shown to be
accurate and reliable, and presents the advantage of creating a focal injury in a welldefined location: the somatosensory cortex of one hemisphere. It was the model utilized
to conduct the following studies.

Figure 39. CCI equipment featuring a pneumatic piston producing the contusions.

Various techniques have been applied to understand injury mechanisms in
rodents, including several imaging modalities. For example, standard optical microscopy
imaging combined with specific histological methods, has been widely applied for
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assessing alterations of neuronal components and reactions of non-neuronal elements
within the central nervous system (Ohnishi & Ohnishi, 1995). Intravital microscopy
techniques have also recently been developed to monitor in vivo cellular motion and cellcell interactions, but the small field of view and low tissue penetration are still significant
drawbacks (Denic, et al., 2011). Optical techniques have significantly contributed to our
understanding of TBI, but they are limited with low tissue penetration depth when
performing in vivo experiments and the degree of specificity varies depending on the
staining method used. MRI techniques present significant advantages for studying the
soft tissues of the brain, including non-invasiveness, a superior tissue contrast obtained
by different measurements (relaxometry, diffusion, molecular imaging, etc.), lack of
ionizing radiation, and the ability to obtain an image in any plane. For example, T2weigted imaging has revealed areas of T2 hypo-intensity in both the thalamus and internal
capsule after experimental TBI in mice (Tsenter, et al., 2008; Onyszchuk, et al., 2009),
and diffusion tensor imaging, which measures microstructural tissue abnormalities that
are correlated pathologically with damaged white and grey matter (Kulikova, et al.,
2012), exposed reduced values of axial diffusivity and relative anisotropy (Mac Donald,
et al., 2007). Additionally, iron oxide enhanced MRI (Foley, et al., 2009) and arterial
spin-labeling MRI (Bitner, et al., 2010) have been used to monitor cerebral blood flow
following TBI by measuring changes in T1 relaxation times between selective and
nonselective scans. Even though such studies have significantly enhanced our
understanding of TBI, the injury severity used raises concerns about the sensitivity of the
associated method to this particular problem. In many cases, injuries were generated by
controlled cortical impact (CCI) with indentation depths ranging from 1 mm to 2.5 mm
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(Mac Donald, et al., 2007; Foley, et al., 2009; Onyszchuk, et al., 2009; Bitner, et al.,
2010). Because such severe injuries have no common measure with the one requiring
treatment in humans, there is a need for working with more sensitive markers allowing us
to detect changes over a smaller range of injuries.
We hypothesize that the compressive and shearing forces sustained by the brain
during a TBI can alter brain tissue micro-mechanical properties to a point where contrast
appears in MRE images. Thus, material properties could be representative of brain tissue
wellness and used as a biomarker of TBI. This hypothesis was first tested on excised rat
brains, before in vivo investigation in mice.

3.2

Imaging and elastography equipment
All MR experiments were conducted at 9.4 T (400 MHz for protons) using an 89

mm vertical bore magnet (Agilent Technologies, Santa Clara, CA), shown in Figure 40.
MRE measurements were acquired using a 4 cm Millipede RF imaging probe with triple
axis gradients (maximum strength 100 G/cm). Millipede coils are an extension to
conventional Birdcage designs that were specifically created for effective use inside
vertical 89 mm bore magnets. The high level of RF homogeneity they display allows the
placing of samples closer to the coil edges, enabling imaging of large samples within
tight spaces.
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Several custom phase contrast based MRE pulse sequences were integrated with
the imaging software, VnmrJ 2.3A, to enable the user to select MRE parameters such as
gradient amplitude, actuator frequency, delay between the mechanical actuator and the
bipolar gradient, MSG direction, and number of bipolar pairs. MR sequences based on
spin-echo or gradient-echo were developed and selected based on the needed signal to
noise ratio and homogeneity of the magnetic field. Gradient-echo typically lead to a
higher signal to noise ratio while spin-echo based sequence are more desirable in
applications where there is a need for a more homogenous magnetic field.
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Figure 40. MRI magnet used for all imaging purposes.

The MRE system was designed so that the modified pulse sequence controlled the
oscillator, which was synchronized with the MSG. The spin-echo based phase contrast
pulse sequence used for MRE experiments is shown on Figure 41.
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Figure 41. Spin-echo based phase contrast pulse sequence used for MRE
experiments.

In all the applications presented in the chapter, the oscillator was a
piezoelectric bending element transducer (model T234-H4CL-303X, Piezo system,
Woburn, MA). It was driven by a signal generator (Tektronix, Beaverton, OR) and
followed by an amplifier (Piezo system, Woburn, MA) delivering a 200 V signal.
Once the sample was in place, the vibrations of the mechanical system were
characterized using a Laser-Doppler Vibrometer (Polytec, Dexter, MI). The Vibrometer,
shown in Figure 42, was able to measure the oscillations of the bite bar by pointing a
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Laser beam on its surface and analyzing the reflected signal. The goal of this procedure
was to identify the resonance frequencies of the system, so that experiments could be
conducted at these specific frequencies, hence optimizing the amplitude of the generated
waves. The transducer behavior was first characterized by sending a white noise (signal
composed by all frequencies in the 10 Hz-2 kHz range) from the signal generator to the
actuator and recording the measured displacement (Figure 43). The spectrum of this
measured displacement was computed and showed the resonance frequencies of the
system, which are the frequencies for which the output displacement is magnified. The
signal generator was then used to deliver signals at these specific frequencies, and the
output displacement was measured.

Figure 42. Laser-Doppler Vibrometer used to characterize the vibrations of the
mechanical system prior to any MRE experiment. www.polytec.com
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Figure 43. Actuator characterization procedure. To determine the frequency
response of the actuator, a white noise is first sent into the system (1a) and the
resulting motion is detected using a Laser Doppler Vibrometer (1b). Once the
resonance frequency is detected, a continuous sinusoid signal at resonance (2a) is
sent to for determining the displacement (2b) being transferred to the material or
tissue of interest.

The choice of the frequency used in the experiments was based on the
displacement it provided, given that it was in a range suitable for each particular
application. As shown in Figure 43, the displacement of the piezoelectric bending
transducer was typically in the order of 100 μm for a successful wave registration.
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3.3

Studies
3.3.1

Ex vivo study on rat brains

In this study, we utilized the CCI model combined with μMRE to measure the
mechanical properties of excised rat brains following an injury. Local values of the
viscoelastic properties and MR relaxation times (

and

) are calculated in different

regions of interest (ROIs) of the brain (somatosensory cortex, hippocampus and
thalamus) at different time points following the injury (immediate, 24hr, 7 and 28 days).

3.3.1.1 Materials and methods

This study utilized 17 adult male Sprague Dawley rats (Charles River
Laboratories, Wilmington, MA), which were all exposed to a CCI as previously
described (Kelso, et al., 2011). Following anesthesia induction with 5% inhaled
isoflurane, the animals had their heads shaven and were positioned in a Kopf stereotaxic
frame (David Kopf Instruments, Tujunga, CA). Anesthesia was maintained with 2%
inhaled isoflurane delivered through a rat nosecone. A midline incision was performed
and a 6 mm craniotomy was taken lateral to the midline and midway between bregma and
lambda to expose the underlying somatosensory cortex, taking care not to disturb the
dura. The frame was then positioned beneath a Precision Systems and Instrumentation
TBI-0310 (Fairfax Station, VA) that administered a 2 mm cortical compression (5 mm
impactor diameter, 3.5 m/s velocity, 500 msec dwell time). Following injury, Surgicel
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(Johnson & Johnson, Dallas, TX) was placed over the injury site, the skull cap was
replaced and sealed with dental acrylic. The skin incision was closed with wound clips
and the incision was infused with 0.5% bupivicaine with 1:200000 epinephrine for
topical analgesia. With the exception of animals sacrificed immediately following
surgery, the animals were returned to their home cages and allowed to recover before
being sacrificed at 24 hours, 7 days, or 28 days. Animals were sacrificed by rapid
decapitation. Brain tissue was extracted and flash frozen in isopentane chilled on dry ice
and stored at -80°C until experimentation.
Upon testing, brains were thawed at room temperature placed in a 25 mm test
tube surrounded by 1% wt agarose gel to maintain them in place and prevent them from
getting dehydrated, as shown in Figure 44. Optimum coupling between the actuator and
the tissue was obtained by attaching a copper needle to the tip of the transducer, and
placing it in between the two hemispheres of the brain.
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Figure 44. MRE setup for imaging rat brains ex vivo.

Once the transducer was in place, the vibrations of the mechanical system were
characterized using a Laser-Doppler Vibrometer as previously described. With the
described set-up, the vibrations amplitude reached about 200 microns at 400 Hz.
For imaging purposes, a coronal slice was chosen a few millimeters away from
the needle to include the injury site (or disease location) and the different ROIs of both
hemispheres (somatosensory cortex, hippocampus, and thalamus). An example of
imaging slice is presented in Figure 45 in the case of a brain trauma.
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Figure 45. Description of a typical imaging slice and identification of different brain
regions.

Spin-lattice relaxation time ( ) and spin-spin relaxation time ( ) were measured
for each ROI.

was estimated using a saturation recovery spin echo imaging sequence

in 8 steps with a TR distributed exponentially from 50 to 4000 ms (TE = 8 ms, NEX = 1,
and matrix = 128 x 128).

was measured by applying a spin echo imaging sequence to

acquire 32 echoes (TR = 4 s, TE = 8 ms, NEX = 1, matrix = 128 x 128). T1 and T2 values
were extracted from the experimental data using a least-squares single exponential fitting,
and a low-pass filter (Gauss blur) was applied to improve the readability of the maps.
MRE experiments were conducted using a spin-echo based phase contrast
sequence, preferred to a gradient-echo one because of the importance of magnetic field
homogeneity in high field imaging. The following parameters were typically used: TR =
1 s, TE ≈ 25 ms, FOV = 25 mm x 25 mm x 1 mm, matrix dimension = 128 x 128,
mechanical frequency = 370-435 Hz, gradient amplitude = 30-50 G/cm, NEX = 1-2,
MSG direction = slice, and number of bipolar = 2-4.
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Values reported in this section are means ± standard deviations calculated over
each ROI and over each brain in the same category. The standard deviation of the
combined population

is given by

(1)

where

is the number of point in each ROI,

standard deviation within each ROI, and

is the mean of each ROI,

is the

is the mean of the combined population.

3.3.1.2 Results

Estimations of stiffness
relaxation times (

and

, storage modulus

, loss modulus

, and MR

) in previously described ROIs and for different time points

(sham, immediate, 24 hours, 7 days, and 28 days) are presented in Table III.
Representative images from each time point are also shown in Figure 46, where the
magnitude image,

and

relaxation maps, displacement fields, and stiffness maps are

presented.
It can be noticed that values of stiffness measured in the cortex of the injured
hemisphere were 23% to 32% lower than the one observed in the healthy one (Figure 47).
This was true at every time point following the injury, while the difference in stiffness
between cortexes of both hemispheres did not exceed 3.2% in the case of sham brains.

101

Stiffness values in the somatosensory cortex ranged from 4.3 kPa to 5.1 kPa in healthy
hemispheres and from 3.5 kPa to 4.1 kPa in injured ones, where the combined standard
deviation represented 12% to 20% of these values. This phenomenon, noticeable on the
stiffness maps of Figure 46 where contrast appeared between healthy and injured
hemisphere, could also be observed on the storage and loss moduli values.
Other regions (hippocampus and thalamus) revealed the same tendency, but with
a reduced statistical significance which could be explained by the larger distance to the
impact. In term of evolution of mechanical properties with healing time, no significant
trend could be observed.
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Table III. Mean and standard deviation of mechanical and MR parameters
estimated at 400 ±35 Hz for each ROI and at different time points following the
injury.
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Figure 46. Magnitude image, MR parameters, wave propagation, and stiffness
estimation at each time point following the injury, at 400 ±35 Hz.

104

Concerning MR relaxation times, the difference of values between the two
hemispheres remained lower than 5.9% for injured brains and 4.9% for sham brains.
Contrast occurred between different regions of the brain on both

and

maps, but the

presence of the injury did not significantly affect MR relaxation times. In healthy
hemispheres,

averaged at 840 ms in the somatosensory cortex, 820 ms in the

hippocampus, and 760 ms in the thalamus, while it was found to be respectively 850 ms,
820 ms, and 750 ms in injured hemispheres.

averages were 45 ms in the cortex, 44 ms

in the hippocampus, and 41 ms in the thalamus on the healthy side, and respectively 45
ms, 45 ms, and 41 ms on the injured side. Thus, the presence of TBI seemed to affect
mechanical properties of brain tissue while MR relaxation times did not show significant
influence.
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Figure 47. Values of stiffness measured in the somatosensory cortex at 400 ±35 Hz,
and at different time points following the injury.

Therefore, MRE measurements on healthy and injured brains confirmed an
alteration of mechanical properties after TBI, especially in the somatosensory cortex, the
region directly exposed to the impact. Mechanical properties were found to be more
sensitive to TBI than MR relaxation times, providing contrast in stiffness maps when
and

maps remained unchanged. Small variations between samples allowed the author

to keep the sample size low (17 animals distributed over 5 points), although a larger
population would have improved the statistical power of this study.
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Also, while the changes in the mechanical properties of the ex vivo tissue between
the injured and uninjured hemisphere across our time course was promising, artifacts may
have been introduced as a result of our preparation methods. Edema is a well-known
consequence of human head trauma and is reproduced in many experimental models of
TBI including the CCI (Unterberg, et al., 2004). As a result of excess water in the tissue,
the flash freezing, storage, and thawing of the tissue for MRE may have affected the
injured brains differently than the sham brains. However, a study investigating the effects
of quick freezing of laryngeal tissue compared to slow freezing by placing the tissue in a
-20°C freezer showed that quick freezing and thawing did not affect the viscoelastic
properties of the tissue (Chan & Titze, 2003).
With the ultimate goal of developing MRE for improving current diagnostic
capabilities used in clinical TBI, this proof-of-principle study provided us with valuable
information that we have used in an in vivo study presented in the next section.

3.3.2

In vivo study on mouse brains

The results obtained on excised rat brains were promising and motivated further
investigation to determine mechanical properties in vivo. In this study, MRE was applied
on CCI injury models of different impact depths (0.5 mm and 0.75 mm) to measure
mechanical properties of mouse brain in vivo, thus assessing the sensitivity of MRE to
different injury severities over time (Figure 48).
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3.3.2.1 Materials and methods

Among the 13 C57BL/6 adult male mice (The Jackson Laboratory, Bar Harbor,
ME) used in this study, 5 were subjected to a 0.5 mm CCI, 5 to a 0.75 mm CCI, 1
experienced a craniotomy without injury (sham), and 2 were left intact (control). All mice
were 3 months of age at the start of the study. The mice were chosen at random to be
exposed to a CCI or sham injury as previously described by Kelso, et al. (2006, 2009).
Following anesthesia induction with 5% inhaled isoflurane, the animals had their heads
shaved and were positioned in a Kopf stereotaxic frame (David Kopf Instruments,
Tujunga, CA). Anesthesia was maintained with 2% inhaled isoflurane delivered through
a nosecone. A midline incision was performed and a 4 mm craniotomy was taken lateral
to the midline and midway between bregma and lambda to expose the underlying
somatosensory cortex, taking care not to disturb the dura. The frame was then positioned
beneath a Precision Systems and Instrumentation TBI-0310 (Fairfax Station, VA) that
administered a 0.5 mm or a 0.75 mm cortical compression (3 mm impactor diameter, 3.5
m/s velocity, 500 msec dwell time). Following injury, Surgicel (Johnson & Johnson,
Dallas, TX) was placed over the injury site, the skull cap was replaced and sealed with
dental acrylic. The skin incision was closed with stitches and the incision was infused
with 0.5% bupivicaine with 1:200000 epinephrine for topical analgesia. Animals
receiving a sham injury underwent an identical surgical procedure with the exception of
the impact. Following closure, the animals were kept under anesthesia and immediately
imaged before being returned to their home cages and allowed to recover.
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Figure 48. Timetable of the MRE experiments used for each mouse in the study. a)
Animals were divided into different groups: 0.75 mm CCI injury, 0.5 mm CCI,
craniotomy without injury (sham), and naive. b) Typical MRE experiment
performed at 900 Hz on a healthy mouse brain.

In vivo MRE of a mouse brain requires the propagation of mechanical shear
waves throughout the entire brain, which is complicated by the presence of the skull. To
achieve this goal, an animal holder featuring a vibrating bite bar has been designed
(Figure 49). Once a mouse had been placed under anesthesia with 2% inhaled isoflurane
(Molecular Imaging Products Company, Bend, OR) in a closed chamber, its top front
teeth were placed into a hole at the extremity of the bite bar, which was then pulled back
to position the mouse head into a nose cone delivering the isoflurane/oxygen mixture.
The mouse body temperature and respiration rate were being monitored (Small Animal
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Instruments, inc., Stony Brook, NY) throughout every experiment, and an air heater
allowed adjustment of the temperature. The shape of the nose cone naturally ensured that
the mouse jaw remained closed, securing the coupling between the mouse jaw and the
bite bar. An L-shaped connector was utilized to tie the other extremity of the bite bar to a
piezoelectric bending element transducer (model T234-H4CL-303X, Piezo system,
Woburn, MA). The bite bar was made of copper as it needed to be stiff enough to

propagate the vibrations from the actuator to the mouse head, and it had to be nonmagnetic to avoid creating artifacts.

Figure 49. MRE setup for imaging mouse brains in vivo.
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Once the mouse was in place, the vibrations of the mechanical system were
characterized using a Laser-Doppler Vibrometer as previously described. With the
described set-up, the vibrations amplitude reached about 300 microns at 877.5 Hz. Post
MRE experiment, a micro-CT scan of a mouse head was performed to assess the
noxiousness of such vibrations (Figure 50). A C57BL/6 adult male mouse (The Jackson
Laboratory, Bar Harbor, ME) was subjected to the described motion for two hours, before
euthanasia. No damage was observed on the teeth, jaw, or any part of the skull, attesting
the harmless nature of the procedure.

Figure 50. Micro-CT scan of a mouse head following MRE, exhibiting no sign of
damage to the teeth as a result of the procedure.

For MR imaging purposes, a slice was chosen in the coronal plane, approximately
halfway through the brain, to include the injury site (ROI), as well as the region outside
the ROI that includes the rest of the somatosensory cortex, hippocampus, and thalamus of
both hemispheres (Figure 49).
MR experiments were conducted using a gradient-echo based phase contrast
sequence, offering improved signal-to-noise ratio compared to a spin-echo based
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sequence. The following parameters were typically used: TR = 1 s, TE = 6 ms, FOV = 20
mm x 20 mm, slice thickness = 1 mm, matrix dimension = 128 x 128, mechanical
frequency = 877.5 Hz, gradient amplitude = 100 G/cm, NEX = 2, MSG direction = slice,
and number of bipolar pairs = 3.
The selection of ROIs was based on the location of the impact as seen on MR
images, as well as on the stiffness maps. Each injury severity was analyzed using a twoway analysis of variance (ANOVA) to determine the change between stiffness, storage,
and loss moduli between the ROI and the region outside the ROI over the 28-day study.
A Bonferroni procedure was used for posthoc comparisons. The data was analyzed using
GraphPad Prism 5 (La Jolla, CA). Significance was defined as α = 0.05. All data are
presented as mean ± standard deviation.

3.3.2.2 Results

Estimations of stiffness, storage modulus, and loss modulus for each injury
severity at different time points (before injury, immediate, 24 hours, 7 days, and 28 days)
are presented in Table IV. The ROIs for which values are reported are the region of
impact and the region away from impact, whether the mice were injured or not. Values of
stiffness for the control and sham mice are consistently around 9 kPa in every ROI at
every time point. More specifically, values of stiffness, storage modulus, and loss
modulus averaged at 9.2 ±1.1 kPa, 5.7 ±0.9 kPa, and 4.5 ±0.6 kPa for the control mice
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over every time point, and at 9.1 ±1.0 kPa, 5.6 ±0.7 kPa, and 4.5 ±0.6 kPa, respectively,
for the sham mouse.
Representative images are shown on Figure 51 for a mouse subjected to a CCI
injury with a 0.75 mm indentation depth. The magnitude image, the filtered shear wave,
and the estimated stiffness are displayed for each time point, and the injury site is
highlighted on the magnitude images. It can be noticed that the impacted region
experiences a drop in stiffness immediately following TBI compared to statistically
insignificant changes in the rest of the brain. This reduction pattern can also be noticed on
the shear wave images, where the wavelength appears to be shortened in the injured
regions.
Immediately following injury, stiffness in the ROI decreased approximately 24%
in the 0.5 mm group and 29% in the 0.75 mm group compared to the area outside the ROI
(Figure 52). By Day 7, the stiffness in the ROI of the 0.5 mm group had recovered to near
control levels whereas the ROI of animals injured with a 0.75 mm hit was still
approximately 18% lower than the rest of the brain. Statistical analysis found a
significant interaction between region and time for both the 0.5 mm [F(4,32)=4.84,
p<0.01] and 0.75 mm [F(4,32)=5.13, p<0.01] groups. Bonferroni posthoc analysis
confirmed that stiffness in the ROI was significantly decreased compared to the rest of
the brain immediately following injury for both groups and recovered by 7 days for the
0.5 mm group and 28 days for the 0.75 mm group. A similar finding was observed for the
loss moduli for both groups with decreases of approximately 23% and 28% immediately
following injury for the 0.5 mm and 0.75 mm groups, respectively (Figure 54). As with
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the stiffness measurements, the loss moduli recovered by Day 7 for the 0.5 mm group
while the 0.75 mm group was still decreased by 15%. The storage moduli measurement
appeared to be a less sensitive measure than either the stiffness or loss moduli.
Immediately following injury, there was a 28% decrease in the ROI of animals injured
with a 0.5 mm injury vs. a 30% decrease in the 0.75 mm group (Figure 53). Although the
ROI of the 0.75 mm group was still decreased approximately 13% at 28 days, it was not
significant. Statistical analyses revealed a significant interaction between the two terms
[F(4,32)=3.32, p<0.05] for the 0.75 mm group. However, the interaction was not
significant for the 0.5 mm group though the main group effects of region [F(1,8)=29.77,
p<0.001] and time [F(4,32)=2.77, p<0.05] did achieve significance.
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Figure 51. Magnitude images, filtered shear wave, and stiffness estimations of a
mouse brain at different time points: before injury, immediately, 24 hours, 7 days,
and 28 days following CCI injury with a 0.75 mm indentation depth.
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Table IV. Mean values of mechanical parameters estimated at 877.5 Hz for each
injury severity in different regions of the brain and at different time points
following the injury.
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Figure 52. Brain stiffness measured with MRE at 877.5 Hz, at different time points
for each injury severity. ****, p<0.0001; ***, p<0.001; **, p<0.01. All values are
reported as the mean ± standard deviation of the groups.

Figure 53. Brain storage modulus measured with MRE at 877.5 Hz, at different time
points for each injury severity. All values are reported as the mean ± standard
deviation of the groups.
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Figure 54. Brain loss modulus measured with MRE at 877.5 Hz, at different time
points for each injury severity. All values are reported as the mean ± standard
deviation of the groups.

Thus, brain mechanical properties, measured in vivo with µMRE, were found to
be affected by the induction of TBI. More specifically, shear stiffness experienced a
major drop in the impacted region immediately following the injury, due to the combined
decrease of both storage and loss moduli. Besides, the extent and significance of this drop
increased with the injury severity. The most statistically significant results were measured
in the somatosensory cortex and part of the hippocampus within 24 hours following TBI,
although some difference could still be observed after one week in the case of an injury
with a 0.75 mm indentation depth. In addition, no difference could be observed between
the sham and the control group, indicating that craniotomy alone does not affect brain
mechanical properties.
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Therefore, this study confirmed the potential of MRE for improving diagnosis of
TBI by non-invasively assessing brain viscoelastic properties. Periodic monitoring of
mice allowed us to obtain statistically significant results with a relatively low number of
animals.

3.3.3

In vivo mild TBI study

A study was performed to assess the sensitivity of MRE to mild TBI. It utilized 5
C57BL/6 adult male mice (The Jackson Laboratory, Bar Harbor, ME) and the Precision
Systems and Instrumentation TBI-0310 (Fairfax Station, VA) previously shown (Figure
39). The mice were chosen at random to be exposed to a mild (n = 4) or sham (n = 1)
injury. Anesthesia was maintained with 2% inhaled isoflurane delivered through a
nosecone. Animals were placed on a foam pad beneath the pneumatic piston, and the
machine was calibrated to define the position of the skull. A rubber tip was attached to
the extremity of the piston to avoid generation of fractures, and the following impact
parameters were selected: 3 mm impactor diameter, 3.5 m/s velocity, 500 msec dwell
time, 2 mm impact depth. Upon impact, the mice underwent an apneic period of 2 to 4
seconds. They were then immediately returned to their home cages and allowed to
recover.
MR experiments were conducted at 2 time points, before and 24 hours following
injury, using a gradient-echo based phase contrast sequence. The following parameters
were typically used: TR = 1 s, TE = 5 ms, FOV = 18 mm x 18 mm, slice thickness = 1
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mm, matrix dimension = 128 x 128, mechanical frequency = 900 Hz, gradient amplitude
= 90 G/cm, NEX = 4, MSG direction = slice, and number of bipolar pairs = 2.
Values of stiffness, storage and loss moduli estimated before and after trauma in
all 5 mice participating in the study are presented in Table V.
Table V. Mechanical parameters estimated at 900 Hz, before and 24 hours following
trauma. Reported values are means ±standard deviation estimated over the whole
brains.
Control

Before
injury

After
injury

mild TBI #1

mild TBI #2

mild TBI #3

mild TBI #4

Stiffness (kPa)

9.7

± 1.0 8.7

± 0.7 9.2

± 0.8 9.5

± 0.9 10.0

± 0.8

Storage modulus
(kPa)

6.4

± 1.0 4.9

± 0.8 5.9

± 0.9 6.4

± 1.0

6.5

± 1.0

Loss modulus (kPa) 4.7

± 0.7 4.6

± 0.4 4.6

± 0.5 4.6

± 0.5

5.0

± 0.7

Stiffness (kPa)

9.6

± 0.8 9.9

± 1.0 8.9

± 0.9 9.3

± 1.0

9.2

± 0.8

Storage modulus
(kPa)

6.1

± 0.9 6.5

± 1.2 5.4

± 0.9 5.8

± 1.0

5.7

± 1.0

Loss modulus (kPa) 4.8

± 0.7 4.8

± 0.6 4.5

± 0.6 4.6

± 0.5

4.6

± 0.5

Values of stiffness are further displayed in Figure 55, where estimated parameters
appeared to remain unaffected by the injury. Stiffness values measured with MRE at 900
Hz were consistently ranging between 8.7 kPa and 10 kPa, at both time points and in all
mice whether they were injured or not.
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Figure 55. Brain stiffness measured with MRE at 900 Hz for every mouse in the
study, before and 24 hours after trauma.

Thus, MRE failed at identifying changes in brain mechanical properties following
such mild TBI.

3.4

Limitations and future directions
The values of material parameters measured in the mouse brain were in the same

order of magnitude as the one reported in the literature for mice at similar frequencies
(Atay, et al., 2008; Clayton, et al., 2011; Murphy, et al., 2012). However, this study
yielded smaller variations of each parameter within a single brain (Table VI). For
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example, Atay, et al. (2008) and Murphy, et al. (2012) reported values of stiffness
varying respectively from 5 to 25 kPa and 5 to 50 kPa in a healthy brain, while values
estimated in this study ranged from 6 to 12 kPa. In addition, large regions of the brain
were judged unreliable by Murphy, et al. (2012) because of issues of destructive wave
interferences and low signal-to-noise ratios, so that the authors decided to disregard the
values of the estimates in the corresponding regions (Table VI). While it is well
established that brain tissue is highly heterogeneous, such variations seem unrealistic
considering the mechanical properties obtained from other modalities. Indentation and
atomic force microscopy, for instance, exhibited regional variations lower than 100% in
rat and porcine brains (Elkin, et al., 2007; Christ, et al., 2010; Elkin, et al., 2010; van
Dommelen, et al., 2010; Prevost, et al., 2011). Besides, even though some regional
variations are expected, brain material properties are supposed to be symmetric as respect
to the mid-sagittal plane, which was not always verified in the studies reported in Table
VI.
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Table VI. Experimental parameters and main outcomes of previous MRE studies
performed on healthy mouse brains in vivo. μ is the shear stiffness, G' the storage
modulus, and G'' the loss modulus. Figures reproduced with permissions of the
publishers.

While disparities in material properties from one study to another could be
explained by differences in experimental protocols, such as the mouse strain and age or
the operating frequency, regional variations would more likely find their origins in a
poorly resolved wave pattern or in disparities in the inversion methods utilized. As
pointed out by Murphy, et al. (2012), some regions might experience destructive wave
interferences and low signal-to-noise ratios, resulting in significant errors in the recovery.
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In highly viscoelastic materials, large wave attenuation coefficients might also be
responsible for such poorly resolved wave distributions. Thus, it was critical to ensure
shear wave propagation with measurable amplitude throughout the entire tissue of
interest. In the studies presented in the previous chapter, the operating frequency was
carefully chosen to maximize the amplitude of the imparted motion: MRE experiments
were performed at a resonance frequency of the mechanical system that allowed wave
propagation in the entire brain. Significant motion was also delivered at higher
frequencies, but the increased attenuation resulted in a lower resolution of the measured
wave pattern, and the corresponding frequencies were therefore discarded. Additionally,
the code developed in Chapter 2 and utilized to process all experiments in this Chapter
featured a multi-directional spatio-temporal filter designed to separate waves propagating
in different directions, thus avoiding destructive interferences. The material properties
were also estimated from height different angles of propagation (every 45°) and averaged
pixel-by-pixel with a weight depending on the relative intensity of each filtered data set at
this location. Consequently, properties estimated from low-amplitude waves, poorly
determined, carried a lower weight than the ones estimated with better accuracy, hence
minimizing errors in the recovery. The importance of this multi-directional filter when
processing complex wave patterns in highly anisotropic and heterogeneous materials was
further highlighted by comparing waves obtained after directional filtering in 8 different
directions on an excised rat brain and on a gel phantom (Figure 56). All components had
similar amplitudes in the case of the brain, but the top-down component was about 6
times stronger than the other ones in the gel phantom. This phenomenon could be
explained by the experimental set-up utilized: the mechanical actuator was placed on top
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of the gel phantom, giving the wave only one propagation path. The setup used with rat
brains, as described in the ex vivo setup section, utilizes a needle going all the way
through the brain, delivering energy in every direction. Thus, when no preferential
direction is observed, combining estimates from all directions is crucial to properly assess
mechanical properties.

Figure 56. Displacement fields obtained after directional filtering in 8 different
directions. (a) Wave propagation in excised rat brain at 370 Hz: components
propagating in every direction have similar amplitudes. (b) Wave propagation in gel
phantom made of two layers at 800 Hz, with mechanical excitations on the top.

On the other hand, several simplifying assumptions were made, shortening the
problem to a planar shear wave propagation in a uniform and infinite medium. When
waves propagate at 900 Hz in a mouse brain, the wavelengths have the same order of
magnitude as the tissue they are traveling into. However, in these conditions making an
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assumption of infinite medium may create errors. One solution is to develop inversion
algorithms based on geometry-specific equations of motion, capable of estimating
mechanical properties from wave propagating in bounded media (Kolipaka, et al., 2009).
This method was shown to yield to more faithful estimates than phase gradient, local
frequency estimation, and direct inversion in specific cases where samples had a simple
geometry so that they could fit mathematical models of beams, plates, or spherical shells.
Approaches based on FEM have the advantage of providing a volumetric model where
the assumptions of infinite medium or simple geometry are not required.
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Figure 57. Magnitude image and shear waves measured at 400 Hz, 1 kHz, and 2.5
kHz in a 1% wt agarose gel.

127

Besides developing more accurate algorithms, the issue raised by the assumption
of infinite medium can be approached by increasing the operating frequency, thereby
reducing the wavelength. If the wavelength becomes shorter than the size of a mouse
brain, the error generated by this assumption will be reduced. An experiment has been
conducted on a 1% wt agarose gel phantom, with the in vivo setup previously described,
to investigate the potential range of frequencies achievable with our instrumentation.
More powerful stack actuators (model P-016.40, PI, Karlsruhe, Germany) driven by high
voltage amplifiers (model P0774A, TREK, Medina, NY) were implemented to the
original design to generate shear waves at 400 Hz, 1 kHz, and up to 2.5 kHz, as reported
in Figure 57. The MR sequence used was a gradient echo based elastography sequence
with the following imaging parameters: TR = 1 s, TE = 8 ms at 400 Hz, 5.6 ms at 1 kHz,
and 7 ms at 2.5 kHz , FOV = 30 mm x 30 mm, slice thickness = 1 mm, matrix dimension
= 128 x 128 pixels, NEX = 2, gradient amplitude = 100 G/cm, and number of bipolar
pairs = 2 at 400 Hz, 3 at 1 kHz, and 12 at 2.5 kHz.
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Figure 58. Influence of the frequency on the wave propagation. Displacement field
obtained from MRE on excised rat brains at different mechanical frequencies, with
corresponding wavelength measurements, approximate distance travelled in brain
tissue before being totally damped, and loss modulus estimation.

At such high frequencies, wavelengths become much shorter than the size of the
sample, thus approaching the conditions of propagation in an infinite medium and
improving the accuracy of the estimated mechanical properties. However, issues of
inefficient mechanical coupling and large wave attenuation prevented the implementation
of such system in mice. Brain tissue is indeed known to possess a much higher damping
coefficient than agarose gel, which further increases with frequency. An experiment was
conducted to reveal and quantify this phenomenon. It is presented in Figure 58, where
wavelengths and loss moduli were measured in excised rat brains with the ex vivo setup
previously described. At low frequency (first image at 180 Hz), the wavelength was
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much larger than the size of the sample, so only part of it could be visualized; this yielded
poor quality in the recovery. At high frequency (last image at 1370 Hz), the wavelength
was much shorter but waves did not propagate more than 1 mm away from the tip of the
actuator due to a large attenuation, making any stiffness estimation impossible in the rest
of the brain. Even at 635 Hz, it can be noticed that waves did not propagate all the way
through the brain. Multiple wavelengths with significant amplitude were only measured
for frequencies between 300 Hz and 600 Hz due to the highly viscous behavior of brain
tissue, further quantified by the values of loss modulus reported in Figure 58. This
parameter went from 0.58 kPa at 180 Hz to 2.9 kPa at 635 Hz in the brain, when it ranged
between 0.28 kPa and 1.6 kPa in a 0.5% wt agarose gel of similar stiffness. Thus, the
choice of the operating frequency is a tradeoff between wavelength and damping.
Solutions delivering motion with increased amplitude are currently under investigation.
As discussed above, MRE involves several critical steps (e.g., sample preparation,
wave propagation and registration, inverse problem algorithm, etc.), each of which
affecting the faithfulness of the recovery. Coupling the mechanical transducer effectively
to the sample is also one of them. Because vibrations of a piezoelectric actuator strongly
depend on the mechanical loading, characterizing the vibrations of the mechanical system
prior to any MRE experiment is crucial to ensure shear waves propagation in the desired
ROI. For instance, the piezoelectric bending element used in this study had a resonance
frequency of 600 Hz and a free deflection of 165 µm when driven at 170 V, according to
the manufacturer. But the deflection changed drastically when loading was applied, as
presented in Table VII where measurements were performed using a Laser-Doppler
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Vibrometer, as previously described. Although the two setups reported in this table only
differed by the presence of loading due to the brain and surrounding gel, the resulting
vibrations are significantly affected: the deflection drops from 167 µm to 70 µm at 600
Hz when it increases from 93 µm to 150 µm at 470 Hz. Thus, identifying the resonance
frequencies of the system in the conditions of the experiment is essential to allow
generation of shear waves with sufficient amplitude.
Table VII. Characterization of the vibrations of a piezoelectric transducer driven at
170 V. In setup #1, the actuator has one end fixed and the other free. Setup #2 is the
one used in the ex vivo TBI study: one end fixed and the other one poking through a
rat brain.

Deflection (µm) at 600 Hz
Deflection (µm) at 470 Hz

Manufacturer's
data
165
N/A

Setup #1

Setup #2

167 ±1
93 ±1

70 ±1
150 ±1

Additionally, our ex vivo and in vivo TBI data followed a similar pattern to other
ex vivo studies of brain elasticity following neurological insult, suggesting that our results
represented differences due to the pathophysiology of the disease. Studies utilizing
experimental ischemia and cryolesioning models both found a decrease in tissue stiffness
that corresponded with an increase in edema (Kuroiwa, et al., 1997, 2006). However, the
presence of edema may be one explanation for a change in the elastic properties of the
brain immediately following injury, but we observed a decrease in elasticity out to 7 or
28 days, past the time frame that edema begins to resolve following CCI (Kochanek, et
al., 1995; Başkaya, et al., 1997, 2000). Others have previously reported the differences in
viscoelastic properties of different cell types and cellular compartments (Lu, et al., 2006)

131

that may be influenced by TBI. Future histological studies will focus on describing the
trauma-induced changes in the post-traumatic in vivo brain, elucidating the mechanisms
for those changes, as well as correlating viscoelastic properties with morphological
features and biological events.

132

Chapter 4

Additional applications
MRE was utilized in various applications in addition to the investigation of TBI
reported in the previous chapter. Chronologically, the technique was first tested on gel
phantoms offering strong MR signal and known properties, before exploration of more
challenging specimens or tissue. This chapter presents experiments performed on
polymeric samples (i.e., gels and PDMS) and on mice in vivo to assess the potential of
MRE as a diagnosis tool for various brain disorders, including aging, medulloblastoma
tumors, and multiple sclerosis.

4.1

Estimation of mechanical parameters in various polymers

MRE was first applied to estimate local values of mechanical properties in
polymeric samples as they offer significant advantages, including their homogeneousness
and isotropicity.
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4.1.1

Experimental setup

For such experiments on polymers, the sample was placed in a test tube with a
typical external diameter of 35 mm (Figure 59). The piezoelectric transducer was then
positioned on top of the specimen, and its upper end was fixed to the test tube.

Figure 59. Experimental setup utilized for imaging polymeric samples.

A copper tip, fixed to the lower end of the actuator, ensured contact with the
sample and transmission of the cyclic motion. This tip was necessary when dealing with
wet samples that could have created short cuts when placed directly in contact with the
piezoelectric transducer. The tip was chosen to be made out of copper as it had to be stiff
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enough to ensure mechanical coupling between the actuator and the specimen, and it had
to be non-magnetic in order to avoid creating artifacts on MR images.
As described in the previous section, a Laser-Doppler Vibrometer was utilized
prior to any experiment in order to select the frequency that optimized the amplitude and
propagation of the generated shear waves.
The algorithm performing a direct algebraic inversion of the equation of motion,
presented in the last chapter, was utilized to process every MRE experiment reported in
this section.

4.1.2

Agarose gel phantoms

Agarose gel phantoms possess a high water content that ensures production of a
strong MR signal. Moreover, the concentration of agarose can easily be modified to
create samples with various mechanical properties, the values of these properties being
well documented. Heterogeneous samples can be designed from gels with different
concentrations in agarose, with various geometries. Therefore, because of all these
advantages, agarose gel phantoms are perfect candidates for testing an MRE pulse
sequence or evaluating the performances of an inversion algorithm.
Experiments presented in this section were typically performed with a spin-echo
based pulse sequence with the following imaging parameters: TR = 1s, TE = 23 ms, FOV
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= 40 mm x 25 mm x 1 mm, matrix dimension = 128 x 128 pixels, NEX = 4, gradient
amplitude = 40 G/cm, and number of bipolar pairs = 2.
A first experiment was conducted at 400 Hz on an agarose gel phantom made of
two layers of different concentrations: 1% and 0.5%. The magnitude image, one out the 8
different shear wave images, and the stiffness map are displayed in Figure 60.

Figure 60. Magnitude image, wave, and stiffness maps in a two-layer gel phantom,
at 400Hz.

Waves could propagate throughout the entire specimen with an amplitude
allowing MRE measurements with high signal-to-noise ratio values. In these conditions,
reconstruction of the mechanical properties was faithful: the values of stiffness estimated
in this experiment could be correlated with values found in the literature (Hall, et al.,
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1997; Othman, et al., 2005; Okamoto, et al., 2011), and the geometry of the gel phantom,
with its curved boundary caused by capillarity effect, was correctly replicated.
Another experiment featured a gel with cylindrical inclusions that mimic stiff
fibers embedded in a soft matrix, and allowed study of the influence of fibers along the
main direction of propagation of the wave. The stiff inclusions were made of 1.5% wt
agarose gel, while the surrounding gel had a concentration of 0.75% in agarose. The
magnitude image, one out of the 8 shear wave images, and the stiffness map are
displayed in Figure 61.

Figure 61. Magnitude image, wave, and stiffness maps in gel phantom with fiberslike inclusions, at 400Hz.
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The algorithm was successful at calculating the mechanical properties of both gels
in this experiment, with a resolution of about 4 mm, which corresponds to the gap
between each fiber.
Additional experiments were conducted to study the influence of a non-zero angle
of incidence. Figure 62 and Figure 63 present the magnitude image, shear wave, and
stiffness reconstruction for a two-layer gel phantoms with a 15° incidence angle. The
setup remained unchanged, the main direction of propagation being from top to bottom.
The incidence angle was generated by inclining the interface with the desired angle. In
the experiment shown in Figure 62, the wave propagated from a soft gel to a stiffer one,
whereas it was the opposite in the experiment presented in Figure 63.

Figure 62. Magnitude image, wave, and stiffness maps in a two-layer gel phantom
with a boundary inclined by 15°, at 1030Hz.
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Figure 63. Magnitude image, wave, and stiffness maps in a two-layer gel phantom
with a boundary inclined by 15°, at 1160Hz.

Multiple reflections and refractions on the boundaries generated a complex
displacement field, although the algorithm was still able to distinguish the two materials
with accurate stiffness values.
The refraction coefficient

could be verified with the theory, given the properties

of the two gels and assuming equal density. It is defined as

(2)

where

is the incidence angle, and

and

are the elastic shear moduli of the two

materials. In the case of these two experiments, the elastic shear moduli of the first and
second gels were respectively 7 and 24 kPa. This yielded to a refraction coefficient of
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approximately 0.7 (for soft to stiff) and 1.3 (for stiff to soft). These values are consistent
with the attenuation observed at the interface between the two gels in Figure 62 and the
amplification happening in Figure 63.
In the experiment presented in Figure 62, attenuation at the boundary seemed to
be even higher than the one expected from the previous calculation. This might be due to
the fact that the incidence angle was close to the critical one. The critical incidence

,

defined as being the angle for which there is no transmitted wave, is given by (if both
densities are equal)

(3)

In the case of the experiment described in Figure 62, the critical incidence occurs at about
17°. This value is indeed very close to the incident angle observed (15°), which might
explain the large attenuation observed at the interface.
Finally, an FEM model was created to replicate the experiment performed on a
two-layer gel phantom with concentration of 1% and 0.5% in agarose and presented in
Figure 60. The goal of this procedure was to validate the results obtained with MRE by
comparing them with the FEM simulation. The model was given the same geometry as
the experiment, radial displacements were blocked at the boundary, and the cyclic motion
of the actuator tip was replicated given the measurements from the Laser-Doppler
Vibrometer (motion amplitude of 15 μm) and the operating frequency (400 Hz in this
experiment). Continuity of the displacements at the interface between the two layers was
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enforced and an elastic model was selected for both materials, which were given values
of density (1,000 kg/m3) and shear modulus (24 kPa for the 1% gel and 5 kPa for the
0.5% gel). 2D 3-node linear triangular elements were utilized to mesh the surface. The
displacement field obtained from this simulation could them be compared with the one
measured with MRE, this comparison being displayed in Figure 64.

Figure 64. Validation of the method with an FEM simulation of the experiment
performed on a two-layer gel phantom with agarose concentrations of 1% on top
and 0.5% at the bottom.
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The measured and simulated displacement fields were very similar, both in term
of amplitude and wavelength in the two layers, hence confirming that the faithfulness of
MRE measurements.

4.1.3

PDMS

MRE was also applied to differentiate polydimethylsiloxane (PDMS) samples
with base to curing agents ratios of 10:1 and 20:1. Experiments were conducted at 1 kHz
and 2 kHz for each sample type, and average mechanical properties were estimated.
In this application, the specimens did not produce a lot a signal because of the low
density of protons present in the polymers. Therefore, a gradient-echo based pulse
sequence was preferred for an improved signal-to-noise ratio, and selection of a thick
imaging slice and multiple averages were necessary. The typical imaging parameters used
were: TR = 2 s, TE ≈ 6 ms, slice thickness = 2-3 mm, NEX = 4-8, matrix = 128 x 128
pixels, gradient amplitude = 75 G/cm, number of bipolar pairs = 4-8.
Figure 65 and Figure 66 present the experiments performed on the PDMS sample
with 10:1 ratio, while Figure 67 and Figure 68 show the MRE results obtained with the
PDMS sample with a 20:1 ratio, at respectively 1 kHz and 2 kHz.
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Figure 65. Outcome of the MRE experiment performed at 1 kHz on the 10:1 PDMS
sample.

Figure 66. Outcome of the MRE experiment performed at 2 kHz on the 10:1 PDMS
sample.
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Figure 67. Outcome of the MRE experiment performed at 1 kHz on the 20:1 PDMS
sample.

Figure 68. Outcome of the MRE experiment performed at 2 kHz on the 20:1 PDMS
sample.
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The mean and standard deviation of various mechanical properties estimated over
each sample are presented in Table VIII.
Table VIII. Mean and standard deviation values of various mechanical properties
estimated in PDMS with 10:1 and 20:1 ratios at 1 and 2 kHz.
PDMS 10:1

PDMS 20:1

1 kHz

2 kHz

1 kHz

2 kHz

Stiffness (kPa)

904 ±74

957 ±103

383 ±38

551 ±53

Storage modulus (kPa)

653 ±49

587 ±61

251 ±31

301 ±41

Loss modulus (kPa)

363 ±31

437 ±57

163 ±22

267 ±37

Properties increased between 1 and 2 kHz for both samples, highlighting the
viscoelastic behavior of PDMS. Significant differences in mechanical properties between
both types of samples could be found with MRE, hence demonstrating the potential of
this technique for non-destructive assessment of material properties in relatively stiff
polymers with low proton density.
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4.2

Diagnosis of brain disorders
4.2.1

Aging

Experiments were conducted on 4 C57BL/6 adult male mice (The Jackson
Laboratory, Bar Harbor, ME) to assess the effect of aging on brain mechanical properties.
All mice were imaged repeatedly between their 3rd and 6th month (76 days to 192 days
to be precise), and in vivo MRE was performed as previously described, at a frequency of
600 ±80 Hz.
A gradient-echo based MR pulse sequence was typically selected with the
following imaging parameters: TR = 1 s, TE = 6 ms, FOV = 20 mm x 20 mm, slice
thickness = 1 mm, matrix dimension = 128 x 128, gradient amplitude = 75 G/cm, NEX =
2, MSG direction = slice, and number of bipolar pairs = 3. Figure 69 presents the
magnitude image, filtered wave, and shear stiffness measured in a mouse at 3 and 6
months of age.
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Figure 69. Magnitude image, filtered wave, and stiffness map in a mouse at 3 and 6
months of age.

No significant changes in stiffness could be observed between these two time
points. Stiffness values estimated from every experiments are displayed in Figure 70,
where the reported parameters were averaged over the whole brains.
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Figure 70. Values of shear stiffness estimated in 4 mice at different time points
between their 3rd and 6th month and at 600 ±80 Hz.

All reported values were ranging from 5.5 kPa to 7.9 kPa, and no significant trend
could be established concerning their evolution in time. This might be due to the fact that
the mice could already be considered adults at the beginning of the study. Different
results might have been obtained with younger animals.

4.2.2

Medulloblastoma tumors

Studies of primary brain tumors such as medulloblastoma are hampered by the
nature of the cancer and the location of these tumors. Medulloblastomas are the most
common nervous system malignancy in children, which derive from primitive
neuroepithelial cells and generally erupt in or near the 4th ventricle (Marino, 2005).
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Based on clinical palpation and pathologist observation, tumor area differs in mechanical
properties from surrounding tissues and μMRE is sensitive to detect its presence before
the eruption of the blood brain barrier (BBB). The BBB is the body’s defense mechanism
designated to protect and maintain the homeostasis of the brain microenvironment
(Abbott, 2002).
In this study, commercially available homozygous Smo/Smo ND2:SmoA1
spontaneous medulloblastoma mouse model will be examined for preclinical MRE
studies. It is an efficient model for preclinical studies available commercially, for which
tumors generally erupt in or near the 4th ventricle and show leptomeningeal spread
common in the human disease (Hatton, et al., 2008). Mice have to be monitored up to six
months before clinical symptoms are visible. The purpose of studying this model is to
longitudinally monitor the changes in mechanical properties of the brain before and
during the development of the tumor.
The in vivo MRE setup described above was utilized to conduct experiments at
845 Hz on 4 different mice. Brain mechanical properties were periodically monitored
until occurrence of a tumor. The MR sequence used was a gradient echo based
elastography sequence with following imaging parameters: TR = 1 s, TE = 6 ms, FOV =
20 mm x 20 mm, slice thickness = 1 mm, matrix dimension = 128 x 128 pixels, NEX = 2,
gradient amplitude = 100 G/cm, and number of bipolar pairs = 3.
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Among the 4 mice utilized in this study, only one developed a medulloblastoma
tumor after over a one-year period. The MRE experiment performed on this particular
mouse after eruption of the tumor is presented in Figure 71.

Figure 71. Magnitude image, filtered wave, and stiffness map resulting from an
MRE experiment conducted at 845 Hz in a mouse developing a medulloblastoma
tumor.

Brain stiffness was affected as evidenced by lower estimated stiffness values in
the injured regions compared to the rest of the brain. The mechanical properties in the
tumor site were reduced up to 300 % compared to the healthy tissue. Reduction in
wavelength could also be noticed on the shear wave image, where the wavelength
appeared to be shortened in the malignant tissue. This experiment demonstrated the
feasibility to use MRE as an non-invasive mechanical imaging marker for brain tumor
diagnosis.
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4.2.3

Multiple sclerosis (MS)

MS is an autoimmune demyelinating disease of the central nervous system (CNS)
(Lutton, et al., 2004), affecting an estimated 400,000 people in the US and 2 million
people worldwide (Anderson, et al., 1992). The neurological deficits occurring in MS
patients have been attributed mainly to the abnormalities in the white matter. These
changes are largely associated with the breakdown of myelin sheath composed of lipidenriched multilammelar membranes. Detection of demyelinated lesions in vivo would
provide a useful tool for the development of therapies aimed at fostering the
remyelination process and protecting axonal functions in the brain. However, the novelty
of our application that stems from recent studies has shown that grey matter damage
starts early in the disease (Geurts & Barkhof, 2008). Detection of cortical grey matter
lesions with the use of standard MRI techniques has proved challenging, and more
advanced techniques, such as μMRE, where the brain integrity and change in stiffness
can be assessed, are needed. Prior to the application of μMRE technology in MS patients,
we propose to evaluate MRE in the mouse model of experimental autoimmune
encephalomyelitis (EAE) which has been widely used to study the immunopathogenesis
of MS as well as MS drug discovery research. The hypothesis of this application is that
EAE progression can be monitored by observing the changes in the complex shear
moduli (storage and loss moduli) of the brain associated with CNS inflammation,
demyelination and remyelination of the myelin membrane, key events of MS
pathogenesis.
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EAE can be induced in susceptible mouse strains by immunizing them with
myelin antigens emulsified in complete Freund’s adjuvant (CFA) and the disease is
typically mediated by auto-reactive T cells. We used myelin oligodendrocyte
glycoprotein (MOG) 35-55-induced EAE in C57Bl/6 mice where the affected animals
develop chronic progressive disease. This disease phenotype permitted us to monitor the
disease progression by μMRE technology over a period of time.
The in vivo MRE setup described above was utilized to conduct experiments at
560 Hz. Brain mechanical properties were periodically monitored until occurrence of
grey matter lesions. The MR sequence used was a gradient echo based elastography
sequence with following imaging parameters: TR = 1 s, TE = 6 ms, FOV = 20 mm x 20
mm, slice thickness = 1 mm, matrix dimension = 128 x 128 pixels, NEX = 2, gradient
amplitude = 100 G/cm, and number of bipolar pairs = 3. Figure 72 presents the outcome
of an MRE experiment conducted on a mouse developing lesions at the periphery of the
cerebellum.

Figure 72. Magnitude image, filtered wave, and stiffness map resulting from an
MRE experiment conducted at 560 Hz in a mouse developing lesions.
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Brain stiffness was affected as evidenced by lower estimated stiffness values
around the lesions compared to the rest of the brain. The mechanical properties in the
injury site were reduced up to 300 % compared to the healthy tissue. This experiment
introduced the potential of MRE as an non-invasive mechanical imaging marker for MS
diagnosis, although thorough studies on larger populations are needed to demonstrate
such findings with statistical significance.
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Chapter 5

Conclusion
MRE is a potentially transformative imaging modality allowing local and noninvasive measurement of biological tissue mechanical properties. In an effort to develop
the technique and improve its capabilities, two inversion algorithms were written to
evaluate viscoelastic properties from the measured displacements fields. The first one
was based on a direct algebraic inversion of the differential equation of motion, which
decouples under certain simplifying assumptions, and featured a spatio-temporal multidirectional filter. The second one relied on a finite element discretization of the governing
equations to perform a direct inversion.
Several applications of this techniques have also been investigated, including the
estimation of mechanical parameters in agarose gels phantoms and polymers, as well as
the use of MRE as a diagnostic tools for various brain disorders. MRE was able to
correctly estimate local values of viscoelastic properties in heterogeneous gel phantoms
and differentiate PDMS samples with various curing agents ratios. Besides, brain
mechanical properties, measured ex vivo and in vivo with µMRE, were found to be
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affected by the induction of TBI. More specifically, shear stiffness experienced a major
drop in the impacted region immediately following the injury, due to the combined
decrease of both storage and loss moduli. Besides, the extent and significance of this drop
increased with the injury severity and decreased with time following trauma. In addition,
brain viscoelastic properties were also found to be significantly affected by the presence
of a medulloblastoma tumor and by MS lesions.
Elastography imaging techniques have the potential to address an understudied
area – non-invasive mechanical assessment of TBI and other developing brain diseases –
because of the excellent penetration depth, even for the deep brain tissue encased by the
skull. We have demonstrated that MRE provides non-invasive in vivo imaging markers
for neuropathology and pathogenesis of brain diseases. Our studies measuring the
mechanical properties of the brain show the potentials of MRE in mapping the brain
mechanically and detecting different brain diseases. Furthermore, MRE can easily be
translatable to clinical settings; thus, while this technique may not be used directly to
diagnose different abnormalities in the brain at this time, it may reveal helpful to detect
abnormalities, follow therapies, and trace macroscopic changes that are not seen by
conventional methods with clinical relevance.
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Appendix
Direct algebraic inversion algorithm
%Thomas Boulet 2011
clear all
close all
clc
newfile=1;
% To load newfile set to
select_roi=1; % To select ROI set to 1
mask=100;
% Threshold based on the magnitude image, set to NaN if
the magnitude image is not available
K=1;
% 1==Mag, 2==wave, 3==stiff
slice=1;
% If data is 4D, specify slice number
unw=1;
% Set to 1 to use the unwrapped phase
ro=1;
FOV1=0.018;
FOV2=0.018;

% Density
% Field of view in m vertical
% Field of view in m horizontal

f=900;
amp=90;
bipolar=2;

% Frequency
% Gradient amplitude in G/cm
% Number of bipolar

sigma1=1.2;
sigma2=1.5;
stiffmax=50;
stiffmin=1;
highpass=15;

%
%
%
%
%

Gauss standard deviation for the data
Gauss standard deviation for the results
Maximum value for the stiffness
Minimum value for the stiffness
Spatial frequency threshold for elastogram

% load input file
load('jacob_map')
if newfile==1
[filename,pathname]=uigetfile;
fullpath=[pathname,filename];
else
load('fullpath_name')
end
load(fullpath);
if length(size(PHASE_MOV))==4
if unw==1
PHASE3(:,:,:)=squeeze(PHI_MOV(:,:,slice,:));
else
PHASE3(:,:,:)=squeeze(PHASE_MOV(:,:,slice,:));
end
g5(:,:)=squeeze(squeeze(abs(g4(:,:,slice,1))));
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else PHASE3=PHASE_MOV;
end
imdim=size(PHASE3);
N=imdim(1);
M=imdim(2);
J=imdim(3);
phi=PHASE3;
for j=1:J
figure(1);subplot(2,J/2,j);imagesc(phi(:,:,j),[-pi,pi]);
colormap(trem);title(j)
end
if isnan(mask)==0
if length(size(PHASE_MOV))==3
g5=squeeze(abs(g4(:,:,1)));
end
figure;imagesc(g5);colormap(gray)
axis image
axis off
else g5=10^10*ones(N,M);
end
% Gauss coefficients
G=zeros(5,5);
for x=1:5
for y=1:5
G(x,y)=exp(-((x-3)^2+(y-3)^2)/(2*sigma1^2))/(2*pi*sigma1^2);
end
end
sumg=sum(sum(G));
gau=zeros(N-4,M-4,J);
for j=1:J
for n=3:N-2
for m=3:M-2
gau(n,m,j)=0;
for x=1:5
for y=1:5
gau(n,m,j)=gau(n,m,j)+G(x,y)*phi(n+x-3,m+y3,j)/sumg;
end
end
if g5(n,m)<mask
gau(n,m,j)=0;
end
end
end
end
% conversion into displacement in microns

167
menc=10^4*f/(4257*bipolar*amp);
gau(:,:,:)=gau(:,:,:)*menc;
b=max(max(abs(gau(:,:,4))));
figure;imagesc(gau(:,:,4),[-b,b]);colormap(trem);colorbar;title('Wave
(microns)')
axis image
axis off
% directional filtering
S=fftshift(fftn(gau,[N,M,128]));
D=zeros(N,M,8);
for a=1:8
alpha=45*a;
direct=zeros(N,M);
for n=1:N
for m=1:M
cosbeta=((n-(N/2+1))*cos(alpha*pi/180+pi)+(m(M/2+1))*sin(alpha*pi/180+pi))/sqrt((n-(N/2+1))^2+(m-(M/2+1))^2);
if cosbeta<0
direct(n,m)=0;
else direct(n,m)=(cosbeta)^2;
end
if (n>=N/2 && n<=N/2+2)
if (m>=M/2 && m<=M/2+2)
direct(n,m)=0;
end
end
end
end
figure(44);imagesc(direct(:,:));
Sfilt=zeros(N,M);
Sfilt(:,:)=squeeze(S(:,:,round(128/J))).*direct(:,:);
R=ifft2(ifftshift(Sfilt));
D(:,:,a)=R;
% curve fit on the vertical direction
kk=zeros(N,M);
for m=1:M
kk(:,m)=squeeze(sgolayfilt(D(:,m,a),3,7));
end
% curve fit on the horizontal direction
hh=zeros(N,M);
for n=1:N
hh(n,:)=squeeze(sgolayfilt(D(n,:,a),3,7));
end
% calculation of the spatial second derivatives

168
p311=zeros(N,M);
p322=zeros(N,M);
k=zeros(N,M,8);
for n=2:N-1
for m=2:M-1
p311(n,m)=(kk(n+1,m)-2*kk(n,m)+kk(n-1,m))*(N/FOV1)^2;
p322(n,m)=(hh(n,m+1)-2*hh(n,m)+hh(n,m-1))*(M/FOV2)^2;
if (p311(n,m)==0 && p322(n,m)==0)
k(n,m,a)=1;
else k(n,m,a)=0;
end
end
end
% complex-valued shear modulus
mu(2:N-1,2:M-1,a)=-ro*(2*pi*f)^2*D(2:N-1,2:M- 1,a)./(p311(2:N-1,2:M1)+p322(2:N-1,2:M-1));
MR(2:N-1,2:M-1,a)=real(mu(2:N-1,2:M-1,a));
MI(2:N-1,2:M-1,a)=imag(mu(2:N-1,2:M-1,a));
end
b=max(max(max(abs(real(D(:,:,:))))));
for a=1:8
figure(4);subplot(2,4,a);imagesc(real(D(:,:,a)),[-b b]);
colormap(trem); colorbar;title('Filtered wave (microns)')
end
for n=1:N
for m=1:M
if g5(n,m)<mask
D(n,m,8)=0;
end
end
end
% zero-out negative MR
MM=zeros(N,M);
E=D;
for n=2:N-1
for m=2:M-1
for a=1:8
if (MR(n,m,a)<0)
MR(n,m,a)=0;
E(n,m,a)=D(n,m,a)/8;
end
if (MI(n,m,a)<0)
MI(n,m,a)=0;
E(n,m,a)=D(n,m,a)/8;
end
MM(n,m)=MM(n,m)+(MR(n,m,a)+1i*MI(n,m,a))*abs(E(n,m,a));
end
MM(n,m)=MM(n,m)/sum(abs(E(n,m,:)));
end
end
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mr(2:N-1,2:M-1)=real(MM(2:N-1,2:M-1));mi(2:N-1,2:M-1)=imag(MM(2:N1,2:M-1));
% shear wave speed
c(2:N-1,2:M-1)=sqrt(2*(mr(2:N-1,2:M-1).^2+mi(2:N-1,2:M-1).^2)./(mr(2:N1,2:M-1)+sqrt(mr(2:N-1,2:M-1).^2+mi(2:N-1,2:M-1).^2)));
% shear stiffness in kPa
stiff(2:N-1,2:M-1)=ro*c(2:N-1,2:M-1).^2;
% attenuation
a(2:N-1,2:M-1)=sqrt((2*pi*f)^2*(sqrt(mr(2:N-1,2:M-1).^2+mi(2:N-1,2:M1).^2)-mr(2:N-1,2:M-1))./(2*(mr(2:N-1,2:M-1).^2+mi(2:N-1,2:M-1).^2)));
% mask
for n=2:N-1
for m=2:M-1
if (k(n,m,1)==1 || D(n,m,1)==0)
stiff(n,m)=0;
a(n,m)=0;
mr(n,m)=0;
mi(n,m)=0;
end
if (stiff(n,m)>stiffmax || isnan(stiff(n,m))==1 ||
stiff(n,m)<stiffmin)
stiff(n,m)=stiff(n-1,m);
mr(n,m)=mr(n-1,m);
mi(n,m)=mi(n-1,m);
end
end
end
% weighted average with gauss coefficients
H=zeros(5,5);
for x=1:5
for y=1:5
H(x,y)=exp(-((x-3)^2+(y-3)^2)/(2*sigma2^2))/(2*pi*sigma2^2);
end
end
sumh=sum(sum(H));
smoothstiff=zeros(N,M);
smoothatt=zeros(N,M);
smoothMR=zeros(N,M);
smoothMI=zeros(N,M);
for n=4:N-3
for m=4:M-3
for x=1:5
for y=1:5
smoothstiff(n,m)=smoothstiff(n,m)+H(x,y)*stiff(n+x3,m+y-3)/sumh;
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smoothatt(n,m)=smoothatt(n,m)+H(x,y)*a(n+x-3,m+y3)/sumh;
smoothMR(n,m)=smoothMR(n,m)+H(x,y)*mr(n+x-3,m+y3)/sumh;
smoothMI(n,m)=smoothMI(n,m)+H(x,y)*mi(n+x-3,m+y3)/sumh;
end
end
if (gau(n,m)==0)
smoothstiff(n,m)=0;
smoothatt(n,m)=0;
smoothMR(n,m)=0;
smoothMI(n,m)=0;
end
end
end
figure;imagesc(smoothstiff(:,:));colormap(trem);colorbar;title('Stiffne
ss (kPa)')
% butterworth filter
butter=zeros(N,M);
for n=1:N
for m=1:M
d=sqrt((n-(N/2+1))^2+(m-(M/2+1))^2);
if d>=highpass
butter(n,m)=0;
else butter(n,m)=1;
end
end
end
L=fftshift(fft2(smoothstiff));
Lfilt=L.*butter;
smoothstiff=ifft2(ifftshift(Lfilt));
figure;imagesc(real(smoothstiff(:,:)));colormap(trem);colorbar;title('S
tiffness (kPa)')
L=fftshift(fft2(smoothMR));
Lfilt=L.*butter;
smoothMR=ifft2(ifftshift(Lfilt));
L=fftshift(fft2(smoothMI));
Lfilt=L.*butter;
smoothMI=ifft2(ifftshift(Lfilt));
save('fullpath_name','fullpath')
if select_roi==1
images2mask=zeros(N,M,5);
images2mask(:,5:end,1)=g5(:,5:end);
images2mask(:,:,2)=real(D(:,:,5));
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images2mask(:,:,3)=smoothstiff;
images2mask(:,:,4)=smoothMR;
images2mask(:,:,5)=smoothMI;
[roi_image, mean_roi, std_roi,NN] = selectROI(images2mask,K);
disp('Answers in the order of stiffness, storage modulus, loss
modulus');
fprintf('%f +/- %f\n',[mean_roi(3:end); std_roi(3:end)]);
disp(['N= ',num2str(NN)])
c=max(max(abs(roi_image(:,:,2))));
figure;imagesc(roi_image(:,:,2),[c,c]);colormap(trem);colorbar;title('Wave (microns)')
figure;imagesc(roi_image(:,:,3));colormap(trem);colorbar;title('Stiffne
ss (kPa)')
figure;imagesc(roi_image(:,:,4));colormap(trem);colorbar;title('Storage
modulus (kPa)')
figure;imagesc(roi_image(:,:,5));colormap(trem);colorbar;title('Loss
modulus (kPa)')
VALUE=cat(2,[NN,NN,NN]',mean_roi(3:end)',std_roi(3:end)');
end
% subfunction for selection of ROI
function [roi, avg_roi, std_roi,NN] = selectROI(image,x)
h = figure(200);
subplot(121);imagesc(mat2gray(image(:,:,1), [0
max(max(image(:,:,1)))]));
colormap(gray)
title('Amplitude');
axis image
axis off
freezeColors();
subplot(122);
bw_signal = roipoly(mat2gray(image(:,:,x), [0
max(max(image(:,:,x)))]));
for i=1:size(image,3)
roi(:,:,i) = image(:,:,i).*bw_signal;
ROI=image(:,:,i).*bw_signal;
ind = find(bw_signal);
avg_roi(i) = mean2(ROI(ind));
std_roi(i) = std2(ROI(ind));
end
NN=sum(sum(bw_signal));
delete bw_signal;

