Extracting the governing stochastic differential equation model from elusive data is crucial to understand and forecast dynamics for various systems. We devise a method to extract the drift term and estimate the diffusion coefficient of a governing stochastic dynamical system, from its time-series data for the most probable transition trajectory. By the Onsager-Machlup theory, the most probable transition trajectory satisfies the corresponding Euler-Lagrange equation, which is a second order deterministic ordinary differential equation involving the drift term and diffusion coefficient. We first estimate the coefficients of the Euler-Lagrange equation based on the data of the most probable trajectory, and then we calculate the drift and diffusion coefficient of the governing stochastic dynamical system. These two steps involve sparse regression and optimization. We finally illustrate our method with an example.
Introduction
Discovering relationships between the observable features and responses is a regression problem of supervised learning. We formulate the response variable as a deterministic expression of the features, i.e. linear, polynomial, logarithmic, together with a random error with zero mean and independent of the features [8] . The physical dynamics is usually governed by a ordinary or partial differential equation. With time-series observations, Brunton et al. and The observations are unavoidably contaminated by external noise, no matter the data are for the response variables [23] or for time-series trajectories of processes [1, 17] . Facing the undesirable noise, one way [1, 17] is to filter it, and employe a total variation regularization to denoise the derivatives and then construct a data matrix. However, stronger noise would generally result in greater deviation for the sparse solution, a better penalty is employed or a logical sparse regression framework is proposed, for example Sparse Identification of Nonlinear Dynamics (SINDy) [1, 17] , which incessantly vanish the estimators with absolute values smaller than a threshold, and reestimate the non-zero coefficients until a stable solution is reached. The threshold is selected by cross validation as a value minimizing the loss function.
Without denoising, we here attempt to extract a governing stochastic differential equation with the drift term and diffusion coefficient, from a time-series observation for its most probable transition trajectory. Here, the additive diffusion term characterizes multiple unmeasurable external environment influences. Practically, the evolutionary history of transition pathways or the most probable transition pathways may be obtained in different fields. For example, the metabolic pathways on a prokaryotic genome [10] , and the primary absorbance and fluorescence signals for gene expression [19] . Technically, the one-dimensional diffusion has also been predicted by extension (time) domain averages, which match the dominant path shape for transition pathways [9] . The most probable transition trajectory, as substitution of all the pathways in the state space, has been used to approximate the transition probability density function [16] . The most probable pathways between different brain regions have been simulated by a probabilistic fiber tractography algorithm, called ConTrack algorithm, from measurable pathways [18] . Theoretically, a statistic for a process of a stochastic differential equation satisfies a determined differential equation [22] . The most probable transition trajectory in a finite time interval with fixed boundary points, of a diffusion process (e.g., a solution of a stochastic differential equation) can be characterized by a second-order ordinary differential equation (ODE) with boundary conditions [7] . This is attained by expressing the transition probability of the diffusion process as an integral, whose integrand is called Onsager-Machlup (OM) function. And then a variational princi-ple reveals that the OM function satisfies the Euler-Lagrange equation, which furthermore leads to a desired second-order ODE. The corresponding boundary value problem is numerically solved by a shooting method [11, 12] . The OM function and most probable transition pathway for a jump-diffusion process has been studied recently by Chao and Duan [3] .
In this present paper, we first present the background of OM function for a diffusion system, and the Euler-Lagrange equation for the most probable transition trajectory, i.e., the second-order ODE with boundary conditions, in section 2. Then in section 3.1, we devise a method to determine the drift and diffusion coefficient for a governing stochastic differential equation, with the observation data on the most probable transition trajectory. To this end, we need a function basis for the drift, and we pick a polynomial basis up to fifth order (or any finite order), together with an appropriate cost with penalty. This optimization problem is set up in section 3.2. We devise an algorithm to recursively estimate the coefficients in the diffusion model by feat of the covnex optimization package cvx in Matlab, and then sparse the estimators by vanishing the ones with absolute value smaller than a threshold, in section 3.3. In section 4, we make some applications and present the results.
The Onsager-Machlup function and the most probable transition trajectory
We start from a scalar stochastic differential equation (SDE) [6] as the model for the governing stochastic law
where B t is a Brownian motion defined on a sample space Ω with probability P, and ε is the noise intensity (i.e., diffusion coefficient). The random sample trajectories satisfy the two-point boundary conditions
with a finite transition time T .
The most probable transition trajectory, denoted by z(t), for this stochastic differential equation, from state x 0 to x T within a time period [0, T ], is the pathway which maximizes the Onsager-Machlup (OM) action functional,
Here the integrand (like a Lagrangian function in classical mechanics) OM(ż(t), z(t)) is known as [7, 15, 21] :
We recall the notionsż = dz dt and f ′ (z) = df dz . By the variational principle, we obtain the Euler-Lagrange equation [7] to be satisfied by the most probable transition trajectory z(t):
Thus, we get a second order ODE for the most probable transition trajectory z(t), with two-point boundary conditions
As discussed in the previous section, the most probable transition trajectory z is sometimes observable. With the observed most probable transition trajectory, we will extract the underlying governing stochastic model in the next section. That is, we will determine the drift f and the diffusion coefficient ε.
3 Sparse identification of the governing stochastic differential equation
The equation for the most probable transition trajectory
Based on a time-series data collected with time step h, that is, z ob (t), t = 0, h, 2h, · · · , T , we want to identify the drift term f (x) and the diffusion coefficient ε.
We construct a basis library Θ(X) consisting of polynomial of observational feature, i.e. Θ(X) = {1, x, x 2 , · · · , x k }. To illustrate our method, we take k = 5. The drift term can then be expressed as
(3.1)
Putting this expression into (2.4), we then have the second-order ODË
where T means transposition, and the r.h.s of the above equalities as g i (β, ε), i = 0, 1, 2, · · · , 9. Additionally, denote G(β, ε) = (g 0 , g 1 , g 2 , · · · , g 9 ) T . Then the coefficient vector β in (3.1) is nonlinear related to the coefficients b in (3.2), and we indicate this fact by
The optimization problem
We use simulated data for the most probable transition trajectory z(t). That is, we collect a time history of observation with time step h, and denote z ob i = z ob (t i ), with i = 1, 2, · · · , N +1, N = T /h and t i = (i − 1)h. Taking center-difference to approximate the second-order accurate solution ofz, we get a series ofz ob
The matrix formulation for the 'unknown' b is
This is an overdetermined system consists of N + 1 equalities and 10 unknown coefficients.
To determine the SDE system, we need to distill the sparse coefficients β and determine the diffusion coefficient ε. Starting from the most probable trajectory satisfying (2.4), we initially estimate the coefficients b in (3.6), and then work out β and ε from the relationship (3.3).
Finally, the sparse problem is
For x = (x 1 , · · · , x n ), we denote the L 2 norm ||x|| 2 2 = i=n i=1 x 2 i , the L 1 norm ||x|| 1 = i=n i=1 |x i | and the L 0 norm ||x|| 0 the number of non-zero x i . The sparse problem can be transformed into the following regularized least-square problem with an L 0 penalty [24] min β,ε,b
with κ 1 ∈ (0, 1), κ 2 = 1 − κ 1 , and small κ 3 > 0. The first two terms in this optimization problem is a weighted sum of the inconsistency of the two constraint functions in (3.7). To make the optimization problem solvable, we relax ||β|| 0 in (3.8) to ||β|| 1 , and take
as loss function.
An implementable algorithm for the optimization problem
Note that the first constraint condition in (3.7) is linear with respect to b, and the second constraint condition is linear with respect to b but nonlinear with respect to β. For linear system Θb =Z, the analytical solution b = (Z T Z) −1 (Z TZ ) of the least-square problem min b ||Θb−Z|| 2 2 is generally used as optimization solution. But the backslash, i.e. b = Θ\Z is more prone to result in sparse solution [12] .
Our destination is sparse β, and estimate ε which are nonlinear related to b. As b appears linearly in the first two terms of (3.8), while β and ε present nonlinearly in the latter two terms, we attempt to split the loss functions into two parts. We numerically estimate b and (β, ε), respectively, and update the estimators cyclically [27] . Totally, we take an initial estimation and cycle an improvement to implement this procedure.
In the initial estimation step, we leverageb = Θ \Z as an estimator of min b ||Θb −Z|| 2 2 , and then compute the real valuesβ andε one by one fromb i = g i (β,ε), i = 9, 8, 7, · · · , 2, 1, 0. Note that, the error ofb results in that ofβ andε. Moreover, not all the 10 equalities are used to getβ andε, those not used equalities bring about differences betweenb i and g i (β,ε). The comparatively bigger difference means a reduced confidence for the estimators, especially forε andβ i with small i.
In the improvement step, we updateb by minimizing κ 1 ||Θb −Z|| 2 2 + κ 2 ||b − G(β,ε)|| 2 2 + κ 3 ||b|| 1 . This is implemented by the convex optimization package cvx. We then solve for real numbersβ andε with the updatedb. Note that we have added a penalty term in the estimation of b, as the sparsity of β, especially the nonexistent higher order terms, causes that of b.
We loop the improvement step until a stable solution is reached. For each updated estimator, we manage with sequence threshold as in [1, 17] . The threshold parameters and the weight parameters are chosen by cross validation. The exact procedures of the estimation are as follows:
1a. For a set of β and ε, we simulate a time-series data z ob i with equal time interval from (2.4) by shooting method, then approximate the time-series data ofz from these observations by center-difference, and getZ = [z ob 1 ,z ob 2 , · · · ,z ob N +1 ] T . 1b. Construct a basis library of power functions Θ(z) = {1, z, z 2 , · · · , z 9 }, and develop the basis to get the matrix Θ of time history as in (3.5).
1c. Split the N + 1 observations randomly to training part (80% data) and testing part (the left 20%). Accordingly,Z and Θ are divided intoZ train ,Z test and Θ train , Θ test , respectively.
2a. Get an initial estimator b best = Θ \Z train and then calculate the real values β best and ε best one by one from b best = G(β best , ε best ).
2b. Calculate the test error of the loss function E best = κ 1 ||Θb best −Z test || 2 2 + κ 2 ||b best − G(β best , ε best )|| 2 2 . 3a. Set b = b best , β = β best and ε = ε best . 3b. Calculate b c = G(β, ε), and then let b i = 0 if |b c i | < λ 1 . Leverage cvx package to update nonzero b i which minimizes κ 1 ||Θb −Z|| 2 2 + κ 2 ||b − G(β, ε)|| 2 2 + κ 3 ||b|| 1 . 3c. Work out β and ε from (3.3), and let β i = 0 if |β i | < λ 2 .
4. Loop steps 3b and 3c, until the last two set of estimators are close enough. Denote the estimators as b best , β best and ε best .
5.
Calculate the test error E as in step 2b with the estimators and the test data, and compare it with E best . If E ≤ E best , increase λ 1 by a step and replace the best estimators, else take back two steps of λ 1 , half the step and put forward a new step.
6. Loop steps 3-5, find the best κ 1 and κ 3 minimizing the loss function E and take the corresponding results as estimators.
In this algorithm, we make preparations in step 1, get initial estimators in step 2, and loop step 3 to improve the estimators with weight parameters κ 1 , κ 2 = 1 − κ 1 , κ 3 , thresholds λ 1 and λ 2 = 0.05. Recall that our destination is getting sparse β and estimate ε, while the coefficients b i in (3.2) are the results of β and ε as in (3.3) . In step 3b, we vanish the absolute small coefficients of the calculated b c = G(β, ε), update the nonzero b i s with the estimated β, ε and the aspiration of sparsing b. As b results from β and ε, it can be close to but not 0, we update the threshold λ 1 and compare the test errors result from different thresholds in step 5 in order to determine a more preciser b. We compare the test error with different weights κ 1 and κ 3 in step 6, and take the results with minimum test error as the estimators.
Numerical experiments
Example We consider to reconstruct the stochastic differential equation
where the drift f (x) = β 0 + β 1 x + β 2 x 2 + β 3 x 3 and diffusion coefficient ε. We are given the observation (simulated data) of the most probable transition trajectory z(t), which theoretically satisfies the Euler-Lagrange equation
Given a group of true values (β 0 , β 1 , β 2 , β 3 , ε) as in Table 1 , we can simulate a most probable trajectory from the 2nd-order ODE system (4.2) by shooting method, and get a time-series of observations z ob i = z ob (t i ), with t i = (i − 1)h, h = 1/N, and i = 1, 2, · · · , 1001. Based on the time-series data, we reversely reconstruct the system (4.1), namely, discover the drift f (x) and determine the diffusion coefficient ε.
We initially assume f to be a higher-order polynomial, such as in (3.1) . Starting from the linear system (3.2) and combining with (3.3), we extrapolate the sparse β and estimate ε according to the algorithm in section 3.3. Some groups of true values and the corresponding estimators are illustrated in Table 1 .
For this black box problem, the small test error E = κ 1 E 1 +κ 2 E 2 with E 1 = ||Θb−Z test || 2 2 and E 2 = ||b − G(β, ε)|| 2 2 , listed in Table 2 , gives us confidence to the estimators. Note that, β 5 , β 4 , · · · , β 0 , ε are real values, we firstly get β 5 = b 9 /5 or − b 9 /5 if b 9 ≥ 0, otherwise, β 5 = 0. The error in the estimator b 9 causes that of β 5 . And then get β 4 from b 8 = 9β 4 β 5 if β 5 = 0, otherwise, from b 7 = 8β 3 β 5 + 4β 2 4 . The error of β 4 results from that of b 8 , or together with that of β 5 . We similarly solve out real values β 3 , · · · , β 0 , ε one by one from b i = g i (β, ε) in (3.3), with i takes value 7, 6, · · · , 1, 0 successively. The latter solved out real value β and ε have more error sources. The value of β should at last make ε 2 > 0. In fact, not all the 10 equalities have been used to solve out the 7 coefficients, the unused equalities make the error E 2 > 0. The bigger E 2 means errors in the estimators, and it reduces our confidence to β and ε solved out latter, which have more error sources. The relatively bigger E 2 in the 6th group and 2nd group indicate relatively bigger error of ε than in the other groups. Moreover, the estimator β 1 may also not as good as in the other groups. 
Discussion
Based on the theoretical relationship between the SDE governing system and the Euler-Lagrange equation (a second order ODE) for its most probable transition trajectory, we have devised an algorithm to discover the drift term and the diffusion coefficient of the SDE, from a time-series data for the most probable transition trajectory.
We have employed polynomials as the basis of the drift term owning to the fact that a function can be approximated by a Taylor expansion. For more complicated cases, the trigonometric function may be added to the basis polynomials [1, 17] . Moreover, for a governing stochastic model with possibly rational drift, we may multiply a polynomial on the both sides of the model and convert the rational drift to a polynomial drift [13] . Nevertheless, there is not a one-size-fit-all basis in data science.
Anyway, once the basis is selected, the following work is recursively estimating the coefficients in the system, and then eliminating the uncorrelated features by vanishing the estimators close to 0. The test error can be used to measure the accuracy of the estimators. In our estimation, we employ part of the loss function involving b or (β, ε) to estimate and improve the corresponding coefficients. Noting that the sparsity of β causes that of b, we have added an L 1 penalty of b in the loss function to improve the estimation of b. Nevertheless, though we want to sparse β, we can only solve (β, ε) from b = G(β, ε) one by one, as they are nonlinear related to b, the adding of a penalty of β can complicate the solving process more than lead to a sparse solution. We choose a threshold to vanish the absolute small elements in b by cross validation, as b in fact should be G(β, ε), and true (β, ε) can result in very small elements of b. We fix a small threshold to sparse the coefficients β owning to the fact that the estimator is not that sensitive to the threshold as that for b.
