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Abstract
Automatic video parsing is a key step towards human-level dynamic scene under-
standing, and a fundamental problem in computer vision. A core issue in video
understanding is to infer multiple scene properties of a video in an efficient and con-
sistent manner. This thesis addresses the problem of holistic scene understanding
from monocular videos, which jointly reason about semantic and geometric scene
properties from multiple levels, including pixelwise annotation of video frames, ob-
ject instance segmentation in spatio-temporal domain, and/or scene-level description
in terms of scene categories and layouts. We focus on four main issues in the holis-
tic video understanding: 1) what is the representation for consistent semantic and
geometric parsing of videos? 2) how do we integrate high-level reasoning (e.g., ob-
jects) with pixel-wise video parsing? 3) how can we do efficient inference for multi-
level video understanding? and 4) what is the representation learning strategy for
efficient/cost-aware scene parsing?
We discuss three multi-level video scene segmentation scenarios based on differ-
ent aspects of scene properties and efficiency requirements. The first case addresses
the problem of consistent geometric and semantic video segmentation for outdoor
scenes. We propose a geometric scene layout representation, or a stage scene model,
to efficiently capture the dependency between the semantic and geometric labels.
We build a unified conditional random field for joint modeling of the semantic class,
geometric label and the stage representation, and design an alternating inference
algorithm to minimize the resulting energy function. The second case focuses on
the problem of simultaneous pixel-level and object-level segmentation in videos. We
propose to incorporate foreground object information into pixel labeling by jointly
reasoning semantic labels of supervoxels, object instance tracks and geometric re-
lations between objects. In order to model objects, we take an exemplar approach
based on a small set of object annotations to generate a set of object proposals. We
then design a conditional random field framework that jointly models the supervoxel
labels and object instance segments. To scale up our method, we develop an active
inference strategy to improve the efficiency of multi-level video parsing, which adap-
tively selects an informative subset of object proposals and performs inference on the
resulting compact model. The last case explores the problem of learning a flexible
representation for efficient scene labeling. We propose a dynamic hierarchical model
that allows us to achieve flexible trade-offs between efficiency and accuracy. Our
approach incorporates the cost of feature computation and model inference, and
optimizes the model performance for any given test-time budget. We evaluate all
our methods on several publicly available video and image semantic segmentation
datasets, and demonstrate superior performance in efficiency and accuracy.
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Introduction
Perceiving dynamic environments through a continuous stream of visual inputs is a
fundamental task for human and artificial vision systems. Despite constantly chang-
ing surroundings, human visual systems are capable of interpreting a dynamic scene
and reasoning its implication in a seemingly effortless way, which plays an important
role in individuals interacting with their environments. To achieve such efficient and
deep understanding with computers, however, remains elusive and a long-standing
challenge for computer vision and robotics.
Video, which is originated from Latin, meaning ‘I see’ or ‘I apprehend’, provides
a generic digital medium for the continuous stream of visual inputs. As such, auto-
matic video interpretation using computer algorithms is a key step toward designing
an artificial vision system for dynamic scene understanding. In addition, with wide
deployment of cameras in our daily life, videos have become one of the main data
sources on our environment and the amount of video data have rapidly increased
during recent years. In comparison with static images, video sequences capture
more information such as activity and causal cues, and provide a natural way to
describe the relationship both in space and time. Analyzing and mining videos in
an efficient way is critical for us to understand the dynamically changing world and
make timely decisions. Furthermore, an algorithmic framework of video analysis
with human-level performances may shed some light on the mechanism of human
visual perception of dynamic environments.
Generally, a video sequence encodes rich information about the underlying dy-
namic scene and we can reason about individual scene properties from several dif-
ferent aspects. For instance, we can summarize a video based on the scene type or
the event it describes, or provide detailed annotations to every object in the video
frames according to their semantic classes. Figure 1.1 shows a variety of scene prop-
erties that we can infer from a dynamic scene, including scene type, object category,
individual object trajectories, spatial range of categories, and relations between ob-
jects and regions, etc.. One of the key properties of dynamic scene interpretation in
human vision is that it is capable of inferring multiple scene properties from a video
input in an efficient and consistent manner.
There have been much progress in analyzing individual aspect of video data, such
as event recognition [70], activity recognition [5], object tracking [65, 79, 150], fore-
ground segmentation [96], semantic segmentation [28, 67, 109, 148] and geometric
1
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Figure 1.1: Examples of multiples aspects in holistic understanding of videos. A
video can be described with high-level summaries, object instance trajectories and
their spatial relations, or detailed pixel-level annotations. Existing methods focus on
each individual task while our goal is to reason about the dynamic scene as a whole.
segmentation [125]. However, less attention has been paid to joint inference of multi-
ple scene properties at pixel and/or object level in videos, except a few [90, 151, 174].
In this thesis, we take a holistic perspective to address the problem of dynamic
scene understanding from monocular video inputs. Our goal is to reason about
a video as a whole and jointly infer multiple aspects of the scene properties. By
reasoning different properties together, we are able to better capture the intrinsic de-
pendencies among scene entities, which may lead to a more consistent interpretation
of the underlying scene. In particular, we focus on generating a detailed pixel-level
video interpretation that incorporates reasoning from three granularity levels, includ-
ing 1) semantic meaning and surface property of the regions in each frame, which
requires pixel-level segmentation and recognition, 2) what and where the objects are
in scenes, which requires object-level reasoning in spatial and temporal dimensions,
and 3) higher-level information of given scenes, which produces a scene-level sum-
mary of the environment or event in a video. At each level, we mainly consider two
aspects of the scene and object properties in the video, detailed as follows:
• Semantic properties: The semantic understanding of a video addresses the
problem of what and where the visual object categories are in scenes. We
would like to infer three typical types of semantic properties from a coarse
to a fine level. The coarse-level interpretation, which includes scene type and
event classes in the video, provides overall summary about what activities hap-
pen in what kind of environment. A more detailed analysis, which usually
parses videos with respect to objects inside, focuses on recognising what object
classes are present in scenes. In particular, such object-level analysis can pro-
duce annotation for each object instance, leading to a better understanding of
object motion and relations between individual objects, such as co-occurrence
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and their relative spatial positions. At the finest level, we can further annotate
every pixel in the video with its object class, which generates a detailed and
comprehensive semantic segmentation of the video. We note that all three lev-
els of semantic properties are essentially coupled for the overall dynamic scene
understanding. This coupling provides effective constraints to each individual
level, and help capture the dependencies between multiple scene entities.
• Geometric properties: Geometric scene understanding aims to recover the un-
derlying geometric structure of dynamic scenes from video inputs, which is a
challenging task given only monocular videos. Similar to the semantic coun-
terpart, we consider three levels of geometric properties in the scene interpre-
tation. At the coarse level, we can classify a scene as one of typical geometric
layouts, which provide an abstract modeling of the major surfaces and their
orientations in the video. For the object level geometric reasoning, we aim to
capture the geometric relations between objects, such as support and occlusion,
based on motion cues and relative positions between object classes. At the pixel
level, the video can be densely labeled with a set of geometric classes that de-
scribe the orientation and/or relative depth of the underlying object surfaces
w.r.t. the camera. These geometric properties provide additional constraints
for the scene understanding as they have to be consistent with the semantic
interpretation. We do not consider a 3D reconstruction here as it imposes cer-
tain assumptions on camera motion and scene property, and particularly has
difficulty in handling moving objects.
While our study focuses on the aforementioned scene properties, the holistic video
understanding framework can be easily extended to reasoning other interesting scene
entities. For instance, we can incorporate object attributes and their functionality, as
well as a hierarchical parsing of objects in terms of their parts.
Being able to produce a holistic interpretation of a video can be beneficial for
many real-world applications including automatic driving, human assistive robots,
complex video analytics, environmental monitoring, etc. It not only generates more
consistent video analysis outcomes, but also provides a rich description of under-
lying scenes and objects. In general, holistic video parsing is arguably one of the
most critical steps towards fully autonomous scene understanding, and it leads to
the possibility of interacting with complex and realistic environments using artificial
vision systems.
1.1 Challenges
Although jointly interpreting multiple scene properties from a video seems to be an
effortless task for human vision, it remains perhaps one of the most challenging prob-
lems in computer vision. The challenging nature of this problem is mainly due to the
high-dimensionality of video data, the complex relationship between multiple scene
properties, and the joint prediction of multiple tasks with structured outputs. In par-
ticular, in order to efficiently and consistently generate the semantic and geometric
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interpretations, we focus on the following three main challenges in the problem of
holistic video understanding.
Modeling dynamic scenes at multiple levels. To interpret a video as a whole, we
need to capture multiple aspects of the underlying scene, which include pixel-level
semantics and geometry, individual objects, scene structure and object relationship
as described above. These properties reflect the regularities of 3D world and are
strongly correlated. Therefore, one key challenge of holistic video parsing is to model
the dependencies between these scene entities and in particular, high-order relations
and long-range dependencies between entities at different levels. In addition, as we
predict both the semantic and geometric attributes of the same scene, it is impor-
tant to capture the consistency relationship between two different aspects of scene
interpretation. Furthermore, to capture the temporal relations in a video, we need
to model both spatial and temporal dependencies so that our interpretation will be
temporally coherent.
Efficiency in holistic video parsing. A video sequence consists of a large number
of frames and it is critical to be able to process such high-dimensional data effi-
ciently, especially for many real-time applications. As holistic video parsing aims
to capture multiple scene properties and predict pixel-wise annotations from several
levels, achieving efficiency becomes particularly challenging in modeling and infer-
ence. The computation cost in video parsing mainly lies at two aspects: 1) video
feature computation, in which we extract the low-level appearance, motion and ge-
ometry features for every frame. In order to capture region information, we may
also pre-process the video sequence to generate spatio-temporal regions at different
scales; 2) multi-level inference of scene properties, in which we jointly predict the
semantic and geometric classes of all the pixels and objects in the video. As the
inference involves many scene entities and their complex relations, it is generally
time-consuming to find a globally consistent interpretation.
Multitask learning with limited training data. Holistic video parsing consists of
a set of correlated scene understanding tasks, each of which involves predicting one
aspect of the scene properties. Most of these individual tasks generate a pixel-wise
annotation of the video and thus have a structural output. To build a model for
the overall joint video parsing, we essentially need to address a multitask learning
problem while each task can be a structured prediction problem. In practice, how-
ever, it is expensive and tedious to obtain the ground-truth annotations of videos
for all these tasks. For example, existing semantic video segmentation datasets only
provide dense annotations for sparsely sampled frames. For object-level annotation,
most available datasets are targeted at object detection in static images and annotated
video data are scarce. Therefore, one particular challenge in holistic video under-
standing is to build a video analysis model with only partial or weak supervision
due to the limited training data.
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The following section introduces four specific research problems raised in this
thesis, addressing the primary challenges above. We then outline the main ideas of
our approaches in response to the research problems. Section 1.3 summarizes the
content of each chapter, and Section 1.4 lists the major contributions of this thesis
work.
1.2 Our Research Problems
To effectively capture the multiple aspects of dynamic scene, and to efficiently parse
video sequences as a whole, we consider the following four important research prob-
lems in this thesis:
1) Joint semantic and geometric parsing of videos. A chief focus of our holistic
video understanding concerns the semantic and geometric properties of the dynamic
scene in the video, which describe the background layout and foreground objects
in two different perspectives. Our goal is to predict both pixel-wise semantic and
geometric labeling for the entire video sequence. Given only a video taken from
monocular camera with arbitrary camera motion and a moving scene, however, such
a prediction task is ill-defined and treating two label prediction tasks independently
may lead to incoherent interpretations of the underlying scene. Consequently, our
first research problem is to seek a scene representation capable of jointly modeling se-
mantic and geometric properties at pixel level, which enable us to predict a consistent
labeling of both properties. In addition, we want to effectively capture the temporal
structure of the video and enforce temporal coherency in our interpretation.
2) Pixel-level labeling with object-level reasoning in videos. While pixel-level
parsing provides detailed annotation in terms of object classes, it lacks represen-
tations in terms of individual objects. In order to achieve better video parsing, it is
essential to incorporate the object information, such as their shape and geometric re-
lations, into multiple properties of the underlying scenes. The additional object-level
representation not only generates a richer understanding of the video in terms of
both mid-level region properties and high-level object concepts, but also enables us
to introduce object and motion priors, a better modeling of long-range dependencies
in dynamic scenes. Therefore, our second research problem is: how do we introduce
object-level reasoning to pixel-wise video parsing, and jointly predict both seman-
tic/geometric segmentation of the video and object instance segmentation? Due to
lack of object annotation in training data, we also need to address the learning prob-
lem: how do we use a weak supervision to learn object models in this setting?
3) Efficient inference for multi-level video segmentation. Joint pixel and object
parsing of a video enable us to simultaneously reason multi-level properties of the
dynamic scene. However, such a joint formulation usually involves inferring the
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semantic and/or geometric class of a large number of scene entities. A naive im-
plementation usually leads to time-consuming computation process and is difficult
to scale up to large scale or real time video analysis. For instance, more than hun-
dreds of object hypotheses needs to be examined for analyzing a moderate complex
outdoor scene. To address this efficiency issue, we would ask our third research
question: Are all the scene entities in our representation equally important in terms
of the value of information? Can we exploit the redundancy in our multi-level in-
terpretation and find a more compact model formulation that enable us to perform
efficient reasoning?
4) Learning efficient representation for cost-aware video parsing. Most video pars-
ing approaches rely on a set of low-level image features as the bottom-up cues to pre-
dict semantic and geometric properties, and a structured model formulation to carry
out joint inference on the global interpretation. The computational cost of video
analysis mainly consists of the feature computation and the inference time, which
is difficult to reduce for a hand-crafted video representation without sacrificing the
final performance. Nevertheless, many real-world applications may have a varying
time or power budget for test-time video analysis. They would require producing a
high-quality video interpretation at any time constraint. This practical concern in-
spires us to ask the last research question: How can we learn an efficient feature and
model representation of dynamic scenes for such cost-aware video parsing tasks, in
which we aim to achieve an optimal trade-off between cost and accuracy for any
test-time budget?
My investigations reported in this thesis are centered around the four research
problems above. We will discuss these questions, and provide our solutions by build-
ing a series of holistic video parsing models and their efficient inference/learning
strategies. In subections 1.2.1 to 1.2.4, we present the main ideas of our work corre-
sponding to the four research problems, followed by thesis roadmap and our major
contributions.
1.2.1 Joint semantic and geometric segmentation of videos
Most existing approaches on video segmentation focus on exploring temporal con-
sistency in region or pixel labeling [178], and predict either semantic [68] or geo-
metric property [125] alone. More recent work consider jointly modeling semantic
class and depth of scene, and attempt to infer multiple labels of pixels consistently in
spatio-temporal domain. However, many of these methods require additional stereo
or depth sensor as input [90], while others assume a static scene and derive the scene
structure of sparse points based on structure from motion [142], or enforce a simple
pixel-level consistency [153].
In this work, we aim to address the problem of geometric and semantic consistent
video segmentation from a monocular camera for outdoor dynamic scenes. Given no
assumption on camera movement and multiple moving objects in the scene, the key
challenge is to integrate semantic and geometric information efficiently in a coher-
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Figure 1.2: Overview of our approach for joint geometric and semantic labeling in
videos. Our model is based on hierarchical video segmentations and we jointly
predict the semantic and geometric labels based on a simple stage scene model.
ent framework. Inspired by [42], we consider jointly modeling the semantic class
of spatio-temporal regions and a high-level description of scene geometry for each
frame in video.
Specifically, we formulate video segmentation as a multi-label multi-class predic-
tion problem, in which each over-segmented spatio-temporal volume, or supervoxel,
is assigned geometric and semantic consistent labels. To efficiently capture the de-
pendency between the semantic and geometric labels, we propose a simplified stage-
like scene model [119] as an intermediate representation, which imposes additional
scene dependent constraints for both semantic and geometric labeling. A typical ex-
ample is shown in Figure 1.2, where a box-shape scene model is used to build the
interaction between semantics and geometry.
We design a conditional random field (CRF) for joint modeling of the semantic
class, geometric label and the stage representation. The potential functions of our
CRF encode the constraints on two types of labels based on the stage parameters.
Inference can be solved by an alternating procedure between the label prediction
and stage estimation. To incorporate long-range label dependency, we build on a
hierarchical segmentation of a video and fuse the predictions from multi-levels for
spatial and temporal consistency.
1.2.2 Multi-label scene segmentation with exemplar-based object reason-
ing in videos
In order to achieve better understanding of images, it is essential to explore object
information [89, 174, 184] as well as multiple properties of the underlying scenes [42].
In particular, reasoning object instances and their relations with contexts has played
an important role in the state-of-the-art methods for semantic image segmentation [89,
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Figure 1.3: Overview of our holistic video representation. We jointly predict the
semantic, geometric labels with respect to object detection, tracking and their relative
ordering. The frontal-most object is highlighted in pink.
154]. Video sequences of dynamic scene provide a natural setting to incorporate ob-
ject level information in semantic segmentation. Motion cues can facilitate localizing
object instances and inferring geometric relationships between objects. In addition,
tracking of moving objects imposes long-range temporal consistency constraints to
segmentation and allows weak supervision at object level. Most of previous video
segmentation methods, however, either focus on capturing mid-level spatio-temporal
consistency [17, 116], modeling static scenes [12], or using a single-class object detec-
tor trained with many additional object annotations [174].
We propose a joint framework for multi-class semantic video segmentation which
integrates both region-level labeling and object-level reasoning. Given a video se-
quence taken from monocular camera, we formulate the segmentation as a super-
voxel labeling problem. At region-level, we seek consistent semantic and geometric
labeling of super-voxels that are smooth in spatio-temporal domain. At object-level,
we infer foreground moving objects and their relative depth in a chunk of video
frames, which imposes long-range spatial and temporal consistency of multi-class
object segmentation. More importantly, we adopt a weak supervision strategy at
object-level as in [56], in which only a small set of object exemplars is used for mod-
eling each object class. An overview of our method is shown in Figure 1.3.
Specifically, our approach consists of two stages. We first use object exemplars
and dense point trajectories to generate a number of object segmentation hypotheses
for each foreground class. Given these object hypotheses, we design a conditional
random field (CRF) that jointly models semantic and geometric classes of supervox-
els, as well as segmentation and relative depth of objects in videos. In particular, we
propose a set of pairwise and higher-order potentials to impose the label consistency
between objects and corresponding supervoxels, and to encode occlusion and support
relations between object classes. To parse a video sequence, we compute the MAP
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Figure 1.4: Overview of our approach. Example of the object-augmented dense CRF
model. Our active inference adaptively selects subgraphs thus improves the inference
efficiency.
estimation of the CRF model, which is formulated as minimizing a unified energy
function and solved by an efficient move-making algorithm.
1.2.3 Efficient multi-label video segmentation with object-level active in-
ference
Much progress has been made in semantic scene parsing by incorporating high-level
visual information, such as scene context and objects [42, 58, 89], and jointly solving
multiple related vision tasks [144, 154, 184]. However, such object-aware strategies
require many hypotheses of object instances and their relations to accommodate un-
certainty in object detection and localization [144, 153]. This leads to increasingly
larger structure and higher complexity of the resulting models on pixels and objects.
The main drawback of such approaches is that it becomes challenging to develop ef-
ficient inference algorithm in the joint models. In addition, it is even more difficult to
extend this to dynamic scene parsing in videos, as the number of object hypotheses
may increase greatly due to object motion and longer image sequences.
In this work, we aim to address the problem of joint pixel and object inference in
semantic video segmentation. We take a hypothesize-and-verify approach [104, 144],
in which we generate a pool of object hypotheses and formulate video segmentation
as a joint labeling of pixels and object hypotheses. To handle a large number of object
hypotheses, we adopt an active inference strategy at object level to select an optimal
subset of hypotheses for joint inference. An overview of our approach is shown in
Figure 1.4.
Specifically, given a video sequence, we first build an object-augmented dense
CRF model that consists of a supervoxel layer and an object layer. The supervoxel
layer, modeled by a dense CRF [81], captures long-range spatio-temporal dependency
between supervoxels, while the object layer imposes consistency between semantic
labeling of supervoxels and objects, as well as valid occlusion relation between over-
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Figure 1.5: Overview of anytime representation learning. We propose to incremen-
tally increase model complexity in terms of used image features and model structure.
Our approach generates high-quality prediction at any cost.
lapping objects. We develop an efficient mean field inference algorithm for the case
with a moderate number of object hypotheses.
Inspired by [168], we propose to select an informative subset of objects for scaling
up inference with many object hypotheses. To this end, we build a set of subgraphs
corresponding to the object hypotheses, which are selected in our inference proce-
dure. We formulate the subgraph selection as a Markov Decision Process (MDP) and
develop a learning approach to search the optimal policy for sequentially choosing
the most informative subgraph. We define a reward function using the improve-
ment on pixel-level per-class accuracy, and learn an approximate policy based on Q-
learning [92]. Our policy takes long-range features generated by both current model
uncertainty and video input, and predicts the most valuable subgraph to choose in
next step.
1.2.4 Learning dynamic hierarchical models for anytime semantic seg-
mentation
Despite much progress in the pixel-level semantic scene parsing [20, 44, 53, 110],
most efforts are focused on improving the prediction accuracy with complex struc-
tured models [57, 184] and learned representations [18, 28, 140]. Such computation-
intensive approaches often lack the flexibility in trade-off between efficiency and
accuracy, making it challenging to apply them to large-scale data analysis or cost-
sensitive applications. While previous methods have developed active inference
mechanisms for a given structured model to accommodate test-time budgets [129,
168], a more appealing approach is to learn a model representation for Anytime per-
formance, which can stop its inference at any cost budget and achieve an optimal
prediction performance under the cost constraint [45, 46, 73, 180, 189].
In this work, we tackle the anytime scene labeling problem by learning a family
of structured models capable of capturing long-range dependency between image
segments. To enable anytime prediction, we propose to generate scene parsing from
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spatially coarse to fine level and with increasing number of image features. Such
a strategy allows us to control both feature computation cost and the model struc-
ture which determines the inference cost. Note that our idea for anytime parsing is
generic for both static and dynamic scenes. For example, we can achieve the same
goal in dynamic scenes by generating video parsing from spatio-temporally coarse
to fine level and considering spatio-temporal features.
Specifically, we design a hierarchical model generation process based on growing
a segmentation tree for each image. Starting from the root node, this process grad-
ually increases the overall model complexity by either splitting a subset of leaf-node
segments or adding new features to label predictors defined on the leaf nodes. At
each step, the resulting model encodes the structural dependency of labels in the
hierarchy. For any cost budget, we can stop the generation process and produce a
scene labeling by collecting the predictions from leaf nodes. An overview of our
coarse-to-fine scene parsing is shown in Figure 1.5.
To achieve aforementioned Anytime performance, we seek a policy of generating
the hierarchical models which produce high-quality or optimal pixel-level label pre-
dictions for any given test budget. Instead of learning a greedy strategy, we formu-
late the anytime scene labeling as a sequential decision making problem, and define
a finite-horizon Markov Decision Process (MDP). The MDP has a parametrized dis-
crete action space for expanding the hierarchical models, and maximizes the average
label accuracy improvement per unit cost over a range of cost budgets as a surro-
gate for the anytime objective. We solve the MDP to obtain a high-quality policy
by developing an approximate least square policy iteration algorithm [92]. The key
properties of our learned policy are dynamic, which generates an image-dependent
hierarchical representation, and non-myopic, which takes into account the potential
future benefits in a sequence of predictions.
1.3 Roadmap
The next chapter discusses the prior literature that is relevant to the research prob-
lems addressed in this thesis. We firstly reviews the basic framework of undirected
probabilistic graphical models and introduces its three key components including
representation, learning and inference. These concepts will be extensively used
throughout the remainder of this thesis. Next, we discuss work on both scene under-
standing in static images and dynamic scene understanding in video sequences. The
chapter then moves onto budget-aware inference and anytime learning strategies, fo-
cusing on sequential model learning and model selection based on Markov Decision
Process. Finally, we introduce all the datasets on which we evaluate our methods and
discuss some commonly-used evaluation metrics in semantic segmentation literature.
Chapter 3 addresses the problem of geometric and semantic consistent video
segmentation for outdoor scenes. With no assumption on camera movement, we
jointly model the semantic-geometric class of spatio-temporal regions (supervoxels)
of a monocular video sequence. We propose a geometric scene layout representation,
Final Version – 28 November 2016
12 Introduction
or a stage scene model, to efficiently capture the dependency between the semantic
and geometric labels. We build a unified conditional random field for joint modeling
of the semantic class, geometric label and the stage representation, and design an
alternating inference algorithm to minimize the resulting energy function. To enforce
long-range label consistency, we also adopt a hierarchical classifier based on video
segmentation trees for pixel label prediction and show it achieves better performance
than a pairwise random field model. We evaluate our algorithm on the CamVid
dataset and achieve state-of-the-art per-pixel and per-class accuracy in both semantic
and geometric segmentations.
In Chapter 4, we describe a holistic video parsing method for simultaneous pixel-
level and object-level segmentation. We propose to incorporate foreground object
information into pixel labeling by jointly reasoning semantic labels of supervoxels,
object instance tracks and geometric relations between objects. We firstly take an
exemplar approach to object modeling by using a small set of object annotations and
exploring the temporal consistency of object motion. After generating a set of mov-
ing object hypotheses, we design a conditional random field framework that jointly
models the supervoxel labels and object instance segmentation. The optimal scene
labeling is inferred by computing the MAP estimation of the CRF model using an
efficient move-making based optimization procedure. We demonstrate the effective-
ness of our method on three public datasets and show that our model can achieve
superior or comparable results than the state-of-the-art with less object-level super-
vision.
Chapter 5 also addresses the problem of integrating object reasoning with su-
pervoxel labeling in multiclass semantic video segmentation. To this end, we first
propose an object-augmented dense CRF in spatio-temporal domain, which captures
long-range dependency between supervoxels, and imposes consistency between ob-
ject and supervoxel labels. We develop an efficient mean field inference algorithm to
jointly infer the supervoxel labels, object activations and their occlusion relations for a
moderate number of object proposals. To scale up our method, we adopt an active in-
ference strategy to improve the efficiency, which adaptively selects object subgraphs
in the object-augmented dense CRF. We formulate the problem as a Markov Decision
Process, which learns an approximated optimal policy based on a reward of accu-
racy improvement, a set of well-designed model and input features. We evaluate our
method on three publicly available multiclass video semantic segmentation datasets
and demonstrate superior efficiency and accuracy.
In Chapter 6, we propose a dynamic hierarchical model for anytime scene label-
ing that allows us to achieve flexible trade-offs between efficiency and accuracy in
pixel-level prediction. In particular, our approach incorporates the cost of feature
computation and model inference, and optimizes the model performance for any
given test-time budget by learning a sequence of image-adaptive hierarchical models
and image representations. We formulate this anytime representation learning as a
Markov Decision Process with a high-dimensional discrete-continuous state-action
space. A high-quality policy of feature and model selection is learned based on an
approximate policy iteration method with action sampling strategy. We demonstrate
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the advantages of our dynamic non-myopic anytime scene parsing on three semantic
segmentation datasets, on which we achieve 90% of the state-of-the-art performances
by using 15% of their overall costs.
Chapter 7 summarizes the main contributions of this thesis and discusses the fu-
ture research directions, including learning anytime multi-level video parsing, pars-
ing multiple properties in videos with unified CNNs and active learning for multi-
level video understanding.
1.4 Major Contributions
In this section, we summarize the main differences between our methods and other
existing approaches, and list the most important contributions in this thesis as fol-
lows.
• We propose a stage scene model for jointly modeling the geometric and se-
mantic label of a video sequence. Our results show the new representation is
beneficial in predicting semantic and geometric consistent scene labeling.
• We extend the smoothing method based on multilayer representation to the
video setting and achieve the state-of-the-art per-class and per-pixel accuracy
without any high-level object information. We also directly use supervoxel
instead of frame-based super pixel for labeling and feature extraction, which
generates a more coherent labeling temporally.
• We incorporate multiclass object reasoning to semantic video segmentation,
which enables us to capture long-range dependency in spatio-temporal do-
main. We show that inferring object instances and their relationships is benefi-
cial to video segmentation. We also provide a richer interpretation of dynamic
scenes, consisting of not only pixelwise semantic segmentation but also object
instance segmentation, motion trajectories and their relative depth ordering.
• We propose a weak supervision approach to model the foreground object classes
by exploiting temporal coherency, pixel-object label consistency and a few an-
notated object exemplars.
• We develop an object-augmented fully-connected Conditional Random Field
model for semantic video segmentation and derive an efficient mean field in-
ference procedure for the CRF with higher-order potentials.
• We design a novel active inference method for multi-level video understanding.
We explore the value of object hypotheses for semantic labeling and propose a
MDP-based method to sequentially choose most informative objects during in-
ference. Our method is capable of generating compact model structure, which
is useful for achieving a balance between efficiency and accuracy.
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• We propose a dynamic hierarchical model for anytime semantic scene segmen-
tation, which generates a high-quality segmentation at any given test-time bud-
get. We incorporate both feature computation and model inference cost, and
formulate the anytime representation learning as a Markov Decision Process
with a discrete-continuous state-action space.
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Literature Review
Visual scene understanding aims to infer scene properties from images or videos,
such as scene type, spatial range of categories and object instances, etc.. There are an
abundance of prior literature on this core computer vision problem. In this chapter,
we review both static and dynamic scene understanding approaches in the literature,
with a focus on those that overlap with our research problems discussed in previous
chapter: 1) joint semantic and geometric parsing in videos 2) pixel-level labeling with
object reasoning in dynamic scenes 3) efficient inference for multi-level video under-
standing 4) learning efficient representation for cost-aware video parsing. Prior to
that, we also discuss related work on the undirected Probabilistic Graphical Models,
which are fundamental for incorporating relations between different aspects, or their
dependencies.
The rest of this chapter is organisd as follows. We firstly introduce background
knowledge about undirected graphical models in Section 2.1, with a focus on Con-
ditional Random Field. In Section 2.2 and Section 2.3, we discuss related work on
scene understanding from static images and dynamic scene understanding, respec-
tively. Literature on cost-aware learning and inference is summarised in Section 2.4.
Datasets and evaluation matrix are presented in Section 2.5. Finally, we summarise
this chapter in Section 2.6.
2.1 Undirected Probabilistic Graphical Models
In this section, we focus on undirected graphical models, which are widely used
in computer vision and most related to our research topic. In general, probabilistic
graphical models provide flexible representations of relations between objects and
components within the probabilistic framework. They also provide a simple way to
visualise structures of probabilistic models, and give direct insights into conditional
independence properties and underlying mathematical structure.
2.1.1 Model formulation
An graphical model is represented by a graph, which consists of a set of nodes and
edge connections. Each node represents a random variable (or a group of random
15
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Figure 2.1: Illustration of graphical model described in Eq.2.1. We omit the depen-
dency on the input X for clarity.
variables), and the edges encode probabilistic relationships between connected vari-
ables. A graph captures the way in which the overall joint distribution is decomposed
into the product of factors that only depend on subsets of local variables in graph.
We focus on undirected graphical models, especially Conditional Random Fields
(CRFs) [78, 91], in computer vision (e.g. [57]) literature in the rest of this section. CRFs
have been widely used in semantic scene understanding and particularly suitable for
multi-level video understanding due to its flexibility in integrating multiple scene
properties. They provide soft constrains on the underlying variables and thus can
be used to encode relations between scene entities and generate more global and
consistent interpretations.
Formally, a CRF is fully specified by its potential functions, which usually consists
of unary terms, pairwise terms and higher order terms. Denote L as the variables
for all nodes in the graph, and L = {li}, where i ∈ {1, ..., N} and N is the number
of nodes in the graph. Generally, li can be assigned a value from some (discrete)
value space. For instance, in the context of semantic segmentation, li = c and c ∈
{1, . . . , C}, where C is the number of object categories. We further define N as the
set of neighbouring nodes in the graph. Given an observation X, a CRF is defined by
its energy function as follows:
E(L|X) =∑
i
φ(li|X) + ∑
(i,j)∈N
ϕ(li, lj|X) + ∑
i∈{c}
ψ(lc|X) (2.1)
where φ(li|X) is the unary potential for node i, ϕ(li, lj|X) models the pairwise potefn-
tial for a pair of nodes (i, j) ∈ N , and ψ(lc|X) is the higher order potential for
the nodes lc in clique c. We will omit the input X from now on for clarity as
generally all the terms depend on X. Equivalently, denote the probability of tak-
ing labeling L given X as P(L|X), we can define a joint probability distribution as
P(L|X) = 1Z(X) exp(−E(L|X)), where Z(X) is the partition function that ensures that
the probability distribution sums to one. We adopt factor graphs to represent the
factorization properties of CRF models, which explicitly visualize the variables and
potential functions in the joint distribution. An example of graphical models de-
scribed in Eq.2.1 is illustrated in Figure 2.1. In the following, we will describe the
three basic components of the CRF models.
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2.1.1.1 Unary Potentials
Unary terms provide a local estimate of label configurations for individual nodes.
Although the obtained results can be incoherent due to the noisy nature of the local
cues, they still provide a good starting point for most scene understanding tasks. In
general, we can use a classifier for local predictions, and the unary potentials are
formulated as the negative log-probability from the classifier output P(li|X):
φ(li) = − log P(li|X) (2.2)
Note that P(li|X) can be the output from any probabilistic classifiers. For instance,
in semantic segmentation [57], a multilayer perception that takes color, edge magni-
tude and texture information into account is used to predict the unary terms. Other
commonly adopted classifiers include Gaussian Mixture Model based [179] and dis-
criminative methods, such as Random Forest [11] and Multiclass Logistic Regressor.
Non-probabilistic classifiers, such as Boosting classifiers [36] and Support Vector Ma-
chine (SVM) [172], can also be employed by directly taking their classifier scores
as the unary or fitting a probabilistic model on top of their scores. In addition to
the aforementioned parametric learning approaches, non-parametric learning meth-
ods, e.g., K-nearest-neighbor (KNN), are also used due to the emergence of large
databases [151].
2.1.1.2 Pairwise Potentials
The pairwise potentials ϕ(li, lj) are introduced to capture the dependency between
neighboring nodes, which defines the compatibility of two neighbouring nodes i and
j that takes labels li and lj, respectively. In particular, a common form of the pairwise
terms in computer vision is the contrast-sensitive Pott’s model [139], which imposes
a smooth constraint on the labeling while taking color cues Ii and Ij of node i and j
into account. Mathematically, it is defined as:
ϕ(li, lj) = exp(−
‖Ii − Ij‖2
θα
)
[
li 6= lj
]
(2.3)
where [·] is an indicator function and θα is the model parameter. Intuitively, this
pairwise term gives penalties for inconsistent neighboring labels: the more photo-
metric similar the adjacent units are, the higher penalty will be assigned if they do
not take the same label. Other types of pairwise terms [42] capture the co-occurrence
statistics of any two class labels that appear in adjacent nodes, which provide prior
knowledge on the neighborhood relation between objects.
One major drawback of these pairwise potentials is their locality. It is challeng-
ing to encode long-range constraints due to the restrictive design of their neighbour-
hood. One possible solution is to introduce second-order pairwise terms as suggested
in [115]. However, it only partially addresses the problem. A more principled way
to incorporate long-range dependencies is to introduce dense connections between
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all the nodes. Mathematically, the pairwise term in a fully connected CRFs [81] is
defined as:
ϕ(li, lj) = µ(li, lj)
K
∑
m=1
w(m)k(m)(fi, fj) (2.4)
where k(m) denotes the m-th Gaussian kernel and k(m)(fi, fj) = exp(− 12 (fi− fj)TΛ(m)(fi−
fj)), and µ is the label compatibility matrix, such as the Potts model µ(li, lj) = [li 6= lj].
The vector fi is the feature vector for pixel i in an arbitrary feature space. w(m) are the
linear combination weights and µ is the label compatibility function. More specifi-
cally, the contrast-sensitive two-kernel potentials in [81] are defined as
ϕ(li, lj) = w(1) exp(−
|pi − pj|2
2θ2α
− |Ii − Ij|
2
2θ2β
) + w(2) exp(−|pi − pj|
2
2θ2γ
) (2.5)
The first term and the second term encourage the nearby pixels with similar appear-
ance to be the same class as well as smooth out isolated regions, respectively. θα, θβ,
and θγ are model parameters for degrees of nearness and similarity.
2.1.1.3 Higher-order Potentials
To go beyond pairwise relations, we can also introduce higher-order potentials into
CRFs. Typically, higher-order potentials capture more complex relations between
nodes in a clique, which can be some pre-defined patterns [77] or learned label con-
figurations [57].
In practice, a widely adopted approach is to define higher-order potentials on
image regions with certain properties in vision literature. One choice is to define
cliques based on homogeneous regions, e.g. superpixels [77], or hierarchical segmen-
tations [127].The higher-order potential is then defined to enforce all nodes inside a
clique to follow some label patterns. For instance, the higher-order robust Pn Potts
model [77] is defined as,
ψ(lc) =
{
Ni(lc) 1Qγmax, if Ni(lc)  Q
γmax, otherwise
(2.6)
where Ni(lc) is the number of variables in the clique c not taking the dominant label.
Q is the truncation parameter. γmax measures the quality of a segment, which is
defined by its inter region appearance variance. Intuitively, this model favors all
pixels belong to an image segment taking the same label, while setting the penalty
as a linear truncated function to allow for variables in a clique taking different labels.
In addition to the aforementioned bottom-up region cues, object information pro-
vides top-down cues as another type of higher-order constraint for scene understand-
ing tasks. Specifically, object-based cliques [89, 152, 184] are obtained from the detec-
tion outputs of pre-trained object detectors. The higher-order potentials defined on
these cliques incorporate the constraints that certain object categories are more likely
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to be appear in regions where detectors responses are positive.
2.1.2 Inference
Given a graphical model, inference is the stage when we make a prediction on the
label variables. In general, our prediction of the possible labeling is based on the
posterior distribution of label variables, and each label configuration corresponds to
a cost defined by energy function. In practice, we are usually interested in obtaining a
single ‘optimal’ labeling of variables. From a probabilistic viewpoint, we can find an
optimal label configuration by either maximizing a posteriori (MAP) or maximising
the marginal. We summarise them as follows:
• Maximum a Posterior (MAP) estimation, which is formulated as:
L∗ = argmin
L
E(L|X) = argmax
L
P(L|X) (2.7)
• Maximise Marginal Posterior (MMP) estimates the mode of the marginal dis-
tribution,
l∗i = argmin
li
E(li|X) = argmax
li
P(li|X) ∀i, (2.8)
Exact MAP and MMP estimations are only feasible for certain probabilistic models
with special structures. For general graphs, extact inference is usually NP-hard and
approximate approaches have to be adopted. In the following, we will discuss two
dominating approximation frameworks.
Move-making based MAP inference MAP estimation can be viewed as an energy
minimisation problem, which aims to find a solution that gives the lowest energy.
Search-based method is one of the popular approximation approaches for the energy
minimization problem. Typically, it starts from an initial estimation and searches
for the local optima of the energy function. Therefore, the design of search space
determines the quality of final solution. The search space is defined w.r.t. some
pre-defined transformations of the state configuration. Each step in the search finds
the local optimal transformation that gives the largest decrease in the energy and the
process stops until no improvement can be made. For instance, Iterative Conditional
Mode (ICM) for MRFs [7] defines its transformation as the state that changes a single
node’s value of current state in the random fields, which is very local and thus
provides a low-quality solution. Boykov et al. [10] propose a an effective method with
larger search space. Specifically, they define two transformations, called α-expansion
and α-β-swap, which can be viewed as solving an MAP estimation problem in a
binary random field with submodular pairwise terms. These transformations can
be computed efficiently with Max-flow base graph cut algorithms. As for random
field with higher-order potentials, Pushmeet et al. [77] propose an efficient MAP
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inference approach, whose key idea is to convert higher-order terms of special forms
into pairwise terms.
For MAP estimation on more general random fields, QPBO [98, 132] and fusion
move [99] are applicable to the models with non-submodular pairwise terms. While
QPBO cannot provide a global optimum for solving quadratic functions, it can ob-
tain a partial optimality guarantee called persistency. The fusion move combines two
proposed assignments in a theoretically bounded way and has shown global opti-
mality in practice. Note that the above-mentioned methods all assume a fixed label
space. For the scenarios with unknown number of labels, Delong et al. [22] propose
a α expansion related approach to perform a fast inference to jointly optimize the
number of labels as well as the labeling configuration.
Variational probabilistic inference Variational inference introduces a tractable prob-
ability distribution with a simpler form to approximate the original distribution [9].
Inference is then performed on the tractable approximate distribution, using either
MAP or MPM method. Mean-field approximation [185] is the simplest approximate
inference, which uses an approximate family with a fully factorized form. Taking
the fully-connected CRF [86] for example, given pairwise potentials in Eq. 2.5, the
mean-field approximate inference computes a distribution Q(L) that minimizes the
KL-divergence D(Q‖P), where P(L) denotes the exact distribution of the energy
function. Formally, Q(L) = ∏i Qi(li). Minimizing the KL-divergence yields the fol-
lowing iterative update equation:
Qi(li = c) =
1
Zi
exp{−φ(li)−∑
lj
µ(c, lj)
K
∑
m=1
w(m)∑
j 6=i
k(m)(fi, fj)Qj(lj)} (2.9)
The message passing step can be viewed as a convolution with a Gaussian kernel
given the k(m), which can be efficiently computed with permutohedral lattice [3].
A more sophisticated approximation is the Loopy Belief Propagation (LBP) meth-
ods [80, 169], which includes the approximation of pairwise marginals, and is also
defined by a set of message passing steps between neighboring nodes and factors.
Other approximate methods. Relaxation-based methods are also proposed to for
approximate MAP estimation. By formulating the energy minimisation problem as
an integer program problem, Jon and Eva [76] propose to relax the integer constraint
and convert it to Linear Program (LP) that can be solved. Given a fractional solution
of LP, randomized rounding is then performed on the solution to recover a integer
solution. More recent work [114] studies the LP relaxations that result from enforcing
additional consistency constraints between the higher order potentials and develops
efficient message passing algorithms for optimizing the LPs.
Sampling-based inference, or Markov Chain Monte Carlo (MCMC), samples a
distribution by constructing a Markov chain having the target distribution as its equi-
librium distribution. Gibbs sampling [37] and Metropolis-Hasting sampling [38, 170]
are widely used in practice. Theoretically, the sampling-based inference provides
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an estimation that will converge to its real value when the number of samples ap-
proaches infinity. In practice, these methods are usually computational expensive as
a large amount of samples are required to obtain a good result.
2.1.3 Learning
Parameter learning in the undirected graphical models is particularly challenging
due to their structures, and can be achieved by probabilistic or risk minimization
methods. The probabilistic methods seek an optimal parameter setting that maximizes
the posterior distribution of the parameters. A common practice, e.g., maximum
likelihood estimation (MLE) [9], is to maximize regularized likelihood functions for
estimating the model parameters. The EM algorithm [8], which iteratively com-
putes the lower bound of the posterior distribution, is a general technique for finding
maximum likelihood estimators for models that have latent variables. However, the
maximum likelihood based methods have to compute the partition function or its
gradient, which is intractable and approximation has to be employed.
On the other hand, the risk minimization approaches estimate the parameters by
minimizing the sum of a loss function and a regularization term. For example, the
structured learning framework [147, 156] minimizes an upper bound of label predic-
tion loss and a quadratic regularization term on the model parameters. However,
it requires solving a loss-augmented inference problem for some data points in each
iteration [71], which is computationally intractable for many scene parsing problems.
In practice, one popular learning method is the so-called piece-wise learning [4],
which estimates model parameters in two or more stages. It decomposes the full
model into submodules that can be learned separately and combines them by learn-
ing weights of each submodule. Therefore, this method is computationally cheap in
estimating parameters of large graphic models. For example, for CRFs with unary
and pairwise terms only, it first learns the parameters of the unary terms, and then
the parameters of the pariwise terms are learned with the fixed unary terms.
So far we have reviewed the related work on CRFs and undirected graphical mod-
els, including literature in representation, learning and inference. In the following
section, we move our focus to main challenges in holistic scene understanding in
both static images and video scenarios.
2.2 Scene Understanding in Static Images
General scene understanding involves interpreting multiple aspects of a scene from
an input image, including semantics, geometry, illumination and other surface prop-
erties, etc. Modern scene understanding approaches have been focused on individual
aspects of scene interpretation and particularly the semantic aspect [57, 77, 110, 139].
Only a few consider the problem of joint interpretation of multiple scene properties
in a consistent way [61, 89, 103, 154, 183, 184].
We begin this section by reviewing the topic of semantic scene understanding
in Section 2.2.1, and then discuss the geometric interpretation in Sections 2.2.2 and
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Figure 2.2: Examples of four different levels of semantic scene representation. From
left to right: scene/object recognition, object detection, semantic segmentation and
instance-level object segmentation.
holistic scene understanding in Sections 2.2.3. Last, we summarize recent deep learn-
ing based methods in static scene understanding in Section 2.2.4.
2.2.1 Understanding semantics in static images
The semantics of an image can be described at several levels, ranging from overall
scene category to more detailed annotations of object categories. In this section, we
will discuss related work in understanding semantic aspects of scenes, with a focus
on three different levels of semantic properties: pixel-level semantic scene under-
standing, object localization and segmentation, and scene-level categorization.
Semantic segmentation of images Semantic segmentation aims to produce a de-
tailed annotation of the input image by assigning semantic class labels to every pixel.
Starting from [57], the dominating approach to semantic segmentation is based on
the CRF framework, which is introduced in Section 2.1.1. Most of existing methods
mainly differ at the extracted bottom-up image features and the contextual informa-
tion encoded in the CRF models.
1) Bottom-up image cues. The unary potentials make use of bottom-up image
cues to generate local predictions of the semantic class for each pixel. In practice,
discriminative and invariant image features are extracted and passed to the unary
classifiers. These low-level features, including color distribution, edge or texture fea-
tures [100, 135, 158], are typically generated from local filter banks. Features that
capture second-order statistics, e.g. correlation between feature dimensions, are also
explored to increase feature representation power [15].
2) Superpixel representations. Labeling every pixel in an image is computationally
expensive and redundant due to correlations between neighboring pixels. A com-
monly used strategy to improve the efficiency is to use superpixel representations.
Instead of modeling every pixel, this representation produces an oversegmentation
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Figure 2.3: The highlighted image patches [44, 57] are difficult to label based on local
information only. Contextual information, such as the surrounding environment,
provides more cues on what the patches are.
of the image and assume each segment, referred to as a superpixel, takes the same
semantic label. By sharing labels within superpixels, we can also obtain more smooth
label prediction than pixel-based labeling. However, the downside of the superpixel
representation is that it may introduce incorrect segments crossing object boundaries.
In general, superpixels can be generated by any clustering or segmentation method
that groups spatially adjacent and visually similar pixels to a region. For instance,
graph-based method [31] first builds a graph for an input image, where pixels are
node and edges are defined between two pixels to model appearance differences be-
tween adjacent pixels. Once the graph is built, a graph partition algorithm based on
the minimum spanning tree algorithm is applied to generate segments. However,
such fully data-driven algorithm may lead to unstable topology or irregular seg-
ments. To address this issue, Achanta et al. [2] propose to add shape constraints in
this image partition process, which generates superpixels with more regular shapes
and stable topology structure. Note that these unsupervised grouping process is
usually local appearance-based, and this may lead to segments that disagreed with
true object boundaries.
3) Encoding Contextual Information. Due to the ambiguity in local image cues, it is
important to capture the contextual information to achieve globally coherent scene
labeling. For instance, it is hard to distinguish between sky and water regions due
to their appearance similarity. However, given more context around an ambiguous
region, we tend to make better prediction. We show some examples in Figure 2.3.
Contextual information can be encoded in two different ways: image context [139]
or label context [57, 157]. The image context can be captured by taking a large win-
dow support for each pixel, such as the textonboost feature [139]. However, such con-
text cues are expensive to compute and difficult to learn without sufficient amount
of training data. The label context, on the other hand, aims to capture dependen-
cies between pixel labels in an image. The standard lattice CRF models [139], for
instance, use a simple 4 or 8 neighborhood and are effective to capture short-range
context between neighboring pixels. Longer-range context can be modeled by larger
label neighborhoods or hierarchical models [127]. In particular, multi-scale mod-
els [28, 57, 127] are proposed to capture long-range label dependencies in pixelwise
labeling. The autocontext [157] method captures long-range context by recursively
training a sequence of label predictors with large neighborhood support on the label
map. More recent work [82, 117] propose to learn the context support instead of
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relying on hand-craft design.
Object-level parsing Object detection and segmentation [30, 39] interpret a scene
at a higher semantic level, which aim at inferring the location of objects belonging to
specific categories in images.
One traditional paradigm of object detection is sliding-window classifier, which
uses many effective hand-crafted features, including Haar-like features [161], SIFT
descriptors [111], Local Binary Patterns (LBP) [121], and Histograms of Oriented Gra-
dients (HOG) features [21]. More recent deep network based approaches avoid the
time-consuming exhaustive search and rely on selective search [93] and object pro-
posals generation [26] to focus on salient regions. In addition, these methods learn
an object representation based on convolutional neural networks, which outperform
the traditional methods significantly.
Most detection algorithms only provide a bounding box representation for the
detected objects. To obtain more detailed shape/pose information, we need to re-
sort to object segmentation or simultaneous detection and segmentation (SDS) [52].
One promising approach to capturing the object instance details is the nonparamet-
ric methods such as exemplar-based object modeling. For example, Malisiewicz et
al. [113] propose an exemplar-based SVM based object detector, which enable us to
associate a object mask with each detection. Specifically, For each training exemplar
E and its feature xE, the method builds an object model that separate the ground-
truth object from all negative samples, denoted as NE, in the HoG [21] feature space.
It learns instance specific weights wE and bE w.r.t. the following convex objective:
ΩE(wE, bE) = ‖wE‖2 + C1h(wTExE + bE) + C2 ∑
x∈NE
h(−wTEx− bE) (2.10)
where they define h(x) = max(0, 1− x) to allow hard-negative mining to cope with
millions of negative samples. Given an instance specific detection, we can transfer
any other property of that instance to the detected regions, such as its shape and
pose information.
An object representation is capable of encoding category, shape and view point
information, which is complementary to the pixel-level semantic modeling. On the
other hand, semantic labeling could facilitate object detection/segmentation by pro-
vide informative context cues. Therefore, object detection and semantic segmentation
tasks are mutually beneficial.
Scene-level properties An image can be described at the scene level and assigned a
global label. For example, scene categorization [177] aims to classify natural images
within a finite set of semantic categories. This scene representation provides another
type of top-down constraints to the detailed level interpretations. Specifically, it
provides a global constraint on the range of object categories that can appear in the
image. For example, if we are looking at the desert scene, it is more likely to see a
camel than a boat.
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Figure 2.4: Examples of four different types of scene geometric representation. From
left to right: full 3-D reconstruction [19], depth estimation [108], geometric layout [62]
and stage-like scene model [119].
Traditional scene classification methods rely on hand-crafted image features [29,
94, 122]. More recently, deep learning based methods [140] have boosted the per-
formance of scene categorization task significantly and achieved the state of the art
accuracy in large-scale benchmarks [177].
2.2.2 Geometric understanding in static images
Geometric properties perhaps are one of the most important physical attributes
of a scene. In contrast to the ’what’ information in the semantic reasoning, scene
geometry provides the ’where’ information, which is crucial for interacting with the
environment. While a full and detailed 3D representation is ideal for geometric
scene understanding, it is challenging to infer such scene property from a single
image. Alternatively, we can seek other abstract geometric representations which
are more suitable for single image understanding, including depth map, geometric
layout and global scene structures. Figure 2.4 gives some examples for different types
of geometric understanding in images.
Depth map estimation Depth estimation aims to assign a depth value to each pixel
in an image. However, estimating a pixelwise depth map of a general scene from a
monocular, static view point [134] is ill-posed due to lack of reliable cues, such as
motion and stereo correspondences. While much progress has been made by deep
network based methods [25, 107], they rely on large-scale training data and focus on
indoor scenes. In this context, incorporating additional sources, such as user anno-
tation [133], proves to be beneficial. For those scenarios that additional information
is unavailable, existing work [108] demonstrates that incorporating more complex
relations into scene prior can produce better depth prediction. More appearance or
depth cues, such as repetitive structure [175] and sparse depth [112], have also been
explored and prove to be beneficial in depth estimation task. For generic outdoor
scenes, dense depth map prediction from a static image remains challenging.
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Geometric layout Despite accurate depth map estimation is difficult for single im-
age understanding, it is possible to infer a coarse-level representation of the scene
geometry. For many scene understanding applications, such an abstract geometric
scene model is sufficient in general.
Geometric layout estimation aims at assigning a geometric class label to each
pixel, which provides a coarse description of the surface orientation and object shape
in a scene. The very initial work [62] in geometric layout estimation introduces a
geometric class label space to describe the scene geometry. Specifically, it summarizes
the geometry of object surfaces into seven classes, and formulates the geometric
layout estimation as a discrete labeling problem. This greatly simplifies the problem
of geometric scene interpretation and is capable of modeling basic relations between
surfaces. More recent work propose to predict occlusion [64] and hidden surfaces [50]
in individual images. These work go beyond visible geometric cues and make it
possible to understand high-level relations, such as occlusion and relative order, from
a single image.
For indoor scenes, stronger assumptions can be made on the scene layout. One
typical example is the Manhattan-like structures for single room layout. For instance,
Hedua et al. [59] propose a room layout estimation approach, which interpret an in-
door scene by a 3D box layout and surface labels of pixels. The box layout coarsely
models the space of the room while the surface labels provide precise localization
of the visible object, wall, floor, and ceiling surfaces. However, this method is sen-
sitive to the clutter and occlusion. Wang et al. [163] propose a unified framework
that models the foreground objects as latent variables and optimises both the lay-
out and cluttered objects jointly. To go beyond the single room modeling, David et
al. [95] propose a more generic scene structure that aims to recover the geometric
structure for various types of indoor scenes. By proposing several physically valid
structure hypotheses and verifying best fitting model to line segments, this method
can generate the most plausible coarse 3D interpretation for given images.
Scene structure The geometric structure of the overall scene can be summarized at
a coarser level by reducing the spatial resolution and geometric label space. Such
compact representation provides a global and abstract view of the scene geometry,
which is useful to guide detailed-level scene interpretation.
For outdoor scenes, a widely adopted scene structure model is the tiered scene
model [33]. This model assumes a simplified geometric layout and interprets scene
geometry by a column-wised layered scene model. To handle more general scenes,
Vladimir et al. [119] propose a stage-like model for both indoor and outdoor sce-
narios. Specifically, they formulate the scene structure estimation as a classification
problem and propose to associate one stage-like structure model with each image.
Details of stage-like models can be viewed in the last column of Figure 2.4.
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2.2.3 Holistic static scene understanding
So far we have reviewed related work on semantic and geometric scene understand-
ing. These approaches usually focus on one aspect of scene properties and lack a rich
representation for holistic interpretation. In this section, we will discuss literature on
joint inference of multiple scene properties in static images.
Joint geometric and semantic scene understanding Intuitively, joint modelling of
semantic and geometric information is beneficial to both tasks as they share simi-
lar image representation and provide additional label constraints to each other. The
very first work [42] aims to assign geometric and semantic consistent label for static
scenes in a product label space. To effectively model the dependencies in two label
space, they introduce the horizon property in its representation.This couples the se-
mantic and geometric label prediction by imposing an additional constraint on the
spatial distribution of semantic categories. Other types of combinations, including
joint depth estimation and semantic segmentation [103], relative ordering and ob-
ject segmentation [154, 183], geometric relation and semantic category [66], have also
been explored in scene understanding literature. However, due to lack of sufficient
cues in single images, joint estimation of semantic and geometric labels remains quite
challenging.
Hoiem et al. [63] propose a more comprehensive model that joint estimates sur-
face orientations, occlusion boundaries, objects, camera viewpoint, and relative depth.
However, the proposed method incorporates the various tasks in a sequential fash-
ion [61], by using the output of one task (e.g. object detection) as features for other
tasks (e.g. depth estimation, object segmentation). Thus it cannot perform joint rea-
soning of the multiple tasks. In comparison, joint estimation of depth, scene type,
and object locations is performed in [102] to achieve coherent prediction for all tasks.
Multi-level semantic scene understanding As discussed before, semantic property
of a scene can be interpreted at multiple levels. Different levels of semantic interpre-
tation provide a richer representation of the scene and stronger contextual constraints
to each level. In this paragraph, we will discuss literature on combining multi-level
semantic interpretations in scene understanding.
One of the most commonly studied problem in the multi-level semantic under-
standing deals with the joint task of semantic labeling and object detection [20, 43, 49,
89, 97, 152]. Typically, a hypothesize-and-verify framework is used to handle noisy
predictions from object detectors, and object proposals and pixel labels are modeled
in a joint CRF. The global decision by the CRF can suppress the false-positive re-
sponses of object detection if they are inconsistent with pixel-level predictions, while
confident detections can increase the likelihood of certain object categories in their
spatial support, which in return may improve semantic segmentation. In addition to
object-level priors, global scene constraints are also introduced [184] to restrict the
object classes that are expected to be observed in given scenes. Other combinations,
such as object and part [165] or parts, objects and scenes [143], are also explored in
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Left Right
Figure 2.5: Examples of deep learning based methods for scene understanding [110]
(Left) and combining PGM with CNNs [18] (Right).
literature to model different aspects of semantic information in static images.
2.2.4 Deep learning in static scene understanding
Deep learning based methods have generated stronger image classifiers with
automatically learned features using Convolutional Neural Networks (CNN) [87,
140]. This has led to significant improvement in recognition accuracy on large-scale
datasets such as ImageNet [23]. More recently, deep-learning approaches [28] have
been proposed to automatically learn from raw images and produce a powerful rep-
resentation for semantic segmentation task. Existing CNN-based methods [110, 137]
show impressive performance in benchmark semantic segmentation dataset [27] with
end-to-end trainable property. However, these methods do not explicitly encode
pixel dependencies in labeling task and rely on feature sharing to generate smooth
labeling. To better incorporate prior knowledge of scene labeling into CNN-based
methods, Chieh et al. [18] propose to use a dense CRF model [81] whose unary
terms are obtained from pixel-level predictions of [110]. This model, however, is no
longer end-to-end trainable. Shuai et al. [188] propose to interpret the inference of
the dense CRF as a recurrent network, which enables joint optimisation of CNN clas-
sifier weight and CRF parameters during end-to-end training. As such, the classifier
and the graphical model learn to optimally co-operate with each other during train-
ing. As for holistic understanding within the CNNs framework, joint object and stuff
segmentation is recently explored in [20] to achieve consistent labeling. Examples of
CNNs-based scene understanding methods can be viewed in Figure 2.5.
Despite the progress, there are several drawbacks in using strongly supervised
CNNs in scene understanding tasks. First, it usually requires a large amount of
training data, which is expensive for semantic and holistic scene parsing. Also, with
deep convolution layers, these methods requires large amount of computational re-
sources and are generally inefficient without GPU support. Furthermore, the struc-
tures of these CNN networks are manually designed and lack the flexibility to adapt
according to different task requirements.
Final Version – 28 November 2016
§2.3 Scene Understanding in Video Sequences 29
2.3 Scene Understanding in Video Sequences
Despite the progress in understanding static images, much fewer work have ad-
dressed the detailed scene interpretation problem in video setting. It is a non-trivial
task to extend the ideas of static image parsing to video understanding due to the
high dimensionality of the video data. Modeling multiple properties in videos is
an even more challenging task. In additional to the cues shared by static images,
e.g. appearance, we are required to handle motion and hundreds of frames in a few
seconds. Such property leads to efficiency issues in video understanding.
In this section, we firstly review work on video representations in Section 2.3.1.
In Section 2.3.2, we discuss literature on understanding individual and multi-level
scene properties in video sequences, which are closest to our problem setting. We
will focus on the video specific problems and refer readers to previous sections for
the tasks shared by image understanding.
2.3.1 Video representation
For understanding dynamic scenes in videos, one typical solution is to use un-
supervised video segmentation methods to obtain spatio-temporal coherent regions,
then build models on top of these regions to incorporate various dependencies. Un-
supervised video segmentation aims at partitioning a video sequence into spatio-
temporal regions, or supervoxels, that are spatially adjacent, temporally correlated
and photometrically similar. Compared to the image setting, it requires to explore
additional temporal cues and motion in videos. These motion cues are either implic-
itly used or explicitly modeled in previous work, and we will discuss them in details
in this section.
Explicit motion estimation Motion information can be explicitly represented by
finding dense pixel-wise correspondences between consecutive frames in videos.
One typical way for finding correspondence is to compute dense optical flow,which
estimates the pixelwise displacement between two image frames. However, due to
the two main assumptions of traditional optical flow algorithms, e.g. small dis-
placement and appearance invariant, the estimated motion fields are usually over-
smoothed and unreliable in occluded regions. This may cause serious problems
when modeling longer-term motion is required as the local errors can be accumu-
lated during propagation.
Several works have been proposed to address the above mentioned problems.
For instances, Large displacement optical flow (LDOF) [13] aims to capture the large
movement between adjacent images based on SIFT and appearance features. On the
other hand, Brox and Malik et al. [149] propose a long-term analysis approach to
track the interested pixels from beginning of a video until its end. However, this
method is time-consuming even for sparse pixel tracking and thus is less suitable for
test-time sensitive tasks. In conclusion, due to difficulty in finding dense correspon-
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dences between images, the explicit representations are less reliable for capturing
complete motion information for videos.
Implicit motion estimation Unlike explicit approaches, implicit motion estimation
aims to directly group superpixels/pixels into clusters without finding the pixel-
wise correspondences. One common method is to perform pixel grouping in spatio-
temporal domain. For example, Grundmann et al. [47] extend the 2D graph-based
method [31] to 3D by defining ’neighbours’ in both spatial and temporal domain.
Similar to [31], this method does not have any guarantees for output structures,
which may lead to irregular graph topology. To address this problem, Achanta et
al. [2] also propose to introduce shape constraints during clustering in 3D (spatial
+ temporal) to produce more regular results in terms of shape and topology. How-
ever, the additional shape prior can produce segments that cross ground truth object
boundaries in spatio-temporal domain.We refer readers to [178] for a comprehensive
review in unsupervised video segmentation methods and detailed comparisons.
Other related work on implicit motion estimation formulate the grouping as a la-
beling task. For example, Reina et al. [159] take a hypothesize-and-verify approach.
Specifically, they firstly propose long-term trajectory hypotheses based on appear-
ance features in multiple image segments, then they verify the reliability of proposed
hypotheses.
2.3.2 Understanding multiple scene properties in videos
Given the video representation, we aim to achieve high-level scene understanding
in terms of semantic or geometric properties. As in the static setting, it would be
advantageous if multiple properties of videos are jointly reasoned for a consistent
interpretation.
In this section, we discuss three main topics in video understanding, i.e., semantic
video understanding, object parsing in videos and understanding video geometry.
We also review multi-level video understanding, which is closest to our work.
Semantic video understanding Understanding semantics is an essential problem in
videos. Similar to scene understanding in static images [57], semantic understanding
in videos aims at assigning semantic class labels to each pixel of all video frames in
a spatio-temporally coherent manner.
The main challenge of semantic video understanding lies in how to enforce label
smoothness in spatio-temporal domain. One typical strategy is to firstly parse im-
ages independently, either in pixel or superpixel level, then smooth out the obtained
results by taking the dominant predictions on pre-generate spatio-temporal volumes
[28, 153]. Due to the fact that temporal cues are only explored in post-processing
steps in these methods, they usually result in sub-optimal performance. A more
principled way to impose spatio-temporal label consistency is to work on structured
models built in spatio-temporal domain. For instance, Aastha et al. [67] propose to
work on hierarchical segmentations to encourage long-range spatio-temporal label
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Left Right
Figure 2.6: Examples of video understanding with object-level cues. Generic object
segmentation [162] is on the left and object-based video parsing [174] is on the right.
consistency. In addition, spatio-temporal CRFs [148], supervoxels [109] as well as
spectral clustering [187] are also explored to incorporate coherency in 3D domain
and prove to be effective.
Object parsing in videos Another important aspect in video understanding focuses
on object instances, which is referred to as object parsing in videos. In general, it aims
to segment object instances and their motion trajectories in all frames. Compared
to instance-level segmentation in individual frames, parsing moving objects requires
understanding object motion as well as potential geometric relations between objects,
e.g. occlusion.
For object parsing in videos, one typical solution is to perform object tracking,
which locates object instances over time in videos. Most tracking approaches start
with an initialization stage. The purpose of initialization is to localize the targets
with pre-learned or pre-defined object representations. More specifically, these rep-
resentations can come from detection response [65, 150], pre-defined model [79] or
human annotation [162]. For instance, Wang et al. [162] propose a generic object
segmentation approach in videos based on human initialization. This approach is
capable of reasoning the location as well as occlusion relations of objects in videos.
However, there are several limitations in this type of methods. First, most of them
does not include semantic information in object level. Second, some requires user
annotation thus is not full-automatic. Finally, they usually assume the number of
objects are known and cannot handle scenarios with complex dynamic scenes. In
comparison, detection-based methods [65, 150] are more applicable when automatic
object parsing are needed.
Another stream of related work is the foreground/background segmentation,
which aims to segment moving foreground objects in videos [14, 96, 166]. Typically,
the foreground segmentation problem is formulated as a binary labeling problem
in videos [123]. Object relation reasoning, e.g. relative order among objects, has
also been explored [101]. One main drawbacks of this method is that the number of
objects must be given, which makes it less generic.
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Understanding video geometry In comparison with static images, geometric prop-
erty seem to be much easier to infer in videos. For example, fully 3-D reconstruc-
tion [51] and depth map [90] can be obtained by finding correspondences in related
frames. However, they usually focus on static scene reconstruction and it is challeng-
ing to apply them to dynamic scenes due to strong assumption on camera and object
relative motion [34]. Stereo cameras (disparity map) [90] or other equipments (laser
or Kinect [127]) may not be available for generic settings. We now discuss several
common techniques for obtaining geometric information from a video.
A) Structure from Motion. Structure from Motion (SfM) [54] computes the 3D
point cloud of world structure directly from 2D image sequence. Similar to stereo
reconstruction, finding the correspondences in image sequences is a crucial step in
terms of performing reconstruction. Moreover, the number of correspondences de-
termines the density of the point of cloud. However, SfM is a good choice only if
ego-motion is the dominant cause for pixel flow, which is quite restrictive for generic
videos [51, 88].
B) Depth map. Reconstruction depth map [171] from videos is fundamentally im-
portant and challenging. Although the stereo matching problem has been extensively
studied during the past decades [72, 136, 190], automatically computing high-quality
dense depths is still difficult due to the influence of image noise, textureless regions,
and occlusions that are inherent in the captured video data. The main drawback of
existing methods is that they are based on multiview geometry. Thus these methods
are restricted to videos of a static scene. The depths for the moving objects cannot be
recovered since they do not satisfy the multiview geometry constraint [75, 186].
C) Geometric layout estimation. Instead of depth reconstruction, an alternative
geometric representation for video scenes is an abstract and coarse scene layout,
which is often adequate to represent a simplified 3D world. Similar to the image
counterpart, such intermediate representations can be obtained from some existing
geometric labeling methods, which we will discuss below.
Raza et al. [125] propose a video-based geometric layout estimation method,
which extends [62] into spatio-temporal domain. One drawback of this approach is
the lack of modeling long-range spatio-temporal coherency, since they impose tem-
poral information merely by averaging prediction in supervoxels generated by [47].
Other geometric layout estimation approaches are proposed for certain specific tasks,
e.g. room layout estimation [128] or occlusion boundary prediction [126].
Multi-level video understanding There are very few work on joint semantic seg-
mentation and object detection in videos. Wojek and Bernt[174] propose to model
the motion of certain object (car in paper) and background scene independently in
dynamic scenes, and show that semantic segmentation performance improves af-
ter encoding object-level information. However, due to their over-simplified motion
assumption, the proposed method can be quite inefficient with complex motion pat-
terns in general videos. More importantly, similar to other detection-based meth-
ods [65, 150], it heavily relies on object detectors, which requires great efforts in col-
lecting object-level annotations. Such drawback reduces the scalability of detector-
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based methods for more object categories. Examples of some related work can be
viewed in Figure 2.6.
On the other hand, there exist a series of work focusing on understanding both
geometric and semantic properties in videos. Utilising SfM to benefit semantic pre-
diction has been explored in [12, 142]. Specifically, Brostow et al. [12] propose to
project the 3D point of cloud information to 2D image and extract related features in
2D. Due to the lack of local smoothness term, such method may lead to inconsistency
predictions. Later, Sturgess et al. [142] address this problem by introducing pairwise
and higher-order term under CRFs framework. Other useful cues, such as spatial
co-occurrence of visual words, appearance and contextual information, are explored
in [115]. However, all these methods use geometric cues as additional features and
none of them jointly estimate semantic segmentation and geometry.
In terms of joint predicting semantic and geometric labels in videos, Ladicky
et al. [90] propose to simultaneously solve the semantic labeling and reconstruc-
tion problem in videos taken from monocular camera. Specifically, they propose a
two-layer CRFs for disparity and semantic labeling respectively, and design pairwise
dependencies inside and between two layers. However, their results show that depth
information benefits the semantic labeling but the impact is not so significant in the
other direction. Tighe et al. [151] propose to directly combine region-level seman-
tic and geometric cues in dynamic scenes. Unlike [42], they use manually designed
features to encode joint prior on semantic and geometric labels, which may lead to
sub-optimal performance.
So far we have focused on scene understanding in videos. Despite the current
progress, the problem of holistic scene understanding in videos is still far from being
solved. The main drawbacks of existing work can be summarized in the following
two aspects. Firstly, the existing methods either focus on single aspects of videos or
are ineffective in terms of modeling multiple aspects of scenes. For those work that
aim at modeling multiple aspects of scenes, including geometric and semantic [151],
depth and semantics [90], SfM and semantics [12, 142], their results tend to show
that geometric cues benefit semantic understanding but not vice versa. To address
these problems, more effective and flexible models are needed to achieve multi-label
scene understanding in videos. Secondly, existing multi-level understanding meth-
ods [162, 174] rely heavily on strong object detectors, for which a large amount of
annotated data is required for training. By contrast, we propose a series of more
effective representations for multi-level and multi-label video understanding in this
thesis. They are capable of consistently reasoning multiple properties, e.g. region-
level geometric and semantic, object-level instances and scene structure, cross multi-
ple video datasets. In addition, we adopt a weak supervision strategy at object-level,
in which only a small set of object exemplars is required for modeling each object
class.
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2.4 Cost-aware Learning and Inference
Cost-sensitive learning and inference have been widely studied in machine learning
and vision literature under various different contexts, including feature selection [55],
learning classifier cascade [155, 164], model selection [6, 167], prioritized message
passing inference [69], object detection [176], and activity recognition [5]. In this
section, we will review those work closely related to efficient scene parsing.
2.4.1 Cost-aware inference
Most of prior work on efficient semantic parsing focus on the active inference, which
assumes redundancy in pre-learned models and achieves efficiency by allocating
computation resource to an informative subset of model components [129, 167]. Roig
et al. [129], makes use of perturb-and-MAP inference model to select and compute
informative unary potentials.
More generally, active or budgeted inference has recently been introduced to
improve efficiency of inference in structured models [168]. Weiss et al. [168] de-
velop a general reinforcement learning framework based on Markov Decision Process
(MDPs) [146] for feature selection in structured models. We now briefly summarize
the concept of MDPs before introducing the reinforcement learning framework.
Markov Decision Process A MDP is a 5-tuple (S ,A, T(·, ·), R(·, ·),γ). S and A are
the state space and action space, respectively. st ∈ S denotes the state at time t and
the action taken at time t is defined by at ∈ A. T(st+1|st, at) is the transition function
that gives the probability of taking action at at state st leading to st+1. R(st+1, st)
is the immediate reward received after transition from st to st+1. γ ∈ [0, 1] is the
discount factor that represents the importance of future reward in our decision mak-
ing process. The goal of sequential decision making is to find a policy pi(st) that
specifies the action at to choose with state st and maximizes some cumulative func-
tion of rewards. The value function of a MDP at state st under policy pi is the total
accumulated reward defined as,
Vpi(st) =
T
∑
τ=t
γτ−tR(sτ,pi(sτ)) (2.11)
where T is the number of actions taken and s0 is the initial state.
In the setting of cost-aware inference, the rewards are usually unknown during
test time and a policy needs to be learned with reinforcement learning techniques.
In order to find a high-quality policy pi on A, an approximate least-square policy
iteration approach is proposed and it learns a parametrized Q-function [92, 168],
which can be generalized to the test scenario. Specifically, it uses a linear function
to approximate the Q-function and the approximate Q and corresponding policy can
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be written as
Qˆ(st, at) = ηTφ(st, at), (2.12)
pi(st) = arg max
at∈A
Qˆ(st, at) (2.13)
where φ(st, at) is the meta-feature of the model computed from the current state st
and action at. η is the linear coefficient to be learned. In comparison with non-linear
approximate functions, linear ones are used because of their convergence properties.
Cost-aware inference [46, 129, 176] has been explored for several computer vision
problems, including detection and semantic parsing. However, less attention has
been paid to video understanding [5, 168]. In particular, while efficiency is a key
issue in large-scale video parsing, to our best knowledge, little work has been done to
address the multi-level video segmentation problem. In our study, we aim to extend
the active inference framework to the problem of efficiently interpreting multiple
aspects of videos, e.g. object-level instance segmentation and region-level semantic
segmentation (See Chapter 5).
2.4.2 Learning cost-aware representation
Learning cost-aware representation has been extensively explored for unstructured
prediction problems (e.g., classification) [45, 180, 181]. Typically, these methods in-
crementally train a sequence of boosted classifiers [181] optimized for cost-aware
performance.
For instance, the GreedyMiser method proposed by Xu et al. [181] assumes that
each feature α has an acquisition cost cα > 0 and aims to learn a linear predictor
within a cost budget B. Specifically, given a set of training data consists of n in-
put vectors {x1, . . . , xn} ∈ Rd with corresponding labels {y1, . . . , yn} ∈ Y , the goal
of [181] is to learn a linear predictor Hβ(x) = βTh(x) to minimize a loss function
l(β) = 12n ∑
n
i=1(β
Th(xi)− yi)2 within some cost budget.
More concretely, this method defines a nonlinear mapping x −→ h(x) where
h(xi) = [h1(xi), . . . , hT(xi)]T, ht ∈ H and H is the set of all possible regression trees
of some limited depth and T = |H|. It also defines a binary matrix F ∈ {0, 1}d×T in
which an entry Fαt = 1 is and only if feature α is used in ht. Then it formulates the
learning as a test-time cost constrained loss minimization problem:
min
β
l(β), subject to : c(β)  B (2.14)
where B is the pre-defined budget and c(β) is defined as e‖β‖0+∑dα=1 cα‖∑Tt=1 Fαtβt‖0,
where e > 0 is the associate cost to evaluate ht if all features were previously com-
puted. To approximate Eq. 2.14, Xu et al. [181] propose to learn a boosted regressor
in a stagewise manner. Denote the regressor as Hβ(x) = ∑mt=1 βtht(x). At each step
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t, they optimize a cost regularized regression loss function:
g(ht) =
1
2∑i
(− ∂l
∂H(xi)
− ht(xi))2 + λ
d
∑
α=1
ψαcαFαt (2.15)
where ψα ∈ {0, 1} is an auxiliary variable indicating whether feature α has been
extracted (ψα = 0) in previous trees or not. While these methods do not address
the structure prediction problems, they can be used as a component in learning cost-
aware scene parsing.
In computer vision literature, Karayev et al. [73] learn an anytime representation
for object and scene recognition with the MDP framework and focus on dynamic
feature selection. Grubb et al. [46] address the task of anytime scene parsing and
learn a segment-based anytime representation consisting of a selection function and
a boosted predictor for individual segments. Their policy of segment and feature
selection is trained in a greedy manner based on [45] and a single strategy is applied
to all the images. In addition, they did not explicitly model the relations between
image segments, which is important for a coherent labeling of the scene. In [167], a
dynamic model selection strategy is proposed for a given set of models and a fixed
ordering of models.
In contrast, our work (See Chapter 6) considers learning an anytime structured
representation that incorporates both feature computation and model inference cost
for scene parsing. We build our representation on the inference machines [118, 131].
However, instead of using a greedy approach to learn the messages or model predic-
tions, we adopt an MDP framework which encourages anytime property and leads
to a flexible structure with better anytime performance.
2.5 Datasets and Evaluation
In this section, we will review several existing video segmentation datasets and the
evaluation metrics for pixel-wise scene labeling, which will be extensively used in
this thesis.
2.5.1 Datasets
For multi-class semantic video segmentation, we conduct our experiments on CamVid [12],
MPI [115] , DynamicScene [173]. We note that only very few of them provide object-
level annotation, frame-by-frame semantic or geometric annotations. We also work
on static image datasets such as Stanford Background [42] and Siftflow [106] to vali-
date our anytime parsing approach in Chapter 6.
CamVid CamVid consists of 701 images captured during the daytime and dusk
composed of 11 semantic classes. These images are equally sampled from high qual-
ity 30Hz footage video sequence that lasts over ten minutes, with corresponding
semantically labeled images at 1Hz and in part, 15Hz. We follow the data split
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in [12] for training and test. Instead of using the original high-resolution images, we
resize all images to 240× 320 to have a fair comparison with all existing work. See
Figure 2.7 for more details.
Road Build. Sky Tree Sidewalk Car Pole Fence Ped. Bicyc. Sign
31.5 29.9 12.8 9.0 8.7 2.9 1.0 1.6 0.8 0.7 1.1
Figure 2.7: Examples for image, ground-truth annotation and class distribution in
CamVid dataset.
MPI This dataset [173] consists of 156 annotated frames captured from monocular
camera with only 5 semantic classes. For this dataset, we follow the data split of [116].
See Figure 2.8 for more details.
Background Road Lane Vehicle Sky
48.0 30.0 2.8 4.0 15.2
Figure 2.8: Examples for image, ground-truth annotation and class distribution in
MPI dataset.
DynamicScene This dataset [174] consists of 1936 images taken from camera inside
a driving car. The database consists of 176 sequences with 11 successive images each.
They also provide more than 1400 positive samples for detector. We test our method
on the same test set as [174].
Stanford Background Stanford Background has 715 images from urban and natural
scene composed of 8 semantic classes. We follow the 472/143 split for training and
test and results are reported under 5-fold cross validation. See Figure 2.9 for more
details.
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Sky Tree Road Grass Water Building Mountain Object
14.5 14.1 22.6 6.9 4.0 22.7 1.4 13.7
Figure 2.9: Examples for image, ground-truth annotation and class distribution in
Stanford Background dataset.
Siftflow Siftflow consists of 2688 images from 8 typical natural scenes. Every image
has 256 × 256 pixels and they belong to one of 33 semantic classes. We use the
2488/200 split provided by [151]. See Figure 2.10 for more details.
Sky Tree Build. Mount. Road Car Sidew. Sea Wind. Person
26.7 11.9 20.1 12.8 7.5 1.3 1.0 5.7 0.9 0.2
Plant Rock River Grass Door Field Sign Light Sand Fence
1.6 1.0 1.6 2.0 0.4 3.0 0.1 0.1 1.2 0.2
Pole Brid. Boat Awning Stair Sun Balc. Cross. Bus Bird
0.03 0.2 0.04 0.1 0.1 0.01 0.1 0.1 0.02 0.01
Figure 2.10: Examples for image, ground-truth annotation and class distribution in
Siftflow dataset.
2.5.2 Evaluation matrix
In scene segmentation task, performance is quantitatively evaluated based on several
criteria, including overall accuracy, per-class accuracy and Intersection-Over-Union
score. We now introduce their formal definitions. Given a multi-class image seg-
mentation dataset, we denote gk is the number of pixels with groundtruth label as
the class k, where k ∈ {1, . . . , K} and K is the size of label space. Assume pk is the
number of pixels predicted as the class k and ck is the number of pixels correctly
classified for the class k. We list the widely used evaluation criteria as follows:
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• Overall accuracy is defined as follows,
K
∑
k=1
ck/
K
∑
k=1
gk
This criterion measures the overall performance in a dataset over all classes.
However, achieving a high overall accuracy can be misleading due to the often
severe imbalance in the proportion of each class in datasets. Hence, we need the
class-centered measurement how well an algorithm performs across all classes.
• Per-class accuracy is defined as rk = ck/gk, which is equivalent to the recall
rate. We further define average class accuracy as,
K
∑
k=1
ck/gk
Average class accuracy is an unweighted average of per-class accuracy, which
provides a better view of the algorithm ability in handling imbalance class
proportions.
• Intersection-Over-Union (IOU) is defined as,
K
∑
k=1
∑i(li = k ∧ gi = k)
∑i(li = k ∨ gi = k)
where li is the inferred label of i-th pixel in dataset and gi is the ground-truth
label of i-th pixel. IOU summaries the traded-offs between precision and recall.
Moreover, it also provides hints on where we make mistakes.
There are some other criteria available, such as precision, which is defined as
ek = ∑Kk=1 ck/∑
K
k=1 pk, and F1 score. F1 score for class k is defined as 2ekrk/(ek + rk).
However, they are less frequently used in literature.
2.6 Summary
In this chapter, we first reviewed the background in Probabilistic Graphical Models
(PGMs), with a focus on Conditional Random Fields (CRFs). Then we discussed
related work on three main aspects of efficient scene understanding: scene under-
standing in static images, dynamic scene understanding and cost-aware inference
and learning.
For static images, we reviewed semantic and geometric scene understanding, as
well as relevant methods for multi-level scene interpretation. We also discussed the
state-of-the-art CNNs-based methods in semantic scene segmentation.
Compared to image parsing, less attention has been paid to dynamic scene under-
standing. For video scenarios, we reviewed work on video representation, based on
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which we further discussed the relevant work on understanding multiple properties
in videos.
Finally, we reviewed work on cost-aware inference and learning algorithms. We
discussed the reinforcement learning framework and Markov Decision Process (MDPs),
which plays an important role in active inference and learning cost-aware model rep-
resentation. In addition, we revisited feature selection algorithms that aim to opti-
mizes classification performance under test-time computational cost budgets.
Despite the progress discussed in this chapter, few work exist on tackling the
problem of efficient multi-level video understanding. In this thesis, we propose a
series of models that address three main issues in holistic video parsing, including
modeling dynamic scenes at multiple levels, efficient inference in video understand-
ing and multitask learning with limited training data.
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Chapter 3
Joint Semantic and Geometric
Segmentation of Videos with a
Stage Scene Model
3.1 Introduction
In this chapter, we take a first step towards holistic scene understanding in monocular
image sequences, e.g., videos taken by a moving camera. Among many challenges
in generating a holistic understanding of the video scenes, one core task is to infer
high-level scene properties of image regions, such as semantic classes and geomet-
ric layout, in a consistent manner. Most existing approaches on video segmentation
focus on exploring temporal consistency in region or pixel labeling [178]. More re-
cent work consider jointly modeling semantic class and depth of scene, and attempt
to infer multiple labels of pixels consistently in spatio-temporal domain. However,
many of these methods require additional stereo or depth sensor as input [90], while
others assume a static scene and derive the scene structure of sparse points based
on structure from motion [142]. There has been some initial work [42] that jointly
models the semantic class of regions and scene geometry in static images, but less
attention has been paid to the holistic understanding in monocular videos.
In this work, we aim to address the problem of geometric and semantic consistent
video segmentation from a monocular camera for dynamic outdoor scenes. Our
focus is on a joint representation of both semantic and geometric properties of the
dynamic scenes. Given no assumption on camera movement and multiple moving
objects in the scene, there are two key challenges for our holistic representation. First,
how can we effectively incorporate both geometric and semantic information in a
coherent framework? Second, how should we enforce long-range spatio-temporal
labeling consistency in video sequences?
As building a detailed 3D reconstruction for a dynamic outdoor scene is chal-
lenging, we adopt a coarse-level geometric representation as in the geometric layout
model [62]. To bridge the geometric and semantic label space, we consider jointly
modeling the semantic and geometric class of spatio-temporal regions and a high-
level description of scene geometry for each frame in video, which is inspired by the
41
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Figure 3.1: Overview of our approach. A hierarchical supervoxel representation is
used for video sequences and we jointly predict the semantic and geometric labels
based on a simple stage scene model.
horizon model in [42].
Specifically, we formulate video segmentation as a multi-label multi-class predic-
tion problem, in which each over-segmented spatio-temporal volume, or supervoxel,
is assigned geometric and semantic consistent labels. To efficiently capture the de-
pendency between the semantic and geometric labels, we propose a simplified stage-
like scene model [119] as an intermediate representation, which imposes additional
scene dependent constraints for both semantic and geometric labeling. A typical ex-
ample is shown in Figure 3.1, where a box-shape scene model is used to build the
interaction between semantics and geometric property.
We design a conditional random field (CRF) for joint modeling of the semantic
class, geometric label and the stage representation. The potential functions of our
CRF encode the constraints on two types of labels based on the stage parameters.
Inference can be solved by an alternating procedure between the label prediction and
stage estimation. To label a video efficiently, we build on a hierarchical segmentation
of a video and fuse the predictions from multi-levels to achieve both spatial and
temporal consistency.
Our method is evaluated on the publicly available CamVid dataset [12], and com-
pared with several state-of-the-art approaches. We also demonstrate the effectiveness
of our scene representation for joint labeling both quantitatively and with visual re-
sults. The main contributions of our work can be summarized as follows: (1) We
propose a stage representation for jointly modeling the geometric and semantic label
of a video sequence. Our results show the new representation is beneficial in predict-
ing semantic and geometric consistent scene labeling. (2) We directly use supervoxel
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Base features
Semantic and Geometric Output
S1-3. average, max and variance of semantic probability for each class
G1-3. average, max and variance of geometric probability for each class
Appearance
C1-2. mean and variance of CIE Lab value.
T1-2. mean and covariance of 17 dim filterbank response.
H1-2. mean and variance of HoG.
Optical Flow
O1-3. magnitude weighted flow direction (x and y) histogram, mean flow and
flow differential at 3 scales (3, 5 and 7) of reference frame Ij w.r.t. Ij−1, Ij−3, Ij−5.
O4-6. histogram of dense optical flow of reference frame Ij w.r.t. Ij−1, Ij−3, Ij−5.
Shape
P1-3. mean and variance of area, ratio of perimeter and their change across time
Movement
M-1. voxel start region position and end position.
M-2. histogram for location change across time.
Table 3.1: Image feature and region statistics computed to represent supervoxels. See
text for details.
instead of frame-based superpixel for labeling and feature extraction, which achieves
a more temporally coherent labeling. (3) We extend the smoothing method based
on multilayer representation to the video setting and achieve the state-of-the-art per-
class and per-pixel accuracy without any high-level object information.
The remainder of this chapter is organized as follows. We introduce the math-
ematical formulation of our CRF model and define the stage scene model in Sec-
tion 3.2. Learning and inference of our spatio-temporal CRF model are discussed
in Section 3.3 and Section 3.4 respectively. Experimental results, comparison and
discussion are presented in Section 3.6, and Section 3.7 summarizes this chapter.
3.2 Model Formulation
We first describe a hierarchical supervoxel representation of a video clip and the
features we used for joint label prediction. We then introduce the stage scene model,
followed by the joint CRF for the semantic and geometric label prediction.
3.2.1 Supervoxel trees
Given a video input, we divide the whole sequence into smaller chunks with length
T in time. In the following we will focus on label prediction in each chunk and
the temporal label consistency can be addressed by using overlapped chunks. For
each video chunk, we employ the method proposed in [47] and obtain a hierarchical
segmentation. Supervoxels are defined as spatio-temporally connected regions at the
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Stage dependent features
Location and Motion
L1. mean, variance of distance between horizon and region across time
L2. mean, variance of the differential of distance between horizon and region
centroid across time
Location
L3. ratio of pixel the above the horizon
L4-6. mean, variance and the differential of distance from region centroid to bot-
tom, side, top box region
L7. mean, variance and the differential of overlap rate of region centroid and five
regions
L8. majority overlap rate with five regions
L9. Normalized box location in image
L10. Normalized differential of box location in time
Table 3.2: Stage dependent supervoxel features in video sequence setting.
finest level. Figure 3.1 visualizes an example of hierarchical segment trees in 2D view.
We denote those supervoxels as {vi}Ni=1 and associate two variables lgi and lsi for vi’s
geometric and semantic labels, respectively. We then denote li = {lgi , lsi } for clarity.
We extract a set of image and motion features at each pixel, including color,
texture, HOG, optical flow. We also apply method proposed in [62] and [40] in
each frame to obtain the per-pixel semantic and geometric probability independently.
Given these pixel-level features, we compute a feature vector fi for each supervoxel
as listed in Table 3.1. Here we use a filter bank consisting of Gaussian kernels at
three scales (k, 2k and 4k), x and y derivatives of Gaussian kernels at two scales (2k
and 4k), and Lapacians of Gaussians at four scales (k, 2k, 4k and 8k). The Gaussian
kernels are applied to all three color channels while other filters are applied only to
luminance. We set k to 7 in this work.
3.2.2 Stage scene model
Modeling semantic and geometric label interaction at local supervoxel level has only
limited effects as it ignores the global scene structure. To capture the long-range
dependency of two types of labels, we propose an intermediate scene representation
based on the stage scene model [119], and use this representation to link the semantic
and geometric labels.
In particular, we focus on the urban street scene and design three types of box-like
structure: frontal, turning view and view after taking a turn, as shown in Figure 3.2.
These stage scene models cover most of the common scenarios in urban street videos
taken by vehicle-mounted cameras. They also give us a coarse layout representation,
which is used to impose global constraints on the joint prediction of semantic and
geometric labeling.
We parameterize the stage scene model with the 2D position of its 8 vertices
and the slopes of 4 lines. In a video chunk, we denote the sequence of the model
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Frontal-view box Left-facing box Right-facing box
Figure 3.2: Top: three different box-like stage scene models. The last two cases consist
of two subcases in terms of facing direction of box. Bottom: supervoxel features that
reflect its geometric relationship with the box. For segment in region 1, 3 or 5, we
compute the hsh as its normalized height. For segment in region 2, 4 or 5, distance
ws
w
is obtained as the normalized width from road side. Vp is the estimated vanishing
point.
parameters as S = {s1, · · · , sT}. Given the stage model parameters, we can extract a
set of stage dependent features for each supervoxel, as illustrated in Figure 3.2 and
Table 3.2. They are designed to capture the distribution of the location for different
moving object categories in real world. We denote the stage dependent features for
supervoxel i as gi(S).
3.3 Joint CRF for Consistent Labeling
To jointly predict semantic and geometric labels, we introduce a unified CRF formu-
lation on the finest-level supervoxel labels and the stage scene model parameters for
each video chunk. We consider two variants of this CRF formulation, one of which
builds on a local neighborhood graph, and the other uses the hierarchical segmenta-
tion tree to impose long-range spatio-temporal smoothness. We now introduce the
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details of these two CRF models in the following.
3.3.1 Pairwise CRF model
We first define a CRF model with local connectivity on the supervoxels on the finest
level of the segmentation trees and the scene stage variables encoding the stage pa-
rameters. Our model consists of three potential functions and can be written as
E(S ,L) =
N
∑
i=1
φm(li, fi,S) + ∑
(i,j)∈N
φn(li, lj) + φs(S) (3.1)
where φm(·) is the supervoxel potential term, φn(·, ·) and φs(·) are the smoothing
terms for the supervoxel labels and stage scene parameters, respectively. We now
describe the details of each term.
Supervoxel potential We model the relationship between the stage model and su-
pervoxel labels based on a classifier taking both the base supervoxel features and
stage-dependent features. The corresponding potential function φm(lsi , l
g
i , S) can be
written as
φm(lsi , l
g
i , S) = − log Pc(lsi , lgi |fi, gi(S)) (3.2)
where Pc is the probabilistic score of the classifier output, and fi, gi(S) are video and
stage dependent features, respectively. In this work, we use a Random Forest [24] as
the classifier.
Temporal smoothness for the stage parameters Within each video chunk, we en-
force pairwise smoothness for the stage parameters in two neighboring frames. Specif-
ically, the potential function for the stage parameters φs(S) can be written as,
φs(S) =
T−1
∑
t=1
φs(st, st+1) =
T−1
∑
t=1
σ2s ||st − st+1||2 (3.3)
where σs is the effective width of smoothing window in time.
Pairwise potentials for supervoxel labels We adopt the conventional CRF setting,
in which we add pairwise potentials for neighboring supervoxels’ labels. We de-
fine a spatial and a temporal neighborhood N = Ns ∪ Nt based on the topology of
supervoxels on the finest layer of hierarchies. For the spatial neighborhood Ns, we
connect any two vi and vj that are adjacent in at least 10 frames. For the temporal
neighborhood Nt, we connect vi and vj when vi meets vj’s head or tail. The pairwise
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Figure 3.3: Left: Pairwise graphical model. Middle: Multi-layered graphical model.
Right: Illustration for generating multilayer features in hierarchies. More details can
be viewed in text.
potential term φn(li, lj) is then defined as follows,
φn(li, lj) = β
{
e−α1 fc(i,j)−α2 fo(i,j), li 6= lj
0, li = lj
(3.4)
where in fc(i, j) is the normalized color distance between vi and vj, fo(i, j) is the
normalized χ2 distance between optical flow distributions at vi and vj. The adjacent
supervoxels are more likely to share the same label when they are similar in photo-
metric features, or have the same trajectory. The overall graphical model is shown in
the left panel of Figure 3.3.
3.3.2 Smoothing with a multilayer model
We also consider an alternative approach to enforce the smoothness between su-
pervoxel labels. Based on the hierarchical segmentation results, we follow the same
setting as in [127]. We extract all features at each level in the hierarchy and train inde-
pendent classifiers for multiple layers. After obtaining the results for spatio-temporal
regions in multilayer, we map to the finest level and train an additional classifier
based on the concatenated individual classifier output vectors for each supervoxel.
The joint model on the supervoxels and the scene parameters is then defined as
E(S ,L) =
N
∑
i=1
φh(li, f
p
i ,S) + φs(S) (3.5)
where φh(·) is the supervoxel potential that incorporates the hierarchical tree con-
straint, fpi is the voxel feature from the tree, and φs(·) is the same smoothing potential
function as defined in Equation (3.3).
In this CRF model, we use the supervoxel potential to capture the long-range
dependencies by utilizing the contextual features extracted from the segmentation
tree. Specifically, denote the layers in the tree by h and h ∈ {1, · · · , H}, we first train
a Random Forest classifier for each layer. The classifier at the layer h produces a
probabilistic score vector Pl(lhi |fhi ) for each supervoxel. For the i-th supervoxel at the
finest layer, we build a feature vector fpi by concatenating the probability score vectors
from all of its ancestors in the tree and its own supervoxel features. Mathematically,
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Figure 3.4: Alternating inference between scene model and joint labeling model.
the supervoxel potential has the following form,
φh(lsi , l
g
i , S) = − log Pc(lsi , lgi |fpi , gi(S)) (3.6)
where Pc is the output score from a Random Forest classifier. The hierarchical con-
textual features and the graphical representation of this model can be viewed in the
right and middle panel of Figure 3.3.
3.4 Model Inference
To predict the semantic and geometric labels for a video chunk, we compute the MAP
estimate of the CRF model. Note that our model involves both stage parameters and
the supervoxel labels, which makes the inference a challenging problem. We take a
greedy approach which minimizes the energy function based on coordinate descent.
More specifically, we alternate between two subproblems: in one subproblem, we fix
the supervoxel labeling and minimize within the candidate pool of stage parameters;
while in the second subproblem, we fix the stage parameters and search for optimal
supervoxel labeling. We continue the alternating process as long as it reduces the
overall energy function. Thus algorithm is guaranteed to converge to local optima.
We illustrate the alternative inference in Figure 3.4.
3.4.1 Model initialization
We initialize the stage model based on the pixel-wise geometric label estimation. We
obtain the dense geometric labeling result with features in Table 3.1 and estimate the
stage location based on the geometric labeling. Specifically, first, we generate a set
of proposals for the stage parameters based on line fitting of the initial geometric
labeling and image. Afterwards, we exhaustively search the proposal pool for the
best stage parameter based on the overlaps between each proposal and the initial
geometric labeling. After extracting the stage parameters, we perform a guassian
smoothing based on the CRF model to keep the temporal consistency of the stage
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Figure 3.5: Left: optimisation in scene parameter. Right: optimisation in supervoxel
labeling. More details can be viewed in text.
among frames.
3.4.2 Alternating inference for joint label prediction
We now describe the details of our alternating approach to optimizing the overall
energy function. We will first discuss the optimization over the stage scene param-
eters given fixed pixelwise labeling, followed by the MAP estimation of supervoxel
labeling given the scene parameters. We alternatively update L and S in our energy
function and stop the inference if it no longer decreases.
Scene parameter optimization Given a pixelwise labeling estimation L∗, we now
focus on optimizing the scene parameter S . It is challenging to directly optimize the
stage parameters due to the large state space of S and coupling in the supervoxel
potentials. We take an approximate approach that simplifies the inference in two
ways. First, similar to the model initialization, we use a proposal set as the state space
for the stage parameters in the inference process, which converts the optimization
over the stage parameters to a discrete problem. Second, we consider a surrogate
energy function for estimating the scene parameters as follows,
S∗ = argmin
S
E(L∗,S) = argmin
s1,...,sT
T
∑
t=1
φp(st,Lg∗) +
T−1
∑
t=1
φs(st, st+1) (3.7)
where φp(st,Lg∗) measures the consistency between scene model proposals and geo-
metric labeling Lg∗ , and φs is the smoothing term. Here, we approximate the original
φm by a simpler function φp to measure the consistency:
φp(st,Lg∗) =∑
i
σ(lgi 6= lg(st, i))
#(lgi )
(3.8)
where lgi is the geometric labeling for the pixel i in the frame t. l
g(st, i) is the geo-
metric class of the pixel i according to scene model st. #(l
g
i ) indicates the number of
labels in current frame. We show the graphical model of our approximation in the
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Figure 3.6: Examples of stage model estimation in 5 consecutive frames in videos.
Our proposal can enforce temporal consistency in scene model estimation.
left panel of Figure 3.5.
The optimization in Equation 3.7 can be efficiently solved by dynamic program-
ming as the model is a linear chain graph with pairwise terms. Figure 3.6 shows
several examples of our stage prediction, which are quite smooth and consistent in
temporal space. Moreover, the predicted stage model captures the main structure
and provides a coarse 3D representation of street scene.
Supervoxel label optimization Given a set of scene parameters S∗, we now want
to infer the supervoxel labeling. For the pairwise CRF model, we apply the Graph-
cut [10] algorithm to find an approximate solution to the following problem,
L∗ = argmin
L
E(L,S∗) = argmin
l1,...,lN
N
∑
i=1
φm(li, fi,S∗) + ∑
(i,j)∈N
φn(li, lj) (3.9)
For the multilayer model, semantic and geometric labels of the supervoxels can be
obtained directly from classifier output. The optimisation is reduced to:
L∗ = argmin
L
E(L,S∗) = argmin
l1,...,lN
N
∑
i=1
− log Pc(lsi , lgi |fpi , gi(S∗)) (3.10)
where Pc(lsi , l
g
i |fpi , gi(S∗)) is the prediction of the classifer taking the multilayer fea-
tures.
3.5 Model Learning
To estimate the model parameters, we design a two-stage learning procedure follow-
ing the piece-wise learning method. We create a training dataset based on existing
semantic video segmentation datasets by adding the stage scene annotations. In the
first stage, given the supervoxel features in Table 3.1 and stage model features in
Table 3.2, we learn a classifier to predict Pc(li|fi, gi(S)) for every voxel in the segmen-
tation trees, which are used to compute the unary potentials in the CRF models. For
the multilayer model, we concatenate these predictions from all the layers and train
another classifier to predict the labeling probability Pc(li|fpi , gi(S)). In the second
stage, we do a grid search on the parameters of the smoothing potentials based on a
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Layer 1 Layer 4 Layer 1 Layer 4
Figure 3.7: Examples of hierarchical segmentation in CamVid test set.
separate validation set.
3.6 Experiment
3.6.1 Dataset and experiment setup
Dataset We evaluate our video segmentation algorithm on the CamVid dataset,
which consists of daytime and dusk videos of street scenes. We also follow the
training/test split of [12], with two daytime and one dusk for training and one day-
time and one dusk for testing. Ground truth label are provided with 11 class: Sky,
Building, Tree, SideWalk, Car, ColumnPole, Fence, Pedestrian, Bicylist and Signsymbol.
Although we evaluate the accuracy of output in labelled testing frames, we can obtain
dense labels for all frames in the test video.
The original CamVid dataset provides only semantic classes. To obtain the ground
truth geometric label, we apply a simple mapping from 11 semantic class to 5 geomet-
ric class. Note that our model is not restricted to this setting and more complicated
geometric label space designing is also feasible. The geometric class in based on [62].
We have three main classes, Sky, Horizontal and Vertical. For vertical class, we have
three subclasses as Planar, Porous and Solid.
Implementation details Given a video sequence, we firstly apply the method pro-
posed in [47] and obtain a hierarchical segmentation. Some example frames of hier-
archical segmentation are shown in Figure 3.7. Through our experiments, we divide
the long video sequences into video chunks that consist of 60 frames and apply our
segmentation method to each chunk. We extract fi as described in Table 3.1 and
initialize the layout estimation based on features in Table 3.6.
To obtain the training data for our stage model, we labeled the training set of
CamVid. The geometric and semantic label distribution of five regions are shown
in Table 3.3 and Table 3.4 respectively. We can see that our stage model provides a
strong prior in label distribution in both label space.
As described earlier, Pc(li|fi, gi(S)) is the probabilistic score obtained from a pre-
trained classifier. In our implementation, we use the random forest classifier. To
balance the biased distribution of ground truth labels, we sub-sample the training
data during classifier training in all layers. Specifically, after sub-sampling, we gen-
erate a training dataset with a new proportion for class l, which is computed as
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Region Sky Horizontal Planar Porous Solid
1 5.8 4.0 63.2 19.3 7.7
2 0 94.7 0.5 0.1 4.6
3 4.9 3.3 58.0 25.6 8.3
4 89.3 0 3.8 6.8 0.1
5 29.5 6.4 29.8 18.0 16.3
Table 3.3: Geometric class distribution in five regions that defined by scene model on
CamVid training dataset.
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1 1.4 55.6 5.8 19.3 2.6 5.3 2.0 2.6 1.6 0.8 3.0
2 79.3 0.3 0 0.1 15.5 3.7 0.2 0 0.2 0.7 0
3 1.0 49.8 4.9 25.6 2.3 7.0 1.3 5.1 1.0 0.2 1.7
4 0 3.1 89.3 6.8 0 0.1 0.6 0 0 0 0.2
5 4.7 25.7 29.5 18.0 1.7 14.1 2.3 0.6 0.9 1.3 1.1
Table 3.4: Semantic class distribution in five regions that defined by scene model on
CamVid training dataset.
ρl ∝ qrl , where ql is the original class proportion and r = 0.25.
3.6.2 Overall result
We summarize our results on the CamVid dataset in Table 3.5 for the semantic seg-
mentation and in Table 3.6 for the geometric segmentation and describe details in the
following paragraphs.
Semantic performance For semantic segmentation, we report four groups of results
based on different configurations of our approach. The ‘Semantic Only’ is the pixel-
wise semantic labeling results based on the Darwin system [40]. The ‘Static’ is the
joint prediction of geometric and semantic labeling with key frame feature [42], while
‘Static+Stage’ adds the stage model features to predict two types of labels. The ’Voxel’
and ‘Voxel+Stage’ are based on supervoxel representation instead of static image
features. Finally, ‘Pairwise’ and ‘Multilayer’ are two versions of our full model, in
which the former models spatio-temporal smoothing with pairwise terms and the
latter is based on supervoxel trees.
In Table 3.5, ’Multilayer’ can always achieve the best overall performances w.r.t.
other configurations in terms of pixel, average class and IOU criteria. Moreover, we
can see that the joint supervoxel labeling with the stage model achieves better per-
formance than the baseline pixel semantic prediction. Our joint video segmentation
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achieves higher per-class accuracy and comparable per-pixel accuracy w.r.t the state-
of-the-art methods [151]. It also shows that our multilayer integration can improve
semantic prediction in IOU score. Compare with [83], we are very close to state-of-
the-art result 41.7% IOU score in semantic segmentation on CamVid dataset. Note
that we do not use pre-trained object models [89], nor 3D information from SfM [142].
Geometric performance For geometric segmentation, Table 3.6 shows the results
from three settings of our methods. We can see that our performance on geometric
labeling is also superior to the state-of-the-art in terms of both pixel and class ac-
curacy in main geometric classes. Moreover, we also show the IOU score of main
geometric class in the lower part of Table 3.6 and that of all geometric classes in Ta-
ble 3.7. Again, in comparison with ’Voxel’ and ’Voxel + Stage’ setting, we can see
that ’Multilayer’ configuration can improve IOU score in geometric classes.
Figure 3.8 shows some examples of our results, which are 5 consecutive frames
in a sequence. The first column is the input frames overlaid with the estimated
stage models. The second and third columns are from the ‘Voxel’ and ‘Voxel+Stage’
settings. The final column is the output from our full model with supervoxel tree
smoothing. The visual results demonstrate that the prediction quality becomes better
after adding more model components.
3.6.3 Experimental analysis
We now provide detailed analysis on the main components in our method. We
consider three sets of experiments in which only partial of our model is used to
generate the joint label prediction. These experiments corresponds to three rows in
Table 3.5 (from 2nd to 4th). In the following subsections, we will look deeper into
these results.
Static scene with stage model We first validate the effectiveness of introducing our
stage model in the joint segmentation task. From Table 3.5, we can clearly see that
the stage model improves the labeling results at key frames. In particular, the Fence
and Bicyclist classes achieve significant improvement. We also show some qualitative
results in Figure 3.9. We have two observations: firstly, our stage estimation is not
perfect but accurate enough to be a good intermediate scene representation; secondly,
we can see the segmentation of Sidewalk, Car and Building in those images are much
better. For example, the first row shows that introducing stage can not only smooth
the SideWalk but also provide stronger information for Building. The second row
indicates that box can be beneficial in segmenting Car, both the close one and far
away one. The third row shows how does the box help in refine small part such as
ColumnPole and Sidewalk.
The main reason that the stage model is beneficial for joint label prediction is
that it provides us with more geometric information such as the height of certain
object in real world, the relative distance to the road side and the distribution of each
category in each region. Some failure examples are also shown in Figure 3.10. In
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A
ccuracy
Road
Building
Sky
Tree
Sidewalk
Car
Column-Pole
Fence
Pedestrian
Bicylist
Sign-symbol
Pixel
Class
Sem
antic
O
nly
94.4
91.0
90.7
81.0
52.1
71.9
2.0
5.4
35.9
20.8
3.4
81.5
49.9
Static
94.2
68.7
95.5
82.4
62.5
69.0
18.1
23.6
57.2
36.1
52.5
79.9
60.0
Static
+
Stage
92.5
71.8
94.6
79.3
66.6
70.5
17.6
30.0
56.3
41.2
54.2
80.1
61.3
Voxel
94.4
69.0
95.4
83.3
63.6
69.1
16.2
26.4
65.2
36.9
51.2
80.2
61.0
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94.3
67.7
95.6
82.3
63.6
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95.3
82.3
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65.6
37.8
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80.3
62.1
M
ultilayer
95.1
75.4
95.7
81.3
62.0
70.0
17.9
34.6
61.6
46.0
52.1
81.8
62.8
[151]
95.9
87.0
96.9
67.1
70.0
62.7
1.7
17.9
14.7
19.4
30.1
83.3
51.2
[142]
95.3
84.5
97.5
72.6
77.6
72.7
8.1
45.7
34.2
28.5
34.1
83.8
59.2
[89]
93.9
81.5
96.2
76.6
81.5
78.7
14.3
47.6
43.0
33.9
40.2
83.8
62.5
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ver-U
nion
Voxel
79.5
56.0
88.4
52.3
51.6
44.9
7.6
11.5
16.7
7.9
16.4
-
39.3
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79.9
55
88.3
52.1
51.4
45.4
7.2
13.5
15
7.8
17.2
-
39.3
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79.7
55.9
88.4
52.0
52.5
45.4
7.5
12.7
16.4
7.6
16.9
-
39.6
M
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79.4
60.1
88.3
52.7
52.0
46.5
9.6
15.5
19.8
10.4
19.4
-
41.3
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M
ultilayer
89.0
79.7
94.3
76.8
64.6
72.0
20.5
29.0
36.2
32.6
36.3
-
-
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Accuracy Sky Horizonal Vertical Per-Pixel Per-Class
[151] – – – 94.2 94.7
Voxel 95.4 98.5 92.9 95.3 95.6
Voxel + Stage 95.2 98.4 93.0 95.3 95.5
Multilayer 95.7 98.5 93.1 95.5 95.8
IOU
Voxel 88.4 88.3 85.6 - 87.4
Voxel + Stage 88.3 88.4 85.6 - 87.4
Multilayer 88.3 88.7 86.0 - 87.7
Table 3.6: Main geometric class accuracy and IOU result on CamVid dataset. ’Mul-
tilayer’ outperforms state-of-the-art and other configurations in pixel-level, average
class accuracy and IOU score.
IOU Sky Horizontal Planar Porous Solid Per-Class
Voxel 88.4 88.3 66.5 52.3 36.6 66.4
Voxel + Stage 88.3 88.4 65.8 52.1 35.6 66.1
Multilayer 88.3 88.7 69.2 52.7 40.3 67.8
Table 3.7: IOU score of geometric class on CamVid dataset. ’Multilayer’ outperforms
other configurations in terms of average IOU score of all geometric class.
these examples, adding stage scene features produces worse results on the Pedestrian
class due to insufficient appearance cues from the video and strong (but inaccurate)
prior from the scene model.
Video scene with stage models In this part, we would like to explore the impact
of temporal information on the joint segmentation task in video sequences. In the
video setting, we can see that the stage model only slightly improves the semantic
label results but have little effect on the geometric labels. One possible reason is due
to the noisy estimation of stage parameters in videos. Also, the relationship between
the stage and supervoxels is more challenging to capture based on simple position
statistics. Our observation explains the nessarity of incorporating more effective and
complex model to enforce temporal consistency.
Some examples of semantic labeling results are shown in Figure 3.11, in which
we can observe the positive impact of the stage model. For example, the second and
third row show that the additional information helps improve the Bicylist case: in
the dusk, while the appearance based cue is weak, the stage information provides
geometric information to boost the score of the correct classes. The last row shows
the box information can also beneficial in predicting Building as well as Sidewalk. It
adds more distinguish component between Building and Tree.
We show that the extra box information is also beneficial in video setting. The
reason that box model in single layer does not give as much improvement as the
static scene are possibly as following. Firstly, we do not perform a per-frame box
estimation but use interpolation because the box estimation is quite time consuming.
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Stage model Voxel Voxel+Stage Multilayer
Figure 3.8: Examples of final prediction results from different settings. First column:
input image frame with estimated stage models; Second column: joint labeling with
supervoxel only; Third column: joint labeling with supervoxel plus stage features;
Fourth column: full model prediction with multilayer smoothing.
Due to this, the estimation may not as accurate as the key frame case, as can be
shown in the third row. Secondly, in video setting, both the box location and the
supervoxel centroid various with respect to time. Although they are dependent,
the box estimation depends on the entire image structure rather than individual
superpixel or supervoxel. It makes our modelling of the dependency of relative
feature between supervoxel and box location more difficult as a whole temporally.
Spatio-temporal coherency with multilayer models We notice that the pairwise
CRF only slightly improves the semantic labeling performance in our setting. This is
likely due to the strong unary prediction based on supervoxel features, the irregular
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Stage model Ground Truth Static Static+Stage
Figure 3.9: Examples of semantic labeling with static image features and additional
stage model features. By incorporating geometric layout constraints, we can improve
predictions on more structured classes. See the performance changes in Building and
Sidewalk in our examples.
Image Ground Truth Static Static+Stage
Figure 3.10: Failure cases of semantic labeling with static image features and addi-
tional stage model features. See the performance in Pedestrian in our examples.
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Stage model Voxel Voxel+Stage
Figure 3.11: Examples of semantic results with supervoxel features and additional
stage model features. The stage model improves semantic labeling in these video
sequences.
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Stage model Voxel+Stage Pairwise Multilayer
Figure 3.12: Examples of semantic labeling results from pairwise CRF based smooth-
ing and multilayer supervoxel based smoothing. Integration long-range temporal
consistency by ’Multilayer’ can recover some short-range over-smoothed results ob-
tained in ’Pairwise’. See the Pedestrain, Bicyclists and Car, Bicyclists and Column-
Pole from top to bottom respectively.
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Image Ground Truth Layer 1 Layer 4 Our Results
Figure 3.13: Multilayer predictions in key frames. The Car in the first row and
Bicyclists in the second row show that we can recover more details in hierarchical
representation. Moreover, we are able to refine/correct prediction with multilayer
model.
shape of supervoxels and the complex graph structure in the final pairwise CRF.
The multilayer based smoothing, on the other hand, provides better performance
for both semantic and geometric labeling. The supervoxels at coarse layers can be
viewed as a higher-order smoothness term, and as we extract features in each layer
independently, the coarser layer can capture more information than the lower ones. It
may also lead to a more stable statistical dependency between the supervoxel location
with respective to stage and its label. As for efficiency, the combination of multilayer
result takes less time than the inference in random field.
We compare some example results of semantic labeling in Figure 3.12, which
are generated by the single layer model, pairwise CRF and multilayer integration.
We can see that, for instance in the second and third row, both the pairwise CRF
and multilayer model help improve the class Bicylist; but the multilayer model gives
a better performance. The fourth row shows oversmoothing of pairwise CRF on
ColumnPole, and correct prediction from the multilayer model.
We also visualize the predictions from some individual layers in Figure 3.13. We
can see that we can recover more scene details by integrating information from all
the layers and our hierarchical model generates better label predictions.
3.7 Summary
This chapter presents a novel probabilistic model to combine the geometric and se-
mantic information in understanding urban street dynamic scene. We introduce
a stage model as an intermediate representation of the geometric information and
efficiently combine two types information. We also show that by applying the hierar-
chical structure, we can get a better smoothing result. Comparing with the state-of-
the-art method, we can outperform them in average class accuracy and comparable
pixel level accuracy.
Our stage scene model represents the layout of a scene at a coarse level, and
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may not be sufficient for more complex scenarios. One future direction is to design
a flexible stage representation with a nonparametric model. In addition, it is also
important to capture foreground object classes and their geometric relations for a
better holistic interpretation, which will be discussed in the following chapters.
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Chapter 4
Multi-label Semantic Video
Segmentation with Exemplar-based
Object Reasoning
4.1 Introduction
While pixel-level parsing provides detailed annotation in terms of object classes, it
lacks representations in terms of individual objects. In order to achieve better se-
mantic parsing of images, it is essential to explore object information [89, 183, 184]
as well as multiple properties of the underlying scenes [42]. In particular, reasoning
object instances and their relations with contexts has played an important role in
the state-of-the-art methods for image segmentation [89, 154]. The additional object-
level representation not only generates a richer understanding of the video in terms
of both mid-level region properties and high-level object concepts, but also enables us
to introduce object and motion priors, a better modeling of long-range dependencies
in dynamic scenes.
Semantic parsing in single image requires relatively strong prior assumptions
on the scene structure, and recent progress in object-augmented scene segmentation
heavily relies on large datasets with object instance level annotation and/or pre-
trained object detectors, which are expensive to obtain. For a complex scene with
novel object classes, it remains a challenging task to reliably incorporate object in-
stance knowledge into semantic image segmentation.
Video sequences of dynamic scene provide a natural setting to incorporate ob-
ject level information in semantic segmentation. Motion cues can facilitate localizing
object instances and inferring geometric relationships between objects. In addition,
tracking of moving objects imposes long-range temporal consistency constraints to
segmentation and allows weak supervision at object level. Most of previous video
segmentation methods, however, either focus on capturing mid-level spatio-temporal
consistency [17, 116], modeling static scenes [12], or using a single-class object detec-
tor trained with many additional object annotations [174].
In this work, we propose a joint framework for multi-class semantic video seg-
mentation which integrates both region-level labeling and object-level reasoning. Our
63
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Figure 4.1: Overview of our representation. We jointly predict the semantic, geomet-
ric labels with respect to object detection, tracking and their relative ordering. The
frontal-most object is in pink.
representation of scene can be viewed in Figure 4.1. Given a video sequence taken
from monocular camera, we formulate the segmentation as a supervoxel labeling
problem. At region-level, we seek consistent semantic and geometric labeling of su-
pervoxels that are smooth in spatio-temporal domain. At object-level, we infer fore-
ground moving objects and their relative depth in a chunk of video frames, which
imposes long-range spatial and temporal consistency of multi-class object segmen-
tation. More importantly, we adopt a weak supervision strategy at object-level as
in [56], in which only a small set of object exemplars is used for modeling each object
class.
Specifically, our approach consists of two stages. We first use object exemplars
and dense point trajectories to generate a number of object segmentation hypotheses
for each foreground class. Given these object hypotheses, we design a conditional
random field (CRF) that jointly models semantic and geometric classes of supervox-
els, as well as segmentation and relative depth of objects in videos. In particular, we
propose a set of pairwise and higher-order potentials to impose the label consistency
between objects and corresponding supervoxels, and to encode occlusion and support
relations between object classes. To parse a video sequence, we compute the MAP
estimation of the CRF model, which is formulated as minimizing a unified energy
function and solved by an efficient move-making algorithm. We test our model on
three public available datasets [12, 173, 174] and show that our method can achieve
state-of-the-art or even better performance with much less training data.
The main contributions of our work can be summarized as follows.
• First, we incorporate multi-class object reasoning to semantic video segmenta-
tion, which enables us to capture long-range dependency in spatial-temporal
domain. We show that inferring object instances and their relationships is ben-
eficial to video segmentation.
• Second, we propose a weak supervision approach to model the foreground
object classes by exploiting temporal coherency, pixel-object label consistency
and a few annotated object exemplars.
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Figure 4.2: Overview of our approach. We jointly predict the semantic, geomet-
ric labels with respect to object detection, tracking and their relative ordering. The
frontal-most object is in pink.
• Finally, our method produces a better understanding of dynamic scenes, which
includes not only pixel-wise semantic segmentation of videos but also object-
level parsing with object instance segmentation, tracking and their relative
depth ordering.
The rest of this chapter is organized as follows. In Section 4.2, we describe the
new integrated approach, focusing on the architecture of our random field model.
Section 4.3 presents the learning and inference algorithm for dynamic scene labeling.
Details of experiments are described in Section 4.4 and we summarise this chapter in
Section 4.5.
4.2 Model Formulation
We address the multi-class semantic video segmentation problem from a holistic
perspective, in which we jointly assign a category label to every pixel, and infer
object instance segmentation and their geometric relations in a video. Our main
focus is to explore temporal consistency of object motion and thus to integrate object-
level information more effectively. Specifically, our goal includes two aspects: First,
we want to robustly estimate object locations and their geometric relations, such
as relative depth and support, based on object and motion cues. Second, we would
adopt weak supervision for object reasoning in video by using fewer annotated object
instances.
To this end, we propose an exemplar-based approach to incorporate object in-
stance segmentation and object relations to semantic video segmentation. We first
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Figure 4.3: Examples of proposals from detectors (top) and from propagation (bot-
tom) in CamVid. Occluded objects are failed to be detected by detectors but can be
successfully proposed from propagation.
use a small number of objects and their masks as well as dense trajectories to gener-
ate a redundant set of dynamic object hypotheses, i.e., spatio-temporal masks. Given
these object hypotheses, we design a spatio-temporal CRF to jointly label all super-
voxels and infer activations and relations of object hypotheses. An overview of our
method is shown in Figure 4.2. We introduce the dynamic object hypothesis genera-
tion in Section 4.2.1. Then we formulate the joint labeling problem as an inference in
the spatio-temporal CRF in Section 4.2.2.
4.2.1 Dynamic object hypothesis generation
To handle multiple object instances, we first generate a set of object trajectory hy-
potheses from a video sequence, which are binary masks in spatio-temporal domain.
This hypothesize-and-verify approach greatly reduces the search space of object in-
stances.
Our hypothesis generation method consists of three steps. The first step detects
object instances and generates their masks in a sparse set of key frames, which aims
to improve the efficiency. We apply an exemplar SVM [113] detectors trained with
a small number of examples (10–20) to obtain object proposals in the key frames as
in [56].
Given these static proposals, we then propagate them to the entire sequence in the
second step. We perform both forward and backward propagation based on pixel-
level trajectories, which are obtained by employing the method in [149]. We com-
pute an affine transformation of each object mask using the pixel trajectories passing
through the mask. This enables us to partially accommodate the variation of shapes
due to motion. Compare with the per-frame detection method [174], we can generate
static proposals more effectively and efficiently by exploring the temporal informa-
tion. Some examples of generated object hypotheses are shown in Figure 4.3. We
can see that detectors may fail in some occluded objects in static scenarios (missing
Cars in the top row) and our proposal can propose them successfully w.r.t. temporal
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information.
Finally, we build longer-range object trajectory hypotheses in the third step, which
extends the trajectories generated from the propagation in the second step. To this
end, we first construct a directed graph of the static object proposals. Each node of
the graph is a static proposal and we add an edge between two nodes if they are: (1)
from consecutive frames (2) of the same category (3) of similar mask size and heavily
overlapped after propagation. We refer the reader to Section 4.4 for details. We define
edge direction as the direction of time evolution. Given the directed graph, we use
depth-first search to generate possible paths starting from all the earliest static object
proposals which correspond to the nodes without parents in the graph. In the end,
we collect all the generated paths as the object trajectory hypotheses.
4.2.2 Spatio-temporal CRF with object reasoning
We represent a video sequence as a set of supervoxels, which are computed based
on [16]. For long video sequences, we take a sliding window approach and consider
a video chunk with length T each time. We then augment the supervoxel repre-
sentation with a set of object trajectory hypotheses, and introduce reasoning of the
activation of objects and their occlusion and support relations.
Formally, given a video chunk T , let i ∈ {1, ..., N} index the supervoxels in T .
We denote the label of superpixel i as li = {lgi , lsi }, which is a random variable in the
joint space of semantic class Ls and geometric classes Lg. The variable L = (l1, ..., lN)
is the label configuration of the whole video chunk.
For the set of object trajectory hypotheses, we want to infer the true active objects
jointly with the supervoxel labeling and remove the false ones. To that end, we
introduce a binary variable dm indicating whether the m-th hypothesis is activated
or not, and let m ∈ {1, ..., M} indexing from hypothesis pool O as described in
Section 4.2.1. For hypothesis m, we denote its trajectory as m = {m1, ..., mtm} and
mt is the static object proposal in t-th frame. Note that once the m-th hypothesis
is activated, all static proposals on its trajectory are activated. The variable D =
(d1, ..., dM) is the configuration of all the object hypotheses. Also, we denote the
object class of the m-th hypothesis as om and the set of supervoxels it occupies as Sm.
In addition, we capture the relative depth ordering of object instances by intro-
ducing an occlusion variable hmn ∈ {−1, 0, 1} for each pair of overlapped proposals
{m, n}. The value −1 and 1 denotes m-th proposal is occluded by or occludes n-th
proposal respectively and 0 denotes there exists no occlusion relation between them,
which means at least one of the proposals is inactive. We denote the set of all pairs of
overlapped proposals as P , and represent the configuration of all occlusion variables
by H = {hmn}(m,n)∈P . Details of the overlapping proposal pairs will be explained
in 4.4.
We formulate the semantic video parsing problem as a joint labeling of super-
voxels, object hypotheses and object relations, and build a joint Conditional Random
Field (CRF) on the label variables L, D, and H. An overview of our graphical model
is shown in Figure 4.4. The overall energy function of our CRF model consists of
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Figure 4.4: Graphical representation of our CRF. Note that all unary terms and su-
pervoxel pairwise terms are not shown for clarity. Two proposals are occluded pairs
and one is exclusive pair (two Cars). Supervoxel regions are shown in red.
three main components (we omit the input T for clarity):
E(L, D, H) = Es(L) + Eo(D, H) + Ec(L, D, H), (4.1)
where Es(L) represents supervoxel-level potentials, Eo(D, H) is the object-level po-
tentials, and Ec(L, D, H) are the potentials imposing the consistency between the
object and supervoxel labeling. We will describe the details of these three terms in
the following subsections.
4.2.2.1 Supervoxel-level potentials
The supervoxel-level potentials Es(L) include a data term potential for every su-
pervoxel and a pairwise potential that encodes spatio-temporal smoothness of the
supervoxel labeling:
Es(L) =∑
i
φs(li) + ∑
(i,j)∈Nl
Φs(li, lj) (4.2)
where Nl denotes the set of spatio-temporal adjacent supervoxels.
The supervoxel unary term φs(li) is the cost of assigning li to supervoxel i. We
define φs(li) = − log Pl(li), where Pl(li) is the output of a unary classifier (See Sec 4.4
for details). We use an edge sensitive Potts model as the supervoxel pairwise term
Φs(li, lj) to enforce adjacent supervoxels to take the same label unless there is an
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intensity edge in between. Specifically,
Φs(li, lj) = αl exp(−‖f(i)− f(j)‖
2
β
)
[
li 6= lj
]
, (4.3)
where f(i) is the averaged color feature of supervoxel i in CIELab space, and [·] is
the indicator function.
4.2.2.2 Object-level potentials
The object-level potentials Eo(D, H) describe the data term for object proposals, oc-
clusion variables and the relationship between object D and the occlusion H:
Eo(D, H) =∑
m
φo(dm) + ∑
(m,n)∈P
(
φh(hmn) +Φp(hmn, dm, dn)
)
where φo(dm) and φh(hmn) is the object and occlusion unary respectively, andΦp(hmn, dm, dn)
is the relation term.
The object unary term φo(dm) models the cost of activating m-th proposal and
has the following form,
φo(dm) =
(
αc − αo log Pm1− Pm
)
dm (4.4)
where Pm is the probability of activating m-th proposal, which is obtained from a
trained classifier’s output (See Sec 4.4 for details). αo and αc are two weight parame-
ters and αc is introduced to encourage sparse detections.
The occlusion unary term φh(hmn) models the cost of hmn taking one of the three
states and is defined as φh(hmn) = −αh log Ph(hmn). Similarly, Ph is the probabilistic
score from a trained classifier (See Sec 4.4).
The occlusion relation term Φp encodes that the occlusion variable hmn should
be consistent with the states of dm and dn, i.e., hmn 6= 0 iff dm and dn are active, and
an exclusive relation:
Φp(hmn, dm, dn) = αinf
(
[dmdn = 0∧ hmn 6= 0] (4.5)
+ [dmdn = 1∧ hmn = 0] + [dmdn = 1∧ {m, n} ∈ Eo]
)
where the exclusive set Eo consists of pairs that share the same category and are
significantly overlapped (See Sec 4.4), and αinf is a large cost.
4.2.2.3 Supervoxel-object label consistency potentials
The supervoxel-object label consistency potentials Ec enforce the consistency of an
object activation and the labels of supervoxels related to the object. It consists of
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three terms, encoding overlap, support and occlusion consistency respectively,
Ec(L, D, H) = ∑
m∈S
(
∑
i∈Sm
Φv(dm, li) + ∑
i∈Bm
Φg(dm, li)
)
+ ∑
(m,n)∈P
∑
k∈{m,n}
∑
i∈Sk
Φc(hmn, li, dk) (4.6)
where S denotes the set of isolated object proposals, and Bm is the neighboring
supervoxels located below the m-th object hypothesis.
The overlap consistency term Φv(dm, li) penalizes the inconsistency between the
class of an active object and the semantic label of the supervoxels it contains. The
more inconsistency exists between local supervoxel prediction and the object class,
the higher cost will be assigned if the object is active. We define the cost as:
Φv(dm, li) = αv
vol(i)
vol(Sm)
dm[lsi 6= om] (4.7)
where Sm denotes the set of supervoxels contained by object proposal m and om is the
object class. vol(·) computes the volume of a region, and αv is the weight coefficient.
The support consistency term Φg(dm, li) is introduced to encode the supporting
relation between the foreground objects and its supporting surface. We enforce that
active objects should be supported from below by supervoxels with geometric label
Horizontal. That is,
Φg(dm, li) = αg
vol(i)
vol(Bm)
dm
[
lgi 6= Horizontal
]
(4.8)
where Bm is define in Eq (4.6) and αg is the weight coefficient.
The occlusion consistency term penalizes the inconsistency between the class
of object proposals and the labels of the supervoxel they contain with respect to
the occlusion relations. Specifically, we enforce the supervoxels in the overlapped
regions should be explained by the frontal-most object if both proposals are activated.
Otherwise, their labeling should be consistent with the active one:
Φc(hmn, li, dm) = αp
vol(i)
vol(Sm)
[lsi 6= om]
(
[hmn = 1]
+ [hmn = 0∧ dm = 1] + [i ∈ {Sm \ Sn} ∧ hmn = −1]
)
(4.9)
where {Sm \ Sn} donates the set of supervoxels occupied by m-th object proposal but
not by n-th. αp is the weight coefficient.
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Figure 4.5: Supervoxel segmentation results in 8 consecutive frames. (Left to Right,
Top to Bottom.)
4.3 Model Inference and Learning
Due to the complexity of our model, we adopt the piece-wise learning [145] approach
to incrementally estimate parameters. We firstly learn the parameters of pairwise
CRF. It consists only φs and Φs. Then we fix learnt parameter αl and learn the coeffi-
cients αc, αo, αv, αg for the object potentials in the CRF, including φo, Φv and Φg. We
refer to this partial model as the incremental CRF. Finally, we learn the rest parame-
ters of our full model (αh, αp). Note that all parameters are learnt on validation set by
grid search and αinf is set to be a large number (1020). We automatically choose the
set of parameters that maximize the per-class accuracy during the piecewise learning.
Given the parameters and test sequences, we compute the maximum a poste-
rior (MAP) estimate by minimizing the energy E(L, D, H) according to the method
in [132]. Specifically, we apply the improved version of QPBO (QPBOI) introduced
in [132] and prefer the unassigned nodes keep their original labels during the ex-
pansion move. For the non-integral solution in QPBO, we set it to 0 (unchanged) in
experiment.
4.4 Experiments
We test the efficacy of the proposed framework on three multi-class semantic video
segmentation datasets. We focus on the CamVid dataset here as they provide mul-
tiple foreground classes. To demonstrate the generalisability of our model, we also
evaluate on the MPIScene and DynamicScene datasets.
4.4.1 Implementation details
The supervoxel generation and supervoxel unary term are different in three datasets.
In CamVid dataset, we use a sliding window approach, in which each window con-
sists of 61 frames and shares one image with previous one to maintain temporal
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Semantic and Geometric Output
S1. Semantic : average semantic probability for each class
S2. Semantic : max semantic probability for each class
S3. Semantic : variance of semantic probability for each class
G1. Geometric : average geometric probability for each class
G2. Geometric : max geometric probability for each class
G3. Geometric : variance of geometric probability for each class
Color
C1. LAB value : mean
C2. LAB value : variance
Texture
T1. Filterbans : mean response of 17 filters
T2. Filterbank : covariance of 17-dimensional response
HoG
H1. HoG : mean
H2. HoG : variance
Optical Flow
O1. Optical flow : magnitude weighted dense optical flow distribution
O2. Flow : mean flow (x,y)
O3. Flow differential : Histogram of differential of dense optical flow in x and y,
across 3 kernel size of differential(3, 5 and 7)
Movement
M1. voxel start region position and end position.
M2. histogram for location change across time.
Table 4.1: Statistics computed to represent supervoxels.
label consistency. Then we employ the method in [16] to generate spatio-temporal
supervoxels. To reduce the error introduced by illumination, we enhance dark se-
quences in CamVid before decomposition. We visualized some segmentation results
in Figure 4.5.
We extract a set of image and motion features at each pixel, such as color, texture
and HoG features. We also apply methods proposed in [41] and [62] in each frame
to obtain per-pixel semantic and geometric probability independently. Ground-truth
labels of supervoxels are obtained as the majority label from pixels occupied by the
supervoxel and then we train the random forest classifier [24] for Pl on these features
and ground-truth labels (See Table 4.1 for a summary). To balance the biased class
distribution in training data, we sub-sample the training data in the same way as in
Chapter 3.
In MPIScene and DynamicScene datasets, we set T as 156 and 11 respectively
with no overlapping frames with other chunks. This is because MPIScene has only
one sequence consists of 156 images and DynamicScene consists of non-overlapping
sequences of 11 frames. We follow the same supervoxel generation procedure as in
the CamVid and set Pl as the averaged semantic probability for each class.
We obtain detectors by the exemplar SVM [113]. As no proposal ground truth
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Figure 4.6: Detector training examples of three object classes. Top: cropped images.
Bottom: binary masks of object.
Frame 1 Frame 4 Frame 8 Frame 17
Figure 4.7: Pixel-level tracking examples. We track two pixels in these frame and
highlight them in Red and Cyan. We can see that long-range consistency is well kept
in figures.
is available for probability regression on object instances, we automatically generate
“ground-truth” from segmentation ground truth by defining a proposal as“true pos-
itive” if more than half of its occupied pixels are consistent with its category. Then
we extract S1, C1, M1 as in Table 4.1 and the Chamfer distance between object mask
and edge as features and train logistic regressors to obtain Po.
We manually label 20 exemplars for each foreground classes in CamVid and visu-
alize two examples for each of three classes in Figure 4.6. When generating proposals,
we apply exemplar-SVM detector every 10 frames in a chunk. Masks and detector
responds are propagated based on trajectories generated by [13] to keep the long-
range consistency in videos. More concretely, each detection result is propagated
both backward and forward until less than 10% of trajectories are left. We visualize
some trajectories in Figure 4.7. We then generate chains of object proposals by con-
necting neighboring short object trajectories. The resulting object proposals in our
model are these chains instead of per-frame detections.
We visualise two examples for our mask propagation in Figure 4.8. In both sce-
nario, the proposed method can follow the objects reasonably well. More impor-
tantly, we can see the shape transform of Car in second row, which allows us to
propose object’s shape more precisely.
We define two types of relations for the proposed object chains. In particular,
proposal chains M and N are exclusive if : (1) they belong to the same category.
(2) some values of foverlap(mt, nt) are larger than λ1, where λ1 is empirically set as
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Figure 4.8: Detection propagation examples. We highlight the mask in red in all
frames. We can see that our propagation can follow the object reasonably well for
both Pedestrian and Car and allow shape transform (second row).
0.75. Besides, we define M and N are overlapped if some values of foverlap(mt, nt) are
larger than λ2. λ2 is selected as 0.15 in experiment. We manually label the relations
of 20 pairs as ground truth and fit a multiclass logistic regressor for Ph. The features
for regressor are C1, the Chamfer distance between mask and edge, and number of
terminated trajectories for each proposal chain.
In MPIScene and DynamicScene datasets that have only one object class, we la-
bel 10 exemplars and follow the same proposal generation, propagation and relation
generation procedure as in CamVid.
4.4.2 Results on CamVid Dataset
4.4.2.1 Segmentation results
There are three settings of our model, the baseline—pairwise CRF (PCRF), incre-
mental CRF (ICRF) and our full model. PCRF consists only supervoxel unary and
pairwise terms while ICRF combines multiple detections without reasoning object
occlusion relation. Quantitative semantic segmentation results in Table 4.2 show that
by exploring occlusion relation, we can achieve (1) better performance in terms of
overall measurement and three foreground classes with respect to PRCF and ICRF.
(2) comparable results in overall measurement and better performance in interested
classes compare with state-of-the-art under much less supervision.
As can be seen in Table 4.2, we can achieve comparable average class accuracy
and slightly worse pixel-level performance w.r.t. methods [89, 152]. Moreover, our
proposal outperforms [84] significantly in terms of IOU score and achieves better
F1 score in comparison with [148]. Note that detectors for three object classes, Car,
Pedestrian and Bicyclists, are trained under rather weak supervision (at most 20 ex-
emplars) in comparison with [89] and [152]. The former applies five strong detectors
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(two additional category, Sign− Symbol and Column− Pole) learned with hundreds
of object annotations, while the later applies strong detectors on 11 categories on
every frame. These two methods have scalability issues since they require strong
supervision for detector training, thus they cannot easily extend to new object cate-
gories.
The qualitative results shown in Figure 4.9 compare the results from unary model
and Pairwise CRF. We can observe that spatio-temporal pairwise term can success-
fully enforce smoothness in examples, which can be observe in class Road of first
row, Car in the second. However, we also observe that illuminant deteriorates the
performance during supervoxel generation and thus affect our final segmentation
results. The artificial effects can be observed in second and last row.
Figure 4.10 compares segmentation results between Pairwise CRF and Incremen-
tal CRF. Those activated detections can successfully impose labeling consistency as
shown in Car of the second and last row. It is also supported by Table 4.2, where the
performance of three object classes are improved. However, in terms of the overall
measurement, we can see that there is little help in both per-class and per-pixel accu-
racy. We believe there are two possible reasons. Firstly, the detector is too weak and
we may introduce too much noise during our regression, which leads to the results
that we activate many false detections. Secondly, the incremental method does not
concern the occlusion reasoning and thus introduces confusions between spatially
overlapped detections that belongs to different categories.
We then introduce the occlusion reasoning terms. It on the one hand gives more
supervision in activating a proposal or not. On the other hand, it addresses the
ordering problem between proposals and enforces the labeling consistency between
supervoxel label and frontal-most proposals. The qualitative measurement in Fig-
ure 4.11 shows the segmentation improvement with respect to full model. The forth
shows the false detections are inactivated by reasoning the occlusion and the last one
shows how we activate the true positive. Referring to Table 4.2, we can see the im-
provement in three object classes as well as per-pixel and per-class improvement. We
can also see the the overall improvement in IOU and F1 measurement. By compar-
ing with sate-of-the-art performance, we can clearly see that our model outperforms
existing methods.
We also compare our geometric predictions with the state-of-the-art geometric
labeling method [105] in Table 4.4 and Table 4.3. We can see that our method outper-
forms the state-of-the-art significantly on the CamVid dataset.
4.4.2.2 Object segmentation and proposal efficiency
Table 4.5 shows the detector performance under weak supervision. Although detec-
tors fail to detect more than half of the objects and propose a large number of false
positives, our model can still learn from weak detections and benefit from object
relation reasoning. The detector performance is improved significantly in terms of
precision, recall and IOU criterion.
In addition to the improvement in object segmentation, our model also boosts the
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Image Unary P.CRF
Figure 4.9: This figure compares the semantic segmentation results between unary
and pairwiseCRF in [12]. We can observe the smoothness effect of the spatio-
temporal pairwise term.
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Image P.CRF I.CRF Detection
Figure 4.10: Semantic segmentation results from PCRF and ICRF and the activated
detections in ICRF in the CamVid. Active detections impose strong labeling consis-
tency in our model.
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Image P.CRF Full model Geo.F
Figure 4.11: Semantic segmentation results of ICRF and full model in CamVid. Geo.F
represents the geometric labeling results of the full model.
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Recall Sky Horizon Vertical Pixel Class
[153] - - - 94.2 94.7
[105] 95.7 98.5 93.1 95.5 95.8
Fullmodel 95.6 96.6 94.7 95.5 95.6
Table 4.3: Geometric segmentation performance on CamVid dataset (main classes).
IOU Sky Horizon Planar Porous Solid Class
[105] 88.3 88.7 69.2 52.7 40.3 67.8
Fullmodel 90.0 93.3 76.1 65.7 48.7 74.8
Table 4.4: Geometric segmentation performance on CamVid dataset.
Category Precision Recall IOU
Car 64.7/74.8 30/30 26.3/27.2
Pedes. 2.9/32.3 3.2/10 2/8.2
Bicy. 0/6.8 0/4.7 0/2.9
Table 4.5: Precision, recall and IOU score of detection performance at equal FPPI in
CamVid. In each cell, the first one is the object segmentation result from detectors
only method and the second is that of full model.
efficiency compare with per-frame detection method. In terms of time consuming for
proposal generation in each chunk, per-frame method takes 858s while that of our
method is less than 248s. Overall, we improve the detection efficiency by 3.5 times.
4.4.2.3 Ordering reasoning
We will show the effect of occlusion terms in our model. Figure 4.12 shows the
detection proposal based on detectors, incremental method and our full model. We
especially demonstrate that our full model can successful figure out the frontal-most
objects for overlapped objects.
As can be seen in the top three rows in Figure 4.12, the full model inactivates
false positives that fail to be identified in ICRF by reasoning object relations. The
last two rows of Figure 4.12 show the relative ordering of overlapped proposals. We
can see that the full model provides a better representation of scenes by inferring the
invisible parts of occluded objects.
4.4.3 Extension to other datasets
To test the generalization of our model, we also evaluate our framework on MPIScene
and DynamicScene datasets. Except the supervoxel unary and exemplars, we do not
re-train the CRF parameters specifically for these two datasets but apply those we
learned in CamVid directly.
Table 4.6 shows the semantic segmentation results on MPIScene dataset. Our
model outperforms the state-of-the-art method [116] significantly. Qualitative results
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Image P.CRF Full model All Proposals
Figure 4.12: Examples of all detector proposals, active detections from ICRF and full
model in CamVid. Full model can successfully infer the relative depth of overlapped
objects and suppress the false positives. The frontal-most proposal is colored in red.
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F1 Score Background Road Lane Vehicle Sky Class
Pairwise 89.8 91.7 11.2 66.8 95.2 71
Fullmodel 90.2 91.7 11.2 72.5 95.2 72.2
[116] 73 34 33 28 56 53.7
IOU score
Pairwise 81.6 84.7 6 50.1 90.8 62.6
Fullmodel 82.2 84.6 6 56.9 90.8 64.1
Recall
Pairwise 83.6 98.7 6 74.7 99.3 72.4
Fullmodel 83.2 98.1 6 90.9 99.3 75.5
Table 4.6: Semantic segmentation performance in MPIScene. Our results outperform
the state-of-the-art significantly.
can be viewed in Figure 4.13.
Our model also outperforms the state-of-the-art method [174] on DynamicScene
dataset. The per-class and per-pixel accuracy on DynamicScene are 91.6% and 69.8%
respectively from our model. According to [174], their results are 88.3% and 68.4%
respectively. It is worth mentioning that our results are obtained under much weaker
supervision and tested on the same test set as [174]. Particularly, we utilize one third
of their labeling training data and less than 1% of object annotations during training.
4.5 Summary
In this chapter, we propose a multiclass semantic video segmentation method that
joint infers semantic, geometric labeling and relative ordering of proposed objects
in dynamic scenes. We build a unified CRF model with a variety of potential func-
tions that encode object relations with local semantic and geometric labeling. We
also solve the MAP inference problem efficiently in an one-shot optimization pro-
cedure. Moreover, we exploit the temporal information in videos and propose an
efficient way to generate object proposals with less training samples. We show that
we can achieve comparable or better performance than state-of-the-art methods in
three popular multi-class segmentation datasets.
While the object-level reasoning in video analysis provides more consistent pars-
ing outcomes, it becomes challenging to handle complex scenes or longer video se-
quences due to the difficulty in modeling a large number of scene entities. In the
next chapter, we will address the problem of efficiency inference in multi-level video
understanding.
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Image GT P.CRF Full model
Figure 4.13: Comparison of the semantic segmentation results of PCRF and full
model on MPIScene dataset.
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Chapter 5
Multiclass Semantic Video
Segmentation with Object-level
Active Inference
5.1 Introduction
In previous chapters, we have introduced several scene representations for joint
modeling multiple properties of videos. Such integration with object and scene-
level reasoning not only provides more global cues and longer-range constraints for
pixel-level labeling, but also enables us to generate a deeper parsing of images with
multiple properties, ranging from object instance to scene geometry.
However, incorporating high-level visual information, especially object instance [154],
requires many hypotheses of object instances and their relations to accommodate
uncertainty in object detection and localization [144, 153]. This leads to increasingly
larger structure and/or higher complexity of the resulting models on pixels and ob-
jects, which has several drawbacks. First, with more object classes and their relations
added, it becomes challenging to develop efficient inference algorithm in the joint
models. Greedy strategies, such as alternating inference between pixels and objects,
have been used to address such difficulty [154], which do not exploit the full poten-
tial of joint modeling. In addition, object hypotheses have to be pruned based on
heuristic thresholds to provide a balance between precision and recall, which is te-
dious for adding new object classes. Furthermore, it is even more difficult to extend
this to dynamic scene parsing in videos, as the number of object hypotheses may
increase greatly due to object motion and longer image sequences.
A promising approach to addressing these difficulties is to adaptively select a
subset of model components which is most informative for inference and within
a budget constraint, or active inference [130, 168]. This allows users to achieve a
balance between efficiency and performance in a principled way. Most of previous
work, however, focuses on improving efficiency in feature computation except a few
on model structure [167].
In this work, we aim to address the problem of joint pixel and object inference in
85
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Figure 5.1: Overview of our approach. Example of the object-augmented dense CRF
model. Our active inference adaptively selects subgraphs thus improves the inference
efficiency.
semantic video segmentation. We take a hypothesize-and-verify approach [104, 144],
in which we generate a pool of object hypotheses and formulate video segmentation
as a joint labeling of pixels and object hypotheses. To handle a large number of object
hypotheses, we adopt an active inference strategy at object level to select an optimal
subset of hypotheses for joint inference.
Specifically, given a video sequence, we first build an object-augmented dense
CRF model that consists of a supervoxel layer and an object layer. The supervoxel
layer, modeled by a dense CRF [81], captures long-range spatio-temporal dependency
between supervoxels, while the object layer imposes consistency between semantic
labeling of supervoxels and objects, as well as valid occlusion relation between over-
lapping objects. We develop an efficient mean field inference algorithm for the case
with a moderate number of object hypotheses.
Inspired by [168], we propose to select an informative subset of objects and their
relation nodes for scaling up inference with many object hypotheses. To this end, we
build a set of subgraphs corresponding to the object hypotheses, which are selected in
our inference procedure. We formulate the subgraph selection as a Markov Decision
Process (MDP) and develop a learning approach to search the optimal policy for
sequentially choosing the most informative subgraph. We define a reward function
using the improvement on pixel-level per-class accuracy, and learn an approximate
policy based on Q-learning [92]. Our policy takes long-range features generated
by both current model uncertainty and video input, and predicts the most valuable
subgraph to choose in next step. Furthermore, we also use an imitation learning
scheme [1] to efficiently train a local classifier that approximates the optimal decision.
We evaluate our approach on three publicly available semantic video segmen-
tation datasets. We demonstrate that our learned policy is capable of selecting in-
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formative object hypotheses and relations, leading to much simpler model structure
and comparable or even higher segmentation accuracy. Our contribution has two
folds. 1) We develop an object-augmented dense CRF semantic video segmentation
with efficient mean field inference. 2) We explore the value of object hypotheses for
semantic labeling and propose a MDP-based method to sequentially choose most
informative objects during inference. Our method is capable of generating compact
model structure, which is useful for achieving a balance between efficiency and ac-
curacy.
The rest of this chapter is organized as follows. Section 5.2 focuses on model
formulation of our approach. Then we describe the mean-field and active inference
method in Section 5.3 and Section 5.4, respectively. In Section 5.5, we thoroughly
analyze different aspects of our proposal and demonstrate its efficiency and efficacy
on multiple video segmentation dataset. Finally, we summarize this chapter in Sec-
tion 5.6.
5.2 Object-augmented Spatio-temporal CRF
We first introduce our spatio-temporal CRF model for multi-class semantic video
segmentation. Our model consists of mainly two parts: at supervoxel-level, we build
a pairwise CRF with dense connections [81], which captures the long-range depen-
dency between frames; we also apply object detectors and a tracking method to
propose object hypotheses, which augment the supervoxel CRF with object and ob-
ject relation potentials [104, 144]. The joint CRF model has a mixed structure with
both dense pairwise and sparse ternary potentials. We develop an efficient mean
field inference for estimating node marginal distributions, which is also critical for
the active inference in next section.
5.2.1 Model setup and notations
Given a video sequence T , we first compute its supervoxel representation based
on [16]. We denote the semantic class of the i-th supervoxel as li with i ∈ {1, ..., N}
indexing all the supervoxels. The semantic labeling of the full sequence is denoted
by L = (l1, ..., lN).
We then generate a set of object trajectory hypotheses from object detection and
tracking efficiently as in [104]. We denote the hypothesis pool as O and m ∈
{1, ..., M} indexing all the hypotheses. For the m-th hypothesis, we introduce a bi-
nary variable dm to indicate whether it is a true positive detection or background,
and om to represent the spatio-temporal regions it occupies. The object states of the
full sequence is denoted by D = (d1, ..., dM).
We model the object relations by considering the relative depth ordering between
them. To this end, we divide the hypotheses into two groups, one of which represents
the singleton objects with no overlap with others (on image plane), and the other
consists of overlapping object instances. We denote the singleton set as S and the set
of all pairs of overlapping hypotheses as P .
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Figure 5.2: Example of subgraphs for singleton and object pair potentials. Different
colors denote different subgraphs.
We assume the relative depth ordering of an object pair keeps unchanged in a
short period, and for each pair (m, n) ∈ P , introduce a variable hmn ∈ {−1, 0, 1} to
describe their occlusion relations. The value −1 and 1 denotes m-th hypothesis is
occluded by or occludes n-th hypothesis respectively and 0 denotes there exists no
occlusion relations between current pair, or equivalently, at least one of the hypothe-
ses is background. To handle longer sequences, we divide them into short video
chunks and introduce a set of {hmn} for each chunk. We use H = {hmn}(m,n)∈P to
denote the states of ordering for the entire sequence.
We formulate the semantic video segmentation as a joint labeling problem of su-
pervoxels, object hypotheses and object relations, and construct an object-augmented
spatio-temporal CRF model on those entities. The overview of our model is in Fig-
ure 5.2.
We define the overall energy function of our CRF, E(L, D, H|T ), as follows:
E(L, D, H|T ) = Ev(L|T ) + ∑
m∈S
Es(L, dm|T ) + ∑
p∈P ,p=(m,n)
Er(L, dm, dn, hmn|T )
where Ev(L|T ) denotes the potentials at supervoxel level, Es(L, dm|T ) are potentials
for the singleton object hypothesis m, and Er(L, dm, dn, hmn|T ) are the potentials for
the object pair relations in P . We will describe the details of those potentials in the
following, and omit T for clarity.
5.2.2 Supervoxel pairwise CRF Ev
At supervoxel level, we build a dense pairwise CRF [81] to capture long-range de-
pendency of supervoxel labels in spatio-temporal domain. Specifically, the potential
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functions of Ev(L) consists of two terms,
Ev(L) =
N
∑
i=1
φv(li) +∑
i 6=j
ψv(li, lj) (5.1)
where φv(li), ψv(li, lj) are the unary and pairwise term, respectively.
Supervoxel unary. The unary term specifies the cost of assigning li to supervoxel
i and is defined as φv(li) = − log Pl(li), where Pl(li) is the output of a probabilistic
classifier. Here we train a random forest classifier based on color, texture, HoG and
geometric features [104].
Pairwise potential We introduce the dense pairwise term ψv(li, lj) to enforce spatio-
temporal smoothness of labeling. We define a contrast-sensitive two-kernel potential
as in [81]. The appearance kernel uses the CIE-Lab color space, and both the appear-
ance and smoothness kernel take spatial location and time in T as position features.
Mathematically, we define it as,
ψv(li, lj) = αs1 exp(−
‖pi − pj‖2
2θ2γ
) + αs2 exp(−
‖pi − pj‖2
2θ2α
− ‖Ii − Ij‖
2
2θ2β
) (5.2)
where Ii is the averaged color feature for supervoxel i in CIE-LAB space and pi is the
central position of supervoxel i in spatio-temporal domain. θγ, θα, θβ are widths of
Gaussian kernels, and αs1 and αs2 are weighting coefficients.
5.2.3 Singleton object potentials Es
For each singleton object hypothesis m ∈ S , we define a unary potential φo to en-
code the likelihood of being true positive, and a pairwise potential ψs to impose the
consistency between object activation and supervoxel labeling,
Es(L, dm) = φo(dm) + ∑
i∈om
ψs(dm, li) (5.3)
where {i ∈ om} include all the supervoxels occupied by the hypothesis m.
Object unary The object unary term φo(dm) models the cost of activating m-th hy-
pothesis with the following form,
φo(dm) = αmdldm − αo log pc(dm)1− pc(dm)dm (5.4)
where pc(dm) is the probability of activating m-th hypothesis, which is generated by
a classifier. We extract detector output, position, object mask size, appearance and
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edge distance as features and train a logistic regressor to predict pc(dm). αo is the
weight for the classifier score and αmdl is to enforce the sparsity of detection.
Object and supervoxel consistency The pairwise potential ψs(dm, li) penalizes the
inconsistency between the class of activated hypothesis m and supervoxel labeling li,
ψs(dm, li) = αs
Vi
Vom
dm [li 6= cm] (5.5)
where cm denotes the m-th hypothesis’s object class. Vi denotes the volume of
supervoxel i and Vom is the volume of object hypothesis m. We use [ f ] as the indicator
function, which equals to 1 if f is true and 0 otherwise.
5.2.4 Object-pair relation potentials Er
We model the relative depth ordering relationship between every overlapping object
pair using the object-pair relation potentials. To this end, we design a potential that
encodes the likelihood of valid object pair relation and the consistency between object
pair label configuration and supervoxel labeling. Specifically,
Er(L, dm, dn, hmn) = φh(hmn) + ψp(hmn, dm, dn) + ∑
k∈{m,n}
(
φo(dk) + ∑
i∈ok
ψc(hmn, li, dk)
)
where φh is the unary potential of relative ordering, ψp encodes the depth order-
ing consistency between objects within a pair, and ψc enforces consistency between
supervoxel labeling and object pair configuration.
Ordering unary The ordering unary term φh(hmn) models the likelihood of hmn
taking one of the three states, {−1, 0, 1}. We define φh(hmn) = −αh log Ph(hmn),
where Ph is the probabilistic score from a classifier. We generate Ph by taking the
object unaries, positions, sizes, appearance (color histogram), number of terminated
optical flows as features for each object pair and training a random forest classifier
to predict the ordering probability.
Ordering consistency We define ψp to enforce that object state dm, dn and relation
variable hmn should be consistent. hmn is nonzero iff both object are true positives,
and two hypotheses cannot be heavily overlapped:
ψp(hmn, dm, dn) =αin f
(
[¬(dmdn = 1∧ hmn 6= 0)]
+ [¬(dmdn = 0∧ hmn = 0)] +
[
om ∩ on
om ∪ on > τ
]
dmdn
)
(5.6)
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where αin f is a large penalty and τ is a threshold for non-maximum suppression of
overlapped objects.
Supervoxel occlusion consistency The occlusion term penalizes the inconsistency
between supervoxel labeling and object pair configuration w.r.t the occlusion rela-
tions. We enforce the supervoxels in the overlapping regions to be consistent with
the foremost object that is activated,
ψc(hmn, li, dm) =αc
Vi
Vom
(
[li 6= cm ∧ hmn = 1] + [li 6= cm ∧ hmn = 0∧ dm = 1]
+ [li 6= cm ∧ i ∈ {om \ on} ∧ hmn = −1]
)
(5.7)
where αc is the weighting coefficient, cm, Vi and Vom are defined in Eq (5.5). {om \ on}
is the set of supervoxels occupied by the object m but not by n.
5.3 Model Inference and Learning
5.3.1 Model inference
The object-augmented spatial-temporal CRF E(L, D, H|T ) has a dense pairwise po-
tential on supervoxels and a sparse ternary potential on object and relation nodes.
The inference is challenging due to this mixed structure. We develop a mean field
approximate inference algorithm to jointly infer supervoxel, object and object relation
labels. Specifically, we approximate the joint model distribution by a fully factorized
model q(L, D, H) = ∏i qv(li)∏m qo(dm)∏p qp(hp) where p = (m, n) indexes pairs.
The mean field updating equations can be derived by minimizing the KL divergence
between model distribution and q, and are summarized as follows.
First, the updating equation for supervoxel node qv(li) can be written as:
qˆv(li) ∝∑
i 6=j
〈
ψv(li, lj)
〉
qv(lj)
+ ∑
m∈S
∑
i∈om
〈ψs(dm, li)〉qo(dm)
+ ∑
p∈P
∑
k∈{m,n}
i∈ok
〈
ψc(hp, li, dk)
〉
qo(dk)qp(hp)
+ φv(li) (5.8)
where 〈·〉q denotes the expectation w.r.t a distribution q. We note that the first sum-
mation has the same form as in [81], and can be computed efficiently. The next two
terms are summed over sparse connections, which can also be easily computed. The
overall mean field algorithm shares similar efficiency as the original dense CRF as
long as the number of object hypotheses and relations is moderate.
The rest of updating equations for object and their relation nodes can be written
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as follows:
qˆo(dm) ∝[m ∈ S ] ∑
i∈om
〈ψs(dm, li)〉qv(lj) + ∑
p∈P
[m ∈ p]
(
∑
i∈om
〈
ψc(hp, li, dm)
〉
qv(li)qp(hp)
+
〈
ψp(hp, dm, dn)
〉
qo(dn)qp(hp)
)
+ φo(dm) (5.9)
qˆp(hp) ∝∑
k∈p
∑
i∈ok
〈
ψc(hp, li, dk)
〉
qo(dk)qv(li)
+
〈
ψp(hp, dm, dn)
〉
qo(dm)qo(dn)
+ φp(hp) (5.10)
where 〈·〉q denote the expectation with respect to q and p = {m, n}. Note that
these two terms are summed over sparse connections, which can also be efficiently
computed when the number of object and relation nodes is moderate.
Given the approximate marginals, qv(li), qo(dm), and qp(hp), we take the modes
of marginals to obtain the supervoxel and object label predictions. In particular, for
supervoxel i, we compute l∗i = arg maxli qv(li). Empirically, this also provides us
consistent labeling results over object activation and object relations.
5.3.2 Parameter learning
In this work, we assume the model parameters are pre-learned and focus on the
inference problem. For completeness, we briefly discuss the model learning. We
use the piece-wise learning [4] to incrementally learn parameters while any other
suitable learning method can also be applied. We first learn the weights and kernel
parameters in the supervoxel pairwise CRF. Then we estimate the parameters of the
singleton object potentials. Here we incrementally learn parameters for Car, Pedes-
trian and Bicyclist class and treat all hypotheses as singletons. Finally, we tune the
parameters of the object relation potentials while keeping the supervoxel and object
potentials fixed. All parameters are learned on validation set by grid search and we
choose the set of parameters that maximizes the per-class accuracy. The constant αin f
is set to be 1020.
5.4 Learning to Infer Object Potentials
To scale up the inference algorithm in Sec 5.3, we adopt an active inference approach
to adaptively select a subset of informative object hypotheses. As our test budget is
unknown, we follow [168] and formulate the selection task as a sequential Markov
Decision Process. Our goal is to learn an optimal policy to sequentially add object
hypotheses, and at each step, the most informative object hypothesis with respect to
the current model is selected. We will first introduce the formulation of our selection
process and then discuss the policy learning.
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5.4.1 Active inference with object subgraphs
Given the object-augmented dense CRF in Sec 5.2, we aim to select a subset of object-
related potentials to improve efficiency in the inference. To this end, we decompose
the model graph into a set of smaller subgraphs, which correspond to the object
hypotheses or object relations.
Specifically, we make use of the model structure defined in E(L, D, H|T ) and
build the set of subgraphs based on the potential functions Ev, Es and Er. As the
inference on basic dense CRF Ev(L) is efficient, we always start from the subgraph of
Ev and select a subset of subgraphs corresponding to the set of {Es(L, dm)}m∈S ∪
{Er(L, dm, dn, hp)}p∈P . We note that our subgraphs are overlapped in the model
graph and our de-selection refers to deactivating the corresponding object nodes
instead of removing both the nodes and edges.
More formally, we introduce a subgraph selection state vector z = [zs, zr], where
zs for the singleton object set S and zr for the object pair set P . Each subgraph
k ∈ S ∪ P is associated with an binary indicator zk and zk = 1 means k is selected.
The full model for active inference can be written as
E(L,D, H, z|T ) = Ev + ∑
m∈S
zsmE
m
s + ∑
p∈P
zrpE
p
r (5.11)
where Ems is the m-th singleton object potential and E
p
r is the p-th object pair potential.
Given a sparse z, we can efficiently compute the node marginals of the model in
Eq (5.11).
5.4.2 Subgraph selection as MDP
We formulate the subgraph selection as a Markov Decision Process. The state of the
MDP s is (T , z) for an input video T and subgraph selection state z. The initial state
is s0 = (T , 0), which means we only select the basic dense CRF in Ev. The action
space A(s) = {i|zi = 0} ∪ {0} means we can either choose a subgraph that is not
selected before or terminate the process. If we are in state st and will take action r
, the next state is represented as st+1 = (T , zt + er) where er is an indicator vector
with the r-th column is 1 and all others are 0.
Then we define the expected reward of action r, or activating a subgraph r in state
st as follows:
R(st, r, st+1) =
{
η(st+1)− η(st) if not terminated
0 otherwise
(5.12)
where η(st) is the expected per-class label accuracy of prediction given the state st.
Our target is to learn a (deterministic) policy pi(s) → r ∈ A(s) that maximizes the
expected reward.
Approximate policy learning with model features We parametrize the policy by
defining a priority function γ( f (s, r)), where f (s, r) is a set of object-based features
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and model uncertainty features. The policy pi(s) is defined as pi(s) = arg maxr γ( f (s, r)).
We learn the function γ(·) based on Q-learning [92, 168]. In Q-learning, we evaluate
both linear regressor and random forest regressor as γ(·). We refer the reader to
Sec 5.5.1 for the details of the feature design of f (s, r).
Imitation learning with local classifier Another faster approximate scheme is the
imitation learning [1], which learns a classifier based on local cues to predict the
optimal action trajectory demonstrated by an expert. To this end, we first generate
the optimal trajectories on training set based on dynamic programming. We then take
the same set of features as in Q-learning and train a classifier to score the quality of
a selection. More concretely, we build a training dataset in which the states in the
optimal trajectories are treated as positive samples and the other states are negative.
Then a random forest classifier is trained to predict the probability score of an action.
5.5 Experiments
We evaluate our object augmented dense CRF and the proposed active inference
on three publicly available multi-class semantic video segmentation datasets. We
focus on the CamVid [12] dataset here as it provides multiple foreground classes.
To demonstrate the generalisability of our model, we also evaluate on the MP-
IScene [173] and DynamicScene [174] datasets.
5.5.1 Implementation details
Object hypotheses We follow the exemplar-driven approach [104, 153], in which
we manually annotate 20 exemplars for each of foreground object classes in CamVid.
We apply the detectors every 10 frames and propagate detected objects to the whole
sequence based on long-range trajectories [101]. We generate the object trajectory
hypotheses in the following three steps, similar to the previous chapter.
1. We detect object instances and generate their masks in a sparse set of key frames
based on an exemplar SVM [113] detector. We use only a small number of
examples (10–20).
2. We propagate the static proposals to the entire video chunk in both forward
and backward way. We compute an affine transformation of each object mask
for neighboring frame pairs based on the dense pixel trajectories from [149].
A non-maximum suppression is then applied to remove redundant proposals
from inaccurate trajectories based on match scores of object mask and intensity
edges.
3. We extend the propagated object masks to longer object trajectories. We con-
struct a directed graph on the object proposals from all the frames, in which
an edge connects two proposals if they are from consecutive frames, share the
same category and are significantly overlapped. The edges follow the time
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direction. Given the directed graph, we use depth-first search to generate all
possible paths starting from those earliest static proposals.
Policy learning features We design two sets of features: the detection related fea-
tures and contextual features. The detection related features consist of object unary
potentials, object position, object size, and detection score. The contextual features
have two parts: supervoxel-level and object-level features. The supervoxel-level fea-
tures include average supervoxel entropy for all classes, entropy on averaged su-
pervoxel distribution, average entropy of foreground object class based on current
supervoxel marginals and average supervoxel marginals. We compute these features
in each stage of the incremental hypothesis selection based on the statistics of the
model output at that stage. We also add the difference of those features between the
current and previous stage to the supervoxel-level features. For object-level features,
we compute the averaged entropy on object terms, the entropy on averaged objects
based on their marginals, the average and maximum object marginals, as well as
their stage-wise difference.
5.5.2 Baseline methods
We compare to three baselines: simple entropy-based approach, Expected Labeling
Change (ELC) and the Greedy graph induction (GreedyC) method. The entropy
baseline computes the probabilistic marginals and selects the subgraph that has the
highest average entropy in the marginals. We have tested four variations in the
entropy-based approach: average entropy on supervoxel node only, average entropy
for all nodes in the subgraph, marginal distribution based on unary prediction and
updated marginal distribution after activating new components. We find their re-
sults are similar and we report only the average supervoxel entropy with respect to
updated marginals.
The ELC method activates the subgraph that generates the largest change in final
prediction, or the pixel-level labeling in our case. Among all the baselines, the ELC is
the most time-consuming one as it enumerates all the potential actions and performs
inference for each of them.
The Greedy graph induction learns a classifier to imitate a policy which is gen-
erated by sequentially selecting most rewarding subgraph locally. This is a myopia
version of imitation learning. We extract features as described in 5.5.1 for each sam-
ple and train a random forest classifier.
5.5.3 Experiment results
We conduct three sets of experiments on our selective inference CRF model: 1) De-
tailed comparison with baselines and the state-of-the-art methods on CamVid. 2)
Scalability evaluation in terms of the number of object classes, object hypotheses and
frames in video. 3) Generalization to other video segmentation datasets.
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Figure 5.3: Traded-off performance on the CamVid dataset. The curve shows the
increase in accuracy over the selective inference model as a function of subgraph
number. The cross shows the termination point for inference. Best viewed in color.
Active inference on CamVid We first show the quantitative results of our method
and compare with state-of-the-art methods in Table 5.1. We compute the accuracy
and Intersection-Over-Union (IOU) score of semantic segmentation on CamVid1.
We can see that our method achieves better performance than the dense CRF,
which is a strong baseline. In addition, the overall pixel-average and class-average
accuracy of our method are comparable to the state-of-the-art methods. Specifically,
we outperform GeoF[84] significantly in overall IOU and Liu [104] in most (8 out of
11) of classes. We also compute the F1 score and our method achieves 59.8%, which
is better than 59.1% in [104] and 58.2% in [148]. More importantly, we achieve the
competitive performance using only one-third of object hypotheses. We visualize
our subgraph selection procedure in Figure 5.4. We can see that our algorithm can
sequentially select informative object candidate and improve our final segmentation
results.
In addition, we demonstrate the efficiency of our proposed methods by showing
how the accuracy improves with increasing number of subgraphs selected. We com-
pare Local Imitation Learning (LocalC) and Q-learning with three baseline methods.
We evaluate both linear and non-linear regressor for Q-learning. Figure 5.3 shows the
prediction curve for average class accuracy and average foreground object accuracy.
We can see our proposed methods can always have earlier stop with superior per-
formance. Overall, our method achieves a better trade-off in accuracy and efficiency
than baseline methods. In terms of performance, ELC produces good segmentation
results but it is the least efficient methods. We will use the LocalC and Q-learning
(linear) in the rest of our experiments.
Scalability evaluation on CamVid We evaluate the scaling up property of our
method in three natural scenarios. In the first setting, we gradually increase the
1We do not include the methods that use strong object detectors and work solely on static images
(e.g.,[89]).
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Figure 5.5: Top row: Scalability with number of object classes (C: ’Car’;
P:’Pedestrian’; B:’Bicyclist’); Bottom row: Scalability with different length of videos.
Both the average accuracy and number of selected subgraphs are shown. See text for
details.
number of object classes in the hypothesis pool. We start from the basic dense CRF
and incrementally add hypotheses from Car, Pedestrian and Bicyclists detection. The
results are shown in the first row of Figure 5.5. We note that both Q-learning and Lo-
calC improve their accuracies and when all three classes are added, the final perfor-
mance is the same as the full model. In addition, despite the number of hypotheses
increases significantly, the size of selected subsets grows slowly when more classes
are added.
The second setting evaluates our method on video sequences with different av-
erage lengths. We test our model on the video lengths of 61, 121 and 241 frames.
Results in the bottom row of Figure 5.5 show that longer sequences benefit from bet-
ter temporal smoothness effect and the number of selected hypotheses also increases
slowly.
In the third setting, we generate more hypotheses of a single object class to im-
prove the recall of object detection and evaluate our model with more hypotheses.
We generate three different hypothesis sets by changing the threshold of detector. In
our experiment, we choose −0.85,−0.9 and −0.95 as thresholds for Hal f , Same and
Double settings respectively. We have tested the results in three object classes and all
of them shows the significant improvement in terms of segmentation accuracy. We
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Figure 5.6: Scalibility with more hypotheses from a single class. We present Bicyclists
, Pedestrian and Car from top to bottom rows. And represent Class accuracy and
Model complexity from left to right column.
can see from Figure 5.6 that lowering the threshold brings in more noise in detection
results and makes the inference inefficient. Again, our method only infers a small
subset of all the hypotheses and gains much improvement in single class segmen-
tation performance. And the overall performance also increases a little in all three
settings. More noticeably, the Q-learning with Double setting in Bicyclists can even
achieve similar performance compared with the full model, which means we do not
sacrifice other classes in this setting.
In addition, we compute the inference time v.s. number of hypotheses, and com-
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# of Subgraphs Time(s)
[104] (GraphCut) DCRF (MeanField) Our Method
21.6 4.3 2.6 1.5
41.1 5.8 3.3 1.6
81.8 8.3 5.3 1.8
165 14.4 10.9 2.4
Table 5.2: Inference efficiency v.s. number of hypotheses of different methods on
CamVid. See text for details.
F1 Score Bkgd Road Lane Vehicle Sky Class
Ours 88.4 91.5 13.3 63.2 94.6 70.2
[104] 90.2 91.7 11.2 72.5 95.2 72.2
[116] 73 34 33 28 56 53.7
Table 5.3: Semantic segmentation performance (average per-class accuracy) in MP-
IScene dataset. See text for details.
pare with [104] and the baseline mean field in Table 5.2. We can see that our algo-
rithm is much faster than the other two methods, and its inference time increases
only sub-linearly with respect to the number of hypotheses.
Overall, all three sets of experiments show that our method can scale up well
in terms of number of object classes, video length and number of object hypotheses
from single class.
Extension to other datasets We also apply our learned policy to two more video
datasets, MPIScene and DynamicScene. Because of fewer foreground semantic classes,
we can only generate the results from the Car or Vehicle class. In these two datasets,
we adjust our chunk length to the length of the full sequence and apply the parame-
ters trained on CamVid directly.
Overall, we can achieve comparable or better performance with active inference,
and so our method has higher efficiency and the learned policy can be easily general-
ized to new datasets. Because we have only one sequence in MPIScene dataset, we do
not include the statistics of selected hypotheses in Table 5.3. We also show the overall
performance in DynamicScene dataset compared with state-of-the-art methods. We
can see that although our method does not outperform [104] but we require much
fewer subgraphs to generate comparable results (See Table 5.4). We do not include
the efficiency results in DynamicScene or MPIScene due to their short lengths and
that only a few foreground objects appear in the video.
We show the active inference result on the DynamicScene dataset in left panel
of Figure 5.7 and that of MPIScene dataset in the right panel. We can see that our
method can achieve better performance with fewer proposals.
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Figure 5.7: Active inference on other video segmentation datasets. Left: Dynamic-
Scene. Right: MPIScene. The cross signs show when the algorithm stops.
Accuracy Class Pixel # hypothesis
Ours 69.1 91 4
[104] 69.8 91.6 11
[174] 68.4 91 -
Table 5.4: Semantic segmentation performance (average per-class and per-pixel accu-
racy) and the number of selected subgraphs in DynamicScene dataset.
5.6 Summary
We have proposed an object-aware dense CRF model for multiclass semantic video
segmentation, which jointly infers supervoxel labels, object activation and their oc-
clusion relationship. We derive an efficient mean-field inference algorithm for such
joint model with moderate number of object hypotheses. To deal with a large number
of object proposals in video, we propose to take an active inference approach, which
chooses informative proposals to activate in the dense CRF. We investigate two ap-
proaches within the MDP framework, one of which is based one Q-learning and the
other is a classifier trained by imitation learning. We have demonstrated that both ap-
proaches achieve the state-of-the-art performance on three video datasets with fewer
object proposals used in inference and are able to scale up for video parsing with
more object classes and/or longer sequences.
On the other hand, our method performs efficient inference on a large graphical
model with pre-learned representations and focuses on model selection. For test-time
sensitive tasks, however, we need to consider improving efficiency on both feature
computation and model inference. In the next chapter, we will look into the problem
of learning an efficient structured representation for semantic scene parsing.
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Learning dynamic hierarchical
models for anytime semantic
segmentation
6.1 Introduction
A fundamental and intriguing property of human scene understanding is its effi-
ciency and flexibility, in which vision systems are capable of interpreting a scene at
multiple levels of details given different time budgets [60, 73]. Despite much progress
in the pixel-level semantic scene parsing [20, 44, 53, 110], most efforts are focused on
improving the prediction accuracy with complex structured models [57, 184] and
learned representations [18, 28, 140]. Such computation-intensive approaches often
lack the flexibility in trade-off between efficiency and accuracy, making it challenging
to apply them to large-scale data analysis or cost-sensitive applications.
In order to improve the efficiency in scene labeling, a common strategy is to
develop active inference mechanisms for the structured models used in this task [129,
168]. This allows users to adjust the trade-off between efficiency and accuracy for a
given model, which is learned using a separate procedure without knowledge of
test-time budget. However, this may lead to a sub-optimal performance for the cost-
sensitive tasks.
A more appealing approach is to learn a model representation for Anytime per-
formance, which can stop its inference at any cost budget and achieve an optimal
prediction performance under the constraint [189]. While such learned represen-
tations have shown promising performance in anytime prediction, most work ad-
dress the unstructured classification problems and focus on efficient feature compu-
tation [45, 73, 180]. Only recent work [46] proposes an anytime prediction method
for scene parsing, which relies on learning a representation for individual segments.
However, to achieve coherent labeling, it is important to encode the relations between
structural elements.
In this work, we tackle the anytime scene labeling problem by learning a family
of structured models that captures long-range dependency between image segments.
Labeling with structured models, however, involves both feature computation and
103
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Figure 6.1: Overview of our approach. We propose to incrementally increase model
complexity in terms of used image features and model structure. Our approach
generates high-quality prediction at any cost.
inference cost. To enable anytime prediction, we propose to generate scene parsing
from spatially coarse to fine level and with increasing number of image features.
Such a strategy allows us to control both feature computation cost and the model
structure which determines the inference cost.
Specifically, we design a hierarchical model generation process based on growing
a segmentation tree for each image. Starting from the root node, this process grad-
ually increases the overall model complexity by either splitting a subset of leaf-node
segments or adding new features to label predictors defined on the leaf nodes. At
each step, the resulting model encodes the structural dependency of labels in the
hierarchy. For any cost budget, we can stop the generation process and produce a
scene labeling by collecting the predictions from leaf nodes. An overview of our
coarse-to-fine scene parsing is shown in Figure 6.1. We note that a large variety of
hierarchical models can be generated with different choices of node splitting and
feature orders.
Our goal is to generate high-quality pixel-level label predictions with anytime
performance by learning an image-adaptive dynamic hierarchical model. To achieve
this, we seek a policy that determines an optimal sequence of the atom operators
to grow the hierarchical model in a coarse-to-fine manner. We formulate this policy
search as a finite-horizon Markov Decision Process (MDP) problem, which has a
high-dimensional continuous action space defined by the two atom operators and a
reward function favoring large improvement on prediction accuracy per unit cost.
To achieve aforementioned Anytime performance, we seek a policy of generat-
ing the hierarchical models which produce high-quality or optimal pixel-level label
predictions for any given test budget. We follow the anytime setting in [45, 180], in
which the test-time budget is unknown during model learning. Instead of learning
a greedy strategy, we formulate the anytime scene labeling as a sequential decision
making problem, and define a finite-horizon Markov Decision Process (MDP). The
MDP has a parametrized discrete action space for expanding the hierarchical models,
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and maximizes the average label accuracy improvement per unit cost (or the average
‘speed’ of improvement if the cost is time) over a range of cost budgets as a surro-
gate for the anytime objective. We solve the MDP to obtain a high-quality policy by
developing an approximate least square policy iteration algorithm [92]. To cope with
the parametrized action space, we propose an action proposal mechanism to sample
a pool of candidate actions, of which the parameters are learned based on several
greedy objectives and on different subsets of images. We note that the key properties
of our learned policy are dynamic, which generates an image-dependent hierarchical
representation, and non-myopic, which takes into account the potential future benefits
in a sequence of predictions.
The rest of this chapter is organized as follows. In Section 6.1, we present the
motivation and main contributions of our proposal. Followed by Section 6.2 which
focuses on introducing anytime formulation of our model as well as the design of
loss functions to achieve anytime performance. Section 6.3 describes the learning
process of our anytime model. We evaluate our method by experimental analysis in
Section 6.4 and summarize the chapter in Section 6.5.
6.2 A Hierarchical Model for Scene Labeling
We aim to learn a structured model representation with anytime performance prop-
erty for semantic scene labeling. As structured prediction involves both feature com-
putation and inference, we need a flexible representation that allows us to control the
cost of feature and inference computation. To this end, we first introduce a family of
hierarchical models based on image segmentation trees in Sec 6.2.1, which is capable
of incrementally increasing its complexity in terms of used image features and model
structure.
We then formulate the anytime scene labeling as a sequential feature and model
selection process in this model family with a cost-sensitive labeling loss in Sec 6.2.2
and Sec 6.2.3. Based on a MDP framework, our goal is to learn an optimal selection
policy to generate a sequence of hierarchical models from a set of annotated images.
In Sec 6.3, we develop an iterative procedure to solve the policy learning problem
approximately.
6.2.1 Coarse-to-fine scene parsing with a segmentation hierarchy
We now introduce a flexible hierarchical representation for semantic parsing that
enables us to control the test-time complexity. To achieve effective semantic labeling,
we want to design a model framework capable of incorporating rich image features,
modeling long-range dependency between regions and achieving anytime property.
To this end, we adopt a coarse-to-fine scene labeling strategy, and consider a family
of hierarchical models built on image segmentation trees, which has a simplified
form of the Hierarchical Inference Machine (HIM) [118].
Specifically, given an image I, we construct a sequence of segmentation trees by
recursively partitioning the image using graph cuts algorithms [32, 48]. We then
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develop a sequence of hierarchical models that predict label marginal distributions
on the leaf nodes of the segmentation trees. Formally, let the semantic label space be
Y . We start from an initial segmentation tree T 0 with a single node and a marginal
distribution Q0 = {q0} on the node, which can be uniform or a global label prior.
We incrementally grow the tree and update the prediction of marginal distributions
on the leaf nodes by two update operators described in detail below, which generates
a sequence of hierarchical models for labeling, denoted byM1, · · · ,MT.
At each step t, the hierarchical model Mt consists of a tree T t and a set of pre-
dicted label distributions on the tree’s leaf nodes, Qt. More concretely, we denote
the leaf nodes of T t as Bt = {b1, · · · , bNt} where Nt is the number of leaf nodes. We
associate each leaf-node segment bi with a label variable yti indicating its dominant
label assignment. Let the label distributions Qt = {qti}Nti=1, where qti is the current la-
bel marginals at node bi. We generate the next hierarchical modelMt+1 by applying
the following two update operators.
Split-inherit update. We choose a subset of leaf-node segments and split them into
finer scale segments in the segmentation tree. The selection criterion is based on
the entropy of the node marginals H(qti), and all the nodes with H(q
t
i) > θt will
split into their children [46]. θt is a parameter of the operator and θt ∈ R. The new
leaf-node segments inherit the marginal distributions of their parents.
qt+1i (k) = q
t
pa(i)(k), k ∈ Y , i ∈ Bt+1 (6.1)
where Bt+1 is the new leaf node set and pa(i) indicates the parent node of i in the
new tree T t+1. We denote the parameter space of the operator as Θ.
Local belief update. For the newly generated leaf nodes from splitting, we im-
prove their marginal distributions by adding more image cues or context informa-
tion from parents. Specifically, we extract a set of input features xi from bi, and adopt
a boosting-like strategy. Using a weak learner taking the image feature xi and the
marginal of its parent qtpa(i) as input [118], we update the marginals of leaf nodes as
follows,
qt+1i (k) ∝ q
t
i(k) exp
(
αthtk(f
t
i(j))
)
, k ∈ Y , fti = [xi, qtpa(i)] (6.2)
where fti(j) is the j-th feature used in the weak learner; ht = [h
1
t , ..., h
|Y|
t ] and αt are the
newly added weak learners and their coefficient, respectively. We denote the weak
learner space as H and αtht ∈ H.
By applying any sequence of these update operators to the segmentation tree
from its root node, we generate a dynamically growing hierarchical models for scene
labeling (see Fig 6.2 for an illustration). We refer to the resulting structured models as
the Dynamic Hierarchical Model (DHM). We use ‘dynamic’ to indicate that our model
generation process can vary from image to image or given different choices of the
operators, which is not predetermined by greedy learning as in [118]. Using DHM
as our representation for anytime scene labeling has several advantages. First, a
DHM is capable of generating a sequence of model predictions with incrementally
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Figure 6.2: Example of operators at step t. We choose either to add weak learners or
split a subset of leaf nodes, which leads to gradually increasing model complexity.
increasing cost as every update operator can be computed efficiently. In addition, it
utilizes multiscale region grouping to create models from coarse to fine level, leading
to gradually increasing model complexity. Furthermore, it has a flexible structure
to select image features by weak learners and to capture long-range dependency
between segments, which is critical to achieve the state-of-the-art performance for
any test-time budget.
6.2.2 Anytime scene labeling by cost-sensitive DHM generation
Given the dynamic hierarchical scene models defined in Sec 6.2.1, we now formulate
the anytime scene labeling as a cost-sensitive DHM generation problem. Specifically,
we want to find a model generation strategy, which selects an sequence of image-
dependent update operators, such that the incrementally built hierarchical models
achieve good performance (measured by average labeling accuracy) at all possible
test-time cost budgets. To address this sequential selection problem, we model the
cost-sensitive model generation as a Markov Decision Process (MDP) that encourages
good anytime performance with a cost-sensitive reward function. By solving this
MDP, we are able to find a policy of selection that yields a sequence of hierarchical
models with high-quality anytime performance.
Concretely, we first model an episode of coarse-to-fine DHM generation as an
MDP with finite horizon. This MDP consists of a tuple {S ,A, T(·), R(·),γ}, which
defines its state space, action space, state transition, reward function and a discount-
ing factor, respectively.
State: At time t, the state st ∈ S represents the current segment set corresponding
to the leaf nodes of the segmentation tree and the label marginal distributions on the
leaf nodes. As in Sec 6.2.1, we denote the leaf-node segment set and the correspond-
ing marginal label distributions as Bt = {bi}Nti=1 and Qt = {qti}Nti=1 respectively. We
also introduce an indicator vector Zt ∈ {0, 1}Nt to describe an active set of leaf-nodes
at t, in which Zt(k) = 1 indicates the leaf node bk is newly generated by splitting.
Altogether, we define st = {Bt,Qt, Zt}.
Action: The action set A consists of the two types of update operators defined
in Sec 6.2.1. We denoted them by {us(θ), ub(αh)}. For at = us(θt), we choose to
split a subset of leaf-node segments of which the entropy of predicted marginal dis-
tributions are greater than θt. For at = αtht, we apply the local belief update to the
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active nodes in Zt using the weak learner αtht ∈ H. Note that the action space A is
a discrete-continuous space Θ ∪H due to their parameterization.
State Transition: The state transition T(st+1|st, at) is a deterministic function in
our MDP. For at = θt, it expands the tree and generates a new set of leaf-node
segments Bt+1 with inherited marginals Qt+1 as defined in Eqn (6.1). The new active
regions are the newly generated leaf-nodes from splitting, denoted by Zt+1. The
action at = αtht keeps the tree structure and active regions unchanged, such that
Bt+1 = Bt and Zt+1 = Zt; while it only updates the node marginals Qt+1 according
to Eqn (6.2).
Reward Function and γ: The reward function R defines a mapping from (st, at)
to rewards in R and γ is a discount factor that determines the lookahead in selection
actions. For the anytime learning problem, we design a reward function that is cost-
sensitive and encourages the sequence of generated models can achieve good labeling
accuracies across a range of possible cost budgets. The details of the reward function
and γ will be discussed in the next subsection.
6.2.3 Defining reward function
We now define a reward function that favors a coarse-to-fine dynamic hierarchical
model generation with anytime performance. To this end, we first describe the action
costs of the MDP, which compute the overall cost of model prediction. We then in-
troduce a labeling loss for our hierarchical models, based on which the cost-sensitive
reward is defined.
Action Cost: The action cost represents the cost of scene labeling using a hierar-
chical model, which consists of feature extraction cost c ft for computing feature set
ft (from the entire image), region split cost cr for pooling features for newly split re-
gions, total weak learner cost cht for applying the weak learner αtht to predict labels.
For each action at, we define the action cost c(at) as cht + c ft if at = ub or cr if at = us.
In this work, we use the CPU time used in at as a surrogate for the computation cost
while any other type of costs can also be applied.
Labeling loss of DHMs: Given a hierarchical model represented by st, we in-
troduce a loss function measuring the scene labeling performance. Particularly, we
adopted an entropy-based labeling loss function defined as follows,
L(st, Yˆ|I) = − ∑
i∈Bt
wipTi log(q
t
i)− α ∑
i∈Bt
wipTi log(pi), (6.3)
where pi is the ground-truth label distribution in region bi ∈ Bt, derived from the
ground-truth labeling Yˆ, and wi denotes its normalized size. The first term is the
cross-entropy between the marginals and the ground-truth while the second term
penalizes the regions with mixed labels. These two terms reflect the label predic-
tion and image partition quality respectively and we further introduce a weight α
to control their balance. Intuitively, the loss favors a model with a sensible image
segmentation and a good prediction for the segment labels. A larger α prefers to
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Figure 6.3: Illustration of our reward function for anytime performance.
learn predictors after reaching fine levels in hierarchy while a small value may lead
to stronger predictors at all levels.
Cost-sensitive reward: To achieve the anytime performance, an ideal model gen-
eration sequence will minimize the labeling loss as fast as possible such that it can
obtain high quality scene labeling for a full range of cost budgets. Following this in-
tuition, we define the reward for action at as the labeling loss improvement between
st+1 and st normalized by the cost of at [45]. Formally, we define the reward as,
R(st, at|I) = 1c(at)
[L(st, Yˆ|I)−L(st+1, Yˆ|I)] (6.4)
where c(at) summarizes all the computation cost in the action at. A policy of the
MDP is a function mapping from a state to an action, pi(s) : S → A. The value func-
tion of the MDP at state st under policy pi is the total accumulated reward defined
as,
Vpi(st) =
T
∑
τ=t
γτ−tR(sτ,pi(sτ)|I) (6.5)
where T is the number of actions taken and s0 is the initial state. Our goal is to
find an optimal policy pi∗ that maximizes the expected value function over the image
space for any state st. We will discuss how to learn such a policy using a training
set in the following section. We note that our objective describes a weighted average
speed of labeling performance improvement, and γ controls how greedy the policy
would be. When γ = 0, the optimal policy maximizes a myopic objective as in [45].
We choose γ > 0 so that our policy also considers potential future benefit (i.e., fast
improvement in later stage). We illustrate the intuition of our reward function in
Figure 6.3.
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6.3 Learning Anytime Scene Labeling
To learn anytime scene labeling, we want to seek a policy pi∗ to maximize the ex-
pected value function for any state st in a MDP framework. Given a training set D
= {I(m), Yˆ(m)}Mm=1 with M images, the learning problem is defined as,
pi∗(st) = arg max
pi
ED[Vpi(st)] = arg max
pi
1
M
M
∑
m=1
T
∑
τ=t
γτ−tR(sτ,pi(sτ)|Im), ∀t (6.6)
where ED is the empirical expectation on the dataset D. The main challenge in
solving this MDP is to explore the parametrized action space A due to its discrete-
continuous nature and high-dimensionality. In this work, we propose an action gen-
eration strategy that proposes a finite set of effective parameters for the actions. We
then use the proposed action pool as our action space and develop a least square
policy learning procedure to find a high quality policy.
6.3.1 Action proposal generation
To cope with the parameterized actions, we discretize the parameter space Θ ∪ H
by generating a finite set of effective and diversified parameter values. Our dis-
cretization uses a greedy learning criterion to generate a sequence of actions with
instantiated parameters based on the training set D.
Specifically, we start from s0 for all the training images, and generate a sequence
of actions and states (which corresponds to a sequence of hierarchical models) as
follows. At step t, we first discretize Θ by uniformly sample the 1D space. For
the weak learner space H, we generate a set of weak learners by minimizing the
following regression loss as in the Greedy Miser method [181]:
αt, ht = arg min
α,h
∑
i∈Dt
wi‖pi − qt−1i − αh(fti)‖2 + λ(cht + c ft) (6.7)
where Dt = {i|Ztm(i) = 1, m = 1, . . . , M} is the set of all active nodes at step t
in all M images, and pi and qt−1i are the ground-truth marginal and the previous
marginal prediction on node i respectively. The second term regularizes the loss
with the cost of applying the weak learner and a weight parameter λ controls its
strength. We obtain several weak learner αtht by varying the value of λ. From these
discretized actions, denoted by Ats, we then select a most effective action using our
reward function, a0t = arg maxat∈Ats ED[R(st, at|I)]. We continue this process until
step T based on a held-out validation set, and {a0t }Tt=1 is a sampled action sequence.
To increase the diversity of our discrete action candidates, we also apply the same
action proposal generation method to different subsets of images. The image subsets
are formed by K-mean clustering on global image features. Finally we combine all the
generated discrete action sequences as our action candidates to form a new discrete
action space Ad, which is used for learning our policy.
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6.3.2 Least-square policy iteration for solving MDP
In order to find a high-quality policy pi∗d onAd, we adopt an approximate least-square
policy iteration approach and learn a parametrized Q-function [92, 168], which can be
generalized to the test scenario. Specifically, we use a linear function to approximate
the Q-function and the approximate Q and corresponding policy can be written as
Qˆ(st, at) = ηTφ(st, at), (6.8)
pid(st) = arg max
at∈Ad
Qˆ(st, at) (6.9)
where φ(st, at) is the meta-feature of the model computed from the current state st
and action at. η is the linear coefficient to be learned. We will discuss the details of
our meta-feature in Sec 6.4.1.
Our least-square policy iteration procedure includes the following three steps,
which starts from an initial policy pi0d and iteratively improves the policy.
A. Policy initialization We initialize the policy pi0d by a greedy action selection
that optimizes the average immediate reward on the training set at each time step.
Specifically, at each t, we choose pi0d(st) = arg maxat∈Ad ED[R(st, at|I)].
B. Policy evaluation. Given a policy pind at iteration n, we execute the policy
for each training example to generate a trajectory {(smt , amt )}Mm=1. We then com-
pute the value function of the policy recursively based on Qpi(st, at) = R(st, at|I) +
γQpi(st+1, at+1). Following [168], we only consider the non-negative contribution of
Qpi to allow early stop if the reward is no longer positive,
Qpi(smt , a
m
t ) = R(s
m
t , a
m
t ) + γ[Qpi(s
m
t+1, a
m
t+1)]+ (6.10)
C. Policy improvement. Given a set of trajectories {(smt , amt )}Mm=1 and the corre-
sponding Q-function value {Qpi(smt , amt )}Mm=1, we update the linear approximate Qˆ by
solving the following least-square regression problem:
min
η
β‖η‖2 + 1
TM∑m ∑t
(
ηTφ(smt , a
m
t )−Qpi(smt , amt )
)2
(6.11)
where the iteration index n is omitted here for clarity. Denote the solution as η∗,
we can compute the new updated policy pin+1d (st) = arg maxat η
∗φ(st, at). We also
add a small amount of uniformly distributed random noise to the updated policy
as in [73]. We perform policy evaluation (Step B) and improvement iteration (Step
C) several times until the segmentation performance does not change in a held-out
validation set.
During the test, we apply the learned policy pid to an test image, which produces
a trajectory {(s0, a0), (s1, a1), . . . , (sT, aT)}. The state sequence defines a coarse-to-fine
scene labeling process based on the generated hierarchical models. For any given cost
budget, we can stop the scene labeling process and use the leaf-node marginal label
distributions (i.e., taking the most likely label) to make a pixel-wise label prediction
for the entire image.
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6.4 Experiments
We evaluate our method on three publicly available datasets, including CamVid [12],
Standford Background [42] and Siftflow [106]. We focus on CamVid [12] as it pro-
vides more complex scenes with multiple foreground object classes of various scales.
We note that, unlike previous chapters, we only use key frames in Camvid and treat
it as a static image dataset in this work.
6.4.1 Implementation details
Feature extraction We extract 9 different visual features (Darwin [41], Geometric,
Color and Position, Texture, LBP, HoG, SIFT and hyper-column feature [53, 110]).
More specifically,
• Darwin features are the probabilistic scores of the unary predictions trained
using the Darwin [41] system.
• Geometric, Color, Texture and Position are extracted by the STAIR package [120].
We use average pooling to obtain the region descriptor.
• HoG, SIFT, LBP features are obtained from VLFeat [160]. We use average pool-
ing to obtain the region descriptor.
• Hyper-column features [53] are obtained from the fully convolutional network,
fcn-8s [110]. Specifically, we apply pre-trained fcn model to images and ex-
tract the hypercolumn feature on pool1, pool2, pool4 and f c7. Then we use
maximal-pooling to extract superpixel features and apply PCA to reduce fea-
ture dimensions. Features are reduced to 900 and 500 for CamVid and SBG re-
spectively. For CamVid and SBG, we use fcn-8s model pre-trained on PASCAL
VOC. As for Siftflow, we use fcn-16s pre-trained on ImageNet and fine-tuned
on the training set of Siftflow.
Action proposal generation The weak learner αtht is learned as in Sec 6.3.1 us-
ing [181]. To propose multiple weak learners with a variety of costs, we also learn p
weak learners sequentially where p is set to 5,10 and 20 empirically and use them as
action candidates. As for split action, we discretize Θ into {0, 0.3, 0.6, 1}1 and we gen-
erate a 8-layer hierarchy using [32] as in [46]. In our experiment, we use grid search
method and choose the set of hyper-parameters that gives us the optimal pixel-level
prediction.
1We have explored finer quantizations on θ but empirically they do not improve the overall perfor-
mance in our experiments.
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Darwin Geo. Color+Loc. Tex. LBP HoG SIFT Hyper. Seg.
2091 183 204 89 171 515 978 219 169
Table 6.1: Average timing (ms) for compuating all features for an image in CamVid.
Feature cost computation The cost of each feature type measures the computation
time for an entire image. The segmentation time is taken into account as an initial
cost during the evaluation in order to have a fair comparison with existing methods.
We use feature computation and inference time as a surrogate for the cost in our
experiments. For each action at, we define the action cost c(at) = cht + c ft , or cr (cf.
Sec 3.3), where the individual costs are computed as follows:
• c ft is the extraction time of any new group of features that have not previously
been computed. We use GPU2 to extract hyper-column feature and it takes
0.067s on average. To have a fair comparison with other CPU-computed fea-
tures, time cost for hyper-column feature is calibrated according to the power
consumption ratio between CPU3 vs. GPU4. Time cost of applying PCA is also
included.
• cht is the cost of applying weak learners, which starts from 0.0002s for a single
weak learner and increases linearly with the number of weak learners m.
• cr is the time of generating finer segmentation and pooling features for newly
split regions.
• cr is the time of generating finer segmentation and pooling features for newly
split regions.
Table 6.1 shows the average timing for computing all features for an image in
CamVid. We also include the segmentation tree generation time in the last column
of Table 6.1. It takes about 0.17s to generation a 8-th layer hierarchical segmentation
tree for an image in CamVid on average. We take it into account as an initial cost
(t = 0) in our evaluation.
Policy learning features We design three sets of model meta-features in φ(st, at)
for the approximate policy learning. As described in the paper, they are marginal
distribution meta-features, active region meta-features and layer meta-features. The
details of these meta-features are summarized as follows:
• Marginal distribution meta-features are computed from the current label marginal
distributions and image features on all regions: (M1) the average entropy of the
2Using CPU implementation takes 28.41s on average, which is significantly higher than other fea-
tures. As such, it will not be selected in our test-time budget range.
3Intel i7 4930K http://ark.intel.com/products/77780/Intel-Core-i7-4930K-Processor-12M\
-Cache-up-to-3_90-GHz
4Nvidia Titian X http://www.geforce.com/hardware/desktop-gpus/geforce-gtx-titan-x/
specifications.
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label marginals; (M2) the average entropy gap between the previous marginals
at t− 1 and current marginals; (M3) a binary indicator vector to show what im-
age feature sets have been used. We set its M-th value to 1 if the M-th feature
set has been extracted in previous actions. M ∈ {1, .., 9}; (M4) a binary indica-
tor vector to show which new image feature set is used. We set its M-th value to
1 if the M-th feature set is used in the current action but has not been extracted
before; (M5) The mean, min and max of the difference between the highest and
the second highest probability scores of each label marginal distributions.
• Active region meta-features are computed on active regions, including (A1) the
normalized area of active regions in current image; (A2) the average entropy of
label marginals on active regions; (A3) the gap between the average entropy of
the previous and current label marginals in active regions.
• Layer meta-features consist of two parts: (L1) the layer-wise region counts in
hierarchies normalized by the total number of regions; (L2) the layer-wise active
region counts in hierarchies normalized by the total number of active regions.
We note that the meta-features depend on both state st and action at. In particular,
M1, M2, M3 and L1 depend on state st only while the rest are functions of at and st.
For instance,
• M4: If at = αtht, we set its M-th value to 1 if the M-th feature set is included in
ht but has not been extracted before. If at 6= αtht, we set all its values to zero.
• A1–A3, L2: If at = θt, the active regions are the newly generated Zt+1 after
splitting. We use the Zt+1 to compute the meta features A1–A3 and L2. If
at 6= θt, these meta-features are computed based on Zt.
Subset generation To increase the diversity of discrete action candiates, we apply
the action proposal generation procedure in Section 6.3.1 on different subsets of im-
ages. The image subsets are formed by K-means [24] clustering w.r.t. following
criteria.
• Image-based features. For each image in the training dataset, we use Gist [122]
computed from 256× 256 rescaled images at 2 scales with 8 and 4 orientations.
We then use K-mean method to group these features into 3, 5 and 7 groups.
• Reward-based features. Given the fixed sequence of actions {a0t }Tt=1 by max-
imizing immediate rewards on M images in training set, we can obtain their
accumulated reward for each image m (as in Section 6.3.1). We introduce a
vector rm to describe reward-based feature of the m-th image, in which the t-th
value is the accumulated reward up to step t. We then use K-mean method to
group {rm}Mm=1 features into 3, 5 and 7 groups.
We then generate one sequence of greedy actions (cf. Section 6.3.1) for each of
the group. We then combine the generated sequences together to form Ad.
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Data: Test image I, Policy η; Action space Ad
Result: Sequence of st = {Bt,Qt, Zt}
Initialize with s0; t = 0 . Root of segmentation tree
while Test-time budget is not reached do
Compute φ(st, at) for all at ∈ Ad
if max ηTφ(st, at) ≤ 0 then . No more value improvement
break;
else
Select at = arg maxat∈Ad η
Tφ(st, at) . Select the best atom operator
Update st+1 = T(st+1|st, at) . Update the hierarchical model
t = t+1
end if
end while . Stop DHM and predict labels by Qt
Figure 6.4: Algorithm during test-time. Scene labeling is predicted by maximizing
the marginal probabilities of all leaf nodes in Bt at time t, Qt.
Test procedure We summarize the test algorithm for an individual test image after
the policy is learned in Figure 6.4, which essentially generates a sequence of hierar-
chical models for label prediction.
6.4.2 Baseline methods
We compare our approach to two types of baselines as below. We also report the
state-of-the-art performances on three datasets.
• Non-anytime CRF-based methods using the full feature set: 1) A fully-connected
CRF (DCRF) model [85] whose data term is learned on finest layer of segmentation
trees; 2) A Hierarchical Inference Machine (HIM) implemented by following the al-
gorithm in [118]. They prove to be strong baselines for scene labeling tasks.
• Three strong anytime baselines, including a Static-Myopic (S-M), a Random Se-
lection (RS) and a static-myopic feature selection (F-SM) anytime model. The static-
myopic method (S-M) learns a fixed sequence of actions by maximizing immediate
rewards on training set (cf. {a0t }Tt=1 in Sec 6.3.1). The random selection method (RS)
uses our action pool and randomly takes an action at each step. The feature selection
method (F-SM) uses the DCRF above as its model and greedily selects features that
maximize the immediate rewards. We note that the baselines utilize some state-of-
the-art feature selection methods such as [45, 181], and our RS baseline is built on
the learned high-quality action pool.
6.4.3 Results
We report the results of our experiments on anytime scene labeling in three parts: 1)
overall comparison with the baselines and the state-of-the-art methods on CamVid. 2)
detailed analysis of anytime property on CamVid. 3) results on Stanford Background
and Siftflow datasets.
Overall performance on CamVid. We first show the quantitative results of our
method and compare with state-of-the-art methods in Fig 6.5.(a) and Table 6.2. We
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Figure 6.5: (a) : Average pixel accuracy v.s. cost; (b) : percentage of performance v.s.
percentage of cost; (c) : average per-image accuracy gap v.s. total cost in CamVid.
Our D-NM consistently outperforms S-M in all figures and achieves full performance
using about 50% total cost. Moreover, it outperforms all anytime baselines consis-
tently and achieves better performance w.r.t. non-anytime state-of-the-art.
CamVid Tighe [153] SIM [46] Video Detector Video DCRF HIM D-NM[12] [35] [141] (ours)
Pixel 83.3 81.5 69.1 83.2 83.8 83.2 84.5 84.7
Class 51.2 54.8 53.0 59.6 59.2 59.8 60.5 60.2
IOU NA NA NA 49.3 49.2 46.3 49.3 48.8
Table 6.2: Performance comparison on CamVid. D-NM outperforms [46, 153], espe-
cially in average class accuracy. Our results are comparable to [12, 35, 141] that use
additional information. We achieve a performance similar to HIM and DCRF with
less cost.
compute the accuracy and Intersection-Over-Union(IOU) score of semantic segmen-
tation on CamVid. Note that we report the performance of anytime methods at the
time budget of TDCRF, which is the average prediction time of DCRF. In Table 6.2,
we can see that our method achieves better performance than DCRF in terms of per-
pixel accuracy and IOU score, which is a strong baseline since it uses the full feature
set. Our per-pixel accuracy is comparable to the HIM, which uses the most complex
model and full feature set while we achieve similar performance with about 50% of
its computation cost (See below for details). In addition, we outperform all the rest
of state-of-the-art methods [46, 153], especially in terms of average per-class accu-
racy (5.4% to 9% absolute gap). Moreover, we also achieve similar or slightly better
performance w.r.t. the methods that use additional information such as Structure-
from-Motion(SfM) of video sequence [12, 141] or pre-trained object detectors [35].
We conduct comparisons on the anytime performance of our methods and base-
lines in Fig 6.5.(a)(b). We introduce a plot showing all the performance and cost
values w.r.t the HIM and its prediction cost as it is the state-of-the-art and most
costly. Specifically, Figure 6.5.(b) shows the percentage of average pixel-level accu-
racy v.s. percentage of total cost curves of our methods and baselines. We note that
this illustration is invariant to the specific values of prediction cost/time, and shows
how the accuracy improves with increasing cost.
We first show comparison of our method with all the anytime and non-anytime
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Image GT AR Split AR WL Output
Figure 6.6: Examples of action selections on CamVid. We show some ac-
tive regions(AR) highlighted by white lines, and predictions after applying weak
learner(WL). Our model can select mixed regions to split (column 3 and 4) and im-
prove the prediction on regions (column 5 and 6) over time (from left to right).
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Figure 6.7: Anytime performance corresponding to different discount factor γ on the
CamVid dataset.
baselines in Figure 6.5.(b), which also highlights two sets of intermediate results.
Our dynamic policy D-NM achieves the 90% of performance using only around 10%
cost and outperforms the S-M consistently. Specifically, D-NM achieves similar per-
formance with around half S-M test-time cost (13% and 21% v.s. 28% and 55%).
Moreover, D-NM achieves the full performance of HIM with around 50% total cost
while S-M saturates at a lower performance. We also visualize some examples of our
anytime output with specific actions in Figure 6.6.
Anytime property analysis on CamVid We analyze the anytime property of our
method by comparing to three different baselines. First, we validate the importance
of encoding model complexity in anytime prediction model by comparing with F-SM
(fixed model with feature selection). Second, we evaluate the effectiveness of policy
learning by comparing with RS (random search on the same action space). Results
of these two comparisons can be viewed in Figure 6.5.(a). Finally, we explore the
effectiveness of action space exploration by generating the oracle results of D-NM on
CamVid test set in Figure 6.5.(c).
Figure 6.5.(a) shows that the D-NM outperforms all baselines consistently and
generates superior results under the same cost. RS is almost always the worst and far
below D-NM, which shows our policy learning is important and effective to achieve
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Figure 6.8: Loss function trend (Left) and average IOU score (Right) as a function
of cost on CamVid. Our D-NM achieves better trade-offs between efficiency and
accuracy/labeling loss.
Cost RS F-SM S-M D-NM
97% cost 68.3 71.9 73.8 76.2
90% cost 64.0 66.5 69.3 71.4
60% cost 41.0 43.8 44.1 45.7
30% cost 19.5 20.7 20.2 21.7
Table 6.3: Area under average accuracy v.s. time cost in CamVid. D-NM outperforms
all methods consistenly.
better trade-offs between accuracy and cost. F-SM is slightly above S-M at the begin-
ning and always below D-NM. Moreover, due to the limited representation power of
its fixed model, F-SM quickly stabilizes at a lower performance. This demonstrates
the benefits of joint feature and model selection in our method. We also visualize
results of other methods (crossings) and show that we can achieve better perfor-
mance more efficiently. In conclusion, our method can learn a better representation
for anytime scene parsing.
Figure 6.5.(c) shows the average per-image accuracy gap w.r.t the S-M method as
a function of total cost. We note that D-NM always achieves superior performance to
the S-M. We also visualize the oracle performance of D-NM. D-NM-oracle is always
above S-M, which proves the effectiveness of action space exploration. Also, the
early stop of oracles shows that more features or complex models will not introduce
further segmentation improvement. Our D-NM is only slightly below D-NM-oracle,
which shows the effectiveness of policy learning.
More results in CamVid In this work, we set discount factor γ to 0.9 empirically.
We also visualize the effectiveness of γ on CamVid in the right panel of Figure 6.7,
which corresponds to γ = 0, 0.5, 0.9. We can see that γ = 0.9 provides better overall
anytime performance.
We report the averaged IOU scores and labeling loss as a function of time on
CamVid in Figure 6.8. The left panel of Figure 6.8 shows labeling loss trends with
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Figure 6.9: Left: Image feature ablation study on CamVid, showing overall pixel
accuracies with different number of feature types. Right: Convergence of Q-learning
on CamVid.
SBG RCPN [138] Tighe [153] Gould [42] Farabet Pinheiro Sharma S-M D-NM[28] [124] [137] (ours)
Pixel 81.8 77.5 76.4 81.4 80.2 82.3 81.7 83.0
IOU 61.3 NA NA NA NA 64.5 61.4 64.7
Table 6.4: Semantic segmentation results on Stanford background dataset. We can
achieve better performance w.r.t state-of-the-art methods.
increasing cost.
We can see that D-NM has the lowest loss curve during most of time and its
labeling loss decreases faster than static myopic settings in general. RS has the high-
est loss curve, which shows the importance and effectiveness of our policy learning.
We note that F-SM achieves lower values at the beginning stage, as it works on the
finest layer where the second term of our loss function is the always at the minimum.
However, F-SM gets saturated quickly and ends up with a similar lower score as the
S-M.
To have a quantitative measurement, we compare the area under average accuracy
v.s. time cost as proposed in [74] in the Table 6.3. We use the pixel-level accuracy
as the measured accuracy. As shown in the table, D-NM outperforms all methods
consistently.
Feature Set Ablation The image features we adopted in this work are commonly-
used in scene labeling literature and have publicly available code. We have done
an ablation study on CamVid by incrementally adding more feature types, and the
results on 9 feature types used in this work are shown in Fig 6.9 (Left). We can see
they are complementary to some degree and all contribute to the final performance.
Convergence of Q-learning. We design the reward using ground-truth guidance
in each step (Eq. (6.4)), which is noise-free and reliable. Our Q learning is based on
convergent Least-square policy iteration [26] and our stopping criterion is based on
the accuracy on a validation set. Fig.6.9 (Right) shows the convergence of Q learning
on Camvid.
Stanford Background Dataset Results on Stanford Background dataset [42] are
shown in Table 6.4. D-NM outperforms existing work in terms of pixel-level accuracy
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Figure 6.10: Average pixel accuracy as a function of cost (Left) and the percentage
performance v.s. percentage of cost (Right) in SBG (Top) and Siftflow (Bottom). D-
NM achieves similar performance with less cost. Cost of related work is from [137].
Siftflow RCPN Yang Pinheiro Liu Tighe FCN Farabet Sharma S-M D-NM[138] [182] [124] [106] [153] [110] [28] [137] (ours)
Pixel 79.6 79.8 77.7 76.7 77.0 85.7 78.5 80.8 85.8 85.8
IOU 26.9 NA NA NA NA 36.7 NA 30.7 35.8 36.7
Table 6.5: Semantic segmentation results on Siftflow dataset. We can achieve compa-
rable/better performance w.r.t. state-of-the-art methods.
and IOU score. We visualize the anytime property in top row of Figure 6.10. Fig-
ure 6.10.(a) shows that D-NM achieves the state-of-the-art performance (crossings)
more efficiently while S-M stops at a lower performance. Figure 6.10.(b) highlights
two sets of intermediate results and shows that D-NM generates similar results with
about half of the S-M cost (11% and 15% v.s. 25% and 28%).
Siftflow Dataset We report our results on Siftflow dataset [106] in Table 6.5.
Again, D-NM achieves the state-of-the-art in terms of pixel level accuracy and IOU
score. Figure 6.10.(c) shows its anytime performance curves and Figure 6.10.(d) also
highlights two sets of intermediate results. We can see that D-NM achieves the state-
of-the-art performance (crossings) more efficiently, and produces similar accuracy
with much less cost.
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6.5 Summary
In this paper, we presented a dynamic hierarchical model for anytime semantic scene
segmentation. Our anytime representation is built on a coarse-to-fine segmenta-
tion tree, which enables us to select both discriminative features and effective model
structure for cost-sensitive scene labeling. We developed an MDP formulation and
an extended policy iteration method for learning the anytime representation. The re-
sults of applying our method to three semantic segmentation datasets show that our
algorithm consistently outperforms the baseline approaches and the state-of-the-arts,
including static myopic and non-myopic policies. This suggests that our learned dy-
namic non-myopic policy generates a more effective representation for anytime scene
labeling.
Our future work includes several avenues. First, we would increase the types
of atom actions and develop a more principled way to search the continuous action
space. Second, it would be interesting to apply this method to video parsing which
is expected to achieve larger gains. Finally, we would like to study other kinds of
semantic features to achieve better parsing performance.
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Chapter 7
Conclusion and Future Direction
This thesis has developed and implemented a series of structured prediction models
to address the problem of holistic dynamic scene understanding in videos, with a
focus on effective multi-level representation, efficient inference and cost-aware model
learning. This final chapter summarizes the main contributions of this dissertation,
and closes with suggestions of possible directions for future work.
7.1 Main Contributions
Automatic video parsing is a key step toward designing an artificial vision system for
dynamic scene understanding, and a fundamental problem in computer vision. With
wide deployment of cameras in our daily life, videos also have become one of the
main data sources on our environment. Analyzing and mining videos in an efficient
way is critical for us to understand the dynamically changing world and make timely
decisions. One of the key issues in achieving human-like video scene understanding
is to infer multiple scene properties from a video input in an efficient and consistent
manner. This thesis addresses the problem of dynamic scene understanding from
monocular videos from a holistic perspective, which reasons about a video as a whole
and jointly infers semantic and geometric scene properties from three levels: pixel-
level segmentation and annotation of regions in video frames in terms of semantic
and geometric labels, object-level reasoning and instance segmentation in spatial and
temporal dimensions, and/or scene-level description of an environment in terms of
its category and geometric layout. In particular, we focus on four main issues in the
problem of holistic video understanding: 1) joint semantic and geometric parsing
of videos, 2) pixel-level labeling with object-level reasoning in videos, 3) efficient
inference for multi-level video segmentation, and 4) learning efficient representation
for cost-aware scene parsing.
We discuss three multi-level video scene segmentation scenarios based on differ-
ent aspects of scene properties and efficiency requirements in model inference and
learning. In Chapter 3, we take a first step towards addressing the problem of co-
herent semantic and geometric segmentation of monocular video frames. With no
assumption on camera movement, we jointly model the semantic-geometric class of
spatio-temporal regions (supervoxels) of a monocular video sequence. We introduce
123
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an intermediate scene model that defines a coarse-level scene representation to ef-
fectively encode the dependencies between geometric and semantic labels. We build
a unified conditional random field for joint modeling of the semantic class, geomet-
ric label and the stage representation, and design an alternating inference algorithm
to minimize the resulting energy function. To enforce long-range label consistency,
we also adopt a hierarchical classifier based on video segmentation trees for pixel
label prediction and show it achieves better performance than a pairwise random
field model. We evaluate our algorithm on the CamVid dataset and achieve state-
of-the-art per-pixel and per-class accuracy in both semantic and geometric segmen-
tations. Our novelty lies at two aspects: 1) we enrich the representation of dynamic
scenes by joint estimating semantic and geometric labels in videos. 2) we enforce
the long-range spatio-temporal labeling consistency of dynamic scenes by exploring
hierarchical structure in videos.
In Chapter 4 we move our focus to the problem of simultaneous pixel-level and
object-level segmentation in videos. We propose to incorporate foreground object
information into pixel labeling by jointly reasoning semantic labels of supervoxels,
object instance tracks and geometric relations between objects. In order to model
objects, we firstly take an exemplar approach that uses a small set of object anno-
tations and explore the temporal consistency of object motion. After generating a
set of moving object hypotheses, we design a conditional random field framework
that jointly models the supervoxel labels, object instance segmentation, and Support
and Occlusion relationship between objects. The optimal scene labeling is inferred
by computing the MAP estimation of the CRF model using an efficient move-making
based optimization procedure. We demonstrate the effectiveness of our method on
three public datasets and show that our model can achieve superior or comparable
results than the state-of-the-art with less object-level supervision.
While the object-augmented scene modeling approach provides the current state-
of-the-art performance on multiple datasets, it leads to higher complexity of the
resulting models due to many hypotheses of object instances. We then address the
issue of efficient object-aware video segmentation in Chapter 5. We first propose an
object-augmented dense CRF in spatio-temporal domain, which captures long-range
dependency between supervoxel labels and object instances, and develop an efficient
mean field inference algorithm for joint video and object instance segmentation. To
scale up our method, we adopt an active inference strategy to improve the efficiency,
which adaptively selects an informative subset of object proposals and performs in-
ference on the resulting compact model. We formulate the selection problem as a
Markov Decision Process, and develop a learning approach to search an approxi-
mated optimal policy for sequentially choosing the most informative components
based on a set of well-designed input and model features. We demonstrate that our
learned policy is capable of selecting informative object hypotheses and relations,
leading to much simpler model structure and comparable or even higher segmenta-
tion accuracy.
In Chapter 6, we take on step further to explore the problem of learning a scene
parsing model for efficient pixelwise labeling of images/videos. We propose a dy-
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namic hierarchical model for anytime scene labeling that allows us to achieve flexible
trade-offs between efficiency and accuracy in pixel-level prediction. In particular, our
approach incorporates the cost of feature computation and model inference, and opti-
mizes the model performance for any given test-time budget. Our main contribution
is a learning strategy that enables us to build a sequence of image-adaptive hierar-
chical models and image representations. We formulate this anytime representation
learning as a Markov Decision Process with a high-dimensional discrete-continuous
state-action space. A high-quality policy of feature and model selection is learned
based on an approximate policy iteration method with action sampling strategy. The
resulting scene parsing method generates a coarse-to-fine semantic segmentation
of input images with gradually increasing computation cost. We demonstrate the
advantages of our dynamic anytime scene parsing on three semantic segmentation
datasets, on which we can achieve the state-of-the-art performances with significantly
less overall cost.
7.2 Future Directions
Our discussion in the previous chapters has suggested several directions in which
we would like to extend our work for each specific problem setting. In this section,
we describe more general directions in holistic dynamic scene understanding and
efficient video parsing. We also hope that others will build on our ideas and other
related work to produce more effective video analysis systems.
7.2.1 Holistic parsing in videos with unified deep networks
Recent advances in deep neural networks have shown great potential in learning im-
age representation for semantic parsing, such as Fully Convolutional Networks, and
video representation for activity recognition, such as LSTM-based recurrent neural
networks. However, to our best knowledge, learning a shared video representation
for predicting multiple scene properties has received little attention. With wide de-
ployment of GPU processors, it is desirable to develop an efficient pipeline for deep
learning based video processing.
One main challenge of adopting deep network representation for holistic video
understanding is the lack of sufficient training data, especially for the strongly su-
pervised methods. While unsupervised learning techniques based on generative
modeling have been explored for certain video analysis tasks, it is unclear how to
extend them to pixel-wise video labeling problems. Perhaps the most promising
approach is to combine the discriminative and generative modeling and to seek a
semi-supervised strategy for video representation learning.
In addition, it is important to integrate the existing CRF-based representation
with the deep representation for a complex task such as holistic dynamic scene
understanding. CRFs provide a flexible framework to represent our prior knowl-
edge while deep convnets are able to learn a representation from large datasets. As
such, they are complementary in many aspects. We have used Fully Convolutional
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Network to compute image features in Chapter 6, which significantly improves the
overall performance. However, we adopt a stage-wise learning strategy to build a
structured prediction model on top of the pre-learned representation. It would be
more desirable to learn a deep structured network in an end-to-end fashion, which
enables us to encode multi-level dependencies and temporal consistency more ef-
fectively. We may also consider a parallel structure where multiple deep networks
are learning for the multi-task problem. Model parameters are shared in the bottom
layers and each network would focus on different scene properties in the later stages.
7.2.2 Anytime multi-label video parsing
Video parsing is one of the most time-sensitive tasks in computer vision since many
applications, such as robot interaction, require a real-time understanding of their
dynamic environment from video inputs. While we have investigated the task of
image parsing with a learned anytime representation, it is still challenging to extend
the framework to video setting. Generally, we need to cope with a more complex
model structure in spatio-temporal domain and a rich set of video-specific features.
In particular, it would be interesting to generate a dynamic parsing model in an
online fashion and to compute video features incrementally for streaming video un-
derstanding.
An interesting direction is to jointly predict multiple label properties with an any-
time performance guarantee. At one hand, different label prediction tasks may share
common features, and it may be beneficial to consider a reward/objective function
that integrates the losses of all label prediction tasks. This would lead to a feature
and model selection strategy that favors collaboration between multiple tasks. On the
other hand, given a limited computation budget, it might be more efficient to focus
on certain tasks instead of others due to redundancy or correlation in the multiple
label spaces. We should learn an anytime representation that optimizes the model
and feature structure in a global way and focuses on more critical video labeling
tasks first. This would result in a selection strategy that favors competition between
different tasks. For a specific video parsing problem, we have to design a suitable
reward function to balance different tasks.
7.2.3 Active learning for multi-level video understanding
In order to build a holistic video understanding system, it usually involves learning
multiple structured predictors for different scene properties. Commonly adopted
supervised learning approaches requires potentially a large number of ground-truth
annotations for each of them. For example, we have extensively used pixel-level an-
notations for semantic/geometric labeling, bounding-box annotation for object de-
tectors and instance-level annotation for object segmentation in this thesis. However,
it is often expensive and tedious to obtain labeled data that is useful and reliable.
This is evidence by the fact that only recently we start to have large-scale datasets for
multi-class semantic labeling task. The data annotation issue becomes more challeng-
Final Version – 28 November 2016
§7.2 Future Directions 127
ing for multi-level video understanding due to the multi-task nature of this setting.
Recent progress on weak supervision can potentially save annotation cost for some
specific tasks. However, such methods usually lead to inferior performance and can-
not be easily applied to the multi-level video parsing.
One promising future direction to address these difficulties is multi-task active
learning. For instance, we would like to jointly predict pixel-level semantic labels
and object-level instance masks in videos. Rather than providing full supervision for
both tasks during learning, we can adopt an active learning strategy. Starting from a
small amount of semantic labeling, we could actively propose regions and ask user
to annotate their object classes. In contrast to existing active learning approaches, we
can propose these regions either by general object proposal generation approaches
or merely based on bottom-up cues. In addition, temporal information can also be
used to estimate the value of information of these region proposals. Furthermore, we
could explore the mutual information between objects and regions to identify useful
unlabelled regions and provide them to users.
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