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Abstract. This work proposes a method to classify the traffic accidents, especially in the 
territorial unit with greater number of people and vehicles of Chile:  Metropolitan region. It 
used Support Vector Machines (SVM), tools which given a set of training samples as 
examples, allow to classify and thus train the SVM to build a model that predicts the class of a 
new sample. This technique despite being robust, it also has weaknesses, which are 
presented as a combinatorial problem in estimating and adjusting their input parameters. 
Obtaining good results depends on the intrinsic characteristics presented by SVM also the 
correct choice of the Kernel function and the input parameters. The choice and adjustment of 
parameters was performed with an evolutionary algorithm of Particle Swarm Optimization 
(PSO). Finally, to solve the problem different models were developed used SVM with PSO 
algorithms, which sought to classify the degree of severity of the people who are involved in 
traffic accidents: uninjured or injured. Searching better results, variations of PSO where used, 
generating different models, comparing the results obtained with this to make the best choice 
for optimal results in the classification. Therefore, the best results were obtained for Puente 
Alto, with 94% accuracy, 100% sensitivity and 83% specificity. 
 







Los siniestros de tránsito son eventos 
complejos y aleatorios que involucran una 
variedad de factores que se conjugan para 
su ocurrencia; entre las que destacan los 
factores humanos, del entorno, del estado 
del vehículo y del tránsito, entre otros. Los 
expertos también coinciden en que estos 
siniestros ocurren en gran medida porque no 
se respetan las reglamentaciones y normas 
existentes [1]. 
 
Los accidentes de tránsito a nivel mundial 
constituyen uno de los principales 
problemas sociales que han surgido en los 
últimos años. La proyección que se maneja 
de su influencia dentro de la salud de la 
población es bastante importante, puesto 
que pasa de estar dentro de las diez 
primeras causas de mortalidad a nivel 
mundial en el año 2004, a ubicarse entre las 
cinco de mayor relevancia para el año 2030. 
Estos accidentes influyen directamente en 
un alza considerable del gasto público y 
privado en las urbes del mundo. Esta 
situación también se repite en Chile tal como 
lo confirma la Comisión Nacional de 
Seguridad de Tránsito (CONASET) [2].  
 
Al respecto, no disponer de una clasificación 
pertinente que considere la complejidad 
involucrada, entorpece la toma de 
decisiones; especialmente cuando la 
ocurrencia de estos accidentes se registra 
en metrópolis donde el transporte urbano ya 
en sí es un problema. En este contexto 
presente estudio se realiza en la región 
Metropolitana de Santiago, la cual 
concentrada la mayor población del país, lo 




que trae como consecuencia que también se 
encuentre el mayor parque automotriz. 
2.- Objetivos 
 
El presente trabajo pretende clasificar los 
accidentes de tránsito ocurridos en la región 
Metropolitana mediante la utilización de 
Máquinas de Soporte Vectorial con 
Algoritmos Evolutivos.  
 
Estas herramientas presentan buenas 
características para manejar datos 
espaciales y su aplicación permitiría generar 
información para una intervención adecuada 
del sistema de transporte. 
 
3.- Estado del Arte 
 
3.1.- Máquinas de Soporte Vectorial  
 
Las Máquinas de Soporte Vectorial (del 
inglés Support Vector Machine) fueron 
desarrolladas en 1995 por Vladimir Vapnik y 
están basadas en la teoría de aprendizaje 
estadístico [3], que a su vez corresponden a 
la familia de los clasificadores lineales. A 
diferencia de las Redes Neuronales 
Artificiales, que utilizan durante la fase de 
entrenamiento el principio de Minimización 
del Riesgo Empírico (ERM de sus siglas en 
inglés, Empirical Risk Minimization), las SVM 
se basan en el principio de Minimización del 
Riesgo Estructural (SRM de sus siglas en 
inglés, Structural Risk Minimization), el que 
ha mostrado un mejor desempeño que el 
ERM, ya que las SVMs buscan minimizar la 
probabilidad de una clasificación errónea 
sobre nuevos ejemplos, a diferencia del 
ERM que minimiza el error sobre los datos 
de entrenamiento [4]. O sea, en palabras 
simples, lo que persigue esta herramienta es 
el aprendizaje a partir de los datos de 
entrada, los que pueden presentar 
características bastantes dispersas, tal como 
los datos existentes en presente estudio, 
además éstos son separados en dos 
grandes conjuntos o clases. Luego, el 
aprendizaje se logra mediante la búsqueda 
de alguna dependencia funcional entre un 
conjunto de vectores con los datos de 
entrada y de salida, permitiendo así 
encontrar un espacio lo más amplio posible 
con el cual se pueda separar los datos 
pertenecientes a una clase u otra. 
 
Una SVM es un método de aprendizaje 
supervisado basado en Kernel (funciones 
núcleo), usados tanto para problemas de 
clasificación como de regresión. En el caso 
de la clasificación, las funciones de Kernel 
se utilizan usualmente para transformar los 
datos de entrada a un espacio de 
características de dimensión mayor en el 
cual los datos de entrada se vuelven más 
separables en comparación con el espacio 
de entrada original, para luego encontrar el 
hiperplano que los separe, y maximice el 
margen m entre las clases, tal como se 
puede apreciar en la Figura 1.  
 
 
Figura 1: Ejemplo de hiperplano de 
separación entre las clases, en un problema 
linealmente separable. 
 
La solución del hiperplano óptimo puede ser 
escrita como la combinación de unos pocos 
puntos de entrada que son llamados 
vectores de soporte. En un principio a los 
datos utilizados para hallar el hiperplano de 
decisión se les llama vectores de 
entrenamiento o aprendizaje. Algunas de las 
razones por las que este método ha tenido 
éxito es que no padece de mínimos locales 
y el modelo sólo depende de los datos con 
más información, los cuales son los vectores 
de soporte 
 
Posterior a la fase de aprendizaje o 
entrenamiento, se comprueba el error 
cometido tomando otra muestra de datos 




(denominados conjunto de test o validación) 
y se compara la salida que se obtiene con la 
clase original. 
 
Las SVMs han sido desarrolladas como una 
técnica robusta para clasificación aplicada a 
grandes conjuntos de datos complejos con 
ruido; es decir, con variables inherentes al 
modelo que para otras técnicas aumentan la 
posibilidad de error en los resultados, pues 
resulta difícil poder cuantificarlas y 
observarlas. Además de sus sólidos 
fundamentos matemáticos en la teoría de 
aprendizaje estadístico, las SVMs han 
demostrado un rendimiento altamente 
competitivo en un amplio número de 
aplicaciones de la vida real, tales como 
bioinformática, minería de texto, 
reconocimiento facial y procesamiento de 
imágenes. Estas ventajas han establecido a 
las SVMs como una de las herramientas de 
última generación en máquinas de 
aprendizaje y minería de datos, junto con 
otras técnicas tales como Redes Neuronales 
y Sistemas Difusos [5].  
 
Cabe destacar que existen aplicaciones en 
las que las SVMs han demostrado tener 
mejor desempeño que las técnicas 
tradicionales como las Redes Neuronales [6] 
y han sido introducidas como herramientas 
poderosas para resolver problemas de 
clasificación. Además, las SVMs se 
diferencian de las otras técnicas 
anteriormente mencionadas ya que no son 
afectadas por el problema de los mínimos 
locales, debido a que su entrenamiento se 
basa en problemas de optimización 
convexa. En resumen, algunas de las 
fortalezas de las SVMs son [7]: 
-  El entrenamiento es relativamente fácil.  
- No hay óptimo local como en las Redes 
Neuronales Artificiales. 
- Se escalan relativamente bien para datos 
en espacios dimensionales altos. 
- El compromiso entre la complejidad del 
clasificador y el error puede ser controlado 
explícitamente. 
- Datos no tradicionales como cadenas de 
caracteres y árboles pueden ser usados 
como entrada a la SVM, en vez de vectores 
de características. 
Dentro de las debilidades se encuentra que, 
se necesita una buena función Kernel: es 
decir, se necesitan metodologías eficientes 
para sintonizar los parámetros de 
inicialización cualquier SVM. Por lo 
mencionado anteriormente, para este caso 
los parámetros serán estimados mediante la 
utilización de algoritmos genéticos tal como 
la Optimización por Enjambre de Partículas 
(PSO) y algunas de sus variaciones. 
 
3.2.- Optimización por Enjambre de Partículas 
 
La Optimización por Enjambre de Partículas 
(PSO de sus siglas en inglés, Particle 
Swarm Optimization) es una metaheurística 
evolutiva y de búsqueda [8], que fue 
desarrollada por Kennedy y Eberhart en 
1995 [9]. La PSO simula el comportamiento 
social de organismos presentes en la 
naturaleza, tal como las bandadas de 
pájaros, los cardúmenes de peces o los 
enjambres de abejas; ésto con la finalidad 
de describir un sistema de evolución de 
forma automática. Cada candidato único a 
solución, tal como un ave individual de la 
bandada, es una partícula en el espacio de 
búsqueda, y cada partícula utiliza su 
memoria individual y conocimiento adquirido 
mediante el enjambre en su conjunto para 
encontrar la mejor solución [10]. Todas las 
partículas tienen valores fitness (medida de 
la calidad de la solución), que son evaluados 
por funciones fitness para ser optimizados, y 
tienen velocidades que dirigen el 
movimiento de las partículas en el sentido 
que corresponda a las mejores soluciones.  
 
Durante el movimiento, cada partícula ajusta 
su posición de acuerdo a su propia 
experiencia, y al mismo tiempo de acuerdo a 
la experiencia de las partículas vecinas, 
haciendo uso de la mejor posición 
encontrada por sí mismo y por su vecino. 
Las partículas se mueven a través del 
espacio del problema siguiendo a las 
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- Pre-Procesamiento de los Datos 
Anterior a la implementación, es necesario 
realizar un trabajo previo con los datos; es 
decir, prepararlos para que estos puedan 
ser utilizados por la SVM. Cabe destacar 
que de la cantidad de datos existentes de 
unos 75.000 registros entre el 2003 y 2009, 
se consideran específicamente los datos 
para la región Metropolitana ya que ésta es 
la ciudad con más habitantes, por lo tanto 
con mayor cantidad de vehículos y en 
consecuencia con mayor cantidad de 
accidentes del país.  
 
En primer lugar fueron eliminados los datos 
en los que existían atributos con valores 
nulos puesto que estos no presentan 
utilidad. Luego, se filtran por región, puesto 
que se deben considerar solo los datos 
correspondientes a las comunas de la región 






























Posteriormente fueron eliminados los datos 
en los que se encontraron anomalías como 
por ejemplo que la edad de las personas 
excediera el límite lógico, puesto que hubo 
casos en que la edad era de 999 años. 
 
Selección de Datos y Codificación 
Dados los antecedentes presentados por 
CONASET en su sitio web y lo observado en 
los datos existentes [2], la mayor cantidad 
de accidentes de la Región Metropolitana 
ocurren en las siguientes comunas: 
Santiago, Puente Alto, La Florida, tal como 
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LS-SVM PSO para Santiago 
El mejor resultado obtenido con una 
exactitud de 84% es presentado a 
continuación. 
 
Tabla 6: Matriz de Confusión del Mejor 
Resultado PSO para Santiago. 
 POSITIVO NEGATIVO Total   
POS 48 5 53 PRECISIÓN 0,906
NEG 17 68 85 VPN 0,80 
Total 65 73 138   
 SENSIBILIDAD ESPECIFICIDAD    
 0,74 0,93    
 
Se clasifican correctamente el 84% de las 
personas que resultan lesionadas o ilesas. 
La sensibilidad muestra que un 74% de 
personas fueron bien clasificadas y que 
resultaron lesionadas. La especificidad de 
un 93% correspondiente al porcentaje de 
personas ilesas bien clasificadas. La 
precisión indica que del porcentaje de 
personas detectadas lesionadas un 90,6% 
de estas realmente resultaron lesionadas, y 
el valor predictivo negativo fue de 80%, lo 
que significa que de las personas 
detectadas como ilesas el 80% de estas 
están realmente ilesas. Los mejores valores 
obtenidos para los parámetros γ y σ² son 
1104,8 y 193,76 y el tiempo de ejecución es 
de 13 minutos aproximadamente. 
 
LS-SVM QPSO para Santiago 
El mejor resultado con una exactitud de 82% 
es presentado a continuación. Para este 
valor se obtuvo que los mejores parámetros 
obtenidos fueron γ=944,4 y σ²=43,68 con un 
tiempo de ejecución de 13 minutos. 
 
Tabla 7: Matriz de Confusión del Mejor 
Resultado QPSO para Santiago. 
 POSITIVO NEGATIVO Total   
POS 55 10 65 PRECISIÓN 0,846
NEG 15 58 73 VPN 0,79 
Total 70 68 138   
 SENSIBILIDAD ESPECIFICIDAD    
 0,79 0,85    
 
Se clasifican correctamente el 82% de las 
personas que resultan en el estado 
lesionado o ileso. La sensibilidad de un 
79%, corresponde al porcentaje de personas 
bien clasificadas y que resultaron 
lesionadas. La especificidad de un 67% lo 
que corresponde al porcentaje de personas 
bien clasificadas en el estado ileso. La 
precisión indica que del porcentaje de 
personas detectadas como lesionadas un 
84,6% de estas realmente resultaron 
lesionadas, y finalmente, el valor predictivo 
negativo fue de un 79%, lo que significa que 
de las personas detectadas como ilesas el 
79% resulta realmente ilesas. 
 
LS-SVM IPSO para Santiago 
El mejor resultado se obtuvo con una 
exactitud de 83%. Y los mejores valores 
para los parámetros γ y σ² fueron 440,26 y 
37,11 respectivamente y se demoró 
aproximadamente 15 minutos. 
 
Tabla 8: Matriz de Confusión del Mejor 
Resultado IPSO para Santiago. 
 POSITIVO NEGATIVO Total   
POS 49 9 58 PRECISIÓN 0,845
NEG 15 65 80 VPN 0,81 
Total 64 74 138   
 SENSIBILIDAD ESPECIFICIDAD    
 0,77 0,88    
 
Se han clasificado correctamente el 83% de 
las personas que resultan en el estado 
lesionado o ileso. La sensibilidad, un 77%, 
indica que esta cifra corresponde al 
porcentaje de personas bien clasificadas y 
que resultaron lesionadas. La especificidad 
es de un 88% lo que corresponde al 
porcentaje de personas bien clasificadas en 
el estado ileso. Luego, relativo a la 
seguridad del resultado, la precisión indica 
que del porcentaje de personas detectadas 
como lesionadas un 84,5% de estas 
realmente resultaron lesionadas, y 
finalmente, el valor predictivo negativo fue 
de un 81%, lo que significa que de las 
personas detectadas como ilesas el 81% 
resulta realmente ilesas. 
 




LS-SVM PSO para Puente Alto 
El mejor resultado obtenido con una 
exactitud de 89,18% es presentado a 
continuación. 
 
Tabla 9: Matriz de Confusión del Mejor 
Resultado PSO para Puente Alto. 
 POSITIVO NEGATIVO Total   
POS 74 9 83 PRECISIÓN 0,892
NEG 3 25 28 VPN 0,89 
Total 77 34 111   
 SENSIBILIDAD ESPECIFICIDAD    
 0,96 0,74    
 
Se han clasificando correctamente el 
89,18% de las personas que resultan en el 
estado lesionado o ileso, la sensibilidad nos 
muestra con este 96% que a esta cifra 
corresponde el porcentaje de personas bien 
clasificadas y que resultaron lesionadas. La 
especificidad resultó ser un 74% lo que 
corresponde al porcentaje de personas bien 
clasificadas en el estado ileso. Relativo a la 
seguridad del resultado, la precisión del 
89,2% indica que del porcentaje de 
personas detectadas como lesionadas el 
89,2% de estas realmente resultaron 
lesionadas, y el valor predictivo negativo fue 
de 89%, lo que significa que de las personas 
detectadas como ilesas el 89% de estas 
están realmente ilesas. Para este modelo se 
puede apreciar también que los mejores 
valores obtenidos para los parámetros γ y σ² 
son 38,36 y 169,56 respectivamente, y el 
tiempo aproximado de ejecución fueron 7 
minutos. 
 
LS-SVM QPSO para Puente Alto 
El mejor resultado obtenido con una 
exactitud de 94% es presentado a 
continuación. 
 
Tabla 10: Matriz de Confusión del Mejor 
Resultado QPSO para Puente Alto. 
 POSITIVO NEGATIVO Total   
POS 70 7 77 PRECISIÓN 0,909
NEG 0 34 34 VPN 1,00 
Total 70 41 111   
 SENSIBILIDAD ESPECIFICIDAD    
 100 0,83    
 
Se clasifica 94% de las personas que 
resultan lesionadas o ilesas. La sensibilidad 
del 100% indica que todas las personas 
fueron bien clasificadas y estas resultaron 
lesionadas. La especificidad resultó ser un 
83% correspondiente al porcentaje de 
personas bien clasificadas en el estado 
ileso. Relativo a la seguridad del resultado, 
la precisión indica que del porcentaje de 
personas detectadas como lesionadas un 
90,9% realmente resultaron lesionadas, y el 
valor predictivo negativo fue de un 100%, lo 
que significa que de las personas 
detectadas como ilesas el 100% resultó 
ileso. Los mejores valores para los 
parámetros γ y σ² fueron 641,27 y 51,51 
respectivamente. El tiempo que demoró esta 
ejecución fue de 7 minutos 
aproximadamente. 
 
LS-SVM IPSO para Puente Alto 
El mejor resultado obtenido con una 
exactitud de 88% es presentado a 
continuación. Además los mejores valores 
para los parámetros γ y σ² fueron 482,92 y 
98,34 respectivamente y se demoró 
aproximadamente 7 minutos. 
 
Tabla 11: Matriz de Confusión del Mejor 
Resultado IPSO para Puente Alto. 
 POSITIVO NEGATIVO Total   
POS 76 9 85 PRECISIÓN 0,894
NEG 4 22 26 VPN 0,85 
Total 80 31 111   
 SENSIBILIDAD ESPECIFICIDAD    
 0,95 0,71    
 
La exactitud fue de un 88%, lo que quiere 
decir que el modelo ha clasificado de 
manera correcta el 88% de las personas que 
resultan en el estado lesionado o ileso. La 
sensibilidad fue un 95%, que corresponde al 
porcentaje de personas bien clasificadas y 
que resultaron lesionadas. A continuación se 
presenta la especificidad, y esta resultó ser 
un 71% lo que corresponde al porcentaje de 
personas bien clasificadas en el estado 
ileso. Relativo a la seguridad del resultado la 
precisión fue de un 89,4%, y esto significa 




que de este porcentaje de personas 
detectadas como lesionadas, estas 
realmente resultaron lesionadas, y 
finalmente, el valor predictivo negativo fue 
de 85%, lo que significa que de las personas 
detectadas como ilesas el 85% de estas 
están realmente ilesas. 
 
LS-SVM PSO para La Florida 
El mejor resultado obtenido con una 
exactitud de 89%, demoró aproximadamente 
10 minutos en ejecutarse y los mejores 
parámetros γ y σ² fueron 718,79 y 137, 87 
respectivamente. 
 
Tabla 12: Matriz de Confusión del Mejor 
Resultado PSO para La Florida. 
 POSITIVO NEGATIVO Total   
POS 77 10 87 PRECISIÓN 0,885
NEG 4 31 35 VPN 0,89 
Total 81 41 122   
 SENSIBILIDAD ESPECIFICIDAD    
 0,95 0,76    
 
Se ha clasificando de manera correcta el 
89% de las personas que resultan en el 
estado lesionado o ileso, por otra parte la 
sensibilidad nos muestra que el 95% 
corresponde al porcentaje de personas bien 
clasificadas y que resultaron lesionadas. La 
especificidad resultó ser un 76% lo que 
corresponde al porcentaje de personas bien 
clasificadas en el estado ileso. Relativo a la 
seguridad del resultado, la precisión indica 
que del porcentaje de personas detectadas 
como lesionadas un 88,5% de estas 
realmente resultaron lesionadas, y 
finalmente, el valor predictivo negativo fue 
de 89%, lo que significa que de las personas 
detectadas como ilesas el 89% de estas 
están realmente ilesas. 
 
LS-SVM QPSO para La Florida 
El mejor resultado obtenido con una 
exactitud de 84% es presentado a 
continuación.. Además los mejores valores 
para los parámetros γ y σ² fueron 897,49 y 
47,17 respectivamente y se demoró 
aproximadamente 8 minutos. 
 
Tabla 13: Matriz de Confusión del Mejor 
Resultado QPSO para La Florida. 
 POSITIVO NEGATIVO Total   
POS 67 12 79 PRECISIÓN 0,848
NEG 8 35 43 VPN 0,81 
Total 75 47 122   
 SENSIBILIDAD ESPECIFICIDAD    
 0,89 0,74    
 
Se ha clasificado correctamente el 84% de 
las personas que resultan en el estado 
lesionado o ileso. La sensibilidad fue de un 
89%, lo que indica que esta cifra 
corresponde al porcentaje de personas bien 
clasificadas y que resultaron lesionadas. La 
especificidad de un 74% corresponde al 
porcentaje de personas bien clasificadas en 
el estado ileso. Relativo a la seguridad del 
resultado, la precisión indica que del 
porcentaje de personas detectadas como 
lesionadas un 84,8% de estas realmente 
resultaron lesionadas, y el valor predictivo 
negativo fue de un 81%, lo que significa que 
de las personas detectadas como ilesas el 
81% resulta realmente ilesas. 
 
LS-SVM IPSO para La Florida 
El mejor resultado obtenido con una 
exactitud de 83%. Además los mejores 
valores para los parámetros γ y σ² fueron 
482,92 y 98,34 respectivamente y se 
demoró aproximadamente 8 minutos. 
 
Tabla 14: Matriz de Confusión del Mejor 
Resultado IPSO para La Florida. 
 POSITIVO NEGATIVO Total   
POS 60 8 68 PRECISIÓN 0,882 
NEG 13 41 54 VPN 0,76 
Total 73 49 122   
 SENSIBILIDAD ESPECIFICIDAD    
 0,82 0,84    
 
La exactitud es de un 83%, por lo que el 
modelo ha clasificado de manera correcta el 
83% de las personas en estado lesionado o 
ileso. La sensibilidad obtenida fue 82%, que 
corresponde al porcentaje de personas bien 
clasificadas. La especificidad de un 82%, 
corresponde al porcentaje de personas bien 
clasificadas en el estado ileso. La precisión 




de 88,2%, es el porcentaje de personas 
detectadas como lesionadas que realmente 
resultaron lesionadas, y el valor predictivo 
negativo fue de 76%, que significa que de 
las personas detectadas como ilesas el 76% 
de estas están realmente ilesas. 
 
5.2.- Comparación Modelos. 
Comparación por Exactitud 
 
Figura 3: Comparación de los Modelos por 
Exactitud. 
De gráfico de la Figura 3 se puede decir que 
los mejores resultados fueron obtenidos con 
PSO, puesto que presenta los mejores 
valores en general, los máximos y mínimos. 
Mientras que el mejor valor individual 
obtenido fue para el modelo QPSO en la 
comuna de Puente Alto con un 94%, pero 
hay que tener en cuenta que para este caso 
el valor mínimo era el que presentaba la 
mayor diferencia del máximo, esta diferencia 
era de 12 puntos porcentuales. 
Comparación por Tiempo 
 
Figura 4: Comparación de Modelos por 
Tiempo. 
En el gráfico de la Figura 4 se presentan los 
tiempos de ejecución por cada modelo y 
comuna analizada. Entonces, se observa 
que PSO es el más costoso en relación al 
tiempo máximo que se presenta, y luego, se 
puede ver que IPSO es el modelo que en 




Se ha logrado establecer el estudio del 
Estado del Arte en general de los 
componentes básicos con los que se debe 
contar para realizar el desarrollo de un 
modelo basado en Máquinas de Soporte 
Vectorial (SVM) para la clasificación de 
accidentes de tránsito, además realizando la 
optimización de los parámetros de esta SVM 
mediante Algoritmos Evolutivos, tal como 
PSO y algunas de sus variaciones.  
 
Luego, se ha desarrollado el modelo del 
clasificador propuesto, y con esto se da 
inicio a la correspondiente implementación. 
Lo dicho anteriormente relacionado con el 
desarrollo del modelo se basa puntualmente 
en el estudio realizado sobre LS-SVM y 
PSO con sus variaciones, permitiendo la 
construcción de los modelos que permitieron 
el desarrollo del trabajo planificado y la 
obtención de resultados, que permitieran 



































































































































del mejor clasificador dentro de los distintos 
modelos que fueron generados. 
 
Los resultados obtenidos luego de evaluar 
los modelos, se encuentran en un buen nivel 
considerando las tres alternativas que 
fueron consideradas, presentando leves 
variaciones entre sí. El mejor resultado 
puntual fue presentado por el modelo LS-
SVM QPSO, mientras que el modelo LS-
SVM PSO presentó los mejores resultados 
en promedio para las tres comunas. 
 
Con estos resultados que fueron 
presentados, se puede apreciar que las 
Máquinas de Soporte Vectorial permiten 
obtener buenos resultados para realizar 
clasificación de datos, pero si no fuera por la 
estimación de los parámetros mediante la 
utilización de PSO, y sus variaciones; los 
resultados obtenidos no hubiesen sido tan 
alentadores. Por lo que se puede concluir 
que los Algoritmos Evolutivos, 
particularmente los que fueron utilizados 
para este trabajo, presentan gran utilidad y 
alto desempeño al momento de ser 
utilizados en problemas de optimización, con 
lo que se demuestran las potencialidades de 
los modelos desarrollados, ya que con la 
obtención de buenos parámetros se lograrán 
buenos resultados.  
 
El mejor resultado obtenido fue para el 
modelo LS-SVM QPSO en la comuna de 
Puente Alto con un 94% de exactitud, 100% 
de sensibilidad y 83% de especificidad, con 
lo que se puede concluir que las Máquinas 
de Soporte Vectorial, utilizando Algoritmos 
Evolutivos tal como PSO para la obtención 
de los parámetros, presentan gran utilidad 
para la clasificación de datos. 
 
Comparado con otros sistemas 
clasificadores, las SVMs son muy eficientes 
desde diversas perspectivas. El proceso de 
aprendizaje es un proceso matemático 
definido que permite obtener el mejor 
clasificador, no tan solo un buen clasificador 
como se obtiene en muchos entrenamientos 
de redes neuronales, claramente hay que 
tener presente que esta mejor solución es 
dependiente del Kernel utilizado y de los 
parámetros que sean escogidos, los cuales 
pueden variar dependiendo de la 
experiencia de quién realice el estudio y 
también de los resultados obtenidos en 
pruebas previas. Por otra parte, una vez 
obtenido el modelo, es muy fácil 
implementarlo en diferentes sistemas. 
Además, se debe destacar que el tiempo de 
entrenamiento es relativamente corto y que 
posee una alta velocidad de ejecución en la 
clasificación de grandes conjuntos de datos. 
 
Este tipo de estudio podría ser de bastante 
utilidad, en primer lugar a nivel estadístico 
puesto que permitiría contrastarlo con los 
datos que existen en la actualidad, y en 
segundo lugar aún más importante, para 
que las autoridades tomen decisiones sobre 
cambios o mejoras que realizar en las calles 
del país con las cuales se puedan disminuir 
los accidentes o la gravedad de los mismos.  
 
Finalmente, cabe mencionar que existen 
variadas opciones para desarrollar nuevos 
proyectos relacionados a este tema, entre 
los cuales destacan, la utilización de datos 
actualizados que permitan validar los 
resultados obtenidos y además considerar 
nuevos puntos que puedan presentar mayor 
cantidad de accidentes. También, se podría 
realizar un análisis de los datos iniciales 
antes de ser filtrados, de manera que se 
pueda determinar qué características 
permiten que la clasificación sea más 
eficiente, con lo que se tendría mayor 
claridad en las causas que determinan la 
ocurrencia de los accidentes. Otra 
alternativa relacionada a este tema, sería 
utilizar otro tipo de herramientas para las 
distintas fases del desarrollo del trabajo, 
como por ejemplo para la obtención de los 
parámetros, con las que se puedan obtener 
nuevos resultados que permitan realizar 
comparaciones y así poder generar aún 
mejores clasificadores. O también, realizar 
un cambio más drástico y variar la 
herramienta de fondo, y utilizar por ejemplo 
Redes Neuronales Artificiales que permitan 
tener modelos paralelos con los cuales se 




pueda conseguir una comparación general 
del resultado de los distintos clasificadores. 
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