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Abstract
Let i be a level-zero fundamental weight for an afﬁne Lie algebra g over Q, and let B(i )
be the crystal of all Lakshmibai–Seshadri paths of shape i . First, we prove that the crystal
graph of B(i ) is connected. By combining this fact with the main result of our previous
work, we see that B(i ) is, as a crystal, isomorphic to the crystal base B(i ) of the extremal
weight module V (i ) over a quantum afﬁne algebra Uq(g) over Q(q) of extremal weight i .
Next, we obtain an explicit description of the decomposition of the crystal B(mi ) of all
Lakshmibai–Seshadri paths of shape mi into connected components. Furthermore, we prove
that B(mi ) is, as a crystal, isomorphic to the crystal base B(mi ) of the extremal weight
module V (mi ) over Uq(g) of extremal weight mi .
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0. Introduction
This paper is a continuation of our previous work [NS]. Let us recall the main
result of [NS] brieﬂy. Let g be an afﬁne Lie algebra over Q with Cartan subalgebra h.
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Denote by  := {j}j∈I ⊂ h∗ := HomQ(h,Q) the set of simple roots, and by ∨ :={
hj
}
j∈I ⊂ h the set of simple coroots, where I =
{
0, 1, . . . , L
}
is an index set for the
simple roots (we use the numbering of the simple roots as in [Kac], with “L” replacing
“”). Let c = ∑j∈I a∨j hj ∈ h be the canonical central element of g. Take (and ﬁx)
an integral weight lattice P ⊂ h∗ that contains all the simple roots j , j ∈ I , and
fundamental weights j , j ∈ I , for the afﬁne Lie algebra g. For each i ∈ I0 := I \ {0},
we deﬁne a level-zero fundamental weight i ∈ P by: i = i − a∨i 0. Note that
i (c) = 0; an integral weight  ∈ P is said to be level-zero if (c) = 0. Let P be the
set of all paths (i.e., piecewise linear, continuous maps)  : [0, 1] → Q⊗Z P such that
(0) = 0 and (1) ∈ P , which is endowed with a crystal structure by (Littelmann’s)
root operators ej and fj , j ∈ I . We deﬁne a path i : [0, 1] → Q⊗Z P by: i (t) =
ti , t ∈ [0, 1], and denote by B0(i ) the connected component of P containing i ,
i.e., the set of all paths that are obtained by applying the root operators successively
to i . In [NS], we proved that the connected component B0(i ) is, as a crystal,
isomorphic to the crystal base B(i ) of the extremal weight module V (i ) over Uq(g)
of extremal weight i , where Uq(g) is a quantum afﬁne algebra over Q(q) (see [NS,
Theorem 5.1]). Here, an extremal weight module is an integrable Uq(g)-module, which
was introduced by Kashiwara [Kas1, §8] as a natural generalization of an integrable
highest (or lowest) weight module (see also [Kas3]).
Now, we want a more explicit description of the connected component B0(i ) of P
containing the path i . For an integral weight  ∈ P , we denote by B() the set of
all Lakshmibai–Seshadri paths (LS paths for short) of shape , which is by deﬁnition
a set of paths parametrized by pairs of a sequence of elements in W, where W is the
Weyl group of g, and a sequence of rational numbers satisfying a certain condition (see
§1.4 below). We know from [L2] that the set B() together with the root operators is
a subcrystal of P containing the path  deﬁned by: (t) = t, t ∈ [0, 1]. Hence the
connected component B0(i ) is contained in the crystal B(i ) of all LS paths of shape
i . Then, quite a natural question is whether or not the subset B0(i ) is equal to the
whole of B(i ). In this paper, we ﬁrst give an afﬁrmative answer to this question. In
fact, we prove:
Theorem 1. The crystal graph of the crystal B(i ) of all LS paths of shape i is
connected. In particular, the set B0(i ) in [NS, Theorem 5.1], which is the connected
component of P containing the straight line i (t) := ti , t ∈ [0, 1], is equal to B(i ).
By combining Theorem 1 with the main result of our previous work [NS, Theorem
5.1], we obtain:
Corollary. The crystal B(i ) of all LS paths of shape i is, as a crystal, isomorphic
to the crystal base B(i ) of the extremal weight module V (i ) over Uq(g) of extremal
weight i .
Next, we study the crystal structure of the crystal B(mi ) of all LS paths of shape
mi for m ∈ Z1, and obtain an explicit description of the decomposition of the
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crystal B(mi ) into connected components. Furthermore, as an extension of
[NS, Theorem 5.1], we prove that the crystal B(mi ) is, as a crystal, isomorphic to the
crystal base B(mi ) of the extremal weight module V (mi ) over Uq(g) of extremal
weight mi .
Let us explain this result of ours more precisely. Let Par<m be the set of partitions
of length (i.e., number of parts) strictly less than m. For each  ∈ Par<m of the
form (k1, k2, . . . , km−1) with k1k2 · · · km−10, we denote by || the weight of
, i.e., || := k1 + k2 + · · · + km−1. We can deﬁne a crystal structure on Par<m as
follows:
⎧⎪⎪⎨⎪⎪⎩
ej = fj = 0 for all  ∈ Par<m and j ∈ I,
εj () = j () = 0 for all  ∈ Par<m and j ∈ I,
wt() = −||di for  ∈ Par<m .
Here, the 0 (= ej = fj) is an extra element, which is not contained in Par<m, and
di is a positive integer determined by:
{
d ∈ Z | i + d ∈ Wi
} = Zdi , where  is
the null root of the afﬁne Lie algebra g.
Theorem 2. The crystal B(mi ) of all LS paths of shape mi is, as a crystal, iso-
morphic to the tensor product Par<m ⊗B0(mi ) of the crystal Par<m above and the
crystal B0(mi ), where B0(mi ) is the connected component of B(mi ) containing
the straight line mi (t) := t (mi ), t ∈ [0, 1].
In [Kas3], Kashiwara studied level-zero extremal weight modules over the quan-
tum afﬁne algebra Uq(g) and their crystal bases, and also presented a conjecture
on the crystal structure of the crystal base B(mi ) of the extremal weight module
V (mi ) over Uq(g) of extremal weight mi (see [Kas3, Conjecture 13.2]). This
conjecture was ﬁrst proved independently by Beck [B] and Nakajima [N] for the
case where g is a symmetric, untwisted afﬁne Lie algebra, and then proved for the
general case by their joint work [BN]. Combining [BN, Theorem 4.16 (i)] due to
Beck and Nakajima with the theorem above and [NS, Corollary 5.3], we obtain the
following:
Corollary. The crystal B(mi ) of all LS paths of shape mi is, as a crystal, isomor-
phic to the crystal base B(mi ) of the extremal weight module V (mi ) over Uq(g)
of extremal weight mi .
This paper is organized as follows. In §1, we ﬁx our notation, and recall some basic
facts about afﬁne Lie algebras and path models. In §2, we prove the connectedness of
B(i ) (i.e., Theorem 1) and its corollary above. In §3, we study the crystal structure
of B(mi ), and then prove Theorem 2 and its corollary above.
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1. Preliminaries
1.1. Afﬁne Lie algebras
Let g be an afﬁne Lie algebra over the ﬁeld Q of rational numbers, and h its Cartan
subalgebra. Denote by  := {j}j∈I ⊂ h∗ := HomQ(h,Q) the set of simple roots,
and by ∨ := {hj}j∈I ⊂ h the set of simple coroots, where I = {0, 1, . . . , L} is
an index set for the simple roots. Throughout this paper, we use the numbering of the
simple roots as in [Kac, §4.8 and §6] (with L replacing ). Let
 =
∑
j∈I
ajj ∈ h∗ and c =
∑
j∈I
a∨j hj ∈ h (1.1.1)
be the null root and the canonical central element of g, respectively. Denote by W =
〈rj | j ∈ I 〉 the Weyl group of g, where rj ∈ GL(h∗) is the simple reﬂection in j for
j ∈ I .
Let j , j ∈ I , be the fundamental weights for the afﬁne Lie algebra g, i.e., j (hj ′) =
j,j ′ for j, j ′ ∈ I . We take (and ﬁx) an integral weight lattice P ⊂ h∗ that contains
all the simple roots j , j ∈ I , and fundamental weights j , j ∈ I . For each i ∈ I0 :=
I \ {0}, we deﬁne a level-zero fundamental weight i ∈ P by:
i = i − a∨i 0. (1.1.2)
Note that i (c) = 0 ; an integral weight  ∈ P is said to be level-zero if (c) = 0.
1.2. Path models
For a, b ∈ Q with a < b, we set [a, b]Q :=
{
t ∈ Q | a tb}, and write just
[a, b] for [a, b]Q to simplify the notation. A path is, by deﬁnition, a piecewise linear,
continuous map  : [0, 1] → Q ⊗Z P such that (0) = 0 and (1) ∈ P . Let P be the
set of all paths.
Remark 1.2.1. In [L1,L2,NS], two paths  and ′ are identiﬁed if there exist piecewise
linear, nondecreasing, surjective, continuous maps , ′ : [0, 1] → [0, 1] (reparametriza-
tions) such that  ◦  = ′ ◦ ′. However, this identiﬁcation is not essential for the
theory of path models. In fact, we can check that many of the results in [L2,NS], which
will be used in this paper, still hold without this identiﬁcation (adopt (3.2.1) below as
the deﬁnition of a concatenation of paths).
For a path  ∈ P and j ∈ I , we deﬁne
Hj (t) := ((t))(hj ) for t ∈ [0, 1],
mj := min
{
Hj (t) | t ∈ [0, 1]
}
.
(1.2.1)
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Let Pint be the subset of P consisting of all paths satisfying the following
condition:
(INT) For every j ∈ I , all local minimums of Hj (t) are integers (cf. [L2, Lemma
4.5 (d)]).
Remark 1.2.2. (1) It is obvious that for every  ∈ Pint and j ∈ I , mj is a nonpositive
integer, since (0) = 0. Furthermore, it readily follows that Hj (1)−mj is a nonnegative
integer, since (1) ∈ P is an integral weight and mj is the minimal value of Hj (t).
(2) The condition (INT) is satisﬁed by all paths used in this paper, such as LS paths
and concatenations of them (see §1.4 and §3.2 below).
In [L2, §1], Littelmann introduced root operators ej : P ∪ {	} → P ∪ {	} and
fj : P ∪ {	} → P ∪ {	} for j ∈ I , where 	 is an extra element, which corresponds to
the 0 in the theory of crystals (cf. [Kas2, §7.2]; by convention, ej	 = fj	 = 	). Then
he proved in [L2, §2] that the set P of all paths together with the root operators ej
and fj , j ∈ I , has a natural crystal structure. Here we give the description of ej ∈ P
and fj ∈ P for  ∈ Pint (see also [L1, §1]); as mentioned in Remark 1.2.2 (2), all
paths used in this paper are elements of Pint. Let  ∈ Pint and j ∈ I . Then, ej ∈ P
is given as follows (see Remark 1.2.2 (1)): If mj = 0, then ej = 	. If mj  − 1, then
(ej)(t) =
⎧⎪⎪⎨⎪⎪⎩
(t) if 0 t t0,
(t0) + rj ((t) − (t0)) if t0 t t1,
(t) + j if t1 t1,
(1.2.2)
where we set
t1 := min
{
t ∈ [0, 1] | Hj (t) = mj
}
,
t0 := max
{
t ′ ∈ [0, t1] | Hj (t)mj + 1 for all t ∈ [0, t ′]
}
.
(1.2.3)
Similarly, fj ∈ P is given as follows (see Remark 1.2.2 (1)): If Hj (1)−mj = 0, then
fj = 	. If Hj (1) − mj 1, then
(fj)(t) =
⎧⎪⎪⎨⎪⎪⎩
(t) if 0 t t0,
(t0) + rj ((t) − (t0)) if t0 t t1,
(t) − j if t1 t1,
(1.2.4)
where we set
t0 := max
{
t ∈ [0, 1] | Hj (t) = mj
}
,
t1 := min
{
t ′ ∈ [t0, 1] | Hj (t)mj + 1 for all t ∈ [t ′, 1]
}
.
(1.2.5)
S. Naito, D. Sagaki /Advances in Mathematics 200 (2006) 102–124 107
Theorem 1.2.3 (Littelmann [L2, §2]). Let B be a subset of Pint such that the set
B ∪ {	} is stable under the action of the root operators ej and fj for all j ∈ I . We
deﬁne ⎧⎪⎨⎪⎩
wt() := (1) f or  ∈ B,
εj () := max
{
n0 | enj = 	
}
f or  ∈ B and j ∈ I,
j () := max
{
n0 | f nj  = 	
}
f or  ∈ B and j ∈ I.
(1.2.6)
Then, the set B together with the root operators and the maps above is a crystal in
the sense of [Kas2, §7.2]. Moreover, we have εj () = −mj , and j () = Hj (1)−mjfor  ∈ B and j ∈ I .
1.3. Weyl group action
Let B be a subset of Pint such that the set B ∪ {	} is stable under the action of the
root operators ej and fj for all j ∈ I . For each j ∈ I , we deﬁne Sj : B → B by:
Sj =
{
f nj  if n := Hj (1)0
e−nj  if n := Hj (1) < 0
for  ∈ B.
Theorem 1.3.1 (Littelmann [L2, Theorem 8.1]). Let B be a subset of Pint such that
the set B ∪ {	} is stable under the action of all the root operators. Then, there exists
a unique action S : W → Bij(B), w → Sw, of the Weyl group W on the set B such
that Srj = Sj for all j ∈ I , where Bij(B) is the group of all bijections from the set B
to itself. Moreover, we have (Sw)(1) = w((1)) for w ∈ W and  ∈ B.
1.4. Lakshmibai–Seshadri paths
In this subsection, we recall the deﬁnition of Lakshmibai–Seshadri paths from [L2,
§4]. For a positive real root 
, we denote by r
 the reﬂection of h∗ in 
, and by 
∨
the dual real root of 
.
Deﬁnition 1.4.1. Let  ∈ P be an integral weight. For ,  ∈ W, we write  if
there exist a sequence  = 0, 1, . . . , r =  of elements in W and a sequence

1, . . . , 
r of positive real roots such that k = r
k (k−1) and k−1(
∨k ) < 0 for
k = 1, 2, . . . , r . Then the sequence 0, 1, . . . , r above is called a chain for (, ).
If , then we deﬁne dist(, ) to be the maximal length r of all possible chains for
(, ).
For ,  ∈ W, we write  >  if  and  = .
Remark 1.4.2. Let  ∈ P , and ,  ∈ W such that  >  and dist(, ) = 1. Let 

be a positive real root corresponding to the chain  = 0, 1 =  for (, ). Then, by
Lemma 2.1.4 below, r() =  for some positive real root  (if and) only if 
 = .
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We see from the remark above that the following deﬁnition of a-chains is equivalent
to that in [L2, §4].
Deﬁnition 1.4.3. Let  ∈ P , ,  ∈ W with  > , and 0 < a < 1 a rational
number. An a-chain for (, ) is, by deﬁnition, a sequence  = 0 > 1 > · · · >
r =  of elements in W such that dist(k−1, k) = 1 and ak−1(
∨k ) ∈ Z<0 for
all k = 1, 2, . . . , r , where 
k is the positive real root corresponding to the chain for
(k−1, k).
Deﬁnition 1.4.4. Let  ∈ P , and let ( ; a) be a pair of a sequence  : 1 > 2 >
· · · > s of elements in W and a sequence a : 0 = a0 < a1 < · · · < as = 1 of rational
numbers. The pair ( ; a) is called a Lakshmibai–Seshadri path (LS path for short) of
shape , if for every k = 1, 2, . . . , s − 1, there exists an ak-chain for (k, k+1). We
denote by B() the set of all LS paths of shape .
Let  = (1, 2, . . . , s ; a0, a1, . . . , as) be a pair of a sequence 1, 2, . . . , s ∈ P
of integral weights and a sequence 0 = a0 < a1 < · · · < as = 1 of rational numbers.
We associate to the pair  the following path:
(t) =
k−1∑
l=1
(al − al−1)l + (t − ak−1)k for ak−1 tak, 1ks. (1.4.1)
In this way, we can regard the set B() of all LS paths of shape  ∈ P as a subset
of P: B() ⊂ P. We know the following theorem from [L2, Lemma 4.5 (d) and
Corollary 2].
Theorem 1.4.5. The set B() is a subset of Pint, and the set B()∪{	} is stable under
the action of all the root operators.
Hence it follows from Theorem 1.2.3 that the set B() together with the root operators
and the maps deﬁned by (1.2.6) has a crystal structure. Furthermore, by Theorem 1.3.1,
there is a natural action of the Weyl group W on the set B().
Remark 1.4.6. From the deﬁnition of LS paths, it follows that  := ( ; 0, 1) ∈ B()
for all  ∈ W. Hence the B(), regarded as a subset of P by (1.4.1), contains the
straight line (t) = t, t ∈ [0, 1], for all  ∈ W.
Remark 1.4.7. In [L1,L2], Littelmann deﬁned an equivalence relation ∼ on the set
P by:  ∼ ′ if  is equal to ′ modulo reparametrization (see Remark 1.2.1), and
equipped the quotient set P/∼ with a crystal structure by deﬁning root operators on
it. Concerning this quotient set P/∼, a few remarks are in order:
(1) It can be shown that the restriction of the canonical projection PP/∼ to B()
is an injective, strict morphism of crystals for every integral weight  ∈ P . Thus,
B() can be regarded as a subcrystal of P/∼.
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(2) Similarly, we can regard the set B(i )∗m ⊂ P deﬁned in Proposition 3.2.1 below
as a subcrystal of P/∼ for each m1.
2. Crystal structure of (i)
2.1. Connectedness of B(i )
The aim of this subsection is to prove the following theorem.
Theorem 2.1.1. The crystal graph of the crystal B(i ) of all LS paths of shape i is
connected. In particular, the set B0(i ) in [NS, Theorem 5.1], which is the connected
component of P containing the straight line i (t) := ti , t ∈ [0, 1], is equal to B(i ).
In order to prove the theorem above, we need some lemmas. The next lemma
immediately follows from [AK, Lemma 1.4].
Lemma 2.1.2. Let  ∈ Wi . Then, there exist j1, j2, . . . , jn ∈ I such that
(1) (rjk−1rjk−2 · · · rj1())(hjk ) > 0 for all k = 1, 2, . . . , n;
(2) rjnrjn−1 · · · rj1() = i + d for some d ∈ Z, where  ∈ h∗ is the null root of g.
For  ∈ B(i ) and j ∈ I , we set emaxj  := e
εj ()
j  and f
max
j  := f
j ()
j .
Lemma 2.1.3. Let  = (1, 2, . . . , s ; a) ∈ B(i ) be an LS path of shape i .
Assume that s(hj ) > 0 for some j ∈ I . If we write fmaxj  ∈ B(i ) as: fmaxj  =
(′1, ′2, . . . , ′s′ ; a′) ∈ B(i ), then we have ′s′ = rj (s). Namely, the ﬁnal direction
′
s′ of fmaxj  is given by rj (s).
Proof. Let ′ := fmaxj . We deduce from [L2, Proposition 4.7] that the ﬁnal direction
′
s′ of 
′ is equal either to s or to rj (s). Suppose that ′s′ = s . Since ′s′(hj ) =
s(hj ) > 0 by assumption, it follows that H
′
j (1) > m
′
j . But, since an LS path
satisﬁes the condition (INT) by Theorem 1.4.5, H′j (1) − m
′
j is a nonnegative integer
(see Remark 1.2.2). Therefore, we get H′j (1) − m
′
j 1, and hence j (′)1 by
Theorem 1.2.3. This implies that fj′ = 	, which contradicts the deﬁnition of ′ =
fmaxj . Thus we obtain 
′
s′ = rj (s). 
Lemma 2.1.4. Let  ∈ h∗, and let 
,  be positive real roots. If r
() = r() = ,
then we have 
 = .
Proof. Since r
() = r() = , we see that (
∨), (∨) are nonzero, and (
∨)
 =
(∨), and hence that (

∨)
(∨) 
 = . But, since 
 and  are positive real roots, it follows
that (

∨)
(∨) = 1, i.e., 
 = . 
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Lemma 2.1.5. Let i+d ∈ Wi with d ∈ Z, and let  ∈ Wi with  > i+d. Then,
for any rational number 0 < a < 1, there does not exist an a-chain for (,i + d).
Proof. Fix a rational number 0 < a < 1. By the deﬁnition of a-chains (see Deﬁni-
tion 1.4.3), it sufﬁces to show that there does not exist  ∈ Wi with  > i + d
such that dist(,i + d) = 1 and a(
∨) ∈ Z, where 
 is the positive real root
corresponding to the a-chain for (,i +d). Suppose that there exists such  ∈ Wi .
Then we have r
() = i + d and (i + d)(
∨) = (r
())(
∨) = −(
∨) > 0 by
the deﬁnition of the ordering  on Wi (see Deﬁnition 1.4.1). In addition, we have
(i + d)(
∨) = (r
())(
∨) = −(
∨) ∈ a−1Z. Combining these, we get
(i + d)(
∨) ∈ a−1Z>0. (2.1.1)
First, we assume that g is not of type A(2)2L . Then, by [Kac, Proposition 6.3], 
 is
either of the form  + n for some  ∈ ◦+ and n ∈ Z0, or of the form − + n
for some  ∈ ◦+ and n ∈ Z1, where
◦
+ is the set of positive roots of the ﬁnite-
dimensional simple Lie subalgebra ◦g of g corresponding to the subset I0 = I \ {0}.
But, since (i + d)(
∨) > 0 by (2.1.1), the latter case cannot arise. So, it follows
that 
 =  + n for some  ∈ ◦+ and n ∈ Z0. If n1, then we deduce by simple
computation that
0 := , 1 := r(), 2 := r−+nr(), 3 := rr−+nr() = i + d
is a chain for (,i + d), with 
1 := , 
2 := − + n, 
3 :=  the corresponding
positive real roots (see Deﬁnition 1.4.1). This implies that dist(,i + d)3, which
is a contradiction. Thus we obtain that n = 0, and hence r
 = r ∈
◦
W , where
◦
W is
the subgroup of W generated by
{
rj | j ∈ I0
} (i.e., ◦W is the Weyl group of ◦g). Let
w ∈ ◦W be the shortest element such that
 = r
(i + d) = w(i + d)
and w = rj1rj2 · · · rjk a reduced expression of w ∈
◦
W (note that j1, j2, . . . , jk ∈ I0,
and that jk = i). Since i +d is a dominant integral weight with respect to the simple
coroots
{
hj
}
j∈I0 of
◦
g), we can easily check that
0 := , 1 := rj1(), 2 := rj2rj1(), . . . , k := rjk · · · rj2rj1() = i + d
is a chain for (,i +d), with 
1 := j1 , 
2 := j2 , . . . , 
k := jk the corresponding
positive real roots. This implies that dist(,i +d)k. But, since dist(,i +d) = 1
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by assumption, we conclude that k = 1, and hence w = ri . Then it follows from
Lemma 2.1.4 that 
 = i . Thus, we obtain that (i + d)(
∨) = (i + d)(hi) = 1 /∈
a−1Z>0, which contradicts (2.1.1). This proves the lemma in the case where g is not
of type A(2)2L .
Next, we assume that g is of type A(2)2L . By [Kac, Proposition 6.3] and the inequality
(2.1.1), 
 is either of the form + n for some  ∈ ◦+ and n ∈ Z0, or of the form
1
2 ( + (2n − 1)) for some  ∈
◦
+ and n ∈ Z1. In the same way as above, we can
show that the former case cannot arise. So, it follows that 
 = 12 ( + (2n − 1)) for
some  ∈ ◦+ and n ∈ Z1. Now we see easily that
0 := , 1 := r(), 2 := rr(), 3 := rrr() = i + d,
is a chain for (,i +d), where  := 12 (−+(2n−1)). This implies that dist(,i +
d)3, which is again a contradiction. Thus we have proved the lemma. 
Proof of Theorem 2.1.1. It sufﬁces to prove that every element  ∈ B(i ) is connected
to the straight line i = (i ; 0, 1) in the crystal graph (see Remark 1.4.6). Let us write
 ∈ B(i ) as:  = (1, 2, . . . , s ; a). By Lemma 2.1.2, there exist j1, j2, . . . , jn ∈ I
such that
(1) (rjk−1rjk−2 · · · rj1(s))(hjk ) > 0 for all k = 1, 2, . . . , n;
(2) rjnrjn−1 · · · rj1(s) = i + d for some d ∈ Z.
We set ′ := fmaxjn fmaxjn−1 · · · fmaxj1 . By successive applications of Lemma 2.1.3, we
deduce that the ﬁnal direction of ′ is equal to rjnrjn−1 · · · rj1(s) = i + d. Then
it follows from Lemma 2.1.5 and the deﬁnition of LS paths (see Deﬁnition 1.4.4)
that ′ is the straight line (i + d ; 0, 1). Note that there exists w ∈ W such that
w(i + d) = i , since i + d ∈ Wi . Then, using [GL, Lemma 5.2], we deduce
that Sw′ = i , which completes the proof of the theorem. 
2.2. Relation to the crystal base B(i )
Let Uq(g) be the quantized universal enveloping algebra of the afﬁne Lie algebra g
over the ﬁeld Q(q) of rational functions in q. For an integral weight  ∈ P , we denote
by V () the extremal weight module over Uq(g) of extremal weight , which is an
integrable Uq(g)-module introduced by Kashiwara [Kas1, §8] as a natural generaliza-
tion of an integrable highest (or lowest) weight Uq(g)-module. We know from [Kas1,
Proposition 8.2.2] that the extremal weight module V () has a crystal base, denoted
by B().
Now, by combining Theorem 2.1.1 with the main result of our previous work [NS,
Theorem 5.1], we obtain the following:
Corollary 2.2.1. The crystal B(i ) of all LS paths of shape i is, as a crystal, iso-
morphic to the crystal base B(i ) of the extremal weight module V (i ) over Uq(g)
of extremal weight i .
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3. Crystal structure of (mi)
3.1. Main result
Let Par<m be the set of all partitions of length (i.e., number of parts) strictly less
than m. For each  ∈ Par<m of the form (k1, k2, . . . , km−1) with k1k2 · · · km−1
0, we denote by || the weight of , i.e., || := k1 + k2 + · · ·+ km−1. We can deﬁne
a crystal structure on Par<m as follows:⎧⎪⎨⎪⎩
ej = fj = 0 for all  ∈ Par<m and j ∈ I,
εj () = j () = 0 for all  ∈ Par<m and j ∈ I,
wt() = −||di for  ∈ Par<m,
where the 0 (= ej = fj) is an extra element, which is not contained in Par<m, and
di is a positive integer determined by:{
d ∈ Z | i + d ∈ Wi
} = Zdi. (3.1.1)
Our main result of this paper is the following:
Theorem 3.1.1. The crystal B(mi ) of all LS paths of shape mi is, as a crystal,
isomorphic to the tensor product Par<m ⊗B0(mi ) of the crystals Par<m and B0(mi ),
where B0(mi ) is the connected component of B(mi ) containing the straight line
mi (t) := t (mi ), t ∈ [0, 1].
The rest of this section is devoted to the proof of Theorem 3.1.1.
3.2. Concatenations
Fix a positive integer m ∈ Z. For m paths 1, 2, . . . , m ∈ P, we deﬁne a con-
catenation 1 ∗ 2 ∗ · · · ∗ m ∈ P of them by (cf. [L2, §1]):
(1 ∗ 2 ∗ · · · ∗ m)(t) =
k−1∑
l=1
l (1) + k(mt − k + 1)
for
k − 1
m
 t k
m
, 1km. (3.2.1)
The proof of the following proposition can easily be reduced to that of [L2, Lemma
2.7], where the case m = 2 is treated.
Proposition 3.2.1. We set
B(i )
∗m := {1 ∗ 2 ∗ · · · ∗ m | k ∈ B(i ) f or k = 1, 2, . . . , m}. (3.2.2)
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Then, B(i )∗m is a subset of Pint, and the set B(i )∗m ∪{	} is stable under the action
of all the root operators.
Proposition 3.2.2. The set B(mi ) of all LS paths of shape mi is a subset (and
hence a subcrystal) of B(i )∗m consisting of elements of the form 1 ∗ 2 ∗ · · · ∗ m
satisfying the following condition: k,skk+1,1 in Wi for each k = 1, 2, . . . , m− 1,
where we write k ∈ B(i ) as: k = (k,1, k,2, . . . , k,sk ; ak,0, ak,1, . . . , ak,sk ) for
k = 1, 2, . . . , m.
In order to prove the proposition above, we need some lemmas.
Lemma 3.2.3. Let ,  ∈ Wi . Then, m > m in W(mi ) and dist(m,m) = 1 if
and only if  >  in Wi and dist(, ) = 1.
Proof. We see by simple computation that  = 0, 1, . . . , r =  is a chain for
(, ) with the corresponding positive real roots 
1, 
2, . . . , 
r if and only if m =
m0, m1, . . . , mr = m is a chain for (m,m) with the corresponding positive real
roots 
1, 
2, . . . , 
r . Hence the assertion of the lemma immediately follows. 
Lemma 3.2.4. Let ,  ∈ Wi , and let k−1m < a < km be a rational number, where k
is a ﬁxed integer between 1 and m. Assume that m > m in W(mi ), and that there
exists an a-chain for (m, m). Then there exists an (ma − k + 1)-chain for (, ).
Proof. Let m = m0 > m1 > · · · > mr = m be an a-chain for (m, m),
where l ∈ Wi for l = 1, 2, . . . , r , and let 
1, 
2, . . . , 
r be the positive real roots
corresponding to this a-chain. Then we deduce from Lemma 3.2.3 that
 = 0 > 1 > · · · > r =  (3.2.3)
in Wi , and dist(l−1, l ) = 1 for all l = 1, 2, . . . , r . But, since a(ml−1)(
∨l ) ∈ Z,
and l−1 ∈ Wi is an integral weight, we have
(ma − k + 1)l−1(
∨l ) = a(ml−1(
∨l )) − (k − 1)l−1(
∨l ) ∈ Z
for all l = 1, 2, . . . , r . Hence it follows that sequence (3.2.3) is an (ma− k+1)-chain
for (, ), with 
1, 
2, . . . , 
r the corresponding positive real roots. This proves the
lemma. 
We can prove the following lemma in the same way as lemmas above.
Lemma 3.2.5. (1) Let ,  ∈ Wi , and let 0 < a < 1 be a rational number. If there
exists an a-chain for (, ), then for each 1km− 1, there exists some ( a+k
m
)
-chain
for (m, m).
(2) Let ,  ∈ Wi with  > . For each 1km− 1, there exists some
(
k
m
)
-chain
for (m, m).
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Proof of Proposition 3.2.2. Let  = (1, 2, . . . , s ; a0, a1, . . . , as) ∈ B(mi ). We
“divide” the path  into m paths k , k = 1, 2, . . . , m, as follows: k(t) = ( t+k−1m )−
( k−1
m
), t ∈ [0, 1]. It readily follows from deﬁnition (3.2.1) that  = 1 ∗ 2 ∗ · · · ∗ m.
We will show that each k is an LS path of shape i for k = 1, 2, . . . , m. For
simplicity, we give a proof only for the case where m = 2 (the proof for the general
case is similar). If there exists 0s1s such that as1 = 12 , then 1 and 2 are given
as:
1 =
(
1
2
1,
1
2
2, . . . ,
1
2
s1 ; 2a0, 2a1, . . . , 2as1
)
,
2 =
(
1
2
s1+1,
1
2
s1+2, . . . ,
1
2
s ; 2as1 − 1, 2as1+1 − 1, . . . , 2as − 1
)
.
If as1−1 < 12 < as1 for some 1s1s, then 1 and 2 are given as:
1 =
(
1
2
1,
1
2
2, . . . ,
1
2
s1 ; 2a0, 2a1, . . . , 2as1−1, 1
)
,
2 =
(
1
2
s1 ,
1
2
s1+1,
1
2
s1+2, . . . ,
1
2
s ; 0, 2as1 − 1, 2as1+1 − 1, . . . , 2as − 1
)
.
In both cases, we deduce from Lemmas 3.2.3 and 3.2.4 that 1 and 2 are LS paths
of shape i , and that the ﬁnal direction of 1 is greater than or equal to the initial
direction of 2.
Conversely, let k = (k,1, k,2, . . . , k,sk ; ak,0, ak,1, . . . , ak,sk ), k = 1, 2, . . . , m,
be elements of B(i ) such that k,skk+1,1 for each k = 1, 2, . . . , m − 1. We will
show that the path  := 1 ∗ 2 ∗ · · · ∗ m is an LS path of shape mi . As above, we
give a proof only for the case where m = 2. Then, the path  = 1 ∗ 2 is given as
follows: If 1,s1 = 2,1, then
 =
(
21,1, . . . , 21,s1 , 22,2, . . . , 22,s2 ;
a1,0
2
, . . . ,
a1,s1−1
2
,
a2,1 + 1
2
, . . . ,
a2,s2 + 1
2
)
.
If 1,s1 > 2,1, then
 =
(
21,1, . . . , 21,s1 , 22,1, . . . , 22,s2 ;
a1,0
2
, . . . ,
a1,s1
2
,
a2,1 + 1
2
, . . . ,
a2,s2 + 1
2
)
.
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In both cases, we deduce from Lemmas 3.2.3 and 3.2.5 that  is an LS path of shape
2i . This completes the proof of the proposition. 
Lemma 3.2.6. Let k1, k2, . . . , km ∈ Z. The path i−k1di∗i−k2di∗· · ·∗i−kmdi ∈
B(i )∗m is contained in B(mi ) if and only if k1k2 · · · km, where (t) := t,
t ∈ [0, 1], for each integral weight  ∈ P .
Proof. Here we remark that i−kdi = (i − kdi ; 0, 1) ∈ B(i ) for all k ∈ Z,
since i − kdi ∈ Wi by the deﬁnition of di (see Remark 1.4.6). Therefore, by
Proposition 3.2.2, it sufﬁces to show that i − pdii − qdi if and only if pq.
It follows from Deﬁnition 1.4.1 that −  ∈ Q+ :=∑j∈I Z0j if . Hence it is
obvious that i − pdii − qdi implies pq.
Let us show the converse by induction on p − q. If p − q = 0, then the assertion is
obvious. So, we assume that p − q > 0. Suppose ﬁrst that g is not of type A(2)2L . By
[Kas3, (4.10)] and the comment just after [Kas3, (5.6)], 
 := −i + di and  := i
are positive real roots. Then we can easily check that
i − pdi, r
(i − pdi), rr
(i − pdi) = i − (p − 1)di
is a chain for (i −pdi,i −(p−1)di). Hence we have i −pdi > i −(p−1)di.
But, by the inductive assumption, we have i − (p − 1)di > i − qdi. Combining
these, we obtain i − pdi > i − qdi. Next we suppose that g is of type A(2)2L . If
the simple root i (corresponding to i) is not the longest simple root of g (i.e., if
i =  in the notation of [Kac, Chapter 4, Table Aff 2], with “L” replacing “”), then
the assertion can be shown in exactly the same way as above. If i is the longest
simple root (i.e., if i = L), then we know from the comment just after [Kas3, (5.6)]
that di = 1, and from [Kac, Proposition 6.3] that 
 := 12 (−i + ) and  := i are
positive real roots. Then we see that
i − p, r
(i − p), rr
(i − p) = i − (p − 1)
is a chain for (i −p,i − (p− 1)), and hence that i −p > i − (p− 1). Now,
using the inductive assumption as above, we obtain i − p > i − q. This proves
the lemma. 
For a partition  in Par<m of the form (k1, k2, . . . , km−1) with k1k2 · · · km−1
0, we denote by B(mi ) the connected component of B(i )∗m containing the
path i−k1di ∗ · · · ∗ i−km−1di ∗ i . The next proposition immediately follows from
Lemma 3.2.6.
Proposition 3.2.7. The connected component B(mi ) is contained in B(mi ) for all
 ∈ Par<m.
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3.3. Path models with weights in Pcl
We can easily verify the following lemma by using the deﬁnition of root operators.
Lemma 3.3.1. Let , ′ ∈ P. Assume that there exists a piecewise linear, continuous
function F : [0, 1] → Q with F(0) = 0 such that (t) = ′(t)+F(t) for all t ∈ [0, 1].
Then, we have for all j ∈ I and t ∈ [0, 1],
(ej)(t) = (ej′)(t) + F(t) and (fj)(t) = (fj′)(t) + F(t).
Here, 	+ F(t) is understood to be 	 for t ∈ [0, 1].
Now, we recall the notion of a U ′q(g)-crystal from [AK, §1], [Kas3, §4]. We set
Pcl := P/(P ∩ Q). Let U ′q(g) be the quantized universal enveloping algebra of the
afﬁne Lie algebra g over Q(q) with Pcl as an integral weight lattice (see [Kas3, §4.2]).
We call a crystal with Pcl as an integral weight lattice a U ′q(g)-crystal (for the precise
deﬁnition of a U ′q(g)-crystal, see [Kas2, §7.2], where “P” should read “Pcl”). Also,
a U ′q(g)-crystal B is called a regular crystal if for every proper subset J of I, B is
isomorphic to the crystal base of an integrable U ′q(gJ )-module, where U ′q(gJ ) is the
subalgebra of U ′q(g) corresponding to the subset J of I (see [AK, §1.4]). Furthermore,
a regular crystal is said to be simple if it satisﬁes some additional conditions, for which
we refer the reader to [AK, Deﬁnition 1.7].
Denote by
cl : Q ⊗Z PQ ⊗Z Pcl (3.3.1)
the canonical projection. For each  ∈ P, we deﬁne a piecewise linear, continuous map
cl() : [0, 1] → Q ⊗Z Pcl by (cl())(t) := cl((t)) for t ∈ [0, 1]. Let B be a subset of
Pint such that the set B ∪ {	} is stable under all the root operators, such as B(mi )
and B(i )∗m, and set Bcl := cl(B). We can endow Bcl with a U ′q(g)-crystal structure
as follows: for cl() ∈ Bcl and j ∈ I , we deﬁne⎧⎪⎨⎪⎩
ej cl() := cl(ej), fj cl() := cl(fj),
εj (cl()) := εj (), j (cl()) := j (),
wt(cl()) := cl(wt()).
(3.3.2)
Here we set cl(	) := 	. Using Lemma 3.3.1, we can check that these maps are all
well-deﬁned, and that the set Bcl together with these maps is a U ′q(g)-crystal.
3.4. Regularity of B(mi )cl
In [NS, §5.3], we deﬁned a bijection zi : B(i ) → B(i ) by: (zi())(t) = (t)+tdi
for t ∈ [0, 1], and introduced an equivalence relation ∼ on B(i ) by:  ∼ ′ if  =
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zki (
′) for some k ∈ Z. We know the following from [NS, Proposition 5.8], [Kas3,
Theorem 5.17 (ii)].
Proposition 3.4.1. We set B′(i ) := B(i )/∼. Then, the quotient set B′(i ) has a
U ′q(g)-crystal structure induced from the crystal structure of B(i ). Moreover, B′(i )
is, as a U ′q(g)-crystal, isomorphic to the crystal base of a level-zero fundamental
U ′q(g)-module. In particular, B′(i ) is a simple crystal.
As mentioned in §3.3, the set B(i )cl := cl(B(i )) is endowed with a U ′q(g)-crystal
structure. Notice that we have a map q : B′(i ) → B(i )cl satisfying q ◦p = cl, where
p : B(i )B′(i ) is the canonical projection.
Proposition 3.4.2. The map q : B′(i ) → B(i )cl is an isomorphism between the
U ′q(g)-crystals B′(i ) and B(i )cl. In particular, B(i )cl is also a simple crystal.
Proof. From the deﬁnitions of U ′q(g)-crystal structures of B′(i ) and B(i )cl, it is
easily shown that q : B′(i ) → B(i )cl is a strict morphism (see [Kas1, §1.5]; we set
q(	) := 	). For example, let us check that q(ej b) = ej q(b) for all b ∈ B′(i ) and
j ∈ I . Let  ∈ B(i ) be a representative of b (i.e., p() = b). Then, since q ◦ p = cl,
we have cl() = q(b). Hence it follows that
q(ej b) = q(p(ej)) by the deﬁnition of ej on B′(i )
= cl(ej) since q ◦ p = cl
= ej q(b) by the deﬁnition of ej on B(i )cl.
Now it remains to prove that q : B′(i ) → B(i )cl is bijective. It is obvious by the
deﬁnition that q : B′(i ) → B(i )cl is surjective. Suppose that q is not injective. Then
there exist , ′ ∈ B(i ) such that p() = p(′) and cl() = cl(′). Since cl() =
cl(′), we deduce that (t) = ′(t) + F(t) for some piecewise linear, continuous
function F : [0, 1] → Q. Suppose that the path F(t), t ∈ [0, 1], is a straight line, i.e.,
that F(t) = tR, t ∈ [0, 1], for some R ∈ Q. Because the crystal graph of B(i ) is
connected by Theorem 2.1.1, there exist j1, j2, . . . , jn ∈ I such that xj1xj2 · · · xjn′ =
(i ; 0, 1), where xj is either ej or fj . Then, by successively applying Lemma 3.3.1,
we obtain
(xj1xj2 · · · xjn)(t) = (xj1xj2 · · · xjn′)(t) + F(t) (3.4.1)
and hence xj1xj2 · · · xjn = (i + R ; 0, 1). But, since xj1xj2 · · · xjn ∈ B(i ) by
Theorem 1.4.5, we have i+R ∈ Wi . Hence R ∈ Z, and R = R′di for some R′ ∈ Z.
So, we have (t) = ′(t)+tR′di, t ∈ [0, 1]. This implies that  ∼ ′, which contradicts
the assumption that p() = p(′). Thus, the path F(t), t ∈ [0, 1], is not a straight line.
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Let us write F(t) as:
F(t) =
k−1∑
l=1
(al − al−1)Rl + (t − ak−1)Rk for t ∈ [ak−1, ak], 1ks,
for some 0 = a0 < a1 < a2 < · · · < as = 1 and some R1, R2, . . . , Rs ∈ Q satisfying
Rk = Rk+1 for any k = 1, 2, . . . , s − 1 (note that s2). Then, by (3.4.1), we have
xj1xj2 · · · xjn = (i + R1, i + R2, . . . , i + Rs ; a0, a1, . . . , as).
Since xj1xj2 · · · xjn ∈ B(i ), it follows from the deﬁnition of LS paths that Rk ∈ Z,
Rk ∈ Zdi for all k = 1, 2, . . . , s, and that there exists an a1-chain for (i +R1, i +
R2). This contradicts Lemma 2.1.5. Thus we have proved the proposition. 
Lemma 3.4.3. For each m1, B(i )∗mcl := cl(B(i )∗m) is, as a U ′q(g)-crystal, iso-
morphic to the m-fold tensor product B(i )⊗mcl := B(i )cl ⊗ B(i )cl ⊗ · · · ⊗ B(i )cl
(m-times) of B(i )cl.
Proof. First we remark that cl(1 ∗ 2 ∗ · · · ∗ m) = cl(1) ∗ cl(2) ∗ · · · ∗ cl(m)
for 1, 2, . . . , m ∈ P, where the concatenation cl(1) ∗ cl(2) ∗ · · · ∗ cl(m) of the
“paths” cl(1), cl(2), . . . , cl(m) : [0, 1] → Q ⊗Z Pcl is deﬁned as in (3.2.1). Then,
the assertion of the lemma immediately follows from the deﬁnition (3.3.2) of the U ′q(g)-
crystal structure of B(i )cl = cl(B(i )) and the fact that concatenations correspond to
tensor products also for this crystal. 
Proposition 3.4.4. For each m1, B(mi )cl is isomorphic to the tensor product
B(i )
⊗m
cl as a U
′
q(g)-crystal. In particular, B(mi )cl is simple, and hence regular.
Proof. We deduce from Proposition 3.2.2 that B(mi )cl := cl(B(mi )) is a subcrystal
of B(i )∗mcl := cl(B(i )∗m), and from Lemma 3.4.3 that B(i )∗mcl is isomorphic to the
tensor product B(i )⊗mcl . Hence B(mi )cl is (isomorphic to) a subcrystal of B(i )⊗mcl .
On the other hand, by [AK, Lemma 1.10] and Proposition 3.4.2, we see that B(i )⊗mcl is
simple. Since the crystal graph of a simple crystal is connected (see [AK, Lemma 1.9]),
and since B(mi )cl is (isomorphic to) a subcrystal of the simple crystal B(i )⊗mcl , we
conclude that B(mi )cl is isomorphic to the simple crystal B(i )⊗mcl as a U ′q(g)-crystal.
This proves the proposition. 
3.5. Extremal elements in B(mi )
Recall that there is a natural action of the Weyl group W on a path crystal (see
Theorem 1.3.1). In a similar way, we can deﬁne an action of the Weyl group W on a
regular (U ′q(g))-crystal. Let B be a regular (U ′q(g))-crystal. For each j ∈ I , we deﬁne
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Sj : B → B by:
Sjb =
{
f nj b if n := (wt b)(hj )0
e−nj b if n := (wt b)(hj ) < 0
for b ∈ B.
Here we set (cl())(hj ) := (hj ) for  ∈ P and j ∈ I ; this is well-deﬁned, since
(hj ) = 0 for all j ∈ I . Note that we have an action of the Weyl group W on Pcl
induced from that on P, since W = .
Theorem 3.5.1 (Kashiwara [Kas1, §7]). Let B be a regular crystal. Then, there exists
a unique action S : W → Bij(B), w → Sw, of the Weyl group W on the set B such
that Srj = Sj for all j ∈ I , where Bij(B) is the group of all bijections from the set B
to itself. In addition, we have wt(Swb) = w(wt(b)) for w ∈ W and b ∈ B.
Deﬁnition 3.5.2. Let B be either a subset of Pint such that the set B ∪ {	} is stable
under all the root operators, or a regular (U ′q(g))-crystal. An element b ∈ B is said to
be extremal, if for every w ∈ W , we have ejSwb = 	 or fjSwb = 	 for each j ∈ I .
The next lemma immediately follows from deﬁnition (3.3.2) of the U ′q(g)-crystal
structure of B(mi )cl.
Lemma 3.5.3. We have cl(Sw) = Sw(cl()) for all w ∈ W and  ∈ B(mi ). More-
over, an element  ∈ B(mi ) is extremal if and only if cl() ∈ B(mi )clB(i )⊗mcl
is extremal.
Lemma 3.5.4. (1) The path i−k1di ∗ · · · ∗ i−km−1di ∗ i is an extremal element
of B(mi ) for all k1, k2, . . . , km−1 ∈ Z such that k1k2 · · · km−10.(2) Each connected component of B(mi ) contains an extremal element.
(3) Let  ∈ B(mi ) be an extremal element. Then,  is in the Weyl group or-
bit of i−k1di ∗ · · · ∗ i−km−1di ∗ i for some k1, k2, . . . , km−1 ∈ Z such that
k1k2 · · · km−10.
Proof. (1) By induction on the length of w ∈ W , we can show that
Sw(i−k1di ∗ · · · ∗ i−km−1di ∗ i ) = w(i )−k1di ∗ · · · ∗ w(i )−km−1di ∗ w(i )
for all w ∈ W (cf. [GL, Lemma 5.2]). Now, part (1) immediately follows from this
equality and the deﬁnition of root operators.
(2) Let  ∈ B(mi ). Then it follows from Proposition 3.4.4 and [AK, Lemma 1.5]
that ej1ej2 · · · ejn cl() is extremal for some j1, j2, . . . , jn ∈ I . But, by deﬁnition
(3.3.2), we have
ej1ej2 · · · ejn cl() = cl(ej1ej2 · · · ejn).
Hence, by Lemma 3.5.3, ej1ej2 · · · ejn is also extremal. This proves part (2).
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(3) Recall that there is a natural action of the Weyl group W on the regular crystal
B(mi )cl (see Theorem 3.5.1). We ﬁrst prove the following:
Claim. Let b := b1 ⊗ b2 ⊗ · · · ⊗ bm be an extremal element of B(i )⊗mcl with
b1, b2, . . . , bm ∈ B(i )cl. If the weight wt(b) ∈ Pcl of b is contained in the dom-
inant Weyl chamber
◦
C := { ∈ Pcl | (hj )0 for all j ∈ I0} with respect to the
simple roots
{
j
}
j∈I0 of
◦
g, then we have b = cl(i )⊗m. Here,
◦
g is the Lie subalgebra
of g corresponding to the subset I0 = I \ {0}, which is a ﬁnite-dimensional simple Lie
algebra.
Proof of the claim. Here we remark that every extremal element of B(i )cl is in the
Weyl group orbit of cl(i ). Indeed, if cl() ∈ B(i )cl is extremal for  ∈ B(i ), then
by Lemma 3.5.3 (for the case m = 1),  is also an extremal element of B(i ). But,
because B(i ) is, as a crystal, isomorphic to the crystal base B(i ) of the extremal
weight module V (i ) over Uq(g) of extremal weight i by Corollary 2.2.1, we deduce
from [Kas3, Theorem 5.5] that  is in the Weyl group orbit of i , i.e., that  = Swi
for some w ∈ W . Then it follows from Lemma 3.5.3 that cl() = cl(Swi ) =
Sw(cl(i )).
We will prove the claim by induction on m. Assume ﬁrst that m = 1. As mentioned
above, we have b = Sw(cl(i )) for some w ∈ W . This implies that wt(b) = w(cl(i ))
by Theorem 3.5.1. But, by assumption, wt(b) and cl(i ) are both contained in the
dominant Weyl chamber
◦
C. Hence it follows that wt(b) = cl(i ) ∈ Pcl. Because
B(i )cl is, as a U ′q(g)-crystal, isomorphic to the crystal base of a level-zero fundamental
U ′q(g)-module (see Propositions 3.4.1 and 3.4.2), we deduce from [Kas3, Theorem 5.17
(iv)] that b = cl(i ). This proves the claim for the case m = 1.
Next we assume that m > 1. Since B(i )cl and B(i )⊗(m−1)cl are regular crystals,
it follows from [AK, Lemma 1.6(2)] that b1 and b2 ⊗ · · · ⊗ bm are also extremal. In
addition, we deduce from the proof of [AK, Lemma 1.6(2)] that both of the weights
of b1 and b2 ⊗ · · · ⊗ bm are elements of the dominant Weyl chamber
◦
C. Therefore, by
the inductive assumption, we get b1 = cl(i ) and b2 ⊗ · · · ⊗ bm = cl(i )⊗(m−1), and
hence b1 ⊗ b2 ⊗ · · · ⊗ bm = cl(i )⊗m. This completes the proof of the claim. 
Now, we return to the proof of part (3). Let  ∈ B(mi ) be an extremal element.
By Lemma 3.5.3, cl() ∈ B(mi )cl is also extremal. Note that there exists w ∈ W
such that wt(Sw(cl())) = w(wt(cl())) ∈ Pcl is contained in the dominant Weyl
chamber
◦
C. Let b1 ⊗ b2 ⊗ · · · ⊗ bm be the element of B(i )⊗mcl corresponding to the
Sw(cl()) ∈ B(mi )cl under the isomorphism B(mi )clB(i )⊗mcl (see Lemma 3.4.3
and Proposition 3.4.4). Then, clearly b1 ⊗ b2 ⊗ · · · ⊗ bm is an extremal element in
B(i )
⊗m
cl whose weight is contained in
◦
C. Therefore, by the claim above, we obtain
that b1 ⊗ b2 ⊗ · · · ⊗ bm = cl(i )⊗m, and hence Sw(cl()) = cl(∗mi ). Hence it follows
from Lemma 3.5.3 that
cl(Sw) = Sw(cl()) = cl(∗mi ).
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We note that by Proposition 3.2.2, the element Sw ∈ B(mi ) can be written in the
form: Sw = 1 ∗ 2 ∗ · · · ∗ m, where l ∈ B(i ) for 1 lm. Thus we obtain that
cl(Sw) = cl(1) ∗ cl(2) ∗ · · · ∗ cl(m)
= cl(∗mi ) = cl(i ) ∗ cl(i ) ∗ · · · ∗ cl(i ) (m-times)
and hence cl(l ) = cl(i ) for all 1 lm. On the other hand, it follows from
Lemma 2.1.5 and the deﬁnition of LS paths (see Deﬁnition 1.4.4) that if  ∈ B(i )
satisﬁes cl() = cl(i ), then  = i−kdi for some k ∈ Z. Applying this to the equal-
ity cl(l ) = cl(i ) for each 1 lm, we see that l = i−kldi for some kl ∈ Z,
and hence that
Sw = i−k1di ∗ i−k2di ∗ · · · ∗ i−kmdi,
where we have k1k2 · · · km by Lemma 3.2.6. If w′ ∈ W is chosen in such a way
that i + kmdi = w′(i ), then it follows (see the proof of part (1)) that
Sw′w = i−(k1−km)di ∗ i−(k2−km)di ∗ · · · ∗ i−(km−1−km)di ∗ i .
Thus, we have proved part (3). 
The following proposition immediately follows from Lemma 3.5.4.
Proposition 3.5.5. Each connected component of B(mi ) is equal to B(mi ) for
some  ∈ Par<m.
3.6. Connected components of B(mi )
Lemma 3.6.1. Let k1, k2, . . . , km−1 ∈ Z be such that k1k2 · · · km−10, and let
l1, l2, . . . , lm−1 ∈ Z be such that l1 l2 · · ·  lm−10. If there exists 1pm − 1
such that kp = lp, then i−k1di ∗· · ·∗i−km−1di ∗i is not connected to i−l1di ∗· · · ∗ i−lm−1di ∗ i in the crystal graph of B(mi ).
Proof. Take the maximal 1pm−1 such that kp = lp. We may assume that kp > lp.
Suppose that the assertion is false, i.e., that there exist j1, j2, . . . , jn ∈ I such that
xj1xj2 · · · xjn(i−k1di ∗ · · · ∗ i−km−1di ∗ i ) = i−l1di ∗ · · · ∗ i−lm−1di ∗ i ,
where xj is either ej or fj . Since the concatenation ∗mi := i ∗ i ∗ · · · ∗
i (m-times) is equal to mi , and hence is contained in B(mi ), we see that
xj1xj2 · · · xjn(∗mi ) is also contained in B(mi ). But, using Lemma 3.3.1,
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we deduce that
xj1xj2 · · · xjn(∗mi )
= xj1xj2 · · · xjn((i−k1di ∗ · · · ∗ i−km−1di ∗ i )+(k1di ∗ · · · ∗ km−1di ∗ 0))
= xj1xj2 · · · xjn(i−k1di ∗ · · · ∗ i−km−1di ∗ i ) + k1di ∗ · · · ∗ km−1di ∗ 0
= i−(l1−k1)di ∗ · · · ∗ i−(lp−1−kp−1)di ∗ i−(lp−kp)di ∗ ∗(m−p)i ,
where we have deﬁned a path 1 +2 ∈ P by: (1 +2)(t) := 1(t)+2(t), t ∈ [0, 1],
for two paths 1, 2 ∈ P. Since kp > lp and m − p1, we see from Lemma 3.2.6
that the extreme right-hand side is not contained in B(mi ), which is a contradiction.
This proves the lemma. 
From the lemma above, we obtain the following.
Proposition 3.6.2. Let ,  ∈ Par<m. If  = , then we have B(mi ) = B(mi ).
3.7. Proof of the main result
Proof of Theorem 3.1.1. From Propositions 3.2.7, 3.5.5, and 3.6.2, we conclude that
B(mi ) =
⊔
∈Par<m
B(mi ).
Here, using Lemma 3.3.1, we deduce that for each  ∈ Par<m, the crystal B(mi )
is isomorphic to the crystal B0(mi ), up to a shift of weight. Namely, we have a
bijection  : B(mi ) → B0(mi ) satisfying the following:
(i−k1di ∗ · · · ∗ i−km−1di ∗ i ) = ∗mi ,
(ej) = ej(), (fj) = fj() for all  ∈ B(mi ) and j ∈ I,
wt(()) = wt() + ||di for all  ∈ B(mi ).
Now, deﬁne a map  : B(mi ) → Par<m ⊗B0(mi ) for  ∈ Par<m by:
() = ⊗ () for  ∈ B(mi )
and then deﬁne a map  : B(mi ) → Par<m ⊗B0(mi ) by: () = () if
 ∈ B(mi ) for  ∈ Par<m. We can easily check that  is an isomorphism be-
tween the crystals B(mi ) and Par<m ⊗B0(mi ), thereby completing the proof of
Theorem 3.1.1. 
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3.8. Relation to the crystal base B(mi )
Here we use the notation of §2.2. For m1, we denote by B(mi ) the crystal
base of the extremal weight module V (mi ) over Uq(g) of extremal weight mi .
Let B0(mi ) be the connected component of the crystal base B(mi ) containing the
canonical extremal element umi (see [Kas3, §3.1]). We know from [NS, Corollary 5.3]
that the connected component B0(mi ) is, as a crystal, isomorphic to the connected
component B0(mi ) (see Remarks 1.2.1 and 1.4.7). Namely, B0(mi )B0(mi ) as
crystals.
On the other hand, we know from [BN, Theorem 4.16 (i)] that the crystal base
B(mi ) is, as a crystal, isomorphic to the tensor product Par<m ⊗B0(mi ). Therefore,
by combining these facts with Theorem 3.1.1, we obtain the following corollary.
Corollary 3.8.1. The crystal B(mi ) of all LS paths of shape mi is, as a crystal,
isomorphic to the crystal base B(mi ) of the extremal weight module V (mi ) over
Uq(g) of extremal weight mi .
3.9. Comments
In [GL], they studied the loop module V̂ (i;m) of fundamental type over Uq(g) in
the case where g is an untwisted afﬁne Lie algebra. Let V̂ (i;m)(k), 0km−1, be the
irreducible components of the loop module V̂ (i;m) (see [GL, §4.2]). They showed that
each V̂ (i;m)(k) admits a z-crystal base B̂(i;m)(k) for 0km−1, where z is an mth
primitive root of unity. Furthermore, they proved that for 0km − 1, the associated
crystal of B̂(i;m)(k) is, as a crystal, isomorphic to the connected component of P/∼
containing the straight line mi+k. Here we note that this connected component is
isomorphic to the connected component B0(mi + k) of B(mi + k) (which is
regarded as a subset of P) containing the straight line mi+k (see Remark 1.4.7).
If m = 1, then B̂(i;1)(0) is an ordinary crystal, which is isomorphic to B(i ) as
a crystal. In fact, we know from [Kas3, Theorem 5.17 (viii)] that the loop module
V̂ (i;1) = V̂ (i;1)(0) is isomorphic to the extremal weight module V (i ) (see also
the Introduction of [GL]).
On the other hand, if m2, then we can deduce that for k = 0, 1, . . . , m − 1:
(1) if k is divisible by di , then the crystal B(mi ) has inﬁnitely many connected
components isomorphic to B0(mi + k) as a crystal. Indeed, it is easy to see
that B(mi )B0(mi + k) as crystals if −|| ≡ k/di modm (however, any
connected component of B(mi ) does not agree with B0(mi + k) as a set of
paths unless k = 0);
(2) if k is not divisible by di , then any connected component of B(mi ) is not iso-
morphic to B0(mi + k) as a crystal.
Hence, it is likely that the loop module V̂ (i;m) does not coincide with the extremal
weight module V (mi ) for m2 (but, they are closely related to each other).
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