This article proposes large-scale convex optimization problems to be solved via saddle points of the standard Lagrangian. A recent approach for saddle point computation is specialized, by way of a speci c perturbation technique and unique scaling method, to convex optimization problems with di erentiable objective and constraint functions. In each iteration the update directions for primal and dual variables are determined by gradients of the Lagrangian. These gradients are evaluated at perturbed points which are generated from current points via auxiliary mappings. The resulting algorithm suits massively parallel computing. Sparsity can be exploited e ciently. Employing simulation of parallel computations, an experimental code embedded into GAMS is tested on two sets of nonlinear problems. The rst set arises from multi-stage stochastic optimization of the US energy economy. The second set consists of multi-currency bond portfolio problems. In such stochastic optimization problems the serial time appears approximatively proportional to the number of scenarios, while the parallel time seems independent of the number of scenarios. Thus, we observe that the serial time of our approach in comparison with Minos increases slower with the problem size. Consequently, for large problems with reasonable precision requirements, our method appears faster than Minos even in a serial computer.
Introduction
The objective of this article is to develop a parallel algorithm for solving large scale convex optimization problems speci ed as follows. Let x = (x j ) 2 R n and let f(x) be a convex and di erentiable function. Let g i (x), for i 2 L, be convex and di erentiable functions and g i (x), for i 2 E, be a ne functions, for nite index sets L and E. Denote g L (x) = (g i (x)) i2L , g E (x) = (g i (x)) i2E and g(x) = (g i (x)) 2 R m with m = jLj + jEj. Let vectors l u 2 R n de ne simple bounds on x. De ne X = fx 2 R n j l x ug, which may not be bounded. Assume that the gradients of f(x) and g i (x) are bounded on bounded subsets of X. Consider the following convex programming problem: min x2X f(x) (1.1) g L (x) 0 (1. (1:6) It is well known that if (x;ŷ) is such a saddle point, thenx andŷ are optimal solutions for (1.1)-(1.3) and (1.5); see e.g. Rockafellar 10] . Furthermore, under suitable constraint quali cations, such optimal solutions and saddle points are equivalent.
Recently Kallio and Ruszczy nski 5] proposed for linear programming an algorithm, which is interpreted as a procedure for nding the saddle point for the standard Lagrangian. The key of this iterative method is to calculate the directions based on gradients of the Lagrangian at perturbed points. This procedure was extended in 6] to a 1 class of saddle point problems, where the function L(x; y) is convex in x and concave in y, and nite in a closed and convex set X Y R n R m . Obviously, the saddle point problem (1.6) satis es such requirements. Therefore in principle, the perturbation method of 6] applies to convex optimization. In this article we shall develop suitable methods for perturbation and scaling in order to make such a method work e ciently in practice. Following Murtagh and Saunders 9], we think of the constraints (1.2) and (1.3) as a large-scale and sparse system, which does not necessarily possess other structural properties.
In Section 2, we shall specialize the perturbation method of 6] to the saddle point problem (1.6). In particular, we propose a simple and computationally e cient procedure for the perturbation. In Section 3, our computer implementation together with proposed scaling procedures is presented. This implementation is embedded into GAMS 1]. Finally, preliminary numerical experience is reported in Section 4 on two sets of nonlinear stochastic optimization problems: multi-stage optimization models of the US energy sector, and multi-currency bond portfolio optimization problems.
The method
The general idea of the saddle point algorithm 6] is, in each iteration, to adjust primal and dual variables in the directions of the gradients. The adjusted points obtained are subsequently projected onto feasibility sets X and Y . These gradients are evaluated at perturbed points rather than at the solution at hand at the beginning of the iteration. For the step size, a simple rule is given to guarantee convergence. We shall rst discuss the perturbation and propose mappings, which result in an e cient implementation. Thereafter, the algorithmic steps shall be stated. Finally, convergence of the convex optimization procedure is discussed.
The general aim of perturbation is to de ne mappings = (x; y) and = (x; y) so that the gap E(x; y) = L(x; ) ? L( ; y) (2:1) is positive. Unless (x; y) is a saddle point, such a mapping always exists. We decompose E(x; y) into E x (x; y) + E y (x; y) with E x (x; y) = L(x; y) ? L( ; y) (2:2) E y (x; y) = L(x; ) ? L(x; y) (2:3) As discussed in 6], there are many ways of specifying such perturbations. If the feasible sets X and Y are compacti ed, we may de ne (x; y) 2 arg min x2X L(x; y) (x; y) 2 arg max y2Y L(x; y):
To relax the boundedness requirements, some regularizing terms may be added in the above optimization problems. In any event, due to optimization, such a perturbation can be expensive.
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A more practical approach is obtained via gradient perturbation. Denote the gradients of L(x; y) by e x = r x L(x; y) and e y = r y L(x; y), and de ne the perturbations via gradient Consequently, if the perturbation is de ned by (2.4) and (2.5), then the gap E(x; y) becomes a concave and di erentiable function for in (0; ). In this interval, the Goldstein test (see e.g. 3], p. 27) will be applicable to determine a suitable stepsize for perturbation; see Lemma1 below. If the test fails, a simple and practical rule is to reduce the step size by a factor 1 ? , with 0 < < 1.
In general, the perturbation steps in (2.4)-(2.5) may be speci ed individually for each primal and dual variable. Thereby we may exploit the observation that L(x; y) is linear in y, and often in practice, linear in most of the primal variables x j as well. Besides, these step sizes may vary from one iteration to another in the saddle point algorithm. In the following, however, we shall restrict the discussion to the case where a single iteration dependent stepsize x is applied to all primal variables and another y is applied to the dual variables. In particular, we choose a constant step size y = to be applied to all dual variables. For primal variables, we search for a suitable step size x 2 0; ] employing the Goldstein test to E x (x; y) with a parameter ! 2 (0; 1). In a given iteration of the saddle point algorithm, the step size x found in the preceding iteration is rst upgraded by a factor 1 + and then projected in the interval ; ], where > 0 is a minimum initial value applied through all iterations. The resulting value x is employed to begin the search for a step size in the current iteration. Following this line of thought, the perturbation mapping for (x; y) is formalized as follows:
Perturbation Mapping Begin. Enter the perturbation routine with primal step size x > 0 and dual step size y = . Replace x by min ; max( ; (1 + ) x )]. Find e x and e y according to (2.6)-(2.7).
Trial. Determine (x; y) by (2.4) with step size = x , and (x; y) by (2.5) with step size = . Completion. Let ( ) = ( ; x; y) denote the gap E x (x; y) as a function of , and let 0 = 0 (x; y) be the right derivative of ( ) at = 0. If 0 = 0, set (x; y) = x. If 0 = 0 or if 0 > 0 and ( x ) ! x 0 (the Goldstein test), then the perturbation is completed. Otherwise, replace x by (1 ? ) x and return to Trial. 2 For convergence, the following result shall be employed: Lemma 1. The Perturbation Mapping satis es the following conditions:
1. The vectors (x; y) and (x; y) are bounded on bounded subsets of X Y .
2. E(x; y) 0 8(x; y) 2 X Y . 3. For every (x; y) 2 X Y , if there is a sequence (x k ; y k ) ! (x; y) such that E(x k ; y k ) ! 0, then (x; y) is a saddle point of L on X Y . Proof: Condition 1 follows directly from boundedness of perturbation steps sizes and from our assumption that the gradients rf(x) and rg i (x), for all i, are bounded over bounded subsets of X Y .
Observing the Goldstein test for primal perturbation, we have E x (x; y) = ( x ; x; y) ! x 0 (x; y), with 0 (x; y) = e T x r x L(x; y) 0. Thus, E x (x; y) 0, and E y (x; y) = ( y + g(x)] Y ? y)g(x) 0, so that E(x; y) = E x (x; y) + E y (x; y) 0, and Condition 2 follows. For Condition 3, let us assume the contrary: assume that ( x; y) is not a saddle point and (x k ; y k ) ! ( x; y) such that E(x k ; y k ) ! 0. For > 0, de ne closed neighborhoods B = f(x; y)j k(x ? x; y ? y)k g. If E y ( x; y) > 0, then by continuity of E y (x; y), inffE y (x; y)j(x; y) 2 B g > 0, for small enough > 0. As E(x; y) E y (x; y), we have a contradiction with E(x k ; y k ) ! 0.
If E y ( x; y) = 0, we shall show, that in a neighborhood B , 0 (x; y) as well as the step size x are bounded below by a positive numbers. This together with the Goldstein condition implies that there is > 0 such that E x (x; y) ! x 0 (x; y) > ; 8(x; y) 2 B ; a contradiction with E(x k ; y k ) ! 0.
As ( x; y) is not a saddle point, E y ( x; y) = 0 implies 0 ( x; y) > 0. In (2.6), the mapping e x : X Y ! R n is continuous in X Y and rf(x) is continuous in X. Therefore, 0 (x; y) = e T x r x L(x; y) is continuous in X Y . Consequently, for small enough > 0, inff 0 (x; y)j(x; y) 2 B g > 0. The method for nding a saddle point is now stated as follows: convergent to an optimal solution of (1.1)-(1.5).
Implementation
An experimental computer code has been developed on the basis of Section 2. We shall call our implementation Convex. The initial experiments indicate that scaling is crucial for an e cient implementation. We shall shortly discuss the dynamic scaling procedure in Convex. Data storage and computational steps shall be outlined thereafter. Finally, we discuss the linkage of Convex with GAMS 1] . At this point we wish to stress, that all steps in Convex have a great potential for parallelization: all primal and dual variables can be processed in parallel. Besides, sparsity can be exploited in communication as well. Therefore the approach is well suited for massively parallel computing. However, our preliminary tests with Convex shall be executed in a serial computer.
Scaling
The procedure employed in the linear programming code by Kallio where > 0 is a constant and operators H i and H j refer to harmonic means over i and j, for a ij nonzero. Also the factors G j and D i will be updated in the course of the iterations. We shall rst apply (3.1) and (3.2) for obtaining auxiliary factors. The factors employed for scaling in Convex are then obtained via exponential smoothing over iterations. Again, we employ 6 the weight for the auxiliary factors and 1 ? for the factors employed in the preceding iteration. For the rst iteration such initial values are set equal to a constant > 0.
The Data Structure As in Minos 9], the (potentially) nonzero data for the gradient c and the Jacobian A is stored columnwise accounting for sparsity. For the purpose of dual updates, the locations of nonzero elements of c and A are stored row-wise as well. Bounds l and u are stored as dense vectors.
Iterative Steps
We shall now outline the computations carried out by Convex. The algebraic steps are taken in scaled primal and dual spaces, while actual computations are carried out in the unscaled spaces. Thus problem data shall not be scaled, but appropriate factors are employed in the steps of the algorithm to account for scaling. The computational steps may now be speci ed as follows:
1. To begin the rst iteration, set all primal variables x j to a constant value x 0 and project onto the simple bounds. Set all dual variables y i to zero. Assign a constant value > 0 to all factors G j and D i . Set all reference quantities i and values j to a constant . Choose the update step size parameter 2 (0; 2), the perturbation step size parameters Linkage with GAMS GAMS (General Algebraic Modeling System) is a modeling language that enables end users to describe their convex optimization problems in a relatively clear and logical mathematical programming format, and then solve using a variety of industry standard solvers. GAMS becomes useful to optimization code developers by virtue of it being possible to attach any solver to GAMS and e ectively use GAMS as a problem generator and function evaluater. This frees the developers to concern themselves solely with the solver itself. This is what we did in order to easily assess our methods applicability to existing GAMS models, in particular the Global 2100 based multi-scenario energy/economic model of the US.
We a ected the linkage via a library of subroutines called cplib 2]. This library was originally designed to facilitate the connection of mixed nonlinear complementarity and variational inequality solvers to GAMS. With some minor modi cations to the library routines, though, the Convex optimization solver became compatible. The most important features of the library are the routines enabling the retrieval of function, gradient and Jacobian information (CPFUNF(.), CPSPRJ(.)). These features are used during each iteration of the algorithm, calculating the required gradients of the lagrangian function that provide the directions to the perturbed points and the gradients at the perturbed points themselves. The library routines also automatically handle such mundane but important tasks as the allocation of memory for the solvers core space, the passing back to GAMS of the state of the solution at solver termination, and the solution itself. A complete description of the library's capabilities can be obtained from 2].
A linkage like just described greatly broadens the set of test problems available for analysis. Of course, we have also implemented a version of Convex that runs in stand-alone mode, obtaining Jacobian and function evaluation information from separate subroutines, as in Minos.
Computational Tests
Convex was tested on two classes of problems. The rst one arises from the Global 2100 model by Manne and Richels 8] . Based on this model, Rosa 11] has developed a set of multi-stage stochastic optimization models for the US energy sector. The objective is to maximize the expected present value of a logarithmic utility function. The constraints include nonlinearities in production functions. In Table 1 , problems US1,...,US16E refer to these models. Names ending with a letter E refer to formulations with explicit nonanticipativity constraints (see 11]), while those ending with the letter C refer to condensed problems with the usual block-angular structure. Thereby problem pairs US4C-US4E, US8C-US84E and US16C-US16E are equivalent formulations. The numbers in names indicate the number of scenarios in the problem. Thus US1 is in fact a deterministic dynamic problem. The second set of test problems consists of two-stage optimization of multi-currency bond portfolios by Huoponen 4] Table 2 : Solution time (sec) of GAMS/Minos, for the problems US1,...,US16E, and of Minos 5.3, for problems B100,...,B5000. Serial time and unit e ort (sec), number of iterations and relative error in the optimal objective function using Convex. column and row. Table 2 shows the serial run time for Minos and Convex, as well as the unit e ort, iteration count and relative error in the optimal objective function value for Convex.
The general observation in these results is that the larger the problem, the more e cient Convex is relative to Minos. In a serial computer, for small problems, Convex is slower, but for the larger problems an adequate precision is found by Convex faster than by Minos. This conclusion holds even if Minos would be terminated at the precision achieved by Convex: the run time for Minos would then be reduced, but only by about one third. This may be explained as follows. Consider one of the problem sets and let s be the number of scenarios in a problem of this set. For Minos, the number of iterations increases proportionally with s and the work per iteration increases even faster. Thus the run time for Minos increases faster than s 2 . For Convex, the number of iterations appears roughly independent of s (with some exception) while the work per iteration increases proportionally with s. Consequently, the serial run time appears proportional to s, and the theoretical run time in a massively parallel computer is independent of s. In closing, we note that even in calculating the correct perturbation mapping, an expensive part of algorithm in terms of computational e ort, the backward step from the completion phase to the trial phase, which could conceivably cycle many times, usually only occurs once in two or more iterations in the problems we investigated.
Conclusions
A recent approach for saddle point computation 6] has been specialized to solve largescale convex optimization problems with di erentiable objective and constraint functions.
This iterative method proceeds in directions determined by gradients of the standard Lagrangian. Gradient evaluation takes place at perturbed points. A central topic in this article is to propose a perturbation procedure, which yields an e cient implementation in practical applications. In order to ensure e ciency, a scaling procedure was devised as well. The resulting method suits well to massively parallel computing.
An experimental code embedded into GAMS was tested in a serial computer on two sets of nonlinear problems: multi-stage stochastic optimization of the US energy economy, and multi-currency bond portfolio problems. These preliminary tests indicate that, for large problems with reasonable precision requirements, our method is faster than Minos. Thus the method can be very e cient for large problems, even in serial computing , but especially in parallel computing environments, where we can expect speedups of many orders of magnitude.
