We present the Photonic Recurrent Ising Sampler (PRIS), an algorithm tailored for photonic parallel networks, that can sample distributions of arbitrary Ising problems. The PRIS finds the ground state of general Ising problems and probes critical exponents of universality classes.
The difficulties encountered by conventional electronic architectures in solving large combinatorial problems motivates the development of novel computational architectures. There has been much effort recently in developing photonic networks that can exploit fundamental properties enshrined in the wave nature of light and of its interaction with matter: high-speed, low-power, optical passivity, and parallelization [1] , [2] . However, unleashing the true potential of photonic architectures requires the development of featured algorithms which largely exploit these fundamental properties. Here, we propose a probabilistic photonic implementation of a passive Recurrent Neural Network, able to model the arbitrary Ising-type Hamiltonian given by: (#) = − ( ) +, + , (.+,,.0 , where we equivalently denote a set of spins as ∈ −1, 1 0 or ∈ 0, 1 0 (with = 2 − 1), and is a × real symmetric matrix, with ++ = 0. We will refer to the eigenvalue decomposition of as = : , where is a unitary matrix. The proposed architecture of our photonic network is shown in Figure 1 : the spin state, encoded in the phase and amplitude of N parallel photonic signals, goes through a passive, recurrent photonic network. After a finite number of iterations, its probability distribution approximates that of a Gibbs distribution associated with a parametrizable Ising Hamiltonian. The spin state at time step t, (;) ∈ 0, 1 0 , first goes through a linear symmetric transformation decomposed in its eigenvalue form 2 = Sq ? : , where Sq ? is a diagonal matrix derived from . The signal is then fed into nonlinear optoelectronic domain, where it is perturbed by a Gaussian distribution of standard deviation (simulating noise present in the photonic implementation) and is imparted a nonlinear threshold function Th C (Th C = 1 if > θ, 0 otherwise). The signal is then recurrently fed back to the linear photonic domain, and the process repeats. We call this algorithm, which is tailored for a photonic implementation, the Photonic Recurrent Ising Sampler (PRIS) [3] . This simple recurrent loop can be readily implemented in the photonic domain (see Figure 1 ).
The long-time dynamics of the PRIS is described by an effective Hamiltonian which can be expanded, in the large noise approximation [3] , [4] . Here = 1 /( ) is analogous to the inverse temperature from statistical mechanics. When setting the PRIS matrix to be a modified square-root of we can map the effective Hamiltonian of the PRIS to the general Ising Hamiltonian.
We investigate the performance of the PRIS on finding the ground state of general Ising problems with two types of Ising models: (a) MAX-CUT graphs (all connections have a weight of −1 in the corresponding Ising model), which can be mapped to an instance of the unweighted MAX-CUT problem [5] and (b) spin glasses, whose connections are uniformly distributed in [−1, 1] (an example illustration of the latter is shown in Figure 2 (a)). Both families of models are computationally NP-hard problems, thus their computational complexity grows exponentially with the graph order N. The number of steps necessary to find the ground state with 99% probability, N iter,99% is shown in Figure 2 (b-c) for these two types of graphs. As the PRIS can be implemented with high-speed parallel photonic networks, the on-chip real time of a unit step can be less than a nanosecond [1] (and the initial setup time for a given Ising model is typically of the order of microseconds with thermal phase shifters). In such architectures, the PRIS would thus find ground states of arbitrary Ising linear photonic domain nonlinear optoelectronic domain optoelectronic recurrent feedback Figure 1 Operation principle of the PRIS. A photonic analog signal, encoding the current spin state, goes through transformations in linear photonic and nonlinear optoelectronic domains. The result of this transformation is recurrently fed back to the input of this passive photonic system. problems with graph orders ~ 100 within less than a millisecond. Interestingly, both classical and quantum optical Ising machines have exhibited limitations in their performance related to the graph density [2] , [6] . We observe that the PRIS is roughly insensitive to the graph density, when optimizing the noise level (see Figure 2(d) ).
Another interesting feature of the PRIS is its ability to probe Gibbs distribution of Ising Hamiltonians at arbitrary temperature levels, by tuning the noise present in the photonic system. This allows us to probe the critical exponents of the toy-model two-dimensional Ising model (Figure 2e , top) and the temperature-dependence of physical observables (Figure 2e, bottom) . In addition, we can study the scaling of the autocorrelation time, which characterizes the performance of the sampling algorithm, and benchmark the PRIS versus Metropolis-Hastings (MH), a conventional sampling algorithm. Both algorithms yield autocorrelation time critical exponents close to the theoretical value ( ~ 2.1) for the two-dimensional Ising model. However, the PRIS seems to perform better on denser models such as the infinite-range Ising model, where it yields a smaller autocorrelation time critical exponent. More significantly, the advantage of the PRIS resides in its possible implementation with parallel photonic networks, so that the computational complexity of a single step is ( ). The ability of the PRIS to detect phase transitions and probe critical exponents is particularly promising for the study of universality classes, as numerical simulations suffer from critical slowing down: the autocorrelation time grows exponentially at the critical point, thus making most samples too correlated to yield accurate estimates of physical observables. To conclude, we have presented the PRIS, a photonic-based technique able to efficiently sample Gibbs distributions associated with arbitrary Ising Hamiltonians. 
