On the use of normal forms in the propagation of random waves by de Suzzoni, Anne-Sophie
ar
X
iv
:1
30
7.
06
19
v1
  [
ma
th.
AP
]  
2 J
ul 
20
13
On the use of normal forms in the propagation of random
waves
Anne-Sophie de Suzzoni∗
July 1, 2018
Abstract
We consider the evolution of the correlations between the Fourier coeficients of a solution
of the Kamdostev-Petviavshvili II equation when these coefficients are initially independent
random variables. We use the structure of normal forms of the equation to prove that those
correlations remain small until times of order ε−5/3 or ε−2 depending on the quantity consid-
ered.
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1 Introduction
We consider the Kadomtsev-Petviashvili II equation with a small non linearity on the torus of
dimension 2, T2, that is
∂x
(
∂tu + ∂
3
xu + εu∂xu
)
+ ∂2yu = 0 (1)
with ε ≪ 1, when the initial datum u0 := u(t = 0) is a random variable with values in Hs.
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The main aim of this paper is to extend the result of [2] to longer times and lower regularity
on KP-II using a normal form version of this equation. But we require more integrability of the
initial datum in the probability space. Normal forms have often been used to obtain better time
scales in function of the size of the non linearity of a PDE (or equivalently, the size of the initial
datum), see, for instance, [3, 5].
The KP-II equation models shallow water waves in the approximation of long wave length in
the x direction, and when the surface tension is weak. It is known to be well-posed in Hs, s ≥ 0,
see [1].
Motivated by the notion of statistical equilibrium in the Physics literature, see [7, 8], and also
by [4], we assume that the Fourier coefficients of the initial datum u0 are independent from each
other and that their laws are invariant by multiplication by eiθ, for all θ. We recall that the statis-
tical equilibrium of a system modelled by the solution u(t) of a Hamiltonian equation is reached
when the expectations E(|un(t)|2) of the amplitudes to the square of the Fourier coefficients of u(t)
do not depend on time. This notion is introduced in [7].We are interested in the persistence of
the decorrelation between the Fourier coefficients of the solution. Indeed, to compute the random
variable corresponding to statistical equilibrium, the expectations of products of the Fourier coef-
ficients are approached by the products of the expectations. We want to know in which sense this
approximation is true. A reasonable choice of quantities to study this decorrelation would then be
the moments of the solution u, that is, writing
u =
∑
n∈Z2
un(t)ei(nx x+nyy) ,
these are defined for all p ∈ N and all (n1, . . . , np) ∈ Zp as
E
( p∏
i=1
uni(t)
)
where E is the expectation. However, the bigger p is, the more complex the computation seems
to be, thus we focus on p = 2 and p = 3. In [2], the authors considered p = 2, but we think that
adding the moments of order 3 (i.e. when p = 3) gives some insight regarding what happens when
p is not fixed, as the behaviour of the moments of order p is partially dictated by whether p is odd
or even. We comment this in the last subsection of this paper.
What we do is that we expand
E
(
unum
)
at order 3 in ε and
E
(
unumup
)
at order 2 in ε. We keep track of the dependence in time.
We denote by iωk the eigenvalue of −∂3x − ∂−1x ∂2y associated to the wavelength k = (k1, k2), that
is
ωk = k31 −
k22
k1
and by ∆k,ln the difference ωk + ωl − ωn when k + l = n. This quantity ∆k,ln is the frequency of the
three waves interaction k, l → k + l.
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Theorem 1. Fix s > 1. Let (gn)n∈N∗×Z a sequence of independent identically distributed random
variables whose law is invariant by multiplication by eiθ. Let (λn)n∈N∗×Z be a sequence of complex
numbers. Set
λ−n = λn and g−n = gn
such that
u0 =
∑
n∈Z∗×Z
gnλnei(nx x+nyy)
is real-valued. Assume that u0 belongs to L∞(Ω,Hs(T2)) and that its norm is fixed at 1. Call
u(t) =
∑
n
un(t)ei(nx x+nyy)
the solution of KP-II with initial datum u0.
The expansion in ε of E(unum) is given by
E(unum) = δmn |λn|2 + ε2Fn,m(t) + ε4R˜(n,m, t, ε)
with
Fn,n(t) = −n1E(|gn|2)2
∑
k+l=n
cos(∆k,ln t) − 1
(∆k,ln )2
(
k1|λn|2|λl|2 + l1|λn|2|λk |2 − n1|λk |2|λl|2
)
−n1(E(|gn|4) − 2E(|gn |2)2)
(
2n1
cos(∆−n,2nn t) − 1
(∆−n,2nn )2
|λn|4 −
δn/2∈N2
n1
2
cos(∆n/2,n/2n t) − 1
(∆n/2,n/2n )2
|λn/2 |4
)
.
and Fn,m(t) = 0 if n , m. Moreover, ∑
n,m
√
|n1m1||nm|s|Fn,m(t)|
is bounded uniformly in time and there exists T1 > 0 and ε1 > 0, such that for all ε ∈ [0, ε1[ and
all t ∈ [−T, T ], with T = T1ε−5/3,
|R˜(ε, n,m, t)| ≤ Cs(min(|n|, |m|))−s |t|(1 + |t|)7/5 .
Notice that when n , m
E
(
un(t)um(t)
)
is null up to third order, which gives some credit to the persistence of the decorrelation.
The term ε4R˜ is small as long as the time is a o(ε−5/3), and this is how we get longer times
than [2], in which the time scale is o(ε−1). But we can notice that the bound on the term of second
order in ε, ε2Fn,m(t) is uniform in time, hence this term is bounded by ε2. For the remainder to be
smaller than this term, and make the expansion in ε an actual expansion for the times we consider,
these times have to be at most o(ε−5/6). We can also remark that, according to [2], it appears that in
the case of an equation presenting resonances within the three waves interaction, that is, when ∆k,ln
can be 0, KP-I for instance, the expansion leads to terms of the type εn|t|n as long as t is of order
less than ε−1, which makes it an actual expansion for the natural time scale. This gives estimates
explaining why the non resonant terms are said to be negligible in the Physics literature.
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Besides, as we use a contraction argument we get the same regularity on the solution u and
the initial datum u0 which enables us to assume that s > 1 instead of s > 2. However, we have
to assume, in order to perform the contraction argument, that the initial datum is more integrable
than in [2], but it does not seem to contradict the assumptions made in the Physics literature.
In order to prove the theorem, we expand u into its three first Picard interactions
u = a + εb + ε2c + ε3d(ε)
where a is the solution of the linear equation
∂x(∂ta + ∂3xa) + ∂ya = 0
with initial datum u0, b is the solution of
∂x(∂tb + ∂3xb + a∂xa) + ∂yb = 0
with initial datum 0, c is the solution of
∂x(∂tc + ∂3xc + ∂x(ab)) + ∂2yc = 0
with initial datum 0 and d is what is left.
The structure of Fn,m(t) is derived from computations using the formulae giving a and b. The
estimates on the remainder R˜(n,m, t, ε) require to use normal forms. As in [6], we transform the
equation on u into an equation on v = u + εS (u, u) of the form
vt + Lv = ε2F(u, u, u)
where L is a linear map and F and S are multi linear maps. We estimate d by bounding the term
of order 3 in v.
The gain on time comes from bounds on the source term of the equation using normal forms
that are better (of size ε(1+ |t|)) than the one involved in the equation solved by d, which is of size
1 + |t|.
Nevertheless, the moments of order 3 contradicts the persistence of the decorrelation as it
should be null if the considered Fourier coefficients un, um and up are independent. But, regarding
their expansion, we get the following result.
Theorem 2. The expansion in ε of E(unumup) is given by
E(unumup) = εFn,m,p(t) + ε3R˜(n,m, p, t, ε)
with
Fn,m,p(t) = −1 − e
i(ωn+ωm+ωp)t
ωn + ωm + ωp
(
E(|gn|2)
(
n1|λm|2|λp|2 + m1|λp|2|λn|2 + p1|λn|2|λm|2
)
+
(E(|gn |4 − 2E(|gn |2)2)
(
δ
p
mm1|λm|4 + δnp p1|λp|4 + δmn n1|λn|4
))
.
when n + m + p = 0 and Fn,m,p(t) = 0 otherwise. Moreover,∑
n,m,p
√
|n1m1 p1||nmp|s|Fn,m,p(t)|
is bounded uniformly in time and there exist ε1 > 0 and T1 > 0 such that for all ε < ε1 and
t ∈ [−T, T ], with T = T1ε−2,
|R˜(ε, n,m, p, t)| ≤ Cs(min(|nm|, |mp|, |pn|))−s |t|(1 + |t|) .
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We do not treat p = 1 but the same computation as we will perform leads to the fact that the
mean value of un(t) is null up to order 2 in ε and the remainder term is bounded by Cs(1 + |t|)|t|.
What is more, if the norm of u0 is equal to µ instead of 1, by replacing u by v = uµ and applying
the theorem on v, we get that the estimates are valid until time T = T1(εµ)−5/3 or T = T1(εµ)−2
and R˜(n,m, t, ε) is bounded by Csµ2|t|(1 + |t|), and R˜(n,m, p, t, ε) is bounded by Csµ3|t|(1 + |t|).
Plan of the paper The paper is organized as follows.
In Section 2, we define the problem more precisely and we compute the derivatives in time of
Fn,m(t) and Fn,m,p(t).
In Section 3, we reduce KP-II thanks to the normal form technique and get a bound for d. The
main difference with [6] is that we need estimates independent from ε, and that we consider the
expansion of the reduction.
In Section 4, we prove the estimates on R˜(n,m, t, ε), R˜(n,m, p, t, ε), Fn,m(t), and Fn,m,p(t). At
the end of this section, we propose to compare the result to formally invariant measures, using
particular values for λn and gn. We then mention a possible form of the expansion of the moments
of higher order.
2 Expansion of the solution and formal computations
In this section, we start by defining the objects we compute, and stating the assumptions on the
initial datum. Then, we do the formal computations using the assumptions of independence and
invariance by rotation of the initial datum.
2.1 Definition of the problem and probabilistic assumptions on the initial datum
We consider the Cauchy problem associated to KP-II with a weak non linearity on the torus of
dimension 2, T2, that is :  ∂x
(
∂tu + ∂
3
xu + ε
1
2∂x(u2)
)
+ ∂2yu = 0
u(t = 0) = u0
. (2)
We suppose that ε ≪ 1 and that the initial datum is a random variable on a probability space
(Ω,A, P).
We assume that the mean value of the solution u along its first variable x is 0, as it is a property
preserved by the flow of KP-II. In other terms, we assume that the Fourier coefficients u(0,n2) of
the solution are zero and work on Sobolev spaces of functions satisfying this property.
Definition 2.1. We call Hs the topological space of functions u such that
∫
T
udx = 0, that u is real
valued, and induced by the norm :
‖
∑
n
une
inz‖Hs =
√∑
n1,0
|n|2s|un|2
with n = (n1, n2), z = (x, y), nz = n1x + n2y, |n| = |n1| + |n2| and where un is the Fourier coefficient
of u associated to the space frequency n.
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In this space, we can write (2) considering where the initial datum lives as{
∂tu + ∂
3
xu + ε
1
2∂x(u2) + ∂−1x ∂2yu = 0
u(t = 0) = u0 ∈ L∞(Ω,Hs) . (3)
Writing the solution u(t, x, y) = ∑n un(t)einz, we aim to develop the mean values
E(un(t)um(t)) , E(un(t)um(t)up(t)) (4)
where E is the expectation with regard to the probability space (Ω,A, P) in their different orders
in ε up to order 3 for the former one and 2 for the latter.
We make some assumptions on the initial datum u0. We assume that u0 can be written :
u0(x, y) =
∑
n1,0
λngneinz
where (λn) is a sequence of complex numbers and (gn) a sequence of random variables from Ω
to C. We assume that u0 belongs to L∞(Ω,Hs), with s > 1. To remain in a real framework, we
impose that
λ−n = λn , g−n = gn .
where −n = (−n1,−n2). Finally, we assume that the gn for n1 > 0 are all independent from each
other, have the same law and that this law is invariant by all the rotations, that is for all θ ∈ [0, 2pi],
eiθgn has the same law as gn.
Remark 2.1. It is common (when we do not have the L∞ assumption) to consider that the gn
should be complex centred and normalized Gaussian variables. In this case, gn can be written as
gn = hn + iln where hn and ln are real centred Gaussian variable independent from each other.
However, in the general case, if gn is separated in its real and imaginary parts as hn + iln, to
assume that hn and ln have the same law, are independent and invariant by multiplication by −1
will not guarantee that gn is invariant by rotation. Indeed, in this case the mean value of g4n is
equal to 2E(h4n) − 6E(h2n)2 instead of 0 if gn is invariant by rotation. The invariance by rotation is
a crucial ingredient in the formal computation done in the next subsections. This should explain
why we kept the complex structure of the solution instead of writing it in the basis obtained with
the sines and cosines.
We now explain how we intend to make the afore-mentioned expansions (4).
We expand u into its first Picard interactions, which means that we write
u = a + εb + ε2c + ε3d(ε)
where a is the solution of the linearised around 0 equation of KP-II
∂x
(
∂ta + ∂
3
xa
)
+ ∂2ya = 0
with initial datum u0, where b is the solution of
∂x
(
∂tb + ∂3xb +
1
2
∂x(a2)
)
+ ∂2yb = 0
with initial datum 0, c is the solution of
∂x
(
∂tc + ∂
3
xc + ∂x(ab)
)
+ ∂2yc = 0
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with initial datum 0 and d is what is left, which means that d is the solution of
∂x
(
∂td + ∂3xd +
1
2
∂x(b2 + 2ac + 2ε(bc + ad) + ε2(c2 + 2bd) + 2ε3cd + ε4d2)
)
+ ∂2yd = 0 (5)
with initial datum 0, hence depending on ε, unlike a, b and c.
We have explicit expressions of a, b and c depending on u0, which will enable us to do the
computations of the first orders in ε of E(unum) and E(unumup).
Let us give further notations.
We write ωn = n31 −
n22
n1
such that iωn is the eigenvalue of
L = −∂3x − ∂−1x ∂2y
associated to einz.
The flow of the equation ∂tu = Lu is then denoted by U(t) and we have
U(t)
∑
n
une
inz
 =∑
n
eiωntune
inz .
Hence, a is equal to U(t)u0 and its Fourier coefficient an is given by eiωntλngn.
It is known that KP-II present no resonances regarding three waves interaction in the sense of
the following proposition.
Proposition 2.2. For all k, l, n ∈ Z2 such that k1, l1 and n1 are different from zero and k + l = n,
we have that
|ωn − ωk − ωl| ≥ 3|n1k1l1| .
Proof. The proof is a straightforward computation. 
We then write ∆k,ln = ωk + ωl − ωn and use this notation to describe b.
Lemma 2.3. The order 1 in ε of the solution u of KP-II is
b(t) =
∑
n
bn(t)einz
where
bn(t) = −n12
∑
k+l=n
eiωnt
ei∆
k,l
n t − 1
∆
k,l
n
λkλlgkgl .
Proof. We write the equation satisfied by bn(t) :
˙bn(t) = iωnbn(t) − in12
∑
k+l=n
akal ,
and then replace akal by its value to get
˙bn(t) = iωnbn(t) − eiωnt in12
∑
k+l=n
ei∆
k,l
n tλkλlgkgl
with initial datum 0, which we integrate to get the result, as
bn(t)e−iωnt = − in12
∫ t
0
∑
k+l=n
ei∆
k,l
n t
′
λkλlgkgl .

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Lemma 2.4. The order 2 in ε of the solution u of KP-II is
c =
∑
n
cn(t)einz
where
cn(t) = in1eiωnt
∑
j+k+l=n
[ ∫ t
0
(
ei(ω j+ωk+ωl−ωn)t
′ − ei∆ j,k+ln t′
)
dt′
]k1 + l1
2∆k,lk+l
λ jλkλlg jgkgl .
Proof. Since c solves
∂tc − Lc + ∂x(ab) = 0
with initial value 0, it can be written
c(t) = −
∫ t
0
U(t − t′)∂x(ab)dt′ .
Hence, its n-th Fourier coefficients is given by
cn(t) = −
∫ t
0
eiωn(t−t
′)in1
∑
k+l=0
ak(t′)bl(t′)dt′
and by replacing ak and bl by their values, we get
cn(t) = in1eiωnt
∑
k+l=n
∫ t
0
ei∆k,ln t′λkgk l12 ∑j+q=l
ei∆
j,q
l t
′ − 1
∆
j,q
l
λ jλqg jgq
 dt′
and, suppressing the use of the notation l, as ∆k,ln + ∆
j,q
l = −ωn + ω j + ωk + ωq and ∆
k,l
n = ∆
k, j+q
n ,
we get
cn(t) = in1eiωnt
∑
j+q+k=n
(∫ t
0
[
ei(−ωn+ω j+ωk+ωq)t
′ − ei∆k, j+qn t′
]
dt′
) j1 + q1
2∆ j,qj+q
λ jλkλqg jgkgq .

2.2 Expansion of the moments of order 2
The following lemma sums up the formal computation related to E(unum). Let us remark that they
are essentially the same as in [2].
Lemma 2.5. The expansion of ∂tE(ei(ωm−ωn)tunum) is written :
∂tE(ei(ωm−ωn)tunum) = ε2δmn Gn(t) + ε4R(ε, n,m, t)
with the term of order 2 in ε given by
Gn(t) = −n1E(|gn|2)2
∑
k+l=n
sin(∆k,ln t)
∆
k,l
n
(
k1|λn|2|λl|2 + l1|λn|2|λk |2 − n1|λk |2|λl|2
)
+
−n1(E(|gn |4) − 2E(|gn |2)2)
(
2n1
(sin(∆−n,2nn t)
∆
−n,2n
n
|λn|4 − δn/2∈N2
n1
2
sin(∆n/2,n/2n t)
∆
n/2,n/2
n
|λn/2|4
)
.
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where δmn is the Kronecker symbol, equal to 1 if n = m, 0 otherwise.
What is more, the remainder satisfies, if s ≥ 1
|R(ε, n,m, t)| ≤ C min(|n|, |m|)−s
(
‖a‖2L∞,Hs‖d‖L∞ ,Hs + ‖a‖L∞ ,Hs‖b‖L∞ ,Hs‖c‖L∞ ,Hs + ‖b‖3L∞ ,Hs
ε(‖a‖L∞ ,Hs‖b‖L∞ ,Hs‖d‖L∞ ,Hs + ‖a‖L∞,Hs‖c‖2L∞,Hs + ‖b‖2L∞ ,Hs‖c‖L∞,Hs) +
ε2(‖a‖L∞ ,Hs‖c‖L∞ ,Hs‖d‖L∞ ,Hs + ‖b‖2L∞ ,Hs‖d‖L∞ ,Hs + ‖b‖L∞,Hs‖c‖2L∞,Hs) +
ε3(‖b‖L∞ ,Hs‖c‖L∞ ,Hs‖d‖L∞ ,Hs + ‖c‖3L∞ ,Hs) +
ε4(‖b‖L∞ ,Hs‖d‖2L∞ ,Hs + ‖c‖2L∞ ,Hs‖d‖L∞ ,Hs) +
ε5‖c‖L∞ ,Hs‖d‖2L∞ ,Hs +
ε6‖d‖3L∞ ,Hs
)
,
where the L∞ norm is taken on the probability space Ω,A, P and the Hs norm on the torus T2.
Remark 2.2. It is noticeable that the term of order 1 is always null and that the term of order 2 is
null when n , m.
Proof. We begin by writing ∂tE(ei(ωm−ωn)tunum) as :
∂tE(unum) = An,m(t) + Am,n(t)
with
An,m(t) = ε im12
∑
k+l=m
ei(ωm−ωn)tE(unukul) ,
by replacing ∂te−iωmtum by its expression as u is a solution of KP-II, that is
∂te−iωmtum = −e−iωmt
im1
2
∑
k+l=m
ukul .
We then expand An,m(t) in terms of ε as
An,m(t) =
10∑
j=1
ε jA jn,m(t)
by expanding un in an + εbn + ε2cn + ε3dn(ε) and where A jn,m(t) is of the form
A jn,m(t) =
im1
2
ei(ωm−ωn)t
∑
k+l=m
E(αnβkγl)
and where α, β, and γ are replaced with either a, b, c, or d. The index j is equal to 1 plus the
number of occurrences of b plus twice the one of c, plus thrice the one of d. This is summed up in
the next table.
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Occurrences of a Occurrences of b Occurrences of c Occurrences of d Order in ε
0 0 0 3 10
0 0 1 2 9
0 0 2 1 8
0 0 3 0 7
0 1 0 2 8
0 1 1 1 7
0 1 2 0 6
0 2 0 1 6
0 2 1 0 5
0 3 0 0 4
1 0 0 2 7
1 0 1 1 6
1 0 2 0 5
1 1 0 1 5
1 1 1 0 4
1 2 0 0 3
2 0 0 1 4
2 0 1 0 3
2 1 0 0 2
3 0 0 0 1
First, we prove that A1n,m is equal to 0. We have that
A1n,m(t) = ei(ωm−ωn)t
im1
2
∑
k+l=m
E(anakal) ,
As the law of gn is invariant by rotation, and that the gk are independent from each other, we get
that for all k, l, n,
E(gkglgn) = 0 .
Indeed, if one of the indexes, for instance n, is different from the other ones and their opposites
then E(gngkgl) = E(gn)E(gkgl) and the mean value of gn is 0. Otherwise, it is equal to either E(g3n),
E(g2ngn), E((gn)2gn), E(gn3), which are all equal to 0 by invariance of the law by rotation.
Since ak is equal to λkgneiωk t, we have that
E(anakal) = 0
hence A1n,m(t) is equal to 0 for all n,m, t.
The same argument works for A3 since a sum of products of 1 a and 2 b or 2 a and 1 c is a sum
of products of 5 g, which gives, as 5 is odd, A3n,m(t) = 0.
Indeed, we can prove by induction that the expectation of any product of an odd number of g
is null.
Lemma 2.6. Let p ∈ N. Then, for all (n1, . . . , n2p+1) ∈ (Z∗ × Z)2p+1, we have
E
( 2p+1∏
i=1
gni
)
= 0 .
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Proof. We proceed by induction, if p = 0 then by the invariances satisfied by the law of gn, we
have −E(gn) = E(eipig) = E(g) = 0.
For bigger p, we consider the sets
A1 = {i | ni = n1} A2 = {i | ni = −n1} , A3 = {i | |ni| , |n1|} .
If A3 is empty, we use the invariance of the law, that g−n = gn and the fact that the difference
between the cardinals m1 and m2 of A1 and A2, as their sum is odd, can not be 0, to have :
E
(∏
gni
)
= E
(
gm1n1 g
m2
n1
)
= eiθ(m1−m2)E
(
gm1n1 g
m2
n1
)
= 0 .
If A3 is not empty, thanks to the independence, we have
E
(∏
gni
)
= E
( ∏
i∈A1∪A2
gni
)
E
(∏
i∈A3
gni
)
.
As either the cardinal of A1 ∪ A2 or the one of A3 is odd and strictly less than 2p + 1, we use the
induction hypothesis to conclude the proof. 
We now compute A2n,m(t). It involves products of 1 b and 2 a. Thus it can be written
A2n,m(t) = ei(ωm−ωn)t
im1
2
∑
k+l=m
(
E(anakbl) + E(anbkal) + E(bnakal)
)
,
We call m2 = E(|gn |2) and m4 = E(|gn |4).
Let us compute
E(anakbl)
when k + l = m. We replace bl by its value, that is
bl = −
l1
2
∑
j+q=l
eiωlt
ei∆
j,q
l t − 1
∆
j,q
l
λ jλqg jgq ,
which gives
E(anakbl) = − l12
∑
j+q=l
e−iωlt
e−i∆
j,q
l t − 1
∆
j,q
l
eiωnte−iωk tλ jλqλkλnE(gngkg jgq) .
For E(gngkg jgq) not to be 0, we have to pair the indexes, otherwise the invariance by rotation and
independence make it null. Indeed, we have the following lemma.
Lemma 2.7. Let (n1, . . . , n4) ∈ Z∗ × Z. We have :
E
( 4∏
i=4
gni
)
=

E(|gn|4) if ∃σ ∈ S 4 such that nσ(1) = nσ(2) = −nσ(3) = −nσ(4)
E(|gn|2)2 if ∃σ ∈ S 4 such that nσ(1) = −nσ(3) and nσ(2) = −nσ(4)
0 otherwise
where S 4 is the set of permutations of {1, 2, 3, 4}.
11
Proof. Let A = {|ni| | i = 1, . . . , 4} and for all n ∈ A, let m1(n) be the cardinal of the set {i | ni = n}
and m2(n) be the cardinal of {i | ni = −n}.
If A has 4 elements, then for all n ∈ A, m1(n) + m1(n) = 1, hence by independence and
invariance by rotation
E
( 4∏
i=4
gni
)
=
4∏
i=4
E
(
gni
)
= 0 .
If A has 3 elements, then there exists n ∈ A such that m1(n) +m2(n) = 0. Calling i0 the unique
index such that ni0 = ±n, we get
E
( 4∏
i=4
gni
)
= E(g±ni0 )E
(∏
i,i0
gni
)
= 0 .
If A has 2 elements, that is A = {n, n}, there is a first case : m1(n) = m2(n) = m1(n) = m2(n).
This is equivalent to the existence of σ ∈ S 4 such that nσ(1) = −nσ(3) = n and nσ(2) = −nσ(4) = n.
And we have n , n. In this case,
E
( 4∏
i=4
gni
)
= E(|gn|2)E(|gn) = E(|gn|2)2 .
In the other case, we have
E
( 4∏
i=4
gni
)
= E(gm1(n)n gnm2(n))E(gm1(n)n gnm2(n))
= eiθ(m1(n)−m2(n))eiθ(m1(n)−m2(n))E(gm1(n)n gnm2(n))E(gm1(n)n gnm2(n))
= 0
for all θ, θ.
If A has only one element, A = {n}, there is a first case m1(n) = m2(n) = 2. This is equivalent
to the existence of σ ∈ S 4 such that nσ(1) = −nσ(3) = nσ(2) = −nσ(4) = n. In this case,
E
( 4∏
i=4
gni
)
= E(|gn|4) .
Otherwise, we have
E
( 4∏
i=4
gni
)
= E(gm1(n)n gnm2(n)) = eiθ(m1(n)−m2(n))E(gm1(n)n gnm2(n)) = 0 .

We can not pair n with k, or l would be (0, 0) so we can only pair n with either j or q and
−k with the other one. This is possible if and only if j + q = n − k, that is, m = k + l = n.
By symmetry of j and q, there is two solutions when j , q, which is equivalent to n , −k. In
this case, E(|gn|2|gk |2) = m22. When k = −n, there are only one solution for j and q, l = 2n, and
E(|gn |2|gk |2) = m4. We have :
E(anakbl) =

−l1δmn e−iωlt e
−i∆n,−kl t−1
∆
n,−k
l
eiωnte−iωk t|λn|2|λk |2m22 when k , −n
− l12 δmn e−iωlt e
−i∆n,−kl t−1
∆
n,−k
l
eiωnte−iωk t |λn|2|λk |2m4 otherwise.
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which can be rewritten as, using that ω−k = −ωk, and thus ∆n,−kl = −∆
k,l
n ,
E(anakbl) = l1δmn
1 − e−i∆k,ln t
∆
k,l
n
|λn|2|λk |2m22 + δmn δ0k+nn1(m4 − 2m22)
1 − e−i∆−n,2nn t
∆
−n,2n
n
|λn|4 . (6)
In the same way, we have,
E(analbk) = k1δmn
1 − e−i∆k,ln t
∆
k,l
n
|λn|2|λl |2m22 + δmn δ0l+nn1(m4 − 2m2)
1 − e−i∆−n,2nn t
∆
−n,2n
n
|λn|4 . (7)
Let us compute
E(bnakal) .
By replacing bn by its value, we have :
E(bnakal) = −n12
∑
j+q=n
eiωnt
ei∆
j,q
n t − 1
∆
k,l
n
e−iωk te−iωltλ jλqλkλlE(g jgqgkgl) .
To get a non zero mean value, we need to couple j with either k or l and q with the other one.
This is possible if and only if n = j + q = k + l = m. If n1 and n2 are even and k = l = n/2 then
there is only one solution for j and q, and E(|gk |2|gl |2) = m4. Otherwise, by symmetry, there are 2
solutions, which gives :
E(bnakal) = −n1δmn
1 − ei∆k,ln t
∆
k,l
n
|λk |2|λl|2m22 − δmn δn/2∈N2 (m4 − 2m22)
n1
2
1 − ei∆n/2,n/2n t
∆
n/2,n/2
n
|λk |4 . (8)
Summing up (6), (7), and (8), we get an expression of A2n,m(t) :
A2n,m(t) = δmn m22
in1
2
∑
k+l=n
1 − e−i∆k,ln t
∆
k,l
n
(
k1|λn|2|λl|2 + l1|λn|2|λk |2 − n1|λk |2|λl|2
)
+
δmn (m4 − 2m22)
in1
2
(
2n1
1 − e−i∆−n,2nn t
∆
−n,2n
n
|λn|4 − δn/2∈N2
n1
2
1 − ei∆n/2,n/2n t
∆
n/2,n/2
n
|λn/2|4
)
.
Taking twice the real part of A2n,n(t) gives the expression of Gn(t).
For the bound on R, we remark that
|m1
∑
k+l=m
E(αkβlγn)| ≤ 2|n|−sE (‖α‖Hs‖β‖Hs‖γ‖Hs ) ≤ C|n|−s‖α‖L∞ ,Hs‖β‖L∞,Hs‖γ‖L∞,Hs .
Hence, using the table, we get that
|A4n,m(t)| . |n|−s
(
‖a‖2L∞ ,Hs‖d‖L∞ ,Hs + ‖a‖L∞,Hs‖b‖L∞,Hs‖c‖L∞,Hs + ‖b‖3L∞ ,Hs
)
|A5n,m(t)| . |n|−s
(
‖a‖L∞ ,Hs‖b‖L∞ ,Hs‖d‖L∞ ,Hs + ‖a‖L∞,Hs‖c‖2L∞,Hs + ‖b‖2L∞ ,Hs‖c‖L∞,Hs
)
|A6n,m(t)| . |n|−s
(
‖a‖L∞ ,Hs‖c‖L∞ ,Hs‖d‖L∞ ,Hs + ‖b‖2L∞,Hs‖d‖L∞ ,Hs + ‖b‖L∞ ,Hs‖c‖2L∞ ,Hs
)
|A7n,m(t)| . |n|−s
(
‖a‖L∞ ,Hs‖d‖2L∞ ,Hs + ‖b‖L∞,Hs‖c‖L∞,Hs‖d‖L∞ ,Hs + ‖c‖3L∞ ,Hs
)
|A8n,m(t)| . |n|−s
(
‖b‖L∞ ,Hs‖d‖2L∞ ,Hs + ‖c‖2L∞,Hs‖d‖L∞ ,Hs
)
|A9n,m(t)| . |n|−s‖c‖L∞,Hs‖d‖2L∞ ,Hs
|A10n,m(t)| . |n|−s‖d‖3L∞ ,Hs
and use the symmetry to bound A jm,n and then R. 
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2.3 Expansion of the moments of order 3
We sum up here the computations related to the development of E(unumup).
In this subsection, we expand u only up to order 2 hence, we write e = c + εd and u =
a + εb + ε2e. In the sequel, the norm of e will be bounded by ‖c‖ + ε‖d‖.
Lemma 2.8. The expansion of ∂tE(e−i(ωn+ωm+ωp)tunumup) is written :
∂tE(e−i(ωn+ωm+ωp)tunumup) = εδ0n+m+pHn,m,p(t) + ε3R(ε, n,m, p, t)
with
Hn,m,p(t) = ie−i(ωn+ωm+ωp)t
(
E(|gn|2)
(
n1|λm|2|λp|2 + m1|λp|2|λn|2 + p1|λn|2|λm|2
)
+
1
2
(E(|gn |4 − 2E(|gn |2)2)
(
δ
p
mn1|λm|4 + δnpm1|λp|4 + δmn p1|λn|4
))
and
R(ε, n,m, p, t) ≤ C max(|m|−s|p|−s, |p|−s|n|−s, |n|−s |m|−s)( (
‖a‖2L∞ ,Hs‖b‖2L∞ ,Hs + ‖a‖3L∞,Hs‖e‖L∞,Hs
)
+
ε
(
‖a‖L∞,Hs‖b‖3L∞,Hs + ‖a‖2L∞,Hs‖b‖L∞,Hs‖e‖L∞,Hs
)
+
ε2
(
‖b‖4L∞ ,Hs + ‖a‖L∞ ,Hs‖b‖2L∞ ,Hs‖e‖L∞ ,Hs + ‖a‖2L∞ ,Hs‖e‖2L∞ ,Hs
)
+
ε3
(
‖b‖3L∞ ,Hs‖e‖1L∞,Hs + ‖a‖L∞ ,Hs‖b‖L∞ ,Hs‖e‖2L∞ ,Hs
)
+
ε4
(
‖b‖2L∞ ,Hs‖e‖2L∞,Hs + ‖a‖L∞ ,Hs‖e‖3L∞ ,Hs
)
+
ε5‖b‖L∞,Hs‖e‖3L∞,Hs +
ε6‖e‖4L∞,Hs
)
.
Proof. We start by writing ∂tE(e−i(ωn+ωm+ωp)tunumup) as
∂tE(e−i(ωn+ωm+ωp)tunumup) = An,m,p(t) + Am,p,n(t) + Ap,n,m(t)
with
An,m,p(t) = E(∂t(e−iωntun)e−i(ωm+ωp)tumup)
as in the previous subsection.
By replacing ∂t(e−iωntun) by its expression we get :
An,m,p(t) = e−i(ωn+ωm+ωp)tε in12
∑
k+l=n
E(ukulumup) .
We then expand An,m,p(t) in ε as
An,m,p(t) =
9∑
j=1
ε jA jn,m,p(t)
where A jn,m,p(t) is of the form
e−i(ωn+ωm+ωp)t
in1
2
∑
k+l=n
E(αkβlγmηp)
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with α, β, γ, η replaced by a, b, or e and j is equal to 1 plus twice the number of occurrences of e
plus the number of occurrences of b.
Let us compute A1n,m,p(t). In A1, α = β = γ = η = a hence
A1n,m,p(t) = ei∆
k,l
n
in1
2
∑
k+l=n
λkλlλmλpE(gkglgmgp) .
For the mean value not to be 0, we need to pair k with −m or −p and l with the other one. This is
possible if and only if n + m + p = 0. If m = p then there is only one solution, otherwise there are
2, which yields
A1n,m,p(t) =
{
in1e−i(ωn+ωm+ωp)t |λm|2|λp|2E(|gn |2) if m , p, n + m + p = 0
in12 e
−i(ωn+ωm+ωp)t |λm|4E(|gn |4) if m = p, n + m + p = 0
We can sum this up as :
An,m,p(t) = δ0n+m+pe−i(ωn+ωm+ωp)t
(
in1|λm|2|λp|2E(|gn|2) + (E(|gn |4) − 2E(|gn |2)2)δpm
in1
2
|λm|4
)
.
By summing over the cyclic permutations over n,m, p we get the result.
Let us compute A2. This part of the development is obtained by replacing either α, β, γ, or η
by b and the other ones by a. By replacing b by its expression in terms of a, we get that A2 is a
sum which involves products of 5 occurrences of a, which means that we have to take the mean
value of a product of 5 gs. But, since 5 is odd, the gn are independent from each other and their
law is invariant by rotation, any product of 5 g has a null mean value. In the end, we have that :
A2n,m,p(t) = 0 .
Let us bound A jn,m,p(t) for j ≥ 3. We remark that the sum
e−i(ωn+ωm+ωp)t
in1
2
∑
k+l=n
E(αkβlγmηp)
is bounded by
C|m|−s|p|−sE
(
‖α‖Hs‖β‖Hs‖γ‖Hs‖η‖Hs
)
≤ C|m|−s|p|−s‖α‖L∞,Hs‖β‖L∞ ,Hs ‖γ‖L∞,Hs‖η‖L∞,Hs
where the L∞ norm corresponds to the probability space Ω,A, P.
The following table gives j the order in ε in function of the number of occurrences of a, b, and
e.
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Occurrences of a Occurrences of b Occurrences of e Order in ε
0 0 4 9
0 1 3 8
0 2 2 7
0 3 1 6
0 4 0 5
1 0 3 7
1 1 2 6
1 2 1 5
1 3 0 4
2 0 2 5
2 1 1 4
2 2 0 3
3 0 1 3
3 1 0 2
4 0 0 1
In A3, there are 2 b and 2 a or 1 e and 3 a, hence
|A3n,m,p(t)| ≤ C|m|−s|p|−s
(
‖b‖2L∞,Hs‖a‖2L∞,Hs + ‖e‖L∞ ,Hs‖a‖3L∞ ,Hs
)
.
In A4, there are 3 b and 1 a or 1 e, 1 b and 2 a, hence
|A4n,m,p(t)| ≤ C|m|−s|p|−s
(
‖b‖3L∞ ,Hs‖a‖L∞ ,Hs + ‖e‖L∞,Hs‖a‖2L∞ ,Hs‖b‖L∞ ,Hs
)
.
In A5, there are 4 b, or 1 a, 2 b, 1 e, or 2 a, 2 e hence
|A5n,m,p(t)| ≤ C|m|−s|p|−s
(
‖b‖4L∞ ,Hs + ‖b‖2L∞,Hs‖a‖L∞,Hs‖e‖L∞ ,Hs + ‖e‖2L∞,Hs‖a‖2L∞,Hs
)
.
In A6, there are 3 b and 1 e or 1 a, 1 b and 2 e, hence
|A6n,m,p(t)| ≤ C|m|−s|p|−s
(
‖b‖3L∞ ,Hs‖e‖L∞,Hs + ‖a‖L∞ ,Hs‖e‖2L∞ ,Hs‖b‖L∞ ,Hs
)
.
In A7, there are 2 b and 2 e or 1 a and 3 e, hence
|A7n,m,p(t)| ≤ C|m|−s|p|−s
(
‖b‖2L∞ ,Hs‖e‖2L∞ ,Hs + ‖a‖L∞,Hs‖e‖3L∞,Hs
)
.
In A8, there are 1 b and 3 e, hence
|A8n,m,p(t)| ≤ C|m|−s|p|−s‖b‖L∞ ,Hs‖e‖3L∞,Hs .
In A9, there are 4 e, hence
|A9n,m,p(t)| ≤ C|m|−s|p|−s‖e‖4L∞ ,Hs .
We then remark that A jn,m,p(t) is bounded by a constant A j(t) independent form n,m, or p, times
|m|−s|p|−s to get
|A jn,m,p(t)| + |A jm,p,n(t)| + |A jp,n,m(t)| ≤ A j(t) max(|m|−s|p|−s, |p|−s|n|−s, |n|−s|m|−s)
and then we sum over j to get the bound on R. 
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3 Normal forms
In this section, we first write the expansion of the solution of KP-II in terms of normal forms, the
second subsection is dedicated to proving that for suitable times and small enough non linearities,
we can retrieve d in terms of its normal form version, the third one deals with bounds on d (this is
where we perform the contraction argument).
3.1 Rewriting KP-II using multi-linear maps
In this subsection, we modify KP-II in order to bound d(t) in L∞,Hs(T2), s > 1.
First, with the definition of d as u−(a+εb+ε
2c)
ε3
, with a = U(t)u0, b the first Picard interaction, and
c the second, we recall that u solves KP-II with initial datum u0 if and only if d solves (5), which
we recall here,
∂td − Ld +
1
2
∂x
(
b2 + 2ac + ε(2ad + 2bc) + ε2(2bd + c2) + 2ε3cd + ε4d2
)
= 0
with initial datum 0.
Definition 3.1. We denote by S the bilinear map defined in terms of Fourier coefficients by :
S (u, v)n = in12
∑
k+l=n
ukvl
i∆k,ln
.
Proposition 3.2. If u solves KP-II then v defined as
v = u + εS (u, u)
solves
∂tv − Lv = ε2F(u, u, u)
with F a trilinear map defined in terms of its Fourier coefficients as :
F(α, β, γ)n = n12
∑
j+k+l=n
j1 + k1
i∆ j+k,ln
α jβkγl
and with initial datum v(t = 0) = u0 + εS (u0, u0).
Proof. The derivatives with regard to time of the Fourier coefficients of u are given by :
u˙n = iωnun −
in1ε
2
∑
k+l=n
ukul .
Besides, the Fourier coefficients of v are equal by definition to :
vn = un +
εin1
2
∑
k+l=n
ukul
i∆k,ln
.
Hence, the derivative of vn is equal to
v˙n = u˙n +
εin1
2
∑
k+l=n
u˙kul + uku˙l
i∆k,ln
.
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By replacing u˙n by its value, and using the symmetry over k and l in the non linearity, we get :
v˙n = iωnun − in1ε2
∑
k+l=n ukul +
εin1
2
∑
k+l=n
iωkukul+ukiωlul
i∆k,ln
−in1ε
∑
q+l=n
ul
i∆q,ln
iq1ε
2
∑
j+k=q u juk ,
then as ∆k,ln = ωk + ωl − ωn, we have
−1 + iωk + iωl
i∆k,ln
=
iωn
i∆k,ln
,
hence we get that terms in ε are equal to
in1
2
ε
∑
k+l=n
ukul
iωn
i∆k,ln
= iωnεS (u, u)n
which is iωn(vn − un). The term in ε2 is equal to
−in1
∑
j+k+l=n
i( j1 + k1)
2
u jukul
i∆ j+k,ln
= F(u, u, u)n .

Let us write b and c in terms of S and F.
Lemma 3.3. The first order in ε of u, that is b is equal to
−S (a, a) + U(t)(u0, u0) .
Proof. The Fourier coefficients of b are given by
bn(t) = −n12
∑
k+l=n
eiωnt
ei∆
k,l
n t − 1
∆
k,l
n
λkλlgkgl .
By dividing bn in two sums, we get :
bn(t) = −n12
∑
k+l=n
1
∆
k,l
n
eiωk tλke
iωltλlgkgl + eiωnt
n1
2
∑
k+l=n
1
∆
k,l
n
λkλlgkgl .
The first sum is the nth Fourier coefficient of −S (a, a), the second is the one of U(t)S (u0, u0). 
Lemma 3.4. The second order in ε of u, that is c, equal to
−2S (a, b) +
∫ t
0
U(t − t′)F(a(t′), a(t′), a(t′))dt′ .
Proof. To prove this lemma, we need to do two remarks. The first one is that we have the following
formula :
LS (α, β) − S (Lα, β) − S (α, Lβ) = −1
2
∂x(αβ) .
Indeed, L is the Fourier multiplier by iωn, thus in terms of Fourier coefficients, we get[
LS (α, β) − S (Lα, β) − S (α, Lβ)
]
n
=
in1
2
∑
k+l=n
iωn(αkβl) − (iωkαk)βl − αk(iωlβl)
i∆k,ln
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and we then recall that ∆k,ln = ωk + ωl − ωn to get the simplification[
LS (α, β) − S (Lα, β) − S (α, Lβ)
]
n
= − in1
2
∑
k+l=n
αkβl =
[
− 1
2
∂x(αβ)
]
n
.
The second remark is that
F(α, β, γ) = −S (γ, ∂x(αβ)) .
Indeed, in terms of Fourier coefficients[
S (γ, ∂x(αβ))
]
n
=
in1
2
∑
k+l=n
γkil1
∑
j+q=l α jβq
i∆k,ln
and suppressing the intermediary use of l,[
S (γ, ∂x(αβ))
]
n
=
in1
2
∑
j+k+q=n
j1 + q1
∆
k, j+q
n
γkα jβq
which is equal to minus the n-th Fourier coefficient of F(α, β, γ).
We can now prove the lemma. We call
f =
∫ t
0
U(t − t′)F(a(t′), a(t′), a(t′))dt′ ,
it satisfies the equation
∂t f − L f = F(a, a, a)
with initial datum 0. Besides S (a, b) satisfies another equation, we have
∂tS (a, b) = S (∂ta, b) + S (a, ∂tb)
and using the equations satisfied by a and b, we get
∂tS (a, b) = S (La, b) + S (a, Lb − 12∂xa
2) .
Using our two remarks, we get
∂tS (a, b) = LS (a, b) + 12∂x(ab) +
1
2
F(a, a, a) .
Thus, f − 2S (a, b) satisfies the equation
∂t( f − 2S (a, b)) − L( f − 2S (a, b)) = −∂x(ab)
with initial datum 0 as b(t = 0) = 0. The solution of this equation being unique in the spaces we
consider, we have c = f − 2S (a, b). 
Finally, we expand v until order 3 in ε, we have
v = a + εU(t)S (u0, u0) + ε2 f + ε3w(ε) .
We recall that a solves ∂ta − La = 0 with initial datum u0, that U(t)S (u0, u0) solves the same
equation with initial datum S (u0, u0), and that f solves
∂t f − L f = F(a, a, a)
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with initial datum 0. Hence, we get that w is the solution of
∂tw − Lw =
F(u, u, u) − F(a, a, a)
ε
with initial datum 0.
By expanding u in the expression of v, we get
v = a + ε
(
b + S (a, a)
)
+ ε2
(
c + 2S (a, b)
)
+ ε3
(
d + S (b, b) + 2S (a, c)
+2ε(S (b, c) + S (a, d)) + ε2(S (c, c) + 2S (b, d)) + 2ε3S (c, d) + ε4S (d, d)
)
.
Using our lemmas, that is b + S (a, a) = U(t)S (u0, u0) and c + 2S (a, b) = f , and by identification,
we get
w = d + S (b, b)+ 2S (a, c)+ 2ε(S (b, c)+ S (a, d))+ ε2(S (c, c)+ 2S (b, d)) + 2ε3S (c, d)+ ε4S (d, d) .
3.2 Local inversion
We prove in this subsection, that as long as w is small enough, ten d can be retrieved in terms of
w.
Proposition 3.5. Let s > 12 then S is a continuous bilinear map from (L∞,Hs)2 to L∞,Hs.
With s > 1, F is a continuous trilinear map from (L∞,Hs)3 to L∞,Hs.
Proof. This proof is similar to the corresponding ones in [6]. Let u, v,w ∈ L∞,Hs. We first
suppose that s > 1/2. Let α = S (u, v), then αn satisfies :
2αn = in1
∑
k+l=n
ukvl
i∆k,ln
.
We recall that |∆k,ln | ≥ 3|k1l1n1| as long as k + l = n. Hence, using that |n|s ≤ Cs(|k|s + |l|s) ,
|n|s|αn| ≤ Cs
∑
k
|n − k|s|un−k | |vk |
|k1|
+Cs
∑
k
|n − k|s|vn−k | |uk |
|k1|
.
We take this quantity to the square and we sum it over n to get
‖α‖2Hs ≤ C2s
∑
k,l
vkvl
|k1l1|
∑
n
|n − k|s|un−k | |n − l|s|un−l | +
∑
k,l
ukul
|k1l1|
∑
n
|n − k|s|vn−k | |n − l|s|vn−l |
 .
Using a Cauchy-Schwartz inequality on the sums over n we get :
‖α‖Hs ≤ Cs
‖u‖Hs ∑
k
|vk |
|k1|
+ ‖v‖Hs
∑
k
|uk |
|k1|
 ,
and then on the sums over k,
∑
k
|vk |
|k1|
≤ ‖v‖Hs
√∑
k
1
|k1|2 |k|2s
.
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The series converges as s > 1/2, hence
‖S (u, v)‖Hs ≤ Cs‖u‖Hs‖v‖Hs ,
and by taking its L∞ norm in the probability space,
‖S (u, v)‖L∞ ,Hs ≤ Cs‖u‖L∞ ,Hs‖v‖L∞ ,Hs .
We suppose now that s > 1. Let β = F(u, v,w), then βn satisfies
2βn = −n1
∑
j+k+l=n
( j1 + k1)
u jvkwl
i∆ j+k,ln
.
By using the same inequalities as previously on ∆k,ln and |n|s, we get
|n1| | j1 + k1|
|∆k,ln |
≤ 3 ,
hence
|n|s|βn| ≤ Cs
∑
j+k+l=n
(| j|s + |k|s + |l|s)|u j| |vk | |wl| .
Using Cauchy Schwartz inequalities on the sum over n and symmetries of this expression, we get
‖β‖Hs ≤ Cs
‖u‖Hs(∑
k
|vk |
)(∑
l
|wl|
)
+ ‖v‖Hs
(∑
k
|wk |
)(∑
l
|ul |
)
+ ‖w‖Hs
(∑
k
|uk |
)(∑
l
|vl |
) ,
and then ∑
k
|vk | ≤ ‖v‖Hs
√∑
k
|k|−2s
and the series converges as k is of dimension 2 and s > 1. Therefore,
‖β‖Hs ≤ Cs‖u‖Hs‖v‖Hs‖w‖Hs
and by taking its L∞ norm in probability
‖F(u, v,w)‖L∞ ,Hs ≤ Cs‖u‖L∞ ,Hs‖v‖L∞ ,Hs‖w‖L∞,Hs .

Proposition 3.6. Assuming that s > 1 and that the norm of u0 is 1, there exists a constant C such
that for all time t ∈ R,
‖b(t)‖L∞ ,Hs ≤ C , ‖c(t)‖L∞ ,Hs ≤ C(1 + |t|) .
Proof. We use the descriptions of b and c in terms of S and F. We have
b = −S (a, a) + U(t)S (u0, u0)
and since U(t) is isometric in Hs, it is isometric in L∞,Hs, we then have, thanks to the continuity
of S in Hs,
‖b(t)‖L∞ ,Hs ≤ C‖u0‖2L∞,Hs ≤ C .
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For c, we have
c = −2S (a, b) + f ,
we recall that f is given by
f (t) =
∫ t
0
U(t − t′)F(a(t′), a(t′), a(t′))dt′
and that F is continuous in Hs thus
‖ f ‖L∞,Hs ≤ C|t|
and besides
‖S (a, b)‖L∞ ,Hs ≤ C‖a‖L∞,Hs‖b‖L∞ ,Hs ≤ C
which gives the result. 
Definition 3.7. We define Λε by
Λε(d) = d + 2ε
(
S (a, d) + εS (b, d) + ε2S (c, d)
)
+ ε4S (d, d) .
Remark 3.1. The quantity Λε(d) corresponds to the variation in d of w, the term of third order in
the expansion of v, the solution of
∂tv − Lv = F(u, u, u) .
More precisely, w is given by
w = S (b, b) + 2S (a, c) + 2εS (b, c) + ε2S (c, c) + Λε(d)
and in terms of v
v = a + εU(t)S (u0, u0) + ε2 f + ε3w .
Proposition 3.8. There exists ε0 > 0 and r0 > 0, T0 > 0 such that, with r = r0ε−4, T = T0ε−3, for
all ε ∈ [0, ε0], and all t ∈ [−T, T ], Λε is a homeomorphism from the ball Br of centre 0 and radius
r of the space L∞([−|t|, |t|], L∞(Ω,Hs(T2))) to the ball of radius r/2 of the same space. What is
more, for all g1, g2 ∈ Br/2
‖Λ−1ε (g1) − Λ−1ε (g2)‖L∞,L∞,Hs ≤ 2‖g1 − g2‖L∞,L∞,Hs .
Proof. This is the local inversion theorem on Λε where we keep track of the dependence of the
constants on ε. Let ϕ = Id − Λε. The differential of ϕ satisfies
dϕ|d(h) = −2εS (a, h) − 2ε2S (b, h) − 2ε3S (c, h) − 2ε4S (d, h) .
As the norm of u0 is supposed to be equal to 1, so is the norm of a, and hence, there exists Cs such
that the operator norm of dϕ|c satisfies
‖|dϕ|c‖| ≤ Cs(ε + ε2 + ε3(1 + |t|) + ε4‖d‖) .
With ε less than ε0, |t| less than T = T0ε−3, ‖d‖ less than r = r0ε−4, and choosing the constants
ε0, r0 and T0 small enough, we get that the norm of dϕ|d is less than 1/2. We then have that for all
d1, d2 in Br :
‖ϕ(d1) − ϕ(d2)‖L∞,Hs ≤ 12‖d1 − d2‖L∞,Hs .
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If g is in Br/2 we can apply the fixed point theorem on ϕ + g to get the existence of a unique d in
Br such that
Λε(d) = g .
Besides, for all g1, g2 ∈ Br/2, with d1 = Λ−1ε (g1) and d2 = Λ−1ε (g2), we have that
‖d1 − d2‖L∞,Hs ≤ ‖g1 − g2‖L∞,Hs + ‖ϕ(d1) − ϕ(d2)‖L∞,Hs
which leads to
‖d1 − d2‖L∞,Hs ≤ 2‖g1 − g2‖L∞,Hs .

3.3 Probabilistic bounds
In this subsection, we perform the contraction argument that gives us the bound on d.
Proposition 3.9. Let s > 1, α ∈ [1, 2] and assume ‖u0‖L∞,Hs = 1. There exists three constants
Cs > 0, T1 > 0 and ε1 > 0 such that, with 1 + T = T1ε−α, the problem (5) has a unique local
solution in C([−T, T ], L∞,Hs) and for all t ∈ [−T, T ], the norm of d satisfies
‖d(t)‖L∞ ,Hs ≤ Cs(1 + |t|)1+β ,
with β = 1 − 1
α
.
Proof. If w is the solution of
∂tw + Lw =
F(u, u, u) − F(a, a, a)
ε
with initial datum 0, then we have that
d = Λ−1ε
(
w −
(
S (b, b) + 2S (a, c) + 2εS (b, c) + ε2S (c, c)
))
if w, t and ε are small enough to define Λ−1ε .
Then, d is the solution of the fixed point :
d(t) = A(d)(t) := Λ−1ε
[ ∫ t
0
U(t − s) F(u(s), u(s), u(s) − F(a(s), a(s), a(s))
ε
)ds −(
S (b, b) + 2S (a, c) + 2εS (b, c) + ε2S (c, c)
)]
.
Let
Φ(d) =
∫ t
0
U(t − s) F(u(s), u(s), u(s)) − F(a(s), a(s), a(s))
ε
ds .
As we can do the factorization
F(u, u, u) − F(a, a, a) = F(u − a, u, u) + F(a, u − a, u) − F(a, a, u − a)
we can bound F(u,u,u)−F(a,a,a)
ε
by
C(‖a‖ + ε‖b‖ + ε2‖c‖ + ε3‖d‖)2(‖b‖ + ε(1 + |t|) + ε2‖d‖)
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which gives, with the bounds on a, b and c,
‖F(u, u, u) − F(a, a, a)
ε
‖ . (1 + ε2|t| + ε3‖d‖)2(1 + ε|t| + ε2‖d‖) .
With |t| less than T = T1ε−α − 1 and d in the ball of L∞([−|t|, |t|], L∞(Ω,Hs(T))) of radius C(1 +
|t|)1+β, we get that
ε2|t| ≤ T1ε2−α
ε3‖d‖ ≤ CT 1+β1 ε2(2−α)
ε|t| ≤ T 1−β1 |t|β
ε2‖d‖ ≤ CT1ε2−α(1 + |t|)β
hence with T1 small enough, as α ≤ 2, C big enough and ε ≤ 1, we get
‖F(u, u, u) − F(a, a, a)
ε
‖ ≤ C
4
(1 + |t|)β
and then integrating over time
‖φ(d)‖ ≤ C
4
(1 + |t|)β|t| .
Then, we can remark that
‖S (b, b) + 2S (a, c) + 2εS (b, c) + ε2S (c, c)‖ . 1 + |t| + ε2|t|2
thus with C big enough, as ε2|t| ≤ T1ε2−α,
‖S (b, b) + 2S (a, c) + 2εS (b, c) + ε2S (c, c)‖ ≤ C
4
(1 + |t|)1+β .
Finally, since C4 (1 + |t|)1+β . ε1−2α ≤ ε−4 and because Λε is invertible for radius of order ε−4 and
times of order ε−3, we can choose ε1 small enough such that for all ε ≤ ε1, we can apply the local
inversion theorem on Λε and hence have
‖A(d)‖ ≤ C(1 + |t|)1+β .
For the contraction, let d1 and d2 be in the previously considered ball and ui = a+εb+ε2c+ε3di.
Since we can apply the local inversion theorem, we have that
‖A(d1) − A(d2)‖ ≤ 2‖φ(d1) − φ(d2)‖ .
With the same factorization regarding F as previously, we have
‖φ(d1) − φ(d2)‖ . ε2|t|(‖u1‖ + ‖u2‖)2‖d1 − d2‖ .
On the ball and for the times we considered, we have ‖ui‖ . 1 and ε2|t| ≤ T1ε2−α hence for T1
small enough, A is a contraction and we can apply the fixed point theorem to get the result. 
Remark 3.2. The restriction on the norm of the initial datum can be lifted since, replacing
‖u0‖L∞,Hs = 1 by ‖u0‖L∞,Hs = µ is equivalent to replacing ε by µε.
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4 Proof of Theorems 1,2
4.1 Estimates on the remainder
Proposition 4.1. The remainder term of the development of the derivative in time of the moments
of order 2 of u is bounded, until times t of order ε−5/3 by :
|R(ε, n,m, t)| ≤ Cs(min(|n|, |m|))−s(1 + |t|)7/5
whereas the remainder term of the development of the derivative in time of the moments of order
3 of u is bounded, up to times of order ε−2 by :
|R(ε, n,m, p, t)| ≤ Cs(min(|nm|, |mp|, |pn|))−s(1 + |t|) .
Proof. For the remainder in ∂tE(ei(ωm−ωn)tunum), we use the estimate on R given in the subsection
2.2 :
|R(ε, n,m, t)| ≤ C min(|n|, |m|)−s
(
‖a‖2L∞,Hs‖d‖L∞ ,Hs + ‖a‖L∞ ,Hs‖b‖L∞ ,Hs‖c‖L∞ ,Hs + ‖b‖3L∞ ,Hs
ε(‖a‖L∞ ,Hs‖b‖L∞ ,Hs‖d‖L∞ ,Hs + ‖a‖L∞,Hs‖c‖2L∞,Hs + ‖b‖2L∞ ,Hs‖c‖L∞,Hs) +
ε2(‖a‖L∞ ,Hs‖c‖L∞ ,Hs‖d‖L∞ ,Hs + ‖b‖2L∞ ,Hs‖d‖L∞ ,Hs + ‖b‖L∞,Hs‖c‖2L∞,Hs) +
ε3(‖b‖L∞ ,Hs‖c‖L∞ ,Hs‖d‖L∞ ,Hs + ‖c‖3L∞ ,Hs) +
ε4(‖b‖L∞ ,Hs‖d‖2L∞ ,Hs + ‖c‖2L∞ ,Hs‖d‖L∞ ,Hs) +
ε5‖c‖L∞ ,Hs‖d‖2L∞ ,Hs +
ε6‖d‖3L∞ ,Hs
)
,
Then, we use the bounds from the previous section with α = 5/3 and β = 2/7, assuming that
‖u‖L∞ ,Hs = 1
‖a(t)‖L∞ ,Hs = 1 , ‖b(t)‖L∞ ,Hs ≤ Cs , ‖c(t)‖L∞ ,Hs ≤ Cs(1 + |t|) , ‖d‖L∞ ,Hs ≤ Cs(1 + |t|)7/5 .
By inputting these estimates into the bound of R, we get :
|R(ε, n,m, t)| ≤ C min(|n|, |m|)−s
(
(1 + |t|)7/5 + ε((1 + |t|)2 + ε2(1 + |t|)12/5 + ε3(1 + |t|)3 +
ε4(1 + |t|)17/5 + ε5(1 + |t|)19/5 + ε6(1 + |t|)21/5
)
.
Then, we factorize it by (1 + |t|)7/5 to get
|R(ε, n,m, t)| ≤ C min(|n|, |m|)−s(1 + |t|)7/5
(
1 + ε((1 + |t|)3/5 + ε2(1 + |t|) + ε3(1 + |t|)8/5 +
ε4(1 + |t|)2 + ε5(1 + |t|)12/5 + ε6(1 + |t|)14/5
)
.
Finally, we use the bound (1 + |t|) . ε−5/3 to get
1 + ε((1 + |t|)3/5 + ε2(1 + |t|) + ε3(1 + |t|)8/5 + ε4(1 + |t|)2
+ ε5(1 + |t|)12/5 + ε6(1 + |t|)14/5 . 1 + 1 + ε1/3 + ε1/3 + ε2/3 + ε + ε4/3 .
In the end, we have that :
|R(ε, n,m, t)| ≤ Cs(min(|n|, |m|))−s(1 + |t|)7/5 .
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The integral in time gives the same estimate as in Theorem 1.
For the remainder in ∂tE(e−i(ωn+ωm+ωp)tunumup), we use the estimate on R in the subsection
2.3:
|R(ε, n,m, p, t)| ≤ C max(|m|−s|p|−s, |p|−s|n|−s, |n|−s |m|−s)
(
(
‖b‖2L∞ ,Hs‖a‖2L∞ ,Hs + ‖e‖L∞ ,Hs‖a‖3L∞ ,Hs
)
+
ε
(
‖b‖3L∞,Hs‖a‖1L∞,Hs + ‖e‖L∞,Hs‖a‖2L∞,Hs‖b‖L∞,Hs
)
+
ε2
(
‖b‖4L∞ ,Hs + ‖b‖2L∞ ,Hs‖a‖L∞ ,Hs‖e‖L∞ ,Hs + ‖e‖2L∞ ,Hs‖a‖2L∞ ,Hs
)
+
ε3
(
‖b‖3L∞ ,Hs‖e‖1L∞ ,Hs + ‖a‖L∞ ,Hs‖e‖2L∞ ,Hs‖b‖L∞ ,Hs
)
+
ε4
(
‖b‖2L∞ ,Hs‖e‖2L∞ ,Hs + ‖a‖L∞ ,Hs‖e‖3L∞ ,Hs
)
+
ε5‖b‖L∞,Hs‖e‖3L∞,Hs +
ε6‖e‖4L∞,Hs
)
.
We use the bounds of a, b, and e in this expression. With the bounds of the previous subsection
applied with α = 2 and thus β = 1/2, we have
‖a‖L∞,Hs = 1 , ‖b‖L∞,Hs ≤ Cs ,
‖e‖L∞ ,Hs ≤ ‖c‖L∞ ,Hs + ε‖d‖L∞ ,Hs ≤ C(1 + |t| + ε(1 + |t|)3/2) ≤ C(1 + |t|) .
We use these estimates in the bound of R :
R(ε, n,m, p, t) ≤ C max(|m|−s|p|−s, |p|−s|n|−s, |n|−s|m|−s)
((
1 + (1 + |t|)
)
+
ε
(
1 + (1 + |t|)
)
+ ε2
(
1 + (1 + |t|) + (1 + |t|)2
)
+ ε3
(
(1 + |t|) + (1 + |t|)2
)
+
ε4
(
(1 + |t|)2 + (1 + |t|)3
)
+ ε5(1 + |t|)3 + ε6(1 + |t|)4
)
.
Again, we use that the estimates on e are valid only until times of order ε−2, so that we can
bound (1 + |t|)ε2 by some constant. As well, we use that ε is less than 1 and that the bigger the
power on (1 + |t|) is, the worse the estimates are, to bound all the terms involved in the remainder
by Cs(1 + |t|). In the end, we have that :
|R(ε, n,m, p, t)| ≤ Cs(min(|nm|, |mp|, |pn|))−s(1 + |t|) .
The integral in time gives the same estimate as in Theorem 2. 
4.2 Estimates on the different terms of the formal expansion
In this subsection, we estimate
∫
t
Gn and
∫
t
Hn,m,p.
Proposition 4.2. The second order in ε of the expansion of E(unum) is equal to
Fn,m(t) = δmn
∫ t
0
Gn(t′)dt′
and the quantity ∑
n,m
√
|n1m1||nm|s|Fn,m(t)|
is uniformly bounded in time.
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Proof. The integral of Gn over t is equal to∫ t
0
Gn(t′)dt′ = −n1E(|gn|2)2
∑
k+l=n
cos(∆k,ln t) − 1
(∆k,ln )2
(
k1|λn|2|λl|2 + l1|λn|2|λk |2 − n1|λk |2|λl|2
)
−n1(E(|gn |4) − 2E(|gn |2)2)
(
2n1
cos(∆−n,2nn t) − 1
(∆−n,2nn )2
|λn|4 −
δn/2∈N2
n1
2
cos(∆n/2,n/2n t) − 1
(∆n/2,n/2n )2
|λn/2|4
)
.
For n , m, the derivative in time of ei(ωm−ωn)tFn,m(t) is equal to 0 and initially Fn,m(0) = 0, hence
at all time Fn,m(t) = 0. For n = m, ωm = ωn, hence we have an explicit formula for the derivative
with regard to time of Fn,n, and besides, Fn,n(t = 0) = 0, therefore
Fn,m(t) = δmn
∫ t
0
Gn(t′)dt′ .
We bound E(|gn |4) and E(|gn |2)2 by ‖gn‖4L∞ and we remark that the terms depending on E(|gn |4)
can be written like the terms under the sum to get :
|Fn,n(t)| ≤ C‖gn‖4L∞ |n1|
∑
k+l=n
(∆k,ln )−2
(
|k1| |λn|2|λl|2 + |l1| |λn|2|λk |2 + |n1| |λk |2|λl |2
)
.
Then, we use the bound on |∆k,ln | to get :
|Fn,n(t)| ≤ C‖gn‖4L∞ |n1|
∑
k+l=n
(|k1l1n1|)−2
(
|k1| |λn|2|λl|2 + |l1| |λn|2|λk |2 + |n1| |λk |2|λl|2
)
.
Separating the sum into two different components, using the symmetry on k and l, we have :
|Fn,n(t)| ≤ C‖gn‖4L∞
|n1|−1|λn|2 ∑
l
|l1|−2|λl|2 +
∑
k+l=n
(|k1l1|)−2|λk |2|λl|2
 .
We then sum this quantity over n having previously multiplied it by |n1| |n|2s. Since (|k1l1|)−2 ≤
C|n1|−2 and |n|2s ≤ C(|k|2s + |l|2s) when k + l = n :∑
n
|n1| |n|2s |Fn,n(t)| ≤ C‖gn‖4L∞
∑
n
|n|2s|λn|2
2 .
We then remark that
‖gn‖2L∞
E(|gn|2)
E(|gn|2)
∑
n
|n|2s|λn|2 =
‖gn‖2L∞
E(|gn|2)
‖u0‖2L2
Ω
,Hs ≤
‖gn‖2L∞
E(|gn|2)
‖u0‖L∞,Hs < ∞
which concludes the proof. 
Proposition 4.3. The first order in ε of the expansion of E(unumup) is equal to
Fn,m,p(t) = ei(ωn+ωm+ωp)tδ0n+m+p
∫ t
0
Hn,m,p(t′)dt′
and the quantity ∑
n,m,p
√
|n1m1 p1||nmp|s|Fn,m,p(t)|
is bounded uniformly in time.
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Proof. The first order in ε of the quantity ∂tE(e−i(ωn+ωm+ωp)tunumup) is equal to
∂te
−i(ωn+ωm+ωp)tFn,m,p
in the one hand and to
δ0n+m+pHn,m,p(t)
on the other hand. Hence, as Fn,m,p(t = 0) = 0, we get :
Fn,m,p(t) = ei(ωn+ωm+ωp)tδ0n+m+p
∫ t
0
Hn,m,p(t′)dt′ .
The integral over time of H is given by :∫ t
0
Hn,m,p(t′)dt′ = −e
−i(ωn+ωm+ωp)t − 1
ωn + ωm + ωp
(
E(|gn|2)
(
n1|λm|2|λp|2 + m1|λp|2|λn|2 + p1|λn|2|λm|2
)
+
(E(|gn |4 − 2E(|gn |2)2)
(
δ
p
mm1|λm|4 + δnp p1|λp|4 + δmn n1|λn|4
))
.
As n + m + p = 0, we have that ωn + ωm + ωp = ∆n,m−p , therefore we get the bound :
|ωn + ωm + ωp| ≥ 3|n1m1 p1|
which gives :
|Fn,m,p(t)| ≤ C‖gn‖4L∞δn+m+p=0
( |λm|2|λp|2
|m1 p1|
+
|λp|2|λn|2
|p1n1|
+
|λn|2|λm|2
|n1m1|
)
.
Multiplying this formula by
√
|n1m1 p1||nmp|s and summing it over n, m, and p gives, by symmetry
over n,m and p :
∑
n,m,p
√
|n1m1 p1||nmp|s|Fn,m,p(t)| ≤ 3‖gn‖4L∞
∑
n+p+m=0
√
|n1m1 p1||nmp|s
|λm|2|λp|2
|m1 p1|
.
We then use that
√|n1||n|s ≤ Cs(
√|m1||m|s +
√
|p1||p|s) when n+m+ p = 0 and the symmetry over
the sum in m and p to get :
∑
n,m,p
√
|n1m1 p1||nmp|s|Fn,m,p(t)| ≤ Cs‖gn‖4L∞
∑
m,p
|m|2s|λm|2
|p|s|λp|2√
|p1|
and since the sum ∑ |m|2s|λm|2 is finite and |p|s√|p1 | ≤ |p|2s, we have that∑
n,m,p
√
|n1m1 p1||nmp|s|Fn,m,p(t)| < ∞ .

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4.3 Almost conservation of the moments
In this subsection, we make further remarks about the result.
First, we introduce the sequence
uN =
∑
n
gnλNn e
inz
where the gn are L∞ independent identically distributed random variables, we assume that
E(|gn |2) = 1 and E(|gn |4) = 2 ,
and we write
λNn =
{
λN > 0 if max(|n1|, |n2|) ≤ N
0 otherwise,
where λN goes to 0 when N goes to ∞.
We introduce this sequence because if in the term of second order in ε in the expansion of
E(|un(t)|2), the λn did not depend on n (and that E(|gn|4) = 2E(|gn |2)2) then this term would be
formally null. However, since the initial datum must be in L∞,Hs with s > 1, the λn can not be
constant with regard to n within our framework.
We denote by FNn (t) the term of second order in ε in the development of E(|un(t)|2).
Proposition 4.4. For all time t and all n, FNn (t) goes to 0 when N goes to ∞.
Remark 4.1. Even though the sequence uN converges towards 0 in some sense, it is not sufficient
to conclude. Indeed, uN converges toward 0 in Lp
Ω
,Hσ, with σ < −1 but not when σ is higher,
for instance, one can take any p, σ = −1 and λN = (log N)−1/2. Besides, FNn is controlled by the
L2,Hs norm of the initial datum when s > 1, but it does not seem to be controlled by the Lp,Hσ
with σ < −1, because even though there is some regularization due to the absence of resonances,
it only affects the variation on the first space variable x.
Proof. We can write FNn (t) as :
FNn (t) = −n1
∑
k+l=n
cos(∆k,ln t) − 1
(∆k,ln )2
(
k1|λNn |2|λNl |2 + l1|λNn |2|λNk |2 − n1|λNk |2|λNl |2
)
thanks to the equality on the moments of gn.
We treat the case when max(|n1|, |n2|) is less than N as N goes to ∞ and n is fixed. Then,
whenever l and k satisfy the same property, we have λNl = λ
N
k = λ
N
n and hence(
k1|λNn |2|λNl |2 + l1|λNn |2|λNk |2 − n1|λNk |2|λNl |2
)
= |λN |4(k1 + l1 − n1) = 0 .
By symmetry over k and l we get the following bound for FNn :
|FNn (t)| ≤ C
∑
max(|l1 |,|l2 |)>N,k+l=n
|n1|
|∆k,ln |2
|l1||λNk |2|λNn |2
where several terms of the sum have disappeared since when max(|l1|, |l2|) > N, λNl = 0. If
max(|k1|, |k2|) > N then λNk = 0 so we can erase another round of terms in the sum. We get
|FNn (t)| .
∑
A
|n1|
|∆k,ln |2
|l1||λNk |2|λNn |2
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where A is the set of (k, l) such that max(|k1 |, |k2|) ≤ N, max(|l1|, |l2|) > N and k + l = n.
Then, we divide the sum between the cases |l1| > N and |l2| > N and use the bound
|∆k,ln |2 ≥ 9|n1k1l1|2 .
We get :
|FNn (t)| ≤ C
(λN)4
|n1|
∑
A2
1
|l1|k21
+
∑
A1
1
|l1|k21

where
A2 = {(k, l) | |l2| > N, |k1| ≤ N, |k2| ≤ N, l + k = n}
and
A1 = {(k, l) | |l1| > N, |k1| ≤ N, |k2| ≤ N, l + k = n} .
For the first sum, we have only at most |n2| choices for k2. Indeed, if n2 ≥ 0 then we have
−N ≤ k2 ≤ N and as k2 = n2 − l2 and |l2| > N, then k2 > n2 + N ≥ N or k2 < n2 − N, which can
be combined as −N ≤ k2 < n2 − N with a similar result in the case n2 ≤ 0 (N + n2 ≤ k2 ≤ N). For
the second sum we use the bound on |l1| and the fact that we have at most 2N choices for k2. For
both, we use that ∑ k−21 is finite. This gives :
|FNn (t)| ≤ C
(λN)4
|n1|
|n2|∑
k1
1
k21
+
∑
k1
1
k21
 ≤ Cn(λN)4 ,
which concludes the proof, as if n is fixed, above a certain rank N ≥ |n| and λN goes to 0. 
Remark 4.2. The same result is true if we replace FNn (t) by the term of first order in ε in the
development of E(unumup) without assuming that λN goes to 0.
Remark 4.3. The fact that Fn(t) is formally equal to 0 when the λn are constant with regard to n
and E(|gn |4) = 2E(|gn |2) results from the fact that the measure µ induced by∑
n
gneinz
where gn are complex centred Gaussian variables is formally invariant by the flow of KP-II. In-
deed, its ”finite-dimensional” version should look like
dµ(u) = Ce−c‖u‖2L2 dL(u)
with L the Lebesgue measure. As the L2 norm of the solution is an invariant of KP-II and KP-
II is a Hamiltonian equation, this is formally invariant, the main problem in passing to effective
invariance is that KP-II is not globally well-posed on the support of µ, which is ∩σ<−1Hσ.
Nevertheless, if we wish to develop the moments of higher order than 2 or 3 of the solution in
order to get a better idea of the evolution of the law of the solution, it seems that we should get a
development of this form :
∂tE
 2p∏
i=1
uni
 = ε2δ0∑i ni I2p((|λk |2)k, (E(|gn |2 j)) j=1,...,p+1) + ε4R2p
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that is, null terms of order 1 and 3, the term of order 2 null if the sum ∑i ni is different from zero
and that depends only on the sequence (|λn|2)n and the p + 1 first even moments of the law of g,
and besides
∂tE
2p+1∏
i=1
uni
 = εδ0∑i ni I2p+1((|λk |2)k, (E(|gn |2 j)) j=1,...,p+1) + ε3R2p+1
and as long as we do not take care of the remainders R, the I should be null when their arguments
coincide with these of the formally invariant measure, that is when |λn| does not depend on n and
the first 2p + 2 moments of gn are equal to a complex Gaussian first 2p + 2 moments.
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