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論文内容の要旨
量的情報流はプログラムの入力から出力へ漏れる情報の散のことである.ソフトウェアの量的情
報流を調べることで，ソフトウェアが機密情報漏洩の不具合を持っか否かを判定できる.よって，
民的情報流は，プログラムやセキュリティプロトコルの安全性の指標として近年儲んに研究されて
いる.しかし，自動で量的情報流を正確に見積もる手法についての研究は少ない.本論文の目的は
量的情報流を正確に見積もる解析の困難さを明らかにし，関難さの結果から量的情報流を正確に見
積もる自動解析手法を導くことである.具体的には，二つプログラムを受け取り一方の量的情報流
がもう一方の量的情報流以下かどうかを調べる問題(比較問題)と，プログラムの議的情報流がある
値以下であるかを調べる問題(上限問題)を定義し，それら問題の自動解析の困難さを明らかにする.
また，それらの問題の中でも容易に解くことのできるクラスを示し，そのクラスに属する問題の自
動検証手法を示す.
第 2章準備
既存の量的情報流の定義である，シャノンエントロビー，最小エントロビー，推測エントロビー，
Be 1 ief，チャネルキャパシティにもとづく量的情報流(織率分布μ とプログラム M のシャノンエント
ロビー，最小エントロビー，推測エントロビー， Be 1 ief，チャネルキャパシティにもとづく量的情
報流をそれぞれ， SE [μ] (M) , ME [μ] (M) , GE [μ] (M) , BE [μ) (M) , CC (M) と書く)を紹介する.また，
困難さの指標である検証複雑性理論の k-safety という概念と計算複雑性クラスについて説明する.
第 3 章比較問題の困難性
第 2 章で紹介した 5 つの量的情報流の定義にもとづく比較問題の困難性を，同じく第 2 章で紹介
した計算複雑性クラスと検証複雑性理論の悶難さの尺度を用いて議論している.検証困難性につい
ての結果のまとめを表 1 に，計算複雑性に関する結果のまとめを表 2 に示す.この任意の分布に対
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表 1 :比較問題の検証困難性のまとめ
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表 2: 比較問題の計算複雑性のまとめ
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する比較問題が 2-safety 問題であるという結果は，この問題を safety 問題に帰着できることを含
意する.よって，この問題を解くのに自動 safety 問題ソルパーを用いれることが分かる.そして，
ループなしブーリアンプログラムに対する任意の分布に対する比較問題は coNP 完全であるという
結果は，この問題を解くのに近年発展してきた SAT ソルパーが使えることを意味する.なぜなら，
coNP 完全問題は UNSAT 問題に帰着することができ， UNSAT 問題は SAT ソルパーを用いて解くこと
ができるからである.よって，よりサイズの大きなフログラムに対して，任意の分布に対する比較
問題が解けることが期待される.
第4j言上限問題の困難性
量的情報流の上限問題の悶難さを議論する.第 3 章と同様に 5つの量的情報流の定義にもとづく
上限問題の倒難性を，計算複雑性クラスと検証複雑性理論を用いて議論する.検証図難性の結果を
表3 に，計算複雑性の結果を表4 にまとめる.上限値を間定したとき，いくつかの間題はqに依存し
た各々異なるkに対してk-safety問題であることを証明した.よってより現実的なプログラムの上
限問題を解けることが期待される.そしてループなしブーリアンプログラムに対するいくつかの上
限問題がcoNP完全であることを証明した.これらの結果はこれらのcoNP完砂全で、ある問題を解くのに
近年発展してきたSATソルパーが使えるという結果を合意する.
第 5章議論
3章4章の問題設定を変更した場合の困難性を議論する.具体的には，機密情報の入力サイズを
間定した場合とループのあるプログラムについての困難性を議論する.結果をまとめる.入力のサ
イズを固定した場合，各問題は k-safety 問題であり，計算複雑性クラス P の要素である.また，ル
ープのあるプログラムに対しては多くの問題が PSPACE 困難である.
第 6 章関連研究
・ 量的情報流の困難性
Cerny ら [CSF' 11] は，我々と同様に量的情報流の計算複雑性を研究した.彼らは，下限値と
expl ici t-state なフログラムを受け取りその定義した量的情報流が下限値以上かを判定する問題
が PSPACE 完全であることを明らかにした. Expl icトstate なフログラムとは状態の遷移関係で表さ
れたプログラムである.彼らの研究とは異なり，我々は implicit-state なプログラムの量的情報流
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表 3: 上限問題の検証困難性のまとめ
X=ME I X=GE X=cc 
X[U](M)話q k-safety でない
X[U]伽)孟q (q 固定) k-safety でない k-safety 
〉 μ.X[μ]ωの三五q k-safety でない / Vμ.X[μ](M)三五q (q 固お k-safety 
表 4: 上限問題の計算複雑性のまとめ
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解析の困難さを明らかにした.
・ ほ的情報流の自動解析手法
Heusser と Malacar i a [ACSAC' 10] はチャネルキャパシティにもとづく上限問題をモデル検査器で
解く手法を提案しいくつかのプログラムを検証した.彼らの手法は我々が提案したチャネルキャパ
ティにもとづく上限問題を解く手法と同じである.
Backes ら [S&P' 09] , Heusser とMalacaria[FAST' 09] は一様分布に対する各員的情報流を自動で見
積もる手法を提案した.彼らは民的情報流に関する関数問題(純を推論する問題)を議論しているの
に対して本研究では民的情報流に関する判定問題を議論している.最を締;諭することができればほ
を比較することもできるため，本研究成果は民を推論する問題の困難さを含意する.
McCamant とErnst[PLDI' 08] , Newsome ら [PLAS' 09] はチャネルキャパシティの近似を自動で見積
もる手法を提案した.彼らの提案した手法の見積り結果は，プログラムの正確な母的情報流よりも
多いもしくは少ないことが保証されない.本研究は，プログラムの正確な最的情報流を扱う比較問
題や上限問題を議論した.
Calarkら [ENTCS' 05] は，与えられたプログラムのシャノンエントロビーにもとづく量的情報流の
上限値を見積もる自動解析手法を提案した.彼らの手法は，データフロー解析で値の依存関係を計
算し，その依存関係から機密入力の不確かさがどのくらい出力に流れるかを推定する.本論文では，
プログラムから上限値を推定するのではなく，上限値とプログラムが与えられたときプログラムの
鼠的情報流が与えられた上限値以下かを正確に判定する問題を議論した.
第 7章結論
本論文では，各ra的情報流の定義を用いて二つのフログラムを受け取り両方の量的情報流の大小
関係を判定する問題(比較問題)と，フ。ログラムMと有理数qを受け取りプログラムMの民的情報流がq
以下かを判定する問題(上限問題)の困難さを議論した.このようにプログラムの自動解析を考える
うえで重要である，困難性の観点からの複数の泣的情報流の定義に対する研究は著者の知る限り無
い.また困難性の結果から，いくつかの間題の自動解析手法を提案した.
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論文審査結果の要旨
計算機によって様々な情報処理が行われている今日では，計算機の出力を通してパスワー
ドなどの機密情報が漏洩する危険性がある.そこで，プログラムの実行結果を通して漏洩す
る機密情報の量を見積もる量的情報流解析と呼ばれるフログラム解析が注目を集めている.
しかし既存の研究では，解析で用いられる量的情報流の尺度が乱立し，解析の自動化が不十
分であるなど多くの問題点が残されている.本論文は，それらの問題点を解決するための基
礎理論として，様々な量的情報流の尺度に基づいた量的情報流解析の困難性を議論するもの
であり，全編 7 章からなる.
第 1 章は序論である.
第 2 章では，準備として既存の量的情報流の定義を与え，困難性の指標である検証複雑性
理論と計算複雑性クラスについて述べている.
第 3 章では，与えられた 2 つのフログラムのどちらがより多くの機密情報を漏洩するかを
判定する量的情報流の比較問題の困難性を議論している.量的情報流の定義として既存研究
で提案されている 5 つの尺度のそれぞれについて，困難性の尺度である計算複雑性クラス，
また検証複雑性の尺度である k・安全性 (k-safety) の概念を用いて比較問題の困難性に関す
る網羅的な結果を示しており，今後の量的情報流の尺度の選択および解析の自動化のための
有用な知見を与えるきわめて重要な成果である.
第 4章では，与えられたフログラムが漏洩する機密情報の量が許容値以下か否かを判定す
る量的情報流の上限問題の困難性を議論している.第 3 章と同様に，量的情報流の 5 つの尺
度のそれぞれについて，計算複雑性および検証複雑性の両面から網羅的に困難性を議論して
おり，重要な成果である.
第 5 章では 3 章および4章の問題設定を変更した場合の困難性について議論している.
具体的には，機密情報のサイズを固定した場合，およびフログラムにルーフが含まれる場合
についての計算複雑性および、検証複雑性を議論しており， 3 章および4 章の結果を補完する，
重要な成果である.
第 6 章では，関連研究について議論している.
第 7 章は結論である.
以上要するに本論文は，量的情報流解析の困難性についての網羅的な結果を示すことによ
って量的情報流の尺度の選択および解析の自動化についての知見を与えるものであり，情報
基礎科学および、情報セキュリティ理論の発展に寄与するところが少なくない.
よって，本論文は博士(情報科学)の学位論文として合格と認める.
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