This report considers the solution of estimation problems based on the maximum likelihood principle when a xed number of equality constraints are imposed on the problem. Consistency and the asymptotic distribution of the parameter estimates as n ! 1, where n is the number of observations, are discussed, and it is shown that a suitably scaled limiting multiplier vector is known. It is suggested that this information should permit the good properties of Fisher's method of scoring for the unconstrained case to be extended to a class of augmented Lagrangian methods for the constrained case.
Introduction
The method of maximum likelihood provides an important paradigm in many modelling situations which require a parametrized class of models to be tted to observed data. Its general good behaviour, and the existence of an e ective numerical algorithm in the method of scoring are now well understood 3]. Behavior of the method when the likelihood is subject to equality constraints has received much less attention, in part because in many applications knowledge of the constraints permits elimination of variables and simpli es the resulting optimisation problem. In the case of linear inequality constraints the situation is rather similar because methods are available which permit the active constraint set to be identi ed in a nite number of iterations 3] . Here the problem is studied in part because the in uence of statistical linearity as the number of observations increases without bound on the performance of algorithms is of intrinsic interest. However, it is relevant also to the problem of developing methods for estimating systems of ordinary di erential equations which have the property that they are independent of the need to use auxilliary information in order to establish a parametrised class of solutions to provide competition in the optimization problem. Methods which use such auxilliary information are discussed in the report 2]. The current report does not solve this problem in the case that the number of discretization points for integrating the di erential system is allowed to tend to 1 with the number of observations. However, the results do apply when a xed number of discretization points are employed with the solution values being estimated by (say) linear interpolation between them. The main results obtained are as follows. It is shown that the Lagrange multipliers associated with the equality constraints are statistically orthogonal to the estimates of the natural problem parameters, that consistent estimates of suitably scaled Lagrange multipliers are available a priori, and that, as a consequence, augmented Lagrangian methods appear to o er attractive solution procedures which inherit the good properties of the scoring method in this case. These good properties are not inherited by the straightforward application of scoring as an obvious modi cation of Newton's method applied to the Lagrangian formulation of the problem. This approach does lead to an algorithm with good local convergence properties, but it lacks a suitable merit function to use in conjuction with a line search to stabilize the computation. The basic data for the estimation problem consists of: 1. Observations y i ; i = 1; 2; ; n indexed by an associated con guration descriptor t i ; i = 1; 2; ; n which could be time for example. Observations made at di erent times are assumed to be independent; 2. A density f(t; (t; ); y) giving the distribution of the observations y i . Here (t; ) can be considered a model for the process generating the sample values y i , and it is parametrised by 2 R p ;
3. It is assumed that there is a true parameter vector . It will be necessary to distinguish between expectations computed for di erent values of , and this will be done using the notation E . If the true is used then the expectation is written E ; 4. Constraints providing additional information about the parameter vector . These may be either linear
where C 2 R p ! R m is required to have full rank m < p, and d 2 R m ; or nonlinear g i ( ) = 0; i = 1; 2; ; m (2) where the r g i ( ) are linearly independent; and 5. It is assumed that the limiting situation corresponding to increasing n without bound can be conceptualised. This requires a method for assigning the observation points t i and this could be either random or deterministic. In either case it is assumed there exists a density w(t) describing the limiting process in the sense that
for all suitably smooth functions q(t).
The method of maximum likelihood seeks to estimate by maximizing the likelihood
Here this is to be maximised subject to the constraints (1), or (2) . Let L i (t i ; ; y i ) = log f(t i ; (t i ; ); y i );
then the problem is equivalent to minimizing
subject to the same constraint set. The plan of the report is as follows. In the next section the properties of the problem are developed in the case of linear constraints. The scoring algorithm is discussed in section 3., and the possibility of using an augmented Lagrangian formulation of the problem is explored. The nal section discusses the extension to nonlinear constraints.
Scoring with linear constraints
The problem considered in this section is min K n ( ); C = d:
The necessary conditions for a minimum give r K n = T C;
(7) where is the vector of Lagrange multipliers. Equation (6) If^ n minimizes (6) then the argument in 3] serves to prove consistency almost surely as n ! 1. Here it is convenient to apply Newton's method with = as initial guess to the system comprising r K n Q 2 = 0
and the constraint equations (1). Equation (10) is obtained from(8) using the factorization (9) to eliminate the Lagrange multipliers. Scoring can be de ned for either system by applying Newton's method with the variation that r 2 K n is replaced by its formal expectation
For example, the system corresponding to (10) is Q T 2 I n = ? 1 n Q T 2 r K T n ;
The left hand side matrix is non singular if and only if the corresponding augmented matrix is nonsingular. The rate of convergence for the resulting iteration is most readily analysed by considering it as the xed point iteration This condition is satis ed for large enough n almost surely. In fact the much stronger result $ ! 0 holds. This follows by consistency ($ is not changed much by evaluating it at ) followed by an application of the law of large numbers. This shows that scoring is locally an e ective algorithm for maximizing a likelihood subject to linear equality constraints, and that the rate of convergence asymptotically approaches second order as n ! 1.
However, an important feature of scoring for unconstrained problems is that K n provides a natural merit function which can be used in a linesearch strategy to stabilize the computation and improve its global
properties. This follows because r K n < 0 whenever I n is nonsingular.
It is not clear that a similar e ective merit function exists in the constrained case. The emphasis here is on`e ective'. The situation corresponds to that for Newton's method for solving f = 0. Here
provides a merit function which is always available, but which su ers from being poorly scaled, and this often translates into poor performance in practice 1]. In our case di erent scales for the likelihood function and the constraints add further complications. Distributional properties for^ n can be derived using (10). Expanding gives 0 = Q T 
It follows that^ = p n is asymptotically normally distributed with bounded variance. A consequence is that^ =n is a 1= p n consistent estimate of = 0. The following calculation is of interest (terms small in probability are ignored without further comment).
E f^ n (^ n ? ) T 
This shows that^ n = p n and p n(^ n ? ) are orthogonal parameter vectors.
Computation of^ n
Direct application of scoring to solve the necessary conditions (7) does not appear too attractive because of the need to nd a suitable monitor function to improve the global convergence properties of the method. Thus it appears to have similar utility to that of Newton's method in this application, but it does require one less order of di erentiation. However, the a priori knowledge that = 0 may make attractive the Powell{Hestenes method (augmented Lagrangian method). The idea here is to proceed iteratively by two steps at each stage. In the rst step, given (i) , (i) , an estimate is an auxilliary vector of parameters and is a penalty parameter which governs the rate of convergence of the two step method (which is geometric with ratio 1= ) and must be chosen large enough. In the second step either is increased to increase the rate of convergence or, more usually, is adjusted to make satisfy the constraint equations.The appeal of the method is in the simplicity of the formula for updating when is large:
A derivation of this formula is given in Appendix 1 for completeness. The necessary conditions for a minimum of (16) = 0, and to note that, as the constraints are satis ed initially, the right hand side of 18 is O(1= p n). Now, because the initial estimates are O(1= p n) accurate, and because the estimates are improved by a factor O(1= ) at each complete iteration, it follows that C (1) ? d must be O(1=( p n)) if (17) is to give the required improved estimate for (2) . Thus choosing = O( p n) ensures a sequence of 1= p n consistent estimators for . In this context scoring appears an attractive method for minimizing (16) with respect to given . The idea is to replace 
The rate of convergence of the corresponding xed point iteration can be calculated in the same way as before. We have 
Here the contribution from the constraints cancels in the numerator, so the left hand side ! 0; n ! 1 provided consistency and the law of large numbers can be used as before. Thus the existence of a consistent estimate of to ensure that (1) is a consistent estimator of is critical to the argument. This shows that scoring can be expected to have a good rate of convergence for n large enough. But another attractive feature of scoring in the unconstrained case is also available because here the Powell{Hestenes objective function can be used directly to monitor progress when a linesearch is used to improve global convergence characteristics. This follows because r H n S = ?r H n S (I n + 2 C T C) ?1 r H n < 0 (21) provided the generic condition I n positive de nite is satis ed. There are some negative aspects, however. The need to choose = O( p n) means that the condition number of (I n + 2 C T C) is O( p n), and re ects some imbalance in the scaling of the objective function H n .
Extensions to nonlinear constraints
If the constraint equations are nonlinear then details of the results in the linear case go over largely unchanged, but the arguments become somewhat more complicated. The estimation problem is written In developing the scoring algorithm it is desirable to avoid calculating second derivatives also in the constraint terms. To see that this is possible consider the scoring correction S given by fI n + 2 m X j=1 r g T j r g j g S = ?r H T n :
The associated xed point iteration is ? fI n + 2 m X j=1 r g T j r g j g ?1 r H n :
The inverse of Q T r 2 H n Q when is large is given by 
