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4A. 1 Introduction 
EUV lithography (EUVL) employs illumination wavelengths around 13.5 nm, and in many 
aspects it is considered an extension of optical lithography, which is used for the high-volume 
manufacturing (HVM) of today’s microprocessors. The EUV wavelength of illumination dictates 
the use of reflective optical elements (mirrors) as opposed to the refractive lenses used in 
conventional lithographic systems. Thus, EUVL tools are based on all-reflective concepts: they 
use multilayer (ML) coated optics for their illumination and projection systems, and they have a 
ML-coated reflective mask.  
 
4A.2 Properties of EUVL Systems 
To achieve production-quality lithographic imaging, EUVL systems must be very well-corrected 
for aberrations. The overall wavefront error budget for an optical system scales with the 
wavelength of illumination. Compared to optical systems that operate at visible or near-visible 
wavelengths, EUVL error budgets translate into very tight wavefront (figure) specifications for 
the mirror substrates and coatings that comprise the EUVL system. The mirror surface roughness 
in the mid- and high-spatial frequency ranges (commonly referred to as “finish”) is also a crucial 
property because it affects the imaging contrast and throughput of the lithographic system. As a 
result, the figure and finish of mirror substrates and coatings in a production-scale EUVL system 
must be controlled to the order of subatomic dimensions. During the EUVL technology 
development that has been taking place in the past two decades, the aforementioned requirements 
imposed on the system wavefront error, on the mirror figure and finish, and on the reflective 
properties and lateral thickness control of EUV ML thin films have led to enormous 
advancements in optical substrate manufacturing, optics mounting and alignment techniques, and 
ML coating technology. Large-area ML optics with figure and finish of 0.1 to 0.2 nm rms have 
been fabricated and integrated in EUV optical systems with sub-diffraction-limited performance. 
Furthermore, ML coatings with normal-incidence experimental reflectivities of 70% have been 
demonstrated in the 11 to 14 nm wavelength range. Scientific areas such as solar physics, 
astronomy, x-ray microscopy, and plasma diagnostics that need similar instrumentation 
technology have greatly benefited by the improvements in EUV/x-ray optics motivated by 
EUVL.  
 Sections 4B, 4C, and 4D summarize the basic principles of the optical design, substrate 
specification/manufacturing, and ML deposition of EUVL optics. In each case, the main 
challenges are emphasized and experimental results from state-of-the-art EUVL systems are 
presented as examples. For further details on the principles and theory behind several of the 
topics discussed in this Chapter, especially those relevant to Section 4D (ML interference 
coatings and interactions of EUV radiation with matter) the reader is referred to books by D. 
Attwood1 and E. Spiller2 
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4B.1 General EUVL Optical Design Considerations 
All projection optics in an EUV lithography (EUVL) system must be reflective and are coated 
with thin films consisting of alternating layers of materials termed “multilayers (MLs),” at a total 
thickness of about 280 nm. These coatings act as Bragg reflectors, and are designed to operate at 
the EUVL wavelengths of illumination (centered at ~13.4 to 13.5 nm) at near-normal-incidence 
angles. The ability to deposit such highly reflective ML coatings with extremely precise 
thickness control across the optic surface (in order to preserve the optic figure) has been the 
enabling technology for EUVL. Since ML coatings are essential, every EUVL projection system 
must be ML-compatible. The theoretical reflectance properties of a normal-incidence 
molybdenum-silicon (Mo/Si) ML suited for EUVL are shown in Fig. 4B.1. 
 
 
 
Figure 4B.1 Normal-incidence reflectivity vs. wavelength and reflectivity vs. angle for an ideal Mo/Si ML 
with 40 bilayer pairs. The period of a single bilayer is 7.0 nm and the thickness of individual Mo and Si 
layers is 2.76 nm and 4.14 nm, respectively. 
 
 In a poorly designed EUV projection system, MLs can induce appreciable amplitude and 
phase errors at the exit pupil of the image system. In an uncompensated design, the ML-induced 
phase error can easily exceed 4 to 5 times the residual wavefront error of the uncoated system. 
Amplitude effects are equally important; a poorly designed system will have appreciable 
apodization across the exit pupil, leading to poor critical dimension (CD) uniformity across the 
field and telecentricity errors at the wafer for any single field point. There are no rigorous rules 
to ensure ML compatibility. But a guiding principle is that stringent controls on both the mean 
incidence angle on each mirror, as well as the range of incidence angles as seen from any point 
on the mirror, must be enforced.1-5
 As with other lithographic technologies, EUVL strives to achieve continuous 
improvements in resolution, thus enabling smaller device geometries.5 This is accomplished 
fundamentally by increasing the numerical aperture (NA) of the projection optics, which creates 
an interesting coupled set of technology problems to solve: (1) the synthesis of EUVL projection 
optics forms with large NA’s (NA > 0.25) and beyond, and (2) the development of a ML coating 
design set capable of supporting basic imaging at this increased NA. Recent work has 
demonstrated that EUVL designs with NA’s in excess of 0.40 can be synthesized using relatively 
deep aspheric mirrors with large aspheric gradients. It has also been demonstrated that these 
systems will support ML imaging at 4x or even 5x reduction.7  
 The synthesis of these high-NA systems follows five basic steps: 
 
1. The synthesis of all-reflective or catoptric projection system concepts capable of 
correcting imaging aberrations at NA’s in excess of 0.25 over meaningful slit widths with 
an even number of reflections. 
2. The characterization and correction of ML-induced amplitude errors at high NA. 
3. The characterization and correction of ML-induced phase errors at high NA. 
4. The simultaneous refinement of the complete projection systems (optics and ML 
coatings) via damped least squared (DLS) optimization using specialized user-defined 
error functions. 
5. A validation, via an analysis of the partial coherent imagery, that the canonical projection 
systems can meet lithographic imaging standards. 
 
 This process flow is illustrated in Fig. 4B.2. 
 
 
 
Figure 4B.2 Necessary process flow to determine the extensibility of EUVL. The process starts by 
conceptualizing canonical EUV projection systems targeted at process nodes down to 15 nm. The 
remaining tasks determine if these conceptual systems are (1) compatible with EUV MLs, and (2) support 
lithographic-quality imaging. 
 
 Since EUVL projection systems are all-reflective, there are several additional subtleties 
beyond simple ML compatibility and the dual-track optimization process to achieve a 
manufacturable solution. The aspheric mirrors used in an EUVL projection system must have 
both the peak departures and aspheric gradients carefully controlled to ensure both the 
fabrication and metrology process. First, the absolute aspheric departure from the best-fit sphere 
sets the maximum number of fringes that the interferometer must accommodate. As the 
maximum number of fringes increases, the complexity of the compensation optics used to “null” 
the test wavefront generally increases. Second, the peak aspheric departure is a measure of the 
material that must be removed during the fabrication process. Since this removal process is 
performed with sub-aperture tools, excessive departures lead to excessive process times, which 
add to the risk of introducing mid-spatial-frequency errors due to process fluctuations.  
 Perhaps even more important than the maximum aspheric departure is the aspheric 
gradient, or the change in aspheric sag as a function of lateral coordinates across the mirror 
surface. This sets the local fringe density that the interferometer’s sensor must resolve. At an 
empirical limit of approximately four pixels per fringe, the interferometry simply no longer has 
the accuracy with which to test the EUV surfaces. And to generate steeper gradients, higher-
frequency tool functions in the polishing process are required. These higher-frequency tool 
functions have the tendency to increase the mid-spatial-frequency roughness (MSFR). To 
compound the problem, mid-spatial-frequency smoothing techniques do not work as well in 
regions of increased mirror slope. 
 In addition to ML compatibility and the challenges of essentially tailoring aspheric 
mirrors that need to be figured to atomic dimensions, EUVL systems have the usual challenges 
related to the development of multimirror systems, including ray clearance, back working 
distance, volume claims for mounting interface, etc. Working distances and clearances are also 
driving issues, since mirror substrates need adequate thickness to overcome mount-induced 
deformations. 
 Despite these challenges, EUV projection systems are a reality today, and several high-
profile systems are enabling EUV researchers to continue to unlock the promise of EUV 
technology.  
 
4B.2 EUV Microsteppers 
The semiconductor industry uses a reduced field image size at a similar optical resolution to that 
eventually intended to be adopted in production, and microsteppers to gain early learning on new 
technology nodes four to five years ahead of their introduction. Microsteppers allow 
manufacturers and researchers alike to develop and qualify new photoresists well before they are 
required for high-volume integrated circuit (IC) manufacturing. Microsteppers also allow 
researchers to investigate defect printability, test new reticle designs, and fabricate prototype ICs 
at the node of interest as well as provide early learning on tool-related technology challenges 
associated with sources, optics, lens aberrations, imaging effects, materials, metrology, reticles, 
photoresists, contamination, cost of ownership, reliability, and lifetime. In the field of EUV, both 
the “10X” microstepper and microexposure tool (MET) have played pivotal roles in the 
development of EUV technology and infrastructure.  
 
4B.2.1 “10X” Microstepper 
Between 1997 and 2002, EUVL was given a tremendous technology push with developments 
made by the Virtual National Laboratory (VNL), which consists of Lawrence Livermore, Sandia, 
and Lawrence Berkeley National Laboratories (LLNL, SNL, and LBNL, respectively). Funding 
was supplied by the EUV Limited Liability Company (LLC)—a consortium formed by IC 
manufacturers Intel, AMD, IBM, Infineon, Micron, and Motorola. Much of the initial technology 
development work was performed using what was called the “10X” microstepper.8
 The 10X projection optics consist of a two-mirror objective arranged in a Schwarszchild 
form with a convex primary mirror and a concave secondary mirror, as light travels left to right 
from the patterned mask to the wafer. This objective is of the reverse telephoto type so that the 
back working distance is greater than the focal length of the objective. The projection optics 
were designed with a maximum centered NA of 0.30, but the aperture stop is decentered to 
produce a system with an unobscured circular aperture (Fig. 4B.3). The geometry constraints 
imposed by reasonable opto-mechanical considerations limit the NA of the off-axis bundle to 
0.088 by design. 
 
 
 
Figure 4B.3 10X microstepper projection optics illustrating the decentered aperture stop on the primary 
mirror M1. 
 
 For an object at infinity, the Schwarzschild objective is formed by two concentric 
spherical mirrors. The design is free from spherical aberration, coma, and astigmatism, provided 
that the ratio of concave radius to the convex radius (R2/R1) is equal to (√5+1)/(√5-1) or 
2.618034. When the system is used in a microstepper at a reduction ratio, the object distance 
must be given some finite value. This means that the concave secondary mirror must be 
weakened to correct the spherical aberration and coma while maintaining the concentricity of the 
mirrors M1 and M2. For this 10x objective, the new R2/R1 ratio is 3.083498, which is in close 
agreement to an example provided by Kingslake.9 The resulting objective is free from spherical 
aberration, coma, and astigmatism at 0.088 NA, with the field curvature limiting the imaging 
performance. The residual root mean square (rms) composite wavefront error within a 280-µm 
square field of view as-designed is 0.055λ (λ = 13.4 nm), or 0.75 nm. The inward field curvature 
is approximately 0.80 µm when analyzed across the 400-µm-diameter field. These parameters 
are summarized in Table 4B.1. 
 The 10X microstepper received an upgraded optics package in late 1998, with the figure 
error of both primary and secondary mirrors approaching 0.4-nm rms. By clocking the mirrors 
relative to each other, the subaperture wavefront was optimized to achieve a residual rms 
wavefront error of 0.045λ (0.6 nm). This rms value was derived from a 37-term Zernike 
expansion to the measured interferogram, representing an as-built wavefront error value that was 
actually lower than the design residual. In addition to the excellent mirror figure, the MSFR 
(mid-spatial frequency roughness corresponding to spatial periods of 1 mm-1 to 1 µm-1) achieved 
on both the primary and secondary mirrors was 0.13-nm rms and 0.20-nm rms, respectively. 
These MSFR values enabled low-flare imaging with measured flare levels on the order of 4%. 
Subsequent printing experiments in 1999 at the VNL demonstrated high-fidelity iso-dense 
elbows at both 90 nm and 80 nm using the circular 0.088-NA aperture set. Using the 0.10 × 
0.088 NA rectangular aperture, a 70-nm L/S (lines and spaces) at a 1:2 pitch and a 1:1 pitch were 
patterned in a customized thin layer (80 to 100 nm) deep ultraviolet (DUV) resist.8 These results 
were significant at the time because they established a k1 factor of 0.52 for this process, which 
foreshadowed the potential for sub-30-nm resolution for a projection system designed with a NA 
of 0.30, which is going to be discussed in Section 4.B.2.2.  
 
Table 4B.1 10X microstepper design parameters. 
 
Parameter Value 
Wavelength 13.4 nm 
Numerical aperture (NA) 0.088 (circular stop) 
0.088 × 0.10 (rectangular stop) 
Reduction ratio 10X 
Field format 283 x 283 µm square 
(400-µm diagonal) 
Residual rms wavefront error 0.055λ 
Total track 315.2 mm 
Demonstrated resolution 70 nm 1:l L/S 
 
 Yet another upgraded set of 10X microstepper optics was manufactured in 2002 to 
support a set of frequency-doubling experiments at LBNL’s Advanced Light Source (ALS). The 
spatial frequency-doubling technique utilized a 40 µm x 40 µm silicon nitride (Si3N4) 
transmission grating with an aperture stop that was designed to block or “filter” the zero 
diffraction order from this grating. Essentially the technique works by allowing the +1 and -1 
diffraction orders to propagate through the optical system, interfering at the image plane. In this 
manner, a high-contrast spatial frequency doubled image of the grating pitch is produced. The 
researchers at LBNL were able to print high-quality 50-nm line/space patterns in Shipley’s 
“EUV-2D” resist and quantify the line-edge roughness (LER) of these printed images.10
 
4B.2.2 Micro-exposure tool (MET) 
It became clear at the VNL that an upgraded micro-exposure capability was needed to 
demonstrate the full potential of EUVL to a 30-nm half-pitch. Based on some simple work with 
the lithographic scaling laws, it was decided that this new MET would have a NA of about 0.3, 
similar to the NA for a commercial alpha-tool, but substantially larger than both the 0.10 NA for 
the Engineering Test Stand (ETS) and 0.088 NA for the existing 10X microstepper.  
 The idea of employing a two-mirror aspheric imaging system has been proposed in 
earlier reports.11,12 To achieve the largest possible field of view, the MET projection optics 
utilize a primary and a secondary mirror whose radii are nearly the same (within 10% of each 
other). This enables the field curvature to be corrected to a value approaching that of more 
sophisticated multi-mirror EUVL projection systems. Compared to the 10X imaging system that 
uses the same field size at the wafer, this “equal radii” concept reduces the longitudinal field 
curvature from 1.8 µm to 0.05 µm. This 36-fold reduction in field curvature enables a 50% 
increase in printed field area per exposure relative to the 10X microstepper (Fig. 4B.4). The 
MET projection optics are designed to accommodate either a transmission mask (TM) or 
reflection mask (RM), with a depth of focus that can accommodate subtle tilts of the wafer up to 
~ 1 deg. With a RM, imaging is controlled by the Scheimpflug condition, which states that the 
imaging properties of a centered optical system with a tilted object are preserved on a tilted 
image plane (ignoring distortion). For a system used at finite conjugates, the image plane tilt is 
the object plane tilt scaled by the reduction ratio. A reflective mask can be tilted up to ~ 5 deg in 
the MET.  
 
 
 
Figure 4B.4 The principal feature of the MET design is the reduction in field curvature, which allows focus 
to be maintained across the entire tilted wafer plane. The image formed at the wafer with the 10X 
camerawould be outside the depth of focus due to the curvature of field. The y-axis is normalized to the 
field height of the MET (3 mm), which represents the field of view at the reticle that is projected at 5x 
reduction at the wafer. Both tangential (T, dash line) and saggital (S, solid line) field curvatures are 
shown. 
 
 Layouts of the final optical design with reflection and transmission masks are shown in 
Figs. 4B.5 and 4B.6, respectively. Table 4B.2 summarizes the performance of the optical design 
relative to parameter goals. A large NA of 0.30 is attained by the use of a centered design, where 
the imaging bundles are centered on the optical axis. The centered design necessitates that the 
image passes through a hole in the primary mirror. Eccentric or off-axis pupil design forms are 
not feasible because the individual mirrors work at very fast conjugates. The residual aberrations 
simply grow too quickly to correct as the pupil moves off the optical axis. This fact forces the 
central obscuration on the exit pupil of the imaging system. To minimize the obscured pupil area 
(< 10%), the image plane must be kept close to the primary mirror. This reduces the clearance 
between the back of the primary mirror and the wafer. The vertex thickness of the primary mirror 
was set to 20 mm to provide ample substrate stiffness, leaving only 5 mm of clearance between 
the back of the primary mirror and the wafer. This makes mechanical packaging of the primary 
mirror difficult and precludes the use of a grazing-incidence focus system.  
 
 
Table 4B.2 MET projection optics performance summary (RM = reflection mask, TM = transmission 
mask). 
 
Parameter Predicted Performance 
Wavelength 13.4 nm 
Numerical aperture 0.30 
Focal length 102.5 mm 
Field format 
Type 
Length × width 
 
Rectangular 
600 µm ×200 µm 
Mask compatibility RM & TM 
Reduction ratio (nominal) 5:1  
Residual rms wavefront error 
(waves @ λ = 13.4 nm) 
Field point maximum 
 
Composite 
 
 
0.054λ RM) 
0.027λ (TM) 
0.031λ (RM) 
0.021λ (TM) 
Resolution 30 nm 
Distortion (peak-to-valley static, nm) 
Chief ray 
 
497.6 nm (RM) 
2.24 nm (TM) 
Depth of focus 200 nm 
Telecentricity error 
∆y (nm) image/ ∆z (nm) focus  
 
0.0148 nm/nm 
Package 
Total track (mask/wafer) 
Overall length (vertex/vertex) 
 
474.16 mm 
275.60 mm 
Working distances 
M1/wafer  
M2/mask 
 
~ 5.0 mm 
~ 113.56 mm 
Aperture stop Accessible on M1 
Peak aspheric departure  
M1 (primary) 
M2 (secondary) 
 
3.82 µm  
5.61 µm  
Maximum aspheric slope  
M1 (primary) 
M2 (secondary) 
 
-1.18 µm/mm 
-0.47 µm/mm 
Angles of incidence, from normal  
M1 (max/min) 
M2 (max/min) 
 
8.67°/2.54° 
1.98°/0.67° 
 
  
 
Figure 4B.5 Tilting the mask and wafer planes enables use of a reflection mask. In this embodiment, the 
mask is tipped by 4.0 deg, with a corresponding wafer tilt of 0.8 deg. The imagery is diffraction-limited on 
the tilted wafer plane. 
 
 
 
Figure 4B.6 “Equal radii” microstepper concept for use with a transmission mask. The design has a NA of 
0.30 at a reduction of 5X as measured at the plane of the wafer. Mirror radii R1 and R2 are nearly the 
same, acting to minimize field curvature across the projected format. 
 
 While the limited clearance makes the mechanical design more complicated, this issue is 
manageable. The working distance is, in fact, about the same as for contemporary DUV steppers. 
The final design shown in Fig. 4B.5 includes a proposed mirror substrate thickness to help 
visualize clearance at the wafer and depict how the illumination is brought onto the mask. The 
design is optimized to work at a 5X reduction across a rectangular field of view of 600 × 200 µm 
at the wafer. While the field could be extended in the long dimension, the aspect ratio of 3:1 will 
help to simplify the design of the illumination system. The mask is tilted clockwise at 4.0 deg; 
the wafer has a corresponding counterclockwise tilt of 0.8 deg. This is the minimum tilt required 
to avoid interference between the incoming illumination and imaging bundle.  
 With a RM, the composite rms wavefront error across a 600 × 200 µm rectangular field is 
0.42 nm (0.031λ). This compares favorably to the composite rms wavefront of 0.28 nm (0.021λ) 
with a TM. The difference between the two imaging conditions is that the wavefront error varies 
more across the tilted conjugate planes. With a RM, the wavefront error varies from 0.24 nm 
(0.018λ) to 0.74 nm (0.055λ). The wavefront error variation with a TM is 0.15 nm (0.011λ) to 
0.36 nm (0.027λ). While this variation across a tilted wafer would be troublesome in a 
production tool, causing field-dependent CD variations across the field, it is not a significant 
issue for this R&D tool. 
 Since the MET projection optics are compatible with either a RM or a TM, the wavefront 
error and distortion analysis is performed in both modes of operation. The rms wavefront error 
was analyzed at nine distinct field points across the half-format as shown in Fig. 4B.7. This 
sampling is sufficient since the design has bilateral symmetry. The field size is set in RM mode 
because the maximum rms wavefront error at all field points must be less than 0.050λ. The rms 
wavefront error, less tilt, for each field point is listed in Table 4B.3. Using a TM, the field 
composite rms wavefront error is 0.28 nm (0.021λ). Residual field curvature and astigmatism 
present in the design cause a slight variation in the residual wavefront error across the field. With 
a RM, the field composite rms wavefront is 0.42 nm (0.031λ). There is more variation in the 
wavefront error in this case, due primarily to a variation in spherical aberration (fringe Zernike 
term Z9) across the field. This is a subtle effect that can be understood in the following way: 
with a tilted mask plane, the distance from the object surface to the first principal plane varies 
across the field, creating a field-dependent conjugate shift. Since the spherical aberration varies 
with conjugate distance, the spherical aberration will have field dependence. 
 
 
 
Figure 4B.7 Analysis field points for the computation of rms wavefront error, incoherent square wave 
modulation transfer function (MTF), and 2D/3D partially coherent imagery, for the MET tool. With a 
reflection mask, the printed field has bilateral symmetry, so only field points across the half-format need to 
be analyzed.  
 
Table 4B.3 Rms wavefront error (WFE) for the MET projection system, with tilt removed. 
 
Field x (mm) y (mm) rms WFE (TM) rms WFE (RM) 
F1 0.00 0.00 0.022λ 0.022λ 
F2 0.00 0.50 0.018λ 0.046λ 
F3 1.50 0.50 0.027λ 0.020λ 
F4 1.50 0.00 0.022λ 0.024λ 
F5 1.50 -0.50 0.027λ 0.054λ 
F6 0.00 -0.50 0.018λ 0.018λ 
F7 1.05 -0.35 0.011λ 0.024λ 
F8 1.05 0.35 0.011λ 0.023λ 
 Composite 0.021λ 0.031λ 
 
 Figures 4B.8 and 4B.9 graphically depict the distortion at the wafer with a TM and RM, 
respectively. The distortion vector field is superimposed on top of the ideal image grid. Even 
though this research tool requires an overlay, users must still understand the distortion fields in 
both imaging modes to address such issues as horizontal/vertical bias with tilted-plane imaging, 
and the potential to use this design in a scanning configuration.  
 With the TM situated perpendicular to the optical axis, the distortion field exhibits simple 
barrel distortion with rotational symmetry about this axis (Fig. 4B.8). The length of the largest 
distortion vector (and hence the maximum radial distortion) is 2.24 nm, with maxima being 
located in the corners of the format. There are no degrees of freedom in the optical design to 
correct distortion effectively; the distortion is minimized only because the projected field of view 
is small. An analysis of the scanned imagery shows an image placement error of ~ 2 nm in the 
cross-scan dimension. The residual distortion is small enough to consider the possibility of using 
this design with a TM in a scanning configuration.  
 The behavior of the distortion field is much more complex with a RM (Fig. 4B.10). The 
printed image suffers primarily from anamorphic distortion (~200 nm), which can be viewed as a 
foreshortening of the vertical dimension due to the tilted plane. Keystone distortion (~30 nm) can 
also be seen in the vector field plot, which relates to the variation in magnification with 
conjugate distance from the mask to the first principal plane. Both forms of distortion are 
artifacts of imaging using tilted conjugate planes, and they combine to make a rectangular object 
imaged into an isosceles trapezoid. The longest distortion vector in the field plot is ~240 nm in 
length. Barrel distortion is also present, but it is overwhelmed by the other distortion forms. The 
conclusion of this analysis is that the MET camera is not suited for use in a scanning tool using a 
RM. 
 The optical design analysis and ML coating results from the first two MET cameras (set 1 
and set 2) constructed at the VNL are described in Ref. 13. The set 2 MET camera is currently 
installed at the ALS synchrotron at LBNL and remains the most accurate micro-field, high-NA 
EUVL camera to date,, .14-16
 
 
 
Figure 4B.8 Vector visualization of MET distortion using a TM over a 600 × 200 µm imaging field at the 
wafer. The maximum radial distortion is only 2.24 nm. Since the system is rotationally symmetric in this 
mode of operation, the distortion field has rotational symmetry about the optical axis.  
 
 
 
Figure 4B.9 Vector visualization of MET distortion using a RM over a 600 × 200 µm imaging field at the 
wafer. In this case, the maximum radial distortion is ~244 nm. The printed image suffers primarily from 
anamorphic distortion, which can be viewed simply as a foreshortening of the vertical dimension. 
Keystone distortion can also be seen in the vector field plot. Both forms of distortion are artifacts of 
imaging under the Scheimpflug condition.  
 
4B.3 Engineering Test Stand (ETS) 
The imaging performance specifications for the EUVL projection optics parallel those of other 
optical lithographies. The principal difference is that the specifications are scaled to reflect the 
100-nm CD for the first-generation EUVL systems. The first prototype 0.1-NA, scanning EUVL 
system was constructed by the VNL. The top-level imaging specifications for the ETS system 
were: 
 
1. 100-nm CD (70 nm for isolated features) based on NA NA = 0.1, k1 = 0.77, and 
coherence factor σ = 0.7; 
2. Ring-field imaging with a ring-field cord length of 26 mm at the wafer; 
3. Depth of focus of ±0.5 µm with 10% CD control; 
4. Reduction factor of 4:1 with residual magnification control of ± 20 ppm and 
magnification control of 0.1 ppm;17 
5. Telecentric imaging at the wafer; 
6. Total dynamic distortion of less than 5 nm over the full field. 
 
 The specifications above do not refer directly to lithographic process latitude. As 
expected, the models of lithographic process latitude indicate that the nominally aligned and 
focused optical system must produce a design Strehl ratio of about 0.98. 
 A four-mirror design was selected for the ETS.18-21 The optical system design for the ETS 
camera is shown in Fig. 4B.10. The performance summary for the optical design is presented in 
Table 4B.4. This novel design form embodies performance improvements when compared to 
other designs that at the time of construction of the ETS system represented the state of the art.22 
This particular design was selected because it has low centroid distortion (~15 nm) across a wide 
(1.5-mm) ring field and a small residual rms wavefront error (0.014λ or 0.19 nm). Judged by 
lithographic standards, the low residual wavefront error and balance of aberrations across the 
ring field lead to excellent performance. For example, an analysis of the scanned imagery 
(assuming perfect Köhler illumination) demonstrates that the image placement error (IPE) due to 
the design is less than 1 nm for both dense, 100-nm, and isolated, 70-nm features. The system is 
relatively compact, having a total track distance from the mask to wafer of ~1100 mm, while 
providing ample clearance at both the mask and wafer.  
 The design utilizes three aspheric mirrors, and in each case the aspheric departure is less 
than 10 µm. This small departure reduces the risk associated with the optical fabrication and 
metrology. Equally important, the use of a negative or convex primary mirror reduces the 
incident ray angles on the subsequent surfaces. The incidence angles were minimized on each 
mirror and could be made low enough to allow uniform ML coatings. This substantially reduces 
the risk in the ML coating process, where spectrally matched, uniform coatings are required. The 
low angles allow the design to be coated with either Mo/Si or molybdenum/beryllium (Mo/Be) 
MLs. In addition, the low-incidence angles ensure that visible alignment is the same as EUV 
alignment. Special at-wavelength interferometers are not required to align and characterize the 
ETS projection optics performance. 
 Although the mask illumination is not telecentric, it does allow for easy magnification 
adjustment by simple translation of the mask and wafer; no adjustment of the individual optics is 
required. For example, in the current design, movement of the mask by 1.0 mm changes the 
magnification by 2 ppm. 
 
 
 
Figure 4B.10 Layout of the ETS projection optics (with full parents) that shows the imaging bundle from 
the mask (top) to the wafer (bottom). In practice, only off-axis sections of the mirrors are used, making the 
mirrors much smaller than shown in the figure. The aperture stop is fully accessible and located on mirror 
M3. Mirror M4 makes the imaging bundle perpendicular to the wafer plane, producing the telecentric 
design at this location.  
 
 During optimization of this design, the static distortion was constrained in a unique way 
so that the dynamic (or scanned) distortion was essentially eliminated. The static centroid 
distortion of the design is approximately 15 nm, while the dynamic distortion is less than 1 nm. 
The shape of the static distortion map across the ring field is much more important than the 
actual distortion values. The relaxation of the static distortion constraints effectively introduces 
an additional degree of freedom in the optical design.  
 Two ETS cameras were constructed at the VNL, set 1 and set 2, the latter with improved 
optics figure that resulted in improved system resolution. The experimental results from the ETS 
optics fabrication and ML coatings are described in Refs. 23 and 24.  
 
Table 4B.4 Projection optics performance summary for the ETS. 
 
Parameter Predicted performance 
Wavelength (λ) 13.4 nm 
Numerical aperture (NA) 0.10 
Ring field format 
Radius to center 
Width 
Chord 
 
52.75 mm 
1.50 mm 
26.00 mm 
Reduction ratio (nominal) 4:1 
Compsite rms wavefront error 
(waves @ λ = 13.4 nm) 
 
0.014 λ 
Resolution 100 nm 
Centroid distortion  
(PTV static, nm) 
 
15.4 nm 
Depth of focus  > 1 µm 
Telecentricity (nanometer change in image 
height defined by centroid location per 
micron defocus) 
0.01 nm/µm (ring bottom) 
-0.08 nm/µm (ring top) 
Total track (mask/wafer) 1084.5 mm 
Aperture stop Accessible on M3 
Maximum aspheric departure 
M1 
M2 
M4 
 
6.2 µm 
9.6 µm 
2.7 µm 
Angles of incidence, from normal 
M1 (mean/max/min) 
M2 (mean/max/min) 
M3 (mean/max/min) 
M4 (mean/max/min) 
 
3.48/5.19/1.37 deg 
6.56/6.95/6.15 deg 
12.0/12.6/11.01 deg 
6.0/6.67/5.3 deg 
 
4B.4 Six-Mirror EUVL Projection Systems 
 
4B.4.1 Feasibility 
Mo/Si MLs have an experimental reflectivity of about 70% at 13.4 nm, meaning that the 
transmission of a six-mirror system is reduced by ~50% when compared to that of a four-mirror 
system. For this reason alone, the feasibility of a six-mirror system has been questioned. 
However, feasibility arguments based solely on transmission are flawed because transmission 
does not adequately describe the light-gathering potential of the projection system. The proper 
metric is the product of the illuminated area and the solid angle of the imaging cone. This area × 
(solid angle) product is called the étendue; when it is multiplied by the transmittance, it is a 
measure of the theoretical throughput of a projection system. 
 The étendue can be considered a 2D generalization of the optical invariant. Like its 
optical cousin, the étendue is the invariant between image and object points for a well-corrected 
imaging system and is conveniently derived at either the object or image plane. At the wafer, the 
étendue (Ew) is simply Ew = π(Aw)(NAw)2, where Aw denotes the area of the wafer that is 
exposed. The throughput is simply the product of the transmittance (T) and the étendue (Ew). 
 As an example of a four-mirror system, the ETS discussed in Sec. 4B.3. has a 1.5-mm-
wide ring field at the wafer, spanning a 30-deg angle with a NA of 0.10. The area solid angle 
product or étendue at the wafer Ef is found to be 0.40π mm2 × sr. A typical six-mirror projection 
system described herein has a 2-mm ring field spanning a 60-deg angle with a NA of 0.25, which 
equates to an étendue Es of 3.50π mm2 × sr. When the transmission is factored in and relative 
throughputs compared [(0.706 /0.704)(Es/Ef)], the six-mirror system offers a 4.3-fold increase in 
overall throughput. Thus, the increase in projected area and solid angle easily overcomes the loss 
of transmission. 
 By pushing the limits of the optical design and considering larger ring fields, the 
advantage becomes even more compelling. The throughput advantage for a six-mirror system 
with 3-mm-wide and 4-mm-wide ring fields is ~6.3-fold and ~9.0-fold, respectively.  
 Unfortunately, this theoretical advantage is not realized in practice due to the 
characteristics of real EUV sources. EUV sources are typically isotropic in both the spatial and 
angular domains, but the ring field format requires that the étendue be highly anamorphic in the 
spatial domain at the reticle or object plane. Fundamentally this means that the throughput is 
limited by the mismatch between the characteristics of the EUV source and of the EUV 
projection system. For this reason, it is often better to consider the useable étendue of the system. 
Nonetheless, a six-mirror EUV projection system is better matched to an EUV source and 
affords a larger useable étendue than its four-mirror counterpart. 
 
4B.4.2 Concepts with concave primary mirrors 
 
PNPPNP Configuration 
One of the first projection systems tailored for EUVL was developed by Williamson.25 
Regardless of the wavelength region, testing convex aspheric mirrors is more difficult than 
testing concave aspheric mirrors, so it makes sense to minimize the number of convex surfaces in 
an optical design. A modified version of the Williamson PNPPNP design is shown in Fig. 4B.11. 
This example was reconstituted from the patent reference with some minor re-optimization in 
order to restore performance to lithographic levels. In this section, the letter “P” denotes concave 
(or “positive”) mirrors and the letter “N” is used for convex (or “negative”) mirrors. 
 Aspheric surfaces are used to correct the design to lithographic quality. The Petzval sum 
is corrected via the separation of positive and negative powers. If this reflective system was 
“unfolded,” the design would be reminiscent of a dioptric projection lens with a series of 
“waists” and “bulges.” All the mirrors are aspheric, and the aperture stop is fully accessible on 
mirror M2, thus ensuring that the partially coherent imagery is stationary across the field. The 
composite rms wavefront error of this reconstituted example across a 2.0-mm ring field is 0.020λ 
(0.27 nm); the static distortion can easily be corrected to less than 1.0 nm at 4X reduction. An 
intermediate image in the design is located between mirrors M3 and M4. This location 
minimizes the size of mirrors M3 and M4, especially in the sagittal plane. The low-incidence 
angle of the chief rays at the mask (~ 4 to 5 deg) is also advantageous by minimizing image 
placement errors due to non-telecentricity and “shadowing” at the mask. (The reflective EUV 
mask has a nonplanar topology, so the non-telecentric illumination creates “shadows” that have a 
small performance impact.) 
 The strong primary mirror coupled with the relative compactness of the design as 
measured by the total track length (about 1280 mm from mask to wafer) forces some relatively 
high-incidence angles (defined from the direction normal to the surface) on mirrors M1, M2, and 
M3. Incidence angles in some parts of the imaging bundles exceed 20 deg at points on various 
mirrors. Also, the chief ray angles from the central field point are relatively high on mirrors M1, 
M2, and M3. These factors would conspire to add complications during the ML re-optimization 
effort.  
 
 
 
Figure 4B.11 Modified six-mirror PNPPNP EUVL projection optics described by Williamson.25 The basic 
design was modified to reduce the incidence angles on each of the surfaces. The chief ray incidence 
angles (central field point) are as follows: mask, 4.0 deg; M1, 10.1 deg; M2, 16.7 deg; M3, 13.3 deg; M4, 
2.4 deg; M5, 11.1 deg; and M6, 3.8 deg. 
 
 The design suffers a bit from large peak aspheric departures and relatively large aspheric 
gradients. In particular, mirrors M2 and M5 will be more difficult to test than the other mirrors in 
the system. The distance from the vertex of mirror M5 to the wafer is only 26 mm, which means 
that the back working distance of this particular embodiment is a bit strained.  
 But not to lose sight of the basic idea, several improvements can be made. Using this 
basic PNPPNP formulation, ML compatibility is improved by increasing the total track to 1500 
mm, while keeping the ring field radius fixed. This effectively stretches the optical design and 
reduces the apparent offset of the field at the mask. The ray angles at each surface are reduced 
~10% using this technique. Improvements of several millimeters also can be made to the back 
working distance with additional detailed design effort. 
 
PPNPNP Configuration 
Assuming that the first mirror will take positive optical power, let us imagine a new projection 
system. By distributing the positive power between the primary and secondary mirrors, low-
incidence angles can be achieved to promote ML compatibility. With the stop at M2, the 
distortion contribution from this surface is nulled. Now the position of the entrance pupil can be 
adjusted to null the tangential astigmatism contribution from the base sphere of M1. The 
relatively low power of M1 and the low chief ray height also reduce the distortion contribution 
from this surface. Now the strong convex tertiary M3 can be used to compensate for the low-
order astigmatism and distortion. The negative convex mirrors are also used in such a way to 
minimize and nearly correct the Petzval sum independently n each half of the design. The result 
of this thought process is the PPNPNP design shown in Fig. 4B.12.26
 The fundamental layout enables a low mean incidence angle at each mirror, giving the 
design a high degree of ML compatibility. The intermediate image is located between mirrors 
M4 and M5 to maximize ray clearance in the aft end of the system. At the wafer, the NA is 0.25 
and the ring field width is 2.0 mm (centered on a radius of 30 mm). The composite rms 
wavefront error is 0.018λ (0.24 nm, λ = 13.4 nm), and the static distortion is corrected to better 
than 0.20 nm. This design has the potential to be scaled in either NA or field. For example, the 
rms wavefront error is only 0.027λ (0.36 nm, λ = 13.4 nm) when the NA is scaled to 0.28. This 
represents the rms error without re-optimization at the higher NA. Alternatively, the ring field 
width can be scaled to widths larger than 2 mm with reasonable scan-averaged performance. 
 
 
 
Figure 4B.12 Six-mirror PPNPNP design with low-incidence angles. The positive optical power in mirrors 
M1 through M4 is split between M1, M2, and M4 to lower the aberration contributions and incidence 
angles on these surfaces. The chief ray incidence angles (central field point) are as follows: mask, 4.0 
deg; M1, 5.0 deg; M2, 6.0 deg; M3, 12.0 deg; M4, 3.3 deg; M5, 8.8 deg; and M6, 3.3 deg.  
 
 The total track from mask to wafer is 1500 mm. Of all the high-NA designs, this design 
has the lowest mean chief ray incidence angles, ranging from 3.3 to 12.0 deg. These chief ray 
angles are similar to the incidence angles present in the ETS design. The caveat is that the 
variation in ray angles across mirrors M3, M5, and M6 will require graded ML coatings. 
Nonetheless, this design is encouraging from a ML standpoint. And like the design shown in Fig. 
4B.11, this design uses a low-incidence angle at the mask to minimize image placement errors. 
 The distance from the vertex of mirror M5 to the wafer is 46.75 mm, thus allowing a 
mirror substrate with sufficient aspect ratio. The peak aspheric departures are well-controlled; 
the maximum peak departure, contained on mirror M6, is 14.8 µm. The other mirrors have low-
risk aspheres with departures that range from 1.7 µm to 10 µm, consistent with the ETS 
experience, allowing sophisticated visible light metrology without the need for a complex 
Computer Generated Holograms (CGHs) or null lenses.27 The drawback of this design is the 
±190.5 mm (±7.5”) dimension of mirror M4 in the sagittal or cross-scan plane. This is a direct 
consequence of the first-order layout used to minimize incidence angles. Such a large mirror size 
pushes the limits of currently available EUVL mirror and coating fabrication technology. 
 
PNNPNP Configuration 
Figure 4B.13 illustrates yet another novel arrangement of optical power using a concave primary 
mirror.26 The design uses a PNNPNP first-order layout to affect the highest level of low-order 
aberration correction using the base spheres. Like the design shown in Fig. 4B.11, this system 
uses a relatively strong aspheric primary mirror that adds induced aberrations in such a way to 
enable low residual wavefront errors. The aberration correction dynamics are quite different than 
the design of Fig. 4B.12. Here the pairing of positive and negative power is used to 
“continuously” balance aberrations; the results are clearly seen in a Zernike decomposition of the 
residual wavefront errors. At a NA of 0.25, the design has a composite rms wavefront error of 
0.012λ (0.16 nm) and less than 0.25 nm of distortion across its 2-mm ring field.  
 Based on the distribution of aberrations in the Zernike decomposition of the wavefront, it 
is immediately apparent that this design will have the most robust lithographic performance. 
Asymmetric aberrations to all orders are virtually eliminated, and the impact of residual even-
order aberrations will be nullified via the scan average. This design form is itself robust, with the 
possibility for increasing either the NA or ring field width. NA aperture scaling and field scaling 
are possible with this configuration. For example, the field composite rms wavefront error is only 
0.028λ (0.36 nm, λ = 13.4 nm) at 0.28 NA without re-optimization at this NA. 
 The design has a total track length of ~1450 mm and 65 mm of “clearance” from the 
vertex of mirror M5 to the wafer. The peak aspheric departure is 15 µm on mirror M1, while the 
other mirrors have peak departures that range from 0.5 to 11.0 µm. Again, the incidence angles 
are well controlled and similar to those in the other candidate designs. With more design effort, 
the chief ray incidence angles on mirrors M2 and M3 can be reduced by 1 to 2 deg. 
 
 
 
Figure 4B.13 Six-mirror EUVL projection system with a PNNPNP power distribution. The chief ray 
incidence angles (central field point) are as follows: mask, 4.3 deg; M1, 7.9 deg; M2, 11.5 deg; M3, 14.7 
deg; M4, 3.2 deg; M5, 9.2 deg; and M6, 3.3 deg.  
 
 Like the PPNPNP design, the location of mirror M4 in relation to the intermediate image 
makes mirror M4 quite large in the cross-scan dimension (±186 mm in the sagittal plane). 
Although this off-axis section could be accommodated in currently existing ML deposition 
chambers, the mirror fabrication, mounting, and ML-coating thickness control would need to be 
carefully evaluated.  
 
4B.4.3 Concepts with convex primary mirrors 
 
NPNPNP Configurations 
Despite the difficulty in measuring a convex surface, there are certain advantages to developing 
an EUVL projection system using a convex primary mirror. A convex primary mirror can be 
used to reduce the field angle in the subsequent positive focusing group of mirrors. Also, this 
construction can be used to effectively minimize both ray angles and the diameter of the aspheric 
mirror parents. 
 Examples using a convex primary mirror are shown in Figs. 4B.14 and 4B.15.28 What is 
immediately apparent is that the parent diameters of mirrors M1 through M4 can be reduced 
substantially, and this has favorable impacts on tolerance sensitivity and mirror fabrication. The 
design of Fig. 4B.14 uses a NPNPNP configuration and achieves a high level of aberration 
correction, in large part by the concentricity of mirrors M2, M3, and M4. Taken as a group, these 
mirrors relay the virtual image formed by mirror M1 at a 1X magnification to the intermediate 
image, effectively acting like a 1X Offner relay. At the wafer, this 4X reduction system has a NA 
of 0.25 and a ring field width of 2.0 mm (centered on a radius of 30 mm) at the wafer. The 
composite rms wavefront error is 0.023λ (0.31 nm, λ = 13.4 nm), and the static distortion is 
corrected to better than 2 nm. The composite rms wavefront error does not tell the complete 
story; this concept has a unique and distinct set of residual aberrations, as seen in the Zernike 
decompositions of the wavefront, reflecting the aberration correction dynamics present in the 
design. 
 This design has the potential to be scaled in either NA or field. For example, the rms 
wavefront error is only 0.036λ (0.48 nm) when the NA is scaled to 0.28, again representing the 
rms error without reoptimization at the higher NA. Alternatively, the ring field width can be 
scaled to large values. 
 
 
 
Figure 4B.14 Six-mirror NPNPNP design for EUVL. The design achieves lithographic correction in large 
part by using the concentricity of mirrors M2, M3, and M4. The chief ray incidence angles (central field 
point) are as follows: mask, 8.0 deg; M1, 6.9 deg; M2, 5.8 deg; M3, 13.8 deg; M4, 6.0 deg; M5, 8.8 deg; 
and M6, 3.3 deg.  
 
 The total track of the system is compact at a length of 1180 mm, and the ray angles on 
each of the mirror surfaces are well controlled. However, the 8-deg incidence angle at the mask 
and the 30-mm distance from the vertex of mirror M5 to the wafer need to be improved.  
 In addition to the low-incidence angles, the system utilizes low peak aspheric departure. 
The maximum peak departure, contained on mirror M5, is 17 µm. The other mirrors have low-
risk aspheres with departures that range from 1.1 to 14.0 µm, consistent with the current mirror 
fabrication process experience. The low aspheric departures of the mirror surfaces facilitate 
visible light metrology without a null lens or CGH, resulting in a high degree of absolute 
accuracy. 
 
 
 
 
Figure 4B.15. Six-mirror NPNPNP design using mirrors M3 and M4 in closer proximity to the intermediate 
image. This promotes distortion correction without the need for deep aspheres. The chief ray incidence 
angles are as follows: mask, 7.6 deg; M1, 6.6 deg; M2, 5.6 deg; M3, 15.0 deg; M4, 7.0 deg; M5, 8.5 deg; 
and M6, 3.2 deg.  
 
 Figure 4B.15 illustrates a different, but related, approach to the NPNPNP configuration. 
The idea here is to better use the convex primary to reduce the apparent field angle to mirrors M2 
through M5. Additionally, the extra convex surface in the fore mirror group (M1through M4) is 
used to independently correct the Petzval sum at the intermediate image. This decoupling of the 
Petzval correction allows a bit more freedom to expand the back working distance. Since mirrors 
M3 and M4 are now closer to the intermediate image, the aspheres generate a better distortion 
balance, enhancing the overall distortion correction at the wafer. 
 At a NA of 0.25, this 4X reduction design has a composite rms wavefront error of 0.023λ 
(0.31 nm, λ = 13.4 nm) across a 2.0-mm ring field centered on a 30-mm radius at the wafer. 
Again, all six mirrors are aspheric, and distortion is corrected to less than 0.5 nm. A hidden 
benefit of the distortion balance created by the quasi-field group (mirrors M3 and M4) is that the 
distortion remains well corrected as the ring field is expanded. The ring field width of this design 
can probably be increased in excess of 2 mm. The total track is ~1400 mm, and the back working 
distance as measured from the vertex of mirror M5 is ~ 44 mm.  
 The incidence angles are well controlled on each of the mirrors. The incidence angle at 
the mask is 7.6 deg and would need to be reduced in a real system. The peak aspheric departure 
is 15.2 µm on mirror M5; the other peak departures range from 1.0 to 11.0 µm, again reducing 
fabrication and metrology risk. The proximity of mirrors M3 and M4 to the intermediate image 
has the effect of minimizing mirror dimensions in both meridians. 
 
4B.4.4 Conclusions 
The systems described in Sections 4B.4.2, 4B.4.3 look very similar in that they all have 6-
mirrors and similar geometries. However, the reality is the residual aberrations in the various 
orders are quite distinct and when coupled with the effects of the multilayers, lithographic 
simulation will demonstrate performance differences that warrant further study. The 
commonality, which is good for EUVL as a technology, is that several potential optical systems 
exist to support the general technology at the 30 nm device node and beyond. Based on high 
optical performance, scalability, low incidence angles, low metrology risk, and back working 
distance, three concepts do stand out. The PPNPNP design is probably the best overall candidate 
due to high level of aberration correction, the low incidence angles, and low peak departure. The 
second NPNPNP design is a close second, being designed with exceeding low coma and low 
aspheric departures. The PNNPNP design is compelling since its residual wavefront error is 
extremely well corrected across the field with very low higher-order aberration components. 
 Due to the high level of correction at 0.25 NA, the potential exists to scale concepts 
further in either numerical aperture or field.29
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4C.1 Introduction 
The specification, fabrication, testing, and mounting requirements of optical system substrates 
are intimately related. This statement may seem self-evident, but the delivery of coated, 
characterized, and mounted optics that meet functional specifications is often the long straw 
when it comes to delivering a leading-edge lithographic tool. Even this collection of four tasks is 
an abbreviated list, because many other aspects of designing and manufacturing a lithographic 
optical system are also interrelated, including the optical design (e.g. avoiding designs where an 
optical surface is close to the edge of the substrate), multilayer (ML) coating (e.g. maximizing 
the amount of smoothing from the deposition process to potentially relax the polishing 
requirements and minimize coating-added figure errors), and alignment (e.g. offering sufficient 
degrees of freedom so some aberrations that are constant over the field, such as astigmatism or 
defocus, can be mitigated by the repositioning of elements). 
 Some aspects of this chapter may be familiar to people with knowledge of delivering an 
optical system to leading-edge specifications. It is hoped that this chapter has not omitted too 
many of the details, nor emphasized concerns that have been rendered as standard operating 
procedures. The intended audience for this chapter includes new personnel entering the optics 
area for the first time, team members that interact with the optical fabrication team, and the 
broader lithographic community that depends on the successful performance of the optical 
system. Here we are concerned with the substrates in particular, while other aspects of the optical 
elements, such as the ML coatings, are covered in other chapters. 
 The key to constructing any optical system is in formulating a system error budget, which 
includes all of the contributions to the final set of aberrations and scattered light in the installed 
system. As a preliminary (and simplistic) example, the system performance specification will 
lead to a required level of pupil aberrations. These aberrations could be partitioned into figure 
errors (phase errors) for each of the mirrors in the projection system. The error budget for figure 
on a mirror would need to be shared among fabrication, coating, metrology uncertainty, and 
mounting. Other system considerations, such as thermal management of the mirrors, should also 
be considered. The toughest and most important job of the system engineer is to lead the 
partitioning of errors among the different contributors, so each has goals that have a reasonable 
chance of success, i.e., an acceptable level of risk. This ensures that the production yield of the 
completed substrates is acceptably high and predictable. 
 
4C.2 Specification 
This chapter on substrate requirements will broadly address the tolerances of manufactured 
optical surfaces whose errors deviate from the ideal surfaces that are determined from the optical 
design process.1 Note that all designs for a wide-field imaging system will have “design 
residuals,” where there are nonzero levels of aberrations even if the substrates are made perfectly 
true to specifications. Although small, these design residuals are important because their 
characteristics may determine the system’s sensitivity to alignment errors, fabrication figure 
errors, and effective depth of focus (DOF). The lithographic optics community has developed 
detailed metrics for evaluating the quality of imaging systems, a discussion that extends well 
beyond the introductory nature of this chapter.2 Generally, the fabrication errors on the mirrors 
will greatly outweigh the design residuals.  
 Once an optical design is committed to fabrication, the designer or system engineer 
should focus on the system’s sensitivity to manufacturing errors. Occasionally there is a 
tendency to call the design process complete when the aspheric coefficients and sag table are 
committed to a drawing and the drawings move off to the fabricator. However, this stage of the 
design process is a vital link for the fabricator and the means for closure for the system engineer. 
Instead of focusing on design residuals, the emphasis should now be on establishing a rapid 
methodology for inserting real fabrication errors into the performance simulation to determine 
the system’s sensitivity to real substrate errors. Although fabricators may perform some 
sensitivity analyses, such as for classic Zernike terms3,4 to complete the drawing package, 
fabricators have a remarkable creativity to generate surface errors that are not well described by 
just a handful of Zernike terms. For example, small slope errors may result from cyclical 
structures and isolated holes (“phase bumps”) where the material process may leave a localized 
trough. At this stage, fabrication and design enter an iterative process where anticipated and 
measured figure errors (phase errors) are reinserted into the design analysis to predict the level of 
performance degradation for a given set of errors. By considering a wide variety of error 
formulations, usually with some a priori knowledge of what errors could be expected from 
fabrication, mounting, and assembly processes, a set of tolerances can be formulated for 
characteristic errors that are observed on the substrates. Although this iterative process may be 
happening as production proceeds, at least with prototype optics, this process will enable the 
formulation of an error budget that spans a range of anticipated errors. This error budget will 
lead to a credible understanding of the relative importance of different errors and their 
contribution to the risk in meeting performance requirements. 
 
4C.3 Projection Optics 
The principal goal of the projection imaging system is to deliver doses of optical energy to the 
photo-sensitive resist-coated wafer in the correct locations, namely within the critical dimension 
(CD) of the printed pattern. One means of considering the imaging process is to map a point on 
the mask (reticle) and determine what happens to the radiant energy reflected from this point as it 
propagates through the optical system, fills the aperture, and is directed to the wafer. In all 
optical systems, the energy bundle will broaden due to diffraction at the aperture and to shape 
errors and roughness on the mirrors. The bundle of energy from a single object point incident on 
the wafer plane is called the point-spread function (PSF). For an imaging system with a circular 
aperture and perfect optical elements with an appropriate design, the PSF will be the familiar 
Airy pattern. Generally speaking, all optical designs of lithographic quality will demonstrate a 
PSF with near-Airy-pattern width, assuming perfect surfaces; an imaging system whose 
resolution is largely determined by the width of the Airy pattern is considered diffraction-limited. 
For pupils with an obscuration, the shape of the ideal PSF will be different than the classic Airy 
pattern. For lithographic optical systems, simple metrics for diffraction-limited imaging are 
generally not sufficient.5 The imaging system may exhibit distortion, degraded DOF, and 
proximity effects from coherence effects in the overlap of the PSFs from neighboring field 
points. 
 As errors in the elements of the optical system are incorporated into the analysis, the PSF 
generally broadens by redistributing energy to a wider area. This area will not typically be 
circularly symmetric, and the converging wavefront may begin to show intensity variations akin 
to speckle. All of these effects will degrade resolution, and likely degrade DOF. Generally, if the 
PSF broadening is sufficiently small compared to the original width, then the system may still be 
called diffraction-limited. One common metric for defining the concept of diffraction-limited is 
Marechal’s criterion, which suggests that the added rms error to the optical wavefront should not 
exceed λ/14 (~0.07 waves) of added error for a Strehl ratio of 0.80. Yet, from a lithographic 
perspective, imaging performance (e.g., DOF), uniformity over the field, the exposure-defocus 
window, flare, sensitivity to defects and line-edge roughness (LER), horizontal-vertical bias, etc., 
can all be significantly degraded.5
 With the overall goal of placing the dose of incident energy at the correct locations on the 
wafer, the centroid of the PSF should be centered at the correct position on the wafer, which is a 
deviation from some design approaches that focus on the position of the chief ray as it intersects 
the wafer plane. There is a general goal that the design of an optical system should be telecentric, 
which means that the chief ray of the system is normal to the wafer plane so that small errors in 
the flatness or defocus of the wafer plane do not result in the image shifting “through focus.” 
However, even with a telecentric design, some aberrations (especially coma) that are introduced 
by design residuals or figure errors on the optics will cause the PSF centroid to laterally shift for 
different image planes, leading to through-focus image placement errors.6 Astigmatism will also 
vary in horizontal-to-vertical resolution characteristics as a function of defocus. Thus, when the 
robustness of an optical design or corresponding fabrication specifications to maintain 
diffraction-limited performance is evaluated, both the wafer-plane and through-focus behavior of 
the PSF, including lateral shifts, should be considered.  
 This chapter will discuss the first-order effects of substrate errors on imaging 
performance, the formulation of specifications, and the characterization of the errors. It is outside 
the scope of this chapter to develop a rigorous specification procedure that embodies the 3D 
variation of the PSF at the wafer plane.  
 
4C.4 Effect of Substrate Errors on Imaging Performance 
As a light ray strikes a mirror with surface errors, it will be deflected off its as-designed location. 
The amount of deflection can be calculated by one of two methods: (1) considering the slope 
errors on the mirror and then applying geometrical ray tracing, or (2) considering the surface to 
be a grating that comprises a spectrum of frequencies and applying diffraction theory, where the 
deflection is a function of the spatial frequency and amplitude. Large slope errors, high 
frequencies, and large sinusoidal amplitudes correspond to large angular deflections. Similarly, 
small slope errors, lower spatial frequencies, and lower amplitude errors correspond to smaller 
angular deflections. 
 To specify the figure on a substrate, one must consider the difference between specifying 
the figure to meet a given aberration requirement at a single field point and the need to meet the 
aberration requirements over the entire field. This is best discussed by considering the rays 
incident on a mirror from a single field point versus the collection of rays incident on the mirror 
from the entire illuminated field. As light from a single point on the mask passes from mirror to 
mirror in an EUV imaging system, it will illuminate a footprint on each of the mirrors. From an 
analysis of the projection optics alone (i.e., without considering the condenser), one can consider 
the projection of the system’s circular aperture stop on each of the mirrors centered on the chief 
ray from a point on the mask, within the system’s field of view. This circular patch on the mirror 
is referred to as the instantaneous clear aperture (ICA) of the mask point on that mirror. All light 
radiating from the mask can be considered to be the sum of the circular ICAs of the mask points 
within the field of view. This area will generally form a region on each mirror called the clear 
aperture (CA), which is kidney-shaped for a ring-field imaging system, as is shown in Fig. 4C.1. 
A mirror that serves as an aperture stop will have all of the ICAs overlapping in the same circular 
pattern. For any mirror, the portion of the surface that needs to be specified for quality control is 
within the CA. For any specific point on the mask, i.e., field point, the only region on the mirror 
that must be specified is its respective ICA. This leads to the question of how to specify the CA 
with respect to the needs of the ICA. Ultimately, a mirror comprises a single physical surface 
with a requirement for global profile accuracy in the CA that meets the needs of each ICA. 
 
 
 
Figure 4C.1 Two-dimensional contour maps of wavelength (top) and reflectance (bottom) in the kidney-
shaped clear aperture (CA) area of the M2 (left) and the M4 (right) mirrors of the four-mirror ETS 
projection system. The wavelength maps confirm the ML thickness uniformity over the entire CA and the 
rotational symmetry of the coating process around the optical axis, located at (x, y) = (0,0) mm. There is a 
2.5% variation in absolute reflectance across the M2 surface and a 0.6% variation in reflectance across 
the M4 surface due to substrate finish variations. (Reprinted from Ref. 40.) 
 
 For an extended field of view such as a ring-field imaging system, the image quality 
requirements must be considered for each point within the field of view. Thus, the quality of the 
mirror must be considered for each ICA on each mirror. For some of the ICAs, it may be easier 
to ensure good surface quality during fabrication than for others. This might be the case when 
some ICAs are close to a physical edge on the mirror, leading to potential difficulties in 
polishing up to the edge of a piece of glass. In this case, some field points might exhibit 
diffraction-limited image quality while the points with the more difficult ICAs may exhibit 
degraded character. The specification of mirror quality generally considers both the full CA of 
the mirror and for the variation that can be accepted among the set of ICAs. Lithographic 
operating conditions, such as dose control in compensating for flare, will be constrained if there 
are variations in mirror quality across the field. 
 
4C.5 Low-Frequency (Figure) Errors 
When considering the errors on the mirror as a function of spatial frequency, there is essentially 
a continuum of frequencies, each contributing to angular deviations of the rays. However, it is 
convenient to divide the spatial frequencies of the errors into broad categories—low, mid, and 
high—where each category has a qualitatively different influence on imaging performance. Low-
frequency errors are considered to be those that lead to ray deflections lying approximately 
within the CD of the image. Thus, if the CD is 45 nm, then the delineation of the low-frequency 
errors on the mirror would be those that deflect the rays within a small neighborhood around the 
45-nm feature. These errors determine resolution, horizontal-vertical bias, through-focus errors 
from coma, etc. The small slope deviations lead to fantastically small allowable height errors on 
the mirrors. For example, a mirror with a ripple pattern and a spatial wavelength of 1 cm located 
an effective distance of 0.5 m from the wafer could have a P-V (peak-to-valley) amplitude of 
only 0.15 nm, such that the ray deviation would be less than 45 nm. 
 Because the ICA on any particular mirror is circular, it is possible to analyze the low-
frequency errors in terms of either spatial frequency or Zernike polynomials, with essentially 
equivalent results. Typically, it is the first 16 to 37 Zernike terms that are used for low-frequency 
analysis. The advantage of using Zernike terms is the familiarity with qualitative imaging 
metrics, as in a statement such as “figure errors on mirror x lead to a variation in astigmatism 
over the field.” On the other hand, the spatial periods covered by the Zernike terms are not as 
neatly delineated, for example, as when low-frequency figure errors are defined as errors with a 
spatial period below 1 mm. The spatial frequency delineation enables one to account for all of 
the errors in the mirrors in terms of power spectral density (PSD); if lower-frequency errors are 
specified in terms of Zernike terms and higher-frequency errors specified in terms of spatial 
frequencies, one must be careful to avoid gaps or double-counting some frequencies in the 
spectrum.  
 The practical approach to specifying low-frequency errors is to look at three important 
metrics: (1) the total rms power over the full CA integrated up to the frequency that scatters to 
the edge of the CD; (2) the total rms power within each ICA integrated to the same frequency 
limit, along with the variation over the set of ICAs; and (3) an analysis of key Zernike terms for 
each ICA and their variation over the field. By considering all of these approaches to 
specification, one gains a connection between the physical characteristics of the mirror, a 
qualitative sense of the impact on imaging performance, and often a valuable link to the method 
of fabrication.  
 Although this chapter does not define acceptance criteria for each type of aberration, it is 
instructive to consider the relationship between specifications for the ICA and those for the full 
CA. For illustration, we will consider the variation of tilt over the set of ICAs and how this 
relates to a specification for the figure within the CA. A variation in ICA tilt aberrations across 
the field leads to image placement errors, or distortion.  
 In considering tilt, which comprises Zernike terms 2 and 3 (depending on the naming 
convention), we have a straightforward requirement: we cannot deflect the centroid of the image 
of a field point by an amount determined by the distortion and image placement specification. 
Therefore, the tilt variation among all ICAs will be limited to an amount such that the arithmetic 
sum of the tilts among the corresponding ICAs on all sequential mirrors is below a maximum 
value. (Note the distinction between the ICAs on a single mirror and the sequential ICAs on 
different mirrors corresponding to a single field point.) This upper limit on tilt can be partitioned 
among each of the mirrors. It is reasonably straightforward to take a figure map of the mirror’s 
CA and statistically sample the average tilt of the ICAs on the mirror to determine if they are all 
below a given value, then assert that the centroid of the image point will lie within its distortion 
tolerance. Other aberrations may lead to migration of the centroid, but this is a good first 
approach to inter-relating ICAs and the overall specification on the CA. Because the surface 
needs to be continuous, and the tilt implies an average height difference across the ICA, there is 
an implied height specification at a spatial period of twice the diameter of the ICA or longer 
(imagine ICAs on opposite sides of the peak of a sine wave). For example, consider a 50-mm 
ICA located 0.5 m from the wafer, and a specification of CD/10 = 4.5 nm for the image 
placement error; the allowable tilt from a reflective surface would be a fraction of 0.23 nm across 
the ICA, depending on the system error budget. This would suggest a specification for 100-mm 
spatial periods across the CA of 0.23 nm P-V or ~0.08 nm rms (or less, depending on the system 
error budget). 
 Long-spatial-period errors across the CA also contribute to defocus variations across the 
field (field flatness) and astigmatism, as when defocus variations that are positive in one 
direction and negative in another direction. The lowest spatial frequencies (defocus, tilt, and 
astigmatism) are mostly related to where image points are located, with differences in horizontal 
and vertical foci associated with astigmatism. 
 
 
 
Figure 4C.2 Two-dimensional maps of height error for the four mirrors of the ETS imaging system 
measured using the Phase-Shifting Diffraction Interferometer at LLNL (Ref. 36). The clear aperture (CA) 
of the substrates is indicated for the full ring-field. Substrate fabrication was performed at ASML Optics 
(Ref. 37). 
 
 Returning to the Marechal’s criterion for a six-mirror system, if the requirement for 
wavefront error is λ/14 rms and the contributions from each of the mirrors are assumed to be 
statistically independent, then each mirror is allocated a maximum wavefront error of (λ/14)/√6 
= 0.029λ. The height specification is half of the wavefront for a reflective system, or about 
0.015λ. For λ = 13.5 nm, the figure specification (Marechal) is 0.2 nm rms. Similarly, for a four-
mirror system, the figure specification per Marechal would be about 0.25 nm rms. In Fig. 4C.2, 
the height errors for four mirrors of the Engineering Test Stand show that in 2000, 0.25 nm 
surface figure was achieved for the first demonstration of diffraction-limited performance for a 
full-field EUVL projection system.36,37,38 Note that the figure on substrate M2 is 0.35 nm rms 
instead of 0.25 nm rms. Analysis of imaging performance using the real fabrication errors 
indicated that this additional error resulted in uniform astigmatism across the field and would be 
automatically removed during system alignment, and thus did not require further correction 
during fabrication. 
 As mentioned above, if other concerns such as the effective DOF of the system are taken 
into account, Ref. 5 suggests that the system wavefront errors may need to be limited to λ/50 
rms. This is about a factor of 3 smaller than allowed by Marechal, thus suggesting that the figure 
errors on the mirrors should be less then 0.06-nm rms. The numerical distinction between these 
two sets of specifications (~0.06 versus 0.20 nm rms) is at the state of the art in mirror 
manufacturing (fabrication and testing). Understanding the nuances of each aspect of the 
specification and what determines acceptable lithographic performance (process window) is the 
key to the acceptance criterion. Aside from effective DOF, another concern in applying these 
broad “bucket-type” specifications is the assumption that the figure errors are uncorrelated 
among the mirrors. Six mirrors is not a large number of surfaces, and the averaging of a localized 
phase bump of one mirror among the other surfaces is not nearly as effective as blending errors 
across the dozens of surfaces for an excimer-based transmissive projection system. In fact, a 
more conservative approach to tolerancing certain low-order errors, such as astigmatism, would 
be to choose a combinatorial rule that allows some correlation among the low mode errors from 
different mirrors, such as astigmatic-shaped errors (the egg-shaped phase error has a chance of 
being co-aligned among the different mirrors). However, simulating performance with the as-
fabricated errors is essential, such as in the case mentioned above where the surface errors due to 
uniform astigmatism across the field could be compensated during alignment. 
 
4C.6 Mid-Spatial-Frequency Errors 
When ray deviation angles (or scattering angles) lead to the dose being incident on the wafer 
outside of the CD, the contrast of the printed features degrades. This condition is commonly 
referred to as flare. This broadly considers scattering angles, where the irradiance on the wafer 
ranges from the CD width to the edge of the printed field. If the exposure tool has a moving 
shutter or blades that delineate the region on the wafer exposed to light, then the range of 
scattering angles that contribute to flare are those that place any unwanted energy within the 
instantaneous exposed field. Because the distance from each mirror to the wafer is different, the 
spatial frequencies that contribute to flare will be different for each mirror, thus leading to a 
different set of specifications on each of the mirrors. In round numbers, the spatial periods that 
contribute to flare are often of the order of 1 µm to 1 mm. For a ring-field system, the chord 
length of the field is larger than the width of the ring, perhaps by 12:1, which indicates that the 
scattering angles that contribute to flare in the cross-field direction can extend a factor of 10 
further than in the scan direction (assuming that framing blades are used to delimit the ring-field 
shape). 
 The influence of flare is to lower the contrast between the lines and spaces, leading to a 
decreased exposure-defocus (E-D) process window. Flare can also be analyzed by PSF 
broadening, which has been described as the addition of a skirt around the core of the intensity 
peak.7 Essentially all effects that redistribute energy from the peak of the PSF to the skirt have an 
influence on flare by decreasing the Strehl ratio. The finite size of the CD distinguishes mid-
spatial-frequency errors from figure errors for longer spatial periods, and the finite field of view 
delimits the effect of mid-spatial-frequency errors from wide-angle scattering for short spatial 
periods. Gullikson8,9 analyzed mid-spatial-frequency errors from developmental EUV mirrors 
and estimated the level of flare for projection optical systems with differing numbers of mirrors, 
as is illustrated in Fig. 4C.3 from Ref. 10. It has been shown that the influence of flare on 
lithographic printing can be approximated as a convolution between a flare PSF and the printed 
image.11  
 
 
(a) (b) 
 
Figure 4C.3 (a) Flare calculations versus substrate roughness are shown for a full-field, 0.1 numerical 
aperture (NA), four-mirror camera (the Engineering Test Stand, ETS), and for a microfield, 0.3-NA, two-
mirror camera (the Micro-Exposure Tool, MET). The solid points are calculations derived from actually 
fabricated and measured substrate sets. A calculation of the flare for a six-mirror EUVL camera is also 
shown as dash line (b) Spatial frequencies relevant to flare for each of the four mirrors in the ETS 
camera. (Reprinted from Ref. 10 courtesy of E. M. Gullikson at LBNL.) 
 
4C.7 High-Spatial-Frequency Errors 
When the scattering angle is sufficiently large to direct light outside of the image field, it leads to 
an energy loss, i.e. low dose. The specific spatial periods of roughness that contribute to wide-
angle scattering are unique to each mirror. In general, high-spatial-frequency roughness (MSFR) 
is most often characterized using an atomic force microscope (AFM), an example of which is 
shown in Fig. 4C.4. MSFR might be superficially delimited as spatial periods less than 1 µm, 
although there may be a difference factor of 10 in the spatial period that defines wide-angle 
scattering among the mirrors. There may be a factor of 12 difference in spatial periods that 
define the low-spatial-frequency boundary in the scan and cross-scan directions. High-spatial-
frequency roughness (HSFR) variations across a substrate CA will lead to commensurate 
variations in reflectivity from the ML-coated mirror. If such variation is sufficiently large, it will 
lead to apodization effects across the system exit pupil and will ultimately result in poor CD 
uniformity across the printed field, as was discussed in Sec. 4C.2. Figure 4C.1 from Ref. 40 
provides an example of reflectance nonuniformity due to substrate finish across actual ML-
coated EUVL mirrors. 
 
 
 
Figure 4C.4 AFM measurements performed at LLNL on two Zerodur substrates designed for imaging at 
EUV wavelengths. On the left, the two AFM images contain superimposed polishing marks, in preferential 
and random directions on the surface, and are attributed to a conventional polishing process. On the 
right, the two AFM images show uniform and isotropic surface topography with granular appearance and 
a shoulder-like feature in the PSD curve, which are attributed to an ion-beam polishing process. 
(Reprinted from Ref. 25.) 
 
4C.8 Influence of Coatings on Roughness Specification 
All of the mirrors will have a ML coating deposited upon them. Stearns has modeled the film 
growth and evolution of substrate roughness during the ML deposition process, and how this 
relates to scattering.12 Broadly speaking, for the high-quality coatings that have been deposited 
for EUVL applications, there will be some smoothing due to the deposition process. This is 
distinctly different from coating processes that lead to “cauliflower” growth, or the intentional 
deposition of columnar structures for photonics applications.13 For the DC-magnetron coatings 
familiar to the authors, a smoothing effect begins for spatial periods shorter than about 50 nm. 
This smoothing might be characterized as a transfer function where periods smaller than 50 nm 
are attenuated and periods longer than 50 nm are replicated throughout the coating. The filtering 
effect is important in estimating the predicted loss from a surface, and in setting an upper limit 
on spatial frequency for specifying the HSFR for the substrate fabricator. It has been shown that 
the smoothing effect of the coating can be extended to longer spatial periods (>1 µm) for ion-
beam deposition, particularly if an intermediate ion etching process is incorporated into the 
process.14
 
4C.9 Calculation of Surface Errors 
Except for the consideration of specific Zernike terms, the useful metric for describing surface 
height errors is the 2D PSD. The formalism for calculating the 2D PSD is described by Taylor, 
where the output is a 2D image in frequency space delineated by spatial frequency in the x and y 
directions, respectively.15 The units of the 2D PSD are length to the 4thpower. Analysis of these 
frequency-space plots can be useful, especially in searching for specific directional periodicities. 
In the case of roughness, it is often useful to calculate the average radial PSD, which is 
determined by selecting a broad set of traces from the 2D plot beginning at the origin, where 
each trace is directed in a different direction. The set of radial 2D PSDs are then averaged and 
plotted as a single curve versus spatial frequency; the units are still length to the 4th power. The 
value of this representation is that tendencies for periodicities are graphically discernable, and 
that PSDs may be more readily compared. For example, it is often convenient to compare PSDs 
from different mirrors or different vendors, or to track a mirror as it progresses through various 
polishing or coating operations. From the average radial PSD, one can observe whether the 
coating operation has had a smoothing effect on the higher spatial frequencies. The radial PSD 
should only be considered if there is a reason to assume that the height errors encompassed by 
the spatial frequency range of the calculation are isotropic. It is necessary to build up a broad-
spectrum PSD from the overlapping PSDs of many measurements, spanning different 
instruments and instrument bandwidths. The PSD from each instrument will show some 
evidence of its intrinsic transfer function and will generally have a range that is representative of 
the surface and not dominated by instrument roll-off. It is often useful to fit a high-order 
polynomial (e.g., 6th order) to the PSD for a simplified representation of the errors, or to consider 
a fractal fit. Note that a 1D PSD is not a single trace from a 2D PSD, but is related to the 2D PSD 
by an integral transform.16
 
4C.10 Uniformity 
The goals of constructing an optical system include meeting a minimal level of wavefront control 
and distortion for all points within the ring-field. Variations in optical quality across the ring-
field also should be minimized, because they affect the variations in the E-D window across the 
field. For example, variations in flare across the field tend to change the contrast and the 
exposure demands to clear the resist across the field. In deep ultraviolet (DUV) systems, some 
flare variations are predictable and could be considered in the mask design. For EUV systems, 
flare variations will generally be dominated by variations in polishing quality across the field, 
which should be minimized. Variations in HSFR lead to nonuniform pupil illumination, resulting 
in anomalies in spatial coherence and weighting of the pupil aberrations. As an example, some 
nonuniformity in the effective pupil illumination due to variations in wide-angle scattering could 
result in a horizontal-vertical printing bias. The flare variation across the field for EUV imaging 
systems is potentially much less than for DUV imaging systems, with significant roll-off only at 
the edge of the field.17
 
4C.11 Substrate Materials 
The basic choices for projection (camera) optics and for reflective masks are glasses and glass-
ceramics with low coefficients of thermal expansion (CTE), which are produced by several 
companies. For EUV applications, it is important to work closely with the material vendor to 
obtain the properties of near-zero CTE for an application-specific temperature, which may 
require a different material than what is provided in the catalog. For example, if the thermal 
modeling of the lithographic tool suggests that the steady-state operating temperature of a mirror 
will be near 30° C, it may be desirable to choose a material that has a zero CTE at this 
temperature. Similarly, it may be important to choose a material that has a uniform CTE 
throughout its cross section. For example, Zerodur and ULE have been used as substrate 
materials for projection optics and masks, respectively, in developmental and alpha-class EUVL 
tools. Having minimal residual stress, and variation in residual stress, is also important to 
minimize shape deformations that may occur during material removal operations. Condenser 
optics for EUVL systems are subject to a slightly different set of requirements, because their 
surface figure specifications are not as stringent and they may be required to survive much 
harsher environments (elevated temperatures and contamination) than the camera or the mask. 
For these reasons, silicon (Si), silicon-carbon (SiC), and other novel types of substrates have 
been implemented in EUVL collector and illuminator systems. Sections 4C.16, 4D.5, and 
references therein have more details on this topic.  
 
4C.12 Fabrication 
The fabrication of optical substrates has advanced during the past decade, motivated by the 
continued push of excimer-based lithography, particularly in the increasing use of aspheric 
elements and the need to correct for inhomogeneity. Although the figure and finish requirements 
for EUV elements are tighter than for laser-based lithography systems, the difference is not as 
great as the ratio in wavelengths might suggest. This is because current-generation excimer-
based lithography scanners have many more surfaces, and their need to control the E-D window 
is potentially more challenging because the “k1 factor” tends to be much lower than for proposed 
EUV systems. 
 The sequence of substrate fabrication operations may include many proprietary 
operations and is not commonly publicized. In general, the fabrication process begins with a 
shaping operation where the basic shape is prepared by a combination of sawing, grinding, and 
lapping. Datum surfaces such as the outer periphery will be prepared by a polishing operation 
and validated with a coordinate measuring machine (CMM). The basic shape of the optical 
surface is generated by fixed-abrasive and/or loose-abrasive grinding. When all of the grinding is 
complete (prior to any polishing), there may be an etching operation to relieve grinding-induced 
surface stresses. Typically all of the substrate surfaces are polished to control particulate 
generation and minimize outgassing in the coating chamber and lithographic tool. When the CA 
is very near the edge of the substrate, special measures are necessary to enable the material-
removal tools to approach the edge without altering their performance. In some cases, grinding 
operations are necessary after final polishing; these operations can pose a risk that the shape of 
the substrate may deform either due to residual stresses in the material or machining-induced 
stress from the operation.  
 The preparation of the optical surface has typically been performed by an iteration of 
polishing and interferometry. There are many different approaches to the final surface finishing; 
here we will consider the traditional concept of small-tool polishing.18,19 From an interferogram 
of the surface, a map of the height errors on the surface is generated within the coordinate system 
defined by the data. The polishing tool will have a characteristic removal footprint, which might 
qualitatively be envisioned as Gaussian, although vastly different shapes are possible. The 
amount of material that is removed is a function of how long the tool dwells in a location, or 
analogously, how slowly it laterally scans over the optic. The amount of material that is removed 
from any one point on the surface is due to the sum of the contributions from all positions of the 
polishing tool. A deconvolution routine determines the appropriate scan speeds or dwell times as 
the tool traverses over the surface. For a given tool and set of errors, only a fraction of the errors 
will be removed in one iteration. As the height of the errors decreases to the process control 
limits and the repeatability level of the interferometry, the convergence will become less 
deterministic. At this ragged edge of technology, meeting the leading-edge specifications will 
stress the equipment, data analysis, and procedural discipline of the team. Note that other 
methods for the finishing of optics include magneto-rheological finishing20 and ion-beam 
figuring.21-24 Figure 4C.2 illustrates the residual low-frequency errors on Zerodur EUVL 
substrates for the ETS36,37 and Figure 4C.3 shows an example of the morphology in the high-
spatial-frequency range, as measured by AFM at Lawrence Livermore National Laboratory 
(LLNL), for two Zerodur EUV optical substrates polished by two different techniques (from Ref. 
25). 
 Often during the final convergence phases on figure and finish specifications, a tradeoff 
develops between figure correction and polishing to achieve an acceptable surface finish.26. This 
tradeoff is best exemplified by considering a plot of the average radial PSD. Figuring tools tend 
to conform to the optical surface and achieve their desired removal by dwelling at a given 
location for a specified period of time (usually accomplished by a variation in scan speed). Tools 
for improving finish tend to have a stiff surface, and they remove material by bridging across the 
roughness and preferentially removing the high spots. The art of designing a polishing process is 
to have tools that fulfill both of these requirements, or separate tools with characteristics that do 
not overlap into each other’s spatial frequency domain (e.g., a figuring tool that does not address 
finish, and a smoothing tool that does not affect figure). In reality, this separation between figure 
and finish does not perfectly occur, and switching between tools tends to degrade the PSD in the 
zone of overlap. When tracking the convergence of meeting a specification on a PSD plot, one 
sees the PSD tilt down to the left when improving figure, and tilt up on the right while degrading 
finish. The converse can be observed when the finish tool is used. The point at which the PSD 
tilts (i.e., the fulcrum) is often around a spatial period of 1 mm. Successful polishing operations 
will minimize the amount of degradation that occurs for spatial periods other than the one being 
purposefully addressed while sequentially lowering the fulcrum point with each iteration. 
 
4C.13 Metrology 
As discussed above in terms of specifications, all of the spatial frequencies of the height errors 
on the substrate affect the performance of the optical system. Therefore, metrology covering the 
full spectrum of spatial frequencies is necessary to aid in fabrication, validate specifications, and 
provide substrate data to simulate the performance of the optical system. For figure errors, the 
most common means of obtaining height data is interferometry (often phase-shifting), where the 
aperture of the measurement can range from portions of the CA or ICAs, to the full CA. The 
mirrors are typically aspheric, which usually results in the fringes being very closely spaced in 
the regions of high aspheric slope. This condition will require either the use of null 
compensators,27 or high-resolution cameras to resolve high fringe density, or the adoption of 
stitching methods to link multiple height maps from subregions on the surface.28,29 The 
measurement of aspheric optical surfaces poses numerous challenges in controlling measurement 
errors, although detailed approaches to understanding measurement errors have been 
presented.30-34 In prototype EUVL systems (see Fig 4C.2), interferometric measurements have 
been made using the phase-shifting diffraction interferometer (PSDI)35 that support the 
determination of figure errors (spatial periods ranging from the full CA to 1 mm) with an 
accuracy of less than 0.25 nm rms.36,37,38 In the case referred to in Ref. 35, the estimated 
accuracy for the interferometric measurement was consistent with the measured wavefront error 
of the aligned optical system. In another case, some small discrepancies were found between 
independent interferometric measurements of the same mirror, possibly due to systematic errors 
in one of the systems.39  
 For MSFR, the relevant spatial frequencies include the high-spatial-frequency portion of 
the range measured by large-aperture interferometry, the range covered by phase-measuring 
microscopy (PMM), and often the low-frequency portion of the range covered by an AFM 
instrument. The specifics of the mid-frequency range depend on the factors mentioned regarding 
specifications, although this can nominally include periods of 1 mm to 1 µm, which corresponds 
to the bandwidth typically covered by PMMs. As the mid-frequency roughness of a high-quality 
lithographic mirror may be about 0.1- to 0.2-nm rms, this may be comparable or better than the 
roughness of many reference mirrors used in PMMs. Although these reference mirrors can be 
specially fabricated to a lower roughness (with significant difficulty), the usual procedure is to 
calibrate the reference mirror by a multiple-measurement averaging process. For aspheric 
surfaces, care must be taken to repeat the calibration when moving to regions of different 
curvature or when the fringe pattern is adjusted to ensure that the appropriate region of the 
reference mirror is used. 
 AFM is typically required to measure HSFR, because the spatial periods are typically less 
than 1 µm. Due to the smoothing tendency of ML deposition, the smallest periods normally 
needed for measurement are 20 to 50 nm. Without this smoothing tendency, characterization to 
smaller periods would be needed where the band limit of the measurement was approximately 
the tip radius of the stylus (~5 nm), with some extension using deconvolution techniques. The 
quality of the AFM measurement is highly dependent on the methodology employed by the 
microscopist, such as in the selection of styli, the frequency of changing tips to account for wear, 
control of electrostatic charge, and care in minimizing background vibration. At LLNL, the AFM 
used to measure EUVL optics has a background signal noise of about 0.03 nm rms.25 Of 
particular importance in the use of the AFM is the interpretation of the micrographs. Residual 
contamination of the surface due to solvent residue or polishing compound can be identified, 
especially when working closely with vendors or technicians, and a familiarity with cleaning 
capabilities and fabrication methods can develop. Often, significant differences have existed in 
the measured rms roughness between LLNL AFM results and those of other organizations. At 
LLNL, the surface finish metrology is often compared with angle-resolved scattering 
measurements by the Advanced Light Source (ALS) at Lawrence Berkeley National Lab 
(LBNL) to continually validate the relationship between profile metrology and functional 
performance.40,41 
 
4C.14 Mounting and Assembly 
The support of the optical elements is of extreme importance. The method of support must not 
induce unexpected changes in the figure, must not be overly sensitive to thermal changes or 
vibrations, and must provide optical registration with respect to a global coordinate system. 
Furthermore, the support method must be temporally stable, not outgas, allow for the installation 
and removal of the optics, and provide for alignment actuation for specified degrees of freedom. 
The mounting methodology generally follows the principles of exact constraint design,42,43 and a 
detailed analysis is performed to estimate what forces and moments may be applied to the optical 
substrate. The substrate geometry, such as thickness and overall boundary around the CA, are 
designed in conjunction with the mounts to minimize nonspherical deformation within the CA. It 
is particularly important to estimate nonrepeatable, nonspherical deformation, such as from 
“trapped friction” due to the insertion of the optic into a kinematic mount.  
 The mounting hardware may be epoxied or otherwise attached to the substrate, which 
typically couples to a flexure mechanism. The flexures provide a combination of stiff and 
compliant degrees of freedom to precisely locate the optic while minimizing the transmission of 
unnecessary, unknown, or undesirable forces and moments. The flexure is mounted onto a 
portable ring, or cell, that in turn can be mounted into the lithographic camera or an 
interferometer. Generally, the same mounting hardware, including the cell, is used in the 
interferometer during fabrication as that used in the actual lithographic camera, so the figure 
metrology records the shape of the mirror in the same orientation and with the same support 
forces that will be present in the installation of the optic.  
 
 
(a) (b) 
 
Figure 4C.5 (a) Schematic drawing of the ETS camera installed at the Static Exposure Station at the 
LBNL’s ALS. (b) MET camera shown in its mounting assembly. 
 
 A key goal of the assembly and mounting process is to locate the optical surface with 
respect to the optical axis of the system. The global coordinate system might be determined from 
datum features, such as tooling balls, mounted on the housing or superstructure that will support 
all of the optics and form the foundation for the aligned optical system, which can be installed in 
alignment interferometers and then into the lithographic tool. When taking interferometry data 
on the individual mirrors, it is essential to relate the coordinates in the measurement to the datum 
surfaces on the glass (or mounting hardware). A CMM can be used to relate the datum surfaces 
on the glass, such as the outer periphery, to tooling balls on the mounting cell. Then, when the 
mounting cell is installed into the housing, the CMM can be used to relate the tooling balls on 
the cell to the global coordinate system defined by the datum surfaces on the housing. So the 
chain of steps in registering the optic to the housing includes: (1) relate the interferogram (height 
map) to datum features on the edge of the mirror; (2) relate the mirror datums to datums (tooling 
balls) on the cell; (3) relate the datums on the cell (tooling balls) to datums on the housing. At the 
completion of this assembly process, the coordinates for each mirror will be known with respect 
to the global coordinate system. The inter-relationships among the mirrors can then be 
determined. By rigorously documenting the uncertainty in locating all of the datum surfaces, the 
uncertainty in locating the optics relative to one another can be estimated. It has been 
demonstrated that the mechanical assembly of a four-mirror EUVL projection system, without 
adjustment, could achieve a 5-nm rms wavefront.36 Figure 4C.5 illustrates two examples of the 
mounting schemes implemented for the Engineering Test Stand (ETS) four-mirror, full-field 
projection system, and the microexposure tool (MET) two-mirror microfield system. 
 
4C.15 Alignment 
A rigorous procedure for aligning EUVL optical systems has been developed where the 
influence of rigid body positional errors on the optical system were calculated in terms of 
Zernike polynomials.44 In many cases, similar influences on the system aberrations could be 
obtained with different choices in optics adjustments. An analysis using singular value 
decomposition was employed to determine the sensitivities of system performance to the 
alignment motions and to determine the optimal adjustments for optimizing performance with a 
given starting set of aberrations. The analysis can be performed initially using the sensitivities 
determined from the optical design code using the ideal mirror shapes; however, inserting the as-
built mirror metrology data into the analysis will account for substrate aberrations. The 
sensitivities can be measured experimentally by using an alignment interferometer and 
measuring the change in system aberrations with small actuations of the mirrors. This would be 
performed for multiple field points within the ring-field. 
 When performing system alignment, wavefront errors and distortion must be measured at 
numerous points within the ring-field. A phase-shifting point-diffraction interferometer (PSPDI) 
has been developed for alignment that has achieved an absolute accuracy of less than 0.20-nm 
rms.45,46 Essentially, a calibrated, nearly-perfect spherical wave (i.e., the “test wave”) is 
propagated from one of the system’s field points to its conjugate point, where it is combined with 
a nearly-perfect reference wave. The wave that passes through the optical system becomes 
aberrated due to design residuals, fabrication errors, and alignment errors. The test wave and the 
reference wave interfere and are interpreted to determine the system aberrations. The locations of 
the points where the test and reference waves are launched are varied over the full ring-field to 
determine the full-field performance. The measured tilt aberrations can be related to distortion. 
The combination of wavefront error and distortion data over the full set of field points can be 
used to optimize the mirror alignment. Generally, the average performance over the field will be 
optimized such that all points meet a minimally acceptable criterion or process window. 
 
4C.16 Condenser Optics 
The requirements for condenser optics are significantly different than for projection optics. The 
condenser’s basic requirement is to direct EUV illumination onto the mask and through the pupil 
of the camera. For a Köhler condenser, the general goal is to image the source onto the pupil of 
the projection system. The condenser does not need to be diffraction-limited because its goal is 
to direct light, not control phase errors. With the goal of controlling the source image location 
within the camera pupil to a fractional percent of the pupil diameter, one can construct a slope 
error budget for each of the condenser optics. In general, the slope errors can be divided into 
low-frequency slope errors, where a P-V slope specification is formulated based on the gross 
positioning of the source image in the pupil. For waviness, such as 1- to 10-mm spatial periods, 
the influence on performance will be smearing of the source image, leaving irregularities around 
the image, and illumination nonuniformity within the image. It is convenient to formulate an rms 
slope specification for this mid-spatial-frequency figure regime. An essential specification is for 
a low level of HSFR. As with the projection optics, wide-angle scattering appears as energy loss 
and lower system throughput. A specific flare requirement for the condenser does not exist, so 
MSFR can generally be much looser for condenser optics than projection optics, with one caveat: 
the PSD describing the surface must be relatively continuous and consistent with the quality 
required by the adjoining specifications for mid-spatial-frequency waviness and HSFR.  
 
 
(a) 
 
(b) 
 
Figure 4C.6 (a) MSFR measurements with a Zygo New ViewTM optical profiling microscope operated at 
40× objective lens magnification shown on a bare, diamond-turned Al condenser substrate (top left) and 
after polyimide and ML-coating (top right), demonstrating the smoothing of the diamond-turning tool 
marks due to the polyimide layer. (b) Measured, radially averaged, 2D PSD spectrum of the condenser 
mirror plotted over a wide spatial-frequency range at all stages of fabrication. Each of the PSD curves 
obtained from optical profilometry and AFM data is an average over measurements on three radial 
locations on the surface. (Reprinted from Ref. 47.) 
 
 An important area of development for condenser optics is in lowering the cost of the 
elements, especially the collector, whose degradation is expected to be faster than that of the 
projection optics. Novel approaches have been developed to smooth HSFR by applying either a 
polyimide,47,48 as illustrated in Fig. 4C.6, or spin-on glass coatings.49 These applied coatings will 
smooth the HSFR, with the goal to not significantly degrade the slope errors at the longer spatial 
periods. Promising results have been presented for the polyimide smoothing of diamond-turned 
aluminum (Al) substrates47 and ground SiC substrates,48 and the spin-on-glass smoothing of Al 
and copper (Cu) diamond-turned substrates.49 These results show that high reflectance is 
obtained when a ML coating is applied on top of the smoothing layer, and that the smoothing 
layer is temporally stable and does not outgas. 
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4D.1 Overview and History of EUV Multilayer Coatings 
Highly reflective multilayer (ML) coatings deposited on precisely polished mirror substrates 
have enabled imaging at EUV and x-ray wavelengths at near-normal angles of incidence. These 
ML films essentially represent synthetic Bragg crystals made of alternating layers of materials, 
where the constructive interference of light between the layers results in significant reflectivity at 
normal incidence. Stable interfaces and sufficient contrast in the refractive index between the 
material layers are the most fundamental requirements for these ML structures to function 
efficiently. The first attempt in 1940 by DuMond and Youtz1 to make copper-gold (Cu-Au) MLs 
resulted in the loss of reflective performance after a few days due to interdiffusion between the 
layers. However, Dinklage2 in 1967 and Spiller3 in 1972 were the first to make successful 
experimental demonstrations of ML films with stable reflective performance over time, operating 
at EUV/x-ray wavelengths, followed by T. Barbee4 and J. Underwood.5 In the following two 
decades, significant activity occurred in this direction by the groups at Bell Laboratories and at 
Lawrence Berkeley, Lawrence Livermore, and Sandia National Laboratories (LBNL, LLNL, and 
SNL) in the U.S., and NTT Laboratories in Japan. These early efforts were motivated by the 
need for ML mirrors for EUV/x-ray solar physics, EUV/x-ray lithography6 x-ray microscopy, 
and x-ray lasers for defense applications. These researchers established the vacuum-deposition 
techniques and general principles of making such ML structures into practical elements for EUV 
and x-ray instrumentation. The rapid advancement of laser-produced plasma (LPP) source EUV 
reflectometers7-9 and second- and third-generation synchrotron facilities10 that occurred at about 
the same time made possible the accurate and reproducible at-wavelength characterization of ML 
films, thus further accelerating the development of ML technology.  
 
4D.2 Choice of ML Materials and Wavelength Considerations  
The illumination wavelength of 13.5 nm was chosen for EUV lithography (EUVL) based on the 
early development and good performance of molybdenum-silicon (Mo-Si) MLs in this 
wavelength region. Mo-Si still remains the most extensively investigated and best understood 
ML material pair to date, and 13.5 nm is in the wavelength region just longer than the L2,3 
absorption edge of Si (12.4 nm), where Mo/Si achieves its best reflective performance. In 
addition, the first available sources for EUVL were LPP sources, with good conversion 
efficiency in this wavelength region. The earliest optical systems constructed to demonstrate 
printing capabilities at EUV wavelengths were 10X Schwartzchild cameras (microsteppers) at 
13.4 nm, using Mo-Si coated mirrors11 At around the same time, a new class of beryllium (Be) 
based MLs was developed, including Mo-Be, ruthenium (Ru-Be), rhenium (Rh-Be), and niobium 
(Nb-Be).12,13 The aim of this development was to explore the potential of the wavelength region 
just longer than the Be K edge (11.12 nm) for EUVL. Mo/Be MLs with measured reflectivity 
approaching 70% were demonstrated at 11.3 nm, the highest experimental reflectivity achieved 
at any EUV wavelength at that time.14 Adding to the appeal of the 11-nm wavelength was the 
fact that the potential LPP EUVL sources had spectra with higher output at 10 to 11 nm, and the 
shorter wavelength allowed for photoresist layers with higher thickness and fewer defects. For 
these reasons, Mo-Be was seriously considered as a candidate ML pair for EUVL optics, and 
was later revisited and further optimized.15,16 MoRu/Be MLs were also demonstrated17 at 
wavelengths around 11 nm and had the additional advantage of MoRu’s amorphous layer 
structure (versus the crystalline structure in both Mo and Be layers in Mo/Be MLs), which are 
amenable to smoothing for both EUVL optics and masks. Nevertheless, in 1999–2000 the 
international semiconductor community abandoned Be-based MLs and the 11-nm wavelength 
region for EUVL, mainly due to health and safety issues associated with the toxicity of Be 
particles. The focus was shifted to ML optimization for the 13.5-nm region. Even though the 
output of the LPP source at 13.5 nm was lower than at 11 nm, the natural width of the Bragg 
peak of a Mo-Si ML at 13.5 nm is broader than the peak width of a Be-based ML at 11 nm. 
Hence, the overall integrated reflectivity is comparable at both 11- and 13.5-nm wavelengths. 
The broader peak width at 13.5 nm also relaxes specifications for optic-to-optic wavelength 
matching, as will be discussed later in this chapter. There are other benefits associated with 
operating at 13.5 versus 11 nm. These benefits are related to the amount of mid-spatial-frequency 
roughness (MSFR) scattering from the mirror substrate (flare, leading to loss of imaging 
contrast) discussed in Chapter 4C. Flare scales according to 1/λ2 (where λ= wavelength), so for a 
mirror with a given surface roughness the flare would be higher (worse) at 11 nm than at 13.5 
nm. 
 
4D.3 Multilayer Deposition Technologies  
It is well known that the reflectivity of ML mirrors does not depend only on the materials being 
used but also on the structural quality of the coatings. Coating quality depends on the deposition 
method (magnetron-beam sputtering, ion-beam sputtering, electron-beam evaporation, pulsed 
laser deposition) and the overall deposition control. The first ML structures were made by 
physical vapor deposition (PVD) A nice overview of PVD methods, including thermal and 
sputter vapor depositions, can be found in Barbee’s review paper.18 Another way to deposit thin 
films and ML coatings is chemical vapor deposition (CVD),19 although this technique involves 
complex chemistry and chemical reactions, often requires a high deposition temperature, and 
traditionally has not been used to produce EUV MLs. Recent developments and challenges in 
ML x-ray optics are presented in another review paper by Vingradov.20
 The most commonly used deposition technique for EUVL mirrors is magnetron 
sputtering. High-quality Mo-Si MLs were already achieved in the mid- 1980s.21 The advantages 
of this technique are the ability to coat large optics, great control, the stability of the sources, 
reproducibility from run to run, and a relatively fast sputtering rate. The first EUVL optics sets 
for 0.1-NA full-field systems and 0.3-NA microfield systems were fabricated using magnetron 
deposition.22-24 An example of a DC-magnetron sputtering system optimized for the coating of 
large-area optics is shown in Figs. 4D.1 and 4D.2. Similar mirrors for an EUVL process 
development tool25 were coated using e-beam evaporation in combination with ion-beam 
smoothing.26 High-quality EUV ML coatings are also obtained with ion-beam deposition27-29 and 
ion-assisted deposition.30 This technique is primarily used to coat EUVL mask blanks because it 
is a low-defect process. Because of the high energy of impacting ions, this technique also 
enhances smoothing by increasing the motion of the atoms on the surface. With additional ion 
polishing, such a technique can relax the requirement for the surface finish of EUV optics and 
mask substrates.27 Another technique is pulsed laser deposition.31-33 Other modes of film 
deposition—though not yet demonstrated—may be possible, for example atomic layer deposition 
(ALD), molecular beam epitaxy (MBE), modified chemical vapor deposition (CVD) 
arrangements.  
 
(a) (b) 
 
Figure 4D.1 (a) Side view of the LLNL large-optics DC-magnetron sputtering system. (b) An optic 
introduced into the chamber through a side door. This deposition system was used to ML-coat the EUVL 
projection optics in Refs. 23 and 24. 
 
  
(a) (b) 
 
Figure 4D.2 (a) View of the substrate platter of the DC-magnetron sputtering system shown in Fig. 4D.1 
with the chamber lid raised. Four Si wafers of various sizes are mounted in on-axis and off-axis positions. 
(b) View underneath the chamber lid with five sputtering targets. 
 
4D.4 Theoretical design 
In a seminal paper3 Spiller showed that quarter-wave stacks of absorbing materials can be used 
effectively as optics in the EUV and soft x-ray regions. In the first approximation, the highest 
reflectivity is achieved with a material pair that has a minimum absorption and a maximum 
difference in the refractive indices among the constituent materials. The theory on the design of 
ML structures is covered by Spiller34and the references therein. The theory of sub-quarter-wave 
MLs35-37 predicts enhanced EUV reflectivity at 13.5 nm based on the use of thin films of several 
materials with the largest possible refractive index differences. However, such MLs have often 
performed better only in theory. Other parameters, such as the roughness, interdiffusion, 
chemical reactivity, and lifetime stability of the layer interfaces play the most dominant role in 
ML film performance. Enhanced reflectivity was demonstrated and studied by different groups 
in MLs with diffusion barrier layers whose primary function was to suppress interdiffusion. 33,38-
41 Reflectivity can also be optimized by varying the layer thickness ratio of the individual 
materials. If MLs must be thermal or radiation stable, the design requires the use of refractive 
materials such as oxides, carbides, silicides, and alloys, or the introduction of barrier layers that 
are deposited on interfaces to reduce the interdiffusion due to elevated temperatures. High-
resolution MLs can be achieved by selecting materials with a certain ratio of optical constants, 
by optimization of layer thickness and of the number of bilayers,42-45 and by using higher-
reflectance orders from ML structures.46 A wide spectral bandwidth requires a periodic ML 
design.47,48
 
4D.5 High Reflectivity, Low Stress, and Thermal Stability 
Considerations  
Recent advances in ML technology have enabled normal-incidence Mo-Si MLs at 13.5 nm with 
over 68% experimental reflectivity. The optical throughput in an EUVL tool is proportional to 
the reflectivity to the n-th power, where n is the number of reflective elements in the system. 
Therefore, rather small increases in reflectivity per mirror can be significant for the overall 
increase in the optical throughput. This was the primary motivation to achieve the highest 
possible reflectivity on Mo-Si MLs. The highest reflectivity, 70% at 13.5 nm, was achieved 
using interface-engineered MLs, such as: the Mo/B4C/Si/B4C38 made by magnetron 
sputtering,shown in Fig. 4D.3), and Mo/C/Si/C, Mo/B4C/Si/B4C and other combinations made 
by pulsed laser deposition.33 Similar results were also reported for Mo-Si MLs deposited with e-
beam evaporation where the width of each interface was reduced and sharpened with ion-beam 
polishing.26,49
 Numerous studies investigated the thermal stability of Mo-Si MLs that operate in the 
EUV region.38,50-59 The MLs were exposed to high temperatures either to study the kinetics of 
silicide formation,60-62 to control the growth and optimize ML fabrication,52,54,62,63 or to reduce 
stress in the MLs.55,56,64,65 Structural changes in Mo-Si MLs due to increased temperature are of 
great importance for lithography applications due to the stringent requirements for reflectance 
and wavelength stability and figure errors due to stress changes in the MLs. For example, it has 
been shown that the period thickness of Mo-Si MLs shrinks considerably after annealing at 300° 
C, but measurable change in EUV reflectivity already occurs at or above 100°C.55,56,59,66 Thermal 
stability can be substantially improved by introducing diffusion barriers such as carbon (C) and 
boron carbide (B4C) as discussed above, other carbide-based diffusion layers,67 SiO2,68 or by 
using a different ML material pair such as Mo2C/Si, MoSi2/Si,56,57, 54,69 or Mo/SiC.69,70 Thermally 
stable MLs have recently been demonstrated on actual EUVL collector optics.71,72 ,Multilayers 
can also be optimized for minimum stress73 by either varying the composition,74-77 base pressure, 
or deposition condition;78 annealing during deposition; post-deposition annealing;79 or stress 
compensation with a buffer layer. Often a combination of these techniques is required to achieve 
the desired results.80 The lifetime stability of EUVL MLs, and in particular, contamination issues 
due to exposure in the EUVL environment, is covered in Chapter 6A. 
 
(a) 
 
(b) 
 
Figure 4D.3 (a) Cross-sectional transmission electron microscopy (TEM) images of a Mo-Si ML (top left) 
and a Mo/B4C/Si/B4C ML with improved interface contrast due to the B4C barrier layers (top right). (b) 
EUV reflectance curves of the two MLs shown in the TEM images, illustrating the improvement in 
reflectance due to the B4C barrier layers. See also Ref. 38. 
 
4D.6 Optical Constants 
To successfully model and predict the performance of ML coatings for EUVL, precise 
knowledge of the optical properties of a system’s constituent materials is required. The 
absorptive and dispersive behavior of each material can be obtained from the real and imaginary 
part of the wavelength-dependent refractive index, also known as optical constants. In the 
EUV/x-ray region, where the wavelength of radiation is comparable to the binding energies of 
the inner electrons in the material, measurements of the refractive index can be particularly 
challenging due to sensitivity to surface oxides, contamination, and roughness of the material 
samples under study. Although sophisticated models have been developed to determine the 
refractive index of materials using first-principles calculations, experimental measurements are 
always recommended as the best method to accurately determine the refractive index of vapor-
deposited thin films. This is especially true for energy regions in the vicinity of electronic 
absorption edges, where the optical properties can strongly depend on experimental conditions 
such as the method and environment of deposition. The optical constants of important EUVL 
materials for ML coatings such as Si,81 Mo,82,83 Be,84 and Ru85 have been updated in recent years 
with more accurate experimental results. A comprehensive compilation of the optical constants 
for all elements in the periodic table, including recently obtained data, are maintained in the 
Center for X-Ray Optics (CXRO) database86 (and presented in the appendix of this book) and in 
the IMD software package.87 Other databases for the optical properties of materials in the 
EUV/x-ray region are maintained by the National Institute of Standards and Technology 
(NIST)88 and LLNL.89
 
4D.7 Multilayer Thickness Specifications for Imaging and 
Condenser EUVL Mirrors 
Several criteria must be considered when specifying thickness tolerances for reflective, ML-
coated optics for EUVL.90 The specifications discussed below apply to the clear aperture of each 
mirror surface within the EUVL imaging system. As case examples, experimental results from 
the ML coatings of a four-mirror, 0.1 numerical aperture (NA), full-field system23 (the 
Engineering Test Stand or ETS) and a two-mirror, 0.3-NA microfield system24 (the 
microexposure tool or MET) are presented. The applicability of the requirements discussed 
below on EUVL condenser mirrors is addressed at the end of this section. 
 
Throughput: An EUVL scanner consists of an all-reflective optical system with ML coatings on 
the projection (imaging) elements, on the condenser/illuminator assembly, and on the mask. All 
of these elements should be tuned to reflect at or near the same wavelength to obtain a 
substantial output from the system. Any spectral mismatch between the mirrors would translate 
to throughput reduction. If a goal is set to match the reflectance peak position of all EUVL optics 
to within ∆λ = ± 0.050 nm, then in a system with six reflections, for example, this level of 
wavelength-matching would ensure at least 97.4% of the ideal throughput. Meeting this goal 
requires atomic-level repeatability of the coating process from one deposition run to another. In 
addition to optic-to-optic wavelength matching, another throughput constraint is the tolerance on 
wavelength variation across the surface of any individual optic in the system. For maximum 
throughput, the ML should have its reflectivity peak at the same wavelength for all surface points 
on any given mirror. If an arbitrary goal is set to stay within 99% of the reflectivity peak for all 
points on the optic surface, then a Mo-Si ML operating at λ=13.4 nm is allowed to have its 
wavelength vary to within ∆λ = ± 0.050 nm, which is equivalent to having the wavelength (or 
the thickness) vary from its prescribed value to within ±0.37% peak-to-valley (P-V) across the 
surface. 
 
Intensity variations: In addition to the throughput constraints discussed above, a reflectivity 
mismatch—or other causes such as variations in substrate roughness—across any individual 
mirror surface in the projection system results in intensity variations (apodization) of the 
reflected wavefront at the system exit pupil. These variations can lead to a narrowing of the NA 
or a nonuniformity across the pupil. In lithography terms, these effects cause loss of aerial image 
contrast, and variations in key aberrations and in the critical dimension (CD) of printed images 
across the field. For example, the tolerance for these effects was determined to be ±0.2% P-V for 
the wavelength (or thickness) variation across each of the MET and ETS camera optics shown in 
Figs, 4D.4 and 4D.5. 
  
 
Figure 4D.4 Measured thickness profile results are plotted versus radial distance from the optical axis for 
the four mirrors of a 0.1-NA, full-field EUVL system (the ETS Set 2 camera). The clear aperture area of 
each optic is shown. In each plot, the top curve (left y axis) is the normalized film thickness. Each data 
point is derived from the wavelength at the center of the full-width-at-half-maximum of the measured EUV 
reflectance Bragg peak. Data have been normalized to the wavelength at an arbitrary location on the 
surface. The bottom curve (right y axis, in nm) represents the noncompensable figure error that the Mo-Si 
ML coating adds to the system. All four ML coatings are contributing added figure errors below 0.05-nm 
rms, which is well within the 0.1-nm rms specification. (Reprinted from Ref. 23.) 
 
Multilayer-added figure errors: In the spatial frequency range corresponding to surface figure, 
wavefront errors due to ML thickness variations on the imaging mirrors introduce aberrations 
that can be detrimental to the overall performance of the imaging system. Such ML-induced 
errors can be decomposed into a compensable and a noncompensable part, the latter being the 
added figure error that the ML is contributing to the system. The ML-added figure error is 
determined from the as-measured ML thickness results after subtracting the portion of thickness 
variation that can be compensated during alignment of the system. The compensable portion is 
represented by a best-fit spherical term, which can be aligned out through tilt and focus shifts 
after the mirrors are installed in the camera. For this reason, when ML thickness profile results 
are evaluated for an EUVL projection optic, the most desirable thickness profiles should be the 
most highly compensable, i.e., the families of profile curves with spherical-like shapes. The 
remainder of the subtraction (the noncompensable portion of the ML thickness variation) is the 
ML-added figure error, with its value weighted according to illuminated area, and is plotted at 
the lower part of the graphs in Figs. 4D.4 and 4D.5. To avoid the ML coatings from adversely 
affecting the imaging system performance, their added figure errors should be negligible 
compared to the substrate figure error. For the ETS and MET Set 2 camera mirrors shown in 
Figs. 4D.4 and 4D.5, the substrate figure error specification was 0.25-nm rms. Given that the 
substrate and ML coating errors are uncorrelated and therefore add in a quadratic fashion, the 
maximum allowable added figure error for the ETS and MET Set 2 ML coatings was set at 0.1-
nm rms. For a typical 280-nm-thick Mo-Si film, this corresponds to 0.04% rms (~ 0.1% P-V). 
This ML-added figure error specification is consistent with sub-diffraction-limited system 
performance, as is discussed in Ref. 24. 
 
 
 
Figure 4D.5 Measured ML thickness results are plotted versus radial distance from the optical axis for the 
primary and secondary mirrors of a 0.3-NA, microfield EUVL system (the MET Set 2 camera). The clear 
aperture area of each optic is shown. In each plot, the top two curves (left y axis) are the measured 
thickness profile (square data points) and the designed thickness profile (solid line). Each data point is 
derived from the wavelength at the center of the full-width-at-half-maximum of the measured EUV 
reflectance Bragg peak. Data have been normalized to the wavelength at an arbitrary location on the 
surface. The bottom curve (circle data points plotted on the right y axis) represents the noncompensable 
figure error that the Mo-Si ML film adds to the optic surface. Both primary and secondary ML coatings 
contribute added figure errors well within the 0.1-nm rms specification. (Reprinted from Ref. 24.) 
 
 The tightest among the constraints discussed above for ML thickness variations on EUVL 
imaging optics are the P-V thickness uniformity and the rms added figure error requirements. 
Both of these specifications have to be met independently for a given ML coating: the P-V 
thickness uniformity criterion is applied to the as-measured ML thickness profile, while the 
added figure error is determined from the noncompensable portion of the as-measured profile (as 
discussed above). Satisfying the rms added figure error constraint depends to a large degree on 
the “shape” of the thickness profile, i.e., profile shapes approaching a second-order polynomial 
are largely compensable during system alignment. During process development of the ETS and 
MET ML coatings shown in Figs. 4D.4 and 4D.5, it was concluded that the added figure error 
tolerance requires the tightest control on the coating thickness. For this reason, the thickness 
profiles presented in Figs. 4D.4 and 4D.5 were optimized primarily for the lowest added figure 
error rather than P-V uniformity. The next generation of EUVL projection optics is currently 
being implemented in beta and production tools. Substrate figure requirements have been set at 
about 0.1-nm rms for these systems. Consequently, ML-added figure errors of less than 0.05-nm 
rms should be achieved—a factor of 2 more stringent than the ETS and MET camera 
requirements. Commercial EUVL scanner designs include six-mirror cameras, with the clear 
aperture extending up to 200 mm from the optical axis, for some of the mirrors. To meet all the 
additional constraints imposed on EUVL beta and production ML coatings, extremely 
sophisticated control of the ML film thickness is required. The results presented in Figs. 4D.4 
and 4D.5 illustrate the feasibility of meeting such specifications. 
 In the case of EUVL condenser mirrors, the specifications for ML thickness control are 
more relaxed compared to the projection mirrors because condenser optics are not required to 
satisfy the stringent figure error (wavefront) requirements discussed above, as explained in 
Chapter 4C. Slope error specifications are most commonly attached to the figure and mid-spatial 
frequencies of EUVL condenser optics, driven by displacement considerations of the 
illumination beam spot. Nevertheless, the throughput requirements discussed above do apply to 
the ML coatings for condenser elements, and they impose the restrictions on P-V variations of 
the ML thickness across the optic surface. 
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