Abstract. We introduce here a rewrite system in the group of unimodular matrices, i.e., matrices with integer entries and with determinant equal to ±1. We use this rewrite system to precisely characterize the mechanism of the Gaussian algorithm, that finds shortest vectors in a two-dimensional lattice given by any basis. Putting together the algorithmic of lattice reduction and the rewrite system theory, we propose a new worst-case analysis of the Gaussian algorithm. There is already an optimal worst-case bound for some variant of the Gaussian algorithm due to Vallée [16] . She used essentially geometric considerations. Our analysis generalizes her result to the case of the usual Gaussian algorithm. An interesting point in our work is its possible (but not easy) generalization to the same problem in higher dimensions, in order to exhibit a tight upper-bound for the number of iterations of LLL-like reduction algorithms in the worst case. Moreover, our method seems to work for analyzing other families of algorithms. As an illustration, the analysis of sorting algorithms are briefly developed in the last section of the paper.
Introduction
This paper deals with extracting worst-cases of some algorithms. Our method is originally proposed by the first author [1, 2] as a possible approach for solving the difficult and still open problem of exhibiting worst-cases of lattice reduction algorithms (LLL and its variants). Here the method is applied first to the Gaussian algorithm that solves the two-dimensional lattice problem and that is also intensively used by LLL-like algorithms when reducing higher-dimensional lattices. As another illustration of the method, three sorting algorithms (bubble, insertion and selection sorts) are also considered. In the sequel, we first briefly recall the problem of lattice reduction and our motivation to exhibit worst-cases of LLL-like algorithms.
A Euclidean lattice is the set of all integer linear combinations of a set of linearly independent vectors in R p . The independent vectors are called a basis of the lattice. Any lattice can be generated by many bases. All of them have the same cardinality, that is called the dimension of the lattice. If B and B represent matrices of two bases of the same lattice in the canonical basis of R p , then there is a unimodular matrix U such that B = U B. A unimodular matrix is a matrix with integer entries and with determinant equal to ±1. The lattice basis reduction problem is to find bases with good Euclidean properties, that is, with sufficiently short and almost orthogonal vectors. In two dimensions, the problem is solved by the Gaussian algorithm, that finds in any two-dimensional lattice, a basis formed with the shortest possible vectors. The worst-case complexity of Gauss' algorithm (explained originally in the vocabulary of quadratic forms) was first studied by Lagarias [7] , who showed that the algorithm is polynomial with respect to its input. The worst-case complexity of Gauss' algorithm was also studied later more precisely by Vallée [16] . In 1982, Lenstra, Lenstra and Lovász [10] gave a powerful approximation reduction algorithm for lattices of arbitrary dimension. Their famous algorithm, called LLL, was an important breakthrough to numerous theoretical and practical problems in computational number theory and cryptography [13, 6, 8] . The LLL algorithm seems difficult to analyze precisely, both in the worst-case [2, 9, 10] and in average-case [1, 3, 4] . In particular when the dimension is higher than two, the problem of the real worst-case of the algorithm is completely open. However, LLL-like reduction algorithms are so widely used in practice that the analyzes are a real challenge, both from a theoretical and practical point of view. To finish this brief presentation, we recall that the LLL algorithm is a possible generalization of its 2-dimensional version, which is the Gaussian algorithm. Moreover the Gaussian algorithm is intensively used (as a black box) by the LLL algorithm. In this paper, we propose a new approach to the worst-case analyze of LLL-like lattice reduction algorithms. For the moment this approach is presented only in two dimensions. We have to observe here that the worst case of some variant of the Gaussian algorithm is already known: In [16] , Vallée studied a variant of this algorithm whose elementary transforms are some integer matrices of determinant equal to 1. In the case of the usual Gaussian algorithm, elementary transforms are integer matrices of determinant either 1 or −1. Even if our paper generalizes [16] to the case of the usual Gaussian algorithm, we do not consider this as its most important point. Our aim here is to present our new approach.
An LLL-like lattice reduction algorithm or a sorting algorithm uses some atomic transforms. In both cases, the monoid of finite sequences of atomic transforms is a group. A trace of execution of the algorithm is always a sequence of atomic transforms. But each such sequence is not necessarily a trace of the algorithm. We exhibit a family of rewriting rules over the group generated by the atomic transforms corresponding to the mechanism of the algorithm: The rewriting rules make some sequences forbidden in the sense that possible executions will be exactly normal forms of the rewrite system. Thus the length of a valid word (or a normal form or a reduced word) over the set of generators, i.e., the number of atomic transforms that compose the word, becomes very close to the number of steps of the algorithm. In this paper, we present some rewrite systems over GL 2 (Z) and over the permutations group, that make us predict how the Gaussian algorithm and some sorting algorithms are running on an arbitrary input. Then we consider the variation of the length of the input with respect to the length of the reduced word issued by the trace of the algorithm running on that input. In the case of the reduction algorithm, an input is a basis of a lattice. The length of an input is naturally related to the number of bits needed to store it. For an input basis it is for instance the sum of the square of lengths of the basis' vectors. We make appear inputs whose length is minimal among all inputs demanding a given number of steps to the algorithm. We deduce from this the worst-case configuration of the usual Gaussian algorithm and give an "optimal" bound for the number of steps. Let us explain this last point more precisely. Usually when counting the number of steps of an algorithm, one considers all inputs of length less than a fixed bound, say M . Then one estimates the maximum number of steps taken over all these inputs by:
all inputs of length at most M number of steps of the algorithm 1 .
Here to exhibit the precise real worst-case, we first proceed in "the opposite way". Consider k a fixed number of steps. We will estimate the minimum length of those inputs demanding at least k steps to be processed by the algorithm:
all inputs demanding at least k steps length of the input.
Clearly f (g(k)) = k. Otherwise there would be an input of length less than g(k) demanding more than k steps. But g(k) is by definition the minimal length of such inputs. So by inverting the function g, we can compute f . Plan of the paper. Section 2 introduces the Gaussian algorithm and outlines our method. Section 3 is the crucial point of our method: We identify all the executions of the Gaussian algorithm with normal forms of 4 rewrite systems. Section 4 exhibits some particular inputs whose length is minimal among the lengths of all inputs requiring at least k steps. Then we recall a result of [16] that estimates the length of the particular basis exhibited before and deduce an upper-bound for the maximal number of steps of the Gaussian algorithm with respect to the length of the input. Finally in Section 5 our method is briefly applied to three sorting algorithms: For each sorting algorithm, all possible executions are identified with normal forms of a rewrite system.
Gaussian algorithm and the new approach to its worst-case analysis
Let R 2 be endowed with the usual scalar product (, ) and Euclidean length |u| = (u, u) 1/2 . A two-dimensional lattice is a discrete additive subgroup of R 2 . Equivalently, it is the set of all integer linear combinations of two linearly independent vectors. Generally it is given by one of its bases (b 1 , b 2 ). Let (e 1 , e 2 ) be the canonical basis of R 2 . We often associate to a lattice basis (b 1 , b 2 ) a matrix B, such that the vectors of the basis are the rows of the matrix:
The length of the previous basis (or the length of the matrix B) is defined here by (B) :
The usual Gram-Schmidt orthogonalization process builds, in polynomial-time, from a basis
2 ) and a lower-triangular matrix M that expresses the system b into the system b * 2 . Let m be equal to (b2,b1) (b1,b1) . By construction, the following equalities hold:
The ordered basis B = (b 1 , b 2 ) is called proper if the quantity m satisfies
There is a natural representative of all the bases of a given two-dimensional lattice. This basis is composed of two shortest vectors generating the whole lattice. It is called the Gauss-reduced basis and the Gaussian algorithm outputs this reduced basis running on any basis of the lattice. Any lattice basis in two dimensions can always be expressed as
where R is the so-called Gaussian reduced basis of the same lattice and U is a unimodular matrix, i.e., an element of GL 2 (Z). The goal of a reduction algorithm, the Gaussian algorithm in two dimensions, is to find R given B. The Gaussian algorithm is using two kinds of elementary transforms, explained in the sequel of this paper. Let (b 1 , b 2 ) be an input basis of a lattice and the matrix B expressing (b 1 , b 2 ) in the canonical basis of The Gaussian algorithm can also be regarded (especially for the analysis purposes) as an algorithm that gives a decomposition of the unimodular matrix U of relation (2.4) by means of some basic transforms:
where the matrix T corresponds to an integer translation of b 2 in the direction of b 1 by one and the matrix S represents a swap: (2.6) S = 0 1 1 0 and T = 1 0 1 1 .
Each step of the algorithm is indeed an integer translation followed by a swap, represented by 3 ST x , x ∈ Z * . Writing the output as in (2.5) shows not only the output but how precisely the algorithm is working since T and S represent the only elementary transforms made during the execution of the Gaussian algorithm. So when studying the mechanism of a reduction algorithm in two dimensions and for a fixed reduced basis R, the algorithm can be regarded as a decomposition algorithm over GL 2 (Z). The integer k + 1 in (2.5) denotes the number of steps. Indeed the algorithm terminates [2, 7, 16] . The unimodular group in two dimensions GL 2 (Z) has been already studied [11, 12, 14, 15] and it is well-known that {S, T } is a possible family of generators for GL 2 (Z). Of course there are relators associated to these generators and there is no uniqueness of the decomposition of an element of GL 2 (Z) in terms of S and T . But the Gaussian algorithm gives one precise of these possible decompositions. When the algorithm is running on an input U R, the decomposition of U could a priori depend on the reduced basis R. We will show that the decomposition of U does not depend strongly on the reduced basis R: Fact 1 divides all reduced bases of R 2 into 4 classes. Inside one fixed class of reduced bases the decomposition of U output by the Gaussian algorithm does not depend at all on the reduced basis R. In the sequel we completely characterize the decomposition of unimodular matrix output by the Gaussian algorithm and we will call it the Gaussian decomposition of a unimodular matrix. Roughly speaking, we exhibit forbidden sequences of values for the x i -s. More precisely, we exhibit in Section 3 a set of rewriting rules that leads to the formulation output by the Gaussian algorithm, from any product of matrices involving S and T . The precise characterization of the Gaussian decomposition that we give makes appear the slowest manner the length of a unimodular matrix can grow with respect to its Gaussian decomposition: We consider unimodular matrices whose length of Gaussian decomposition is fixed, say k:
We exhibit in Section 4 the Gaussian word of length k with minimal length. We naturally deduce the minimum length g(k) of all inputs demanding at least k steps. Finally by "inverting" the function g we find the maximum number of steps of the Gaussian algorithm.
The Gaussian decomposition of a unimodular matrix
Let Σ be a (finite or infinite) set. A word ω on Σ is a finite sequence α 1 α 2 . . . α n where n is a positive integer, and α i ∈ Σ, for all i ∈ {1, . . . , n}. Let Σ * be the set of finite words on Σ. We introduce for convenience the empty word and we denote it by 1. Consider the alphabet Σ = {S, T, T −1 }. We recall that the Gaussian decomposition of a unimodular matrix U is the decomposition of U corresponding to the trace of the algorithm when running on an input basis B = U R where R is a reduced basis. In the sequel we show that there are at most 4 Gaussian decompositions for a unimodular matrix U . In the following subsections, 4 sets of rewriting rules depending on the form of R are given. Any word in which none of these rewriting rules can be applied is proven to be Gaussian. Since the results of these subsections are very similar, we only give sketches 7 of proofs for Subsection 3.1.
3.1.
The basis R is such that |b 1 | < |b 2 | and m = −1/2. We say that a word ω is a normal form or reduced word or a reduced decomposition of the unimodular matrix U , if ω is a decomposition of U in which none of the rewriting rules of Theorem 1 can be applied. Theorem 1 shows that the Gaussian decomposition and a reduced decomposition of a unimodular matrix are the same. By recalling that the Gaussian algorithm is deterministic, i.e., for an input basis B, there is a unique couple (U, R) such that U and R are output by the Gaussian algorithm, the next theorem shows also that the reduced decomposition of a unimodular matrix is unique.
Theorem 1. Let ω 1 be any decomposition of U in terms of the family of generators {S, T }. The Gaussian decomposition of U is obtained from ω 1 by applying repeatedly the following set of rules:
Let us consider the Gaussian algorithm running on inputs U R where U is any unimodular matrix and R a reduced basis (b 1 , b 2 ) satisfying (2.7). As explained in the last section, an execution of the Gaussian algorithm is always expressed as a (finite) word on the alphabet Σ = {S, T, T −1 }. As a direct consequence of the previous theorem, a word on this alphabet is associated to a possible execution if and only if the word is a normal form of the previous rewrite system. The trivial rules (3.1) and (3.2) have to be applied whenever possible. So any word ω 1 on the alphabet Σ can trivially be written as
The integer k is called the length 4 of ω 1 . Notice that usually the length of a word is the number of its letters, which would be here equal to 2k + 1. Here the length is k, which corresponds to the number of iterations of the algorithm (eventually minus 1). The proof of Theorem 1 is based on the next Lemmata. Lemma 1. Let ω 1 be a word as in (3.7). Then the rewriting process of Theorem 1 always terminates 5 .
Sketch of the proof. Let k be a nonnegative integer, and let x 1 , . . . , x k+1 be integers such that x 2 ,. . . , x k are nonzero. Let ω 1 be a word on {S, T } expressed by
The index sets S 1 and S 2 are defined as follows: (1) If |x| ≥ 3, thenB is still proper. Moreover,
) and x are both positive or both negative, thenB is proper whenever |x| ≥ 2.
• if B is reduced, |b 1 | < |b 2 | and m = −1/2, thenB is proper for all x ∈ Z.
) and x are both positive or both negative, it is true provided that |x| ≥ 1.
) and x are both positive or both negative.
Let us explain how the previous lemma shows that a normal form is a possible trace of the algorithm. First consider a proper (see (2.3)) and non reduced basis P . Given to the Gaussian algorithm, the first operation done will be the swap. Now for any non proper basis B there is a unique integer x and a unique proper basis P such that B is expressed as T x P . So if B is given to the algorithm the first operation done will be T −x . Finally consider for instance B = ST 5 P , where P is a proper basis. The previous lemma asserts that B is also proper. So if B is given to the algorithm, the first operation is the swap. More generally if
is a normal form of the rewrite system and R a reduced basis satisfying (2.7), then thanks to the previous lemma all the intermediate bases
So the algorithm will perform the exact following sequence of operations: 4 The length of a word which is a decomposition of a unimodular matrix has of course to be distinguished from what we call the length of a unimodular matrix, that is closely related to the number of bits to store the matrix. 5 Of course saying that the rewriting process presented by the previous Theorem always terminates has a priori nothing to do with the well-known fact that the Gaussian algorithm always terminates. 7 A detailed proof is available in the appendix.
Corollary 1. Any normal form of the rewrite system defined in Theorem 1 is Gaussian.
Sketch of the proof of Theorem 1. Consider an input B = U R where U is an unimodular matrix and R is a reduced basis of a lattice L satisfying (2.7). Lemma 1 asserts that for any decomposition ω of U in terms of S and T , there is a normal form ω (and a unimodular matrix U = ω ). Notice that the Lemma does not show the uniqueness of the normal form. Corollary 1 of Lemma 2 asserts that normal forms of the rewrite system are Gaussian words (traces of the Gaussian algorithm). Now observe that the use of a nontrivial rewriting rule changes a base of the lattice into another base of the same lattice and the way the basis is changed is totally explicit. So for an input U R there is a unique couple (U , R ) such that U R = U R , the matrix U is unimodular and its decomposition is a normal form of the rewrite system, and R is also a reduced basis of the same lattice L. Finally by recalling that the Gaussian algorithm is deterministic, the decomposition ω of U is the trace of the Gaussian algorithm when running on B = U R. (Of course the output is R .) Proofs of Theorems 2, 3 and 4, which are presented in the following subsections, are very similar. 3.2. The basis R is such that |b 1 | = |b 2 | and m = −1/2. Theorem 2. Let ω 1 be any decomposition of U in terms of the family of generators {S, T }. The Gaussian decomposition of U is obtained from ω 1 by applying repeatedly the set of rules (3.1) to (3.6) of Theorem 1, together with the following rules:
3.3. The basis R is such that |b 1 | < |b 2 | and m = −1/2. Theorem 3. Let R be a reduced basis and let U be a unimodular matrix, i.e., an element of GL 2 (Z). Let ω 1 be any decomposition of U in terms of the family of generators {S, T }. The Gaussian decomposition of U is obtained from ω 1 by applying repeatedly the rules (3.1) to (3.4) of Theorem 1 together with the rules (3.10) and (3.11) defined here, until no one of these rules applies. Then if we have ω 1 = ω ST 2 S, the ending rule (3.12) applies once and the rewriting process is over. Theorem 4. Let R be a reduced basis and let U be a unimodular matrix, i.e., an element of GL 2 (Z). Let ω 1 be any decomposition of U in terms of the family of generators {S, T }. The Gaussian decomposition of U is obtained from ω 1 by applying repeatedly Rules (3.1) to (3.4) of Theorem 1, together with Rules (3.10), (3.11) and (3.8) and the following set of rules:
ωST −→ ωT ; (3.13)
4. The length of a unimodular matrix with respect to its Gaussian decomposition and the maximum number of steps of the algorithm
The length of B, denoted by (B), is the sum of the squares of the norms of its vectors, that is, (B) = |b 1 | 2 + |b 2 | 2 . The easy but tedious proof of the following theorem is given 7 in the full version of the paper.
be a reduced basis, let k be a positive integer, and let x 1 , . . . , x k+1 be integers such that the word ω = 1 i=k ST xi is Gaussian. Then the following properties hold:
The previous theorem provides bases whose length are minimal among all bases requiring at least k iterations to the Gaussian algorithm. These are essentially (ST 2 ) k−1 S R where R is a reduced basis. We have then to lower bound the length ((ST 2 ) k−1 S R). In the next section, we just recall how to evaluate such a length. The next lemma is exactly Lemma 4 of [16] . A sketch of the proof is recalled in the appendix. 
It follows that any input with length less than A(1 + √ 2) 2k−2 is demanding less than k steps. We deduce the following corollary.
Corollary 2.
There is an absolute constant A such that the number of steps of the Gaussian algorithm on inputs of length less than M is bounded from above by
Sorting algorithms
In the previous sections, we proposed a method for worst-case analyzing the Gaussian algorithm. We hope to generalize the approach to the LLL algorithm in higher dimensions (a still open problem even in three dimensions). On the other hand, our method can be applied to other families of algorithms. In this Section we consider some sorting algorithms. Of course worst-cases of these sorting algorithms are very well-known. Here the aim is to use our method to recover these well-known worst cases. A sorting algorithm (as the Gaussian algorithm) uses some atomic transforms. Once more the monoid of finite sequences of atomic transforms is a group: The permutation group plays here the role played by GL 2 (Z) in Section 3. For each considered sorting algorithm we propose a set of rewriting rules over the group of permutations represented by a family of generators that is precisely the set of atomic transforms of the algorithm. Clearly an execution of the algorithm is a finite word on the alphabet of these atomic transforms. But any such word is not necessarily an execution of the algorithm. We prove that a word on the alphabet of atomic transforms is associated to an execution of the algorithm if and only if the word is a normal form of the rewrite system we propose. In a second step, as for the analysis of the Gaussian algorithm, we have to consider the variation of the length of the input with respect to the length of the reduced word issued by the trace of the algorithm running on that input. So in our method we have to deal with two notions of length: the length of normal forms, that counters the number of iterations of the algorithm and the length of the inputs that is classically associated to the number of bits to store the input. Let us observe that here this step is somehow trivial. Indeed when running on n items to be sorted, the length of the input of a sorting algorithm is always n (at least in usual analyzes), no matter how many steps are needed to sort the n input items. In other words, the length of the input is in the case of sorting algorithm constant and does not depend on the length of the normal form associated to this input, as it did when considering the Gaussian algorithm. So clearly the longest length of the normal forms is here exactly the maximal number of iterations of the sorting running on inputs of length n. The sketch of the proof is the same than the one of the Gaussian algorithm: We first prove that the rewriting process always terminates. Then, we show that the reduced words are also the normal forms given by the corresponding algorithm.
In the sequel, we first recall some useful definitions and notations. Then we analyze the bubble sort algorithm. Finally we give also the rewrite systems for the insertion and selection sort algorithms, which are close to the rewrite system associated to the bubble sort. Let n be a positive integer, and let [1, . . . , n] be the sorted list of the n first positive integers. Let S n be the set of all permutations on [1, . . . , n], and let S be the set of all permutations on a list of distinct integers of variable size. Let us denote by t i the transposition which swaps the elements in positions i and i + 1 in the list , for all i ∈ {1, . . . , n}. Any permutation can be written in terms of the t i -s. Let Σ n be defined by Σ n = {t 1 , . . . , t n } and Σ denote Σ = {t i : i ∈ N * }. Thus Σ n (resp. Σ) is a generating set of S n (resp. S). As in previous sections, any word ω on Σ will be denoted as following:
where k and i 1 , . . . , i k are positive integers. Definition 1. Let ω 1 = t i1 t i2 . . . t i k , ω 2 = t j1 t j2 . . . t j l and ω 3 = t r1 t r2 . . . t rm be words on Σ.
(1) The length of ω, denoted by |ω|, is k; (2) the distance between ω 1 and ω 2 , denoted by Dist(ω 1 , ω 2 ), is given by min ti∈ω1,tj ∈ω2 |i − j|; (3) the maximum (resp. minimum) of ω 1 , denoted by max(ω 1 ) (resp. min(ω 1 )), is given by max ti∈ω1 (i) (resp. min ti∈ω1 (i)); (4) ω 1 is an increasing (resp. decreasing) word if i p < i p+1 (resp. i p > i p+1 ), for all p ∈ {1, . . . , k − 1}; (5) ω 2 is a maximally increasing factor of ω 1 ω 2 ω 3 if ω 2 is increasing and both t i k ω 2 and ω 2 t r1 are not increasing.
Any word ω on Σ is uniquely expressed on the form
where each ω i is a maximally increasing factor of ω. We will call (5.1) the increasing decomposition of ω. We define s : Σ * → N as the map given by the rule s(ω) = m.
Bubble sort.
The basic idea of the bubble sort algorithm is the following: pairs of adjacent values in the list to be sorted are compared and interchanged if they are out of order, the process starting from the beginning of the list. Thus, list entries 'bubble upward' in the list until they bump into one with a higher sort value. The algorithm first compares the two first elements of the list and swaps them if they are in the wrong order. Then, the algorithm compares the second and the third elements of the list and swaps them if necessary. The algorithms continues to compare adjacent elements from the beginning to the end of the list. This whole process is iterated until no changes are done. Let σ be a permutation on [1, . . . , n]. There exists a unique decomposition ω of σ on the alphabet Σ corresponding to the sequence of elementary transforms performed by the bubble sort algorithm on σ[1, . . . , n]. We will call it the bubblian decomposition of σ. Notice that (ω) −1 σ = 1. The bubble sort algorithm can be regarded as an algorithm giving the bubblian decomposition of a permutation.
Definition 2.
A word ω on Σ is a bubblian word if it corresponds to a possible execution of the bubble sort algorithm.
Let us define some rewriting rules on Σ * . In the following equations, i, j and k are arbitrary positive integers and ω is a word on Σ:
if Dist(t i , ω) > 1 and ω is a maximally increasing factor, then
Theorem 6. Let σ be a permutation and let ω ∈ Σ * be a decomposition of σ on Σ. The bubblian decomposition of σ is obtained from ω by applying repeatedly the rules (5.2) to (5.5).
Remark 1. Let ω and ω be words on Σ. It is well known that a presentation of S on Σ is the following:
• t i t i = 1;
• t i t j = t j t i ;
• t i t i+1 t i = t i+1 t i t i+1 ; for all positive integers i, j such that |i − j| = 1. Thus, it is easy to prove that if ω is obtained from ω, then ω = ω in S.
The proof
7 of Theorem 6 is very similar to the proof of Theorem 1. It is based on the following lemmata. The next Lemma shows first that the rewrite process terminates: Given a permutation and any decomposition of this permutation in terms of t i 's , one obtains a normal form of the rewrite system represented by rules (5.2), (5.3), (5.4) and (5.5) by finitely many times applying the rules (in an arbitrary order). For any word ω = t α1 . . . t α |ω| ∈ Σ * , we define the two quantities l(ω) and h(ω) by
where ω 1 ω 2 . . . ω m is the increasing decomposition of ω. The proof of the next lemma is a double induction on the positive integer quantities l(ω) and h(ω). The next Lemma shows that any normal form of the rewrite system is a bubblian word (a possible execution of the bubble sort algorithm). The proof 7 of this lemma is of course related to the bubble sort algorithm.
Lemma 5. Let ω be a reduced word. Then ω is a bubblian word.
Since the bubblian word associated to a given permutation is unique and the rewriting process terminates, the bubblian words are exactly normal forms of the rewrite system. Notice that we can easily deduce from Theorem 6 the worst-case for the bubble sort algorithm.
5.2.
Other iterative sorting algorithms. We give in the sequel without proof some rewriting rules for the insertion sort algorithm and the selection sort algorithm. In both cases the ideas of proofs are very similar to the case of bubble sort algorithm. First we show that for any input there exists a normal form of the rewrite system that is associated to the input. Second we show that normal forms of the rewrite system are possible executions of the sorting algorithms. In brief, we characterize precisely insertion words and selection words which are words corresponding to traces of the insertion sort and selection sort algorithms.
In the sequel, we first recall the mechanism of these algorithms and then give for each of them a rewrite system over Σ * . During the insertion sort algorithm the beginning of the list being already sorted, the first non sorted element of the list is put at the right place in the already sorted part. Thus, an elementary transform made by the algorithm is a cycle (i, i + 1, . . . , i + p) = t i+p t i+p−1 . . . t i+1 t i in S. Thus, any permutation σ can be written on the form
and the word on Σ * produced by the algorithm is a particular decomposition of σ. First we recall the selection sort algorithm: The beginning of the list being already sorted, the algorithm finds the smallest element of the non sorted list and puts it at the right place at the end of the already sorted part. Thus, an elementary transform made by the algorithm is also a cycle. The word on Σ * is also a particular decomposition of σ. Theorem 7. Let i and j be arbitrary positive integers and let ω be a word in Σ * . Consider the following rewriting rules:
Let σ be a permutation and ω 1 be any decomposition of σ in terms of transpositions (t i ) i>0 . The decomposition of σ made by the insertion sort algorithm is obtained by finitely many application of Rules (5.6), (5.7), (5.9), (5.11). The decomposition of σ made by the selection sort algorithm is obtained by finitely many application of Rules (5.6), (5.8), (5.10), (5.11).
Conclusion
In this paper we studied the Gaussian algorithm by considering a rewriting system over GL 2 (Z). We first believe that our method should be applied to other variants of the Gaussian algorithm (for example, Gaussian algorithm with other norms [5] ): For each variant there is an adequate rewriting system over GL 2 (Z). The most important and interesting continuation to this work is to generalize the approach in higher dimensions. Even in three dimensions, the worst-case configuration of all possible generalization of the Gaussian algorithm is completely unknown for the moment. Although the problem is really difficult, we have already achieved a step, since the LLL algorithm uses the Gaussian algorithm as an elementary transform. The group of n-dimensional lattice transformations has been studied first by Nielsen [14] (n = 3) and for an arbitrary n by Magnus [11, 12] , based on the work of Nielsen [15] . Their work should certainly help to exhibit such rewrite systems on GL n (Z) if there exists. This approach may also be an insight to the still open problem of the complexity of the optimal LLL algorithm [2, 9] .
Appendix A. The Gaussian decomposition of a unimodular matrix
In the following proofs, we will essentially use the set of rules (3.3), (3.4), (3.5), (3.6) and apply (3.1) and (3.2) implicitly whenever possible. So with any initial ω 1 , we always obtain a reduced word after applying a finite number of times the rewriting rules. Moreover, no matter in which order the different rewriting rules are used, the same unique reduced word -corresponding to a Gaussian word -is always obtained from ω 1 , as proved by the following lemmas. Lemma (Lemma 1). Let ω 1 be a word as in (3.7) . Then the rewriting process presented in Theorem 1 always terminates.
The proof of Lemma 1 will use the following notations. Notation 1. Let k be a nonnegative integer, and let x 1 , . . . , x k+1 be integers such that x 2 ,. . . , x k are nonzero. Let ω 1 be a word on {S, T } expressed by ω 1 = T
The index sets S 1 and S 2 are defined as follows:
Finally we define the function d for a word ω 1 , by d(ω 1 ) = i∈S1∪S2 i.
Proof.
We proceed by induction on the length of ω 1 , and on the sum d = d(ω 1 ). The property is trivially true if |ω 1 | ∈ {0, 1, 2} and d ∈ N. Let k be a positive integer such that k ≥ 2. Suppose that the property holds for any word of length k. Suppose that |ω 1 | = k + 1. The property holds if d belongs to {0, 1}. Suppose that the property holds for any word ω of length k
, then we use Rule (3.5) (resp. (3.6)), and the length of ω 1 strictly decreases. Suppose now that x i = 2. Then ω 1 can be written as ω 2 ST
x ST 2 ST y ω 3 , where x ∈ Z, y ∈ Z * − , ω 2 and ω 3 are words on Σ, such that ω 2 does not end with a S and ω 3 is either 1 or starts by S. If we use Rule (3.3), then we get the word
, and δ = j∈S1∪S2\{i+1,i,i−1} j. Notice that if x = 0, then
Case 1. Suppose that either x = −1 or y = −1.
Then |ω 1 | = k, and the rewriting process terminates.
Case 2. Suppose that y / ∈ {−3, −2, −1}.
• Suppose that x = −2. Then the following equalities hold:
Thus, we have
• Suppose that x = 1. Then the following equalities hold:
Thus we have
• Suppose that x / ∈ {−2, −1, 1}. Then
• Similarly, if x = 1, then the following equalities hold:
• Suppose that x = 1. Then the following equalities hold: (1) If |x| ≥ 3, thenB is still proper. Moreover,
• if B is reduced, |b 1 | < |b 2 | and m = −1/2, thenB is proper for all x ∈ Z. b 2 ) and x are both positive or both negative, it is true provided that |x| ≥ 1. b 2 ) and x are both positive or both negative.
Proof. The definitions of B, b
* and m are given by Relations (2.1), (2.2) and (2.3). We haveb 1 = b 2 + xb 1 andb 2 = b 1 . In the sequel we express all the needed quantities in the orthogonal basis b * .
(1) We will show that
Since ||x| − |m|| < |m + x| and |m| ≤ 1/2, when |x| ≥ 3, clearly 2 < |m + x| and when mx > 0 this is still true whenever |x| ≥ 2. The proof of the second sub-case is very similar. (2) We have to show that |b 1 | < |b 2 + xb 1 |. We notice that
If mx < 0, we have 1 < 1.5 ≤ ||x| − |m|| < |m + x|. If mx > 0, |m + x| ≥ 1, for all x ≥ 1. 
Then B is such that B = −B.
Proof. The following equalities hold:
which concludes the proof.
Lemma 7. Let R be a reduced basis such that m = − 1 2 and letB be defined byB := ST ST x ω B (resp.
, where ω is a word on Σ of the form (3.7). Then the basis B :
Proof. Notice that: i=k ST xi be a non-reduced word, and let R be a reduced basis. If ω 1 B is the input of the Gaussian algorithm, then the sequence of elementary transforms made during the execution is exactly represented by the reduced word uniquely associated to ω 1 .
Appendix B. The length of a unimodular matrix with respect to its Gaussian decomposition and the maximum number of steps of the algorithm
The easy proof of the following lemma is left to the reader. Lemma 8. Let k be a positive integer. There exist nonnegative integers α, β and γ such that:
Lemma 9. Let B be a proper basis, and let x be an integer such that |x| ≥ 3.
Proof. Let x be an integer.
It is obvious that |b 2,x | 2 = |b 2,2 | 2 = |b 2,−2 | 2 . Moreover, we have
and
Lemma 10. Let B be a proper basis, let k be a positive integer, let ε ∈ {1, −1} be an integer, and let x be an integer such that |x| ≥ 3. The following properties hold: 
Suppose that x is positive. Then
. The second part of the proof is very similar.
Proofs of Lemmas 11 and 12 are very similar to the proof of Lemma 10.
Lemma 11. Let B be a proper basis and let x be an integer. Then (T x B) ≥ (B).
Lemma 12. Let R be a reduced basis, let k be a non negative integer, let x and x be integers. Then
. Moreover, the following properties hold:
• if m is positive, then ((
We can prove now Theorem 5.
Theorem (Theorem 5). Let R = (b 1 , b 2 ) be a reduced basis, let k be a positive integer, and let x 1 , . . . , x k+1 be integers such that the word ω = 1 i=k ST xi is Gaussian. Then the following properties hold:
Proof. Proof of Theorem 5. Notice first that, by Lemma 11, we can suppose that x k+1 = 0. Suppose that k = 1. Then, by Lemma 12, (ST x1 B) ≥ (SB). Suppose that k ≥ 1. The variable ε will denote an integer in {1, −1}. We construct a sequence of words ω 0 , ω 1 , . . . , ω k such that the following properties hold:
(1) ω 0 = ω and
, for all j ∈ {1, . . . , k}. Notice that ω j may be equal to ω j−1 for some j ∈ {1, . . . , k}. We proceed by induction on an integer j such
By Lemma 9, we know that
. Now, either x k−1 is positive and we put ω 1 = ST 2 ω , or x k−1 is negative and we put ω 1 = ST −2 ω , so that ω 1 is Gaussian. Let j be an integer in {1, . . . , k − 2} such that ω j verifies (2) and (3). By Lemma 10, we can express ω j+1 as follows.
•
Observe that all ω j 's are Gaussian words. Suppose now that we constructed
Lemma (Lemma 3). Let k > 2 be a fixed integer. There exists an absolute constant A such that any input basis demanding more than k steps to the Gaussian algorithm has a length greater than A(1 + √ 2) 2k−1 :
Proof of Lemma 3. We do not go into details since this proof is available in [16] . We just sktech the proof and report different tools used in the proof. First we recall that for any basis B the Gram matrix G(B) is defined by G(B) := B t B. Then we notice notice that the length of a basis B is the trace, i.e., the sum of the diagonal coefficients of the Gram matrix G(B). Now let define the symmetrical matrix Q by
Thanks to Theorem 5, we know that the input with the smallest length demanding k steps is 6 B k := Q k−1 SR, where R is a reduced basis. But the length of B k is exactly the trace of the Gram matrix G(B k ). Let us denote this trace by k . Since G(B k ) = Q k−1 G(SR)Q k−1 and since the trace is invariant by a circular permutation, we obtain
). The eigenvalues of the symmetrical matrix Q are equal to 1 + √ 2 and 1 − √ 2. Thus Q can be diagonalized and one deduces that there exist two constants α > 0 and β > 0 such that k is expressed in the form
Then we can deduce a lower-bound for k / (R) where (R) = trace(G(R)) is exactly the length of the reduced basis R. Finally this leads to the lower-bound proposed by Corollary 2. Proof. Let ω = t α1 . . . t α |ω| be a word and let [ω 1 , . . . , ω m ] be its increasing decomposition. Let l : Σ * → N and h : Σ * → N be the maps given by the rules
We proceed here by induction on the nonnegative integers l(ω) and h(ω). Suppose that l(ω) = 0. Then σ = 1 and the rewriting process is over. Suppose that l(ω) = 1 and h(ω) = 0. Then ω = t 1 and the rewriting process is over. Notice that there exists no word ω on Σ * such that l(ω) = 1 and h(ω) > 0. Suppose now that l(ω) = l, that h(ω) = h and that we can apply a rewriting rule. If we apply one of the rules (5.2) or (5.3), then we get a word ω such that l(ω ) < l(ω). If we apply (5.4) or (5.5), then l(ω ) = l(ω). Let [ω 1 , . . . , ω m ] be the increasing decomposition of ω.
Suppose that we can apply (5.4). Then there exists j ∈ {1, . . . , m − 1} such that min(ω j+1 ) = i and min(ω j ) > i + 1. Let ω and ω be defined by Suppose now that we can apply the rule (5.5). Then there exist p, q ∈ {1, . . . , m} and i, j, k ∈ {1, . . . , max(ω)} such that one of the following cases occurs. Case 1. Suppose that i < k ≤ max(ω p ).
Then ω = ω 1 . . . ω p t i t k ω p . . . ω q t j ω q . . . ω m ; ω = ω 1 . . . ω p t i t j t k ω p . . . ω q ω q . . . ω m .
Case 2. Suppose that i = max(ω p ) and k = min(ω p+1 ).
Then, In both cases, we have h(ω ) < h(ω). More precisely if ω q is not equal to t j , then We know that |ω p | ≤ n − 1 (otherwise |ω p | could not be increased) and so h(ω ) < h(ω), which concludes the proof.
Lemma 13. Let ω be a reduced word, and let ω 1 , . . . , ω m be its increasing decomposition. Let p be an integer such that 1 ≤ p ≤ m − 1. If t i is in ω p+1 , then t i+1 is in ω p .
Proof. Let p ∈ {1, . . . , m} be such that the property does not hold. Let i ∈ {1, . . . , max(ω)} be the smallest integer such that t i ∈ ω p+1 , and t i+1 / ∈ ω p . Then, there exists ω p , ω p , ω p+1 , ω p+1 ∈ Σ * such that ω = ω 1 . . . ω p ω p ω p+1 t i ω p+1 . . . ω m ;
and such that the following inequalities hold: max(ω p ) < i + 1 < min(ω p ); max(ω p+1 ) < i < min(ω p+1 ); Dist(t i , ω p ) > 1.
Case 1. Suppose that ω p+1 is the empty word or equivalently that i = min(ω p+1 ). Then either ω p is also the empty word, which means that ω p is not the empty word and max(ω p ) is i. (Otherwise, the increasing decomposition of ω is not correct.) In this case use Rule (5.2). Or ω p is not the empty word. Then we can use Rules (5.4) or (5.5), regarding the fact that ω p is the empty word or not.
Case 2. Suppose now that ω p+1 is not the empty word or equivalently i = min(ω p+1 ). Suppose furthermore that t i−1 ∈ ω p+1 .
Since i is the smallest index such that the Lemma does not hold, we can assert that t i ∈ ω p and as Dist(t i , ω p ) > 1, we can apply Rule (5.3).
Case 3. Finally suppose that ω p+1 is not the empty word (equivalently i = min(ω p+1 )) and that t i−1 / ∈ ω p+1 .
As in the previous case, the minimality of the index i implies that ω p is not the empty word. Then Dist(t i , ω p ω p+1 ) > 1 and we can apply Rule (5.5).
The following corollary is an easy consequence of Lemma 13. Corollary 5. Let ω be a reduced word, and let [ω 1 , . . . , ω m ] be its increasing decomposition. Let p be an integer such that 1 ≤ p ≤ m − 1. Then (1) max(ω p ) > max(ω p+1 ); (2) Dist(ω p , ω p+1 ) ≤ 1. Definition 3. The word ω = t i1 t i2 . . . t i k is a consecutively increasing word (resp. consecutively decreasing word ) if i j+1 − i j = 1 (resp. i j − i j+1 = 1), for all j ∈ {1, . . . , k − 1}.
An increasing word ω can always be expressed as ω = ω 1 ω 2 . . . ω p , where the ω j -s are consecutively increasing factors and each |ω i | is maximal under this property. This is called the consecutively increasing decomposition of ω. The easy but tedious proof of the following lemma is left to the reader, who can proceed by induction.
