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Introduction
In this paper each section will start with the presentation of the continuous-time case followed by their counterparts for the discrete-time case, usually given in equally detailed manner. This technique is adopted at the risk of being repetitive, for two reasons. Firstly to allow for ease of cross-reference and secondly to make clear the differences between the two cases when they occur.
Throughout this paper, bold face letters are used to denote vectors and matrices. The identity matrix is denoted by I and the zero matrix by 0, the dimensions, if not stated, should be apparent from the context. The set of real numbers is denoted by R and the set of complex numbers denoted by C. If s ∈ C the real part is denoted by Re(s) . The open right half of the complex plane is denoted by C + := {s ∈ C | Re(s) > 0} and the exterior of the unit circle in the complex plane is denoted by C |z|>1 := {z ∈ C | v(z) > 1}.
Not all statements in the continuous-time case are the exact translation of their counterparts in the discrete-time case; rather subtle differences between the two cases can and will arise. In this paper I will point out these differences.
This paper is organised as follows. In Section 2 a brief introduction to transfer functions is given. In Section 3 a few rules and an algorithm is presented which are common to both continuous-and discrete-time cases. In Section 4 the algorithms developed by Bai and Freund are presented in some detail and the discrete-time equivalents are derived. In Section 5 the improved algorithms are first presented in continuous-time and then their derived counterparts are presented. In Section 6 a few numerical examples are presented and finally the paper is concluded in Section 7.
Stochastic systems
Processes, ranging from economics to biologocal, can be modelled as the output of a so called black box where the input is white noise. Discrete-time, linear, time-invariant state space models generated from the ouput of the black box are used to model these processes very accurately. It is important to ensure that the state space models do preserve the positive realness of the stochastic system. Many of the subspace techniques used to generate the state space models do not ensure positive realness and will therefore fail. In this paper an efficient numerical procedure is provided, which is used to test if the given transfer function is positive real.
Passivity
The concept "passivity" was first used in circuit theory [2] , where a network consisting of only resistors, capacitors and inductors is said to be passive as this network will not deliver energy. In general terms one can say that a linear or non-linear system is said to be strictly passive if it consumes energy and passive if it does not deliver energy. Passivity has also become a fundamental concept in system and control theory, especially in adaptive control and stability analysis of feedback systems [7] . In this paper only time-invariant linear systems are considered. In these systems, the passivity of the system is equivalent to the positive realness of the systems transfer function.
Help
1. Discrete-time.
2. What does positive real mean? not the lemma but in practise. Does it mean that the systems is unstable?
3. Why is it so important?
Transfer Functions and Positive Realness
In continous-time a positive real function is analytic on the right half plane and the real part is positive on the imaginary axis, while in discrete-time the function is analytic outside the unit circle and the real part is positive on the unit circle.
Continuous-time
Consider a single-input single-output time-invariant linear system given by the state-space descriptions in continuous-time of the form Eẋ(t) = Ax(t) + bu(t)
where A, E ∈ R n×n , b, c ∈ R n×1 and d ∈ R. x(t) is the column n vector of state variables and u(t) the control variable. The terminology time-invariant is used to indicate that the time t does not appear as an independent variable in the right hand side of the equation. The first relation in (1) is a system of ordinary differential equations if E is nonsingular and a system of differential algebraic equations if E is singular. Defining x(s) as the Laplace transform of x(t).
Taking Laplace transforms of (1) and assuming zero initial conditions gives
Which can be rearanged as
where h(s) the transfer function is in the form
If E = I in (2), h(s) is called a standard transfer function, otherwise a general transfer function. The function (2) is rational with numerator and denominator degrees at most n. The matrices A, E and the vectors b, c are called a realisation of system (1). A realization is called minimal if its order n is as small as possible. We will not assume that the realisation is minimal, however it will be assumed that the transfer function is not trivial, i.e. h ≡ 0.
Electric Circuit Problem
Consider the simple passive network in figure 2.1.1. Where the current is represented as I, the voltage as V , resistors with R and capicitors with C. From Kirchoff's current laẇ
An equation for the output V is required expressing V in terms of I, V c1 and V c2 .
Combining equations (3) and (4) and rewriting the current I with u and the voltage V with y. Setting x = V c1 V c2 one gets the following state-space description of the circuit.ẋ
Criterium for Positive Realness
The following well known theorem relates the passivity of a system to the positive realness of its transfer function.
Theorem 1
The system (1) is passive iff the associated transfer function (2) is positive real.
A positive real function is defined as follows;
Theorem 2 Let f be a rational function.
1. If f is positive real, then it has no poles and zeros in C + and any pole and zero on the imaginary axis is simple.
2. The function f is positive real iff, it has no poles in C + and
Discrete-time
In this paper a time-series is a sequence y 0 , y 1 , . . . , y N where y t is a measurement or an observation at time t. Examples of a time series are: the interest rate on a bank account, sampled signal from a mobile phone, etc. Each y t is assumed to be an observed value of a random variable y(t) with expected value equal to zero, and the time series is a realisation of a stochastic process. A very simple example of a stochastic process, from which models are often built, is white noise u(t) : t ∈ Z . White noise is a sequence of mean, uncorrelated random variables such that
Please Note the matrices A, E, the vectors b, c and the scalar d are not the same as in the continuous-time. I have used the same notation for easier comparison between the continuous-time and discrete-time cases. It should be clear to the reader if we are in discrete or continuous-time.
System identification methods are used to esitmate the matrices A, b, c and d such that
In discrete-time the transfer function is defined via Z-transforms rather than Laplace transforms. Here
From (6) and x(0) = 0, we write the transfer function in the form
Stochastic Partial Realization Problem
Given a Partial covariance sequence
which is estimated from a sequence of output data of observations
we would like to find the triplet of matrices (A,b,c) such that
The majority of stochastic subspace procedures are based on computing the triplet (A,b,c) from the minimal factorization of a block Hankel matrix corresponding to the data (8)
where i + j − 1 = ν and the Hankel matrix is chosen as close to square as possible by taking |i − j| ≤ 1. In fact most procedures are based on the implicit assumption that rank H[ 
satisfying (10) and (11) The algebraic degree will more often then not have the value r = [ ν 2 ], any other value is very rare. However the positive degree will not have this property, making the partial realisation problem very hard.
A few methods may infact recognise that (11) is not satisfied and attempt an ad hoc remedy to recover the false positivity. The conceptual procedures in classical stochastic subspace identification methods can be sketched in the following diagram. 
Criterium for Positive Realness
Definition 1 and Theorem 2 will need to be modified to.
Theorem 3 Let v be a rational function.
1. If v is positive real, then it has no poles and zeros in C |z|>1 and any pole and zero on the unit circle is simple.
2. The function v is positive real iff, it has no poles in C |z|>1 and
Connections Between Continuous-time and Discretetime Problems Via a Bilinear Transformation
In this section only, the subcript A c and A d will represent the continous-and discrete-time cases respectively.
In this section we will consider the more general case. Let A ∈ R n×n , B ∈ R n×m , C ∈ R p×n and D ∈ R p×m . Where the transfer function is given
Assume that −α ∈ C with |α| = 1, which is not an eigenvalue of A d . The bilinear transformation z = α z+α . This mapping can be used as a transformation in terms of state-space systems, which is given in the proposition below.
Proposition 1

The transformation
The inverse transformation
Proof of the bilinear transformation.
The inverse transfer is proved in a similar manner. It is important to note that the if −α is not ans eigenvalue of A d , then it can not be an eigenvalue of A c . Hence (I − A c ) −1 is well defined. 
Eigenvalue-based Test for Positive Realness
The procedures developed in this paper test the positive realness of transfer functions by checking the condition given in part 2) of Theorem 2 or 3 via the solution of standard eigenvalue problems.
Common in Continuous and Discrete-time
Continuous-time and discrete-time problems are quite closely related. In order to describe the derivations used in discrete-time, it is necessary to go through the continuous-time case in some detail. In this section I will present part of Bai-Freunds algorithm, which is true for both the cases. For further knowledge in derivations and proofs I refer the reader to [4] . Assume d = 0 in the transfer function (2), otherwise rewrite h(s) with statespace dimension n + 1 instead of n in the following way.
From a constructive proof which infact provides a numerical method for computing Q, one obtains the following Lemma.
Let v, w ∈ R n , and assume that w T v = 0. Then, there exists a nonsingular matrix Q ∈ R n×n and scalars γ v , γ w ∈ R such that
where e 1 denotes the first unit vector of length n.
Reduction to Unit Vectors
2. Set v = −b, w = c, and use Lemma 1 to compute a nonsingular matrix Q such that (15) is satisfied.
3. Set T = I and S = QAQ −1 .
Case II. If E = I do:
1. Select any s 0 ∈ R such that the matrix A − s 0 E is nonsingular and γ := h(s 0 ) = 0. Compute a formal factorization A − s 0 E = LU. For example, a true LU factorization.
Compute
3. Use lemma 1 to compute a nonsingular matrix Q such that (15) is satisfied.
4. Set T = QGQ −1 and S = I + s 0 T.
Applying algorithm 1 will produce the transfer function in the following form
where γ = 0, e 1 the first unit vector and the matrices T, S ∈ R n×n commute.
From Cramers rule, (16) can be rewritten as
whereŜ−sT denotes the (n−1)×(n−1) matrix pencil obtained by deleting the first row and column of the matrix pencil S−sT. The following characterisation of the poles and zeros of h can be seen from (18).
where γ = 0.
1. Then the (finite) poles of h are the finite eigenvalues of the pencil S − sT that are not common withŜ − sT;
2. The (finite) zeros of h are the finite eigenvalues of the pencilŜ − sT that are not common with S − sT.
In particular, if S − sT andŜ − sT have no common finite eigenvalues, then the poles of h are the finite eigenvalues of S − sT and the zeros of h are the finite eigenvalues ofŜ − sT.
Overview of Bai-Freund's algorithm
The continuous-time algorithms derived by Bai and Fruend are presented first. In Section 4.2 the discrete-time equivalents are presented.
Continuous-time
Bai and Freund have derived an algorithm which will test if a given transfer function will be positive real using eigenvalue computations. They have based their test on part 2) of theorem 2. The poles of the transfer function can be checked by the methods described in Section 3, using lemma 2. In this Section I will show how the condition (5) of theorem 2 can be checked through eigenvalue computations.
where
Note that since T and S are real
Then the condition (5) is satisfied iff
where λ := ω 2 and q(λ) := det(M + λN). This is summarised in the following algorithm.
Eigenvalue-Based Test for Positive Realness Algorithm 2 [[4], Algorithm 2, Section 4] (Test of positive realness)
If γ = 0, stop: h is not positive real. Otherwise, Algorithm 1 produces matricees T,S ∈ R n×n and a scalar γ = 0 such that h(s) = γe Algorithm cost: The most expensive part of this algorithm is the eigenvalue computation of the matrix pencil. This is done using the QZ algorithm which has an operation cost of 30n 3 + O(n 2 ). However if T = I or S = I one can compute the eigenvalues using the QR algorithm, which has an operational cost of 10n 3 + O(n 2 ). LU factorisation is used when determining the sign of the det(M + λ 0 N), which has an operational cost of
. All other computations in this algorithm have a cost of at most O(n 2 ) operations. Therefore the total cost of this algorithm in the worst case will be approximately 91n
, since we will have at most 3 eigenvalue computations and 1 LU factorisation.
Discrete-time
Applying Lemma 1 to rewrite the transfer function v in the form
where γ ∈ R, γ = 0, and the matrices S, T commute, using Cramer's rule, it follows from (24) that
The characterisation of the poles and zeros of v can be checked by methods described in Section 3, using lemma 2. By part 2 of Theorem 3, the function v, (24), is positive real iff none of its poles lie outside the unit circle and v satisfies (13) . The condition of the poles of v can be checked by eigenvalue computations. (See Section 3). Below I will show that the condition (13) can also be checked through eigenvalue computations.
Let θ ∈ [0, 2π), we know that the matrices T and S commute. then
Then using (26)
Where z(θ) denotes the solution to the system of linear equations
Using Cramer's rule, deduce from (28)
Where M − cos(θ)N is the matrix pencil given by
By (26) and since the matrices S, T are real
Inserting (31) into (29) and the result into (27)
Where the denominator is always nonnegative. Therefore the representation (32) satisfies the positive real condition iff
where q(α) := det(M − αN). If the pencil M − αN is singular, then q = 0 is the zero polynomial and (33) is trivially satisfied. In this case, the transfer function v is lossless positive real. Now assume that M − αN is regular. In this case, q is a real polynomial of degree at most n. We know that γ = 0. Note that q(α) can change its sign only if α is a zero of q and if its multiplicity is odd. By (33), the zeros of q are just the finite eigenvalues of the matrix pencil M − αN. This is summerised in the following theorem, which gives an eigenvalue-based characterisation of positive realness. 
Eigenvalue-Based Test for Positive Realness
Combine Algorithm 1 with the results stated in Theorem 4, one obtains the following algorithm for determining if a given non-constant function v of the form (7) is positive real. Algorithm 3 (Test of positive realness) INPUT: The data A, E ∈ R n×n , b, c ∈ R n of a function v(z) = c T (zI − A) −1 b with v ≡ 0. 1. Run Algorithm 1. If E = I and γ = 0, stop: v is not positive real. Otherwise, Algorithm 1 produces matrices T,S ∈ R n×n and a scalar γ = 0 such that v(z) = γe
Improved Algorithms
In this section the new computational procedures of Gao and Zhou are presented. I will only look at the computational procedures used when testing the standard transfer function. In Section 5.2, the derived discrete-time improved algorithms are presented.
Continuous-time
Recall the standard transfer function is in the form:
The two cases of zero constant and nonzero constatn are treated seperately. Then
where M 1 is the matrix obtained by replacing the first row of the matrix
and N 1 is of the form
Repeating the procedure above one obtains the following algorithm. Algorithm cost: In this algorithm we have eliminated the eigenvalue computations of the matrix pencil. As a result we only use standard eigenvalues computations using the QR algorithm with an operational cost of 10n 3 + O(n 2 ). The calculation of the determinant has also been eliminated. Therefore the total cost of this algorithm for the worst case will be approximately 30n 3 + O(n 2 ), which is a significant improvement compared to Algorithm 2.
Case 2: Nonzero Directly Coupled Term, d = 0
Rewrite h(s) in the equivalent form of (14) h(s) = 1 c
Let Q be the Housholder transformation such that Qc = −||c||e 1 . Then applying the transformation. Note that ||c|| = 0, Otherwise h(s) is constant.
Inserting I into the transfer function (39)
Using Cramers rule from (41) one gets
where sT −Ŝ is obtained by replacing the first column of the matrix pencil sT − S by the vector b 1 . Then the poles of h(s) are the eigenvalues of A that are not common with the matrix pencil sT −Ŝ. The matrices T and S commute and it follows that
Using Cramer's rule, deduce from (46) that Algorithm cost: Similarly to Algorithm 4 the operational cost for the worst case will be approximately 30n 3 + O(n 2 ) operations.
Discrete-time
In the method described here, I will first check the condition in part 2) of Theorem 3 and will then show that (13) can also be checked through eigenvalue computations.
The algorithms presented in this section are part algorithms, all the algorithms are combined to one algorithm, which is presented at the end of this section. Due to this we have not provided an algorithm cost after each algorithm.
The two cases of zero constant and nonzero constant are treated separately. However this is not necessary when treating problems that are generated using stochastic subspace procedures. In these examples the constant d = 0. In spite of this we have chosen to present the zero decoupled term aswell, under the assumption that c T b = 0.
Case 1: Zero Directly Coupled Term, d = 0
It is not of advantage to apply algorithm 1 as in the continuous case since this will produce the matrices M and N in (21) where it is not possible to partition N in the form of and identity matrix as in (35).
There is a Householder transformation Q ∈ R such that Qc = −||c||e 1 . Then
Which can be rewritten as
Using Cramer's rule 
Case 2: Nonzero Directly Coupled Term, d = 0
Analogous to the continuous case in section 5.1.2, rewrite v(z) in the equivalent form of (14) . Let Q be the Housholder transformation such that Qc = −||c||e 1 . Then the transfer function can be written in the following form
Inserting (40) into (59), the transfer function can be written as
where T, S and b1 are the same as (42), (43) and (44) respectively. Using Cramers rule from (60)
where zN −M denotes the matrix pencil obtained by replacing the first column of the matrix pencil zT − S by the vector b 1 . Interchange the first two rows of the matricesM andN, rename them M and N respectively.
As described before (56)- (58) 
Repeating the procedure above provides an eigenvalue problem. Similarly one can see that the poles of v(z) are the eigenvalues of A that are not common with the eigenvalues ofM.
Algorithm 7 (Check the poles of the standard transfer function with nonzero constant)
1. Compute the eigenvalues of A.
2. Constuct a Householder matrix Q such that Qc = −||c||e 1 . . Go to
Step 6.
If
A has no eigenvalues outside the unit circle, continue. Otherwise, check if all the eigenvalues outside the unit circle are also eigenvalues ofM. If not stop v is not positive real.
By part 2) of Theorem 3, the function v, in (7), is positive real iff none of its poles lie in C |z|>1 and v satisfies (13) . The poles of v can be checked with the eigenvalue computations dscribed above. Next I will show that (13) can also be checked through eigenvalue computations.
* If A is nonsingular, then there is a dimension reduction problem, which is due to the occurence of the invariant direction [15] . It suffices to show that for all |z| ≤ 1,
We can rewrite the transfer function in the form
As before there are two cases to consider. Namely whend = 0 
Case 3: Whend
With
And
Hence the condition (13) is satisfied iff
Without loss of generality we can assume that det(A) > 0 (Otherwise change the signs in the following). It is now sufficient to show that
If the pencil zN−M is singular, then the transfer function is lossless positive real. If we assume that the pencil zN − M is regular (69) is a polynomial of degree at most n − 1. P can only change its sign at a real z only if z is a zero of p and its multiplicity is odd. The finite eigenvalues of the pencil zN − M are just the eigenvalues of the matrixM. This leads to the algorithm, which is presented in the next section.
Comment 2 In comparison to the continuous case (36) it is not possible to say anything about the sign of the determinant using the sign of m 11 since |z| < 1 in (69). Due to this we are forced to compute the det(zI −M) to check its sign.
Case 4: Whend = 0
Similarly to section 5.2.2 we can rewrite the transfer function given in (64) in the equivalent form of (14), let Q be the Housholder transformation such that Qc = −||c||e 1 . The transfer function can be written as
Similarly inserting (40) into (70) the transfer function can be written in the form v(z) = −||c||e
with T as (42),Â,b andd described in (63) and
Similarly to (61) the transfer function (71) can be written in the form
From (67) we can rewrite (74) as . Go to Step 6. 
Discrete-time
Example 3
The transfer function with nonzero constant,
Matlabs signal processing toolbox produces the state-space description where 
Example 4
This example is taken from [16] . An example of a standard transfer function with nonzero constant. Consider data generated by passing white noise through a system with transfer function. 
Conclusions
In this paper we have proposed two algorithms for testing a given transfer function to be positive real based on the continuous-time cases. The first eigenvaluebased test Algorithm 3 had an algorithm cost of apporiximately 91n 3 + O(n 2 ) operations. This algorithm was a direct derivation from the continuous-case. An improvement of this algorithm ALgorithm 9. was then derived based on techniques used for the continuous-case. In this derivation it is necessary to assume that the matrix A, in the state-space, is regular. This however is not a problem as it has been shown that if the inverse does not exist then dimension reduction can be used to ensure that the matrix is regular. The improved algorithm has an operational count of approximately 32n
3 +O, which is a significant improvement.
