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ABSTRACT
Particle-laden flows in a vertical channel were simulated using Euler-Lagrangian (EL),
Eulerian–Eulerian Anisotropic-Gaussian (EE-AG), and Reynolds-averaged Navier–Stokes (RANS)
two-fluid model including a Reynolds-stress model (RSM) modeling techniques. Two sets of
cases varying the overall mass loading were done using particle sizes corresponding to either a
large or small Stokes number. Primary and turbulent statistics extracted from EL and EE-AG
simulations were compared and used to inform parameters and closures applied in the RSM.
The statistics collected from the small Stokes number particle cases correspond well between
the EL and the EE-AG models, including the transition from shear-induced turbulence to re-
laminarization to cluster-induced turbulence (CIT) as the mass loading increased. The EE-AG
model was able to capture the behavior of the EL simulations only at the largest particle
concentrations using the large Stokes particles. This is due to the limitations involved with
employing a particle-phase Eulerian model to simulate a system that has a low particle num-
ber concentration. While the behavior at the center of the channel using the RSM compared
well with the other simulations, including the transition from fully-developed turbulent flow to
relaminarization to CIT as the mass loading increased, the behavior close to the wall deviated
significantly. The primary contributor to this difference was the application of a uniform drag
coefficient, which resulted in the RSM overpredicting the fluid-phase turbulent kinetic energy
close to the wall. When considering small-Stokes particles, the RSM at greater mass loadings
reproduced the transient clustering observed in the other models.
1
CHAPTER 1. INTRODUCTION
Particle-laden flows are ubiquitous throughout the natural and technical world. There are
numerous efforts to accurately characterize and model these phenomena to develop a better un-
derstanding of the mechanisms underlying their operation from ash particles buffeted through
the atmosphere in a volcanic plume to flakes of agglomerated corrosion products recirculat-
ing within a nuclear reactor system [56] [57]. Focusing on industrial contexts in particular,
particle-laden flows are ubiquitous in the chemical, agricultural, petroleum, and power gener-
ation industries [50]. The insight gained through modeling can provide vital information in
optimizing, troubleshooting, and scaling-up these processes.
A prominent context in classical chemical engineering applications where fluid-solid flow
is important is in fluidized beds [50]. Gas-particle fluidized beds in particular have seen
widespread use in industrial processes such as catalytic cracking, gasification, combustion,
flash-drying, and fine chemical production [50] [38]. Depending on the respective physical
properties of the phases and the geometric and operating parameters, this fundamental system
can demonstrate a variety of distinct characterizable behaviors [50]. Starting at the lowest
flowrates the fluid phase permeates through the voids present in a fixed bed of solid particles
[38]. As the fluid velocity increases the bed volume expands as the movement of the individ-
ual particles increases. Increasing the fluid velocity further, bubbles of the fluid phase appear
within the increasingly fluid-like bed of particles, eventually hitting a critical point where the
bed is defined by the turbulent motion of interchanging particle clusters and voids of fluid [7]
[38] [50]. At a sufficiently fast fluid velocity the particles become entrained with the fluid phase,
lifting up from the bed in pneumatic transport[50].
One particular class of fluidized bed process which features both a highly turbulent bed
and the pneumatic transport of particles are circulating fluidized beds (CFBs) [50] [38]. In a
2
CFB the particle phase is recirculated such that the particles leaving the turbulent fluidized
bed due to entrainment with the fluid phase are recovered and reapplied to the bed. In certain
processes using solid catalytic particles this mode of operation has the advantage of cycling the
particles between a reactive particle bed environment and a regenerative pneumatic transport
one [68]. This allows high activity catalysts with a short lifetime to be applied on an industrial
scale. One consequence of these type of reactors is that they inherently feature highly complex
multiphase flow fields both in the turbulent bed and in the recirculation components that can
frustrate optimization and scale-up endeavors. Any attempt to model these systems to aid
those purposes must take into account the many different physics and behaviors that can occur
within these systems.
One particular behavior seen in the pneumatic transport of particles happen where, as in
the turbulence fluidization of a bed, the particle phase is distributed in a turbulent pattern of
mesoscale clusters of particles interspaced by voids of gas as it is transported [50] [21]. These
clusters can have profound impacts on how the flow operates, becoming the dominant force in
fluid-phase turbulence. This phenomena is known as cluster-induced turbulence (CIT) [12] [13].
In the context of any system involving the transport of particles reactive with the surrounding
fluid, these clusters can affect the rate of reaction as the area of solid-fluid interaction becomes
localized around the clusters [49]. Heat transfer may in turn become an issue as any exothermic
thermal energy produced by the reaction similarly becomes localized. In addition, an increase
of particle agglomeration and attrition effects comes into play as particle-particle interactions
increase within the clusters.
Resolving these clusters in simulations is not a simple task [21]. While Euler-Lagrange
(EL) and highly-refined Euler-Euler (EE) schemes have successfully captured these structures,
their large computational cost make them prohibitive in many applications where accurately
capturing them is vital [2] [12]. A less computationally expensive model is necessary in order
to accurately and successfully model these processes.
3
CHAPTER 2. REVIEW OF LITERATURE
2.1 Modeling approaches in gas-particle flow
Gas-particle flow has appeared in industrial processes since the 19th century beginning with
the development of motor-driven fans capable of driving large-scale pneumatic conveying [46].
Pneumatic pumps emerged as a useful method to transport grain in grain elevators and silos
[43]. Many of the foundational studies on particulate flow involve the storage and transport of
grains and other similar materials, including Janssens landmark 1895 paper on pressure versus
grain height in a silo and the application of Columb friction models previously applied in the
soil mechanics to the flow of particles emptying from a silo [71] [39].
Early attempts to develop predictive methods for gas-solid flow in industrial processes
focused on empirically characterizing different types of flow as operating parameters are varied
[37]. Zenz and Othmers textbook on fluidization from 1960, for example, details a variety
of observed behaviors in gas-particulate flows in horizontal and vertical pipes [80]. In both
types of geometry there is a saturation condition observed as the velocity is decreased where
the flow transitions from a fully turbulent suspension to bubbling slug flow in the case of a
vertical riser or a saltation bed forms in horizontal transport. In a vertical riser, this process
is known as choking. This information was presented primarily as a means of informing an
optimal design point where the minimum velocity necessary to avoid inefficient transport like
choking or saltation is balanced by the power consumption by the operating pump necessary to
achieve that state rather than an in-depth study of the physics and mechanisms that surround
the process.
Concurrent modeling studies of gas-particle flow correspondingly followed this empirical
basis. Clift, Grace, and Sollazzo, for example, fit experimental slug shape and interaction
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parameters to a basic model of slug transport and inter-slug interaction [17]. This model was
then applied in a numerical simulation which was able to correctly predict the coalescence of
slugs and had reasonable quantitative agreement with experimental results.
Around this same time period a rigorous theoretical foundation was being developed that
formed the basis of future modeling of particle-laden flows beginning with the work by Davidson
in 1961 on the motion of a single gas bubble in an infinite particle bed [35] [18]. In 1967 Anderson
and Jackson in a landmark paper developed a system of equations designed to represent a fluid
mechanical description of a fluidized bed [4]. In this approach both the particle and fluid phase
are interpreted as individual interpenetrating continua each with its own separate continuity
and momentum balance equations. Despite these equations being developed, it would be years
before they could be fully applied for modeling purposes. Garg and Pritchitt, for example,
applied a similar continuum model to the modeling of a fluidized bed in 1974 but only a steady
state solution could be solved for due to the computational limitations at the time [32].
Ensuing studies have since been able to tackle more and more complex systems with this
hydrodynamic approach as the reach of computational power increased and the efficiency of
solution methods of the equation of motion improved [37]. One pioneering examples of this
is Gidaspow in 1983 where one second of the behavior of gas bubbles in a two-dimensional
bed fluidized by a jet of gas was successfully modeled every 15 minutes of machine time [35].
Developing models that are able to efficiently utilize currently available computational resources
to successfully model real particle-laden systems has been a major component and motivation
in the work that has been done in this field.
The modern approaches to modeling particle-laden flow generally fit into three particular
categories differentiated by their level of detail and corresponding computational cost. The first,
direct numerical simulation (DNS) involves directly solving the Newtonian equations of motion
for each particle while ensuring that the Navier-Stokes and continuity equations are satisfied
at every point of the fluid phase. This is an extremely computationally-intense methodology
that is challenging even with modern computing resources. Despite examples such as Pan and
Feng et al. successfully applying direct numerical simulation to the modeling of fluidized beds,
the scale of both of those simulations is very small. In those cases, the fluidized beds were
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composed of only 1204 and 225 particles respectively [58] [28]. Despite this limitation in scale
due to computational cost, direct numerical simulations are still invaluable in informing other
modeling approaches in developing closures and validating their results.
The second category are Euler-Lagrange (EL) simulations. As in direct numerical sim-
ulations, Euler-Lagrange simulations track the motion of particles through solving Newtons
equations of motion for each particle [10]. The computational cost reduction versus direct nu-
merical simulation comes in through the modeling the fluid as a continuous phase rather than
needing to resolve the flow of fluid around each particle. There are many important model-
ing considerations that need to be addressed when developing an Euler-Lagrangian model for
particle-laden flow, especially when regarding how the particle volume in the fluid is treated,
how the particles collide and interact with each other, and how the particles affect and are
affected by the flow of the surrounding fluid [10] [60]. Additional consideration must be applied
in cases where the volume of a particle ends up being a significant fraction of the volume of a
cell used in modeling the continuous fluid phase [10]. Notable examples of Euler-Lagrange mod-
eling of fluidized beds include a two-dimensional simulation by Tsiji and a three-dimensional
simulation by Patankar [76] [60].
As initially developed by Anderson and Jackson, the third category of Eulerian-Eulerian
(EE) models of particle-laden flow assume that the various properties of both the solid and fluid
phases can be expressed as interpenetrating continua that interact with each other through
the application of interphase drag terms [4] [23]. These drag terms must be closed through
modeling, often through comparison with experimental data or more highly resolved simulation
methods such as direct numerical simulation [40]. There are a variety of drag models that
have been developed over the years including Wen and Yu, Gidaspow, Syamlal−O’Brien, and
McKeen [5]. Another important consideration is the application of the bulk granular energy of
the continuous particle phase, often modeled through the kinetic theory of granular flow [36].
Finally, an array of turbulence modeling can also be applied, including k-epsilon, k-omega,
and the Reynolds-stress model (RSM) [29] [15] [64]. This is covered in greater detail the next
section.
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2.2 Turbulence modeling of particle-laden flow
It has long been observed that the presence of particles in particle-laden flow can have a
significant impact on the turbulent properties of the overall flow that strongly deviates from
the behavior seen in single-phase flow. One example of this is the decrease in pressure drop
with the application of dilute amounts of fine particles due to the particle drag dampening the
fluid-phase stresses which drive turbulent production. The presence of the particle volume in
the fluid can also cause distortions in the streamlines of the fluid phase including the production
of turbulent wakes as the fluid phase travels around each particle.
The first application of turbulence modeling in particle-laden flow was seen in Elghobashi
and Abou-Arab where a two-phase turbulence model was derived from time averaging the mo-
mentum and continuity equations [26]. This procedure produced a series of terms that must
be closed by modeling. Examples of closing these terms for the gas phase of particle-laden
systems using single-phase turbulence closures include the use of a single-equation turbulent
kinetic energy model in Louge et al. and the use of the two-equation k-epsilon model in Bolio
et al. [52] [8]. In addition to fluid-phase turbulence, any comprehensive model must consider
the turbulent stresses of the particle phase, particle-particle interactions, and interphase in-
teractions including the fluid-particle drag and the transfer of fluctuating kinetic energy [29].
Currently there is no individual model which closes these terms in a way that is fully applicable
to all flow conditions. Instead there exists a wide variety of models that can be successfully
applied to specific flow regimes or conditions but are not generally applicable outside of their
original context without modification [19] [64].
There are a few approaches that have been done to model the turbulent stress of a continuous
particle phase. One of the first examples of this in the literature comes from Lun et al. where
the collisions of gas molecules are used an analogue in describing the turbulent stresses similar to
how the kinetic theory of granular flow was derived [53]. Later work by Pieriano and Leckner
breaks down the specific closures that need to be applied to model the turbulent stress in
particle-laden flow: the drift velocity, the stress tensor, and the fluid-particle velocity correlation
tensor [63]. Pieriano and Leckner gave several methods to close these terms in their application
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of the two-equation k-epsilon particle phase turbulence model. The first is a method using
Tchens theory of particle diffusion to develop a closure for the drift velocity [75]. The closure
model of Derevich and Zaichik assumes that the velocity fluctuations of the particle phase can
be represented by a Gaussian random field to develop closures for the drift velocity and the
fluid-particle velocity correlation tensor [22]. The closure model of Koch applies the kinetic
theory of gases to develop an algebraic expression for the fluid-particle velocity correlation
tensor. Finally, work by Reeks uses the Lagrangian history direct interaction approximation to
develop the closures for the drift velocity and the fluid-particle velocity correlation tensor in a
way similar to Derevich and Zaichik [65] [66]. The modeling of the stress tensor in Pieriano and
Leckner was done through applying the particle stress as a sum of the fluctuations originating
from kinetic theory and turbulent stress [63].
One aspect seen in much of the previous work is that it conflates the spatially correlated
turbulence of the particle phase arising from stress production with the non-spatially correlated
fluctuations from kinetic theory. In Fevrier et al. a modeling study was done using Lagrangian
particle tracking that extracted and separated these two components and observed that the
contribution of the fluctuating energy increases with increasing particle inertia [31]. This led
to the development of a system of Eulerian equations for the particle phase which solve for the
turbulent kinetic energy and the fluctuating kinetic energy separately. Fox (2014) took this even
further and developed the exact Reynolds-averaged equations for two-phase particle flow which
separately solve for the turbulent kinetic energy of the particle phase and the fluctuating energy
[29]. An important addition made by Fox (2014) was factoring in collisions, expanding the
possible reach of the model into moderately dense systems such as the recirculating components
of a circulating fluidized bed. The particle turbulence was applied in the k-epsilon framework
while the fluctuating energy was solved through a granular energy balance from the kinetic
theory of granular flow.
Fox (2014) was later used as the basis for a Reynolds stress model (RSM) applied in Capel-
celatro et al. (2016) to model cluster-induced turbulence in vertical channel flow [29] [15]. The
drift velocity was closed within this work through comparison with Euler-Lagrangian data.
The closure for the stress tensor was obtained from Simonin who had already separated the
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turbulent kinetic energy equation of the particle phase into the six equations corresponding to
the components of the second-order particle velocity correlation symmetric tensor [70]. The
Launder-Reese-Rodi isotropization of production (LRR-IP) method was used for the pressure-
strain correlation in those equations [15]. Finally, the fluid-particle interaction terms were
closed through the application of correlation coefficients obtained through comparison with
Euler-Lagrangian data. The final model was applied as a steady state half-channel single
dimensional model in the wall-normal direction.
2.3 Reynolds stress model elliptic wall functions
As a brief aside, one aspect of implementing the Reynolds stress model in the fluid phase is
that the redistribution terms of the pressure-strain tensor do not do a satisfactory job capturing
behavior in near-wall flows. Durbin (1993) addresses this through the implementation of a series
of elliptic equations corresponding to each component of the Reynolds stress tensor [25]. In
each of these equations a scalar is solved for that modifies the corresponding pressure-strain
term such that turbulence is accurately computed in the wall boundary layer. Later work by
Manceau simplified this by using only one elliptic equation solving for a single scalar that is
applied equally to each pressure-strain term [54].
2.4 Clustering in particle-laden flow
The physical mechanism behind the propagation of clusters originates from the application
of a uniform body force such as gravity to the particle phase that results in a net velocity
difference between the phases [12] [13]. Clustering is kicked off by perturbations of the phase
velocities inducing preferential concentrations in the particle phase [41]. Within these preferen-
tial concentrations any disparate impact of the applied uniform body force between the phases
becomes more pronounced and self-reinforcing. Clusters develop as areas with more particles
travel at a different velocity than more dilute regions resulting in the more concentrated regions
receiving a net increase of particles over time. This driver of clustering can be described as a
conflict between the conservation of mass and momentum where continuity waves travel at a
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speed dissonant with the momentum [30]. These clusters once formed are maintained through
the dissipation of granular energy through inter-particle collisions and friction along with the
dampening of granular energy by the surrounding fluid. Furthermore, the presence of particles
disrupts the ability of fluid-phase turbulent instabilities within the cluster to break itself up.
The first observation on the formation of turbulent particle clusters in particle-laden flow
was reported in Wilhelm and Kwuak in 1948 in their study of a fluidized bed [9]. In their
study they defined an asymptotic threshold where the bubbling behavior of the gas in the bed
gave way to a turbulent pattern of clusters and voidage through the application of the Froude
number [73]. Despite this early development, further experimental study on the development of
clusters has only defied this kind of simple characterization. One of the primary complications
is that a critical solid fraction where they begin to appear is uncertain and varies significantly
depending on the properties of the particles [9]. On top of this, the increasingly abundant
experimental data on particle-laden flow featuring clustering that has become available in recent
years has offered several examples of contradictory trends in regard to modifying those basic
particle properties or operating conditions [9]. Despite the currently perplexing state of the
experimental data available, further development in modeling to extract physical understanding
of the mechanisms which generate and perpetuate clustering with corresponding experimental
data validating it is necessary to get a better understanding of this phenomena.
Typical modeling studies on clustering generally follow either a Eulerian-Lagrangian or an
Eulerian-Eulerian approach. As an example of the former type, Tanaka et al. simulated flow
in a vertical channel riser with Lagrangian particle tracking and a continuous, inviscid fluid-
phase [74]. Particle collisions are modeled stochastically. Key observations on the behavior
of clusters from this study include how clusters more readily form at lower gas velocities and
higher particle concentrations. Additionally the geometry of the riser was demonstrated to
have an appreciable effect on the distribution of the clusters. In narrow channels, clusters only
appear close to the walls whereas in wider channels clusters can be seen distributed throughout
the span of the channel. The properties of the particles were also observed to have a significant
impact on the formation of clusters, with more inelastic particles more readily forming clusters.
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An example of two-fluid modeling of clustering is seen in Agarwal where riser flow is simu-
lated using the system of equations derived by Anderson and Jackson [74] [4]. The fluctuating
kinetic energy of the particle phase was tracked using a pseudo-thermal energy balance and
the turbulent closures for the solid phase stress tensor was modeled using an approach which
combined turbulent and fluctuating kinetic energy. The key result from Agarwal is that a
significant degree of mesh refinement is required in order to successfully resolve the cluster
structures. With this absence, the corresponding effects the clusters have on the overall flow is
not resolved in coarser grid simulations, including the increases in effective viscosities of phases
and the normal stresses in the particle phase. Agarwal concluded that subgrid modeling of
the impacts of the clusters is necessary in order to reasonably model real-world particle-laden
processes.
2.5 Cluster-induced turbulence modeling
A key aspect of clusters in these experimental and modeling studies is that they have
significant impacts on the overall flow field. One particular point of interest is the significant
impact these clusters have on the turbulent characteristics of the fluid phase they are immersed
in, even going as far as developing a separate class of multiphase turbulence originating from
the drag production of these clusters. This distinct class of turbulence is defined as cluster-
induced turbulence (CIT) [12]. In order for cluster-induced turbulence to occur, there must be
a significant difference in velocity between the phases and the mass loading of the system must
be greater than one[11]. This phenomena was first observed by Tsiji et al. in two-dimensional
vertical channel flow using an Euler-Lagrange model where a strong field of fluid turbulence
was generated corresponding to the presence of clusters [77].
A more recent foray into the study of cluster-induced turbulence was kicked off in Capece-
latro et al. (2014) [12]. In this study, gravity-driven flow in a channel is observed in a periodic
domain applying an Euler-Lagrange model first developed in Capecelatro and Desjardins (2013)
[10]. Starting from an initially random distribution of particles only under the influence of grav-
ity, these particles eventually formed clusters as they fell through the periodic domain, entering
the cluster-induced turbulence regime. Eulerian fields of the turbulent kinetic energy of the
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particle phase and the granular temperature were extracted from the Lagrangian data. Ob-
taining these fields is key for the development of any continuum model for the particle phase,
which is exactly what was done in the follow-up study Capecelatro et al. (2015) [13]. In this
work, the results from these extracted fields were applied to the system of equations derived
in Fox (2014) to obtain values for the individual terms [29]. A key result from this is that
the turbulent kinetic energy drag term driving cluster-induced turbulence is highly anisotropic,
being dominant in the vertical dimension of the domain. Similarly, the uncorrelated fluctuating
granular energy of the particle phase was also found to be anisotropic.
A more applicable example of modeling focusing on cluster-induced turbulence can be found
in Capecelatro and Desjardins (2015) which modeled a wall-bounded channel system using the
same Euler-Lagrangian model from Capecelatro and Desjardins (2013) while varying the parti-
cle concentration and the direction of gravity relative to the direction of flow [11] [10]. Starting
with a system with only a dilute amount of particles, the turbulence strongly resembled fully-
developed single-phase turbulent channel flow. As more particles were added, the turbulent
stresses showed a significant decrease in the streamwise direction. As even more particles were
added, the turbulent stresses recovered. In the simulations where the direction of flow is ori-
ented with the direction of gravity, the distribution of particle favored the center of the channel.
When the direction of gravity is oriented against the direction of flow, the particles favor the
near-wall region more.
2.6 Anisotropic-Gaussian granular energy model
One of the observations originally made in Capelcelatro et al. (2015) spurred the need for the
development of a model of fluctuating granular energy that is able to handle the anisotropic
behavior in the particle pressure observed [13]. The traditionally applied kinetic theory of
granular flow assumes that the velocity fluctuations in the particle phase are Maxwellian and
is thus unable to account for this behavior [36]. Kong et al. remedies this by applying an
assumption that each component of the granular pressure tensor which corresponds with the
fluctuating velocity has its own Gaussian distribution [48]. This new kinetic theory model was
implemented alongside a standard Eulerian-Eulerian model for the fluid and particle phases.
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Its results modeling gravity-driven flow featuring cluster-induced turbulence in a fully periodic
domain showed comparable results to those from the Euler-Lagrange model in Capecelatro and
Desjardins (2013) [10].
2.7 Homogeneous shear flow modeling
A homogeneous shear flow environment has proven to be a useful space to explore funda-
mental aspects of turbulence in fluid-particle systems such as particle clustering, drift velocity,
turbulent anisotropy, and vortical structures [3]. In comparison with common non-homogeneous
environments such as jets and mixing layers, the absence of varying spatial gradients of the
phase velocities and turbulent stresses makes extracting turbulent statistics from homogeneous
shear flow a much more direct process. Examples of modeling single-phase homogeneous shear
flow includes DNS modeling by Kida and Tanaka examining the behavior of vortical struc-
tures and the extraction of Lagrangian and Eulerian statistics from DNS data by Squires and
Eaton [44] [72]. Modeling of particle-laden flow with an applied homogeneous shear can be
found in Simonin et al. [69]. where a large eddy simulation (LES) model was used to extract
particle-phase turbulent statistics. These extracted statistics were compared with a particle-
phase Reynolds stress turbulence model that combined fluctuating and interphase-correlated
turbulence.
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CHAPTER 3. THEORY
3.1 Introduction
Five distinct modeling approaches are applied in this study to capture cluster-induced
turbulence. The first is an Euler-Lagrange model developed in Capecelatro and Desjardins
(2013) [10]. The second is an Eulerian-Eulerian model from Kong et al. where the uncorrelated
granular energy is tracked using an anisotropic-Gaussian model [48]. The other models were
developed for this study and focus on the implementation of the Reynolds stress turbulence
model in an Eulerian-Eulerian framework. The first is a simplified one-dimensional model
specifically built to capture the wall-normal profile of fully-developed turbulent channel flow
based on the model from Capelcelatro et al. (2016) [15]. The second is built upon the first
as a generally applicable three-dimensional model for particle-laden channel flow using the
Reynolds stress model for turbulence and the anisotropic-Guassian model for granular energy.
Lastly, a model for homogeneous applied shear including a Reynolds stress turbulence model
was developed to obtain a better understanding of the behaviors of the turbulence parameters
in a simpler system.
The variety of approaches to modeling in this study helps to inform and improve on each
of the individual models, covering the weaknesses of one with the strength of another in terms
of both properties and terms that need to be modeled through comparison between different
simulations and computational cost. In a system with a combination of high mass loading
and low particle diameter, for example, the computational cost of the Euler-Lagrange model
tracking each individual particle becomes prohibitively expensive whereas using an Eulerian-
Eulerian continuum approach is much more reasonable.
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3.2 Euler-Lagrange model
3.2.1 Model introduction
This Euler-Lagrangian (EL) model applied in this study was first developed in Capecelatro
and Desjardins (2013) [10]. This model was developed and applied in the NGA coding envi-
ronment. What makes this particular Euler-Lagrangian model distinct is in its attention paid
to interphase interactions. The interphase coupling terms were developed such that the results
of the simulation continues to converge even as the mesh of the continuous phase is refined to
an extreme extent.
3.2.2 Model transport equations
The fluid-phase equations for the EL model is based on the conservation of mass and mo-
mentum for a continuous fluid phase based on a volume-filtering approach originally developed
by Anderson and Jackson [4]. With the application of a volume-filtering with a kernal H(|x|)
over a volume of fluid Vf ,
αfa = H ⋆ a =
∫
Vf
a(y)H(|x− y|)dy, (3.1)
any point variable represented as a such as phase velocity, pressure, or force can be replaced by
a smoothed, locally-filtered volume field [10]. The fluid-phase continuity equation using these
filtered variables is
∂
∂t
αfρf +∇ · (αfρfUf ) = 0, (3.2)
where αf is the fluid-phase volume fraction and Uf is the filtered fluid-phase velocity. The
fluid phase is assumed to be incompressible with a constant density of ρf . The conservation of
momentum equation is
∂
∂t
(ρfUf ) +∇ · (ρfUf ⊗Uf ) = ∇ · τ f + ρfg + FU + Fµ −Finterphase, (3.3)
where τ f is the total stress tensor, g is the gravitational acceleration, FU is the subgrid stress,
Fµ is the residual viscous stress, and Finterphase is the interphase momentum exchange. The
viscous component of the total stress tensor is modeled using a gradient-viscosity model, τ f =
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−PfI + νf,effective((∇Uf + ∇U⊤f − 23(∇ · Uf )I), where Pf is the fluid-phase pressure and
νf,effective is the effective fluid-phase viscosity [48]. The subgrid stress term was found to be
negligible in the CIT regime in the previous work [62]. The effect of the residual viscous stress
term is rolled up into the effective viscosity using the fluidized bed model from Gibolaro et al.,
νf,effective = νfα
−2.8
f , where νf is the viscosity for the fluid phase [33].
The interphase momentum exchange term is developed through putting the total force of
the fluid acting upon each particle through the volume-filtering kernel function,
Finterphase =
np
∑
i=1
H ⋆ f (i)interphase, (3.4)
where f
(i)
interphase is the force of the fluid acting upon a single particle i and np is the total
number of particles [62]. This is approximated by
f
(i)
interphase = V
(i)
p ∇ · τ f |x(i)p + f
(i)
drag, (3.5)
where f
(i)
drag is the drag acting upon a single particle i and V
(i)
p is that particle’s volume. The
latter is modeled using a Stokes drag law,
f
(i)
drag =
m
(i)
p α̃f |x(i)p
τp
(Ũf |x(i)p −U
(i)
p ), (3.6)
where m
(i)
p and U
(i)
p are the mass and velocity of a particle i respectively and τp is the Stokes
drag timescale. The latter is defined as τp = d
2
pρp/18νfρf where dp is the mean particle diameter
[59].
For the particle phase the displacement of each particle is calculated using a balance based
on Newton’s second law of motion with interphase, collisional, and buoyancy forces considered,
mp
∂
∂t
U(i)p = f
(i)
interphase + f
(i)
collisions +m
(i)
p g, (3.7)
where f
(i)
collisions is the collisional source term [10]. The two types of particle-particle interactions
applied in this model,
f
(i)
collisions =
∑
j
(f
(i,j)
normal + f
(i,j)
friction), (3.8)
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where f
(i,j)
normal is the normal collision force and f
(i,j)
friction is the tangential collision force involving
interparticle friction between a particle i and another particle j. The Cundall and Strack
soft-sphere approach is applied for the normal force term,
f
(i,j)
normal =





knδ
(i,j)
n n
(i,j)
n − ηnU(i,j)p,n if d(i,j) < (r(i) + r(j) + λ)
0 otherwise,
(3.9)
where kn is the normal spring stiffness parameter, δ
(i,j)
n is the overlap between particles i and
j, n
(i,j)
n is the normal unit vector between the two particles, ηn is the normal dampening
parameter, U
(i,j)
p,n is the relative normal velocity between the two particles, d(i,j) is the distance
between the centers of the two particles, r(i) is the radius of a particle, and λ is the force range
parameter [20]. The van der Hoef et al. model is applied for the frictional model,
f
(i,j)
friction =





ktδt − ηtU(i,j)p,t if |f
(i,j)
normal| ≤ µt|f
(i,j)
normal|
−µt|f (i,j)normal| otherwise,
(3.10)
where kt is the tangential spring stiffness parameter, δt is the tangential displacement, ηt is
the tangential dampening parameter, U
(i,j)
p,t is the relative tangential velocity between the two
particles, and µt is the tangential friction coefficient [78].
3.3 Euler-Euler anisotropic Gaussian model
3.3.1 Model introduction
This study uses an Euler-Euler anisotropic Gaussian (EE-AG) model developed and ap-
plied towards modeling cluster-induced turbulence in Kong et al. (2017) [48]. The model was
developed and implemented in the OpenFOAM environment. The key distinguishing feature
of this model is in its ability to track anisotropy in the particle pressure from the kinetic theory
of granular flow by treating it as an asymmetric tensor.
17
3.3.2 Model transport equations
As in the EL model, the fluid-phase equations for the EE-AG model uses the conservation
of mass,
∂
∂t
(ρfαf ) +∇ · (ρfαfUf ) = 0, (3.11)
and momentum,
∂
∂t
(ρfαfUf ) +∇ · (ρfαfUf ⊗Uf ) = ∇τ f + ρfαfg −
ρfαf
τp
(Uf −Up), (3.12)
to solve for the fluid-phase volume fraction and velocity profiles respectively where Uf and
Up are the fluid and particle velocity fields respectively. The total stress tensor, τ f , uses
an identical gradient viscosity model as that applied in the EL model, where τ f = −PfI +
νf,effective((∇Uf + ∇U⊤f − 23(∇ · Uf )I). The Gibiliaro et al. model is likewise used for the
effective viscosity [33]. The main distinction between the EL and EE-AG in this equation is in
the direct application of a Stokes drag law term to handle interphase interactions.
The equations for the particle phase solved in the EE-AG model are derived from the first
three low-order moments of the particle velocity normal distribution function: M0p = ρpαp,
M1p = ρpαpUp, and M
2
p = ρpαp(Up ⊗ Up + Pp)[48]. The zeroth-order moment transport
equation is simply the equation for the conservation of particle mass,
∂
∂t
(ρpαp) +∇ · (ρpαpUp) = 0, (3.13)
where αp is the particle-phase volume fraction and ρp is the bulk density of the particle phase.
The first-order moment transport equation is the conservation of particle momentum equation,
∂
∂t
(ρpαpUp) +∇ · ρpαp(Up ⊗Up +Pp + Gp) =
ρpαpg +
ρpαp
τp
(Uf −Up),
(3.14)
where Pp is the particle-phase pressure tensor and Gp is the collisional flux tensor. The latter is
derived using Enskog-Boltzmann kinetic theory Gp =
4
5ηcαpg0(3ΘpI+2Pp) where ηc =
1
2(1+ec)
is derived from ec, the collisional restitution coefficient, g0 is the particle radial distribution
function, and Θp is the granular temperature [55]. The particle pressure tensor can be found
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inside the definition of the second-order particle velocity moment. The transport equation for
the second order moment can be rearranged into a transport equation for the particle pressure,
∂
∂t
(ρpαpPp) +∇ · ρpαp(Up ⊗Pp − kp,cond∇⊗Pp) =
− ρpαp((Pp + Gp) · ∇Up + ((Pp + Gp) · ∇Up)T )
− 2ρpαp
τp
Pp +
2ρpαp
τc
(∆∗ −Pp),
(3.15)
where kp,cond is the granular conductivity, τc is the collisional timescale, and∆
∗ is the collisional
energy source term. The granular conductivity is modeled as kp,cond = νp/Prp, where νp =
2.0/(cc(1 + ec)
2), is the particle-phase turbulent viscosity, Prp = (16 − 11ec)/(15 − 5ec) is
the particle-phase Prandtl number, and cc is the interparticle collision frequency coefficent
[15]. Both the collisional timescale and collisional energy source term are developed from a
linearized Bhatnagar-Gross-Krook (BGK) inelastic collision model [6]. The BGK collisional
energy timescale is τc =
√
πdp/(6αp
√
Θp) and the BGK collisional energy source term is ∆
∗ =
η2cΘpI+ (1− ηc)2Pp.
3.3.3 Model boundary conditions
A no-slip boundary condition is applied at the walls in solving the fluid-phase momentum
transport equation in Equation 3.12. The inlet and outlet boundaries are cyclically periodic
for all fluid and particle quantities. The pressure gradient in the fluid-phase momentum trans-
port equation is adjusted to maintain an average fluid-phase velocity over the inlet and outlet
boundary at the channel velocity parameter specified in Table 4.2.
The wall boundaries for the particle-phase volume fraction, momentum, and pressure in
Equations 3.13, 3.14, and 3.15 use a flux reflection model at the wall [47]. In this model a flux
is developed from the wall in opposition to the flux going to the wall taking into account the
particular physical properties of a wall-particle collision present in a given system. The particle
velocity moment fluxes of order n coming from this wall boundary, Fw(M
n
p ), are calculated as
Fw(M
n
p ) =
∫
Mnp ·nw>0
f r(M
n
p )(M
n
p · nw)dSw, (3.16)
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where f r(M
n
p ) is the moment generation function for the particle velocity reflection distribution
coming from the wall surface, Sw, and nw is the wall-normal direction vector. The moment
generating function is represented by contributions from the specular-reflection component,
f r,s(M
n
p ), and the diffusive-reflection component, f r,d(M
n
p ), of particle velocity,
f r(M
n
p ) = (1− φs)f r,s(Mnp ) + φsf r,d(Mnp ). (3.17)
φs is the tunable specularity factor that can be adjusted to balance the contribution of both
components of a particle hitting the wall. The specular-reflection component of particle-wall
collisions is defined by
f r,s(M
n
p ) = f i(M
n
p − (1 + ew)(Mnp · nw)nw), (3.18)
where f i(M
n
p ) is the incoming velocity distribution at the wall and ew is the wall restitution
coefficient. For this system, only the specular-reflection component of particle-wall collisions is
considered and thus the specularity factor is set at zero and the diffusive-reflection component
is neglected. For the zeroth-order particle velocity moment applicable to the particle conti-
nuity equation in Equation 3.13 the flux reflection model results in a zero-gradient boundary
condition.
This model also includes the application of a subgrid model near the wall boundary for the
particle volume fraction, momentum, and pressure. This is done through blending the fluxes
of a specified number of highly-refined cells close to the wall boundary, effectively creating a
single larger cell out of smaller ones. The impetus for this was the large gradient in particle
pressure present in the near-wall region that is exacerbated by the small size of the near-wall
cells. This results in an overwhelmingly large gradient for the granular temperature in the
near-wall region as seen in Figure 3.1. The gradient significantly limits the size of the timestep
when executing this model. With the application of this model, the timestep increased by an
order of magnitude for trials at all mass loadings and particle sizes.
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Figure 3.1: Comparison of the granular temperature with and without near-wall blending
applied at ML=1 with small Stokes particles
3.3.4 Model solution algorithm
The solution algorithm for the EE-AG model is summarized in the following steps:
1. Initialization of all moments and variables.
2. The timestep is computed based on the CFL condition as applied in Kong et al. across
all solved transport equations,
∆t = min
Ω
[CCFLminα(
∆x
|ũα|
,
∆y
|ṽα|
,
∆z
|w̃α|
),
CCFLmin(
∆x
|Uf,x|
,
∆y
|Uf,y|
,
∆z
|Uf,z|
),
1
10
min(τc, τp)],
(3.19)
where Ω is the computational domain, CCFL is the CFL number, and ũα, ṽα, and w̃α are
the particle-phase velocity abscissas [48].
3. Particle-phase moment fluxes are computed at all surfaces and are used to update the
corresponding transport variables, αp, Up, and Pp.
4. The updated Up and Pp variables are corrected by the application of the collisional terms
∇ · ρpαpGp and 2ρpαpτc (∆
∗ −Pp) respectively.
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5. The updated Up and Pp variables are further corrected by the particle-phase interphase
drag and gravitational accelerations terms ρpαpg+
ρpαp
τp
(Uf −Up) and −2ρpαpτp Pp respec-
tively.
6. All particle-phase moments are updated with the corrected values of Up and Pp.
7. The fluid-phase momentum transport equation from Equation 3.12, Uf , is constructed
as a semidiscretized equation separating diagonal and off-diagonal elements,
Uf = λf (H+ ρfαfg +KdragUp −∇Pf ), (3.20)
where λf = (A + Kdrag)
−1 is the inverse of the sum of the diagonal coefficients A and
the overall drag coefficient Kdrag =
ρpαp
τp
and H is the off-diagonal contributions to the
fluid-phase equation.
8. The fluid-phase pressure gradient equation constructed using the fluid-phase velocity
fluxes on each cell surface S,
(αfλf )face|S|∇⊥Pf =−
dαp
dt
+
αf,face((λfH)face · S+ λf,faceρfαf,faceg · S
+ λf,face(KdragUp)face · S),
(3.21)
develops the fluid-phase pressure field and its result is applied to update the fluid-phase
velocity field.
9. Iterate steps 7 and 8 until the fluid-phase pressure converges.
10. Advance in time and repeat from step 2 until the solution is complete.
3.4 RANS Reynolds stress model
3.4.1 Model introduction
A two-fluid Reynolds-averaged Navier-Stokes (RANS) model with a Reynolds stress model
(RSM) based on the equations developed in Fox (2014) was developed in this study [29]. This
model expands on the work modeling vertical channel flow applied in Capelcelatro et al. (2016)
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[14] [15]. While the model in Capelcelatro et al. (2016) only focused on modeling the single-
dimensional wall-normal profile of the vertical channel at steady state, this work expands on
that through developing a transient RANS model including a RSM that also resolves the length
of the vertical channel. As in Capelcelatro et al. (2016) and the EE-AG model from Kong et
al., this model also models the fluctuating granular energy as a tensor [48].
3.4.2 Mass and momentum transport equations
The development of the multiphase transport equations for mass and momentum applied in
this model are analogous to the development of the single-phase equations for the conservation
of mass,
∂ui
∂xi
= 0, (3.22)
and momentum,
ρ
∂ui
∂t
+ ρuj
∂ui
∂xj
= Smomentum,i (3.23)
[79]. ui, xi, and t are defined as velocity, position, and time respectively. Phase properties
such as the density, ρ, are assumed to be constant and uniform for each phase. Smomentum,i is
the sum of the momentum source and sink terms appropriate for the given phase. Expanding
the advection term in the conservation of momentum in Equation 3.23 and applying mass
conservation in Equation 3.22 develops the conservation form of the Navier-Stokes equation:
ρ
∂ui
∂t
+ ρ
∂
∂xj
(uiuj) = Smomentum,i (3.24)
[79].
For the purpose of time-averaging, the instantaneous velocity is split into an ensemble-
averaged mean component,〈ui〉, and a fluctuating component, u′i:
ui = 〈ui〉+ u′i (3.25)
[79]. Applying the split between mean and fluctuating components in Equation 3.25 to the
conservation form of the Navier-Stokes equation in Equation 3.24 and taking the ensemble
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time average over the entire equation results in the development of the single-phase Reynolds-
averaged Navier-Stokes equation,
ρ
∂〈ui〉
∂t
+ ρ
∂
∂xj
(〈ui〉〈uj〉+ 〈u
′
ju
′
i〉) = 〈Smomentum,i〉, (3.26)
where 〈u′ju
′
i〉 is defined as the single-phase Reynolds stress tensor [79]. The Reynolds stress
model of turbulence involves tracking and computing each component of this tensor individually.
The development of the corresponding Reynolds-averaged equations for the conservation
of mass and momentum for the multiphase model are developed similarly but include added
considerations for the averaging over each individual phase. The subscript f denotes a variable
or term associated with the fluid phase and the subscript p likewise denotes the same for the
particle phase. The fluid-phase phase-averaging procedure for an arbitrary variable N is defined
by
〈N〉f =
〈αfN〉
〈αf 〉
, (3.27)
where αf is the fluid-phase volume fraction [12]. The corresponding particle-phase averaging
procedure is defined by
〈N〉p =
〈αpN〉
〈αp〉
, (3.28)
where αp is the particle-phase volume fraction [12]. As in the single-phase model in Equation
3.25 the velocities for each phase are split into a mean component and a fluctuating component.
For the fluid phase this is defined by
uf,i = 〈uf,i〉f + u
′′′
f,i, (3.29)
where 〈uf,i〉f is the fluid-phase phase-averaged velocity and u
′′′
f,i is the fluid-phase fluctuating
velocity [13]. The splitting of the particle-phase velocity is defined as
up,i = 〈up,i〉p + u
′′
p,i, (3.30)
where 〈up,i〉p is the particle-phase phase-averaged velocity and u′′p,i is the particle-phase fluctu-
ating velocity [13].
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With the inclusion of the Eulerian continuum tracking of the volume fraction for each phase
in the multiphase model, the conservation of mass equation becomes
ρf
∂
∂t
(αf ) + ρf
∂
∂xi
(αfuf,i) = 0 (3.31)
for the fluid phase and
ρp
∂
∂t
(αp) + ρp
∂
∂xi
(αpup,i) = 0 (3.32)
for the particle phase [29] [2]. The application of splitting the velocity between the mean and
fluctuating components as seen in Equations 3.27 and 3.28 followed by an ensemble average of
the result develops the Reynolds-averaged mass conservation equations applied in this model
for the fluid phase,
ρf
∂
∂t
(〈αf 〉) + ρf
∂
∂xi
(〈αf 〉〈uf,i〉f ) = 0, (3.33)
and the particle phase,
ρp
∂
∂t
(〈αp〉) + ρp
∂
∂xi
(〈αp〉〈up,i〉p) = 0 (3.34)
[79] [13]. This is the same procedure used to develop the Reynolds-averaged Navier-Stokes
equation in Equation 3.26.
The same method is also used to generate the Reynolds-averaged momentum conservation
equations for each phase. Starting with the Eulerian-Eulerian momentum transport equations
for the fluid phase,
ρf
∂αfui,f
∂t
+ ρf
∂
∂xj
(αfui,fuf,j) = Sf,momentum,i, (3.35)
and the particle phase,
ρp
∂αpui,p
∂t
+ ρp
∂
∂xj
(αpui,puf,p) = Sp,momentum,i, (3.36)
the mean and flucuation components in Equations 3.27 and 3.28 are applied [29] [79].
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The equations are then ensemble-averaged, resulting in the Reynolds-averaged equations
for the conservation of momentum for the fluid phase,
ρf
∂〈αf 〉〈ui,f 〉f
∂t
+ ρf
∂
∂xj
(〈αf 〉(〈ui,f 〉f 〈uf,j〉f + 〈u
′′′
f,ju
′′′
f,i〉f )) = 〈Sf,momentum,i〉, (3.37)
and the particle phase,
ρp
∂〈αp〉〈ui,p〉p
∂t
+ ρp
∂
∂xj
(〈αp〉(〈ui,p〉p〈up,j〉p + 〈u
′′
p,ju
′′
p,i〉p)) = 〈Sp,momentum,i〉 (3.38)
[13]. The phase-averaged Reynolds stress tensor is defined as 〈u′′′f,ju
′′′
f,i〉f for the fluid phase and
〈u′′p,ju
′′
p,i〉p for the particle phase. The overall turbulent kinetic energies, kf and kp, are defined
as half the trace of the corresponding Reynolds stress tensor for both the fluid phase,
kf =
1
2
〈u′′′f,iu
′′′
f,i〉f , (3.39)
and the particle phase,
kp =
1
2
〈u′′p,iu
′′
p,i〉p. (3.40)
The corresponding turbulent dissipation for the fluid and particle phases are defined by ǫf and
ǫp respectively.
Momentum transport source and sink terms
The Reynolds-averaged fluid-phase momentum transport equation seen in Equation 3.37
includes terms for the fluid-phase viscous stress, Sf,viscous,i, pressure gradient, Sf,pressure,i,
gravity Sf,gravity,i, and interphase drag Sf,drag,i:
〈Sf,momentum,i〉 = 〈Sf,viscous,i〉+ 〈Sf,pressure,i〉+ 〈Sf,gravity,i〉+ 〈Sf,drag,i〉. (3.41)
For the particle phase, the Reynolds-averaged momentum transport equation also includes
terms for the particle-phase viscous stress, Sp,viscous,i, granular pressure, Sp,pressure,i, collisional
flux, Sp,collision,i, gravity, Sp,gravity,i, and interphase drag, Sp,drag,i:
〈Sp,momentum,i〉 =〈Sp,viscous,i〉+ 〈Sp,pressure,i〉+ 〈Sp,collision,i〉
+ 〈Sp,gravity,i〉+ 〈Sp,drag,i〉.
(3.42)
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Fluid-phase and particle-phase viscous stress tensor terms
The viscous stress tensor term is developed from extracting the fluid-phase pressure gradient
term from the gradient of the overall fluid-phase pressure tensor, OPf,ij ,
αf
∂
∂xi
· OPf,ij = αf
∂
∂xi
· (σf,ij
αf
− pfδij) = Sf,viscous,i + Sf,pressure,i, (3.43)
where pf is the fluid-phase pressure and σf,ij is the fluid-phase viscous stress tensor [29]. A
gradient viscosity model is used to define the fluid-phase viscous stress tensor,
σf,ij = ρfνf (
∂
∂xi
uf,j +
∂
∂xj
uf,i −
2
3
(
∂
∂xj
uf,jδji)), (3.44)
where νf is the fluid-phase bulk kinematic viscosity [48] [29]. As with density, the bulk kinematic
viscosity property for the fluid phase is assumed to be constant and uniform. After ensemble
averaging the viscous stress portion of Equation 3.43, the fluid phase viscous stress tensor term
applied in this model becomes
〈Sf,viscous,i〉 =
∂
∂xj
(ρfνf (
∂
∂xj
〈uf,i〉f +
∂
∂xi
〈uf,j〉f −
2
3
(
∂
∂xi
〈uf,i〉fδij)). (3.45)
Similarly, the particle-phase viscous term is the result of extracting the granular pressure
from the overall particle-phase pressure tensor, OPp,ij , as applied in
αp
∂
∂xi
· OPp,ij = αp
∂
∂xi
· (σp,ij
αp
− Pp,ij) = Sp,viscous,i + Sp,pressure,i (3.46)
where Pp,ij is the particle-phase pressure tensor and σp,ij is the particle-phase viscous stress ten-
sor [29]. This model assumes that the behavior of the particle phase in the system corresponds
to the hydrodynamic limit and thus the particle-phase viscous stress tensor is
σp,ij = ρpνp(αp,Θp)(
∂
∂xi
up,j +
∂
∂xj
up,i −
2
3
(
∂
∂xj
up,jδji)) (3.47)
and the particle-phase viscosity, νp(αp,Θp), is equal to
νp(αp,Θp) =
√
π
12
αpdp
√
Θp(1 +
8
5
αpg0(αp)) +
8
5
√
π
α2pg0(αp)
√
Θp, (3.48)
where Θp is the granular temperature, g0(α) is the radial distribution function, and dp is the
particle diameter [29]. The particle-phase granular temperature is equal to one-third of the
trace of the particle-phase pressure temperature,
Θp =
1
3
Pp,ii, (3.49)
27
where Pp,ij is the particle-phase pressure tensor [36]. The radial distribution function is defined
as
g0(αp) =
1
1− ( αp
αp,max
)
1
3
, (3.50)
where αp,max is the solid fraction at maximum packing, defined in this study as equal to the
perfectly uniform spheres packing limit [36]. After ensemble averaging the viscous stress com-
ponent of Equation 3.46, the particle-phase viscous stress term applied in this model becomes
〈Sp,viscous,i〉 =
∂
∂xj
(ρpνp(αp,Θp)(
∂
∂xj
〈up,i〉p +
∂
∂xi
〈up,j〉p −
2
3
(
∂
∂xi
〈up,i〉pδij)). (3.51)
Fluid-phase and particle-phase pressure gradient terms
The component for the fluid-phase pressure gradient is the Reynolds-averaged component
extracted from the overall pressure tensor gradient in Equation 3.43 and is equal to
〈Sf,pressure,i〉 = −〈αf 〉
∂
∂xi
〈pf 〉. (3.52)
[29]. The particle-phase pressure gradient term is the granular pressure gradient extracted from
the overall particle pressure tensor in Equation 3.46:
〈Sp,pressure,i〉 = −〈αf 〉
∂
∂xi
〈Pp,ij〉p. (3.53)
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Particle-phase collisional flux term
The particle pressure momentum transport equation also includes a collisional flux tensor
gradient derived from Enskog-Boltzmann kinetic theory,
〈Sp,collision,i〉 = −
∂
∂xi
(〈αp〉〈Gp,ij〉p), (3.54)
where 〈Gp,ij〉p is the collisional flux tensor [48]. The collisional flux tensor is defined as
〈Gp,ij〉p =
2
5
(1 + ec)〈αp〉g0(〈αp〉)(〈Pp,kk〉pδij + 2〈Pp,ij〉p), (3.55)
where ec is the particle-particle collision restitution coefficient [48].
Fluid-phase and particle-phase gravity term
The gravity term representing the hydrostatic force exerted by a fluid from the influence of
gravity is
〈Sf,gravity,i〉 = ρf 〈αf 〉gi, (3.56)
where gi is the gravitational acceleration. The corresponding term for the particle phase is
〈Sp,gravity,i〉 = ρp〈αp〉gi. (3.57)
Fluid-phase and particle-phase momentum drag term
The drag terms in the momentum transport equations are key to the modeling of cluster-
induced turbulence. This model uses a momentum drag model defined by the use of a coefficient
cg and the relative velocity between phases from Capecelatro et al. (2016) adapted to a three-
dimensional space for the fluid phase,
〈Sf,drag,i〉 =
ρf 〈αf 〉〈φ〉
τp
(1− cg)(〈up,i〉p − 〈uf,i〉f ), (3.58)
and the particle phase,
〈Sp,drag,i〉 =
ρp〈αp〉〈φ〉
τp
(1− cg)(〈uf,i〉f − 〈up,i〉p), (3.59)
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where cg is the drag coefficient, 〈φ〉 is the ensemble-averaged mass loading, and τp is the Stokes
drag coefficient [15]. In this work, cg is extracted from Euler-Lagrangian data through the
process described in Section 5.2.1. The ensemble-averaged mass loading is equal to
〈φ〉 = ρp〈αp〉
ρf 〈αf 〉
. (3.60)
The Stokes drag coefficient is defined by
τp =
ρp
ρf
d2p
18νf
(3.61)
[13].
3.4.3 Reynolds stress transport equation
The Reynolds stress transport equation for single-phase flow is developed from the conser-
vation of momentum equation in Equation 3.23. Shifting all of the terms to one side defines
the single-phase momentum operator function, N ,
N (ui) = ρ
∂
∂t
ui + ρuk
∂ui
∂xk
− Smomentum,i = 0 (3.62)
[79]. Using this operator function, the Reynolds stress transport equation can be derived by
applying it with the fluctuating velocity and taking the ensemble average,
〈u′iN (uj) + u
′
jN (ui)〉 = 0. (3.63)
The unsteady term for Reynolds stress transport is derived through splitting the instantaneous
velocity as applied in Equation 3.25 and then taking advantage of how the mean of the product
for a fluctuating and mean quantity is equal to zero to simplify the expression:
〈ρu′i
∂uj
∂t
+ ρu
′
j
∂ui
∂t
〉 =〈ρu′i
∂(〈uj〉+ u′j)
∂t
+ ρu
′
j
∂(〈ui〉+ u′i)
∂t
〉
=〈ρu′i
∂u
′
j
∂t
〉+ 〈ρu′j
∂u
′
i
∂t
〉
=ρ
∂〈u′iu
′
j〉
∂t
(3.64)
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[79]. The advective term is developed similarly:
〈ρu′iuk
∂uj
∂xk
+ ρu
′
juk
∂ui
∂xk
〉 =〈ρu′i(〈uk〉+ u
′
k)
∂(〈uj〉+ u′j)
∂xk
+ ρu
′
j(〈uk〉+ u
′
k)
∂(〈ui〉+ u′i)
∂xk
〉
=〈ρu′i〈uk〉
∂(u
′
j)
∂xk
〉+ 〈ρu′j〈uk〉
∂(u
′
i)
∂xk
〉
+ 〈ρu′ju
′
k
∂(〈ui〉+ u′i)
∂xk
〉+ 〈ρu′iu
′
k
∂(〈uj〉+ u′j)
∂xk
〉
=ρ〈uk〉
∂〈u′iu
′
j〉
∂xk
+ ρ〈u′iu
′
k〉
∂〈uj〉
∂xk
+ ρ〈u′ju
′
k〉
∂〈ui〉
∂xk
+ 〈ρu′ju
′
k
∂u
′
i
∂xk
〉+ 〈ρu′iu
′
k
∂u
′
j
∂xk
〉
=ρ〈uk〉
∂〈u′iu
′
j〉
∂xk
+ ρ〈u′iu
′
k〉
∂〈uj〉
∂xk
+ ρ〈u′ju
′
k〉
∂〈ui〉
∂xk
+ ρ
∂〈u′iu
′
ju
′
k〉
∂xk
(3.65)
[79]. The first term, ρ〈uk〉
∂〈u
′
iu
′
j〉
∂xk
, is the advective transport term for the Reynolds stress
balance. The second and third terms, ρ〈u′iu
′
k〉
∂〈uj〉
∂xk
and ρ〈u′ju
′
k〉
∂〈ui〉
∂xk
, are the Reynolds stress
production terms. The final term, ρ
∂〈u
′
iu
′
ju
′
k
〉
∂xk
is known as the triple velocity correlation. The
conservation of mass in Equation 3.22 was used to reach the final simplified form for the triple
velcoity correlation. From these components, the single-phase Reynolds stress balance equation
becomes
∂
∂t
ρ〈u′iu
′
j〉+ ρ〈uk〉
∂〈u′iu
′
j〉
∂xk
= Sstress, (3.66)
where Sstress is the sum of the stress source and sink terms that are developed when putting
each component of the momentum source term, Smomentum, through this process. The Reynolds
stress production and the triple velocity correlation developed in Equation 3.65 are also rolled
up into the source and sink terms.
As in the derivation for the single phase, the unsteady and advective terms for the Reynolds
stress balances in the multiphase model are also derived first through generating the operator
functions for both phases using their corresponding momentum balance equations in Equations
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3.33 and 3.34,
Nf (uf,i) = ρf
∂
∂t
(αfuf,i) + ρfuf,k
∂
∂xk
(αfuf,i)− Sf,momentum,i = 0 (3.67)
and
Np(up,i) = ρp
∂
∂t
(αpup,i) + ρpup,k
∂
∂xk
(αpup,i)− Sp,momentum,i = 0, (3.68)
and then applying them with their corresponding fluctuating velocity and taking an ensemble
average,
〈u′′′f,iNf (uf,j) + u
′′′
f,jNf (uf,i)〉 = 0 (3.69)
and
〈u′′p,iNp(up,j) + u
′′
p,jNp(up,i)〉 = 0, (3.70)
for the fluid and solid phases respectively. The resultant Reynolds stress balances are
ρf
∂
∂t
(〈αf 〉〈u
′′′
f,iu
′′′
f,j〉f ) + ρf 〈uf,k〉
∂
∂xk
(〈αf 〉〈u
′′′
f,iu
′′′
f,j〉) = Sf,stress,ij (3.71)
for the fluid phase and
ρp
∂
∂t
(〈αp〉〈u
′′
p,iu
′′
p,j〉p) + ρp〈up,k〉
∂
∂xk
(〈αp〉〈u
′′
p,iu
′′
p,j〉) = Sp,stress,ij (3.72)
for the particle phase. As in Equation 3.66, the Reynolds stress production and triple veloc-
ity correlation terms are rolled up into the summed Reynolds stress source and sink terms,
Sf,stress,ij and Sp,stress,ij .
Reynolds stress source and sink terms
The Reynolds stress source and sink terms for the Reynolds stress balance are developed
from applying the same procedure used to generate the unsteady and advection terms in Equa-
tions 3.71 and 3.72 to the corresponding momentum source and sink terms. The result of this
for the fluid phase is
Sf,stress,ij =Sf,production,ij + Sf,pressure−strain,ij + Sf,flux,ij+
+ Sf,dissipation,ij + Sf,dragstress,ij + Sf,interphase,ij
, (3.73)
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where Sf,production,i is the fluid-phase Reynolds stress production term also made up of terms
developed from the advection term. Sf,pressure−strain,i is the pressure-strain term deriving from
the fluid-phase momentum pressure gradient term in Equation 3.56. Sf,flux,i is the fluid-phase
flux term which includes the gradient of the triple velocity correlation from the derivation of
the Reynolds stress advection term along with components from the fluid-phase viscous stress
tensor and pressure transport terms from the fluid-phase pressure gradient. Sf,dissipation,ij is the
fluid-phase turbulent dissipation term. Sf,dragstress,i is the fluid-phase drag production term for
the Reynolds stress. Lastly, Sf,interphase,i is the fluid-phase interphase Reynolds stress coupling
term transferring stress between the fluid and particle phases. The particle-phase summation
of the Reynolds stress source and sink terms is
Sp,stress,ji =Sp,production,ij + Sp,pressure−strain,ij + Sp,flux,ij
+ Sp,dissipation,ij + Sp,interphase,ij
, (3.74)
where Sp,production,ij is the particle-phase production term, Sp,pressure−strain,ij is the particle-
phase pressure-strain term, Sp,flux,ij is the particle-phase flux term, Sp,dissipation,ij is the particle-
phase turbulent dissipation term, and Sp,interphase,ij is the particle-phase interphase coupling
term. For this model, these particle-phase terms are derived in line with their corresponding
terms in the fluid phase.
Fluid-phase and particle-phase Reynolds stress production terms
The production terms each phase are the result of the procedure used in Equation 3.65 to
develop the Reynolds stress advection terms in Equations 3.71 and 3.72. For the fluid phase
the Reynolds stress production term is
Sf,production,ij = −ρf 〈αf 〉f 〈u
′′′
f,iu
′′′
f,k〉
∂〈uf,j〉
∂xk
− ρf 〈αf 〉f 〈u
′′′
f,ju
′′′
f,k〉
∂〈uf,i〉
∂xk
(3.75)
and for the particle phase it is
Sp,production,ij = −ρp〈αp〉p〈u
′′
p,iu
′′
p,k〉
∂〈up,j〉
∂xk
− ρp〈αp〉p〈u
′′
p,ju
′′
p,k〉
∂〈up,i〉
∂xk
(3.76)
[13].
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Fluid-phase and particle-phase pressure-strain terms
The pressure-strain term is the result of putting the pressure gradient term for each phase
seen in Equations 3.52 and 3.53 through the operator procedure in Equations 3.67 and 3.68.
For the purpose of clarity, the derivation of the pressure-strain term is generalized to a single
phase pressure gradient term that is analogous to the fluid and particle pressure gradient terms:
Spressure,i = −
∂
∂xi
p (3.77)
[79]. The first step is to split the phase pressure into mean and flucuating components as is
done with the velocity in Equation 3.25:
p = 〈p〉+ p′ (3.78)
. This term is then applied to the Reynolds stress operator procedure in Equation 3.63:
−〈u′i
∂
∂xj
p+ u
′
j
∂
∂xi
p〉 =− 〈u′i
∂
∂xj
(〈p〉+ p′) + u′j
∂
∂xi
(〈p〉+ p′)〉
=− 〈u′i
∂
∂xj
p
′
+ u
′
j
∂
∂xi
p
′〉
=− 〈u′i
∂
∂xj
p
′〉 − 〈u′j
∂
∂xi
p
′〉
=− ∂
∂xk
〈u′ip
′
δjk〉 −
∂
∂xk
〈u′jp
′
δik〉
+ 〈p′ ∂u
′
i
∂xj
〉+ 〈p′
∂u
′
j
∂xi
〉
=− ∂
∂xk
〈u′ip
′
δjk〉 −
∂
∂xk
〈u′jp
′
δik〉
+ 〈p′(∂u
′
i
∂xj
+
∂u
′
j
∂xi
)〉
(3.79)
[79]. The first set of terms, − ∂∂xk 〈u
′
ip
′
δjk〉 and − ∂∂xk 〈u
′
jp
′
δik〉, are the pressure transport terms
applied in the Reynolds stress flux term. The final term is the pressure-strain term:
Spressure−strain,ij = 〈p
′
(
∂u
′
i
∂xj
+
∂u
′
j
∂xi
)〉 (3.80)
[79].
In order to be applicable to a working turbulence model, the pressure-strain tensor in
Equation 3.80 must be closed for each phase. For the fluid phase, Rotta’s model for the
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pressure-strain tensor is applied to close the pressure-strain tensor term with the addition of a
drag redistribution term,
Sf,pressure−strain,ij =−
c1,f
Tf
(
〈u′′′f,iu
′′′
f,k〉f −
2
3
kfδij
)
− c2,f
(
Pf,ij −
1
3
Pf,kkδij
)
− cD
(
Pg,ij −
1
3
Pg,kkδij
)
,
(3.81)
where Tf is the fluid-phase turbulent timescale, Pf,ij is the fluid-phase Reynolds stress pro-
duction tensor, and Pg,ij is the interphase drag tensor [25] [13]. Three different coefficients are
applied in this model, c1,f , c2,f , and cd accounting for redistribution of fluid-phase Reynolds
stress, Reynolds stress production, and drag production. With the exception of the coefficient
for the drag term, whose value was determined from Euler-Lagrange data in Capelcelatro et
al. (2015), these coefficients have widely accepted values that work for a wide variety of cases
of single-phase flow [79] [13]. The turbulent timescale applied is from Durbin and is defined as
Tf = max
[
kf
ǫf
, cT
(
νf
ǫf
)1/2
]
, (3.82)
where cT is the turbulent timescale coefficient [25]. The fluid-phase Reynolds stress production
tensor is simply the stress production term from Equation 3.75,
Pf,ij = Sf,production,ij = −ρf 〈αf 〉f 〈u
′′′
f,iu
′′′
f,k〉
∂〈uf,j〉
∂xk
− ρf 〈αf 〉f 〈u
′′′
f,ju
′′′
f,k〉
∂〈uf,i〉
∂xk
(3.83)
[13]. The interphase drag production tensor is defined as
Pg,ij =
2ρf 〈αf 〉〈φ〉
τp
cg(〈uf,i〉f − 〈up,i〉f )2δij (3.84)
and its corresponding drag production term can be seen in Equation 3.104 [13]. The function
of this model for the pressure strain tensor is to redistribute stress from different components
of the Reynolds stress tensor using the magnitudes of the Reynolds stress, the Reynolds stress
production tensor, and the interphase drag.
The Rotta model without the addition of the drag term is applied for the particle-phase
pressure-strain term as well,
Sp,pressure−strain,ij =−
c1,p
Tp
(
〈u′′p,iu
′′
p,k〉p −
2
3
kpδij
)
− c2,p
(
Pp,ij −
1
3
Pp,kkδij
)
,
(3.85)
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where Tp is the turbulent timescale and Pp is the particle-phase Reynolds stress production
tensor [25]. c1,p and c2,p are the particle-phase Reynolds stress and Reynolds stress production
redistribution coefficients. The turbulent timescale is defined for the particle phase as
Tp = max
[
kp
ǫp
, cT
(
νp
ǫp
)1/2
]
(3.86)
[25]. The particle-phase Reynolds stress production tensor is just the Reynolds stress produc-
tion source term for the particle phase,
Pp,ij = Sp,production,ij = −ρp〈αp〉p〈u
′′
p,iu
′′
p,k〉
∂〈up,j〉
∂xk
− ρp〈αp〉p〈u
′′
p,ju
′′
p,k〉
∂〈up,i〉
∂xk
(3.87)
[13].
Fluid-phase and particle-phase Reynolds stress flux terms
The flux term for both the particle and fluid phases is composed of three parts. The first
is the triple velocity correlation term produced during the development of the Reynolds-stress
advection term in Equation 3.65. The second are the pressure transport terms generated in
applying the Reynolds stress operator procedure to generate the pressure-strain term seen in
Equation 3.79. The final component of the flux term for viscous diffusion is generated by
applying the Reynolds stress operator procedure to the viscous stress terms in Equations 3.45
and 3.51. This can be done starting from a single-phase viscous stress term that is analogous
to both fluid and particle phases,
Sviscous,i =
∂
∂xj
σij =
∂
∂xj
(ρ(ν + νT )(
∂
∂xj
ui +
∂
∂xi
uj −
2
3
(
∂
∂xi
uiδij)), (3.88)
and splitting the single phase viscous stress tensor, σij , into mean and fluctuating components,
σij = σij + σ
′
ij (3.89)
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[29]. The result of applying this to the Reynolds stress operator equation in Equation 3.63 is
〈u′iSviscous,j + u
′
jSviscous,i〉 =〈u
′
i
∂
∂xk
σjk〉+ 〈u
′
j
∂
∂xk
σik〉
=〈u′i
∂
∂xk
(〈σjk〉+ σ
′
jk)〉+ 〈u
′
j
∂
∂xk
(〈σik〉+ σ
′
ik)〉
=〈u′i
∂
∂xk
σ
′
jk〉+ 〈u
′
j
∂
∂xk
σ
′
ik〉
=
∂
∂xk
〈u′iσ
′
jk〉+
∂
∂xk
〈u′jσ
′
ik〉
− 〈σ′jk
∂
∂xk
u
′
i〉 − 〈σ
′
ik
∂
∂xk
u
′
j〉,
(3.90)
where 〈 ∂∂xj (u
′
iσ
′
jk)〉 and 〈 ∂∂xj (u
′
iσ
′
jk)〉 are the viscous diffusion terms and −〈σ
′
jk
∂
∂xj
u
′
i〉 and
−〈σ′ik ∂∂xiu
′
j〉 are the turbulent dissipation terms. [79] [29]. As an assumption to simplify the
terms, the fluctuating portion of the viscous stress tensor is assumed to be
σ
′
ij = ρ(ν +
νT
ηk
)
∂
∂xj
u
′
i, (3.91)
where ηk is the single-phase Reynolds stress turbulent viscosity coefficient. Additionally, the
extra terms involved with decomposing the single-phase turbulent viscosity, νT , into mean
and fluctuating components are also neglected in line with the practice of other compressible
turbulence models [29]. Given these assumptions, the single-phase viscous diffusion term for
the Reynolds stress equation becomes
∂
∂xk
〈u′iσ
′
jk〉+
∂
∂xk
〈u′jσ
′
ik〉 =〈
∂
∂xk
ρ(ν +
νT
ηk
)(u
′
i
∂
∂xk
u
′
j)〉
〈 ∂
∂xk
ρ(ν +
νT
ηk
)(u
′
j
∂
∂xk
u
′
i)〉
=
∂
∂xk
ρ((ν +
νT
ηk
)
∂
∂xk
〈u′iu
′
j〉).
(3.92)
Combining fluid-phase equivalents of the viscous diffusion term derived in Equation 3.92
with the triple velocity correlation developed in Equation 3.65 and the pressure transport terms
from 3.79 creates the fluid-phase Reynolds stress flux term,
Sf,flux,ij =
∂
∂xk
(ρf 〈αf 〉f ((νf +
νf,T
ηk
)
∂
∂xk
〈u′′′f,iu
′′′
f,j〉f
− ρf 〈αf 〉f 〈u
′′′
f,iu
′′′
f,ju
′′′
f,k〉f
− 〈αf 〉f 〈u
′′′
f,ip
′
fδjk〉f − 〈αf 〉f 〈u
′′′
f,jp
′
fδik〉f ).
(3.93)
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In Capelcelatro et al. (2016) the triple velocity correlation and pressure transport terms were
neglected in the final version of the fluid phase, resulting in this fluid-phase flux term,
Sf,flux,ij =
∂
∂xk
(ρf 〈αf 〉f ((νf +
νf,T
ηk
)
∂
∂xk
〈u′′′f,iu
′′′
f,j〉f (3.94)
[13]. The turbulent viscosity for the fluid phase, νf,T , is calculated using the ratio of the
squared fluid-phase turbulent kinetic energy for the fluid phase and its corresponding fluid-
phase turbulent dissipation multiplied by the fluid-phase cf,µ coefficient,
νf,T = cf,µ
k2f
ǫf
(3.95)
[29]. This is the same turbulent viscosity as applied in the standard k-ǫ model [79]. Doing the
same for the particle phase generates the particle-phase Reynolds stress flux term,
Sp,flux,ij =
∂
∂xk
(ρp〈αp〉p((νp +
νp,T
ηk
)
∂
∂xk
〈u′′p,iu
′′
p,j〉p
− ρp〈αf 〉f 〈u
′′
p,iu
′′
p,ju
′′
p,k〉p
− 〈αp〉p〈u
′′
p,ipp(αp,Θp)
′
δjk〉p − 〈αf 〉f 〈u
′′
p,jpp(αp,Θp)
′
δik〉p).
(3.96)
While Capelcelatro et al. (2016) also does not provide any closures for the particle-phase triple
velocity correlation, it does include a closure for the pressure transport terms by applying a
pressure-gradient model with the granular temperature,
Sp,flux,ij =
∂
∂xk
(ρp〈αp〉p((νp +
νp,T
ηk
)
∂
∂xk
〈u′′p,iu
′′
p,j〉p
+ kp
∂
∂xk
〈Θp〉p)),
(3.97)
where kp is the granular energy conduction coefficient. As applied in the fluid phase, the
particle-phase turbulent viscosity, νp,T , is defined as the ratio of the squared particle-phase
turbulent kinetic energy and the particle-phase turbulent dissipation,
νp,T = cp,µ
k2p
ǫp
, (3.98)
where cp,µ is the particle-phase turbulent viscosity coefficient. The granular conductivity is
calculated through the particle-phase viscosity model and the particle Prandtl number, Prp,
kp =
νp(〈αp〉, 〈Θp〉p)
Prp
(3.99)
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[13]. The particle Prandtl number in turn is defined as
Prp =
16− 11ec
15− 5ec
(3.100)
[13].
Fluid-phase and particle-phase turbulent dissipation terms
The turbulent dissipation term for both phases comes out of the terms developed in applying
the Reynolds stress operator equation to the viscous stress term in Equation 3.90. After
applying the assumption in Equation 3.91, the single-phase turbulent dissipation term becomes
Sdissipation,ij =〈σ
′
jk
∂
∂xk
u
′
i〉+ 〈σ
′
ik
∂
∂xk
u
′
j〉
=ρ(ν +
νT
ηk
)〈 ∂
∂xk
u
′
j
∂
∂xk
u
′
i〉+ ρ(ν +
νT
ηk
)〈 ∂
∂xk
u
′
i
∂
∂xk
u
′
j〉
=2ρ(ν +
νT
ηk
)〈 ∂
∂xk
u
′
i
∂
∂xk
u
′
j〉.
(3.101)
Like the pressure-strain term, the turbulent dissipation term,〈 ∂∂xku
′
i
∂
∂xk
u
′
j〉, must be mod-
eled in order to be applied. The model chosen for the fluid-phase turbulent dissipation term
applies a blending coefficient, cf , between Rotta’s turbulent dissipation model and an isotropic
dissipation model,
Sf,dissipation,ij =2ρ(νf +
νf,T
ηk
)〈 ∂
∂xk
u
′′′
f,i
∂
∂xk
u
′′′
f,j〉
=− ρf 〈αf 〉
[
cf
〈u′′′f,iu
′′′
f,k〉f
kf
+
2
3
(1− cf )δij
]
ǫf
(3.102)
[13]. Likewise, the particle phase turbulent dissipation term is
Sp,dissipation,ij =2ρ(νp +
νp,T
ηk
)〈 ∂
∂xk
u
′′
p,i
∂
∂xk
u
′′
p,j〉
=− ρp〈αp〉
[
cp
〈u′′p,iu
′′
p,k〉f
kf
+
2
3
(1− cp)δij
]
ǫp,
(3.103)
where cp is the particle-phase blending coefficient between the two turbulent dissipation models
[13].
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Fluid-phase drag term
The drag production term for the fluid-phase Reynolds stress equation used in this model
is developed from from the turbulent channel flow simulations Capelcelatro et al (2016),
Sf,drag,ij =
2ρf 〈αf 〉〈φ〉
τp
cg(〈uf,i〉f − 〈up,i〉f )2δij , (3.104)
where cg is the drag coefficient [13]. The drag coefficient is developed for the RSM in Section
5.2.1.
Fluid-phase and particle-phase interphase Reynolds stress coupling terms
The interphase coupling terms involving the exchange of Reynolds stresses between the fluid
and particle phases are developed from the model introduced in Capelcelatro et al. (2016) [13].
For the fluid phase, the interphase Reynolds stress coupling term is
Sinterphase,f,ij =
2ρf 〈αf 〉〈φ〉
τp
(βfpsgn(〈u
′′′
f,iu
′′′
f,j〉f 〈u
′′
p,iu
′′
p,j〉p)
1
2 (〈u′′′f,iu
′′′
f,j〉f 〈u
′′
p,iu
′′
p,j〉p)
1
2
− βf 〈u
′′′
f,iu
′′′
f,j〉f ),
(3.105)
where βf is the fluid-phase coupling coefficient representing the difference in Reynolds stresses
between fluid and particle phases and βfp is the cross-correlation coupling coefficient accounting
for translating the turbulent fluctuations between the particle and fluid phases[13]. Values for
both of these coefficients are developed from Euler-Lagrangian data in Capelcelatro et al.
(2016) [13]. The sgn() function is the signum function designed to account for the potential
of a complex result developing in taking the root of the multiplication of the Reynolds stresses
for each phase. The corresponding particle-phase interphase Reynolds stress coupling term is
Sinterphase,p,ij =
2ρp〈αp〉〈φ〉
τp
(βfp(sgn(〈u
′′′
f,iu
′′′
f,j〉f 〈u
′′
p,iu
′′
p,j〉p))
1
2 (〈u′′′f,iu
′′′
f,j〉f 〈u
′′
p,iu
′′
p,j〉p)
1
2
− 〈u′′p,iu
′′
p,j〉f ).
(3.106)
3.4.4 Turbulent dissipation transport equations
The turbulent dissipation was first seen in the development of the flux terms in Equation
3.101 for the Reynolds stress transport equations. In a single-phase context that is analogous
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to the respective fluid-phase and solid-phases the transport equation for the turbulent diffusion
is developed through applying the operator function from Equation 3.62 in the following way:
2ρ(ν + νT )〈
∂u
′
i
∂xj
∂
∂xj
N (ui)〉 = 0 (3.107)
[79]. The result of this is the single-phase turbulent transport equation,
ρ
∂ǫ
∂t
+ ρ
∂
∂xi
ǫ〈ui〉 = Sdissipation, (3.108)
where Sdissipation is the summed source and sink terms for the turbulent dissipation. The
corresponding equation in the multiphase model is
ρf
∂
∂t
〈αf 〉ǫf + ρf
∂
∂xi
〈αf 〉ǫf 〈uf,i〉f = Sf,dissipation (3.109)
for the fluid phase and
ρp
∂
∂t
〈αp〉ǫpρp +
∂
∂xi
〈αp〉ǫp〈up,i〉p = Sp,dissipation (3.110)
for the particle phase, where Sf,dissipation and Sp,dissipation are the summed source and sink
terms for the fluid and particle phases respectively [79] [29].
Turbulent dissipation source and sink terms
Applying Equation 3.107 to the sum of the momentum source and sink terms in the operator
function in Equation 3.62 results in the development of the following terms which define the
summed single-phase source and sink terms:
Sdissipation =− 2ρ(ν +
νT
ηk
)(〈 ∂u
′
i
∂xk
∂u
′
j
∂xk
〉+ 〈∂u
′
k
∂xi
∂u
′
k
∂xj
〉)∂〈ui〉
∂xj
− ρ(ν + νT
ηk
)〈u′k
∂u
′
i
∂xj
〉 ∂
2〈ui〉
∂xk∂xj
− 2ρ(ν + νT
ηk
)〈 ∂u
′
i
∂xk
∂u
′
i
∂xm
∂u
′
k
∂xm
〉
− 2ρ2(ν + νT
ηk
)2〈 ∂
2u
′
i
∂xk∂xm
∂2u
′
i
∂xk∂xm
〉
+
∂
∂xj
((ν +
νT
ηk
)(ρ
∂ǫ
∂xj
− ρ〈∂u′i
∂u
′
i
∂xm
∂u
′
i
∂xm
〉 − 2 ∂p
′
∂xm
∂u
′
j
∂xm
))
(3.111)
41
[79]. These terms involve the generation of turbulent dissipation in the −2ρ(ν+ νTηk )(〈
∂u
′
i
∂xk
∂u
′
j
∂xk
〉+
〈∂u
′
k
∂xi
∂u
′
k
∂xj
〉)∂〈ui〉∂xj and −ρ(ν +
νT
ηk
)〈u′k
∂u
′
i
∂xj
〉 ∂2〈ui〉∂xk∂xj terms, the destruction of turbulent dissipation in
the −2ρ(ν + νTηk )〈
∂u
′
i
∂xk
∂u
′
i
∂xm
∂u
′
k
∂xm
〉 term, the molecular diffusion of turbulent dissipation in the
−2ρ2(ν + νTηk )
2〈 ∂
2u
′
i
∂xk∂xm
∂2u
′
i
∂xk∂xm
〉 term, and the turbulent flux of dissipation in the ∂∂xj ((ν +
νT
ηk
)(ρ ∂ǫ∂xj − ρ〈∂u
′
i
∂u
′
i
∂xm
∂u
′
i
∂xm
〉 − 2 ∂p
′
∂xm
∂u
′
j
∂xm
term [79]. While it is technically possible to extract
the turbulent statistics to directly close these terms, in practice the function of these terms is
typically simplified and modeled [79]. In this model, the Rotta turbulent dissipation model is
applied for the turbulent dissipation source terms for both the fluid and particle phases with the
addition of new terms accounting for interphase coupling and drag. The source terms involved
with the model for the fluid phase,
Sf,dissipation = Sf,ǫgeneration + Sf,ǫdestruction + Sf,ǫflux + Sf,ǫdrag + Sf,ǫinterphase, (3.112)
include terms for the fluid-phase turbulent dissipation generation, Sf,ǫgeneration, fluid-phase
turbulent dissipation destruction, Sf,ǫdestruction, fluid-phase turbulent dissipation flux, Sf,ǫflux,
fluid-phase turbulent dissipation from drag, Sf,ǫdrag, and interphase coupling of turbulent dis-
sipation, Sf,ǫinterphase. The source terms for the particle phase,
Sp,dissipation = Sp,ǫgeneration + Sp,ǫdestruction + Sp,ǫflux + Sp,ǫinterphase, (3.113)
include the particle-phase turbulent dissipation generation, Sp,ǫgeneration, particle-phase tur-
bulent dissipation destruction, Sp,ǫdestruction, particle-phase turbulent dissipation flux, Sp,ǫflux,
and interphase coupling of turbulent dissipation, Sp,ǫinterphase.
Fluid-phase and particle-phase dissipation generation term
The eddy generation terms for the fluid phase,
Sgeneration,f =
cǫ1ρf 〈αf 〉
2
(
1 +
a1
2
Pf,kk
ǫf
)
Pf,kk
Tf
, (3.114)
and the particle phase,
Sgeneration,p =
cǫ1ρp〈αp〉
2
(
1 +
a1
2
Pp,kk
ǫp
)
Pp,kk
Tp
, (3.115)
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are adapted from the Rotta model as applied in Durbin [25]. The form of this term was
developed with the idea that the
Pf,kk
ǫf
term is able to accurately account for the anisotropy
of the production term in the near-wall region and includes a corresponding a1 coefficient in
addition to the overall cǫ1 dissipation generation coefficient. The turbulent timescale terms
applied here are from Equation 3.82 for the fluid phase and 3.86 for the particle phase.
Fluid-phase and particle-phase dissipation destruction term
The turbulent dissipation eddy destruction terms for the fluid phase,
Sdestruction,f = −cǫ2ρf 〈αf 〉
ǫf
Tf
, (3.116)
and the particle phase,
Sdestruction,p = −cǫ2ρp〈αp〉
ǫp
Tp
, (3.117)
are also adapted from Durbin [25]. cǫ2 is defined as the overall destruction coefficient.
Fluid-phase and particle-phase dissipation flux term
The dissipation flux terms for the fluid phase,
Sflux,f =
∂
∂xi
ρf 〈αf 〉
(
νf +
νf,T
ηǫ
)
∂
∂xi
ǫf , (3.118)
and the particle phase,
Sflux,p =
∂
∂xi
ρp〈αp〉
(
νp +
νp,T
ηǫ
)
∂
∂xi
ǫp, (3.119)
are modeled using the standard gradient-viscosity assumption where ηǫ is the turbulent dis-
sipation turbulent viscosity coefficient [25] [29]. The turbulent viscosities from Equation 3.95
and Equation 3.98 for the fluid and particle phases are applied.
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Fluid-phase dissipation drag term
The fluid-phase interphase drag dissipation term,
Sdrag,f =
cǫ4ρf 〈αf 〉
2Tp
Pg,kk, (3.120)
corresponds with the interphase drag production term in the fluid Reynolds stress equation
seen in Equation 3.104 [13]. Tp is the turbulent timescale for the particle phase defined in
Equation 3.86. cǫ4 is the overall coefficient for drag dissipation.
Fluid-phase and particle-phase dissipation interphase coupling term
The interphase coupling terms for the fluid phase,
Sinterphase,f = cǫ3ρf 〈αf 〉
2〈φ〉
τp
(
βfp(ǫf ǫp)
1
2 − βf ǫf
)
, (3.121)
and the particle phase,
Sinterphase,p = cǫ3ρp〈αp〉
2
τp
(
βfp(ǫf ǫp)
1
2 − ǫp
)
, (3.122)
are developed from the model developed in Capelcelatro et al. (2016) [13]. βf is the same
coupling coefficient and βfp is the same cross-correlation coefficient as applied in the coupling
terms for the Reynolds stresses. cǫ3 is the overall dissipation coupling coefficient.
3.4.5 Particle-phase pressure tensor transport equation
The anisotropic-Gaussian particle pressure model is applied as innovated in Kong et al.
[48]. The transport equation for the particle pressure is derived from a particle kinetic equation
assuming a system of monodispersed, noncohesive spherical particles,
∂f(up,i)
∂t
+ up ·
∂up,i
∂xi
+
∂
∂up,i
· f(ui,p)Ap = Cp, (3.123)
where f(up,i) is the particle velocity distribution function, Ap is the rate of change in the
number density function due to particle collisions, and Cp is the acceleration of the particle due
to gravity and drag from the fluid phase [48]. Through integration of Equation 3.123 over the
particle velocity phase space, the second-order momentum transport equation is developed,
∂M2p
∂t
+∇ · (F2p +G2p) = A2p +C2p, (3.124)
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where M2p is the second-order moment of the particle velocity, F
2
p is the second-order moment of
the particle-phase kinetic spatial fluxes, G2p is the second-order moment of the particle collision
fluxes, A2p is the second-order moment of the source term for gravity and drag, and C
2
p is the
second-order moment of the collisional source term [48]. The second-order particle velocity
moment can be expanded as
M2p = ρp〈αp〉(〈up〉p ⊗ 〈up〉p + 〈Pp〉p), (3.125)
where Pp is the particle-phase pressure tensor [48]. Applying this to Equation 3.124 and
expanding and rearranging the terms results in the final form of the particle-phase pressure
tensor transport equation,
∂
∂t
(ρp〈αp〉〈Pp,ij〉p) +
∂
∂xk
ρp〈αp〉〈up,i〉p〈Pp,jk〉p = Sgranular,ij , (3.126)
where Sgranular,ij is the sum of the source and sink terms for the granular pressure [48].
Particle-phase pressure source and sink terms
The source and sink terms for the granular pressure transport equation,
SP,ij = SP,f lux,ij + SP,generation,ij + SP,dissipation,ij + SP,collision,ij + SP,interphase,ij , (3.127)
include terms for the particle pressure diffusive flux, SPflux,ij , generation through particle
velocity gradients, SP,generation,ij , generation through turbulent dissipation, SP,dissipation,ij ,
collisional energy, SPcollision,ij , and particle interphase dampening, SPinterphase,ij .
Diffusive flux term
The diffusive flux term,
SP,f lux,ij =
∂
∂xk
ρp〈αp〉
(
κp +
νp,T
ηΘ
)
∂〈Pp,ij〉p
∂xk
, (3.128)
is a result of applying a gradient-diffusion model including a coefficient for granular conductivity
defined in Equation 3.99 and particle-phase turbulent viscosity defined in Equation 3.98. ηΘ is
the turbulent viscosity Reynolds stress coefficient defined as unity in this model.
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Particle pressure generation term
The particle generation term is a product of the rearrangement involved with the creation
of the particle pressure transport equation and is dependent on the granular pressure and
collisional pressure multiplied by the particle velocity gradient,
SPgeneration,ij = −ρp〈αp〉((〈Pp,ik〉p + 〈Gp,ik〉p)
∂
∂xk
〈up,j〉p
+ (〈Pp,jk〉p + 〈Gp,jk〉p)
∂
∂xk
〈up,i〉p)
(3.129)
[48].
Dissipation generation term
The source term of granular energy resulting from the turbulent dissipation of turbulent
kinetic energy is defined as
SP,dissipation,ij = ρp〈αp〉
[
cp
〈u′′p,iu
′′
p,k〉f
kf
+
2
3
(1− cp)δij
]
ǫp. (3.130)
This term is taken from the particle-phase dissipation tensor defined in Equation 3.103 [29]
[15].
Collisional energy term
The collisional energy term is developed using a linearized Bhatnagar-Gross-Krook (BGK)
inelastic collision model,
SPcollision,ij =
2ρp〈αp〉
τc
(∆∗ij − 〈Pp,ij〉p)), (3.131)
where ∆∗ij is equal to
∆∗ij = e
2
c〈Θ〉pδij + (1− ec)2〈Pp,ij〉p (3.132)
[55] [48]. τc is the collisional timescale equal to
τc =
dp
6〈αp〉g0(〈αp〉)( 〈Θp〉pπ )
1
2
(3.133)
[48].
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Interphase dampening term
The term representing the dampening of granular energy by the surrounding fluid applied
in this model is
SPinterphase,ij = −
2ρp〈αp〉
τp
〈Pp,ij〉p (3.134)
and it uses the Stokes drag coefficient from Equation 3.61 used in the interphase terms through-
out his model [48].
3.4.6 Model boundary conditions
At the inlet and outlet of the channel, a cyclical periodic boundary is applied for all fields.
Flow in the channel is driven by adjusting the fluid-phase pressure gradient in Equation 3.52
to maintain the mean fluid velocity passing through the inlet and outlet boundary as the value
specified in Table 4.2. The wall boundary condition is set as a zero-gradient boundary condition
to solve the particle volume fraction continuity equation in Equation 3.34. Fluid and particle
phase momentum transport in Equations 3.37 and 3.38 use a no-slip and full-slip model for the
wall boundary respectively.
Two different wall models are applied as the boundary condition to the Reynolds stress
transport in Equations 3.71 and 3.72 depending on conditions of the flow. These boundary
conditions are based on the low Reynolds number boundary applied in OpenFOAM [51]. For
flow conditions for either phase where the wall boundary layer coordinate,
y+n = c
1
4
n,µ
∆wallk
1
2
n
νn
, (3.135)
where ∆wall is the wall-normal mesh length of the wall cell, is more than the turbulent-laminar
threshold value of 11.5, the Reynolds stresses at the walls are defined as
〈u′′′f,iu
′′′
f,j〉f,wall = −νf,Twall((
∂uf,i
∂xj
+
∂uf,j
∂xi
)− 1
3
(
∂uf,k
∂xk
+
∂uf,k
∂xk
)δij) (3.136)
for the fluid phase and
〈u′′p,iu
′′
p,j〉p,wall = −νp,Twall((
∂up,i
∂xj
+
∂up,j
∂xi
)− 1
3
(
∂up,k
∂xk
+
∂up,k
∂xk
)δij) (3.137)
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for the particle phase, where νf,Twall and νp,Twall are the fluid and particle wall turbulent
viscosity. This is defined for both phases as
νn,Twall = νn(y
+
n
κ
log(Ey+n )
− 1), (3.138)
where κ is Kármán’s constant and E is the wall roughness coefficient.
For a flow with the boundary layer coordinate below the turbulent-laminar threshold value
of 11.5, the boundary conditions use the solution of the turbulent kinetic energy transport
equation for each phase. The fluid-phase turbulent kinetic energy transport equation is defined
as
ρf
∂
∂t
(〈αf 〉kf ) + ρf 〈uf,k〉
∂
∂xk
(〈αf 〉kf ) = Sf,k (3.139)
and the particle-phase turbulent kinetic energy equation is defined as
ρp
∂
∂t
(〈αp〉kp) + ρp〈up,k〉
∂
∂xk
(〈αp〉kp) = Sp,k, (3.140)
where Sf,k and Sp,k are the summed source and sink terms for the fluid and particle phases.
These sums are defined through half the trace of the sum of terms from the corresponding
Reynolds stress transport equation,
Sn,k =
1
2
tr(Sn,stress,ij). (3.141)
The wall boundary condition for the turbulent kinetic energy is defined through the relation
kn,wall = c
1
2
n,µkn
2400
c2ǫ2
(
1
(y+n + C)2
+ 2
y+n
C3
− 1√
C
), (3.142)
where C is the low Reynolds number turbulent kinetic energy fit parameter. This value for
the turbulent kinetic energy is related to the Reynolds stresses using constants developed in
Gibson and Launder’s work modeling near-wall turbulence [34]. In this method, the turbulent
kinetic energy at the wall from the boundary condition previously defined is parceled out to
each individual Reynolds stress component:
〈u′′′f,iu
′′′
f,j〉f,wall =γf,ijkf,wall
〈u′′p,iu
′′
p,j〉p,wall =γp,ijkp,wall,
(3.143)
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where γf,ij and γp,ij are the wall Reynolds stress distribution tensors for the fluid and particle
phases. This tensor must be defined such that tr(γn,ij) = 2. For this study, each component
of this tensor for both phases is defined as
γn,xx =βw,xx(1− ηn,iso)
γn,yy =βw,yy(1− ηn,iso)
γn,zz =βw,zz(
2− βw,zz
βw,zz
ηn,iso + 1)
γn,xy =βw,xy
γn,xz =βw,xz
γn,yz =βw,yz,
(3.144)
where βw,ij is the wall Reynolds stress distribution tensor for the pure fluid phase and ηn,iso is
an anisotropisation factor. At an anisotropisation factor value of zero, the stress is distributed
at the wall like a pure fluid case. At a value of one, the stress is distributed only to the single
streamwise component. This factor can be adjusted between these two values to modulate
how Reynolds stress is distributed at the wall. The boundary conditions for the turbulent
dissipation equation at the wall for both phases is defined as
ǫn,wall = c
3
2
n,µ
k
3
2
n
κ∆wall
. (3.145)
Additionally, the trace of the production for each phase, Pn,ii, seen in the eddy generation term
in Equations 3.114 and 3.115 is also modeled at the wall:
Pn,ǫwall,ii = 2c
1
4
n,µ(νn + νn,T )|
∂〈un,wall〉n
∂xi
| k
1
2
n
κ∆wall
, (3.146)
where 〈un,wall〉n is the phase-averaged velocity tangential to the wall. It’s important to note
that the production term near the wall in the Reynolds stress production terms in Equations
3.75 and 3.76 are also modified to make them consistent with the near-wall generation from
the turbulent dissipation wall functions:
Pn,wall,ij = min(
Pn,ǫwall,ii
tr(Pn,ij)
, 1)Pn,ij . (3.147)
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Capelcelatro et al. (2016) proposed a wall boundary condition for the granular pressure
that is analogous to Johnson-Jackson granular temperature wall boundary conditions [15]. The
boundary condition proposed for the diagonal components of the granular pressure tensor is
kΘ
d〈Pp,wall,ii〉p
dxwall−normal
=2Dw(〈up,i〉2p + 〈u
′′
p,iu
′′
p,i〉p)
−DΘ〈Pp,ii〉p − CΘVw(〈Θp〉p − 〈Pp,ii〉p),
(3.148)
where Dw = φsVw is a part of a term for granular energy production due to wall slip, DΘ =
−(1 − ew)Vw is a component in a term representing the generation of granular energy due to
wall collisions, and CΘ is a coefficient for the wall granular energy redistribution term. φs is the
specularity factor and Vw is the wall collision velocity defined as Vw = ccπ/6
√
3〈Θp〉p. kΘ is the
granular conductivity coefficient defined as kΘ = νp/Prp where Prp = (16− 11ec)/(15− 5ec) is
the particle-phase Prandtl number. The boundary condition for the asymmetric yz component
of particle pressure is defined as
〈Pp,wall,yz〉p = Dw〈up,z〉p. (3.149)
Because this work assumes a full-slip boundary condition for the particle-phase velocity, fully
elastic particle-wall collisions, and no redistribution of granular energy at the wall, the diagonal
components of the granular pressure effectively have a zero-gradient boundary condition. Cor-
respondingly, the asymmetric components of the granular pressure tensor have a fixed boundary
condition at zero.
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3.4.7 Model solution algorithm
The overall solution algorithm for the model developed in this study is summarized in the
following steps:
1. Initialization of all variables.
2. Computation of the standard fluid-phase CFL condition,
CCFL,f = max(
1
2V
∆t
∑
faces
|φf |), (3.150)
and the interphase CFL condition,
CCFL,interphase = max(
1
2V
∆t
∑
faces
|φp − φf |), (3.151)
where V is the cell volume and φf and φp are the fluid-phase and particle-phase sur-
face velocity fluxes respectively. The overall CFL condition which limits the timestep
magnitude is taken from the maximum of these two conditions,
CCFL = max(CCFL,f , CCFL,interphase). (3.152)
3. Particle-phase fields for volume fraction, αp, velocity, 〈up,i〉p, Reynolds stress, 〈up,iup,j〉p,
dissipation, ǫp, and particle pressure, 〈Pij〉p are updated using their corresponding equa-
tions in Equations 3.34, 3.38, 3.72, 3.110, and 3.126 respectively.
4. Fluid-phase fields for Reynolds stress, 〈uf,iuf,j〉f , and dissipation, ǫf , are updated using
their corresponding equations in Equations 3.37 and 3.109 respectively.
5. The fluid-phase momentum transport equation from Equation 3.37, 〈uf,i〉f , is constructed
as a semidiscretized equation separating diagonal and off-diagonal elements,
〈uf,i〉f = λf (H+ ρf 〈αf 〉gi +Kdrag〈up,i〉p −∇Pf ), (3.153)
where λf = (A + Kdrag)
−1 is the inverse of the sum of the diagonal coefficients A and
the overall drag coefficient Kdrag =
φ(1−cg)
τp
and H is the off-diagonal contributions to the
fluid-phase equation.
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6. The fluid-phase pressure gradient equation constructed using the fluid-phase velocity
fluxes on each cell surface S,
(〈αf 〉λf )face|S|∇⊥Pf =
dαf
dt
+
〈αf,face〉((λfH)face · S
+ λf,faceρf 〈αf,face〉g · S
+ λf,face(Kdrag〈up〉p)face · S),
(3.154)
develops the fluid-phase pressure field and its result is applied to update the fluid-phase
velocity field.
7. Iterate steps 5 through 6 until the fluid-phase pressure converges.
8. Advance in time and repeat from step 2 until the solution is complete.
3.4.8 One-dimensional RANS Reynolds stress model
One implementation of the RANS Reynolds stress model introduced in this study is a
one-dimensional RANS Reynolds model designed to model the wall-normal profile of fully-
developed turbulent channel flow closely in line with the work done in Capelcelatro et al.
(2016) [15]. The simplicity of this model allows for the rapid generation of data that can
be used to develop closures and modify coefficients in the model. Additional modifications
specific to fully developed turbulent channel flow are also implemented, including the addition
of wall models for the pressure-strain tensor from Durbin (1993) as well as Manceau have also
been implemented in this model [25] [54]. This model was developed and implemented in the
MATLAB environment using both built-in MATLAB PDE solvers along with custom iterative
solvers developed especially for this model. The solution method involves first applying an
initial particle pressure and wall-normal fluid stress to the wall-normal momentum equation
along with the desired average particle phase volume fraction of the case to solve for the
particle phase volume fraction profile. This solid fraction profile is then applied in solving for
the streamwise momentum and Reynolds stresses for both phases in addition to the particle
pressure tensor. The overall mass flow is taken from these results and compared to the desired
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overall flowrate. The streamwise fluid pressure gradient is adjusted in response to this and this
entire process is iterated until a steady solution at the desired overall flowrate is achieved.
In the following equations which summarize this one-dimensional model there is a slight
shift in nomenclature which occurs. The components of the fluid-phase and particle-phase
velocities are split into its constituent components
uf,1 = uf
uf,2 = vf
uf,3 = wf
up,1 = up
up,2 = vp
up,3 = wp
(3.155)
where uf and up are the spanwise fluid-phase and particle-phase velocities, vf and vp are the
wall-normal fluid-phase and particle-phase velocities, and wf and wp are the streamwise fluid-
phase and particle-phase velocities. The spatial definition of the streamwise, wall-normal, and
spanwise directions in a channel can be seen in Figure 4.1.
3.4.8.1 Fluid-phase momentum equations
∂
∂t
〈wf 〉f =
1
〈αf 〉
∂
∂y
〈αf 〉(−〈v
′′′
f w
′′′
f 〉f + νfdy〈wf 〉f )
− 1
ρf
∂
∂z
〈Pf 〉 − gz +
〈φ〉
τp
(1− cg)(〈wp〉p − 〈wf 〉f )
(3.156)
3.4.8.2 Particle-phase momentum transport equations
1
〈αp〉
∂
∂y
〈αp〉(−〈v
′′
pv
′′
p 〉p + 〈Pp,yy〉p) = −gy (3.157)
∂
∂t
〈wp〉p =
1
〈αp〉
∂
∂y
〈αp〉(−〈v
′′
pw
′′
p 〉p+νpdy〈wp〉p−τpǫp,yz)−gz+
1
τp
(1−cg)(〈wf 〉f−〈wp〉p) (3.158)
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Particle-phase viscosity
The particle phase uses an alternative particle viscosity developed for turbulent channel
flow in Capelcelatro et al. for the one-dimensional model:
νp =
〈Θp〉p
[
2ǫp
3〈Θp〉p
+ cc(1+ec)
2
2τc
]2
[
ǫp,yy
〈Θp〉p
+
cc(1 + ec)
2
2τc
]
(3.159)
[13].
Particle-phase turbulent dissipation tensor
One addition present in Equation 3.158 not applied in the general Reynolds stress model is
the addition of an additional flux term, − 1〈αp〉
∂
∂y 〈αp〉τpǫp,yz, designed to account for the granular
flux due to dissipation. The turbulent dissipation tensor for the particle phase is defined using
the same blended model applied in Equation 3.103:
ǫp,ij =
[
cp
〈u′′p,iu
′′
p,j〉p
kp
+
2
3
(1− cp)δij
]
ǫp (3.160)
[13].
3.4.8.3 Fluid-phase Reynolds stress transport equations
∂
∂t
〈u′′′f u
′′′
f 〉f =
1
〈αf 〉
∂
∂y
〈αf 〉
(
νf +
νf,T
ηk
)
∂
∂y
〈u′′′f u
′′′
f 〉f + Pf,xx
− ǫf,xx + kfff,xx +
2〈φ〉
τp
(
βfp
√
〈u′′′f u
′′′
f 〉f 〈u
′′
pu
′′
p〉p − βf 〈u
′′′
f u
′′′
f 〉f
)
(3.161)
∂
∂t
〈v′′′f v
′′′
f 〉f =
1
〈αf 〉
∂
∂y
〈αf 〉
(
νf +
νf,T
ηk
)
∂
∂y
〈v′′′f v
′′′
f 〉f + Pf,yy
− ǫf,yy + kfff,yy +
2〈φ〉
τp
(
βfp
√
〈v′′′f v
′′′
f 〉f 〈v
′′
pv
′′
p 〉p − βf 〈v
′′′
f v
′′′
f 〉f
)
(3.162)
∂
∂t
〈w′′′f w
′′′
f 〉f =
1
〈αf 〉
∂
∂y
〈αf 〉
(
νf +
νf,T
ηk
)
∂
∂y
〈w′′′f w
′′′
f 〉f + Pf,zz + Pg,zz
− ǫf,zz + kfff,zz +
2〈φ〉
τp
(
βfp
√
〈w′′′f w
′′′
f 〉f 〈w
′′
pw
′′
p 〉p − βf 〈w
′′′
f w
′′′
f 〉f
)
(3.163)
∂
∂t
〈v′′′f w
′′′
f 〉f =
1
〈αf 〉
∂
∂y
〈αf 〉
(
νf +
νf,T
ηk
)
∂
∂y
〈v′′′f w
′′′
f 〉f
+ Pf,yz − ǫf,yz + kfff,yz −
2〈φ〉
τp
βf 〈v
′′′
f w
′′′
f 〉f
(3.164)
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In the one-dimensional model, the interphase Reynolds stress cross-correlation coupling
term for the shear stress transport in Equation 3.156 is neglected. This is one way to sidestep
the possibility for the generation of complex roots in the cross-correlation coupling term.
Fluid-phase turbulent viscosity
νf,T = cf,µ〈v
′′′
f v
′′′
f 〉fTf (3.165)
Rather than using the turbulent viscosity from the standard k-ǫ model, the turbulent viscosity
using the wall-normal Reynolds stress applied in Capelcelatro et al. (2016) is used instead [13].
Fluid-phase turbulent dissipation tensor
ǫf,ij =
[
cf
〈u′′′f,iu
′′′
f,j〉f
kf
+
2
3
(1− cf )δij
]
ǫf (3.166)
The definition of the turbulent dissipation tensor applied in the fluid-phase Reynolds stress
transport equations, ǫf,ij , is the Rotta model fluid-phase turbulent dissipation term applied in
Equation 3.102.
Fluid-phase pressure-strain tensor
ff,ij is the application of the pressure-strain such that a near-wall model can be be applied
which solved for an elliptic scalar variable. Elliptic scalar variables can be applied to the fluid
phase pressure-strain tensor to get better behavior in the near-wall region. One example of
this is the Durbin wall model,
L2f∆ff,ij − ff,ij = −Πf,ij , (3.167)
or the Manceau wall model,
L2f∆γ − γ = −1, (3.168)
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where L is defined as the turbulent lengthscale and Πf,ij is the pressure-strain tensor. The
turbulent lengthscale is defined as
Lf = cLmax


k
3/2
f
ǫf
, cη
(
ν3f
ǫf
)1/4

 , (3.169)
where cL is the turbulent lengthscale coefficient and cη is the near-wall coefficient. ff,ij without
any wall model applied is
ff,ij = Πf,ij . (3.170)
The pressure strain tensor is the same Rotta model term already applied in Equation 3.81:
Πf,ij =
cf − c1
kfTf
(〈u′′′f,iu
′′′
f,j〉f −
2
3
kfδij)
− c2
kf
(Pf,ij −
1
3
Pf,kkδij)
− cD
kf
(Pg,ij −
1
3
Pg,kkδij)
(3.171)
[13].
3.4.8.4 Particle-phase Reynolds stress transport equations
∂
∂t
〈u′′pu
′′
p〉p =
1
〈αp〉
∂
∂y
〈αp〉
[(
νp +
νp,T
ηk
)
∂
∂y
〈u′′pu
′′
p〉p + kp
∂
∂y
〈Θp〉p
]
+ Pp,xx − ǫp,xx + kpfp,xx +
2
τp
(
βfp
√
〈u′′′f u
′′′
f 〉f 〈u
′′
pu
′′
p〉p − 〈u
′′
pu
′′
p〉p
)
(3.172)
∂
∂t
〈v′′pv
′′
p 〉p =
1
〈αp〉
∂
∂y
〈αp〉
[(
νp +
νp,T
ηk
)
∂
∂y
〈v′′pv
′′
p 〉p + kp
∂
∂y
〈Θp〉p
]
+ Pp,yy − ǫp,yy + kpfp,yy +
2
τp
(
βfp
√
〈v′′′f v
′′′
f 〉f 〈v
′′
pv
′′
p 〉p − 〈v
′′
pv
′′
p 〉p
)
(3.173)
∂
∂t
〈w′′pw
′′
p 〉p =
1
〈αp〉
∂
∂y
〈αp〉
[(
νp +
νp,T
ηk
)
∂
∂y
〈w′′pw
′′
p 〉p + kp
∂
∂y
〈Θp〉p
]
+ Pp,zz − ǫp,zz + kpfp,zz +
2
τp
(
βfp
√
〈w′′′f w
′′′
f 〉f 〈w
′′
pw
′′
p 〉p − 〈w
′′
pw
′′
p 〉p
)
(3.174)
∂
∂t
〈v′′pw
′′
p 〉p =
1
〈αp〉
∂
∂y
〈αp〉
(
νp +
νp,T
ηk
)
∂
∂y
〈v′′pw
′′
p 〉p+Pp,yz−ǫp,yz+kpfp,yz−
2
τp
〈v′′pw
′′
p 〉p (3.175)
As in the fluid phase, the particle-phase shear Reynolds stress in Equation 3.175 does not
include the cross-correlation portion of the interphase coupling term.
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Particle-phase turbulent viscosity
As in the fluid phase, the particle-phase turbulent viscosity including the wall-normal
Reynolds stress instead of the turbulent viscosity from the standard k-ǫ model:
νp,T = cµ〈v
′′
pv
′′
p 〉pTp (3.176)
.
Particle-phase pressure-strain tensor
No elliptic wall models are applied for the solid phase. The pressure-strain term fp,ij is
therefore
fp,ij = Πp,ij (3.177)
and the corresponding pressure-strain tensor is
Πp,ij =
cp − c1
kpTp
(
〈u′′p,iu
′′
p,j〉p −
2
3
kpδij
)
− c2
kp
(
Pp,ij −
1
3
Pp,kkδij
)
(3.178)
[25].
3.4.8.5 Fluid-phase turbulent dissipation transport equation
∂
∂t
ǫf =
1
〈αf 〉
∂
∂y
(
νf +
νf,T
σǫ
)
∂
∂y
ǫf +
cǫ1
2
(
1 +
a1
2
Pf,kk
ǫf
)
Pf,kk
Tf
+
cǫ4
2Tp
Pg,zz − cǫ2
ǫf
Tf
+ cǫ3
2〈φ〉
τp
(
βfp
√
ǫf ǫp − βf ǫf
)
(3.179)
3.4.8.6 Particle-phase turbulent dissipation transport equation
∂
∂t
ǫp =
1
〈αp〉
∂
∂y
〈αp〉
(
νp +
νp,T
σǫ
)
∂
∂y
ǫp +
cǫ1
2
(
1 +
a1
2
Pp,kk
ǫp
)
Pp,kk
Tp
− cǫ2
ǫp
Tp
+ cǫ3
2
τp
(
βfp
√
ǫf ǫp − ǫp
)
(3.180)
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3.4.8.7 Particle-phase pressure tensor transport equation
∂
∂t
〈Pp,xx〉p =
1
〈αp〉
∂
∂y
〈αp〉
(
νp
Prp
+
νp,T
σΘ
)
∂
∂y
〈Pp,xx〉p
+ ǫp,xx −
2
τp
〈Pp,xx〉p +
cc(1 + ec)
2τc
[(1 + ec)〈Θp〉p − (3− ec)〈Pp,xx〉p]
(3.181)
∂
∂t
〈Pp,yy〉p =
1
〈αp〉
∂
∂y
〈αp〉
(
νp
Prp
+
νp,T
σΘ
)
∂
∂y
〈Pp,yy〉p
+ ǫp,yy −
2
τp
〈Pp,yy〉p +
cc(1 + ec)
2τc
[(1 + ec)〈Θp〉p − (3− ec)〈Pp,yy〉p]
(3.182)
∂
∂t
〈Pp,zz〉p =
1
〈αp〉
∂
∂y
〈αp〉
(
νp
Prp
+
νp,T
σΘ
)
∂
∂y
〈Pp,zz〉p − 2〈Pp,yz〉p
∂
∂y
〈wp〉p
+ ǫp,zz −
2
τp
〈Pp,zz〉p +
cc(1 + ec)
2τc
[(1 + ec)〈Θp〉 − (3− ec)〈Pp,zz〉p]
(3.183)
∂
∂t
〈Pp,yz〉p =
1
〈αp〉
∂
∂y
〈αp〉
(
νp
Prp
+
νp,T
σΘ
)
∂
∂y
〈Pp,yz〉p
− 〈Pp,yy〉p
∂
∂y
〈wp〉p + ǫp,yz −
2
τp
〈Pp,yz〉p −
cc(1 + ec)
2τc
(3− ec)〈Pp,yz〉p
(3.184)
Modified Johnson and Jackson force balance wall boundary conditions
cm
∂
∂y
〈wp〉p[yw] = ccφsπ
√
3〈Θp〉p[yw]
6
〈wp〉p[yw] (3.185)
cm
∂
∂y
〈u′′pu
′′
p〉p[yw] = ccφsπ
√
3〈Θp〉p[yw]
3
〈u′′pu
′′
p〉p[yw] (3.186)
cm
∂
∂y
〈w′′pw
′′
p 〉p[yw] = ccφsπ
√
3〈Θp〉p[yw]
3
〈w′′pw
′′
p 〉p[yw] (3.187)
cm
∂
∂y
kp[yw] = ccφsπ
√
3〈Θp〉p[yw]
3
kp[yw] (3.188)
cm
∂
∂y
ǫp[yw] = ccφsπ
√
3〈Θp〉p[yw]
3
ǫp[yw] (3.189)
cm〈Pp,yz〉p[yw] = ccφsπ
√
3〈Θp〉p[yw]
6
〈wp〉p[yw] (3.190)
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Modified Johnson and Jackson energy balance wall boundary conditions
cm
∂
∂y
〈Pp,xx〉p[yw] =ccπ
√
3〈Θp〉p[yw]
6
(−(1− e2w)〈Pp,xx〉p[yw]
− 50〈Pp,xx〉p[yw] + 50〈Θp〉p[yw])
(3.191)
cm
∂
∂y
〈Pp,yy〉p[yw] =ccπ
√
3〈Θp〉p[yw]
6
(−(1− e2w)〈Pp,yy〉p[yw]
− 50〈Pp,yy〉p[yw] + 50〈Θp〉p[yw])
(3.192)
cm
∂
∂y
〈Pp,zz〉p[yw] =ccπ
√
3〈Θp〉p[yw]
6
(−(1− e2w)〈Pp,zz〉p[yw]
− 50〈Pp,zz〉p[yw] + 50〈Θp〉p[yw] + 2φs(ur[yw]2 + 〈w
′′
pw
′′
p 〉p))
(3.193)
3.4.9 Homogeneous shear model
A RANS model of homogeneous gas-particle shear flow was developed in the MATLAB en-
vironment in this work to capture the corresponding behaviors observed through EL modeling.
The model includes the implementation of a RSM for the gas and particle phase turbulence
and an anisotropic particle pressure model for the uncorrelated fluctuating granular energy in
the particle phase [48] [15].
Homogeneous shear model transport equations
This model solves the Reynolds-averaged transport equations for the phase-averaged particle
velocity, 〈ui,p〉p , phase-averaged fluid and particle Reynolds stresses, 〈u′′′f,iu
′′′
f,j〉f and 〈u
′′
p,iu
′′
p,j〉p
, fluid and particle turbulent dissipation, ǫf and ǫp, and phase-averaged particle pressure,
〈Pp,ij〉p. The phase-averaged fluid velocity, 〈ui,f 〉f , is held constant at zero. The Reynolds-
averaged particle volume fraction 〈αp〉 is held constant for this model. The model equations
are solved in a spatially-uniform domain.
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The Reynolds-averaged particle-phase velocity transport equation,
∂〈ui,p〉p
∂t
=
1
τp
(ud,i − 〈up,i〉p)− g, (3.194)
has a pair of terms representing the interphase drag and the gravitational acceleration. The
interphase drag term includes the particle characteristic timescale, τp, and the drift velocity,
ud,i. The characteristic timescale for Stokes drag is defined as τp = ρpd
2
p/18ρfνf where dp is the
mean particle diameter, ρf and ρp are the bulk density of the fluid and particle phases, and νf
is the viscosity of the fluid phase. The drift velocity is modeled as ud,i = cg〈ui,p〉p where cg is
defined as the drag coefficient. The gravitational acceleration vector, g, is adjusted depending
on the desired orientation of gravity relative to the applied shear.
The Reynolds-averaged transport equation for the phase-averaged fluid Reynolds stress,
∂
∂t
〈u′′′f,iu
′′′
f,j〉f =Sf,production,ij + Sf,pressure−strain,ij + Sf,drag,ij
+ Sf,dissipation,ij + Sf,interphase,ij ,
(3.195)
includes source and sink terms, S, for fluid-phase turbulent production, pressure-strain stress
redistribution, turbulent drag production, turbulent dissipation, and interphase coupling. Its
counterpart for the phase-averaged particle Reynolds stress,
∂
∂t
〈u′′p,iu
′′
p,j〉p =Sp,production,ij + Sp,pressure−strain,ij
+ Sp,dissipation,ij + Sp,interphase,ij ,
(3.196)
includes terms for the particle phase turbulent production, pressure-strain stress redistribution,
turbulent dissipation, and interphase coupling.
The turbulent production term is defined as
Sf,production,ij = Pf,ij = −〈u
′′′
f,iu
′′′
f,k〉f
∂
∂xk
〈uf,j〉f − 〈u
′′′
f,ju
′′′
f,k〉f
∂
∂xk
〈uf,i〉f (3.197)
for the fluid phase and
Sp,production,ij = Pp,ij = −〈u
′′
p,iu
′′
p,k〉p
∂
∂xk
〈up,j〉p − 〈u
′′
p,ju
′′
p,k〉p
∂
∂xk
〈up,i〉p (3.198)
for the particle phase, where Pf,ij and Pp,ij are the fluid and particle turbulent production
tensor. The Rotta model is used as the basis for the pressure-strain redistribution term for both
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the fluid and particle phases, with the former including an additional term for the redistribution
of drag production [67]. They are defined as
Sf,pressure−strain,ij =−
2c1ǫf
〈u′′′f,ku
′′′
f,k〉f
(
〈u′′′f,iu
′′′
f,j〉f −
1
3
〈u′′′f,ku
′′′
f,k〉fδij
)
− c2
(
Pf,ij −
1
3
Pf,kkδij
)
− cD
(
Pg,ij −
1
3
Pg,kkδij
)
(3.199)
for the fluid phase and
Sp,pressure−strain,ij =
2c1ǫp
〈u′′p,ku
′′
p,k〉p
(
〈u′′p,iu
′′
p,j〉p −
1
3
〈u′′p,ku
′′
p,k〉pδij
)
− c2
(
Pp,ij −
1
3
Pp,kkδij
)
(3.200)
for the particle phase, where c1 is the Reynolds stress redistribution coefficient, c2 is the stress
production redistribution coefficient, and cD is the drag redistribution coefficient. Pg,ij is the
turbulent drag production tensor and is defined in the turbulent drag production term:
Sf,drag,ij = Pg,ij =
2〈φ〉
τp
ud,i〈up,j〉p (3.201)
. 〈φ〉 is the mass loading defined as 〈φ〉 = 〈αp〉ρp/〈αf 〉ρf . The turbulent dissipation terms
involve the application of a blending coefficient, cf for the fluid phase and cp for the particle
phase, between Rotta’s turbulent dissipation model and an isotropic dissipation model [67].
The terms are defined as
Sf,dissipation,ij =−
[
2cf
〈u′′′f,iu
′′′
f,j〉f
〈u′′′f,ku
′′′
f,k〉f
+
2
3
(1− cf )δij
]
ǫf (3.202)
for the fluid phase and
Sp,dissipation,ij =−
[
2cp
〈u′′p,iu
′′
p,j〉p
〈u′′p,iu
′′
p,j〉p
+
2
3
(1− cp)δij
]
ǫp (3.203)
for the particle phase. Finally, the interphase coupling terms using the closures from Capel-
celatro et al. (2016) are applied as
Sinterphase,f,ij =
2〈φ〉
τp
(βfpγsgn(〈u
′′′
f,iu
′′′
f,j〉f 〈u
′′
p,iu
′′
p,j〉p)
1
2
− βf 〈u
′′′
f,iu
′′′
f,j〉f )
(3.204)
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in the fluid phase and
Sinterphase,p,ij =
2〈φ〉
τp
(βfpγsgn(〈u
′′′
f,iu
′′′
f,j〉f 〈u
′′
p,iu
′′
p,j〉p)
1
2
− 〈u′′′p,iu
′′′
p,j〉p)
(3.205)
in the particle phase, where βfp and βf are interphase coupling coefficients and γsgn is a sign
control coefficient defined as sgn(〈u′′′f,iu
′′′
f,j〉f 〈u
′′
p,iu
′′
p,j〉p) [15].
The turbulent dissipation transport equation is defined as
∂
∂t
ǫf = Sǫfgeneration−distruction + Sǫf interphase + Sǫfdrag (3.206)
for the fluid phase and
∂
∂t
ǫp = Sǫpgeneration−distruction + Sǫpinterphase (3.207)
for the particle phase. Both phases include terms representing eddy generation and destruction
and interphase couple while the fluid phase also includes a term for drag dissipation.
The eddy generation and destruction term are defined using the Rotta model as
Sǫfgeneration−distruction =
ǫf
〈u′′′f,ku
′′′
f,k〉f
(cǫ1Pf,ii − 2cǫ2ǫf ) (3.208)
for the fluid phase and
Sǫpgeneration−distruction =
ǫp
〈u′′p,ku
′′
p,k〉p
(cǫ1Pp,ii − 2cǫ2ǫp) (3.209)
for the particle phase, where cǫ1 is the eddy generation coefficient and cǫ2 is the eddy destruction
coefficient. The interphase term from Capelcelatro et al. (2016) used in this model is defined
as
Sǫf interphase = cǫ3
2〈φ〉
τp
(
βfp
√
ǫf ǫp − βf ǫf
)
(3.210)
for the fluid phase
Sǫpinterphase = cǫ3
2〈φ〉
τp
(
βfp
√
ǫf ǫp − ǫp
)
(3.211)
for the particle phase, where cǫ3 is the interphase dissipation coupling coefficient [15].
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The drag dissipation term from Capelcelatro et al. (2016) used only for the fluid phase is
defined as
Sǫfdrag =
cǫ4cgǫp〈φ〉
〈u′′p,ku
′′
p,k〉p
Pg,ii, (3.212)
where cǫ4 is the drag dissipation coefficient [15].
The particle pressure transport equation is defined as
∂
∂t
〈Pp,ij〉p =SPproduction,ij + SPdissipation,ij
+ SPinterphase,ij + SPcollision,ij
(3.213)
and contains source and sink terms representing the production of granular energy, production
of granular energy from particle-phase dissipation, interphase dampening, and interparticle
collisions.
The production of granular energy term is defined as
SPproduction,ij = −〈Pp,ik〉p
∂
∂xk
〈up,j〉p − 〈Pp,jk〉p
∂
∂xk
〈up,i〉p. (3.214)
The production of granular energy from particle-phase dissipation term is identical to that used
in the particle-phase Reynolds stress equation:
SPdissipation,ij =
[
cp
〈u′′p,iu
′′
p,k〉f
kf
+
2
3
(1− cp)δij
]
ǫp. (3.215)
The interphase dampening of granular energy term is defined as
SPinterphase,ij = −
2
τp
〈Pp,ij〉p. (3.216)
The collision term is defined as
SPcollision,ij =
cc
6τc
(1 + ec)((1 + ec)δij〈Pp,kk〉p − 3(3− ec)〈Pp,ij〉p), (3.217)
where cc is the collision coefficient and ec is the particle restitution coefficient. τc is the collision
characteristic timescale defined as τc =
√
3πdp/(6cc〈αp〉
√
〈Pp,kk〉p).
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CHAPTER 4. MODELED GEOMETRY AND PARAMETERS
4.1 Channel flow
Figure 4.1: Modeled geometry
This study models particle-gas flow in a rectangular riser channel as seen in Figure 4.1. The
dimensions of the EE-AG and EL models can be seen in Table 4.1. Both EE-AG and EL cases
use an identical block grid as the solution mesh including near-wall refinement based on the
work of Kim et al [45]. The EE-AG simulations were done using 384 processors on the Iowa
State University Cyence cluster. The RSM model uses a uniform block grid that is close to
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the refinement of the EE-AG and EL models but it does not include any near-wall refinement.
Statistics for the RSM model were collected on a 2-dimensional slice on the yz plane of the
same channel. Only a single processor on a workstation computer was necessary to efficiently
run the RSM simulation. The physical properties of the fluid and particle phases are contained
in Table 4.2.
Table 4.1: Channel geometric parameters
Dimension label Size (m)
Spanwise (x) 0.054
Wall-normal (y) 0.036
Streamwise (z) 0.36
RANS slice (z) 0.144
Table 4.2: Model parameters
Model parameter Value
Fluid-phase density ρf (kg/m
3) 1
Fluid-phase viscosity νf (m
2/s) 1.8x10−5
Overall channel velocity Uf,mean 5.02 (m/s)
Particle-phase density ρp (kg/m
3) 2000
Small Stokes particle diameter dp (µm) 45
Large Stokes particle diameter dp (µm) 144
Particle-phase restitution coefficient ec 0.9
Gravitational acceleration gz (m/s
2) -9.81
The series of trails done for this study are summarized in Table 4.3. The particle size was
varied to execute trials with particle corresponding with a small Stokes number, 1.74, and a
large Stokes number, 17.86. The range of mass loadings correspond to a particle-phase volume
fraction of 0.0005 at a mass loading of 0.2 to a volume fraction of 0.005 at a mass loading of
10 for the large Stokes particle cases. The maximum mass loading for the small Stokes particle
cases was set at volume fraction of 0.002 corresponding to a mass loading of 4.
Table 4.4 displays the parameters related to the turbulence and particle pressure models
contained in this work. The values for the turbulence model parameters are taken from Capel-
celatro et al. (2016) [15]. The values for the Reynolds stress redistribution tensor are taken
from the documentation for ANSYS Fluent [1].
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Table 4.3: Mass loading and particle size trial parameters
Trial parameter Values
Small stokes particle mass loading trial values 〈φ〉 0.2,1,2,4
Large stokes particle mass loading trial values 〈φ〉 0.2,1,2,4,10
Table 4.4: Turbulence and particle pressure model parameters
Model parameter Value
Pure fluid stress redistribution coefficient c1 0.6
Pure fluid stress production redistribution coefficient c2 0.6
Drag production redistribution coefficient cD 0
Fluid-phase dissipation tensor model blending coefficient cf 0.93
Particle-phase dissipation tensor model blending coefficient cp 0.93
Dissipation eddy generation coefficient cǫ1 1.44
Dissipation eddy destruction coefficient cǫ2 1.92
Dissipation interphase coupling coefficient cǫ3 0.736
Dissipation drag coefficient cǫ4 0
Particle-averaged fluid stress turbulent coupling coefficient βf 1.03
Particle-averaged interphase stress turbulent coupling coefficient βfp 0.876
Collision model coefficient cc 2
Kármán’s constant κ 0.41
Wall roughness coefficient E 9.0
Streamwise pure fluid wall
Reynolds stress distribution tensor βw,zz
1.098
Wall-normal pure fluid wall
Reynolds stress distribution tensor βw,yy
0.247
Spanwise pure fluid wall
Reynolds stress distribution tensor βw,xx
0.655
Shear streamwise/wall-normal pure fluid wall
Reynolds stress distribution tensor βw,yz
0.255
Shear streamwise/spanwise pure fluid wall
Reynolds stress distribution tensor βw,xz
0
Shear spanwise/wall-normal pure fluid wall
Reynolds stress distribution tensor βw,xy
0
Low Reynodls number turbulent kinetic energy fir parameter C 11
Specularity factor φs 0
Particle-wall restitution coefficient ew 1
Wall redistribution coefficient cΘ 0
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4.2 Shear flow
The model solution is done in a boundless spatially uniform domain under a constant speci-
fied shear Γij =
∂
∂xi
〈un,j〉n applied directly to the production terms for each phase in Equations
3.197, 3.198, and 3.214. For the series of trials done in the vertical shear configuration, the
shear is applied to the yz shear component as seen in Figure 4.2 (a) and gravity is applied in
the negative z direction. The horizontal configuration in Figure 4.2 (b) also has the gravity
applied in the negative z direction but the shear is applied to the xy component. The values
for the applied shear normalized by the characteristic particle time for each series of trials are
contained in Table 4.5. The corresponding initial conditions used in Patel (2019) are applied
as the initial condition for the Reynolds stresses [61]. The initial condition from the EL model
for the particle velocity was not applied due to it causing numerical instability in the solution
in the RSM.
(a)
(b)
Figure 4.2: Geometric configuration of (a) vertical and (b) horizontal shear trials
Table 4.5: Turbulence and particle pressure shear flow trial parameters
Trial parameter Values
Vertical applied shear trial values Γijτp 0.5,1,2,4
Horizontal applied shear trial values Γijτp 1,4
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The physical properties of the fluid and particle phases are contained in Table 4.6.
Table 4.6: Shear model parameters
Model parameter Value
Fluid-phase density ρf (kg/m
3) 1
Fluid-phase viscosity νf (m
2/s) 1.8x10−5
Particle-phase volume fraction 〈αp〉 0.01
Particle-phase density ρp (kg/m
3) 2000
Particle-phase diameter dp (µm) 90
Particle-phase restitution coefficient ec 0.9
Gravitational acceleration gz (m/s
2) -4.0004
The base model turbulence parameters are taken from the standard CIT parameters used
in Capelcelatro et al. (2016) in Table 4.7 [14].
Table 4.7: Turbulence and particle pressure shear flow model parameters
Model parameter Value
Drag production coefficient cg 0.6
Stress redistribution coefficient c1 0.18
Stress production redistribution coefficient c2 0.6
Drag production redistribution coefficient cD 0.139
Fluid-phase dissipation tensor model blending coefficient cf 0.93
Particle-phase dissipation tensor model blending coefficient cp 0.93
Dissipation eddy generation coefficient cǫ1 1.44
Dissipation eddy destruction coefficient cǫ2 1.92
Dissipation interphase coupling coefficient cǫ3 0.736
Dissipation drag coefficient cǫ4 1.92
Particle-averaged fluid stress turbulent coupling coefficient βf 1.03
Particle-averaged interphase stress turbulent coupling coefficient βfp 0.876
Collision model coefficient cc 2
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CHAPTER 5. RESULTS
5.1 Euler-Euler anisotropic Gaussian model
This section implements the EE-AG model introduced in section 3.3 in the channel flow
system specified in section 4.1. The results from the EE-AG model are compared with the
corresponding results obtained from the EL model introduced in section 3.2. A pure fluid case
as well as runs with sizes corresponding to a large and small Stokes number at a range of dilute
particle concentrations as outlined in Table 4.3 are the focus of this study.
5.1.1 Pure-fluid case
For modeling pure-fluid channel flow, the mass conservation and Navier–Stokes equations in
Equation 3.2 for the EL model and Equation 3.12 for the EE-AG model are identical. The only
difference is that the EL model is solved using the NGA environment and the EE-AG is solved
in OpenFOAM. Figure 5.1 compares the streamwise velocity of the EE-AG and EL models as
well as the Reynolds-stress components in a pure-fluid channel. The pure-fluid mean velocity
profiles of the EL and EE-AG models demonstrate good agreement. The Reynolds stresses, on
the other hand, display minor deviations between the two simulation codes, especially towards
the center of the channel. The EE-AG code shows more anisotropy towards the streamwise
direction, with the wall-normal and spanwise turbulent components being more prominent in
the EL code. The fluid kinetic energy of the EE-AG model also overpredicts that observed in
the EL model. Nonetheless, the pure-fluid comparisons give us confidence that the two codes
are capturing correctly the turbulent channel flow and, thus, can be employed for comparisons
between the EE an EL approaches for particle-laden flows.
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Figure 5.1: Pure-fluid case comparison of EE-AG and EL data. Streamwise components (z
or zz) for the EE-AG and EL cases are denoted respectively as ( ) and ( ), wall-normal
components (yy) as ( ) and ( ), spanwise components (xx) as ( ) and ( ), and shear
components (yz) as ( ) and ( ). Fluid-phase turbulent kinetic energy is denoted as ( )
and ( ).
5.1.2 Small Stokes number particles
Figures 5.2–5.5 show the mean velocities and Reynolds-stress components for all cases using
particles corresponding to the smaller Stokes number. With the exception of the mass loading
of 4 case in Fig. 5.5, there is good agreement between EL and EE-AG results for the fluid and
particle velocities. The significant difference seen in the mass loading of 4 case is attributed
to a particular parameter deviation in the execution of the EL model where a slower overall
channel velocity of 4.24 (m/s) was applied rather than the intended value of 5.02 (m/s). The
result was that the velocity profile of the EL is much more laminar in shape.
The lowest particle mass loading in Fig. 5.2 demonstrates the similar kind of deviations of
the Reynolds stresses seen in the pure fluid case in Fig. 5.1. As more particles are applied, the
Reynolds stresses become more anisotropic and display almost perfect agreement between the
two models in Figs. 5.3 and 5.4. The agreement is maintained in Fig. 5.5 despite the differing
channel velocity. The particle-phase Reynolds stresses in Figs. 5.2–5.5 show consistently good
agreement between the EE-AG and EL models at all mass loadings. On the other hand, the
EE-AG model for the lower mass loading cases underpredicts the uncorrelated kinetic energy
of the particle phase near the wall. This may be an undesirable side effect of the near-wall
blending operation used to increase the time step. Recall, however, that the EL prediction for
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Figure 5.2: ML= 0.2 case comparison of EE-AG and EL data using small Stokes number par-
ticles. Streamwise components (z or zz) for the EE-AG and EL cases are denoted respectively
as ( ) and ( ), wall-normal components (yy) as ( ) and ( ), spanwise components
(xx) as ( ) and ( ), and shear components (yz) as ( ) and ( ). Fluid-phase turbu-
lent kinetic energy is denoted as ( ) and ( ), correlated particle-phase turbulent kinetic
energy as ( ) and ( ), and uncorrelated particle phase fluctuating kinetic energy as ( )
and ( ).
the particle-phase kinetic energy is most accurate for the sum of the correlated and uncorrelated
components because the individual components are found by a filtering operation [12].
The reason behind the change towards anisotropic behavior for increasing mass loading is
a direct result of how turbulence changes as more particles are present in the flow [16]. Figures
5.6 and 5.7 show the major fluid-phase streamwise source and sink terms extracted from the
EE-AG and EL results. As the concentration of particles increases in Fig. 5.6, the production of
turbulent kinetic energy shifts from classical velocity-gradient-driven production to production
dominated by drag. This drag is significant only in the streamwise direction, resulting in the
progression to anisotropy seen in Figs. 5.2–5.5. With this change, the dissipation of fluid-
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Figure 5.3: ML= 1 case comparison of EE-AG and EL data using small Stokes number particles.
Streamwise components (z or zz) for the EE-AG and EL cases are denoted respectively as ( )
and ( ), wall-normal components (yy) as ( ) and ( ), spanwise components (xx) as
( ) and ( ), and shear components (yz) as ( ) and ( ). Fluid-phase turbulent
kinetic energy is denoted as ( ) and ( ), correlated particle-phase turbulent kinetic energy
as ( ) and ( ), and uncorrelated particle phase fluctuating kinetic energy as ( ) and
( ).
phase turbulent kinetic energy shifts in Fig. 5.7 from fluid-phase dissipation to interphase drag
exchange to the particle phase. It is due to latter mechanism that CIT appears at higher mass
loadings.
The effects of this transition can be observed directly in the EE-AG results through exam-
ining instantaneous profiles of the streamwise velocity and solid fraction in Fig. 5.8. In these
plots, areas of relatively high particle-phase concentration are superimposed onto the instan-
taneous fluid-phase velocity profiles. These clusters are identified for each case as cells where
the particle volume fraction is more than 1.75 times the mean particle-phase volume fraction.
In the low mass loading case in Fig. 5.8(A), even the areas with relatively large particle con-
72
Figure 5.4: ML= 2 case comparison of EE-AG and EL data using small Stokes number particles.
Streamwise components (z or zz) for the EE-AG and EL cases are denoted respectively as ( )
and ( ), wall-normal components (yy) as ( ) and ( ), spanwise components (xx) as
( ) and ( ), and shear components (yz) as ( ) and ( ). Fluid-phase turbulent
kinetic energy is denoted as ( ) and ( ), correlated particle-phase turbulent kinetic energy
as ( ) and ( ), and uncorrelated particle phase fluctuating kinetic energy as ( ) and
( ).
centration do not have much of an effect on the turbulent behavior of the fluid phase. As more
particles are applied as seen in Fig. 5.8(B) and (C), the fluid behavior visibly relaminarizes as
more of the turbulent kinetic energy is transferred to the particle phase. At the largest mass
loading for the small Stokes number particles in Fig. 5.8(D), the flow of the fluid phase can be
seen carving itself around the areas where there are high concentrations of particles, showing
the beginning of CIT behavior.
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Figure 5.5: ML= 4 case comparison of EE-AG and EL data using small Stokes number particles.
Streamwise components (z or zz) for the EE-AG and EL cases are denoted respectively as ( )
and ( ), wall-normal components (yy) as ( ) and ( ), spanwise components (xx) as
( ) and ( ), and shear components (yz) as ( ) and ( ). Fluid-phase turbulent
kinetic energy is denoted as ( ) and ( ), correlated particle-phase turbulent kinetic energy
as ( ) and ( ), and uncorrelated particle phase fluctuating kinetic energy as ( ) and
( ).
The particle hold-up profiles in Fig. 5.9 also demonstrates a transition in both the EE-AG
and EL models where the particles redistribute from near the wall at the lowest mass loading
to the center of the channel as more particles are added. The particle-phase pressure tensor
profiles in Fig. 5.2–5.5 show that both the EL and EE-AG model maintain the anisotropy of
the particle-phase pressure tensor at each mass loading.
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Figure 5.6: Small Stokes fluid-phase streamwise Reynolds-stress component major source terms
comparison.
Figure 5.7: Small Stokes fluid-phase streamwise Reynolds-stress component major sink terms
comparison.
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Figure 5.8: Instantaneous low Stokes EE-AG profiles of the streamwise fluid-phase velocity
overlaid with cells of high particle volume fraction at (A) ML = 0.2, (B) ML = 1, (C) ML = 2
and (D) ML = 4.
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Figure 5.9: Small Stokes particle-phase volume fraction profiles comparison.
5.1.3 Large Stokes number particles
Figure 5.10 shows the instantaneous fluid-phase velocity profiles overlaid with the cells with
1.5 times the mean particle concentration for the large Stokes particles. The streamwise fluid
velocities for the dilute cases in Fig. 5.10(A), (B), and (C) show no variation down the length of
the channel and with only minor variation in (D). The lack of fluid-phase flow instabilities is in
complete contrast to not only the small Stokes particles at equivalent mass loadings in Fig. 5.8,
but also the pure fluid case. Additionally, particle clusters only appear at the highest mass
loading case in Fig. 5.10(E), indicating a high degree of uniformity of the particle profile for the
other cases. This is supported by the averaged wall-normal particle volume fraction profiles in
Fig. 5.11 showing that the particle profiles are nearly completely uniform at the lowest mass
loading cases. In contrast to the EE-AG model, the EL simulations remain turbulent at the
lower mass loading for the large Stokes particles.
At these greater mass loadings shown in Figs. 5.12–5.14, the EE-AG fluid-velocity gradient
matches its EL counterpart quite well. However, the EE-AG particle-phase velocities include
a wall-normal dip in the near-wall region for each case that is absent from the EL results.
At all mass loadings the EE-AG model fluid-phase turbulence is highly anisotropic while the
EL model is only the same at the greater mass loadings. The particle-phase turbulence is
consistently anisotropic between both models. The particle pressures in Figs. 5.12–5.14 show
consistent agreement of highly anisotropic particle pressure in both models.
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Figure 5.10: Instantaneous EE-AG large Stokes profiles of the streamwise fluid-phase velocity
overlaid with cells of high particle volume fraction at (A) ML = 0.2, (B) ML = 1, (C) ML = 2,
(D) ML = 4, and (E) ML = 10.
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Figure 5.11: Large Stokes particle-phase volume fraction profiles comparison.
The behavior of the EE-AG small mass loading cases using the large Stokes particles at
first appears to be a counter-intuitive result given both the small Stokes particle agreement
and the interphase momentum coupling terms in fluid-phase and particle-phase momentum
transport in Equations 3.12 and 3.14, respectively. With large Stokes particles, the Stokes drag
timescale is larger and allows for more decoupling between the particle and fluid phases because
of the smaller drag momentum coupling term. Instead of the smaller term freeing up the fluid
phase to behave more like the pure fluid case, even an extremely small volume of large Stokes
particles is able to completely eliminate any significant wall-normal and spanwise flux and the
corresponding turbulence in those directions.
The key element to explaining this divergence is the ability of the EL model to capture
the specific local impact of each individual particle present in the system on the fluid phase
that is absent in the EE-AG model. The EE-AG model instead involves redistributing the
impact of those particles into a locally-averaged drag term. The difference between these two
approaches is greatest where there is only a small particle number concentration. In the mass
loading of 0.2 case using large Stokes particles, for example, only a tiny fraction of the 31.6
million cells contain one of the 44.8 thousand particles. Under these conditions, particle–particle
collisions are rare, making the AG distribution inaccurate for representing the particle velocity
distribution. When the local averaging in the EE-AG model spreads out the fluid–particle
coupling too thin at lower large Stokes particle concentrations, this difference is observed in
how the fluid-phase flow instabilities are dampened due to the smaller drag term. With the
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Figure 5.12: ML= 2 case comparison of EE-AG and EL data using large Stokes number parti-
cles. Streamwise components (z or zz) for the EE-AG and EL cases are denoted respectively
as ( ) and ( ), wall-normal components (yy) as ( ) and ( ), spanwise components
(xx) as ( ) and ( ), and shear components (yz) as ( ) and ( ). Fluid-phase turbu-
lent kinetic energy is denoted as ( ) and ( ), correlated particle-phase turbulent kinetic
energy as ( ) and ( ), and uncorrelated particle phase fluctuating kinetic energy as ( )
and ( ).
greater drag term present in the small Stokes particle cases at equivalent mass loadings, any
given tiny flow instability that develops into the characteristic turbulent eddies and churning
in the fluid phase is more readily transferred via drag to the particle phase. The particle phase
ends up behaving much like the fluid phase in those cases and is itself turbulently redistributed
throughout the channel. But with the larger particles, the tiny flow instabilities that initially
occur in the fluid phase have less leverage to coax the particle phase to move along with it. At
the smallest particle concentrations, this results in all the acceleration from the tiny instabilities
getting wasted trying to move an uncooperative particle phase. This is why the distribution of
particles in those cases is so uniform. As the particle concentration is increased, the fluid-phase
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Figure 5.13: ML= 4 case comparison of EE-AG and EL data using large Stokes number parti-
cles. Streamwise components (z or zz) for the EE-AG and EL cases are denoted respectively
as ( ) and ( ), wall-normal components (yy) as ( ) and ( ), spanwise components
(xx) as ( ) and ( ), and shear components (yz) as ( ) and ( ). Fluid-phase turbu-
lent kinetic energy is denoted as ( ) and ( ), correlated particle-phase turbulent kinetic
energy as ( ) and ( ), and uncorrelated particle phase fluctuating kinetic energy as ( )
and ( ).
drag term increases with it, as do particle–particle collisions. This is why beginning with the
mass loading of 4 case there begins to be maldistribution in the particle holdup profile as the
instabilities finally begin to propagate through to the particle phase.
5.1.4 Analysis
Using the small Stokes particles, the EE-AG model was able to successfully capture the
behavior of the EL model. With the exception of the 4 mass-loading case where there was a
parameter deviation in the EL model, the velocity, particle holdup, particle-pressure tensor,
and Reynolds stresses extracted from both models showed reasonably good agreement. Minor
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Figure 5.14: ML= 10 case comparison of EE-AG and EL data using large Stokes number par-
ticles. Streamwise components (z or zz) for the EE-AG and EL cases are denoted respectively
as ( ) and ( ), wall-normal components (yy) as ( ) and ( ), spanwise components
(xx) as ( ) and ( ), and shear components (yz) as ( ) and ( ). Fluid-phase turbu-
lent kinetic energy is denoted as ( ) and ( ), correlated particle-phase turbulent kinetic
energy as ( ) and ( ), and uncorrelated particle phase fluctuating kinetic energy as ( )
and ( ).
differences may be attributed to the different statistics extraction methodologies between EE-
AG and EL models as well as the contrasting solution methodology employed between the
NGA and OpenFOAM environments. Importantly, the EE-AG model was able to capture
the transition in the fluid-phase turbulence observed in the EL results from fully developed
turbulent flow to a relaminarized flow regime to CIT as more and more particles were added to
the channel [16]. From these results, the EE-AG model presents itself as a promising alternative
to the EL model for dilute systems containing small Stokes particles, i.e., when the particle
number concentration is large enough to warrant an Eulerian description.
82
The EE-AG model had far more mixed success in matching the EL results when large Stokes
particles were used in combination with dilute conditions where particle–particle collision are
infrequent. The low mass-loading cases for the EE-AG model in particular showed a nearly
uniform particle holdup profile and a flow regime absent of significant flux in non-streamwise
directions. Both of these observations are inconsistent with EL results. This difference can be
attributed to the inability of the continuum drag model to describe the behavior of systems
that are only sparsely populated by particles, resulting in the dampening of the formation
of particle-phase instabilities. At larger mass loadings the system becomes spatially uniform
enough to overcome this dampening effect and the primary flow statistics for the EE-AG model
begin to agree much more with the EL results. Given that the cases where this is a problem
involve dilute concentrations of large particles, this is not an issue in modeling these systems
efficiently given that EL models in general excel in modeling systems under those conditions.
These results indicate that the EE-AG model may still offer a good alternative to EL modeling
with large Stoke particles at larger mass loadings when the number of particles begins to become
too computationally costly for the EL model. A key point in future work for both small and
large Stokes particles involves exploring these larger concentrations to check whether the EE-
AG model is capable of accurately capturing CIT and dense particulate flows (e.g., fluidized
beds), ideally with the aid of experimental data.
5.2 RANS Reynolds stress model
5.2.1 Parameter modification
This section details how several parameters used in the RSM utilize turbulent statistics
extracted from the EL model to determine how they change as the mass loading increases.
Three sets of parameters were focused on for modification for this model: the drag coefficient,
the wall anisotropisation factor, and the pressure-strain redistribution coefficients.
The drag coefficient parameter cg present in the interphase drag exchange term in Equations
3.58 and 3.59 and the drag production term in Equation 3.104 is directly computed from the EL
data. Unlike in our previous work [15], for simplicity here we do not make cg a function of the
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Figure 5.15: EL average cg as a function of mass loading.
distance from the channel wall. Figure 5.15 shows the drag coefficient as a function of the mass
loading using both the small and large particles. The constant drag coefficient is computed
from the EL results as a constant computed from averaging over the volume of channel. In both
cases the drag coefficient increases with the mass loading, with the small particles increasing
more gradually. Based on the results in our prior work [15], the drift velocity (and hence cg)
is very small near the channel wall. Thus, we can expect that using the channel-average value
for cg is likely to overpredict the kinetic energy near the wall.
The anisotropisation factor for the Reynolds stress wall boundary condition in Equation
3.144, ηn,iso, is taken directly from the values of the Reynolds stresses at the wall averaged over
the channel in the EL results for both phases. This value as a function of the mass loading
for the small and large particles can be seen in Figure 5.16. As the mass loading increases, so
does the fluid-phase anisotropy at the wall. The anisotropy of the particle phase, on the other
hand, at the wall remains consistently highly anisotropic at all mass loadings as seen.
The parameters c1,n and c2,n used in the pressure-strain redistribution tensor terms in
Equations 3.81 and 3.85 were also modified in a similar way based on the anisotropy seen in
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Figure 5.16: EL average fluid-phase and particle-phase ansiotropisation factor as a function of
mass loading.
[ht]
Figure 5.17: Fluid-phase and particle-phase Reynolds stress and redistribution coefficients
based on EL data.
the stresses extracted from the EL model for each phase for the entire wall-normal profile rather
than just at the wall. Figure 5.17 shows how the parameters were modified for the fluid and
particle phase using each particle size. Through an initial comparison with the pure-fluid EL
model case, a value of 0.6 was chosen as the baseline for both c1,n and c2,n constants. These
constants were reduced up to a baseline of 0.18 to match the degree of anisotropisation observed
in the EL model at each mass loading. The particle phase consistently had a high degree of
anisotropisation, even at the smallest mass loadings. The only difference between the large and
small particles were that the larger particles had less anisotropisation at higher mass loadings
than the small particles.
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5.2.2 Vertical channel flow comparison
In this section, statistics collected from the EL and EE-AG simulations are compared with
their counterparts obtained using the RSM. Figure 5.18 shows the pure fluid case velocity,
Reynolds stresses, and turbulent kinetic energy for all three simulations. The profiles for all
models in this and all subsequent figures in this work are generated through averaging down
the length of the channel over 1 second. The phase velocity is normalized using the channel
velocity from Table 4.2 and the Reynolds stresses are normalized using the corresponding
turbulent kinetic energy of the phase. The turbulent kinetic energy is normalized using the
square of the channel velocity. The fluid velocity for the RSM show excellent correspondence
with the other models. Towards the center of the channel, the RSM shows good correspondence
with the Reynolds stresses in the other models. One feature seen in the EL and EE-AG models
that is not resolved in the RSM is the peak of high anisotropy in the streamwise region towards
the wall. Additionally, the overall fluid-phase turbulent kinetic energy decreases at a slower
rate from the peak in the near-wall region. One reason for this deviation in the near-wall reason
can be observed in Figure 5.19 where the RSM overpredicts the turbulent production in the
streamwise direction in the near-wall region. This appears to be a product of transitioning to
low Reynolds number behavior as the wall is approached from the channel center.
Figure 5.18: Pure-fluid case comparison of EE-AG, EL, and RSM data. Streamwise components
(z or zz) for the EE-AG, EL, and RSM cases are denoted respectively as ( ), ( ), and
( ); wall-normal components (yy) as ( ),( ), and ( ); spanwise components (xx) as
( ), ( ), and ( ); and shear components (yz) as ( ), ( ), and ( ). Fluid-phase
turbulent kinetic energy is denoted as ( ), ( ), and ( ).
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Figure 5.19: Pure fluid streamwise production term comparison
The fluid-phase velocities, kinetic energy, and Reynolds stresses of the EL, EE-AG, and
RSM simulations with small particles can be seen in Figure 5.20. The mass loading of 4 case is
omitted here due to a parameter error resulting in a slower mean channel velocity. The same
profiles for the cases using large particles can be seen in Figure 5.21. The low mass loading cases
with large particles corresponding to a mass loading of 0.2, 1, and 2 using the EE-AG model
are also omitted due their extremely small particle number density. The EE-AG model does
not accurately capture the behavior of spatially intermittent systems such as those. Overall,
the RSM fluid-phase velocity profiles show reasonably good agreement with the EE-AG and
EL models, with the RSM consistently slightly under-predicting the slope as the profile begins
to level off going away from the wall. For the highest loading case using large particles in
Figure 5.21 (e), the RSM demonstrates the flattening of the fluid velocity profile seen in the
EE-AG and EL simulations.
For both particle sizes and at all mass loadings the RSM significantly overpredicts the
fluid-phase turbulent kinetic energy versus the other simulations near the wall. The largest
contributor to their overprediction in fluid-phase stress comes from the use of a uniform drag
coefficient. This causes the drag stress production term in Equation 3.104 to be at its largest
value closest to the wall when the difference between the fluid and particle velocities is corre-
spondingly at its largest value. This results in a significant amount of fluid-phase turbulent
kinetic energy to be applied to the system near the wall. Additionally, as observed in the pure
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fluid-phase case in Figure 5.19, the RSM inherently overpredicts the fluid-phase turbulent pro-
duction close to the wall. Despite this, the RSM does come closer to matching the fluid-phase
turbulent kinetic energy of other models towards the center of the channel. Away from the
walls, the RSM demonstrates the initial collapse in the fluid-phase turbulent kinetic energy for
both particle sizes as the mass loading is increased from the most dilute case. For the large
mass loading cases using the large particles in 5.21 (d) and (e), the RSM also show the same
recovery of the fluid-phase turbulent kinetic energy following this collapse observed in the other
models.
The anisotropy of the RSM fluid-phase Reynolds stresses shows good agreement with the
other models in the lower mass loading cases in Figures 5.20 and 5.21 (a) and (b). As in the
pure fluid case the RSM does not resolve the near-wall high anisotropy peak for those cases
and generally underpredicts the anisotropy close to the wall at higher mass loadings as well.
For both the small and large particle cases, the RSM cases demonstrate the same increase in
anisotropy with increased mass loading as observed in the EL and EE-AG simulations. The
anisotropy of the RSM matches well with the other simulations at higher mass loadings for
the small particles. The large particle intermediate mass loading RSM case in Figure 5.21
(c) slightly underpredicts the anisotropy of the the other simulations but the subsequent high
Stokes cases in Figure 5.21 (d) and (e) match them at the center of the channel. While both
the EE-AG and EL simulations demonstrate a collapse in the shear stress as the mass loading
increases for both large and small particles that only begins to happen in the large particle
case at the center of the channel at the largest mass loading cases in Figure 5.21 (d) and (e).
The corresponding particle-phase profiles of the streamwise velocity, kinetic energy, Reynolds
stresses, and particle pressure are seen in Figure 5.22 for the small particles and Figure 5.23
for the large particles. While the RSM particle-phase velocity profiles show good agreement
with the EE-AG and EL simulations for both particle sizes, there exists a deviation in the
particle-phase velocity close to the wall for the small particle cases. In those cases the RSM
consistently overpredicts the particle-phase velocity close to the wall. The particle-phase tur-
bulent kinetic energy and fluctuating kinetic energy show reasonably good agreement between
all three models with the exception of the dilute small particle cases seen in Figure 5.22 (a)
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(a) EE-AG
(b) RSM
Figure 5.24: Instantaneous velocity of the (a) EE-AG and (b) RSM with cells with particle
volume fraction greater than 1.75 αp,mean superimposed at mass loadings of (A) 0.2 (B) 1 (C)
2 (D) 4 with small particles.
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and (b), where good agreement is lacking between the EE-AG and EL models. All models
demonstrated the overall decline in both the particle-phase turbulent kinetic energy and fluc-
tuating kinetic energy as the mass loading is increased. The anistropy of the particle stresses
and granular pressure generally showed good agreement between all models. For all cases, sizes,
and models, the anisotropy was consistently large for the particle-phase Reynolds stresses. For
the particle pressure, the RSM was able to capture the overall decline in anisotropy as the mass
loading was increased that was observed in the other models.
One major phenomena observed in both the EL and EE-AG simulations is a transition in
fluid-phase turbulence as the mass loading increases. At more dilute concentrations of particles,
the fluid-phase turbulence behaves much as it does in a pure fluid case. As more particles are
added, interphase coupling causes more and more of the fluid turbulent kinetic energy to be
drained away, resulting in the turbulence of the fluid-phase to enter a relaminarizated state. As
even more particles are added, they form clusters that begin to generate turbulence in the fluid
phase, causing the turbulence of the system to enter a CIT regime. Figure 5.24 (a) demonstrates
this entire transition through superimposing the cells with a particle volume fraction greater
than 1.75 αp on the instantaneous streamwise fluid-phase velocity. Figure 5.24 (a) (A) shows
how the turbulent instabilities at a mass loading fade as more particles are added at a mass
loading of 1 and 2 in (B) and (C). At the largest mass loading in (D), the fluid velocity carves
a path around the areas of large particle concentration, demonstrating CIT.
For the RSM cases in Figure 5.24 (b), evidence of CIT can be observed at larger mass
loadings for small particles. For the small particles in Figure 5.24 (b) (D) and to a lesser
extent in (C), the fluid phase streamwise velocity carves itself around the large concentrations
of particles. Likewise for the large particles in Figure 5.25 (b) (D) and (E), the fluid velocity
weaves itself around the more singular large particle concentration. Unlike what was observed
in the EE-AG large particle cases, the direct formation of fluid-phase turbulent instabilities
that are not present for the RSM in Figures 5.24 (b) and 5.25 (b) is instead prevented by
design through the implementation of the turbulence model. Unlike the small cases, the RSM
did not develop the same instantaneous clustering using large particles and thus evidence of
CIT cannot be identified in the instantaneous profiles in the same way. In the EE-AG model
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(a) EE-AG
(b) RSM
Figure 5.25: Instantaneous volume fraction of the (a) EE-AG model at mass loadings of (A)
2 (B) 4 (C) 10 and (b) RSM at mass loadings of (A) 0.2 (B) 1 (C) 2 (D) 4 (E) 10 with large
particles.
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in 5.25 (a), only a single large cluster was developed at the largest mass loading. Instead, as
seen in the corresponding trials in Figure 5.25 (b) (C), (D) and (E), the RSM particle profile is
nearly uniform over the length of the channel for the hgiher particle concentrations. At lower
particle concentrations for the RSM in Figure 5.25 (b) (A) and (B), small particle clusters
appear close to the wall.
The streamwise fluid-phase Reynolds stress profiles for the small particle cases in Figure 5.26
and the large particle cases in Figure 5.27 both show a collapse in the fluid-phase turbulence
as more particles are added starting from the pure fluid phase for the RSM, the EE-AG, and
the EL simulations where there is data available. However, this collapse is not observed in
the RSM in the near-wall region, which remains at a consistently large magnitude for all mass
loadings. Additionally, while the small particle EE-AG and EL cases show a recovery in fluid-
phase turbulence from CIT at the largest mass loadings, the same is not true for the RSM. For
the large particle case, on the other hand, there is an increase in the fluid-phase turbulence
in the center of the channel at the two highest mass loading using the RSM in line with the
EE-AG and EL results.
Figure 5.26: Fluid-phase streamwise Reynolds stress profile with small particles.
The reason for these differences in the behavior of the RSM and the other models can be
seen when examining the turbulent stress production term from Equation 3.75 and the drag
production term from Equation 3.104 for the streamwise fluid-phase Reynolds stress extracted
from all three models in Figures 5.28 and 5.29. For the EL and EE-AG models, the fluid-phase
turbulent production collapses as more particles, large or small, are added. While the fluid-
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Figure 5.27: Fluid-phase streamwise Reynolds stress profile with large particles.
phase turbulent production erodes as more particles are added, there is no significant decline in
the near-wall region for the RSM. For the small particles, the RSM significantly underpredicts
the turbulent drag production. This smaller drag term explains the lack of a rebound in fluid-
phase turbulence in Figure 5.26 at the highest mass loadings. The large particle RSM cases, on
the other hand, have a drag production term that corresponded with an increase in fluid-phase
turbulence after relaminarization at the center of the channel in Figure 5.27. This is evidence of
the impact of CIT. Having a large enough drag production term also caused the large particles
to show a high degree of anisotropy at the center of the channel for the RSM that matched the
EE-AG and EL simulations in Figure 5.21 (d) and (e).
When examining the averaged particle distribution over the width of the channel for the
small particles in Figure 5.30, preferential channeling of the particle phase towards the center
of the channel that does not appear in either the EE-AG or EL models occurs for all except the
largest mass loading case. Because the RSM inherently dampens turbulent instabilities in the
channel, the primary means of the wall-normal transport of particles come from the gradient
of the particle-phase Reynolds stress seen in Equation 3.38 or the particle pressure through the
particle pressure gradient in Equation 3.53 and the gradient of the collisional flux in Equation
3.55. The drag term in Equation 3.59 also plays an important role in the distribution of the
particle phase through the increase of its magnitude in areas of high particle concentration. The
reason why these high particle concentrations are sustained at the center of the channel in these
cases is due to how the gradients of the Reynolds stresses and Particle pressure are weakest
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Figure 5.28: Fluid-phase streamwise Reynolds stress turbulent production and drag production
source term profiles with small particles.
Figure 5.29: Fluid-phase streamwise Reynolds stress turbulent production and drag production
source term profiles with large particles.
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there. The greater particle velocity at the wall compared with the other models makes it easier
for the particle phase to move away from the wall to get trapped in the center. The RSM also
demonstrates an increase in the granular energy in the approach to the wall which causes the
repulsion of particles away from it. This increase was matched by the EL results but absent
in the EE-AG results. The mass loading of 4 RSM case compares well with the EE-AG result.
The overall decrease in particle-phase kinetic energy as well as a smaller granular pressure
gradient make it so that the particles are no longer trapped in the center of the channel.
Figure 5.30: Particle-phase volume fraction profile with small particles.
Figure 5.31: Particle-phase volume fraction profile with large particles.
The averaged particle distribution of the large particle case in Figure 5.31 show reasonably
good agreement between the EL and the RSM data in all cases but the most dilute one. In
that case, the particle phase was uniform in the center of the channel but showed accumulation
at the walls, not unlike what is observed in the most dilute EL case using smaller particles
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in Figure 5.30. In all of these cases, the particle-phase turbulence and granular energy is
relatively small and uniform. The increased decoupling from the fluid phase with the greater
Stokes timescale associated with larger particles in Equations 3.59 and 3.106 means that less of
the fluid-phase momentum and turbulence is being transferred to the particle phase. For the
clustering in smaller mass loading cases using large particles seen in Figure 5.25 (b) (A) and (B),
there is still enough turbulence and granular energy in the particle phase to develop clustering
near the walls but at larger mass loading this small amount of turbulence is dampened further.
This lack of significant turbulence in the particle phase correspondingly creates a particle holdup
distribution that is absent of clustering at high mass loadings down the length of the channel
in contrast with the small particle cases.
5.2.3 Analysis
The RSM was able to capture fluid and particle velocity profiles similar to the EL and EE-
AG models for both large and small particle cases and at all mass loadings. The RSM features
the same flattening of the fluid and particle velocity profile as more particles are added. While
the RSM was able to capture Reynolds stresses and their corresponding statistics similar to
the EL and EE-AG models at the center of the channel, there was significant deviation in the
RSM close to the wall.
At greater mass loadings the RSM was able to capture similar behaviors of the particle
hold-up profile that were observed in the EE-AG model. The small particles featured areas of
high concentration that were long and string-like down the length of the channel. At lower mass
loadings using small particles, the RSM particle holdup featured a preferential concentration
at the center of channel that was not observed in the EE-AG or EL results. The large particle
cases at large mass loading did not display any transient clustering down the length of the
channel as was observed in the most concentrated EE-AG model case.
The model introduced in this work was able to emulate many of the changes in turbulence
observed in the EL and EE-AG models as the mass loading was also changed. The RSM was
able to capture the increase in particle and fluid anisotropy in the Reynolds stresses at higher
mass loadings found in the other models. Additionally, the fluid-phase turbulence declined in
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the center of the channel as particles were initially added for both the large and small particle
cases. While the large particle RSM trials were able to demonstrate a recovery in the fluid-
phase turbulence from CIT as even more particles are added, the same is not true for the small
particle cases. The likely reason behind this was that the drag coefficient extracted from the
flawed greatest mass loading EL case underpredicted the amount of turbulent drag production.
5.3 Homogeneous shear model
This section applies the RANS homogeneous shear RSM introduced in Section 3.4.9 and
compares it results to EL data generated by Patel et al. [61]. Rather than the channel flow
domain introduced in section 4.1, a completely periodic domain with a uniformly applied shear
introduced in section 4.2 is used in this study. Both the magnitude of the applied shear and its
direction relative to the direction of gravitational acceleration are varied in the trials produced
this study. Vertical shear corresponds to trials where the shear is applied in on the same plane
as gravity. Horizontal shear is where the shear is applied perpendicularly to the direction of
gravity. As in the channel flow cases in section 5.2, the turbulent statistics extracted from the
EL model are used to inform the parameters in the RSM closures.
5.3.1 Vertical shear
Figure 5.32 shows a comparison of the turbulence triangles of the vertical shear EL data
from Patel (2019) and the corresponding results from the RSM using the standard turbulence
coefficients from Capelcelatro et al. (2016) in Table 4.4 [61] [14]. These triangles are built per
Emory and Iaccario through the extraction of the eigenvalues from the normalized Reynolds
stresses as a means of creating a visualization of the type of turbulence that is occurring in a
system at a given time [27]. The domain of the southeastern portion of the triangle is where a
single component of turbulence is dominant, with a completely anisotropicly turbulent system
being represented by the right tip of the triangle. The southwestern corner of the triangle
is where two components of turbulence are dominant, representing planar turbulence. The
top corner of the triangle is reserved for isotropic systems, with the top corner representing a
completely isotropic system.
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(a) Γyzτp = 0.5
(b) Γyzτp = 1
(c) Γyzτp = 2
(d) Γyzτp = 4
Figure 5.32: Turbulence triangles with standard coefficients
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While the EL data shows that the flow becomes increasingly anisotropic at steady state
with increasing shear as demonstrated by the approach over time to the southeastern corner
of the triangle, the RSM results remained almost static. The reason behind this can be seen
when examining the contributions of the drag production and redistribution terms in the zz
component of the Reynolds stress in Figure 5.33.
(a) Fluid-phase drag production term
(b) Fluid-phase redistribution term
Figure 5.33: Drag production and redistribution terms of the zz component of the fluid-phase
Reynolds stress transport equation with standard coefficients
The drag production collapses in the EL results as the applied shear is increased as seen in
Figure 5.33 (a). This production term is the key source term in the Reynolds stress transport
equation as evinced by the comparison of the fluid-phase Reynolds stress transport terms in
103
the zz direction with an applied shear of Γyzτp = 4 in Figure 5.34. Even at the highest value of
applied vertical shear in this study, drag production is the dominant source term over turbulent
production. In the RSM the drag production term in Equation 3.104 remains constant for all
instances of applied shear due to having no direct link to it. This dissonance between the two
models is also seen while examining the redistribution term in the zz direction in Figure 5.33 (b)
where the redistribution increases with larger applied shear in the EL model while the RANS
redistribution term from Equation 3.81 decreases with larger applied shear. The slight decrease
in the RANS redistribution term is due to the direct link between the applied shear and the
turbulent production redistribution component of the term. As the applied shear increases, so
will the turbulent production in the zz direction and thus the turbulent production component
of the redistribution term will become more negative. As with the drag production term, the
drag redistribution component of the redistribution term is not directly linked to the applied
shear and is the constant, dominant component of the redistribution term.
Figure 5.34: Fluid-phase Reynolds stress transport equation terms in the zz direction with
Γyzτp = 4 applied vertical stress
To remedy this discrepancy, the turbulent parameters in Table 4.4 can be modified from
their standard values from Capelcelatro et al. (2016) to become a function of applied shear
[14]. In particular, the drag production coefficient, cg, the drag redistribution coefficient, cd,
and the drag dissipation coefficient ce4 from Equations 3.104, 3.81, and 3.212 respectively are
of most interest due to the prototypical nature of the drag term closures.
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(a) cg
(b) Fluid-phase drag production term
Figure 5.35: Modification of the drag production coefficient and its effect on the drag production
term
Figure 5.35 shows how the drag production coefficient was modified as a function of the
applied shear in (a) such that the production term of the RSM seen in (b) matched that of the
EL model. The drag production coefficient decreases as more vertical shear is applied.
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(a) cd
(b) Fluid-phase redistribution term
Figure 5.36: Modification of the drag redistribution coefficient and its effect on the fluid-phase
redistribution term
Figure 5.36 shows in (a) how the redistribution coefficient was also modified as a function
of the applied vertical shear to demonstrate better agreement between the fluid-phase redis-
tribution term of the EL model and RSM in (b). As with the production coefficient, the drag
redistribution coefficient decreases with increasing applied vertical shear. At the largest shear
applied the redistribution term is eliminated entirely.
Figure 5.37 shows the effect of applying the turbulent dissipation term in Equation 3.206
with the standard value from Capelcelatro et al. or eliminating it entirely by setting the
drag dissipation coefficient to zero in the fluid-phase dissipation term [14]. Applying the drag
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(a) Fluid-phase turbulent dissipation term with unmodified coefficients
(b) Fluid-phase turbulent dissipation term with drag dissipation neglected
Figure 5.37: Fluid-phase turbulent dissipation term with and without a drag dissipation term
dissipation term caused the turbulent dissipation term in the fluid phase to significantly over-
predict the magnitude of dissipation in the RSM versus the EL model. Furthermore, the
turbulent dissipation term decreased with increasing applied vertical shear in the RSM rather
than increase as was seen in the EL model. While eliminating the term did not cause the
turbulent dissipation term to show good numerical agreement between the RSM and EL models,
the RSM did show the same increasing relation between the applied shear and the fluid-phase
turbulent dissipation term as is observed in the EL model.
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(a) Γyzτp = 0.5
(b) Γyzτp = 1
(c) Γyzτp = 2
(d) Γyzτp = 4
Figure 5.38: Turbulence triangles with modified coefficients
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Figure 5.38 demonstrates the effect of applying the modified drag production and redistribu-
tion coefficients while neglecting the drag dissipation term on the kind of turbulence exhibited
by the RSM for shear flow. The RSM now matches the progress towards a greater and greater
degree of anisotropy at steady state as the applied shear is increased as is seen in the EL model.
The transient aspects of the EL model are not as well translated to the RSM. The EL model
for all cases shows a transient meandering towards the center of the triangle before returning
towards the northeastern edge of the triangle. The strongest contributor to this difference is
likely the difference in the initial condition for the particle velocity between the EL model and
RSM. Although the initial values for the Reynolds stresses are identical, the drag terms which
dominate much of the turbulent behavior are dependent on the particle velocity. The numerical
instability noted when applying the particle velocity initial condition from the EL model in the
RSM might be a product of the difficulty of resolving the stresses of the transient states of the
meandering portion using the RSM equations.
5.3.2 Horizontal shear
Figure 5.39 shows a comparison of the turbulence triangles for the EL model and RSM
under horizontal shear. Both the EL model and the RSM show transient meandering towards
the center of triangle. In the EL case this meandering ends up eventually maneuvering towards
the anisotropic southeast corner of the triangle while in the RSM case the meandering returns
close to its original position at steady state. Although the first impulse to address this difference
is a parameter modification study similar to what was done with vertical shear, there exists a
fundamental barrier in the capability of the RSM to describe horizontal shear.
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(a) Γxyτp = 1
(b) Γxyτp = 4
Figure 5.39: Turbulence triangles with standard coefficients
Figure 5.40: Fluid-phase velocity at Γxyτp = 4
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Figure 5.40 shows the normalized particle-phase velocities for the EL and RSM case. While
the RSM case only has velocity in the direction of gravity, the EL model has significant net
velocity in one of the other directions as well. This behavior is likely linked to the presence
of an instability observed in Kasbaoui et al. in horizontally-sheared flows where the particle
distribution develops a preferential concentration which drives this net horizontal movement
[42]. A major consequence is that with this additional velocity, other turbulent terms become
important. For example, Figure 5.41 shows a large drag production term in the xy direction
that is completely absent in the RSM results because there is no velocity in the y direction
there. Given the particle-phase velocity transport equation in Equation 3.38 and the spatially
uniform domain, the RSM is not able to generate any velocity in any direction without gravity.
Because of this, a RSM of the kind introduced in this work cannot adequately describe the
turbulence of horizontally-applied shear seen in the EL model.
Figure 5.41: Drag production term xy component of the fluid-phase Reynolds stress transport
equation with standard coefficients
5.3.3 Analysis
With the adjustment of model turbulence parameters relating to drag production, redistri-
bution, and dissipation as a functions of the applied shear, this model was able to replicate
the type of fluid-phase turbulence found in an EL model for vertically-applied shear. As the
shear increased, the fluid-phase turbulence for both the EL model and the RSM becomes more
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anisotropic. Minor differences in the transient behavior of the vertical shear can be attributed
to the use of a different particle velocity as an initial condition. A promising application for
this involves the further development of the RSM applied here in improving the necessary RSM
parameters to capture high-shear flow regions found in systems such as the near-wall region of
channel flow.
While the RSM was able to successfully replicate the type of turbulence in the EL results
when the applied shear had a vertical orientation, the EL results for horizontally-applied shear
featured net horizontal movement that could not be replicated in a uniform domain. This
net movement in the EL model appears to be a consequence of the particles in the EL model
developing a preferential concentration. The result of this is that the EL model includes
significant turbulent statistics that cannot be resolved in this RSM. Further investigation into
the instability causing this preferential concentration by applying a RSM such as this to same
domain as the EL results will offer more insight in determining if a RSM is able to accurately
capture the behavior of horizontally-applied shear.
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CHAPTER 6. CONCLUSIONS
This work developed a two-fluid Reynolds-averaged Navier-Stokes model including a Reynolds
stress turbulence model and applied it in modeling both vertical channel flow and homoge-
neously applied shear. Additionally, a highly-refined Euler-Euler anisotropic Gaussian model
was also applied in modeling vertical channel flow as a means to evaluate its effectiveness as
a less computationally-expensive method versus an Euler-Lagrange model to obtain turbulent
closures for the Reynolds stress model.
The Euler-Euler anisotropic Gaussian model was able to successfully capture and replicate
the primary and turbulent statistics extracted from the Euler-Lagrangian model when using
small Stokes number particles. Additionally, it also successfully captured the transition in
fluid-phase turbulence observed in the Euler-Lagrangian results as the particle concentration
increased. Starting from fully-developed turbulent flow at the most dilute particle concen-
trations, the addition of particles results in the fluid-phase turbulence relaminarizing. The
addition of even more particles imparts a state of cluster-induced turbulence where the particle
phase dominates the fluid-phase turbulence. Given these results, the Euler-Euler anisotropic
Gaussian model offers an effective alternative for capturing turbulent statistics when using
small Stokes number particles.
While the primary and turbulent statistics generated by the Euler-Euler anisotropic Gaus-
sian model cases using the high Stokes number particles in the cluster-induced turbulence
regime compared well with the Euler-Lagrange results, the more dilute cases diverged signifi-
cantly. This was due to the limitations of applying a Euler-Euler model to spatially intermittent
cases such as these. Although this limits the application of the Euler-Euler anisotropic Gaus-
sian model in obtaining turbulent statistics for developing the Reynolds stress model that are
comparable to Euler-Lagrangian data, Euler-Lagrangian modeling already excels at efficiently
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modeling dilute concentration of large particles.
The Reynolds stress model itself was able to capture the particle and fluid velocity profiles of
particle-laden channel flow using both large and small Stokes number particles well. While the
Reynolds stress model was able to capture the turbulent statistics in the center of the channel,
features closer to the wall were not replicated. Though modification of the turbulent stress
redistribution parameters, the trend towards anisotropy of the Reynolds stresses at greater
particle concentrations was captured as well. In the high Stokes number particle cases the
transition from fully-developed turbulent flow to relaminarization to cluster-induced turbulence
observed in the Euler-Lagrange and Euler-Euler anisotropic Gaussian model was demonstrated
in the Reynolds stress model results. In the small Stokes case, only the relaminarization from
fully-developed turbulent flow was observed due to the drag production coefficient extracted
from the Euler-Lagrange model underpredicting the drag production as the highest particle
concentration. The higher mass loading small Stokes particle cases were able to resolve the
same kind of transient clustering observed in the Euler-Euler anisotropic Gaussian and Euler-
Lagrange models. This was not observed in the large Stokes particle cases, which had a uniform
profile down the length of the channel.
When the Reynolds stress model was initially applied to homogeneous applied vertical shear
using standard CIT drag parameters, it did not show the same shift to anisotropy observed
in the Euler-Lagrangian results as the applied shear was increased. After the drag parameters
relating to drag production, redistribution, and dissipation were modified in line with the
statistics extracted from the Euler-Lagrangian results, the Reynolds stress model was able to
replicate the same shift to anisotropy. Obtaining the relationship between the amount of shear
present and the drag parameters in this way is extremely useful in the further refinement of
those closures in future modeling. The particularities of horizontally applied shear, namely the
presence of an instability which results in net movement not in the direction of gravity, prevents
the Reynolds stress model presented in this study for homogeneous shear from accurately
capturing the turbulent statistics.
Isolating various turbulent parameters and terms in simpler domains or systems such as
in homogeneous applied shear is one way to more clearly understand their general behavior.
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Extending the Reynolds stress model applied in this homogeneous shear study from a single
point to a full three-dimensional domain is the next logical step, especially in order to resolve the
instability in the particle phase under horizontal shear that results in net horizontal movement.
Getting a fundamental understanding of how and to what degree each parameter affects the
production and redistribution of turbulence offers a starting point for automating the parameter
adjustment process. Given the number of parameters and the degree of complexity of balancing
their interconnected impacts on the overall simulation results, machine learning techniques
present extremely enticing path to go down as an alternative to manual adjustment. In such
an approach, the Reynolds stress model parameters could be trained to emulate Euler-Lagrange
or Euler-Euler anisotropic Gaussian results in both the homogeneous shear and vertical channel
flow contexts. Observation of the resultant trained parameters has the potential to give insight
into the mechanisms behind their behavior that can be generalized to other systems.
One point that must be mentioned is that the focus of this study is fundamentally a com-
parison of simulations originating from different modeling techniques. A vital element that
is missing for actual applicability of any of these techniques is experimental data the results
generated by these simulations can be compared too. An ideal experimental setup for the
vertical riser study would involve the physical construction of the riser where the behavior of
the individual fluid and particle phases can be tracked over its entire geometry. Estimates of
turbulent statistics can be extracted from this data and be used to check and refine the closures
and parameters of the Reynolds stress model. Despite its potential usefulness in refining turbu-
lence parameters, everything from the construction of the riser to the method of measurement
and tracking for each phase is not a simple task. Lacking the existence of a specific analogous
experimental setup, another potential path to improving this Reynolds stress model with real-
world data involves the application of a large database of experimental particle-laden flow data
collected from a wide variety of systems and geometries [24]. Specific information collated and
characterized from this mass of data via machine learning relevant to specific flow conditions
can inform the parameters and closures, even directly during the operation of the simulation.
Having turbulence parameters that can dynamically respond to flow conditions at all points
in the modeled geometry using experimental data would be incredibly useful. Obstacles that
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have to be overcome for this approach to succeed include the many complexities involved with
the accurate measurement of particle-laden flow data to build the database as well as charac-
terization difficulties involving collating systems using particles of different shapes, sizes, and
properties.
Overall, the Reynolds stress model introduced in this work presents a basis from which fur-
ther study on how turbulent statistics extracted from more computationally expensive models
can be applied to further improve accurate modeling of particle-laden flow in a computationally
efficient manner. The particle-laden flow phenomena captured as a direct result of the limited
parameter modifications implemented in this work demonstrate this potential. Additional ex-
ploration of the behavior of the many parameters and terms involved with the Reynolds stress
model for both phases and how they change based on flow conditions such as local particle
concentration or proximity to a wall boundary is needed to ameliorate the incongruities with
the other models observed in the current results. Further development of near-wall modeling
in particulate flow featuring clusters is especially needed. Application of the Reynolds stress
model to the full domain of the channel is another area worth immediately exploring to deter-
mine if these results stay consistent with the addition of additional channel length and the full
spanwise geometry. Further refinement of the model produced by this research opens up more
opportunities to capture particle-laden flow phenomena at scales relevant to industry and the
study of the natural world in ways that are both accurate and computationally feasible.
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