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The set of all functions f(Z) which are holomorphic in the open unit 
disk B and for which 
will be denoted by L2(B). 
Set, for any f E L2(B), and for n = 0, l,..., 
An(f) = mj! [/jB If(Z) - a, - a,Z - *..a,Zn 12dxdy]1’2. (1) I 
Let f(x) be a real continuous function on [-1, l] and W(X) a real non- 
negative Riemann integrable function on [- 1, I]; then set 
n = 0, 1, 2,. , ., (4 
where VT, denotes the class of all real polynomials of degree at most n. 
Further, let 
En(f) = sif IlfW - PCOI, n = 0, I,..., (3) n 
where 11 I(is the uniform norm on [-1, 11. 
Recently, it has been studied [4] how En(f), for f which is a restriction of 
an entire function, is related to the order and type of the function. In [S], 
we have investigated how the Taylor coefficients of an entire function are 
related to the error in best approximations (as in (3)). In [6], we have discussed 
how E,,(f) is related to Mn(f) = max-,sc,sl If’“)(x) for entire functions. 
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We are here interested in knowing how d,(f) is related to the order and 
type off, assumed to be entire. We also investigate how O,(f) is related to the 
(n + 1)st coefficient of the Taylor expansion of J Further, we show how 
EL2)(f) is related to the order and type of the entire function. Finally, we 
obtain an asymptotic relation between E,(f) and E;‘)(f) for a sequence of 
values of n. 
THEOREM 1. A necessary and suficient condition for f (2) E L2(B) to be 
an entire function is that 
i+E [d,(f)]l/” = 0. 
Proof. Let f (2) = C,“=, a,Zk E L2(B); it is known [3, p. 3331 that 
btdf)12 = ,=;+,~~ 1 ak 12* 
Now let us suppose that f (Z) is entire; then 
g-2 1 ak 1”” = 0. 
One has from (7) and (8), for any E > 0 and for all n 3 Ids, 
E being arbitrary, (6) follows from (10). 
If (6) is true, then since 
Vn(f)12 3 & I a,+, 12, 
we have lim,,, 1 a, I1jh = 0, and hence f is entire. 
Remark. The first part of the theorem has been stated without 
in [3, p. 3341. 
’ proof 
THEOREM 2. If f (Z) E L2(B), then f(Z) is an entire function of order 
(6) 
(7) 
(8) 
(9) 
(11) 
p(0 < p < co) if, and only if, 
nlogn 
!i% sup log[l/&(f)] = p* 
640/11/2-z 
(12) 
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ProoJ Assume (12). Then (6) follows, and, hence,fis an entire function. 
Suppose thatf(2) = C& ujzi is of order a. Then [2, p. 91 
nlogn 
ar = !E sup log[l/l a, I] * (13) 
Given any E > 0, we have from (13) for all k > ko(E), 
I ak 1 < k-kl(a+t). (14) 
One obtains from (7) and (14) with a little manipulation: 
[0df)]2 = kz+l (k ; 1) 1 ak I2 G (n ; 2) ,=;+, kBk,!.+. 
G (n ; 2) (n + l)P:n+lJ,b+” 
[ 
f. (n + 2)-2i’(a+r) 
I 
[l - (n + 2)-w+q--1 . (1% 
E being arbitrary, we have, from (12) and (15), 
From (7) and (13) 
nlogn nlogn 
fJ = !s sup log[l/d,(f)] 2 $2 sup log I l/a, 1 = O1y 
hence p = 01. 
The converse part of the theorem can again be derived from (7) and (13). 
THEOREM 3. If f E L2(B), then f(Z) is an entire function of order 
p(0 < p < co) and type ~(0 < T < co) if and only if 
;i sup ; [on(f)]+ = 7. (16) 
Proof. (16) implies (12) which, in turn, implies that f(Z) is an entire 
function of order p. It is known [2, p. 81 that the type off is 
p = ;+% sup 3 I a, I+(0 4 /3 < co). (17) 
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From (17) we have, for all k 3 kg(E), 
From (7) and (18) we can deduce, as in the proof of Theorem 2, that 
Also, from (11) and (17) 
Hence T = t!?. 
Iff(2) is entire of order ~(0 < p < co) and type ~(0 < 7 ( co), then we 
can show easily, using (7) and (18), that (16) holds. 
THEOREM 4. Let f (2) = Cz=‘=, a&” be an entire transcendental function. 
Then there exists a sequence of integers 0 < n1 < n2 < ... < n, < **a for 
which all a,p+l are #O and 
lim (n, + Vi2 4,(f) =77 l/2. 9-m I a,,+, I (19) 
Proof. Since f(2) is entire, 
t% ) ak jllk = 0. -3 va 
Let (E,);=;, be an arbitrary sequence of positive numbers <l, with E?, -+ 0. 
There are [3a, pp. 128-1291, for p = 1,2,..., infinitely many integers nD > 0 
for which 
I anp+j I <I a,p+l I l ’ (j = 1, 2,...). (21) 
For each p > 1 we choose such an n3, so that 0 < nl < n2 < ... . Then, for 
every p 3 1, by (7), 
27 
(n i-2) 
112 
I a,+, I < 4Jf) -c 
I) 
(& “’ 
9 ) [z 
m I a,,+f 12]1’2 
j=l 
I a,,+, I +j2 
= (n?, + 2)li2 (1 - •$)l/~ 
(259 
from which (19) follows. 
114 A. R. REDDY 
THEOREM 5. Let f (x) be a real continuous function on [ - 1, 11. A necessary 
and su$cient condition for f(x) to be the restriction to [ - 1, I] of an entire 
function is that 
;z [Ef’(f)]“” = 0. (23) 
Proof. Let A,/2 + CTz1 AJ’,(x) be the Fourier-Chebyshev series of 
f(x). Then 
(24) 
Further, it is known [l, p. 11 l] that 
I A,+1 I + I An+2 I + I A,,, I + *a. 2 En > MA:,, + A:,, + ..* +)11’2; 
(25) 
hence, 
vE,’ 3 [Ef’]“. (26) 
If f(x) is the restriction to [ - 1, I] of an entire function, then [l, p. 11 I] 
which implies (23). 
lim EA’” = 0, n-tm (27) 
On the other hand, if limn+&?~2)]11n = 0, then from (24) we have 
y5 1 Al, lljk = 0, + (29) 
which implies, by (25), that limn+m[En(f)]l/n = 0; this, in turn, implies that 
f(x) is the restriction to [ - 1, I] of an entire function [ 1, p. 1131. 
THEOREM 6. Zff( ) x is a real continuous function on [ -1, 11, then it is 
the restriction to [--I, I] of an entire function of order ~(0 < p < m) if and 
only if 
n log n 
$E “p log[l/E~2)] = pm (30) 
Proof. (30) implies (23), namely, that f(x) is the restriction to [ -1, l] 
of an entire function, say of order 01. Now it follows from (26) and 
Theorem 1 of [7] that 
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From (30) and (24), for a given E > 0 and for all sufficiently large n, 
$ Ai+1 < [,#$‘I2 < n-2nl(p+e). (32) 
Now it follows, with a little manipulation, from (25) and (32), that 
nlogn 
O1 = !!E sup log[l/&(f)] d p7 (33) 
hence, 01 = p. Conversely, suppose f(x) is the restriction to [-1, l] of an 
entire function of order p. Then we have from (26) and Theorem 1 of [7], 
nlogn nlogn 
p = !k sup log[l/E,(f)] 2 i% sup log[]/E;‘] * (34) 
As in the first part of the proof we obtain also the reverse inequality for p. 
Hence (30). 
THEOREM 7. Let f (x) be a real continuous function on [ -1, 11. A necessary 
and s@cient condition for f(x) to be the restriction to [--I, l] of an entire 
function of order p(0 < p < co) and type ~(0 < T < co) is that 
$i sup f [@)]“‘” = 5. (35) 
Proof. If f(x) is the restriction to [-1, I] of an entire function of order 
~(0 < p < co) and type ~(0 < 7 < co), then, as is known [4, Theorem 31 
One has from (26) and (36), 
(37) 
One can prove the reverse inequality for r/20 as in the proof of Theorem 6. 
We omit the proof of the second half of the theorem. 
THEOREM 8. If A,/2 + AIT, + A2T2(x) + ... + A,T,(x) + ... is the 
Fourier-Chebyshev series expansion of a real function f (x), defined on [ - 1, I], 
which is the restriction of an entire transcendental function, then there exists a 
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sequence of integers 0 < n, < It2 -C **. < nD < *.a for which all A,p+l are 
#O and 
lim 42 EC2) % - &/2 
p-a I Aa+l I - * (38) 
Proof. The proof follows the same lines as that of Theorem 4, with the 
difference that instead of using (7) and (20) we use (24) and (29). 
THEOREM 9. Iff(x) is the restriction to [-1, l] of an entire function, then 
there exists a sequence of integers 0 < n1 < n2 <I *.’ < n, < *.. for which 
Proof. We know from Theorem 8 that for some such sequence (n,)fl , 
(40) 
It is also known [I, (167), p. 1151 that for some such sequence (n,‘)z=p=, , 
E % ’ - I -4sp,+l I. (41) 
If we can show that (40) and (41) hold for the same sequence, then (39) will 
follow. In proving (40), we used the fact that 
vi 1 Al, ll/Iz = 0, (29 
from which follows that, given E > 0, for infinitely many integers n 3 0 
we have 
I A,+$ I G I &+I I &l (j = 1, 2,...). (42) 
Bernstein used [l, (168), p. 1151 only (29) and (42) to prove (41), hence one 
can choose n, = n,‘. 
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