Abstract: The field of control-oriented system identification is mature. Nevertheless, it is still very active. This is because there are many important unsolved challenges. Of these, this paper considers a selection. This involves considering the estimation of general nonlinear model structures, together with accurate error bounds, using methods that scale well to models of high dimension. A particular strength of the system identification field is that it has always actively sought to understand, embrace and develop ideas from other fields, such as statistics, mathematics and econometrics. This paper proposes a continuation of this successful strategy by proposing and profiling the adoption of new ideas originating in statistics, signal processing and statistical mechanics.
INTRODUCTION
System identification is by now a very mature field. It offers solutions that are widely used and supported by a rich body of underlying theory. Furthermore, there are a range of substantial monographs [48, 76, 63, 14, 37, 35, 82] devoted to the subject, and comprehensive software packages available for its deployment [49, 1, 62, 85] .
It is generally accepted that the origins of the field can be traced back at least to Gauss's development of the method of least squares [2] in 1795, and the Reverend Bayes' development of the idea of conditional probability prior to 1763 [17] .
It is also widely recognised that current system identification practice is strongly based on methods and underpinning theory developed in the statistics and mathematics communities. Examples include the concept of likelihood and associated statistical inference [25, 26, 44] , axiomatic probability theory [16] , and the results of stochastic process and prediction theory [41, 84, 21] . This body of work was first applied in an engineering setting in the mid-1960's [6] . Progress from that point was swift, leading to the now famous observation in the 1971 survey paper [5] that for the then-new system identification field 'New methods are suggested en masse, and, on the surface, the field appears to look more like a bag of tricks than a unified subject'.
The necessary unification was achieved over the ensuing decade (or so) with the development of the prediction error (PE) approach [50, 51] as a natural complement to the more classical maximum likelihood (ML) approach [4] .
Arguably, the work arising from this effort now forms what can be considered the cornerstone theory and algorithms ⋆ This work was supported by the Australian Research Council.
of current system identification practice. The following section 1.1 provides an overview of these foundations. This is meant as a basis for the following section 1.2 that identifies some key open challenges, which are then addressed in the remainder of the work,
Foundations
A central principle of modern system identification is the separate recognition of the model structure being employed, the estimation method being used, and the implementing algorithm.
For example, a very wide class of model structures that are commonly used may be captured by the state-space description x t+1 = f (x t , u t , θ) + g(u t , ν t , θ),
(1) y t = h(x t , u t , θ) + e t .
Here, x t ∈ R nx denotes the state variable, with u t ∈ R nu and y t ∈ R ny denoting (respectively) observed input and output responses at discrete integer time points t. Furthermore, the signals {ν t } and {e t } model unmeasured corruptions as zero mean, finite variance, i.i.d. stochastic processes.
Finally, θ ∈ R n θ is a vector of (unknown) parameters that specifies the mappings f (·), g(·), h(·). Depending on the definition of these mappings, the above formulation can accommodate various situations. For example, it clearly encompasses the familiar linear state space structure
It can also represent the equally familiar linear transfer function structure [48] y t = G(q, θ)u t + H(q, θ)e t (4) where q is the forward shift operator, and G, H are rational transfer functions in this operator. More complicated nonlinear structures can also be represented by the model structure (1), (2) .
Given this specification of a model structure, the system identification problem is to determine an estimate θ of θ given the observations Y N = {y 1 , · · · , y N }, U N = {u 1 , · · · , u N }.
The prediction error (PE) estimation method provides a general solution to this problem given as θ = arg min
with cost function V N (θ) of the form
ℓ(ε t (θ)), ε t (θ) = y t − y t|t−1 (θ). (6) Here, with E θ {·} denoting the statistical expectation operator with respect to a probability density function (pdf) dependent on θ, y t|t−1 (θ) E θ {y t | Y t−1 } (7) is the mean square optimal one-step ahead predictor of y t based on the model (1), (2) parametrized by θ and the past observations Y t−1 = {y 1 , · · · , y t−1 }. The function ℓ(·) is an arbitrary and user-chosen positive mapping, with ℓ(x) = x T x = x 2 being a common situation.
Again returning to concrete examples, for the special linear state space model case (3) and Gaussian distributions for the stochastic components ν t e t ∼ N 0 0 , Q S S T R
the required predictor can be computed using a Kalman filter [3] , where N (µ, P ) denotes the multivariable Gaussian density of mean µ and variance P and · T indicated matrix transpose.
In the scalar signal transfer function situation (4), the steady state Wiener filter y t|t−1 (θ) = H −1 (q, θ)G(q, θ)u t + 1 − H −1 (q, θ) y t (9) may be used provided that the parametrization is chosen so that H(q, θ) is monic (feedthrough term equal to one) for all values of θ [48] .
This PE approach (5)- (7) draws inspiration from the classical maximum-likelihood (ML) technique pioneered by Fisher [25, 26] almost a century ago, and widely used today within statistics [44] and myriad other application areas, such as telecommunications [78] to name but one.
The ML involves maximising the joint θ-dependent density (likelihood) p θ (Y N ) of the observations:
To compute this likelihood, Bayes' rule may be used to decompose the joint density according to p θ (y 1 , · · · , y N ) = p θ (y 1 ) N t=2 p θ (y t |Y t−1 ).
Therefore, since logarithm is a monotonic function, the maximisation problem (10) is equivalent to the minimisation problem
where L θ (Y N ) is the log-likelihood which is given by:
log p ε (ε t (θ)) (13) where, with some abuse of notation, p ε (·) refers to the pdf governing ε t (θ). The ML estimate is therefore closely related to the PE estimate (5) with an appropriate choice of the function ℓ(·). In particular, in the scalar Gaussian case where ε t ∼ N (0, σ 2 ) and are independent − log p ε (ε t (θ)) = log √ 2π + log σ 2 + 1 σ 2 ε 2 t (θ) (14) and hence, neglecting constant terms that do not depend on θ, the common scalar choice of ℓ(x) = x 2 delivers
This renders the prediction error estimate (5) asymptotically (as N grows) equal to the ML one.
This close connection is important, since the ML estimate generally (but not universally) possesses very attractive properties such as strong consistency, asymptotic normality, and asymptotic efficiency (asymptotic achievement of the Cramér-Rao lower bound) which then flow (with some modifications) to the prediction error estimate.
More specifically, under mild assumptions on the model structure (1), (2) , the noise processes {ν t }, {e t } and the observed input {u t }, for the PE estimate (5) lim
with probability one [50] . Furthermore
where P = R −1 QR −1 , and with · ′ denoting differentiation d/dθ with respect to θ R lim
Furthermore, in the situation that a true parameter value θ • exists, it is straightforward to establish that θ • satisfies the definition (12) for θ ⋆ .
Additionally, an elementary result [44] in the theory of likelihood is that in this same case that
Therefore, in the Gaussian case where (15) applies, and neglecting the N −1 p θ (y 0 ) term which disappears as N grows
As a consequence, via the definitions in (18) Q = σ 2 R and hence again using (15)
where I N (θ • ) is the Fisher information matrix [44] associated with the log likelihood
As a consequence, in this Gaussian case, the distributional result (17) implies that the approximation
steadily improves as N increases. This further implies that the prediction error estimate (5) asymptotically achieves the Cramér-Rao lower bound [44] Var{ θ} ≥ I −1
This is not surprising, since in this same Gaussian case it has already been established that the PE estimate is asymptotically equal to the ML one.
More generally, under an assumption that ε t (θ ⋆ ) is an independent process, and that the choice of function ℓ(·) used in (6) together with the distribution of ε t (θ • ) satisfy
then (17) holds with covariance matrix P given by
where
(28) In the common case ℓ(x) = x 2 , the expression for σ 2 simplifies to σ 2 = E{ε 2 t (θ ⋆ )}. Consequently, in the non-Gaussian and/or non-quadratic ℓ(x) situations, the asymptotic covariance P is a scalar multiple of the information matrix I N defined by (23) that is achieved by the ML estimator in the Gaussian case. Vice-versa, the choice
where p ε (·) is the pdf of ε t (θ • ) implies that the PE estimate asymptotic covariance P given by (27) is equal to the inverse information matrix I −1 N (θ •) , and hence equal to the Cramér-Rao lower bound.
The utility of the distributional result (17) is that as a consequence
where χ 2 n θ signifies the chi-squared density with n θ degrees of freedom.
Therefore, if a threshold κ is chosen such that (say) 95% of realisations of a χ 2 n θ distributed random variable would be less than κ, then the ellipse
specifies a confidence region where, with probability 0.95, the limiting estimate θ ⋆ lies.
Of course, computing confidence regions this way depends on first computing the covariance matrix P defined by (27) . To address this, when ℓ(x) = x 2 the obvious approximation suggested by (27) of
is commonly employed.
Often, it is of more interest to quantify the error in a function γ( θ) of the parameter estimate. For example, the frequency response of a model parametrized by θ. To address this requirement, a further approximating step is usually introduced whereby the functional relationship is reduced to a first order expansion, and Gauss' approximation formula [44] is then coupled with the asymptotic distributional result (17) to deliver (· ⋆ denotes conjugate transpose)
Confidence regions on γ( θ) are then obtained in the same way that (31) was obtained and again, the approximation (32) , (33) is employed.
Finally, in terms of actually computing the estimate θ, note that via (5) or (10) this requires the solution of an optimisation problem. Except for some special linearly parametrized cases, the associated cost
will be non-convex, and its minimizer θ will not be expressible in closed form.
To cope with this (taking the PE case (5) as an example) an iterative search based on the gradient V ′ N (θ) of the cost is generally successful. This involves finding an initial approximation θ 0 of θ, and then iteratively improving this approximation to a new one via the update
where µ k is a scalar 'step-length' and J k is a search direction modifying-matrix that may be chosen in various ways [20, 86] .
Challenges and Potential Approaches
Of course, all this material is very well known. The point of this whirlwind tour of system identification fundamentals is to establish notation and emphasize the assumptions and approximations underpinning current practice.
This provides a foundation for the main purpose of the paper -to discuss some open and important challenges and profile some new approaches that, as will be illustrated, have potential. This promise derives in part from their proven success in dealing with related challenges in related research fields. Three key challenges and three nonstandard approaches will be considered.
Estimation of General Non-linear models The first challenge is that of computing the parameter estimate θ for general nonlinear model structures such as (1), (2) . While, as just profiled, much of the fundamental theory applies for such structures, actually solving the optimisation problem (5), or in fact even computing V N (θ) is not without difficulty.
In what follows, the approach of using 'particle filtering' to compute V N (θ) and the Expectation-Maximization (EM) algorithm to solve (5) and compute θ will be profiled.
Estimation of high dimensional systems
The second challenge is again that of solving (5) , but in the situation where the state dimension n x coupled with the inputoutput dimensions n u , n y imply a high computational burden on standard gradient search based algorithms for solving (5) . The Expectation-Maximization algorithm will again be employed as a potentially useful new approach.
Accurate Error Quantification The final challenge to be discussed here is that of computing error quantifications on parameter estimates. A key imposed requirement is the avoidance of asymptotic in data length theory in the interests of delivering results that are accurate for possibly 'short' data lengths. For this purpose, the use of MarkovChain Monte-Carlo (MCMC) methods will be illustrated.
The identification of these challenges is certainly not novel to this paper. They, and other unresolved challenges are widely recognised [46, 47, 28] . As a result, over the last several years they have attracted significant research effort that has delivered important contributions.
For example, by drawing on principles from the field of stochastic realization, subspace-based estimation methods provide an effective solution to the estimation of highdimension multivariable systems [77, 81] .
As another example, effective techniques for hard-bounding estimation error for finite data length N have been developed [64, 58, 83, 59] , which arguably have their roots in the computer-science community, particularly in the field of computational complexity.
Finally, the application of ideas from the machine learning community to nonlinear system identification problems has recently attracted significant interest [32, 45] .
The work here is in the same theme of applying methods that are of proven effectiveness in other fields, but nevertheless novel in the system identification field.
It is important to emphasize that employment of these new approaches is by no means the current author's invention. Their first application problems relevant or related to system identification ones can in all cases be traced back to others.
Equally, these original contributions have largely occurred in literature outside the automatic control/system identification field, and hence with terminology and assumptions peculiar to other fields. The author believes this has presented somewhat of a barrier to their appreciation and understanding to system identification researchers. The paper at hand is therefore meant as a tutorial/survey contribution designed to diminish this obstacle.
NON-LINEAR MODELS AND PARTICLE FILTERING
The estimation of models for nonlinear systems has and continues to be a research topic attracting very significant attention. For example, conference sessions (such as [46] ) directed specifically at this topic regularly form a very significant component of the system identification program streams at the major conferences.
Given this intense activity, the scope of existing solutions is too wide to be adequately summarised here. Nevertheless, it is arguable that current approaches primarily focus on specific specialized subclasses of nonlinear systems. Additionally, there is much attention on developing specialized estimation methods adapted to these subclasses, as opposed to employing general methods such as the PE and ML ones profiled in the introduction.
There are good reasons for this, and a primary one is that to employ a PE or ML method, either the conditional density p θ (y t | Y t−1 ) or the mean with respect to it
If the model structure is quite general, such as (1), (2), then computing the required density or mean is a very significant challenge.
To expand on this, note that by employing the Markov properties of the model (1), (2)
where by the law of total probability
Additionally, again by the law of total probability and the Markov nature of (1),(2)
Together (36) and (38) are the general so-called 'measurement update' and 'time update' equations solving the general non-linear filtering problem, with (38) being an instance of the Chapman-Kolmogorov equation.
In principle, their solution provides the conditional probability (37) that further delivers the likelihood L θ (Y N ) via (11) . Furthermore, again with the probability density (37) in hand, the conditional expectation
can be computed to then provide the PE cost (6).
Unfortunately, there are very few cases, such as the linear Gaussian, and the discrete time, discrete state Hidden Markov Model situation for which (36)-(39) have closed form solutions. The first one is widely known as the Kalman filter.
More generally then, it is necessary to numerically evaluate (36)- (39) . This is a significant challenge, primarily since (37) and (38) imply the numerical evaluation of an n x dimensional integral. Multidimensional integration is notoriously demanding of computer resources. For example, with M grid points in each dimension, M nx function evaluations are required to numerically approximate an n x -dimensional integral using any straightforward method such as Simpson's rule.
An effective approach diminishing this complexity is a random sampling one, that relies on the strong law of large numbers (SLLN). The essential idea is that if a vector random number generator is available that generates realisations x i ∼ φ(x) from some 'target' density φ, then by the SLLN and for an arbitrary (measurable) function γ(·) (40) with probability one. Hence the multidimensional integral on the right can be approximated as
for some finite M . Furthermore, by the Central Limit Theorem, the approximation error in the above will converge in distribution to a Gaussian density with variance proportional to 1/M , and hence the error can be expected to decay like 1/ √ M . These are established ideas, and the work [66] is a classic text on the topic.
The application of these techniques to the above filtering relations (36) - (39) is the essence of what has become informally known as 'particle filtering'. The remainder of this section is devoted to explaining the approach and it's application to the estimation of the nonlinear model structure (1), (2) .
For this latter purpose, it will prove useful to recognize that this structure can also be represented by the stochastic description
(45) Here, as is common practice, the same symbol p θ is used for different pdf's that depend on θ, with the argument to the pdf denoting what is intended.
Sequential Importance Resampling (Particle Filtering)
With this in mind, the challenge now is to build the random number generator that delivers the required realisations {x i } distributed according to a target density φ(x) equal to the filtering density p θ (x t | Y t ).
Certainly, for some special cases such as the Gaussian density, random number generator constructions are well known. Denote by λ(x) a special-case density for which such a random variable generator is available, and denote byx i ∼ λ(x) a realisation drawn using this generator.
A realisation x j ∼ φ(x) that is distributed according to the target density φ(x) is then achieved by choosing the j'th realisation x j to be equal to the valuex i with a certain probability w(x i ). More specifically, for i, j = 1, · · · , M , the realisation x j is selected asx i randomly according to
This step is known as a 'resampling', and the random assignment is done in an independent fashion. The above assignment rule works, since by the independence, the probability that as a result x j takes on the valuex i is the probability λ(x i ) thatx i was realised, times the probability w(
, so that x j is a realisation from the required density φ(x).
An important advantage of this resampling approach, is that if the ratio w(x) = φ(x)/λ(x) can be computed, even if φ(x) is unknown, then realisations {x j } distributed according to φ(x) can still be generated.
The challenge in achieving this is clearly the specification of a density λ(x) from which it is both feasible to generate realisations {x i }, and for which the ratio w(x) of the unknown target density φ(x) to this specified λ(x) can be computed.
To address this, consider the target density φ(x t ) = p θ (x t | Y t ) being the filtering density associated with the model structure (1), (2) . We begin by concentrating on the state update component (1) and its stochastic equivalent (42) . A realisationsx i t ∼ p θ (x t | x t−1 ) may be obtained by simply substituting a given x t−1 into f , then generating a realisation ν i t ∼ p ν , and then finally computing a realised x i t according to the formula (1). If additionally x t−1 was a realisation distributed as
, then by the law of total probability, the achieved realisationx i t will have associated density
However, according to the time update equation (38) , this implies that the density in question is
Furthermore, by the measurement update (37), the ratio w = φ/λ for this choice of φ and λ is
.
(49) According to (45) the numerator in this expression is very simply computable as
Finally, note that the denominator in (49) is a constant independent ofx i t and that w(
is a probability density function so that
and hence
Therefore, by using the general time and measurement update equations (36), (38) , if realisations according tõ
(3) Compute the 'importance weights' {w
,
(4) For each i = 1, . . . , M draw a new particle x i t with replacement (resample) according to,
(5) If t < N increment t → t + 1 and return to step 2, otherwise terminate.
2
There are some aspects of this method which are important to its successful employment. For example, since Algorithm 1 delivers realisations
this suggests that expected values with respect to
is an almost arbitrary function (it must be Lebesgue measurable). Here, as mentioned earlier, the strong law of large numbers (SLLN) is being appealed to, which states that if {x i t } is suitably uncorrelated, then the right hand sum converges to the integral with probability one as the number of particles M tends to infinity.
However, a key feature of the resampling step (55) is that it takes an independent sequence {x i t } and delivers a dependent one {x i t }. This is the price paid for achieving the distributional result Unfortunately, this will degrade the accuracy of the approximation (56), since by the fundamental theory underpinning the SLLN, the rate of convergence of the sum to the integral decreases as the correlation in {x i t } increases [60] .
To address this, note that the proposal values {x i t } are by construction independent, but distributed asx
. Using them, and again appealing to the law of large numbers
where the transition from (57) to (58) follows by (49) . Note that the expectation in (59) is identical to that in (56) . However, since the sum in (57) involves independent {x i t } rather than the dependent {x i t } used in (56), it will generally be a more accurate approximation to the expectation.
As a result it is preferable to use the left hand side of (57) rather than the right hand side of (56) . The former, due to use of the 'weights' {w(x i t )} is an example of what is known as 'importance sampling' [66] . This explains the middle term in the SIR name given to Algorithm 1.
Of course, this also suggests that the resampling step (55) is not essential, and one could simplify Algorithm 1 by removing it and simply propagating the weights {w i t } for a set of particles {x i t } whose positions are fixed. Unfortunately this extreme does not work over time since the resampling is critical to being able to track movements in the support of the target density p θ (x t | Y t ).
Recognising that while resampling is necessary, it need not be done at each time step t, and recognising the possibility for alternatives to the choice (48) for the proposal density have lead to a range of different particle filtering methods [23] .
Nevertheless, they share a common thread. Namely, their deliverables are sets of values {x i t }, {w i t = w(x i t )}, {x i t } such that arbitrary integrals with respect to a target density p θ (x t | Y t } can be approximately computed via sums such as the left hand side of (57) (preferable) or right hand side of (56).
The techniques just profiled can be simply extended to also offer importance sampling approximations for expected values with respect to a 'smoothing' target density φ = p(x t | Y N ) via the following algorithm [22] .
Algorithm 2. Basic Particle Smoother
(1) Run the particle filter (Algorithm 1) and store the filtered particles {x
and their weights {w
, for t = 1, . . . , N ; (2) Initialize the smoothed weights to be the terminal filtered weights {w
and set t = N − 1; (3) Compute the smoothed weights {w
by using (44) in the expressions
terminate.
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On a historical note, the main ideas underlying the particle filter date back half a century [56, 55] . However, it was not until 1993 that the first working particle filter was discovered by Gordon et al. [36] .
Application to Nonlinear Model Estimation
Returning now to the original motivation for discussing particle filters, they can be used to compute the predictor (7) required to compute the PE cost (6) according to
(63) With this available, it is natural to then turn to the usual gradient based search (35) to then compute a PE estimate (10) .
For this purpose, in the scalar signal case and with ℓ(x) = x 2 chosen, the required gradient
This presents a difficulty, since the particle filtering approach does not lend itself to simple computation of the derivative of x t (θ) and hence derivative of y t|t−1 (θ) with respect to θ.
One approach to deal with this is to simply numerically evaluate the necessary derivative based on differencing. Another approach is to employ an alternative to the search method (35) that does not require gradient information. There exist several possibilities, such as Nelder-Mead simplex methods or annealing approaches [88, 70] .
The following section profiles a further possibility, which while widely used as a non-gradient based search scheme in other fields, is perhaps not commonly appreciated as an option for system identification problems.
NONLINEAR MODELS AND THE EXPECTATION MAXIMISATION (EM) ALGORITHM
The Expectation-Maximisation (EM) algorithm is an iterative technique for computing maximum likelihood estimates. It is an alternative to the more commonly used gradient based search. The latter is an approach exploiting smoothness of the associated likelihood function, viewed as a cost to be maximised. The EM algorithm does not exploit this. Rather, it exploits the fact that the likelihood is the logarithm of a probability, which itself has unit area regardless of how it is parametrized.
The approach is widely used in the statistics community, with history stretching back to the founding work [19] in the late 1970's. However, use of the method in specialized forms can be traced back even earlier, such as the famous Baum-Welch method for estimating parameters of discrete valued, discrete state hidden Markov models [9] .
The EM algorithm has also been employed in a wide variety of other fields as disparate as image processing and dairy science [12, 18] , and there are by now many embellishments and extensions of the method [54] . Nevertheless, while the technique has certainly been applied in system identification settings [39, 34, 73, 33] , the method and its properties are perhaps still not widely appreciated.
Ad-hoc Motivation
The EM algorithm is usually presented in an abstract setting that can be applied quite generally. Unfortunately, this has the potential to obscure the essence of the approach. In an attempt to avoid this, let us instead start with a concrete system identification problem, whereby the parameters of the linear state space model structure (3) are to be estimated. This is not an open problem. For example, subspacebased estimation algorithms [81, 77] or prediction error approaches [48] can be employed.
Nevertheless, leaving these aside for the moment, one could naïvely observe that if the state x t were measured, then estimation of the system matrices in (3) could be achieved by simple linear regression.
(65) Unfortunately, this is seldom feasible since the state is not measured. However, it can be estimated. For example, a Kalman smoother will deliver an estimate x t|Y N with associated co-variance P xt|Y N that describes the conditional distribution of the state given the observations according to
It is not unnatural to then consider substituting these estimates
T t (and so on) in (65) .
The only difficulty in this seemingly ad-hoc process is that values for the system matrices that are being estimated in (65) are in fact also required to compute the Kalman smoothed estimates (66) .
Therefore, some initial estimate of them is necessary. This suggests a further ad-hoc element of iterating, whereby estimates formed via the regression (65) are used to reestimate the states via (66) , which are in turn used back in (65) again.
While each step in this estimation process is not unreasonable, there would seem to be no good reason that it would necessarily deliver a reasonable estimate, or indeed that the iterations involved would necessarily improve the estimate at each step.
In fact, what was just described happens to be one example of the Expectation-Maximisation (EM) algorithm. As a result, via a very simple argument, the iterations just proposed are guaranteed to produce a sequence of nondecreasing likelihoods.
The EM Algorithm
To explain these properties, and with this concrete example in mind, we now turn to a more general description of the EM approach. The essence of the method is the postulation of a 'missing' data set X = {x t1 , · · · , x t2 }. In the example just discussed, this was taken as the state sequence in the model structure (3) with t 1 = 1, t 2 = N +1, but other choices are possible, and it can be considered a design variable.
The idea is to then consider the likelihood function
with respect to both the observed data Y N and the missing data X. Underlying this strategy is an assumption that maximising the 'complete' log likelihood L θ (X, Y N ) is easier than maximising the incomplete one L θ (Y N ).
The EM algorithm then copes with X being unavailable by forming an approximation Q(θ, θ k ) of L θ (X, Y N ) using a current estimate θ k of the parameter values. The approximation used is the minimum variance estimate of L θ (X, Y N ) given the observed available data Y N , and this assumption θ k of the true parameter value. That is
The utility of this approach depends on the relationship between L θ (Y N ) and the approximation
. This may be examined by using the definition of conditional probability to write log
Taking the conditional mean E θ k {· | Y N } of both sides then yields
The rightmost integral in (72) is the Kullback-Leibler divergence metric which is non-negative. This follows directly upon noting that since − log
where the equality to zero is due to the fact that p θ (X | Y N ) is of unit area for any value of θ. Consequently
This delivers the key to the EM algorithm. Namely, choosing θ so that
The EM algorithm exploits this to deliver a sequence of values θ k , k = 1, 2, · · · designed to be increasingly good approximations of the ML estimate (4) via the following strategy.
Calculate:
Compute:
(4) If not converged, update k → k + 1 and return to step 2.
The termination decision in step 4 is performed using a standard criterion such as the relative decrease of L θ (Y N ) or Q(θ, θ k ) falling below a pre-defined threshold [20] .
Return to Motivating Example
To illustrate the application of this abstract formulation, consider again the linear system (3) discussed at the beginning of this section, and note that with the choice X = {x 1 , · · · , x N +1 } and by Bayes' rule
Furthermore, with the Gaussian assumptions (8)
Therefore, with the further Gaussian assumption
Applying the conditional expectation operator E θ {· | Y N } to both sides of this expression then delivers −2Q(θ, θ k ) = log det
Completing the square on the last term in (82) then delivers the maximiser of Q(θ, θ k ) with respect to Γ as
This is the value previously argued by applying the ad-hoc motivation of substituting Kalman smoothed estimated in (65) . See [29] for a more detailed discussion.
A nonlinear system example
The problem of estimating nonlinear system models was the motivation in this paper for considering particle filtering methods. Via the consequent need for non-gradient based optimisation methods, it was also the original motivation for considering the EM algorithm. Accordingly, this paper now illustrates the potential of the particle filtering and EM methods in this nonlinear system estimation context by considering the following nonlinear system
where the true parameters in this case are (86)- (88) is also time varying. While not explicitly detailed in the interests of clarity, the previous particle filtering and EM-algorithm derivations do not depend on any time invariance, and hence are applicable in this time varying situation. The system (86)- (88) has been chosen due to it being acknowledged as a challenging estimation problem in several previous studies such as [22, 31] .
The precise implementation details of how the particle filtering methods just presented are employed to compute the EM algorithm approximation Q(θ, θ k ) to the likelihood L θ , and how Q(θ, θ k ) is then maximised at each step of the EM method are provided in [71] .
The results for 104 different data realisations Y N of length N = 100, with random initialisation of θ 0 in an interval equal to 50% of the the corresponding entry in the true parameter vector θ • , and employing M = 100 particles are presented in Table 1 .
There, the rightmost column gives the sample mean of the parameter estimate across the Monte-Carlo trials plus/minus the sample standard deviation. Note that 8 of likelihood exhibits quite erratic behaviour with very many local maxima. This could reasonably be expected to create significant difficulties for iterative search methods (such as gradient based schemes) for seeking the global maximiser of L θ (Y N ).
Nevertheless, as illustrated in Table 1, Clearly, in each case the Q(θ, θ k ) function is a much more straightforward maximisation problem than that of the log likelihood L θ (Y ). Furthermore, by virtue of the essential property (75), at each iteration directions of increasing Q(θ, θ k ) can be seen to co-incide with directions of increasing L θ (Y ). As a result, difficulties associated with the local maxima of L θ (Y ) are avoided.
To study this further, the trajectory of EM-based esti-
T for this example are plotted in relation to the two dimensional log-likelihood surface L θ (Y ) in Figure 2 . Clearly, the iterates have taken a path circumventing the highly irregular 'slice' at ρ = 0 illustrated in Figure 1 . As a result, the bulk of them lie in much better behaved regions of the likelihood surface.
This type of behaviour with associated robustness to capture in local minima is widely recognised and associated with the EM algorithm in the statistics literature [54] . Within this literature, there are broad explanations for this advantage, such as the fact that (75) implies that Q(θ, θ k ) forms a global approximation to the log likelihood L θ (Y ) as opposed to the local approximations that are implicit to gradient search based schemes. However, a detailed understanding of this phenomenon is an important open research question deserving further study. Readers seeking further detail on the application of the EM-algorithm to dynamic system estimation problems may find the papers [73, 39, 34, 29, 30, 87, 33] of interest.
HIGHER DIMENSION SYSTEMS AND THE EM ALGORITHM
The paper now turns to a further system identification challenge. Namely, the estimation of models that are of 'high' dimension in that the sizes n u , n y of the vector input {u t } and output {y t } in combination with the state dimension n x imply a large number of parameters to be estimated.
A Gradient Based Search Example
As a concrete example, consider again the linear state space model (3). On the one hand, estimating the parameters in this model can be straightforwardly and efficiently solved using a subspace-based method [77, 81, 48] , (almost) regardless of the dimensions n u , n y , n x .
On the other hand, while there is some theory explaining the asymptotic properties of subspace-based estimates [15, 8, 7] , it is arguably less complete than for the PE or ML estimation methods. As a result, quantifying error bounds on delivered subspace based estimates is less straightforward.
Additionally, it is generally held that while subspacebased method provide an excellent initialisation for the optimisation algorithm employed to compute PE or ML estimates, these latter estimates are commonly superior.
For these reasons, it is common to require that a PE or ML estimate be computed. As explained in the introduction, this will require an iterative search of the form (35) , which in turn requires the computation of a cost gradient at each iteration. Again, to be concrete, in the PE case with
given by (64) is required which depends on computing the predictor gradient
In order to facilitate this, it is common to replace the model structure (3) with its innovations form
(where {ǫ t } is an i.i.d. zero mean finite variance process) since this allows the predictor y t|t−1 (θ) to be computed via the steady state Kalman filter x t+1|t = (A − KC) x t|t−1 + (B − KD)u t + Ky t , y t|t−1 (θ) = C x t|t−1 + Du t .
As a result, with θ i denoting the i'th element of θ
Consequently, a separate n x dimensional filter must be run for each element θ i of the parameter vector θ.
Subspace-based methods employ a 'full' parametrization in which every element of the system matrices in (91) are included in θ so that
(95) Here, the vec {·} operator is one which forms a vector from a matrix by stacking its columns on top of one another. This full parametrization is an over-parametrization in that θ is of dimension n θ = n 2 x +n x (n u +2n y )+n u n y which is n 2 x more than any minimal (injective) parametrization of dimension [52] n β = n θ − n 2 x = n x (n u + 2n y ) + n u n y .
(96) As established and developed in [52, 53, 10, 80, 43] , such a minimal parametrization, dubbed 'Data Driven Local Co-ordinates' (DDLC) can be computed as a simple affine transformation of the full parametrization (95). Via this, it is straightforward to ensure that the gradient (90) is computed for only the minimum number of components
Unfortunately, this may still imply that a very substantial number of filters need to be run to compute (90) via (93),
For example, suppose that the model (91) was to encompass an n u = 4-input, n y = 4-output system, for which the dynamics between any particular input/output pair were third order with no shared pole positions. This would imply a state dimension of n x = 3n u n y = 48, and hence n β = 592.
That is, for what might be considered a fairly modest 4-input, 4-output 3rd order dynamics situation, gradient based search for a prediction error estimate requires that n β = 592 filters with state dimension n x = 48 be run at each iteration. This is a substantial computational load, which will typically lead to long computation times.
The EM Algorithm Again
Continuing the discussion of this example, if the EM Algorithm were to instead be applied, as explained in section 3.3, the main computation load involves the computation of the Q(θ, θ k ) function given by (82) . This dominates the load by way of the Kalman smoother must be run to obtain the quantities in (83), (84) .
On the one hand, as opposed to the simple filters (93), (94) required when using gradient-based search, the Kalman smoother is significantly more complicated and computationally costly due to the need to compute the n 2 x dimension state covariance matrix for each time point. On the other hand, only one smoother needs to be run, as opposed to n β filters.
To understand these relative computational loads, a detailed audit of the floating point operations (FLOPS) required by the EM algorithm assuming a square-root implementation of the Kalman smoother, leads to a quantification of order O(n 3 x N ) FLOPS per iteration [29] . Equally, since an n x -state filter with no sparsity in the associated state matrices incurs an O(n 2 x N ) FLOP load, a DDLC parametrized gradient based search incurs an order O(max(n u , n y )n 3 x N ) FLOP load at each iteration [29] . As a result, for multivariable linear systems, there is a computational load advantage of max(n u , n y ) FLOPS per iteration in employing the EM algorithm relative to a gradient based search one.
While this advantage may seem modest in this linear system example, it can be much more significant in other situations. For example, suppose the innovations form linear system (91) is extended to represent bilinear systems according to
where the symbol ⊗ is the Kronecker tensor product of matrices, which is simply scalar multiplication if either argument is scalar [13] .
The importance and utility of these sort of models is in part due to their ability to characterize a very wide range of chemical, biological, robotic and manufacturing processes [24, 79] . It also stems from their utility as approximators, or alternate representations for a range of other nonlinear systems [42, 69] .
Importantly the bilinear model structure (97) can equally be represented as a time varying linear structure which is simply (91) but with the system matrices A and C replaced with time varying versions
(98) As a result, a Kalman smoother for this system is no more computationally difficult or costly than for the linear case (91). Hence, when employing the EM algorithm to estimate the parameters in the bilinear model structure (97), the previous audit value of O(n At the same time, as previously explained, a gradient search technique requires one filter per minimal parameter. Furthermore, the number of parameters in the bilinear model (97) is significantly higher than in the linear case (91). As a result, a detailed audit of the requirements of a gradient based search approach to estimating (97) lead to a quantification of O(N n 4 x n 2 u n y ) FLOPS per iteration [30] .
Compared to the EM algorithm, this is O(n x n 2 u n y ) more operations per iteration, which can be significant. For example, in a n x = 10'th order n u = n y = 3 input/output situation, an EM based approach involves a FLOP requirement per iteration that is less that 1/200'th of that required by the Gauss-Newton approach [30] .
Of course, there are many other factors to consider such as computational load, memory requirements, suitability for caching, and of course the number of required iterations.
Using the
To this point, the EM algorithm has been presented as an alternative to gradient based search. In particular, since it does not require the computation of gradients, it was first introduced in this paper as a means for circumventing a problem in nonlinear system estimation.
Namely, while as detailed in section 2, particle-based methods can efficiently compute the predictor y t|t−1 (θ) of a nonlinear system via (63), they do not also straightforwardly provide the gradient d y t|t−1 (θ)/dθ.
Perhaps surprisingly, the Q(θ, θ k ) function (68) that is intrinsic to the EM algorithm, has a potential further application as a means for simply and efficiently computing these necessary gradients.
To explore this, note that the gradient of Q(θ, θ k ) may be decomposed according to
Evaluating both sides at θ = θ k then delivers d dθ
which is known as Fisher's identity [54] . Therefore, in situations where the formulation of L θ (Y N ) makes computing its derivative with respect to θ at some point θ = θ k impossible (as in the nonlinear system/particle filtering case) or computationally intensive (the 'high' dimension linear and bilinear system cases just profiled), a possible solution is to instead compute Q(θ, θ k ) and examine the computation of its gradient at θ = θ k .
For example, with regard to the particle filtering/smoothing approach to estimating the nonlinear model structure (1), (2) , as established in [71] 
where the w i t|N ,x i t terms are computed using the particle smoother Algorithm 2 applied to the model (1), (2) .
Since the terms p θ (y t | x t ), p θ (x t+1 | x t ) are given by (44) and (45), and hence eminently differentiable, a novel and simply solution for computing the gradient L ′ θ (θ k ) is therefore provided.
As another example of the use of
, recall the expression (82) for Q(θ, θ k ) when applied to the linear state space model (3) . Note that by the definitions in (80) , all the parameters in the system matrices A, B, C, D are collected in Γ. Hence the derivative of any of these parameters in the corresponding parameter vector θ may be studied by differentiation with respect to Γ.
According to (82) , the only term in Q(θ, θ k ) to depend on Γ is the element Tr Π
As a consequence, if the elements in Γ are set to the same values as were used for the Kalman smoothing operations that delivered Ψ and Σ according to their definition (83), (83) , then via (99), the elements in L ′ θ (Y N ) may be obtained by the appropriate element of the right hand side of (99).
As opposed to the more common approach (93),(94), only one Kalman smoother operation is required rather than n β Kalman filter computations. For large dimension systems, this can be a very significant computational advantage. The advantages of this method were first recognised in [72] .
ERROR QUANTIFICATION AND MARKOV-CHAIN MONTE-CARLO METHODS
The final system identification challenge that this paper addresses is that of computing error bounds on system parameters θ and functions of them that are accurate for finite, and even short data lengths N .
As discussed in section 1.1, the current approach is to employ in the practical finite data length N situation, quantifications that actually apply only in the limit as data length N tends to infinity. This introduces imprecision, as does the need to substitute estimates for required covariance matrices, and rely on linear approximations to nonlinear functions γ of θ if error bounds on γ( θ) are required.
In order to circumvent these difficulties, in this final section a Bayesian approach is examined as a means of quantifying the manner in which prior knowledge and data-based information are combined to yield posterior information about system properties.
A Bayesian Approach
Of course, even the casual reader in the area of estimation is aware of the sometimes passionate debates regarding the utility and philosophical underpinnings of a Bayesian perspective versus a frequentist (likelihood, prediction error) approach [67] . This paper does not seek to contribute or advocate in this unresolved discussion. Nevertheless, this final section does concentrate on proposing the computation of Bayesian statistics, and illustrate how this may be achieved.
Underlying this is the view that the system identification community are great empiricists, and primarily engineers either at heart or by training or both. Hence providing the means for this community to evaluate on real examples the consequences and relative advantages/disadvantages of a Bayesian approach is hoped to be of value and interest.
With these caveats and comments in mind, the posterior p(θ | Y N ) that is proposed as an error quantification may be computed using Bayes' rule according to
Here p(Y N | θ) is the previously considered likelihood, p(θ) is the a-priori distribution on θ reflecting any prior knowledge about it, and p(Y N ) is a normalizing factor (constant with respect to θ) that simply ensures that p(θ | Y N ) is of unit area with respect to θ and which is formally given by
The computation of the likelihood p(Y N | θ) has already been addressed in section 1.1. According to (11) it may be expressed in terms of the 'predictor' density via
Note that the notation p(Y N | θ) used here for the likelihood is different to that of p θ (Y N ) employed previously. This is to reflect that in the Bayesian setting, the parameter vector θ is viewed as a random variable, and not as a fixed quantity.
In the linear or bilinear Gaussian state space cases (3),(97) the density p(y t | Y t−1 , θ) is simply computed (for the linear case) as
where x t|t−1 , P t|t−1 are the state estimate and associated covariance computed via a standard Kalman filter.
In the linear transfer function case (4), via (9) it is also simple to compute the required conditional density as
In these and other examples where p(Y N | θ) can be computed, it may then be substituted together with a prior p(θ) into (108) to then obtain the required posterior
While this does provide a simple solution, unfortunately it is usually the case that it is a function of p(θ | Y N ) that is actually required. For example, if error bounds on a particular parameter θ i are sought, then this may be provided by the marginal density p(θ i | Y N ). Unfortunately, this demands the computation of the multidimensional integral
(114) For all but very simple models with very few parameters, the numerical evaluation of this is infeasible.
Furthermore, it is also common that it is not the parameters θ themselves, but in fact a function γ(θ) of the parameters that is of interest. A simple and common example is the frequency response G(e jω , θ) when employing the transfer function model (4). A less common, but still reasonable example is the phase margin φ m (K) achieved for a given closed loop controller K.
In these and other situations it is not at all clear how one might tractably compute the required posterior density p(γ(θ) | Y N ).
A Markov-Chain Monte-Carlo solution
The solution to these difficulties examined here is of the same theme underlying the particle filtering solution to the nonlinear state estimation problem discussed in section 2.1. Namely, this section examines the strategy of numerically computing required densities by first generating a random sequence of realisations {θ k } that are distributed according to the posterior density of interest. That is θ k ∼ p(θ | Y N ).
As in the case of particle filtering, the strong law of large numbers (SLLN), which states that with probability one
is then employed to deliver the finite M approximation
This then permits the computation of rather arbitrary posterior densities via sample histograms:
Here, with X denoting a set, I X (ξ) is the indicator function for ξ ∈ X defined as
Furthermore A is any γ-measurable set, and γ −1 (A) denotes the pre-image
While, this may seem like a reasonable approach in principle, it may also appear to be practically infeasible due to the implied requirement of a vector random number generator with given joint density p(θ | Y N ).
However, again like the particle filtering case, construction of the required generator is made possible by exploiting the structure of the problem. In this case, the essential ingredient is that via (108),(110) the task of of simply evaluating the function p(θ | Y N ) for a given θ is commonly straightforward.
This permits the construction of a Markov-chain {θ k } which can be established to have limiting density
The idea is to then allow for a 'burn in' period in which the above convergence occurs, and then subsequent realisations from the chain can then be used as realisations from p(θ | Y N ).
Again as per the particle filtering case, this vector random generator takes realisations from a convenient density λ(·) from which it is straightforward to draw realisations, and then modifies them to provide realisations distributed according to p(θ | Y N ).
The technique used to achieve this is known as the 'Metropolis-Hastings' algorithm, which was developed in [55] and generalized in [38] to the following form. (1) Initialise θ 0 at some value such that p(θ 0 | Y N ) > 0 and set k = 1; (2) At iteration k, consider a candidate value ξ k for θ k which is drawn from a proposal density λ(ξ k | θ k−1 ). That is, find a possible realisation for θ k as
(3) Compute the acceptance probability 
This algorithm, with its roots in statistical mechanics [55] , is also widely used in statistics, physics, chemistry and biology, as profiled in [40] where it is listed at first place in a survey of 'great algorithms of scientific computing'.
The proposal density
The only design variable in the Metropolis-Hastings algorithm is the choice of the proposal density λ(ξ | θ). Note that the notation is chosen to reflect that the density from which a proposal ξ is drawn may depend on a previous realisation θ.
To appreciate the importance of this, note that perhaps the most natural way to compute a proposed ξ k at iteration k, is as a perturbation on the previous realisation θ k−1 according to
(123) In the special, but common, case in which the mean of v k is zero so that the probability density
and hence the acceptance probability (122) simplifies to
In this case, Algorithm 4 is known as the Metropolis Algorithm.
A further specialization of Algorithm 4 occurs in the situation where only one component θ i of θ is updated at a time by using the proposal scheme
Here x i denotes an i-th sub-block of the vector x, x −i denotes the complement of this (namely everything except the i-th sub-block), and the ∪ notation denotes forming a new vector via concatenation of the two arguments.
An important consequence of this choice is that a simple calculation using Bayes' rule establishes that the associated acceptance probability α(ξ k | θ k−1 ) = 1, and hence in this case, the term in the acceptance probability (122) affected by this choice becomes, At a more general level, the choice of proposal γ(ξ | θ) involves a tradeoff between convergence rate and complexity. For example, as the correlation between the realisations {θ k } decreases, the convergence rate of the SLLN (115) increases and hence the accuracy of the approximation (116) improves [60] .
However, as correlation is minimized, algorithm complexity may increase. At one end of the scale, substituting the choice γ(ξ | θ) = p(θ | Y N ) into (122) implies an acceptance probability α(ξ | θ) = 1, so that realisations of Algorithm 4 are independent realisations from p(θ | Y N ). This is clearly infeasible, since the entire premise of the Markov chain Monte-Carlo method is that it is employed because sampling from p(θ | Y N ) is computationally impossible. Therefore, it is necessary to consider suboptimal choices for γ(ξ | θ) that are reasonable, while not overly sacrificing convergence rate.
One of the simplest proposal choices is the random walk (123) with v k ∼ N (0, σ as the single design variable. If chosen too small, then almost all proposals will be accepted, and the correlation between samples will be very high. This will manifest in realisations {θ k } very slowly trawling the range where p(θ | Y N ) is non-zero, resulting in very slow convergence. Vice versa, if σ 2 v is chosen too high, then overly large jumps in θ k will be proposed that are rarely in regions where p(θ | Y N ) is significant, and hence rarely accepted. Again, the correlation between samples will be very high (realisations θ k will remain the same over long periods of rejected proposals) and convergence will be slow.
In consideration of this, the author has found it effective to adaptively modulate σ 2 v in order for an observed acceptance rate a L until a given target α ⋆ is approximately achieved, at which point the adaptation is halted. Here, the rate α L is defined as the sample average proportion of acceptances over a window of width L (below δ is the Kronecker delta):
Under the strong simplifying assumption of the components θ i of θ being conditionally (on Y N ) independent, theoretical analysis is available [68] to conclude that α ⋆ = 0.234 provides optimal convergence rate. In practice, the author has found that using α ⋆ = 0.3 gives generally good results.
Supporting Theory
It is natural to question why the Metropolis-Hastings Algorithm 4 should generate a sequence of realisations {θ k } that satisfies (120), and (115). To address this, a brief synopsis of the underpinning theory supporting Algorithm 4 will now be provided.
Central to this is the recognition that Algorithm 4, generates a new sample θ k as a time-homogeneous Markov chain with transition density K(θ k | θ k−1 ). Furthermore, the probability K(θ k | θ k−1 ) is determined as the product of the probability γ(ξ | θ) of proposing a move ξ, times the probability α(ξ | θ) of accepting it:
is the probability of no change in the value of θ k from one iteration to another. In (130) the delta function is of the Dirac type.
Suppose now that θ k−1 is distributed according to the pdf π k−1 (θ). Then clearly, the pdf π k (θ) for an ensuing element θ k in this Markov chain is given by the law of total probability via
Therefore, if the realisations {θ k } generated by Algorithm 4 are to converge in a distributional sense to realisations having some constant density π(θ), then that density must satisfy
in which case π(θ) is termed [57] an invariant (or stationary) density with respect to the transition kernel
The essence of the design of the design of the MetropolisHastings Algorithm 4 is that the acceptance probability α(ξ | θ) is crafted so that (132) is achieved for π(θ) = p(θ | Y N ).
To establish this, consider first the almost ubiquitous situation of ξ = θ in which case (subscripts will be dropped momentarily to enhance readability)
Similarly,
Therefore, comparing (133) and (134) and noting that the min{·, ·} operation is symmetric implies that algorithm 4 yields a Markov chain for which the so-called 'reversibility condition'
holds when ξ = θ. Similarly, considering now the case of ξ = θ, then (135) trivially holds simply by substitution of ξ = θ into the definition (135) of reversibility.
Therefore, (135) holds for all possible transitions. Substituting p(· | Y ) for π(·) into the right hand side of (132) and using (135) then implies
where the transition to the last line follows since K(ξ | θ) is a probability density function and hence integrates to one.
Therefore, the desired posterior density p(θ | Y ) is a candidate for any density that realisations of Algorithm 4 might converge to. This line of thinking was the original basis for the design of the algorithm [55] .
To establish further properties, such as p(θ | Y N ) being the only density satisfying the invariance property (132), that having satisfied this necessary condition for the distributional convergence (120), it actually does occur, and that the SLLN result (115) holds all requires much more analysis than can be described here.
Indeed, the basic theory underpinning these convergence results was established only relatively recently in the seminal work on the topic [75] , which depends itself on relatively recent results in the theory of Markov chains on uncountable spaces [57] .
Fortunately, the results of this analysis are that under the mild conditions that the support of the proposal γ(ξ | θ) is at all times larger than the support of the posterior p(θ | Y N ) which itself is a connected set, and that both of these densities are bounded, then all the desired convergence properties just mentioned can be established [61] .
An example
To illustrate the application of these ideas, this section considers the case of a linear and time invariant system model of the output error (OE) form
(140) In this case, to evaluate the likelihood (12) the required predictor is given by (9) as simply y t|t−1 (θ) = G(q, θ)u t so that via (5) and (12) the posterior p(θ | Y N ) can be evaluated for any value of θ as
Here k is a constant independent of θ, that will not be required an any subsequent calculations (since it will cancel), but is included in (141) to ensure it has unit total probability.
Furthermore, in the example to follow, e t of variance Var{e t } = σ 2 will have a uniform distribution e t ∼ U[−1.5σ 2/3 , 1.5σ 2/3 ] so that p e (·) will be the indicator function I [−1.5σ 2/3 ,1.5σ 2/3 ] (·) and hence the product term in (141) will be either one or zero. Similarly, in what is to follow, the prior p(θ) will be uniform and hence zero or not.
A further specialization in the example presented in this section is the employment (in the MCMC Algorithm 4) of the random walk proposal (123)
whereby the previous iteration θ k−1 is perturbed by a Gaussian distributed random amount v k . Recall, that as explained via (124), in this situation the acceptance probability α(ξ | θ) simplifies to the Metropolis form (126). As a result, in the example we present here, the MCMC Algorithm 4 is implemented as follows. (1) Initialise θ 0 at some value such that according to (141) the probability p(θ 0 | Y N ) > 0, and set k = 1; (2) At iteration k, generate a candidate value ξ k computed according to the random walk proposal (142); (3) Substitute the ξ k obtained in step 2 and the θ k−1 from the previous iteration into (141) in order to compute the acceptance probability; viz. = 0.01. It is then supposed that the available data from this system consists of only N = 20 samples of {y t } and {u t } being a sampled step response transiting 1 → 0 at the data record midpoint. This is illustrated in Figure 3 , where the solid line is the noise free response, and the samples around this line are the noise corrupted data assumed to be available.
In the case where the density p e (·) governing e t is uniform, and with prior distribution on θ = [a 1 , b 0 ] being one that assigns zero weight to b 0 < 0 and |a 1 | > 1, then the posterior distributions for these parameters given the data realisation shown in Figure 3 are illustrated in Figure 4 .
There, the solid line shows the marginal posterior density for b 0 and a 1 computed via Algorithm 4 with the random walk proposal (123) using perturbations {v k } which are i.i.d. zero mean Gaussian with variance tuned to deliver an empirical acceptance rate α L ≈ 0.3. These marginals were produced from histograms based on 10 5 iterations of Algorithm 4, which were then smoothed using standard kernel density estimation methods [74] .
By way of comparison, the marginals obtained by numerical integration using Simpson's rule over 220 bins to evaluate (30) by 'brute force' are shown as a dashed line in Figure 4 . They are virtually indistinguishable from the solid line, indicating the accuracy of the MCMC approach in this example.
As further comparison, the error quantification (17) associated with a PE estimate obtained from the data in Figure 3 and using the asymptotic in N approximation (17) , (32) , (33) is shown as the dash-dot Gaussian curves in Figure 4 .
While these quantifications are not strictly comparable to the posterior densities, since they evaluate different quantities, it would still seem interesting to compare the two in terms of their utility in informing a user of what system information can be extracted from the available data, particularly in view of the very widespread use of the PE method and (asymptotic based) associated error quantification.
In relation to this, note that since p e (·) is uniform in this example, then via (12) 
and hence has no uniquely defined maximum, so that a ML estimator does not exist and hence cannot be profiled.
This domain Θ is precisely the 'feasible parameter set' that is studied (albeit via different motivation) in the 'bounded error' estimation literature, and for which (depending on model structure) numerous efficient methods for computation have been developed [65, 64, 58, 83] . Since when intersected with the support of the prior p(θ), this is also the support of p(θ | Y N ) there are clear links between the two approaches.
To illustrate further potential uses of the Markov chain methods proposed here, suppose that it is necessary to design a closed loop PI controller K(q) for the system responsible for the observations in Figure 3 and under the hypothesis that the system is first order.
The choice K(q) = 2 + 0.1 q − 1 (147) achieves a phase margin φ m = 99.3
• and gain margin g m = 5.56 on the afore-mentioned PE estimate.
However, it is of course important to gauge the likely performance of the controller (147) on the real system. As argued in this paper, a Bayesian approach addresses this question by computing the posteriors
Due to the implicit way in which φ m and g m are defined (i.e. they do not obey a closed form formula) this would be a daunting (if not impossible) task if approached from an analytical point of view, or via standard asymptotic approximation methods such as (34) .
In contrast, it is straightforward to compute the required marginals (148) using the Monte-Carlo approach of this paper. Each realisation of {θ k } provided by Algorithm 4, implies an associated φ m and g m which is straightforward to compute. Furthermore, they may each be thought of as arising from a bounded mapping γ : θ → R so that the approach (117) can be employed.
The results of this strategy are shown in Figure 5 . Their accuracy is ensured by the demonstrated accuracy of the distribution of the marginals of p(θ | Y N ) in Figure 4 . Clearly, there seems to be good evidence from the data that the the controller (147) will achieve a phase margin greater than 95
• and a gain margin greater than 3.7. 
CONCLUSION
This paper has profiled some selected and acknowledged open system identification problems, and profiled some potential avenues of attack that are based on ideas from other fields, such as signal processing (particle filtering), statistics (EM algorithm) and statistical mechanics (Metropolis-Hastings algorithm).
In considering only a selection of areas, the author is very conscious of having ignored many areas of very active interest such as experiment design, identification for control, frequency domain identification, continuous time identification, errors in variables problems and many more. This exclusion is only due to space constraints and, more importantly, lack of expertise by the author on these topics.
The existence of so many open areas and the vigor by which they are pursued is a testament to the vitality and relevance of system identification research. This has, and continues to involve the adoption and development of ideas from very many fields. Indeed, it is probably not unfair to observe that to work in the system identification field requires expertise in probability theory, time series analysis, statistics, systems theory, linear algebra, functional analysis and numerical optimization algorithms as a minimum requirement.
The new(ish) approaches surveyed in this paper can therefore be considered just another part of accepted system identification practice whereby new ideas from other fields are evaluated, developed, and employed if appropriate. While the author believes that the methods proposed here have promise, it may well be the case that other techniques prove superior.
Whatever the situation, if history is a reliable guide (the prediction error method we regularly rely on seeks to minimise discrepencies from it!), then system identification researchers will successfully develop effective solutions to the open problems surveyed here, and these will involve an open-minded strategy of understanding and adapting effective techniques from other fields.
