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CONNES’ TRACE THEOREM FOR CURVED NONCOMMUTATIVE TORI.
APPLICATION TO SCALAR CURVATURE
RAPHAE¨L PONGE
Abstract. In this paper we prove a version of Connes’ trace theorem for noncommutative tori
of any dimension n ě 2. This allows us to recover and improve earlier versions of this result
in dimension n “ 2 and n “ 4 by Fathizadeh-Khalkhali [21, 22]. We also recover the Connes
integration formula for flat noncommutative tori of McDonald-Sukochev-Zanin [43]. As a further
application we prove a curved version of this integration formula in terms of the Laplace-Beltrami
operator defined by an arbitrary Riemannian metric. For the class of so-called self-compatible
Riemannian metrics (including the conformally flat metrics of Connes-Tretkoff) this shows that
Connes’ noncommutative integral allows us to recover the Riemannian density. This exhibits a
neat link between this notion of noncommutative integral and noncommutative measure theory
in the sense of operator algebras. As an application of these results, we setup a natural notion
of scalar curvature for curved noncommutative tori.
1. Introduction
The main goal of noncommutative geometry is to translate the classical tools of differential
geometry in the Hilbert space formalism of quantum mechanics [8]. In this framework the role of
the integral is played by positive (normalized) traces on the weak trace class L 1,8. Important
examples of such traces are provided by Dixmier traces [17]. An operator T P L 1,8 is measurable
(resp., strongly measurable) when the value ϕpT q is independent of the trace ϕ when it ranges
throughout Dixmier traces (resp., positive normalized traces). The NC integral
ş´
T is then defined
as the single value ϕpT q.
Given any closed Riemannian manifold pMn, gq, Connes’ trace theorem [7, 34] asserts that every
pseudodifferential operator P of order ´n on M is strongly measurable, and we have
(1.1)
ż´
P “ 1
n
RespP q,
where Res is the noncommutative residue trace of Guillemin [30] and Wodzicki [55, 56]. Let ∆g
be the Laplace-Beltrami operator on functions. For operators of the form f∆
´n
2
g , f P C8pMq, we
further have Connes integration formula [7],
(1.2)
ż´
f∆
´n
2
g “ cn
ż
M
fνpgq, cn :“ 1
n
p2πq´n|Sn´1|,
where νpgq is the Riemannian density. In particular, this shows that the noncommutative integral
recaptures the Riemannian density.
This paper deals with analogues for noncommutative tori of the trace theorem (1.1) and the
integration formula (1.2). Noncommutative 2-tori naturally arise from actions of Z on the circle
S1 by irrational rotations. More generally, an n-dimensional noncommutative torus Aθ “ CpTθnq
is a C˚-algebra generated by unitaries U1, . . . , Un subject to relations,
UlUj “ e2iπθjlUjUl, j, l “ 1, . . . , n,
where θ “ pθjlq is some given real anti-symmetric matrix. There is a natural action of Rn onto
Aθ. The subalgabra of smooth vectors Aθ “ C8pTnθ q is the smooth noncommutator tori. The
Hilbert space Hθ “ L2pTnθ q is obtained as the space of the GNS representation for the standard
normalized trace τ of Aθ.
The research for this article was partially supported by NSFC Grant 11971328 (China).
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The pseudodifferential calculus on NC tori of Connes [5] has been receiving a great deal of
attention recently due to its role in the early development of modular geometry on NC tori by
Connes-Tretkoff [15] and Connes-Moscovici [14] (see also [9, 23] for surveys). There is a noncom-
mutative residue trace for integer order ΨDOs on Tnθ (see [24, 22, 38, 46]). This is even the unique
trace up to constant multliple [46].
The trace theorem of this paper (Theorem 8.1) states that any pseudodifferential operator P
of order ´n on Tnθ is strongly measurable, and we have
(1.3)
ż´
P “ 1
n
RespP q,
where on the r.h.s. we have the noncommutative residue trace for NC tori. This refines earlier
results of Fathizadeh-Khalkhali [21, 22] in dimensions n “ 2 and n “ 4, where measurability and
a trace formula are established, but strong measurability is not. The trace formula (1.3) can be
extended to all operators aP with a P Aθ and P as above (see Corollary 8.3). Applying this to
P “ ∆´n2 , where ∆ is the flat Laplacian of Tnθ , immediately gives back the Connes integration
formula for flat NC tori of McDonald-Sukochev-Zanin [43] (see Corollary 8.4).
We seek for a curved version of the flat integration formula of [43], i.e., an extension involving
the Laplace-Beltrami operator ∆g associated with an arbitrary Riemannian metric g on T
n
θ which
was recently constructed in [33]. We refer to Section 9 for the precise definition of Riemannian
metrics on Tnθ in the sense of [33, 48]. They are given by symmetric positive invertible matrices
g “ pgijq with entries in Aθ. Any Riemannian metric g defines Riemannian density νpgq, which is
a positive invertible element of Aθ. The original setting of [14, 15] corresponds to the special case
of conformally flat metrics gij “ k2δij , k P Aθ, k ą 0.
The Riemannian density νpgq defines a weight ϕgpaq :“ p2πqnτ raνpgqs, a P Aθ. The very
datum of this weight produces a non-trivial modular geometry, even when g is conformally flat.
In particular, the GNS construction for ϕg produces two non-isometric ˚-representations of Aθ
and its opposite algebra A˝θ. The corresponding Tomita involution and modular operator Jgpaq :“
νpgq´ 12 a˚νpgq 12 and ∆paq :“ νpgq´1aνpgq, a P Aθ. Thus, if we let H ˝g be the Hilbert space
of the GNS representation of A˝θ, then have a ˚-representation a Ñ a˝ of Aθ in H ˝θ , where
a˝ “ Jga˚Jg “ νpgq´ 12 aνpgq 12 acts by left multiplication.
The Laplace-Beltrami operator ∆g : Aθ Ñ Aθ of [33] is an elliptic 2nd order differential operator
with principal symbol νpgq´ 12 |ξ|2gνpgq
1
2 , where |ξ|g :“ p
ř
gijξiξjq 12 and g´1 “ pgijq is the inverse
matrix of g. This is also an essentially selfadjoint operator on H ˝g with non-negative spectrum.
Our curved integration formula (Theorem 10.6) then states that, for every a P Aθ, the operator
a˝∆
´n
2
g is strongly measurable, and we have
(1.4)
ż´
a˝∆
´n
2
g “ cˆnτ
“
aν˜pgq‰, cˆn :“ 1
n
|Sn´1|,
where ν˜pgq :“ |Sn´1|´1 ş
Sn´1
|ξ|´ng dn´1ξ is the so-called spectral Riemannian density (see Sec-
tion 10).
The spectral Riemannian density ν˜pgq enjoys many of the properties of the Riemannian density
νpgq (see Proposition 10.1). In general, νpgq and ν˜pgq need not agree, but they do agree when g
is self-compatible, i.e., the entries gij pairwise commute with each other (loc. cit.). For instance,
conformally flat metrics and the functional metrics of [28] are self-compatible.
In the self-compatible case, the integration formula (1.4) shows that the NC integral recaptures
the Riemannian weight ϕg (see Corollary 10.8). This provides us with a neat link between the NC
integral in the sense of noncommutative geometry, and the noncommutative measure theory in the
sense of operator algebras, where the role of Radon measures is played by weights on C˚-algebras.
In the same way as with ordinary (compact) manifolds the trace formula (1.3) allows us to
extend the NC integral to all ΨDOs on Tnθ even those that are not weak trace class or even
bounded (see Definition 11.1). Together with the curved integration formula this allows us to
setup a quantum length element ds :“ pc´1n ∆´
n
2
g q 1n “ c´
1
n
n ∆
´ 1
2
g and spectral k-dimensional volumesĄVolpkqg pTnθ q :“ ş´ dsk for k “ 1, . . . , n (see Section 11).
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For any closed Riemannian manifold pMn, gq, n ě 3, we have
(1.5)
ż´
fdsn´2 “ ´c1n
ż
M
κpgqνpgq @f P C8pMq,
where κpgq is the scalar curvature and c1n is some (positive) universal constant. Given any curved
NC tori pTnθ , gq, n ě 3, the scalar curvature is the unique νpgq P Aθ such that
´ 1
c1n
ż´
adsn´2 “ τ“aκpgq‰ @a P Aθ.
This is consistent with previous approaches to the scalar curvature for NC tori. When θ “ 0 we
recover the usual notion of scalar curvature.
The scalar curvature κpgq is naturally expressed in terms of some integral of the symbol of
degree ´n of p∆´n2`1g , where p∆g “ νpgq 12∆νpgq´ 12 is the Laplace-Beltrami operator ∆g under the
unitary isomorphism p2πqn2 νpgq 12 : H ˝g Ñ Hθ (see Proposition 11.2). To relate our description
to the scalar curvature to previous descriptions we use the results of [36] on complex powers of
positive elliptic ΨDOs on NC tori. Namely, we re-express κpgq in terms of the 2nd sub-leading
symbol σ´4pξ;λq of the resolvent pp∆g ´ λq´1 (Proposition 11.7). This provides us with a solid
notion of scalar curvature for curved NC tori of dimension ě 3. In addition, we recover the
modular scalar curvature of NC 2-tori of [14, 15] by analytic continuation of the dimension (see
Remark 11.10).
This paper is organized as follows. In Section 2, we review the main facts on Connes’ quantized
calculus and the noncommutative integral. In Section 3, we review the main definitions and prop-
erties of noncommutative tori. In Section 4, we further review the main definitions and properties
of pseudodifferential operators on noncommutative tori. In Section 5, we survey the construction
of the noncommutative residue trace for ΨDOs on NC tori. ln Section 6, we establish that any
ΨDO agrees with a scalar-symbol ΨDO modulo the closure of the weak trace class commutator
subspace. In Section 7, we establish a Weyls law for positive ΨDOs with scalar symbols. In
Section 8, we prove the version for noncommutative tori of Connes’ trace theorem and give a
couple of applications. In Section 9, we review the main definitions and properties of Riemannian
metrics and Laplace-Beltrami operators. In Section 10, we prove the curved integration formula
and present a few consequences. In Section 11, we set up a natural notion of scalar curvature
for curved NC tori. In Appendix A we sketch a proof of (1.5). In Appendix B we compare our
integration formulas with the curved integration formula of [42].
Acknowlegements. My warmest thanks go Edward McDonald, Fedor Sukochev, and Dmitriy
Zanin for stimulating and passionate discussions on Connes’ integration formula. I thank Galina
Levitina and Alex Usachev for providing a reference for Proposition 2.2. I also thank University
of New South Wales (Sydney, Australia) and University of Que´bec (Montre´al, Canada) for their
hospitality during the preparation of the paper.
2. Quantized Calculus and Noncommutative Integral
In this section, we review the main facts on Connes’ quantized calculus and the construction of
the noncommutative integral.
2.1. Quantized calculus. The main goal of the quantized calculus of Connes [8] is to translate
into a the Hilbert space formalism of quantum mechanics the main tools of the infinitesimal and
integral calculi. In what follows, we let H be a (separable) Hilbert space. We mention the first
few lines of Connes’ dictionary.
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Classical Quantum
Complex variable Operator on H
Real variable Selfadjoint operator on H
Infinitesimal variable Compact operator on H
Infinitesimal of order α ą 0 Compact operator T such that
µkpT q “ Opk´αq
The first two lines arise from quantum mechanics. Intuitively speaking, an infinitesimal is
meant to be smaller than any real number. For a bounded operator the condition }T } ă ǫ for all
ǫ ą 0 gives T “ 0. This condition can be relaxed into
@ǫ ą 0 DE Ă H such that dimE ă 8 and }T|EK} ă ǫ.
This condition is equivalent to T being a compact.
Denote by K the closed two-sided ideal of compact operator. The order of compactness of an
operator T P K is given by its characteristic values (a.k.a. singular values),
µkpT q “ inf
 }T|EK}; dimE “ k(
“ pk ` 1q-th eigenvalue of |T | “
?
T ˚T .
The last line is the min-max principle. Each eigenvalue is counted according to multiplicity. We
record the main properties of the characteristic values (see, e.g., [27, 53]),
µkpT q “ µkpT ˚q “ µkp|T |q, µk`lpS ` T q ď µkpSq ` µlpT q,(2.1)
µkpATBq ď }A}µkpT q}B}, µkpU˚TUq “ µkpT q,(2.2)
where S, T P K , A,B P L pH q and U P L pH q is any unitary operator.
An infinitesimal operator of order α ą 0 is any compact operator such that µkpT q “ Opk´αq.
For p ą 0 the weak Schatten class L p,8 is defined by
L
p,8 :“
!
T P K ; µkpT q “ Opk´ 1p q
)
.
Thus, T is an infinitesimal operator of order α if and only if T P L p,8 with p “ α´1.
We refer to [40], and the references therein, for background on the weak Schatten classes L p,8.
In particular, they are quasi-Banach ideals (see, e.g., [52]) with quasi-norms,
}T }p,8 “ sup
kě0
pk ` 1q 1pµkpT q, T P L p,8.
For p ą 1 this quasi-norm is equivalent to a norm, and so L p,8 is actually a Banach ideal. In
general (see, e.g., [52]), we have
(2.3) }S ` T }p,8 ď 2
1
p p}S}p,8 ` }T }p,8q , S, T P L p,8.
For p “ 1 the weak trace class L 1,8 is strictly contained in the Dixmier-Macaev ideal,
L
p1,8q :“
"
T P K ;
ÿ
kăN
µkpT q “ OplogNq
*
.
The Dixmier-Macaev ideal is a Banach ideal. It is also called the weak trace class by various
authors. We follow the convention of [40] where, under Calkin’s correspondance, L p,8 is the
image of the weak-ℓp sequence space ℓp,8 “  pakq P CN0 ; |ak| “ Opk´ 1p q( .
We also record the inclusions,
L
p Ă L p,8 Ă L 1 Ă L 1,8 Ă L p1,8q, p ą 1.
All these inclusions are strict.
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2.2. Noncommutative integral. We seek for an analogue of the notion of integral in the setting
of the quantized calculus. As an Ansatz this should be a linear functional satisfying the following
conditions:
(I1) It is defined on all infinitesimal operators of order 1.
(I2) It vanishes on infinitesimal operators of order ą 1.
(I3) It takes non-negative values on positive operators.
(I4) It is invariant under Hilbert space isomorphisms.
The conditions (I1) and (I4) lead us to seek for a trace on L 1,8, where by a trace we mean any
linear form that is annihilated by the commutator subspace,
Com
`
L
1,8
˘
:“ Span rA, T s; A P L pH q, T P L 1,8( .
It can be shown that any trace on L 1,8 vanishes on trace-class operators (see Proposition 2.1
below). As every infinitesimal operators of order ą 1 is trace-class, the condition (I2) is always
satisfied by traces on L 1,8 (see Proposition 2.1 below). The condition (I3) further requires the
NC integral to be positive. Therefore, we are seeking for a positive trace on the quasi-Banach
space L 1,8.
There is a whole zoo of traces on L 1,8. We refer to [40, 41], and the references therein, for
a detailed account on traces on L 1,8 and the commutator subspace CompL 1,8q. We will only
need the following two results.
Proposition 2.1 ([19, 40]). Every trace-class operator is contained in CompL 1,8q. In particular,
every trace on L 1,8 is annihilated by L 1.
Proposition 2.2. Every positive trace on L 1,8 is continuous.
Remark 2.3. Any positive linear form on a C˚-algebra is continuous (see [44, Theorem 3.3.1]).
The same type argument shows that on any positive linear form on L 1,8 is continuous.
Remark 2.4. Proposition 2.2 has a converse. Namely, every continuous trace on L 1,8 is a linear
combination of 4 positive traces (see [11, Corollary 2.2]). Therefore, the positive traces on L 1,8
span the space of continuous traces.
A well-known example of positive trace is the Dixmier trace [17]. We briefly present its con-
struction by following [13, Appendix A]. In what follows we denote by L 1,8` the cone of positive
operators in L 1,8. Given any T P L 1,8` , for u ą 0 and λ ě e, we set
σupT q :“
ż s
0
µrssptqds, τλpT q “
1
logλ
ż λ
e
σupT q
log u
du
u
.
Note that σN pT q “
ř
kăN µkpT q for every integer N ě 1. The fact that T P L 1,8` ensures us that
the function λÑ τλpT q is in the C˚-algebra Cbre,8q of bounded continuous functions on re,8q.
Denote by C0re,8q the (closed) ideal of continuous functions vanishing at 8. It can be shown
that, for all S, T P L 1,8` , we have
(2.4) τλpS ` T q “ τλpT q ` τλpSq mod C0re,8q.
Let ω be a state on the quotient C˚-algebra A :“ Cbre,8q{C0re,8q (i.e., ω is a positive linear
functional such that ωp1q “ 1). Then (2.4) ensures us that we define an additive functional
ϕω : L
1,8
` Ñ r0,8q by letting
ϕwpT q “ ω
`“
τpT q‰˘ , T P L 1,8` ,
where rτpT qs is the class of λ Ñ τλpT q in A. This uniquely extends to a positive linear trace
ϕω : L
1,8 Ñ C. This trace is called the Dixmier trace associated with ω. We note that, for every
T P L 1,8` , we have
(2.5) lim
NÑ8
1
logN
ÿ
kăN
µkpT q “ L ùñ ϕωpT q “ L.
In particular, in this case the value of ϕωpT q is independent of the choice of ω.
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Definition 2.1 (Connes [8]). An operator T P L 1,8 is called measurable when the value of ϕωpT q
is independent of the choice of the state ω. We then define the noncommutative integral
ş´
T byż´
T :“ ϕωpT q, ω any state on Qre,8q.
Let T0 be any operator on L
1,8
` such that µkpT0q “ pk ` 1q´1 for all k ě 0, i.e., there is an
orthonormal basis pξkqkě0 of H such that T0ξk “ pk ` 1q´1ξk for all k ě 0. It follows from (2.5)
that ϕωpT0q “ 1 for every state ω. More generally, we say that a trace ϕ on L 1,8 is normalized
when ϕpT0q “ 1. This condition does not depend on the choice of T0.
There are positive normalized traces on L 1,8 that are not Dixmier traces. In fact, there
are even positive normalized traces on L 1,8 that do not extend to the Dixmier-Macaev ideal
L
p1,8q (see [51, Theorem 4.7]). Therefore, it stands for reason to consider a stronger notion of
measurability.
Definition 2.2. An operator T P L 1,8 is called strongly measurable when there is L P C such
that ϕpT q “ L for every normalized positive trace ϕ on L 1,8. We then define the noncommutative
integral
ş´
T by ż´
T :“ ϕpT q, ϕ any normalized positive trace on L 1,8.
Remark 2.5. The class of strongly measurable operators is strictly contained in the class of mea-
surable operators. We refer to [51, Theorem 7.4] for an example of measurable operator that is
not strongly measurable.
2.3. Connes’ trace theorem. Let pMn, gq be a closed Riemannian manifold. We refer to [35,
Chapter 16] for background on smooth densities on manifolds and their integrals. The Riemannian
density νpgq is given in local coordinates by integration against agpxq. Let L2gpMq be Hilbert
space of L2-functions on M equipped with the inner product defined by νpgq, i.e.,
xu|vyg “
ż
M
uvνpgq, u, v P L2gpMq.
Let ΨmpMq, m P Z, be the space of (classical) m-th order pseudodifferential operators P :
C8pMq Ñ C8pMq. Any P P ΨmpMq with m ď 0 uniquely extends to a bounded operator
P : L2gpMq Ñ L2gpMq. When m ă 0, any P P ΨmpMq is in the weak Schatten class L p,8 with
p :“ n|m|´1, i.e., P is an infinitesimal operator of order ě |m|n´1. In particular, we get weak
trace-class operators when m “ ´n.
Set ΨZpMq “ ŤmPZΨmpMq; this is a subalgebra of L pC8pMqq. The noncommutative residue
trace Res : ΨZpMq Ñ C of Guillemin [30] and Wodzicki [55] is defined by
(2.6) RespP q “
ż
M
cP pxq, P P ΨZpMq,
where cP pxq is the smooth density on M given in local coordinates by
cP pxq “ p2πq´n
ż
Sn´1
p´npx, ξqdn´1ξ,
where p´npx, ξq is the homogeneous symbol of degree ´n of P .
Theorem 2.6 (Connes’ trace theorem [7, 34]). Every operator P P Ψ´npMq is strongly measur-
able, and we have
(2.7)
ż´
P “ 1
n
RespP q.
Remark 2.7. Connes [7] only considered Dixmier traces, so he only established the measurablity
of operators in P P Ψ´npMq along with the trace formula (2.7). The strong measurability is a
consequence of the results of [34], where the trace formula is established for every trace ϕ on
L 1,8. In fact, only a slight elaboration of Connes’ original proof is needed in order to get strong
measurability.
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Remark 2.8. We refer to [34, Corollary 7.23] for an example of non-classical pseudodifferential
operator that is not measurable.
Together with the formula (2.6) the trace formula (2.7) allows us to compute the NC integral
of any P P Ψ´npMq from the sole knowledge of its principal symbol in local coordinates. As an
application this allows us to recover the Riemannian density νpgqpxq as follows.
Let ∆g : C
8pMq Ñ C8pMq be the (positive) Laplace-Beltrami operator. This is an selfadjoint
elliptic 2nd order differential operator with non-negative spectrum. The power ∆
´n
2
g is an operator
in Ψ´npMq with principal symbol |ξ|´ng , where | ¨ |g is the Riemannian metric on the cotangent
bundle T ˚M (i.e., |ξ|2g “
ř
gijξiξj). By applying the trace formula (2.7) to f∆
´n
2
g , f P C8pMq,
we arrive at the following result.
Theorem 2.9 (Connes integration formula [7]). For every f P C8pMq, the operator f∆´n2g is
strongly measurable, and we have
(2.8)
ż´
f∆
´n
2
g “ cn
ż
M
fνpgq, where cn :“ 1
n
p2πq´n|Sn´1|.
Remark 2.10. Connes’ integration formula even holds for any fpxq P L2gpMq (cf. [34, 39]).
One upshot of the trace formula (2.7) is the extension of the NC integral to all ΨDOs, including
ΨDOs that need not be weak trace class or even bounded. Namely, as the noncommutative residue
is defined for all ΨDOs, it is natural to use the r.h.s. of (2.7) as a definition of the NC integral for
ΨDOs. That is, we set
(2.9)
ż´
P :“ 1
n
RespP q for any P P ΨZpMq.
The integration formula (2.8) shows that the NC integral recaptures the Riemannian density.
Equivalentely, this allows us to interpret c´1n ∆
´n
2
g a quantum volume element. Thinking of the
length element as the n-th root of the volume element, this leads us to interpret the operator
ds :“ pc´1n ∆´
n
2
g q 1n “ c´
1
n
n ∆
´ 1
2
g as a quantum length element. It is then natural to interpret
ş´
dsk
as a k-dimensional volume for k “ 1, . . . , n. Note this uses the extension of the NC integral to all
ΨDOs since dsk is a ΨDO of order ´k ą ´n when k ă n. We refer to [45] for an elaboration of
this line of thought in terms of the Dirac operator.
When k “ n´ 2 and n ě 3 we obtain
(2.10)
ż´
fdsn´2 “ ´c1n
ż
M
fκpgqνpgq for all f P C8pMq,
where κpgq is the scalar curvature and c1n is a universal constant given by
(2.11)
1
c1n
“ 3np4πqn2 c
n´2
n
n Γ
`n
2
´ 1˘.
This result is part of folklore. For reader’s convenience a proof is included in Appendix A.
When fpxq ” 1 the r.h.s. of (2.10) agrees up to a constant with the Einstein-Hilbert action.
This provides us with quantum interpretations of the Einstein-Hilbert action and of the scalar cur-
vature. These interpretations lie at the very roots of the spectral action principal of Chamseddine-
Connes [3] and the concept of modular scalar curvature of NC tori by Connes-Tretkoff [15] and
Connes-Moscovici [14] (see also [4, 9, 23] for recent surveys of those topics).
3. Noncommutative Tori
In this section, we review the main definitions and properties of noncommutative n-tori, n ě 2.
We refer to [8, 31, 47], and the references therein, for a more comprehensive account.
Throughout this paper, we let θ “ pθjkq be a real anti-symmetric n ˆ n-matrix. Denote by
θ1, . . . , θn its column vectors. We also let L
2pTnq be the Hilbert space of L2-functions on the
ordinary torus Tn “ Rn{2πZn equipped with the inner product,
(3.1) xξ|ηy “ p2πq´n
ż
Tn
ξpxqηpxqdx, ξ, η P L2pTnq.
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For j “ 1, . . . , n, let Uj : L2pTnq Ñ L2pTnq be the unitary operator defined by
pUjξq pxq “ eixjξ px` πθjq , ξ P L2pTnq.
We then have the relations,
(3.2) UkUj “ e2iπθjkUjUk, j, k “ 1, . . . , n.
The noncommutative torus Aθ “ CpTnθ q is the C˚-algebra generated by the unitary operators
U1, . . . , Un. For θ “ 0 we obtain the C˚-algebra CpTnq of continuous functions on the ordinary
n-torus Tn. Note that (3.2) implies that Aθ is the closure in L pL2pTnqq of the linear span of the
unitary operators,
Uk :“ Uk1
1
¨ ¨ ¨Uknn , k “ pk1, . . . , knq P Zn.
Let τ : L pL2pTnqq Ñ C be the state defined by the constant function 1, i.e.,
τpT q “ xT 1|1y “
ż
Tn
pT 1qpxqdx, T P L `L2pTnq˘ .
This induces a continuous tracial state on the C˚-algebra Aθ such that τp1q “ 1 and τpUkq “ 0
for k ‰ 0. The GNS construction then allows us to associate with τ a ˚-representation of Aθ as
follows.
Let x¨|¨y be the sesquilinear form on Aθ defined by
(3.3) xu|vy “ τ puv˚q , u, v P Aθ.
Note that the family tUk; k P Znu is orthonormal with respect to this sesquilinear form. We
let Hθ “ L2pTnθ q the Hilbert space arising from the completion of A 0θ with respect to the pre-
inner product (3.3). The action of Aθ on itself by left-multiplication uniquely extends to a ˚-
representation of Aθ in Hθ. When θ “ 0 we recover the Hilbert space L2pTnq with the inner
product (3.1) and the representation of CpTnq by bounded multipliers. In addition, as pUkqkPZn
is an orthonormal basis of Hθ, every u P Hθ can be uniquely written as
(3.4) u “
ÿ
kPZn
ukU
k, uk :“
@
u|UkD ,
where the series converges in Hθ. When θ “ 0 we recover the Fourier series decomposition in
L2pTnq.
The natural action of Rn on Tn by translation gives rise to an action on L pL2pTnqq. This
induces a ˚-action ps, uq Ñ αspuq on Aθ given by
αspUkq “ eis¨kUk, for all k P Zn and s P Rn.
This action is strongly continuous, and so we obtain a C˚-dynamical system pAθ,Rn, αq. We are
especially interested in the subalgebra Aθ “ C8pTnθ q of smooth elements of this C˚-dynamical
system (a.k.a. smooth noncommutative torus). Namely,
Aθ :“
"
u P Aθ; αspuq P C8pRn;Aθq
*
.
The unitaries Uk, k P Zn, are contained in Aθ, and so Aθ is a dense subalgebra of Aθ. Denote
by S pZnq the space of rapid-decay sequences with complex entries. In terms of the Fourier series
decomposition (3.4) we have
Aθ “
"
u “
ÿ
kPZn
ukU
k; pukqkPZn P S pZnq
*
.
When θ “ 0 we recover the algebra C8pTnq of smooth functions on the ordinary torus Tn and
the Fourier-series description of this algebra.
For j “ 1, . . . , n, let δj : Aθ Ñ Aθ be the derivation defined by
δjpuq “ Dsjαspuq|s“0, u P Aθ,
8
where we have set Dsj “ 1i Bsj . When θ “ 0 the derivation δj is just the derivation Dxj “ 1i BBxj
on C8pTnq. In general, for j, l “ 1, . . . , n, we have
δjpUlq “
#
Uj if l “ j,
0 if l ‰ j.
More generally, given any multi-order β P Nn0 , define
δβpuq “ Dβsαspuq|s“0 “ δβ11 ¨ ¨ ¨ δβnn puq, u P Aθ.
We endow Aθ with the locally convex topology defined by the semi-norms,
(3.5) Aθ Q u ÝÑ
››δβpuq›› , β P Nn0 .
With the involution inherited from Aθ this turns Aθ into a (unital) Fre´chet ˚-algebra. The Fourier
series (3.4) of every u P Aθ converges in Aθ with respect to this topology. In addition, it can be
shown that Aθ is closed under holomorphic functional calculus (see, e.g., [6, 31]).
4. Pseudodifferential Operators on Noncommutative Tori
In this section, we review the main definitions and properties of pseudodifferential operators on
noncommutative tori.
4.1. Symbol classes. There are various classes of symbols on noncommutative tori.
Definition 4.1 (Standard Symbols; see [2, 5]). SmpRn;Aθq, m P R, consists of maps ρpξq P
C8pRn;Aθq such that, for all multi-orders α and β, there exists Cαβ ą 0 such that
}δαBβξ ρpξq} ď Cαβ p1` |ξ|qm´|β| @ξ P Rn.
Definition 4.2. S pRn;Aθq consists of maps ρpξq P C8pRn;Aθq such that, for all N ě 0 and
multi-orders α, β, there exists CNαβ ą 0 such that
}δαBβξ ρpξq} ď CNαβ p1` |ξ|q´N @ξ P Rn.
Remark 4.1. S pRn;Aθq “
Ş
mPR S
mpRn;Aθq.
Definition 4.3 (Homogeneous Symbols). SqpRn;Aθq, q P C, consists of maps ρpξq P C8pRnz0;Aθq
that are homogeneous of degree q, i.e., ρptξq “ tqρpξq for all ξ P Rnz0 and t ą 0.
Remark 4.2. If ρpξq P SqpRn;Aθq and χpξq P C8c pRnq is such that χpξq “ 1 near ξ “ 0, then
p1´ χpξqqρpξq P SℜqpRn;Aθq.
Definition 4.4 (Classical Symbols; see [2]). SqpRn;Aθq, q P C, consists of maps ρpξq P C8pRn;Aθq
that admit an asymptotic expansion,
ρpξq „
ÿ
jě0
ρq´jpξq, ρq´j P Sq´jpRn;Aθq,
where „ means that, for all N ě 0 and multi-orders α, β, there exists CNαβ ą 0 such that, for all
ξ P Rn with |ξ| ě 1, we have
(4.1)
›››δαBβξ `ρ´ ÿ
jăN
ρq´j
˘pξq››› ď CNαβ |ξ|ℜq´N´|β|.
Remark 4.3. SqpRn;Aθq Ă SℜqpRn;Aθq.
Example 4.4. Any polynomial map ρpξq “ ř|α|ďm aαξα, aα P Aθ, m P N0, is in SmpRn;Aθq.
Remark 4.5. It is also convenient to consider scalar-valued symbols. In this case we denote by
S
mpRnq, S pRnq, SqpRnq and SqpRnq the corresponding classes of scalar-valued symbols. We will
consider them as sub-classes of the Aθ-valued symbol classes via the natural embedding of C into
Aθ.
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4.2. Pseudo-differential operators. Given ρpξq P SmpRn;Aθq, m P R. We let Pρ : Aθ Ñ Aθ
be the linear operator defined by
(4.2) Pρu “ p2πq´n
ĳ
eis¨ξρpξqα´spuqdsdξ, u P Aθ.
The above integral is meant as an oscillating integral (see [31]). Equivalently, for all u “ř
kPZn ukU
k in Aθ, we have
(4.3) Pρu “
ÿ
kPZn
ukρpkqUk.
In any case, this defines a continuous linear operator Pρ : Aθ Ñ Aθ (see [31]).
Definition 4.5. ΨqpTnθ q, q P C, consists of all linear operators Pρ : Aθ Ñ Aθ with ρpξq in
SqpRn;Aθq.
Remark 4.6. If P “ Pρ with ρpξq in SqpRn;Aθq, ρpξq „
ř
ρq´jpξq, then ρpξq is called a symbol
for P . This symbol is not unique, but its restriction to Zn and its class modulo S pRn;Aθq are
unique (see [31]). As a result, the homogeneous symbols ρq´jpξq are uniquely determined by P .
The leading symbol ρqpξq is called the principal symbol of P .
Example 4.7. A differential operator on Aθ is of the form P “
ř
|α|ďm aαδ
α, aα P Aθ (see [5, 8]).
This is a ΨDO of order m with symbol ρpξq “ ř aαξα (see [31]).
Let A 1θ be the topological dual of Aθ equipped with its strong dual topology. Note that Aθ
embeds into A 1θ as a dense subspace (see, e.g., [31]). A linear operator R : Aθ Ñ A 1θ is called
smoothing when its range is contained in Aθ and it uniquely extends to a continuous linear map
R : A 1θ Ñ Aθ. We denote by Ψ´8pTnθ q the space of smoothing operators.
Proposition 4.8 ([31, Proposition 6.30]). A linear operator R : Aθ Ñ Aθ is smoothing if and
only if this the ΨDO associated with some symbol in S pRn;Aθq.
Remark 4.9. As S pRn;Aθq “
Ş
qPC S
qpRn;Aθq, we see that Ψ´8pTnθ q “
Ş
qPCΨ
qpTnθ q.
4.3. Composition of ΨDOs. Suppose we are given symbols ρ1pξq P Sm1pRn;Aθq, m1 P R, and
ρ2pξq P Sm2pRn;Aθq, m2 P R. As Pρ1 and Pρ2 are linear operators on Aθ, the composition Pρ1Pρ2
makes sense as such an operator. In addition, we define the map ρ17ρ2 : Rn Ñ Aθ by
(4.4) ρ17ρ2pξq “ p2πq´n
ĳ
eit¨ηρ1pξ ` ηqα´trρ2pξqsdtdη, ξ P Rn,
where the above integral is meant as an oscillating integral (see [2, 32]).
Proposition 4.10 (see [2, 5, 32]). Let ρ1pξq P Sm1pRn;Aθq and ρ2pξq P Sm2pRn;Aθq, m1,m2 P R.
(1) ρ17ρ2pξq P Sm1`m2pRn;Aθq, and we have ρ17ρ2pξq „
ř
1
α!
Bαξ ρ1pξqδαρ2pξq.
(2) The operators Pρ1Pρ2 and Pρ17ρ2 agree.
Corollary 4.11. For i “ 1, 2, let Pi P ΨqipAθq, qi P C, have principal symbol ρipξq. Then the
composition P1P2 is an operator in Ψ
q1`q2pAθq and has principal symbol ρ1pξqρ2pξq.
4.4. Boundedness and infinitesimalness. A detailed account on spectral theoretic properties
of ΨDOs is given in [32]. In this paper we will only need the following results.
Proposition 4.12 (see [32]). Let ρpξq P SmpRn;Aθq, m ď 0. Then the operator Pρ uniquely
extends to a bounded operator Pρ : Hθ Ñ Hθ. We obtain a compact operator when m ă 0.
This result allows us to identify ΨqpTnθ q with a subspace of L pHθq when ℜq ď 0.
Proposition 4.13 ([32]). Let m ă 0 and set p “ n|m|´1.
(1) For every ρpξq P SmpRn;Aθq the operator Pρ is in L p,8, i.e., this is an infinitesimal of
order ď 1
p
.
(2) This provides us with a continuous linear map SmpRn;Aθq Q ρpξq Ñ Pρ P L p,8.
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Remark 4.14. As stated above Proposition 4.13 is part of the contents of [32, Proposition 13.8]
for p ą 1 only. However, as pointed out in [32, Remark 13.12], the result holds verbatim for any
quasi-Banach ideal I such that ∆
m
2 P I , where ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n is the flat Laplacian. As
µkp∆m2 q “ Opkm2 q “ Opk´ 1p q, the result holds for L p,8 with p ď 1.
Corollary 4.15. Every operator P P ΨqpTnθ q with ℜq ă ´n is trace-class.
Corollary 4.16. Every operator P P Ψ´npTnθ q is in the weak trace-class L 1,8.
5. Noncommutative Residue
In this section, we survey the construction of the noncommutative residue trace for ΨDOs on
NC tori.
The noncommutative residue is defined on ΨZpTnθ q :“
Ť
qPZΨ
qpTnθ q. Note that ΨZpTnθ q is a
sub-algebra of L pAθq, and so by a trace we shall mean any linear functional that vanishes on
commutators rP,Qs, P,Q P ΨZpTnθ q.
Definition 5.1. The noncommutative residue is the linear functional Res : ΨZpTnθ q Ñ C given by
(5.1) RespP q “
ż
Sn´1
τ rρ´npξqs dn´1ξ, P P ΨZpAθq,
where ρ´npξq is the symbol of degree ´n of P .
Remark 5.1. If P P ΨZpTnθ q, then the homogeneous symbol ρ´npξq is uniquely determined by P
(cf. Remark 4.6). We make the convention that ρ´npξq “ 0 when P has order ă ´n.
Remark 5.2. It is immediate from the above definition that RespP q “ 0 when its symbol of
degree ´n is zero. In particular, the noncommutative residue vanishes on the following classes of
operators:
(i) ΨDOs of order ă ´n, including smoothing operators.
(ii) Differential operators (since for such operators the symbols are polynomials without any
homogeneous component of negative degree).
Remark 5.3. In dimension n “ 2 (resp., n “ 4) we recover the noncommutative residue of [24]
(resp., [22]).
Remark 5.4. Under the equivalence between our classes of ΨDOs and the classes of toroidal ΨDOs
(see [31]) the above noncommutative residue agrees with the noncommutative residue for toroidal
ΨDOs introduced in [38].
Proposition 5.5 ([22, 24, 38]). Let P P ΨqpAθq and Q P Ψq1pAθq be such that q ` q1 P Z. Then
RespPQq “ RespQP q.
In particular, the noncommutative residue Res is a trace on the algebra ΨZpAθq.
By a well-known result of Wodzicki [55], on connected closed manifolds of dimension n ě 2 the
noncommutative residue is the unique trace up to constant multiple. The following is the analogue
of this result for NC tori (see also [24, 22, 38]).
Proposition 5.6 ([46]). Every trace on ΨZpTnθ q is a constant multiple of the noncommutative
residue.
We also observe that the formula (5.1) can be rewritten in the form,
(5.2) RespP q “ τ“cP ‰, where cP :“ ż
Sn´1
ρ´npξqdn´1ξ.
Note that if P P ΨmpTnθ q, m P Z, has symbol ρpξq „
ř
ρm´jpξq, then, for every a P Aθ, the
operator aP has symbol aρpξq „ ř aρm´jpξq. In particular, its symbol of degree ´n is aρ´npξq,
and so we have caP “
ş
Sn´1
aρ´npξqdn´1ξ “ acP . Thus, for all a P Aθ, we have
(5.3) RespaP q “ τ“caP ‰ “ τ“acP ‰.
This shows that the noncommutative residue is a local functional.
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6. Derivatives and Sums of Commutators
In this section, we establish that any ΨDO agrees with a scalar-symbol ΨDO modulo the closure
of the weak trace class commutator subspace. The approach is based on the following observation.
Proposition 6.1 ([46]). Let ρpξq P SmpRn;Aθq, m P R. Then there are symbols ρ1pξq, . . . , ρnpξq
in SmpRn;Aθq such that
(6.1) ρpξq “ τ“ρpξq‰` δ1ρ1pξq ` ¨ ¨ ¨ ` δnρnpξq.
Remark 6.2. For instance in (6.1) we may take ρjpξq “ δj∆´1ρpξq, where ∆´1 is the partial
inverse of the (flat) Laplacian ∆ :“ pδ21 ` ¨ ¨ ¨ ` δ2nq. Furthermore, if ρpξq P SmpRn;Aθq, then the
above symbols are in SmpRn;Aθq as well (see [46]).
It can be shown that if ρpξq P SmpRn;Aθq, then Pδjρ “ rδj , Pρs (see [46]). When m ď ´n
this does not imply that the operators Pδjρ lie in the commutator space CompL 1,8q, because
the derivatives δj are unbounded operators. Nevertheless, as the following result asserts, those
operators are contained in the L 1,8-closure CompL 1,8q of CompL 1,8q.
Proposition 6.3. Let ρpξq P S´npRn;Aθq.
(1) For j “ 1, . . . , n, we have
Pδjρ “ lim
tÑ0
1
t
´
αtejPρα
´1
tej
´ Pρ
¯
in L 1,8.
(2) The operators Pδ1ρ, . . . , Pδnρ are contained in CompL 1,8q.
Proof. Let j P t1, . . . , nu. Given any ξ P Rn, the map R Q t Ñ αtej rρpξqs P Aθ is smooth and
dℓ
dtℓ
αtej rρpξqs “ iℓαtej rδℓjρpξqs for all ℓ ě 1. Thus, by the Taylor formula for maps with values in
locally convex spaces (see, e.g., [31, Proposition C.15]), for all t P R, we have
αtej
“
ρpξq‰ ´ ρpξq ´ tδjρpξq “ ´t2 ż 1
0
p1´ sqαsej
“
δ2j ρpξq
‰
ds.
For t ‰ 0 and ξ P Rn set ρtpξq “ t´1pαtej rρpξqs ´ ρpξqq. We have››ρtpξq ´ δjρpξq›› ď t ż 1
0
p1´ sq ››αsej “δ2jρpξq‰›› ds
ď t
ż 1
0
p1´ sq ››δ2jρpξq›› ds
ď 1
2
t
››δ2jρpξq›› .
As ρpξq P S´npRn;Aθq there is C ą 0 such that
››δ2jρpξq›› ď Cp1` |ξ|qm for all ξ P Rn. Thus, there
is C ą 0 such that, for all ξ P Rn and t P Rz0, we have››ρtpξq ´ δjρpξq›› ď Ctp1 ` |ξ|q´n.
Likewise, given any multi-orders α and β, as δαBβξ ρpξq P Sm´|β|pRn;Aθq, there is Cαβ ą 0 such
that, for for all ξ P Rn and t P Rz0, we have››δαBβξ rρtpξq ´ δjρpξqs ›› “ ››››1t ´αtej “δαBβξ ρpξq‰´ δαBβξ ρpξq¯´ δjδαBβξ ρpξq
››››
ď Ctp1` |ξ|q´n´|β|.
This implies that, for all multi-orders α and β, we have
lim
tÑ0
sup
ξPRn
p1` |ξ|qn`|β|››δαBβξ rρtpξq ´ δjρpξqs ›› “ 0.
This shows that ρtpξq Ñ δjρpξq in S´npRn;Aθq as t Ñ 0. Combining this with Proposition 4.13
shows that, in L 1,8, we have
Pδjρ “ lim
tÑ0
Pρt “ lim
tÑ0
1
t
`
Pαtejpρq ´ Pρ
˘
.
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We claim that, for all t P R, we have
(6.2) Pαspρq “ αtejPρα´1tej .
To see this set s “ tej , and let u “
ř
kPZn ukU
k be in Aθ. As αs is a continuous automorphism of
Aθ we have
(6.3) pαsPρα´1s qu “
ÿ
kPZn
ukpαsPρα´1s qUk.
As α´1s pUkq “ α´spUkq “ e´is¨kUk we get
Pρ
“
α´1s
`
Uk
˘‰ “ e´is¨kPρpUkq “ e´is¨kPρpUkq “ e´is¨kρpkqUk “ ρpkqα´1s `Uk˘.
Thus, `
αsPρα
´1
s
˘`
Uk
˘ “ αs “ρpkqα´1s `Uk˘‰ “ αs rρpkqsUk.
Combining this with (6.3) gives`
αsPρα
´1
s
˘
u “
ÿ
kPZn
ukαs rρpkqsUk “ Pαspρqu.
This proves (6.2).
Combining (6) and (6.2) proves the first part of the proposition. The 2nd part follows from the
fact that αtejPρα
´1
tej
´ Pρ “ rαtej , Pρα´1tej s P CompL 1,8q. The proof is complete. 
7. Weyls law for Scalar-Valued Symbols
In this section, we establish a Weyls law for positive ΨDOs with scalar symbols. This will
allows us to get a preliminary version of the trace theorem for ΨDOs with scalar-symbols.
Given any homogeneous symbol ρpξq P SmpRn;Aθq, m P R, we define the linear operator
Pρ : Aθ Ñ Aθ by
Pρ “
ÿ
kPZnz0
ukρpkqUk, u “
ÿ
ukU
k P Aθ.
In fact, Pρ “ Pρ˜, with ρ˜pξq “ p1´χpξqqρpξq P SmpRn;Aθq, where χpξq is any function in C8c pRnq
such that χpξq “ 1 near ξ “ 0 and χpξq ě 1. In particular, we see that Pρ is an operator in
ΨmpAθq and has ρpξq as principal symbol.
Suppose now that ρpξq has scalar values, i.e., ρpξq P SmpRnq. In this case, the operator Pρ is
even diagonal with respect to the orthonormal basis pUkqkPZn . Namely,
Pρp1q “ 0, PρpUkq “ ρpkqUk, k P Znz0.
Therefore, the operator is (formally) normal and its (non-zero) eigenvalues are given by the values
of the symbol ρpξq on Znz0.
Assume further that m ą 0 and ρpξq ą 0. This implies that Pρ is elliptic and ρpkq ą 0 for all
k P Znz0. It is convenient to extend ρpξq by continuity to ξ “ 0 by setting ρp0q “ 0. Then, the
operator Pρ is a selfadjoint Fredholm operator with spectrum ρpZnq. Note also that the nullspace
of Pρ is just C ¨ 1. Therefore, we can list the eigenvalues of Pρ as a non-decreasing sequence,
0 “ λ0pPρq ă λ1pPρq ď λ2pPρq ď ¨ ¨ ¨ ,
where each eigenvalue is repeated according to multiplicity. We also define the counting function,
NpPρ;λq :“ # tℓ P N0; λℓpPρq ď λu , λ ě 0.
Note that we have
(7.1) NpPρ;λq :“ # tk P Znz0; ρpkq ď λu .
Proposition 7.1 (Weyls law). Let ρpξq P S1pRnq, ρpξq ą 0.
(1) As λÑ8, we have
NpPρ;λq “ cpρqλn
`
1`Opλ´1q˘ , cpρq :“ 1
n
ż
Sn´1
ρpξq´ 1n dn´1ξ ą 0.
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(2) As ℓÑ 0, we have
(7.2) λℓpPρq “
`
cpρq´1ℓ˘ 1n `Op1q.
Proof. The proof follows along similar lines as that of the classical proof of the Weyl law for the
Laplacian on an ordinary torus. For k P Zn set Ipkq “ k ` r0, 1sn. Note that
|ξ ´ k| ď ?n for all ξ P Ipkq.
For λ ě 0, we set
Apλq “ tξ P Rn; ρpξq ă 1u , Bpλq “
ď
kPApλqXZn
Ipkq.
We observe that by (7.1) we have
(7.3) NpPρ;λq “ # pApλq X Znq “
ÿ
kPApλqXZn
Ipkq “ |Bpλq| .
As ρpξq P S1pRnq, the partial derivatives Bξ1ρpξq, . . . , Bξnρpξq are symbols in S0pRnq, and so
they are bounded on Rnz0. Therefore, there is C ą 0 such that
(7.4) |ρpξq ´ ρpηq| ď C|ξ ´ η| @ξ, η P Rnz0.
Let λ ě 0 and k P Apλq X Zn. The inequality (7.4) for ξ P Ipkq and η “ k gives
|ρpξq| ď |ρpkq| ` C|ξ ´ k| ď λ` C?n.
Therefore, we see that Bpλq Ă Apλ` C?nq.
Conversely, suppose that λ ě C?n and let ξ P Apλ ´ C?nq and k P Zn be such that ξ P Ipkq.
Then by using (7.4) we get
|ρpkq| ď |ρpξq| ` C|ξ ´ k| ď pλ´ C?nq ` C?n “ λ.
Thus, k P Apλq X Zn, and so ξ P Bpλq. It then follows that Apλ ´ C?nq Ă Bpλq.
Combining the inclusions Apλ´ C?nq Ă Bpλq Ă Apλ ` C?nq with (7.3) givesˇˇ
Apλ ´ C?nqˇˇ ď NpPρ;λq ď ˇˇApλ ` C?nqˇˇ @λ ě C?n.
Moreover, the homogeneity of ρpξq implies that, for λ ą 0, we have
|Apλq| “ ˇˇ ξ P Rn; ρpλ´1ξq ă 1(ˇˇ “ |λAp1q| “ λn |Ap1q| .
Therefore, for λ ě C?n we have
pλ ´ C?nqn |Ap1q| ď NpPρ;λq ď pλ´ C
?
nqn |Ap1q| .
As pλ˘ C?nqn “ λn `Opλn´1q as λÑ8, we then deduce that
(7.5) NpPρ;λq “ |Ap1q|λn
`
1`Opλ´1q˘ .
It remains to compute |Ap1q|. Thanks to the homogeneity of ρpξq, in polar coordinates ξ “ rη
the inequality ρpξq ď 1 gives 1 ě ρprηq “ rρpηq, i.e., r ă ρpηq´1. Therefore, by integrating in
polar coordinates we get
|Ap1q| “
ż
ρpξqď1
dξ “
ż
Sn´1
˜ż ρpηq´1
0
rn´1dr
¸
dn´1η “ cpρq,
where we have set cpρq “ 1
n
ş
Sn´1
ρpηq´ 1n dn´1η. Note that cpρq ą 0 since ρpξq ą 0 on Sn´1.
Combining this with (7.5) gives the Weyls law,
(7.6) NpPρ;λq “ cpρqλn
`
1`Opλ´1q˘ as λÑ8.
It is routine to deduce from (7.6) the Weyls law (7.2) for the eigenvalues λℓpPρq. Namely,
as (7.6) implies that NpPρ;λq “ cpρqλn, we see that λ „ pcpρq´1NpPρ;λqq 1n . This allows us to
rewrite (7.6) in the form,
λn “ cpρq´1NpPρ;λq
”
1`O
´
NpPρ;λq´ 1n
¯ı
as λÑ8.
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Equivalently, as λÑ8, we have
(7.7) λ “ `cpρq´1NpPρ;λq˘ 1n ”1`O´NpPρ;λq´ 1n¯ı “ `cpρq´1NpPρ;λq˘ 1n `Op1q.
Note that, for all ℓ ě 0 and ǫ ą 0, we have NpPρ;λℓpPρq ´ ǫq ď ℓ ď NpPρ;λℓpP qq. Combining
this with (7.7 ) we see that, as ℓÑ8, we have
λℓpPρq “
“
cpρq´1N pPρ;λℓpPρqq
‰ 1
n `Op1q ď `cpρq´1ℓ˘ 1n `Op1q,
λℓpPρq “ λℓpPρq ´ ǫ`Op1q “
“
cpρq´1N pPρ;λℓpPρq ´ ǫq
‰ 1
n `Op1q ě `cpρq´1ℓ˘ 1n `Op1q.
This gives the Weyls law (7.2). The proof is complete. 
In what follows we let T0 be a selfadjoint operator in L
1,8 whose eigenvalue sequence is the
harmonic sequence, i.e., there is an orthonormal basis peℓqℓď0 of Hθ such that T0eℓ “ pℓ` 1q´1eℓ
for all ℓ ě 0.
Proposition 7.2. For every ρpξq P S´npRnq, we have
(7.8) Pρ “ 1
n
RespPρqT0 mod CompL 1,8q.
Proof. Let ρpξq P S´npRnq. As mentioned above, Pρ is an operator in Ψ´npAθq with principal
symbol ρpξq, and so RespPρq “
ş
Sn´1
ρpξqdn´1ξ.
We observe that both sides of (7.8) depends linearly on the symbol ρpξq. Upon writing ρpξq “
1
2
pρpξq ` ρpξqq ` 1
2i
pρpξq ´ ρpξqq we see it is enough to establish (7.8) when ρpξq is real-valued.
Assume that ρpξq is real-valued and is not identically zero. Set c “ supt|ρpξq|; |ξ| “ 1u. By
homogeneity |ρpξq| “ |ξ|´nρp|ξ|´1ξq ď c|ξ|´n for all ξ P Rnz0. In particular, we see that c ą 0,
and so ρpξq ` 2c|ξ|´n ě c|ξ|´n ą 0 for ξ ‰ 0. As ρpξq “ pρpξq ` 2c|ξ|´nq ´ 2c|ξ|´n, we see that
ρpξq is a linear combination of positive symbols in S´npRnq. Together with the linearity of (7.8)
this further reduces the verification of (7.8) to the case of positive symbols.
Suppose now that ρpξq ą 0. Set σpξq “ ρpξq´ 1n . Then σpξq P S1pRnq and ρpξq “ σpξq´n.
This implies that PρpUkq “ σpkq´nUk for all k P Znz0, and so Pρ “ P´nσ . It then follows that
µℓpPρq “ λℓ`1pPρq´n for all ℓ ě 0. Combining this with the Weyls law (7.2) then shows that, as
ℓÑ8, we have
µℓpPρq “ λℓ`1pPρq´n “
”
cpσq´1ℓ 1n
´
1`Opℓ´ 1n q
¯ı´n
“ cpσq1
ℓ
´
1`Opℓ´ 1n q
¯
.
Here cpσq “ 1
n
ş
Sn´1
σpξq´ndn´1ξ “ 1
n
ş
Sn´1
ρpξqdn´1ξ “ RespPρq. Thus,
(7.9) µℓpPρq “ 1
n
RespPρq1
ℓ
`O
´
ℓ´p1`
1
n
q
¯
.
Recall there is an orthonormal basis peℓqℓď0 of Hθ such that T0eℓ “ pℓ ` 1q´1eℓ for all ℓ ě 0.
Let pvℓqℓě0 be a re-arrangement of the sequence pUkqkPZ such that Pρvℓ “ µℓpPρqvℓ for all ℓ ě 0.
In addition, let V P L pH q be the unitary operator such that V vℓ “ eℓ for all ℓ ě 0, and set
Tρ “ 1n RespPρqV ˚T0V . We have
(7.10) Tρ ´ 1
n
RespPρqT0 “ 1
n
RespPρqpV ˚T0V ´ V q “ 1
n
RespPρqrV ˚, T0V s P CompL 1,8q.
Moreover, Tρvℓ “ 1n RespPρqV ˚T0eℓ “ 1n RespPρqpℓ ` 1q´1vℓ. It then follows that the operator
Pρ ´ Tρ is diagonal with respect to the orthonormal basis pvℓqℓě0 with eigenvalues µℓpPρq ´
1
n
RespPρqpℓ` 1q´1, ℓ ě 0. Combining this with (7.9) gives
Tr p|Pρ ´ Tρ|q “
ÿ
ℓě0
ˇˇˇˇ
µℓpPρq ´ 1
npℓ` 1q RespPρq
ˇˇˇˇ
ă 8.
This shows that Pρ ´ Tρ is a trace-class operator, and hence is contained in CompL 1,8q by
Proposition 2.1. Combining this with (7.10) we then deduce that Pρ ´ Tρ P CompL 1,8q. This
proves (7.8) when ρpξq is positive. The proof is complete. 
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8. Connes’ trace theorem for Noncommutative Tori
In this section, we prove the version for noncommutative tori of Connes’ trace theorem and give
a couple of applications.
Theorem 8.1. Every operator P P Ψ´npAθq is strongly measurable, and we have
(8.1)
ż´
P “ 1
n
RespP q.
Proof. Let P P Ψ´npAθq have symbol ρpξq P S´npRn;Aθq and principal symbol ρ´npξq P S´npRn;Aθq.
Set ρ˜´npξq “ p1 ´ χq P C8c pRnq is equal to 1 near ξ “ 0 and vanishes for |ξ| ě 1. Then
ρ˜´npξq P S´npRnq and ρpξq ´ ρ˜´npξq P S´n´1pRnq. As operators in Ψ´n´1pAθq are trace-class,
and hence are contained in CompL 1,8q by Proposition 2.1, we deduce that
(8.2) P “ Pρ “ Pρ˜´n mod CompL 1,8q.
By applying Proposition 6.1 and Proposition 6.3 to ρ˜´npξq we see that there are symbols
ρ1pξq, . . . , ρnpξq in S´npRn;Aθq such that
(8.3) Pρ˜´n “ Pτ rρ˜´ns ` Pδ1ρ1 ` ¨ ¨ ¨ ` Pδnρn “ Pτ rρ˜´ns mod CompL 1,8q,
where CompL 1,8q is the closure inL 1,8 of CompL 1,8q. Note that τ rρ˜´npξqs “ p1´χpξqqτ rρ´npξqs,
and so Pτ rρ˜´ns “ Pτ rρ´ns. Combining this with (8.2) and (8.3) we get
(8.4) P “ Pτ rρ´ns mod CompL 1,8q.
Note that τ rρ´npξqs P S´npRnq and RespPτ rρ´nsq “
ş
Sn´1
τ rρ´npξqsdn´1ξ “ RespP q. Therefore,
by using Proposition 7.2 we see that Pτ rρ´ns ´ n´1RespP qT0 P CompL 1,8q. Combining this
with (8.4) then gives
(8.5) P “ 1
n
RespP qT0 mod CompL 1,8q.
Now, let ϕ be positive normalized trace on L 1,8. By Proposition 2.2 this is a continuous
trace, and so it is annihilated by CompL 1,8q. Combining this with (8.5) and the normalization
ϕpT0q “ 1 we then obtain
ϕpP q “ 1
n
RespP qϕpT0q “ 1
n
RespP q.
This proves that P is strongly measurable and
ş´
P “ 1
n
RespP q. The proof is complete. 
Remark 8.2. Fathizadeh-Khalkhali [21, 22] obtained a version of Theorem 8.1 in dimension n “
2 and n “ 4 by a different approach. They established measurability and derived the trace
formula (8.1) in those dimensions, but they did not establish strong measurability. That is, they
established the trace formula (8.1) for Dixmier traces only.
We shall now explain how Theorem 8.1 allows us to recover and extend Connes’ integration
formula for (flat) NC tori of McDonald-Sukochev-Zanin [43, Theorem 6.15]. First, we have the
following consequence of Theorem 8.1.
Corollary 8.3. Let P P Ψ´npTnθ q. For every a P Aθ, the operator aP is strongly measurable, and
we have ż´
aP “ 1
n
τpacP q,
where cP P Aθ is defined as in (5.2).
Proof. We need to show that, for every normalized positive trace ϕ on L 1,8, we have
(8.6) ϕ
`
aP
˘ “ 1
n
τpacP q @a P Aθ,
When a P Aθ, then by combining the trace formula (8.1) with (5.3) we get
ϕpaP q “
ż´
aP “ 1
n
RespP q “ 1
n
τpacP q.
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This shows that (8.6) holds for all a P Aθ.
As ϕ is a positive trace, Proposition 2.2 ensures that ϕ is a continuous linear form onL 1,8. Note
also that Aθ acts continuously on L
1,8 by left composition, since this action is the composition
of the left regular representation of Aθ in L pHθq with the natural left-action of L pHθq on L 1,8.
It then follows that both sides of (8.6) are given by continuous linear forms on Aθ. As (8.6) holds
on the dense subspace Aθ it holds on all Aθ. The proof is complete. 
Let ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n be flat Laplacian on Aθ. In the notation of Section 7 we have ∆ “ Pσ
with σpξq “ |ξ|2 and ∆´n2 “ Pρ with ρpξq “ |ξ|´n. In particular, ∆´n2 is contained in Ψ´npAθq
and has principal symbol |ξ|´n, and so we have
c
∆
´n
2
“
ż
Sn´1
|ξ|´n “ |Sn´1|
Therefore, by specializing Corollary 8.3 to P “ ∆´n2 we recover the Connes integration formula
for flat NC tori of [43] in the following form.
Corollary 8.4 ([43, Theorem 6.15]). For every a P Aθ the operator a∆´n2 is strongly measurable,
and we have
(8.7)
ż´
a∆´
n
2 “ cˆnτpaq, cˆn :“ 1
n
|Sn´1|.
Remark 8.5. The apparent discrepancy between the constant cn in (2.8 ) and the constant cˆn above
is due to the fact when θ “ 0 the trace τ is actually the Radon measure a Ñ p2πq´n ş
Tn
apxqdx.
That is, the overall constant p2πq´n is absorbed into the definition of τ .
Remark 8.6. When θ “ 0 we recover the integration formula (2.8) for the ordinary torus Tn
equipped with its standard flat metric.
9. Riemannian Metrics and Laplace-Beltrami Operator
In this section, we review the main definitions and properties regarding Riemannian metrics
and Laplace-Beltrami operators.
9.1. Riemannian metrics. In what follows we denote by GLnpAθq the group of invertible ma-
trices in MnpAθq. We also denote by GL`n pAθq its subset of positive matrices. Here by a positive
element of MnpAθq we mean a selfadjoint matrix with non-negative spectrum. As MnpAθq is
closed under holomorphic functional calculus we have
GL`n pAθq “
 
h˚h; h P h P GLnpAθq
( “  h2; h P GLnpAθq, h˚ “ h(.
In particular, if h P GL`n pAθq, then h´1 and
?
h are in GL`n pAθq. When n “ 1 we denote by A ``θ
the cone of positive invertible elements of Aθ.
Let Xθ be the free left-module over Aθ generated by the canonical derivations δ1, . . . , δn. This
plays the role of the module of (complex) vector fields on the NC torus Aθ (cf. [48]). As Xθ
is a free module, the Hermitian metrics on Xθ are in one-to-one correspondence with matrices
h P GL`n pAθq (see [33, 48]). Namely, to any matrix h “ phijq in GL`n pAθq corresponds the
Hermitian metric,
pX,Y qh :“
ÿ
1ďi,jďn
XihijY
˚
j , X “
ÿ
i
Xiδi, Y “
ÿ
j
Yjδj .
On a C8-manifold a Riemannian metric is a Hermitian metric on complex vector fields which
takes real-values on real vector fields and real differential forms. Equivalently, its matrix and its
inverse have real entries. On the NC torus Tnθ the real-valued smooth functions corresponds to
selfadjoint elements of Aθ. Let A
R
θ the real subspace of selfadjoint elements of Aθ. More generally,
for any m ě 1, we denote by MnpA Rθ q the real subspace of MmpAθq of matrices with selfadjoint
entries. Note that Hermitian elements of MnpA Rθ q are symmetric matrices.
In general the inverse of an element of MmpA Rθ q XGLmpAθq need not have selfadjoint entries
(see [33]). In what follows we denote by GL`mpA Rθ q the set of matrices g P GL`mpAθq such that g
and its inverse g´1 have selfadjoint entries.
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Definition 9.1 ([33, 48]). A Riemmannian metric on Tnθ is a Hermitian metric on Xθ whose
matrix g “ pgijq is in GL`n pA Rθ q.
Remark 9.1. As usual we will often identify Riemannian metrics and their matrices.
Example 9.2. The standard flat metric is gij “ δij . A conformal deformation is of the form
gij “ k2δij with k P A ``θ . This is the kind of Riemannian metric considered in [14, 15].
Example 9.3. A product metric is of the form,
(9.1) g “
˜
g1 0
0 g2
¸
“
˜
g1 0
0 1
¸˜
1 0
0 g2
¸
, gj P GL`nj pA Rθ q, n1 ` n2 “ n.
This includes the kind of Riemannian metrics considered in [10, 16, 18].
In what follows we shall say that matrices a “ paijq P MmpAθq and b “ pbklq P Mm1pAθq
are compatible when raij , bkls “ 0 for all i, j “ 1, . . . ,m and k, l “ 1, . . . ,m1. We say that a is
self-compatible when it is compatible with itself.
Example 9.4 (Self-compatible Riemannian metrics [33]). Let g “ pgijq P GL`n pAθq be self-compatible.
In this case the inverse g´1 has selfadjoint entries as well, and so g P GL`n pA Rθ q, i.e., g is a Rie-
mannian metric. This example includes the conformally flat metrics of Example 9.2. It also
includes the functional metrics of [28].
9.2. Riemannian density. On a Riemannian manifold pMn, gq the Riemannian density is given
in local coordinates by integration against
a
detpgpxqq. The volume pM, gq is then obtained as
the integral of the Riemannian density. More generally, smooth densities on M are given by
integration against positive functions in local coordinates.
On the NC torus Tnθ the role of positive functions is played by elements of A
``
θ . It is natural
to think of any ν P A ``θ as a smooth density on T nθ , or if we think in terms of measures, to think
as density the corresponding weight ϕνpaq “ τ raνs, a P Aθ (see [33]).
In order to define Riemannian densities on Tnθ we need a notion of determinant. Recall that if
h P GLnpCq is positive-definite, then detphq “ exprTrplog hqs.
Definition 9.2 ([25, 33]). The determinant of any h P GL`n pAθq is defined by
detphq “ exp “Trplog hq‰, h P GL`n pAθq P A ``θ ,
where log h is defined by holomorphic functional calculus and Tr : MnpA q Ñ Aθ is the matrix
trace.
Remark 9.5. If h P GL`n pAθq, then log h is a selfadjoint element of MnpAθq, and so Trplog hq is a
selfadjoint element of Aθ. Therefore, its exponential is selfadjoint and has positive spectrum, i.e.,
it is contained in A ``θ .
Proposition 9.6 ([33]). Let h “ phijq be in GL`n pAθq.
(i) detphsq “ pdethqs for all s P R.
(ii) Let h1 P GL`n pAθq be compatible and commute with h. Then
detphh1q “ detphqdetph1q “ detph1qdetphq.
(iii) If h is self-compatible, then we have
(9.2) detphq “
ÿ
σPSm
εpσqh1σp1q ¨ ¨ ¨hmσpmq.
We are now in a position to define Riemannian densities.
Definition 9.3. Let g “ pgijq P GL`n pA Rθ q be a Riemannian metric.
‚ The Riemannian density is νpgq :“adetpgq “ exp “1
2
Tr plogpgqq ‰ P A ``θ .
‚ The Riemannian weight ϕg : Aθ Ñ C is defined by
ϕgpaq :“ p2πqnτ
“
aνpgq‰, a P Aθ.
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‚ The Riemannian volume is VolgpTnθ q :“ ϕgp1q “ p2πqnτ
“
νpgq‰.
Example 9.7. When g is the standard flat metric gij “ δij , we have VolgpTnθ q “ p2πqn “ |Tn|.
Example 9.8. Let gij “ k2δij , k P A ``θ , be a conformal deformation of the flat Eucldean metric.
Then we have
νpgq “ kn, ϕgpaq “ p2πqnτ
“
akn
‰
, VolgpTnθ q “ p2πqnτ
“
kn
‰
.
Example 9.9. Let g be a product matrix as in (9.1), where g1 and g2 are compatible. Then
νpgq “ νpg1qνpg2q.
The very datum of the Riemannian density gives rise to a non-trivial modular geometry. Namely,
unless νpgq is a scalar the Riemannian weight ϕg is not a trace. Therefore, the GNS construction
gives rise to non-isometric ˚-representations of the C˚-algebra Aθ and its opposite algebra A˝θ.
The latter is represented in the Hilbert space H ˝g obtained as the completion with respect to the
inner product,
xu|vy˝g “ ϕg
`
uv˚
˘ “ p2πqnτ“v˚νpgqu‰, u, v P Aθ.
The Tomita involution and modular operator are Jgpaq “ σgpa˚q and ∆paq :“ σ2νpaq, where σg is
the inner automorphism,
σgpaq “ νpgq 12 aνpgq´ 12 , a P Aθ.
9.3. Laplace-Beltrami operator. Let g “ pgijq P GL`n pA Rθ q be a Riemannian metric on Tnθ .
Definition 9.4 ([33]). The Laplace-Beltrami operator ∆g : Aθ Ñ Aθ is defined by
(9.3) ∆gu “ νpgq´1
ÿ
1ďi,jďn
δi
`a
νpgqgij
a
νpgqδjpuq
˘
, u P Aθ.
Example 9.10. For the flat metric gij “ δij the Laplace-Beltrami operator is just the flat Laplacian
∆ “ δ21 ` ¨ ¨ ¨ ` δ2n.
Example 9.11. Let g “ k2δij , k P A ``θ , be a conformally flat metric. In this case, we have
(9.4) ∆g “ k´2∆`
ÿ
1ďiďn
k´nδipkn´2qδi.
In particular, in dimension n “ 2 we get ∆g “ k´2∆. This is reminiscent of the conformal
invariance of the Laplace-Beltrami operator in dimension 2.
In what follows, we set
(9.5) |ξ|g :“
`ÿ
i,j
gijξiξj
˘ 1
2 , ξ P Rn.
Note that |ξ|g P A ``θ when ξ ‰ 0. In fact (see, e.g., [33, Corollary 3.1]) there even are constants
0 ă d1 ă d2 such that
(9.6) d1|ξ|2 ď |ξ|2g ď d2|ξ|2 @ξ P Rn.
Proposition 9.12 ([33]). The following holds.
(1) ∆g is an elliptic 2nd order differential operator with principal symbol νpgq´ 12 |ξ|gνpgq 12 .
(2) ∆g is an essentially selfadjoint operator on H
˝
g with non-negative discrete spectrum with
finite multiplicity.
(3) ker∆g “ C.
10. Connes integration formula for Curved NC Tori
In this section, we extend the Connes integration formula of [43] to curved NC tori and present
a few consequences.
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10.1. Spectral Riemannian densities. For every positive-definite matrix g P GLnpRq, we have
(10.1)
ż
Sn´1
|ξ|´ng dn´1ξ “
a
detpgq|Sn´1|,
where |ξ|g is defined as in (9.5). Indeed, as
a
detpgq|Sn´1| is the volume of the ellipsoid |ξ|2g “ 1,
we get
(10.2)
ż
Rn
e´|ξ|gdξ “
ˆż 8
0
e´t
2
tn´1dt
˙a
detpgq|Sn´1|.
Integrating in polar coordinates also shows that
ş
Rn
e´|ξ|gdξ is equal to
(10.3)
ż
Sn´1
ˆż 8
0
e´t
2|ξ|2g tn´1dt
˙
dn´1ξ “
ˆż 8
0
e´t
2
tn´1dt
˙ˆż
Sn´1
|ξ|´ng dn´1ξ
˙
.
Comparing this to (10.2) gives (10.1). Note that combining Connes’ trace theorem with with (10.1)
yields the integration formula (2.8).
Definition 10.1. Let g P GL`n pA Rθ q be a Riemannian metric on Tnθ . Its spectral Riemannian
density is
ν˜pgq :“ 1|Sn´1|
ż
Sn´1
|ξ|´ng dn´1ξ,
where |ξ|g is defined in (9.5).
The following statement gathers the main properties of spectral Riemannian densities.
Proposition 10.1. Let g P GL`n pA Rθ q be a Riemannian metric on Tnθ .
(1) ν˜pgq P A ``θ , i.e., ν˜pgq is a smooth density.
(2) We have
ν˜pgq “ π´n2
ż
Rn
e´|ξ|
2
gdξ.
(3) Let k P A ``θ be such that rk, gs “ 0. Then ν˜pk2gq “ knν˜pgq.
(4) If g is self-compatible, then
(10.4) ν˜pgq “ νpgq “
a
detpgq,
where detpgq is given by (9.2).
Proof. As ξ Ñ |ξ|´ng is a continuous map with values in the closed real subspace A Rθ , it is imme-
diate that ν˜pgq P A Rθ . Therefore, in order to check that ν˜pgq P A ``θ we only need to show that
ν˜pgq has positive spectrum.
If ξ P Sn´1, then (9.6) implies that Spp|ξ|gq Ă rd1, d2s, and so Spp|ξ|´ng q Ă rd12, d11s, where
d1i :“ d´
n
2
i ą 0. Thus, given any u P Hθ, we have
@|ξ|´ng u|uD ě d12 xu|uy, and so we have@|ξ|´ng u|uD “ |Sn´1|´1 ż
Sn´1
@|ξ|´ng u|uDdn´1ξ ě d12 xu|uy .
This implies that Sppν˜pgqq Ă rd12,8q Ă p0,8q, and so this gives the first part.
In the same way as in (10.3) we see that
ş
Rn
e´|ξ|
2
gdξ is equal toˆż 8
0
e´t
2
tn´1dt
˙ˆż
Sn´1
|ξ|´ng dn´1ξ
˙
“
ˆż 8
0
tn´1e´t
2
dt
˙
|Sn´1|ν˜pgq.
Here |Sn´1| “ 2π n2 Γpn{2q´1, and ş8
0
tn´1e´t
2
dt is equal toż 8
0
t
n´1
2 e´t
dt
2
?
t
“ 1
2
ż 8
0
t
n
2
´1e´tdt “ 1
2
Γ
`n
2
˘ “ π n2 |Sn´1|´1.
It then follows that
ş
Rn
e´|ξ|
2
gdξ “ π n2 ν˜pgq. This proves the 2nd part.
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Let k P A ``θ be such that rk, gs “ 0, and set gˆ “ k2g. As k commutes with g´1, we have
gˆ´1 “ k´2g´1, and so, for all ξ P Rn, we have |ξ|2gˆ “
ř
k´2gijξiξj “ k´2|ξ|2g and |ξ|´ngˆ “ kn|ξ|´ng .
Thus,
ν˜pgˆq “
ż
Sn´1
|ξ|´ngˆ dσ0pξq “
ż
Sn´1
kn|ξ|´ng dσ0pξq “ knν˜pgq.
This gives the 3rd part.
It remains to prove the 4th part. We only have to show that the formula (10.1) continues to
hold for self-compatible matrices in GL`n pA Rθ q. Note that this formula immediately extends to
any g P CpX,GL`n pRqq, where X is any compact Hausdorff space.
Suppose that g is self-compatible. The entries gij of g pairwise commute with each other. Thus,
if we let B be the unital C˚-algebra that they generate, then we obtain a unital commutative C˚-
algebra (cf. [33]). Therefore, under the Gel’fand transform the C˚-algebra B is isomorphic to the
C˚-algebra of continuous functions on the Gel’fand spectrum X :“ SppBq. As (10.1) holds for any
element of CpX,GL`n pRqq we deduce that it holds for g. This proves the 4th part and completes
the proof. 
Example 10.2. Let g be of the form,
g “
˜
k21In1 0
0 k22In2
¸
, kj P A ``θ , n1 ` n2 “ n.
Assume further that rk1, k2s “ 0. This ensures that g is self-compatible, and so by combining (10.4)
with Proposition 9.6 we get
ν˜pgq “
a
detpgq “
a
detpk1I1qdetpk2Inq “
a
pk1k2q2n “ pk1k2qn.
10.2. Curved integration formula. Let g P GL`n pA Rθ q be a Riemannian metric on Tnθ . As
the Hilbert space H ˝g arises from the GNS construction for the opposite C
˚-algebra A˝θ, the
right action of Aθ on itself by right-multiplication extends to a ˚-representation in H ˝g of the
opposite C˚-algebra A˝θ. The left-action by left-multiplication extends to a representation of
Aθ. This not ˚-representation. We obtain a ˚-representation by using the Tomita involution
Jgpaq “ σνpgqpa˚q “ νpgq´ 12 a˚νpgq 12 . Namely, we get the ˚-representation,
a ÝÑ a˝, where a˝ :“ Jga˚Jg “ νpgq´ 12 aνpgq 12 .
An intertwining unitary isomorphism from H ˝g onto Hθ is the left-multiplication by p2πq
n
2
a
νpgq.
Let ∆g : Hθ Ñ Hθ be the Laplace-Beltrami operator defined by the Riemannian metric g. By
Proposition 9.12 it is essentially selfadjoint on H ˝g and has non-negative spectrum. Under the
unitary isomorphism p2πqn2 νpgq 12 : H ˝g Ñ Hθ it corresponds to the operator,
(10.5) p∆g :“ νpgq 12∆gνpgq´ 12 “ ÿ
1ďi,jďn
νpgq´ 12 δiνpgq 12 gijνpgq 12 δjνpgq´ 12 .
This operator is essentially selfadjoint with non-negative spectrum on Hθ. It is also a 2nd order
differential operator with principal symbol
ř
i,j ξig
ijξj “ |ξ|2g. All this allows us to define for
every s ą 0 the operators ∆´sg and p∆´sg by standard Borel functional calculus on H ˝g and Hθ,
respectively. Note that ∆´sg “ νpgq´
1
2 p∆´sg νpgq 12 .
Lemma 10.3. For every s ą 0, the operators p∆´sg and ∆´sg are in Ψ´2spTnθ q and have principal
symbols |ξ|´2sg and νpgq´
1
2 |ξ|´2sg νpgq
1
2 , respectively.
Proof. As mentioned above, p∆g is a 2nd order elliptic differential operator. It is essentially self-
adjoint with non-negative spectrum on Hθ and its principal symbol |ξ|g is positive and invertible
for ξ ‰ 0. Therefore, it satisfies the assumptions of [36, Theorem 7.3], and hence p∆´sg is an op-
erator in Ψ2spTnθ q with principal symbol |ξ|´2sg . As ∆´sg “ νpgq´
1
2 p∆´sg νpgq 12 , it then follows from
Corollary 4.11 that ∆´sg is in Ψ
2spTnθ q and has principal symbol νpgq´
1
2 |ξ|´2sg νpgq
1
2 . The proof is
complete. 
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Remark 10.4. The above result actually holds for any s P C (see [36, §7]). When s P Z´ the result
is immediate, since p∆´sg and ∆´sg then are positive-integer powers of differential operators. When
s P N this also can be deduced from the case s P Z´ and the results of [32, §11], since ∆´sg andp∆´sg are parametrices of the differential operators ∆sg and p∆sg, respectively.
Remark 10.5. In the case of a conformally flat metric gij “ k2δij , k P A ``θ , by using (9.4) we getp∆g “ k n2 `k´2∆` ÿ
1ďiďn
k´nδipkn´2qδi
˘
k´
n
2
“ k n2 ´2∆k´n2 `
ÿ
1ďiďn
k´
n
2
`
δipkn´2qδi
˘
k´
n
2 .
In particular, when n “ 2 we recover the conformally perturbed Laplacian k´1∆k´1 of [15].
We are now in a position to prove the main result of this section.
Theorem 10.6 (Curved Integration Formula). For every a P Aθ, the operator a˝∆´
n
2
g is strongly
measurable, and we have
(10.6)
ż´
a˝∆
´n
2
g “ cˆnτ
“
aν˜pgq‰, cˆn :“ 1
n
|Sn´1|.
Proof. We know by Lemma 10.3 that ∆
´n
2
g and p∆´n2g are operators in Ψ´npTnθ q. Let a P Aθ. For
every positive trace ϕ on L 1,8, we have
(10.7) ϕ
`
a˝∆
´n
2
g
˘ “ ϕ ”`νpgq´ 12 aνpgq 12 ˘∆´n2g ı “ ϕ ”a`νpgq 12 ˘∆´n2g νpgq´ 12 ˘ı “ ϕ`ap∆´n2g ˘.
Combining this with Corollary 8.3 we deduce that a˝∆
´n
2
g is strongly measurable, and we have
(10.8)
ż´
a˝∆
´n
2
g “
ż´
ap∆´n2g “ 1
n
τ
“
ac p∆´n2g
‰
.
By Lemma 10.3 the principal symbol of p∆´n2g is |ξ|´ng , and so we have
c p∆´n2g “
ż
Sn´1
|ξ|´ng dn´1ξ “ |Sn´1|ν˜pgq “ ncˆnν˜pgq.
Combining this with (10.8) completes the proof. 
Remark 10.7. In the definition (9.3) of the Laplace-Beltrami operator we may replace νpgq by any
smooth density ν P A ``θ . The resulting operator, denoted by ∆g,ν in [33], is essentially selfadjoint
on the Hilbert space H ˝ν of the GNS representation of A
˝
θ with respect to the weight ϕνpaq “ τ raνs,
a P Aθ (see [33]). The ˚-representation aÑ a˝ of Aθ in H ˝ν is given by a˝ “ ν´
1
2 aν
1
2 . With these
modifications we have ż´
a˝∆
´n
2
g,ν “ cˆnτ
“
aν˜pgq‰ @a P Aθ.
By Proposition 10.1 the spectral Riemannian density ν˜pgq agrees with the Riemannian density
νpgq when g is self-compatible. Therefore, in this case we obtain the following result.
Corollary 10.8. Assume that g is a self-compatible Riemannian metric. Then, for all a P Aθ,
we have
(10.9)
ż´
a˝∆
´n
2
g “ cˆnτ
“
aνpgq‰ “ cnϕgpaq,
where cn “ p2πq´ncˆn is the same constant as in (2.8). In particular, for a “ 1 we get
(10.10)
ż´
∆
´n
2
g “ cnVolgpTnθ q.
Remark 10.9. When θ “ 0 every Riemannian metric is self-compatible. We then recover the
integration formula (2.8) for arbitrary Riemannian metrics on the ordinary torus Tn.
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Remark 10.10. The formula (10.9) shows that, in the self-compatible case, the NC integral allows
us to recover the Riemannian density νpgq and the Riemannian weight ϕg. As mentioned in the
introduction this provides us with a nice link between the notions of integrals in NCG and the
noncommutative measure theory in operator algebras, where the role of Radon measures is played
by weights on C˚-algebras.
Remark 10.11. In order to recover the Riemannian density νpgq it is enough to have (10.9) for
elements a of the smooth algebra Aθ. Indeed, by using the Fourier series expansion νpgq “ř
νkpgqUk in Aθ, we get
νkpgq “
@
νpgq|UkD “ τ“pUkq˚νpgq‰ “ cˆ´1n ż´ “pUkq´1s˝∆´ng .
This confirms our claim.
10.3. Lower dimensional volumes. In the same way as in the case of ordinary manifolds, the
trace formula (8.1) allows us to extend the NC integral to all operators in ΨZpTnθ q, including those
operators that are not weak trace class or even bounded.
Definition 10.2. For every P P ΨmpAθq, m P Z, its NC integral is defined byż´
P :“ 1
n
RespP q.
When the metric g is self-compatible the integration formula (10.9) shows that the NC integral
recaptures the Riemannian density. For general Riemannian metrics, it recaptures the density
ν˜pgq, and so it is natural to call the latter the spectral Riemannian density of pTnθ , gq.
Along the same lines of thought as that of Section 2, we can regard the operator c´1n ∆
´n
2
g as
the quantum volume element, and then we define the quantum length element as the operator,
ds :“ `c´1n ∆´n2g ˘ 1n “ c´ 1nn ∆´ 12g .
Note that Lemma 10.3 ensures us that ds is an operator in Ψ´1pTnθ q, and hence is an infinitesimal
operator of order 1
n
by Proposition 4.13. In particular, we can define the NC integrals of the
powers dsk, k “ 1, . . . , n. This leads us to the following definition of the lower dimensional
spectral volumes of curved NC tori.
Definition 10.3. For k “ 1, . . . , n, the k-dimensional spectral volume of pTnθ , gq isĄVolpkqg pTnθ q :“ ż´ dsk.
Remark 10.12. When the Riemannian metric g is self-compatible, by using (10.10) we get
ĄVolpnqg pTnθ q “ ż´ dsn “ c´1n ż´ ∆´n2g “ VolgpTnθ q.
Thus, in this case the spectral volumeĄVolpnqg pTnθ q agrees with the Riemannian volume in the sense
of Definition 9.3.
11. Scalar Curvature of Curved NC Tori
In this section, we explain how the results of the previous section enables us to setup a natural
notion of scalar curvature for general curved NC tori.
As mentioned in Section 2, for any (compact) Riemannian manifold pMn, gq, the functional
C8pMq Q a Ñ ´ 1
c1n
ş´
adsn´2 recaptures the (dressed) scalar curvature κpgqνpgq. For curved NC
tori pTnθ , gq this leads us to the following definition.
Definition 11.1. Assume n ě 3, and let g P GLnpA Rθ q be a Riemannian metric on Tnθ . The
scalar curvature functional of pTnθ , gq is the functional Rg : Aθ Ñ C given by
Rgpaq “ ´ 1
c1n
ż´
a˝dsn´2, a P Aθ.
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Remark 11.1. This definition is consistent with the definition of the scalar curvature functional of
spectral triples [12, Definition 1.147] (see also [14, Remark 5.4]) and with the intrinsic definition
of the modular curvature of conformally flat NC 2-tori [14, §5.2] (see also [22]).
In what follows we assume n ě 3 and let g P GLnpA Rθ q be a Riemannian metric on Tnθ .
Proposition 11.2. There is a unique κpgq P Aθ such that
(11.1) Rgpaq “ τ
“
aκpgq‰ @a P Aθ.
Namely, we have
(11.2) κpgq “ ´3p4πqn2 Γ`n
2
´ 1˘c
∆ˆ
´n
2
`1
g
.
Proof. Let a P Aθ. In view of the definitions of ds and
ş´
, we have
Rgpaq “ ´ 1
c1n
ż´
a˝dsn´2 “ ´ 1
c1n
c
´n´2
n
n
ż´
a˝∆
´ n
2
`1
g “ ´ 1
nc1n
c
´n´2
n
n Res
`
a˝∆
´n
2
`1
g
˘
.
By arguing as in (10.7) and using (5.3) we get
Res
`
a˝∆
´n
2
`1
g
˘ “ Res `ap∆´n2`1g ˘ “ τ“ac
∆ˆ
´n
2
`1
g
‰
.
Moreover, it follows from (2.11) that 1
nc1n
c
´n´2
n
n “ 12p4πqn2 Γpn2 ´ 1q. Thus,
Rgpaq “ ´3p4πqn2 Γ
`n
2
´ 1˘τ“ac
∆ˆ
´n
2
`1
g
‰
.
That is, (11.1) holds with κpgq given by (11.2).
In the same way as in Remark 10.11, the formula (11.1) uniquely determines the Fourier coef-
ficients of νpgq, and so νpgq is unique. The proof is complete. 
Definition 11.2. νpgq is the scalar curvature of pTnθ , gq.
Remark 11.3. When θ “ 0 we recover the usual notion of scalar curvature for Riemannian metrics
on the ordinary torus Tn.
Remark 11.4. In dimension n “ 4 and for conformally flat metrics we recover the definition of
the scalar curvature of conformally flat metrics in [20, 22] with a different sign convention and
up to the factor 6p4πqn2 Γpn
2
´ 1q “ 6p4πq2. Note that the factor Γpn
2
´ 1q in (11) is essential to
relate κpgq to the symbol of the resolvent and perform the analytic continuation at n “ 2 (see
Proposition 11.7 and Remark 11.10).
The scalar curvature of conformally flat tori is often expressed in terms of the subleading
coefficient in the short time heat trace asymptotics (see, e.g., [14, 15]). This heat coefficient is
given by multi-integrals involving the 2nd subleading symbol σ´4pξ;λq of the resolvent pp∆g´λq´1.
We shall now explain how to derive a similar expression from the formula (11.2).
We need to determine the symbol of degree ´n of p∆´n2 `1g . Note that as p∆´n2`1g has order
´n` 2 its symbol of degree ´n agrees with its 2nd subleading symbol. Let s ą 0. We have
p∆´sg “ 12iπ
ż
Γ
λ´spp∆g ´ λq´1dλ,
where the integral converges in L pHθq and Γ is a downward oriented contour of the form Γ “
BΛprq, with Λprq :“ tλ P C˚; ℜλ ď 0 or |λ| ď ru and 0 ă r ă inf Sppp∆gqq (see [36]). It is shown
in [36] that pp∆g ´ λq´1 belongs to a suitable class of ΨDOs with parameter on Tnθ . In particular,
it has a symbol σpξ;λq „ řjě0 σ´2´jpξ;λq, where
σ´2pξ;λq “
`|ξ|2g ´ λ˘´1,
σ´2´jpξ;λq “ ´
ÿ
k`l`|α|“j
lăj
1
α!
`|ξ|2g ´ λ˘´1Bαξ p2´kpξqδασ´2´lpξ;λq, j ě 0.
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Here ppξq “ p2pξq ` p1pξq ` p0 is the symbol of p∆g with p2pξq “ |ξ|2g. We have the following
refinement of Lemma 10.3.
Lemma 11.5 ([36, Theorem 7.3]). Let s ă 0. The operator p∆´sg has symbol ρps; ξq „ řjě0 ρ´2s´jps; ξq,
where
(11.3) ρ´2s´jps; ξq “ 1
2iπ
ż
γξ
λ´sσ´2´jpξ;λqdλ, ξ ‰ 0.
Here γξ is any clockwise-oriented Jordan curve in Czp´8, 0s that encloses Spp|ξ|2gq.
Remark 11.6. The above result actually holds for any s P C (see [36]).
For s “ n
2
´ 1 we obtain the symbol ρ´npn2 ´ 1; ξq by setting j “ 2 in (11.3). Moreover, it
follows from (9.6) that Spp|ξ|2gq Ă rd1, d2s with 0 ă d1 ă d2. In particular, if ξ P Sn´1, then
Spp|ξ|2gq Ă rd1, d2s, and so may take γξ “ γ, where γ is any given clockwise-oriented Jordan curve
in Czp´8, 0s that encloses rd1, d2s. We then get
c p∆´n2 `1g “
ż
Sn´1
ρ´npn
2
´ 1; ξqdn´1ξ “ 1
2iπ
ż
Sn´1
ż
γ
λ´
n
2
`1σ´4pξ;λqdn´1ξdλ.
Combining this with (11.2) we then arrive at the following result.
Proposition 11.7. Assume n ě 3, and let g P GLnpA Rθ q be a Riemannian metric on Tnθ . Then
we have
(11.4) κpgq “ ´ 3
2iπ
p4πqn2 Γ`n
2
´ 1˘ ż
Sn´1
ż
γ
λ´
n
2
`1σ´4pξ;λqdn´1ξdλ,
where σ´4pξ;λq and γ are as above.
Remark 11.8. For ℜλ ą 0 we have Γpn
2
´ 1qλ´n2 `1 “ ş8
0
t
n
2
´2e´tλdt “ 2 ş8
0
tn´3e´t
2λdt. Inserting
this into the integral on the r.h.s. of (11.4) and using the homogeneity of σ´4pξ;λq we find that
(11.5) κpgq “ ´ 6
2iπ
p4πqn2
ż
Rn
ˆż
Γ1
e´λσ´4pξ;λqdλ
˙
dξ.
where Γ1 is any upward-oriented contour t| argλ| “ φu, 0 ă φ ă π
2
. This kind of formula for the
scalar curvature is not new; it is used by various authors (see, e.g., [14, 15, 18]). The advantage
of using the integral in (11.4) with respect to that given in (11.5) is two-fold. First, we get an
integration domain that is one-dimension smaller. Second, this domain is bounded, and so we
avoid the convergence issues with integrating over unbounded domains in (11.5).
Remark 11.9. We observe from [37, 54] that p2iπq´1 ş
Rn
` ş
Γ1
e´λσ´4pξ;λqdλ
˘
dξ agrees with the
coefficient a2p∆gq in the short time asymptotics,
(11.6) Tr
“
b˝e´t∆g
‰ „ t´n2 ÿ
jě0
tjτ
“
ba2jp∆gq
‰
, b P Aθ.
Therefore, from (11.5) we also can infer that
a2p∆gq “ ´1
6
p4πq´n2 κpgq.
In particular, when θ “ 0 we recover the well-known formula for a2p∆gq in terms of κpgq (see [26]).
This shows the consistency of our normalization constants.
Remark 11.10. We obtain from (11.4) the scalar curvature of NC 2-tori by analytic continuation
of Γpn
2
´ 1qλ´n2 `1 at n “ 2. Namely,
κpgq “ ´ 12
2iπ
ż
S1
ż
γ
σ´4pξ;λqdξdλ.
This is consistent with the definition of the definition of the scalar curvature functional in dimen-
sion 2 (see [14, Eq. (5.23)]). In particular, in the same way as in Remark 11.8, for conformally flat
NC 2-tori we recover the formulas for the scalar curvature in terms of σ´4pξ;λq of [14, 15].
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Remark 11.11. Rosenberg [48] introduced the analogue the Levi-Civita connection and Riemann
curvature tensor for Riemannian metrics on NC tori. This leads us to an alternative notion of
scalar curvature for curved NC tori.
Appendix A. Proof of Equality (2.10)
In this appendix we briefly sketch a proof of Eq. (2.10). Suppose that pMn, gq is a closed
Riemannian manifold, and let f P C8pMq. In view of (2.9) and of the fact that ds “ c´ 1nn ∆´
1
2
g we
have
(A.1)
ż´
fdsn´2 “ 1
n
c
´n´2
n
n Res
`
f∆
´n
2
`1
g
˘ “ 2
n
c
´n´2
n
n Ress“n
2
´1Tr
“
f∆´sg
‰
.
As is well-known (see, e.g., [29]), the residues of the zeta function Tr
“
f∆´sg
‰
are related to the
coefficients of the short time heat trace asymptotics,
Tr
“
fe´t∆g
‰ „tÑ0` ÿ
jě0
t´
n
2
`j
ż
M
fa2jp∆gqνpgq.
In particular, we have
(A.2) Ress“n
2
´1Tr
“
f∆´sg
‰ “ Γ`n
2
´ 1˘´1 ż
M
fa2p∆gqνpgq.
The first few coefficients a2jp∆gq are known (see [26]). For j “ 1, we have
a2p∆gq “ ´1
6
p4πq´n2 κpgq.
Combining this with (A.1) and (A.2) shows that
ş´
fdsn´2 “ ´c1n
ş
M
fκpgqνpgq with c1n given
by (2.11). The proof is complete.
Appendix B. L2-Integration Formulas
In this appendix we compare the integration formulas of this paper with the curved integration
formula of [42]. The latter is an L2-version of the curved integration formula (10.6), in the sense
that it holds for any element of Hθ “ L2pTnθ q. The approach of [42] is based on the trace formula
for noncommutative tori of [43, Theorem 6.5] and a “curved” L 1,8-Cwikel estimate which is
proved in [42]. The approach to the trace formula in [43] relies on a C˚-algebraic approach to
the principal symbol [43, 50]. In [42] the “curved” L 1,8-Cwikel estimate is deduced from a flat
L 1,8-Cwikel estimate via various operator theoretic considerations.
The point we would like to make in this appendix is that in order to get L2-integration formulas
we only need the flat L 1,8-Cwikel estimate of [42]. We shall actually get an L2-integration
formulas for ΨDOs (see Theorem B.4 below). The main result of [42] then follows from this as a
mere special case. In particular, this allows us to bypass the C˚-algebraic considerations of [43, 50]
and the operator theoretic considerations of [42] to get an even more general result.
To wit note that if x P Hθ, then the left multiplication by x maps Aθ to Hθ, but in general
this operator need not be bounded. In what follows we denote by } ¨ }2 the norm of Hθ. The flat
L 1,8-Cwikel estimate of [42] can be stated as follows.
Proposition B.1 (Flat L 1,8-Cwickel Estimate [42]). For every x P Hθ the operator xp1`∆q´n2
is bounded and weak-trace class. Moreover, there is C ą 0 independent of x such that
(B.1)
››xp1 `∆q´n2 ››
1,8
ď C}x}2.
We observe we actually have a pseudodifferential version of the above Cwikel estimate.
Proposition B.2 (Pseudodifferential L 1,8-Cwikel Estimate). Let P P Ψ´npTnθ q. For every
x P Hθ the operator xP is bounded and weak trace class. Moreover, there is CP ą 0 independent
of x such that
(B.2)
››xP ››
1,8
ď CP }x}2.
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Proof. As P has order ´n, the operator p1`∆qn2 P is a zeroth order ΨDO by Corollary 4.11, and
so it is bounded by Proposition 4.12. Let x P Hθ. The first part of Proposition B.1 ensures us that
xp1`∆q´n2 is bounded and weak-trace class, and so the operator xP “ xp1`∆q´ n2 ¨ p1`∆qn2 P
is in the ideal L 1,8. Moreover, we have
}xP }1,8 ď }xp1`∆q´ n2 ¨ p1`∆qn2 P }1,8 ď }xp1`∆q´ n2 }1,8}p1`∆qn2 P }.
Combining this with (B.1) gives the result. 
Remark B.3. Applying the above result to P “ p1 ` ∆gq´n2 allows us to recover the curved
L 1,8-Cwikel estimate of [42].
We are now in a position to get an L2-version of Corollary 8.3.
Theorem B.4. Let P P Ψ´npTnθ q. For every x P Hθ the operator xP is strongly measurable, and
we have
(B.3)
ż´
xP “ 1
n
τ
“
xcP s,
where cP is defined as in (5.2).
Proof. In the same way as in the proof of Corollary 8.3, in order to show that xP is strongly
measurable and satisfies the trace formula (B.3), we only have to show that, for every positive
trace ϕ on L1,8, we have
ϕpxP q “ 1
n
τ
“
xcP
‰
.
We know by Corollary 8.3 that the equality holds for all x P Aθ. It follows from the continuity
of ϕ and the estimate (B.2) that the l.h.s. is a continuous linear form on Hθ. As cP P Aθ the
r.h.s. is continuous as well. Combining this with the density of Aθ in Hθ we then deduce that the
equality holds for any x P Hθ. This completes the proof. 
By using Theorem B.4 and arguing along the same lines as that of the proof of Theorem 10.6
we recover the main result of [42] in the following form.
Corollary B.5 ([42]). Let g P GLnpA Rθ q be a Riemannian metric on Tnθ . We haveż´
x˝∆
´n
2
g “ cˆnτ
“
xν˜pgq‰ @x P H ˝g .
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