A theoretical approach known as quantum accounting diagram ͑QAD͒ analysis has been used to calculate the spatial-frequency-dependent detective quantum efficiency ͑DQE͒ of two portal imaging systems: one based on a video camera and another based on an amorphous silicon array. The spatial frequency-dependent DQEs have then been used to determine indices of displayed and perceived image quality. These indices are figures of merit that can be used to optimize the design of linear imaging systems. We have used this approach to determine which of eight phosphor screen thicknesses ͑ranging between 67 and 947 mg/cm 2 ͒ is optimal for the two designs of portal imaging systems. The physical characteristics ͑i.e., detection efficiencies, gains, and MTFs͒ of each of the eight x-ray detectors have been measured and combined with the physical characteristics of the remaining components to calculate the theoretical DQEs. In turn, the DQEs have been used to calculate theoretical indices of displayed and perceived image quality for two types of objects: a pelvis object and a pointlike object. The maximal indices of displayed and perceived image quality were obtained with screen thicknesses ranging between 358 and 947 mg/cm 2 , depending upon the imaging system design and the object being imaged. Importantly, the results showed that there is no single optimal screen thickness. The optimal thickness depended upon imaging task ͑e.g., detecting large, low-contrast structures, or detecting edges and small structures͒. Nevertheless, the results showed that there were only modest improvements in the indices of image quality for phosphor screens thicker than 350-400 mg/cm 2 .
I. INTRODUCTION
A number of on-line portal imaging systems are being developed to verify radiation field placement in radiation therapy. [1] [2] [3] The most common of these-video-based portal imaging systems-suffer from low light collection efficiency in their optical chain, which degrades image quality. One way to improve image quality is to increase the light generated by the imaging system 4,5 by increasing the thickness of the phosphor screen that forms part of the x-ray detector. [1] [2] [3] Unfortunately, increasing the thickness of the phosphor screen degrades spatial resolution, and hence image quality. 4, [6] [7] [8] Therefore, there must be an optimal screen thickness that balances the competing effects of light output and spatial resolution.
Two previous studies have attempted to optimize the thickness of phosphor screens for video-based portal imaging systems. In the first of these studies, an analysis of the signal-to-noise ratio ͑SNR͒ was performed for Gd 2 O 2 S:Tb screen thicknesses varying between 150 and 1000 mg/cm 2 . 9 This study was limited to the zero-frequency SNR of the x-ray detector alone. The second study 8 used a simplified spatial-frequency-dependent analysis that made assumptions about the spatial resolution requirements for portal imaging and ignored spatial resolution degradations and noise sources other than those due to the x-ray detector. Clearly, better estimates of optimum phosphor screen thickness are required.
One method of evaluating system performance is by comparing the ability of different imaging systems to allow a user to detect structures of interest in images generated by the different systems. The detectability of simple patterns has been shown to be related with the SNR of an image. [10] [11] [12] [13] Thus, the SNR can be used as an ''index of physical image quality'' to compare different imaging system designs quantitatively. If only the physical parameters of an imaging system ͓i.e., modulation transfer function ͑MTF͒, noise-power spectrum ͑NPS͒, and detective quantum efficiency ͑DQE͔͒ are combined to calculate the SNR for a desired detection task, then an index of displayed image quality is obtained. 12 If psychophysical parameters related to the human visual system are incorporated in the calculation of the SNR, then an index of perceived image quality is obtained. 12 In this paper, we present a method to optimize the design of linear imaging systems. We have applied this method to optimize the thickness of a Gd 2 O 2 S:Tb screen for portal imaging systems based on video cameras 4,5 and amorphous silicon arrays.
14 This method, which, in principle, can be applied to any linear imaging system, is based on the calculation of displayed and perceived image quality indices.
12 These image quality indices, in turn, result from DQEs calculated using the quantum accounting diagram ͑QAD͒ theory.
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II. BACKGROUND
In medical imaging, image quality is determined quantitatively by measuring spatial resolution in terms of the modulation transfer function ͑MTF͒ and by measuring noise in terms of the noise power spectrum ͑NPS͒. These quantities can be combined to yield the DQE of an imaging system. The MTF, NPS, and DQE are described in detail elsewhere, [16] [17] [18] and are briefly summarized here. The MTF has been used to characterize the spatial resolution of linear and shift-invariant imaging systems and the components of such systems. The MTF can be determined from the imaging system's normalized output obtained from a delta function ͑i.e., the point-spread function, PSF͒ or a line of delta functions ͑i.e., line-spread function, LSF͒. [16] [17] [18] [19] [20] The modulus of the Fourier transform of the PSF and the LSF yield the two-dimensional MTF and the onedimensional MTF, respectively. Therefore, the MTF describes a frequency response in terms of sinusoidal patterns.
The NPS has been used to characterize the amount and the texture of noise of imaging systems. The NPS is an analysis of random signal fluctuations in terms of spatial frequencies, and is obtained from the Fourier transform of the mean-square departure of signal from the mean value of the signal as a function of spatial frequency. [16] [17] [18] 21 The MTF and NPS can be combined, as shown in this section, to determine the DQE. 22 The DQE is a measure of the efficiency of an imaging system compared to an ideal detector, where the ideal detector can detect all of the quanta that impinge on it without adding noise to the image. In this section, we describe how to determine the DQE and how to use the DQE to optimize imaging systems.
A. QAD and DQE analysis
The two portal imaging systems studied in this paper ͑i.e., a system based on a TV camera and a system based on a hydrogenated amorphous silicon array͒ have been analyzed using the QAD theory. 15 In this theory, linear imaging systems are described as a cascade of multiple stochastic spread, fluence gain, and additive noise stages, where the number of quanta leaving each stage becomes an effective input to the following stage. When the ith stage consists of a fluence gain (g i ), the mean propagated fluence (⌽ i ), and NPS ͓S i ()͔ are given by 15, 23, 24 
where T i () is the MTF associated with the stochastic spread process. In turn, the DQE of an imaging system can be expressed in terms of the average gain, MTF, and additive noise ͓i.e., S a i ()/⌽ i ͔ of individual stages. The theoretical expression for the DQE of any linear imaging system is
͑3͒
where ⑀ g i is the Poisson excess ͓i.e., ⑀ g i ϭ( g i 2 /g i )Ϫ1͔ associated with g i , Ḡ is the average gain of the entire imaging system ͑also given by the product of all g i 's͒, T out () is the MTF of the entire imaging system ͓also given by the product of all T i ()'s͔, S out () is the NPS of the entire imaging system, ⌽ 0 is the mean x-ray fluence of the input radiation beam, M is the number of stages, and P i () is the product of the gains and MTFs up to and including the ith stage, given by
can be interpreted as an effective number of quanta ͑x rays, optical quanta, or photoelectrons͒ that propagate the signal through each of the image-forming stages of an imaging system, at each spatial frequency. A plot of P i () as a function of stage number i yields the quantum accounting diagram. 15 The stage with the lowest P i () value corresponds to the quantum sink for the corresponding spatial frequency.
B. Image quality indices
As stated in the Introduction, the probability of detection of a signal by a human observer correlates with the SNR, which, in turn, depends on the imaging task and the physical characteristics of an imaging system. [10] [11] [12] [13] 21, 26, 27 Loo et al. have performed a study to determine which one of ten different models of the SNR correlates best with human observer performance.
12 In this study, two types of models have been defined: displayed models, which assume that the human visual system is a perfect observer; and perceived models, where the physical properties of the human visual system are accounted for. Loo et al. have found that the models that correlate best with human observer performance are based on the statistical decision theory. 12 The square of the one-dimensional SNR derived from this theory is
where S() is the Fourier transform of the object being imaged. From the middle term of Eq. ͑3͒, Eq. ͑5a͒ can also be expressed as
where DQE͑͒ is the DQE of the imaging chain. The index of perceived image quality derived from the statistical decision theory model is given by
where T eye () is the MTF of the human visual system. Of the physical parameters describing the human visual system, only T eye () is considered in this work. This is because the other parameters, which include the light collection efficiency of the eye and internal noise in the visual system, may be uncertain or unknown. While the magnitude of the internal noise in the human visual system can be estimated for the special case where system noise is Poisson distributed, 28 this estimation may not be appropriate for video-based portal imaging systems, where noise is not Poisson distributed.
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C. Optimization of phosphor screen thickness
The phosphor screen thickness that optimizes the detectability of structures of interest for portal imaging system occurs where a plot of image quality index ͑i.e., SNR SD 2 ͒ versus screen thickness reaches a maximum. Thus, to determine the optimal screen thickness, we must determine the DQE of the portal imaging system, as required for the calculation of image quality indices ͓see Eqs. ͑5b͒ and ͑6͔͒ for all of the screen thicknesses evaluated in this study.
III. QAD DESCRIPTION OF THE PORTAL IMAGING SYSTEMS
A. Video-based system
The video-based system used in this study, developed at the London Regional Cancer Center, has been described in detail previously. 5, 30 Briefly, this system consists of a TV camera that detects the light signal emitted from a copper plate/phosphor screen detector through a 45°mirror and a large-aperture lens. For the purposes of the QAD analysis, the system has been divided into a number of stages, as shown in Fig. 1 and detailed previously. 5 The theoretical equation for the DQE of the video-based portal imaging system ͓DQE video ()͔, obtained using the QAD analysis, is given by
where g 1 is the probability that an incident x ray deposits some energy in the phosphor screen, T 2 () is the MTF of the x-ray detector due to the transport of high-energy particles, g 3 is the average number of optical quanta generated per interacting x ray, ⑀ g 3 is the Poisson excess associated with g 3 , T 4 () is the MTF associated with the spread of optical quanta in the phosphor screen, g 5 is the probability that an optical quanta generated inside the phosphor screen escapes through the exit surface of the phosphor, g 6 is the light collection efficiency of the lens of the video camera, T 7 () is the MTF of the lens of the TV camera, g 8 is the light detection efficiency of the video camera, T 9 () is the MTF of the TV camera, and the term S a ()/⌽ describes the relative amount of additive noise from the electronic components. The DQE of the video-based portal imaging system, weighted by the MTF of the human eye, is given by
B. System based on an amorphous silicon array
One device that may overcome the bulkiness and low light collection efficiency of TV camera-based portal imaging systems is the amorphous silicon array.
14 Each element in this array consists of an amorphous silicon photodiode and a field-effect transistor that is switched on at read-out time.
Since amorphous silicon is highly radiation resistant, this array can be placed immediately below a copper plate/ phosphor screen detector to form a compact imaging device that detects about 40% of the light emitted by Gd 2 O 2 S:Tb screens.
14 We have modeled a portal imaging system based on this array as a series of nine cascaded stages ͑see Fig. 1͒ . Using Eq. ͑3͒, the theoretical DQE of a portal imaging system based on this array ͓DQE array ()͔ is
͑9͒
where g 1 , T 2 (), g 3 , ⑀ g 3 , T 4 (), and g 5 are as defined in Eq. ͑7͒. The primed quantities denote QAD parameters that apply to the amorphous silicon array. These quantities are the probability that a light quantum exiting the phosphor screen is intercepted by the sensitive region of the amorphous silicon array, g 6 Ј , the probability that an incident light quantum releases an electron-hole pair in the array, g 7 Ј ͑the present study assumes that g 7 Ј explicitly includes the loss of optical quanta due to the mismatch of the indices of refraction of the amorphous silicon array and the phosphor screen͒, and the intrinsic MTF of the amorphous silicon array,
The expression for the DQE of this system, weighted by the MTF of the human eye ͓DQE array,w ()͔, is DQE array,w ͑ ͒ϭDQE array ͑ ͒T eye 2 ͑ ͒. ͑10͒
The QAD parameters for the amorphous silicon array have been described in the literature, and summarized here ͑we have chosen to model a 450 m pitch array since it is the only array for which all the QAD parameters are available in the literature͒. 14, 31, 32 The value of g 6 Ј , given by the fill factor of the amorphous silicon array, is 0.62. 14 electrons͒ by the number of charge carriers created in a single monitor unit exposure from the 6 MV x rays ͑1 monitor unitϵ1 cGy dose to the isocenter for a 10ϫ10 cm 2 field at a depth of 5 cm in water͒. Since no spatial-frequencydependent NPS for dark noise is available, we have assumed that S a /⌽ is constant for all spatial frequencies.
IV. MATERIALS AND METHODS
A. X-ray detectors
Eight x-ray detectors, each consisting of a 1 mm copper plate bonded to a layer of Gd 2 O 2 S:Tb, were evaluated in this study. Six of these detectors, with phosphor thicknesses of 221, 273, 358, 404, 721 , and 947 mg/cm 2 , were supplied by the Eastman Kodak research laboratories. The other detectors were commercially available screens ͑Kodak Lanex Regular and Kodak Lanex Fast Back, corresponding to thicknesses of 67 and 134 mg/cm 2 , respectively; Richard Jebo, Eastman Kodak͒ placed in contact with a 1 mm thick copper plate.
The six QAD parameters associated with each x-ray detector ͓and required by Eqs. ͑7͒ and ͑9͔͒ were determined using the same methods as those described in Ref. 5. Three of these parameters were obtained from Monte Carlo simulations: ͑i͒ the x-ray detection efficiency (g 1 ), ͑ii͒ the average number of light quanta per interacting x ray (g 3 ), and ͑iii͒ the Poisson excess in g 3 . Two other parameters were FIG. 1. Block diagram showing the stages that have been used to model, using the QAD theory, ͑a͒ the video-based portal imaging system and ͑b͒ the portal imaging system based on the amorphous silicon array. The MTF of the human visual system is required for the computation of an index of perceived image quality.
determined from MTF measurements: ͑i͒ the MTF due to the spread of high-energy particles in the x-ray detector ͓T 2 ()͔, and ͑ii͒ the spread of optical quanta in the phosphor screen ͓T 4 ()͔. The remaining QAD parameter, the probability that an optical quanta generated inside the phosphor screen escapes through the exit surface of the phosphor (g 5 ), was obtained from light output measurements.
Monte Carlo simulations
Monte Carlo simulations have been performed in order to calculate the absorbed energy distribution ͑AED͒ for 6 MV x rays incident on the eight x-ray detectors considered in this study. The AED is a plot of the number of incident x rays that deposit an energy between E and Eϩ⌬E in the phosphor layer of the x-ray detector as a function of E ͑see, for example, Fig. 3 in . All AEDs were computed using a computer program, based on the EGS4 Monte Carlo system, which has been described by Jaffray et al. 33 Each AED was calculated using 10 6 photon histories and the 6 MV x-ray spectrum of Kubsad et al.
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The user-adjustable parameters that affect the transport of high-energy particles in the EGS4 system were set as described in Ref. 33 . For each of the eight phosphor thicknesses, three independent AEDs were computed ͑by using different sequences of random numbers͒ to estimate the uncertainties in the Monte Carlo simulations.
Three of the six QAD parameters needed to describe the eight x-ray detectors were determined from AEDs. First, the probability that an incident xray interacts with the ray detector and leads to an energy-deposition event in the phosphor layer of the x-ray detector (g 1 ) was obtained by dividing the total number of energy deposition events that occurred in a single AED calculation by the total number of x-ray histories. Then, the gain in fluence due to the conversion of x-ray quanta to optical quanta (g 3 ) was determined from the mean energy absorbed per interacting x ray, E ab . Multiplying E ab by the energy conversion efficiency of Gd 2 O 2 S:Tb ͑0.15͒ and dividing by the mean energy of the light quanta produced by Gd 2 O 2 S:Tb ͑2.3 eV͒ resulted in g 3 . 5, 9, 35 Finally, the Poisson excess ⑀ g 3 was calculated as ⑀ g 3 ϭ g 3 2 /g 3 Ϫ1 ͑see Sec.
II A͒. 
Light output measurements and the escape fraction
To determine the fraction of the light exiting the x-ray detectors (g 5 ), the light output of the eight x-ray detectors was measured on exposure to 6 MV x rays ͑Varian 2100c, Palo Alto, CA͒ with the emulsion side of Kodak EM-1 film placed in direct contact with the exit surface of the phosphor screens. The detector and film were placed in a light-tight container and exposed to a 5ϫ5 cm 2 x-ray field at 130 cm from the x-ray source, yielding optical densities ranging between 0.75 and 3.4. The films were processed in a Kodak M6B X-Omat film processor and the optical density of the films was measured with a film densitometer ͑X-Rite, Grandville, MA, model 301͒. The measured optical densities were corrected for the nonlinear response of the film. This measurement was performed twice to reduce experimental uncertainty.
The relative light output obtained from these films is a measure of the product of the interaction probability (g 1 ), the number of optical quanta generated per interacting x ray (g 3 ), and g 5 . Therefore, dividing the relative light output ͑determined experimentally͒ by the product of g 1 and g 3 ͑determined by Monte Carlo simulations͒ yielded a quantity proportional to g 5 . These quantities were normalized so that the value of g 5 for the 358 mg/cm 2 screen was 0.4. ͑The value of g 5 for the 358 mg/cm 2 screen had been determined earlier.
5 ͒
MTF measurements
The MTFs of the eight x-ray detectors ͓i.e., T 2 () ϫT 4 ()͔ were measured using standard methods. 4, 5, 16, 20, 29, [36] [37] [38] Briefly, two steel blocks ͑60 cm thick͒ were clamped together to collimate the 6 MV x rays from a medical linear accelerator to a narrow (ϳ60 m) x-ray beam. This narrow beam was used to irradiate the xray detectors, and the resulting line spread function ͑LSF͒ was recorded with Kodak EM-1, single emulsion film. To measure the tails of the LSFs accurately, five films were acquired, each exposed to a different x-ray dose ͑ranging between 1 and 729 monitor units͒. All films were processed in a Kodak M6B X-Omat film processor. The LSFs recorded on these films were digitized with a Perkin-Elmer PDS scanning densitometer, using an aperture that was either 10 or 20 m, and a sampling increment that was either 5 or 20 m. The resulting LSFs were linearized using the characteristic curve of the film, and the tails of these LSFs were extrapolated using an exponential fit. 4, 16, 29, 36, 37 The MTFs obtained from these LSFs were corrected for the effects of the width of the radiation slit and the size of the scanning aperture. [16] [17] [18] 20 The MTFs were measured three times for the 358 and 947 mg/cm 2 screens, twice for the Lanex Regular and 721 mg/cm 2 screens, and once for the four remaining screen thicknesses.
The above technique was modified so that we could measure the MTF due to the spread of high-energy particles ͑i.e., scattered x rays, electrons set in motion in the detector, and bremsstrahlung͒, T 2 (). To prevent optical photons from reaching the film, a thin (ϳ60 m) sheet of opaque, black plastic film was inserted between the phosphor screen and the film. Five films ͑exposed to x-ray irradiations ranging between 90 and 24 300 monitor units͒ were used to estimate the tails of the LSF accurately. The MTF due to the spread of high-energy particles was measured twice for the 358, 721, and 947 mg/cm 2 screen thicknesses. The MTFs for the five remaining screen thicknesses were estimated by linear interpolation between the measured MTFs and the MTF for a 1 mm copper plate alone, which was published earlier.
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The measurement technique presented in the above paragraph underestimates systematically the value of the MTF due to the spread of high-energy particles ͓T 2 ()͔. This is because T 2 () can only be measured at the exit surface of the screen, where the lateral spread of high-energy particles is maximal, whereas T 2 () should reflect the spread of highenergy particles at the point where light is generated in the phosphor screen. Also, the black plastic sheet inserted between the phosphor screen and the film further increases the spread of high-energy particles. Therefore, our measurement technique overestimates the width of the measured LSF, and, consequently, underestimates T 2 ().
The MTF due to the spread of optical photons inside the phosphor screen, T 4 (), cannot be measured directly. For the purposes of this work, T 4 () is determined by dividing the MTF of the x-ray detector ͓i.e., T 2 ()ϫT 4 ()͔ by the underestimated T 2 () ͑see the paragraph above͒. Therefore, the T 4 () presented in this work are overestimated systematically.
B. Computation of image quality indices
For the two portal imaging systems considered in this study, the indices of displayed and perceived image quality were calculated using the statistical decision theory model described in Sec. II B. The DQEs required by this model were evaluated using Eqs. ͑7͒ and ͑9͒, and the MTF of the human visual system required by Eq. ͑6͒ was obtained from the literature ͑a viewing distance of 50 cm was assumed͒.
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All spatial frequencies were related to the plane described by the x-ray detector. For the video-based portal imaging system, Eq. ͑7͒ was used to determine the DQE in the direction perpendicular to the camera scan lines and, for the system based on an amorphous silicon array, Eq. ͑9͒ was evaluated along the direction of the data lines since the MTF in this direction is slightly lower than that in the direction of the FET control lines. 31 The indices of image quality were determined for each of the eight x-ray detectors described in Sec. IV A, using a fluence-to-dose conversion factor of 7.4 ϫ10 Ϫ8 cGy mm 2 /x ray.
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The calculation of the image quality indices requires that the object spectrum be known ͓see Eqs. ͑5͒ and ͑6͔͒. We have chosen to determine image quality indices for ͑i͒ a point-like object and ͑ii͒ anatomic structures found in an AP pelvic image. This selection allows us to obtain indices of image quality, and thus determine the optimal phosphor screen thickness, for the smallest ͑i.e., pointlike object͒ and largest objects ͑i.e., pelvic bones͒ encountered in portal imaging. Therefore, the optimal screen thickness for other anatomical sites is expected to fall in the range defined by the optimal screen thicknesses obtained for the two objects considered in this study.
For the point-like object, the object spectrum was set to 1.0 for all spatial frequencies where the DQE was nonnegligible. The indices calculated with such a spectrum would be representative of a very small object, such as radioopaque markers.
The object spectrum for anatomic structures found in an AP pelvic image was obtained as follows. Ten portal films of an anthropomorphic phantom ͑PIXY phantom patient, Victoreen Inc., Carle Place, NY͒ were obtained using the 4 MV beam from a medical linear accelerator ͑Varian 600 C, Palo Alto, CA͒. The films were digitized, using a Konica KFDR-S laser film digitizer, 40 with a sampling increment of 175 m. All of the digitized images were registered using a semiautomatic registration algorithm 41 and subsequently summed to reduce film and x-ray quantum noise. The magnitude of the Fourier transform of this summed image gave the twodimensional object spectrum for the pelvic image. The slice through the two-dimensional object spectrum that corresponded to the vertical direction was selected for the calculation of the indices of image quality for pelvic structures.
All of the computations described in this section were performed on a Power Macintosh 7100/80 ͑Apple Computers, Cupertino, GA͒ using the Kaleidagraph software package ͑Synergy Software, Reading, PA͒, except for the Fourier transform of the summed pelvis image, which was performed on a Sun Sparcstation 10 ͑Sun Microsystems, Mountain View, CA͒ using the AVS5 software package ͑Advanced Visual Systems, Waltham, MA͒.
V. RESULTS
A. X-ray detectors
The parameters determined using Monte Carlo simulations ͑i.e., g 1 , g 3 , and ⑀ g 3 ͒ are listed in Table I . The escape probabilities (g 5 ) listed in Table I are derived from Fig. 2 . Figure 2 shows that the amount of light produced in the screen ͑dashed line͒ increases linearly with increasing phos- phor thickness while the light emission from the screen ͑solid line͒ increases in a nonlinear fashion. This difference is due to optical attenuation inside the phosphor.
9,30 Figure 3 shows the detector MTF ͑a͒ as well as the MTF due to radiation transport only ͑b͒, T 2 (), and the MTF due to optical diffusion only ͑c͒, T 4 (), when the detectors are irradiated by a 6 MV x-ray beam. As expected, the MTFs shown in Fig. 3͑a͒ decrease as the thickness of the phosphor layer increases, 4,7 as do the MTFs due to the spread of high energy ͓Fig. 3͑b͔͒. However, the MTFs due to spread of optical quanta in the phosphor screen shown Fig. 3͑c͒ are identical, within experimental uncertainty, for spatial frequencies above 0.7 cycles/mm. Figures 2 and 3 show that, for screen thicknesses beyond 404 mg/cm 2 , there is a modest gain in light output, but the spatial resolution of the detectors continues to degrade while the blur due to optical diffusion inside the phosphor screen remains constant. Note that, as mentioned in Sec. IV A, our measurement technique systematically underestimates the blur due to the spread of highenergy particles. This underestimation causes an overestimate of the blur due to the spread of optical quanta. This overestimate is evident in Fig. 3͑c͒ . The error bars shown in Fig. 3 indicate that the uncertainty in the MTFs of Fig. 3͑a͒ is smaller than Ϯ0.06, and the uncertainty in the MTFs of Fig. 3͑b͒ is smaller than Ϯ0.04.
B. QAD and DQE calculations
The frequency-dependent QADs of the two portal imaging systems considered in this study are shown in Fig. 4 for a screen thickness of 358 mg/cm 2 . The thin lines represent the QAD for the video-based portal imaging system while the thick lines represent the QAD for the system based on the amorphous silicon array. Figure 4 clearly demonstrates that, for the video-based portal imaging system, the number of quanta at the last image-forming stage is lower than the number of x rays that deposit energy in the phosphor layer of the x-ray detector for nonzero spatial frequencies. 5 On the other hand, for the system based on the amorphous silicon array, the number of quanta at the final image-forming stage is much higher than the number of x rays that deposit energy in the phosphor layer of the x-ray detector. Therefore, for the spatial frequencies shown in Fig. 4 , the video-based portal imaging system is not quantum limited at the x-ray detection stage while the system based on the amorphous silicon array is.
The effect of screen thickness on the DQE of the two portal imaging systems considered in this study is shown in Fig. 5 . In general, thicker screens improve the x-ray detection probability and the optical gain, and thus the DQE at low spatial frequencies. However, thicker screens have poor MTFs, and thus, at high spatial frequencies, the DQE obtained with these screens is lower than DQEs obtained with some of the thinner screens. When the DQE is weighted by the MTF of the human eye, the DQEs at low spatial frequencies are reduced due to the poor MTF of the human eye at these frequencies. ͑Note that the DQEs weighted by the MTF 3 . ͑a͒ MTFs for the copper plate/phosphor screen x-ray detectors when irradiated with 6 MV x rays. ͑b͒ Radiation MTF's for the copper plate/ phosphor screen x-ray detectors when irradiated with 6 MV x rays. The MTF for the copper plate alone was determined previously ͑Ref. 37͒. ͑c͒ MTFs obtained by dividing the MTFs in ͑a͒ by the corresponding MTFs in ͑b͒, which reflect the blur due to the diffusion of optical quanta in the phosphor screens. The MTFs in ͑b͒ are underestimated, and thus cause an overestimate, at low spatial frequencies, of the MTFs in ͑C͒ ͑see Sec. IV A 3͒. The error bars represent one standard deviation about the mean.
FIG. 4.
The spatial-frequency-dependent QAD for the video-based portal imaging system and the system based on an amorphous silicon array for 0 ͑solid͒, 0.5 ͑dashed͒, and 1.0 ͑dotted͒ cycles/mm. The shaded area spans the stages involved with the x-ray detector ͑1 mm Cuϩ358 mg/cm 2 , phosphor screen͒ of the imaging system. Clearly, the video-based system suffers from severe quantum sinks in the optical chain while the system based on the amorphous silicon array does not.
FIG. 5. Theoretical DQEs for the video-based portal imaging system ͓͑a͒ and ͑b͔͒ and the system based on the amorphous silicon array ͓͑c͒ and ͑d͔͒ when irradiated with 6 MV x rays. Also shown are the theoretical DQEs weighted by the MTF of the human visual system. The error bars were determined from the uncertainty in the QAD parameters used for the calculation of these DQEs.
of the human eye presented in Fig. 5 are not involved in the computation of indices of perceived image quality; see Sec. IV B.͒ For identical screen thicknesses, the theoretical DQEs calculated for the portal imaging system based on an amorphous silicon array are always higher than those calculated for the video-based system. Figure 6 shows the indices of image quality computed for the two portal imaging systems considered in this study. For the video-based portal imaging system viewing a point object, the highest indices of displayed ͑solid͒ and perceived ͑dotted͒ image quality were obtained with the 947 and 721 mg/cm 2 screens, respectively. For pelvic structures, the maximal indices of displayed and perceived image quality were both obtained with the 947 mg/cm 2 screen. However, the error bars on Figs. 6͑a͒ and 6͑b͒ show that there is no statistical difference in the indices of image quality for the 358, 404, 721, and 947 mg/cm 2 screens for the video-based portal imaging system. Figure 6 also shows the image quality indices calculated for a portal imaging system based on an amorphous silicon array. Both the indices of displayed and perceived image quality are maximal at 358 mg/cm 2 for a point object, and at 947 mg/cm 2 for pelvic structures. Note that, for identical screen thicknesses, the indices of image quality obtained FIG. 6 . Indices of displayed and perceived image quality calculated for the video-based portal imaging system and the portal imaging system based on an amorphous silicon array. These displayed ͑solid͒ and perceived ͑dashed͒ indices were calculated when either a point object or a pelvic structures are imaged with 6 MV x rays. For the system based on the amorphous silicon array, the error bars are of the order of the symbol size.
C. Indices of image quality
with the portal imaging system based on an amorphous silicon array are always higher than those calculated with the portal imaging system based on a video camera ͑see Fig. 6͒ .
In general, the highest indices of image quality for pelvic structures are obtained with a screen thicker than for a point object. This is because most of the information contained in pelvic structures is concentrated in the lowest spatial frequencies (Ͻ0.1 cycles/mm), where degradation in contrast transfer due to increasing screen thickness is modest. Figure 7 shows images of a contrast-detail phantom that have been acquired, using the video-based portal imaging system, for four of the phosphor screen thicknesses evaluated in this study. This phantom consists of an aluminum plate with circular holes of different depths ͑4.6, 3.3, 2.4, 1.7, 1.3, 0.9, 0.7, 0.5, 0.4, and 0.3 mm͒ and different diameters ͑12.7, 9.8, 7.5, 5.8, 4.4, 3.4, 2.6 , 2.0, 1.5, and 1.2 mm͒ arranged in rows and columns, respectively, 4 such that object contrast decreases from left to right and object size decreases from top to bottom. These images have been acquired using identical one monitor unit irradiations and have been displayed using an identical number of gray levels. The image obtained with the Lanex Fast Back screen is the sharpest of the four images of Fig. 7 , but the low light output of the screen prevents displaying low contrast structures with a high enough SNR for detection ͑only seven columns of holes can be seen͒. From Fig. 7 , it is clear that increasing phosphor screen thickness increases the image contrast. However, while the 721 mg/cm 2 screen produces the highest display contrast, the low spatial resolution of this screen prevents the detection of low contrast structures ͑again, only seven columns of holes can be seen while eight columns are visible with the 404 mg/cm 2 screen͒. Therefore, the visual evaluation of these contrast-detail images agrees reasonably well with the index of perceived image quality calculated for the videobased portal imaging system.
VI. DISCUSSION
In this paper we present a method, based on the determination of indices of image quality calculated from the DQE of an imaging system, for the optimization of imaging system design. In principle, this method is applicable to any linear imaging system. However, the video-based portal imaging system is not shift invariant over the entire field of view because of off-axis distortions in the MTF of the lens of the video camera. Fortunately, linearity and shift invariance can be reasonably assumed for the central quadrant of images obtained with the video-based system.
We have used this method to optimize the phosphor screen thickness of the x-ray detector used in two portal imaging system designs: one based on a video camera, and another based on an amorphous silicon array. For a point object imaged with the video-based portal imaging system, the optimal screen thickness is 947 mg/cm 2 screen when the human visual system is ignored, and 721 mg/cm 2 when the human visual system is accounted for; for a point object imaged with the amorphous silicon array, the optimal screen thickness is 358 mg/cm 2 , whether the human visual system is accounted for or not. On the other hand, for pelvic structures, the highest indices of displayed and perceived image quality are all obtained with a 947 mg/cm 2 screen for the two systems evaluated in this study. It is unclear whether increasing screen thickness beyond 947 mg/cm 2 would further increase or decrease image quality indices.
One of the most gratifying aspect of our results is that the index of perceived image quality agrees well with our visual perceptions. Even more importantly, our results show that the optimum screen thickness depends on imaging task. The task of detecting large, low contrast structures ͑e.g., pelvic structures͒ requires thicker screens than that of detecting small structures or edges ͑e.g., pointlike object͒. The results suggest that there is no single screen thickness, which is optimal for portal imaging, and that many criteria ͑including the imaging task͒ need be considered.
Fortunately, the results shown in Figs. 5͑a͒, 5͑b͒, 6͑a͒, and 6͑b͒ show that there are relatively modest changes in the indices of image quality as screen thickness is increased beyond 350-400 mg/cm 2 . Therefore, increasing screen thickness beyond these values is unlikely to lead to significant benefits. Moreover, manufacturing of thicker screens becomes more and more challenging. Flaws and point defects become more common, adding a ''fixed pattern noise'' to the FIG. 7 . Images of a contrast-detail phantom acquired with the video-based portal imaging system using four different screen thicknesses. images ͑see Fig. 7͒ . This noise is visually distracting and difficult to correct. Given these conditions, we feel that screen thicknesses in the range 350-400 mg/cm 2 are the most appropriate for video-based portal imaging systems.
One of the interesting observations from our study is how the spread of signals in the detector due to optical diffusion and the spread of signals due to the transport of highenergy quanta change with screen thickness. Conventional wisdom 8, 37 ͑gained by experience with screens р400 mg/cm 2 ͒ suggests that most of the losses in spatial resolution in copper plate/phosphor screen detectors are due to optical diffusion. However, the results shown in Figs. 5͑b͒ and 5͑c͒ suggest that, for screens thicker than 400 mg/cm 2 , optical diffusion plays an increasingly minor role. This is because while optical attenuation limits the distance that the optical quanta can be transported ͑see Fig. 2͒ , no such limitations in particle transport occur for high-energy quanta in these screens. These results have significance for designers attempting to replace phosphor screens with alternative scintillators. The results show that transport of high-energy quanta as well as optical quanta will become a concern as the thickness of the scintillator is increased.
One limitation of our model is the systematic underestimate of the MTF due to the spread of high-energy particles ͓T 2 ()͔ on the DQEs calculated using Eqs. ͑7͒ and ͑9͒. This underestimate has a negligible effect on the DQE of the video-based portal imaging system, but leads to an underestimate of the DQE of the system based on the amorphous silicon array for nonzero spatial frequencies. This is because, as shown by Fig. 4 , the video-based portal imaging system suffers from severe secondary quantum sinks while the system based on the amorphous silicon array does not. In a system that is not x-ray quantum limited, electronic noise dominates and system gains are low. Under such conditions, both Eqs. ͑7͒ and ͑9͒ can be expressed as DQE͑ ͒ϰT 2 2 ͑ ͒T 4 2 ͑ ͒. ͑11͒
From Eq. ͑11͒, it is clear that it is not necessary to separate the MTF of the copper plate/phosphor screen into its radiation and optical components to determine the DQE of the video-based portal imaging system ͑in contrast with the measured MTF due to the spread of high-energy particles, the accuracy of the detector MTF ͓i.e., T 2 ()ϫT 4 ()͔ is not affected by a systematic underestimate͒. However, Eq. ͑11͒ cannot apply to the portal imaging system based on the amorphous silicon array, since this system is x-ray quantum limited ͑see Fig. 4͒ . Therefore, the systematic uncertainty in T 2 () has no impact on the accuracy of our optimization for the video-based portal imaging system, but may affect the accuracy of the optimization for the system based on the amorphous silicon array. The systematic underestimate in T 2 (), which becomes more important as screen thickness increases, causes a systematic underestimate of the indices of image quality for the system based on the amorphous silicon array. Therefore, the optimal screen thicknesses for this imaging system may be higher than the thicknesses suggested by the results presented in this paper.
In this paper, we have presented a technique, which merges the detailed analysis of the design of imaging systems ͑i.e., QAD theory͒ with the physical characteristics of the human visual system ͑i.e., MTF of the human eye͒ and the psychophysics of signal detection ͑i.e., statistical decision theory͒, for the optimization of the design of hypothetical or actual imaging systems. With this method, we have succeeded in demonstrating how simple ͑i.e., phosphor screen thickness͒ and radical ͑i.e., replacing the video camera by an amorphous silicon array͒ changes to the design of an existing portal imaging system influence its performance. This technique can presumably be applied to other linear imaging systems as well as evaluate novel imaging technologies. Therefore, this technique can not only assist imaging system designers, but result in improved portal imaging systems.
VII. CONCLUSIONS
In this paper, we present a method for the optimization of imaging system design that accounts for the MTF of the human visual system. This method, based on the calculation of indices of perceived image quality derived from DQEs calculated using the QAD theory, has been applied to find which of eight phosphor screen thicknesses is optimal for two portal imaging system designs. We have found that the optimal phosphor thickness depends on the object being imaged, and that ignoring the MTF of the human visual system may result in an inaccurate optimization. For the video-based portal imaging system, there is no statistical difference between the images of perceived image quality calculated for screens of thicknesses ranging between 358 and 947 mg/cm 2 . However, practical limitations favor the lower limit of this range.
Both the DQEs and the indices of physical image quality calculated for an imaging system based on an amorphous silicon array are much larger than those calculated for a video-based portal imaging system. Therefore, future portal imaging systems based on an amorphous silicon array may be better suited for portal imaging than the current videobased technology.
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