Abstract. The diffusive Beddington-DeAngelis predator-prey model with nonlinear prey-taxis and free boundary is considered. We investigate the existence and uniqueness, regularity and uniform estimates, and long time behavior of the global solution. Some sufficient conditions for both spreading and vanishing are established.
Introduction
The dynamical relationship between the predator and prey has been investigated widely in recent years due to its universal existence and importance in mathematical biology and ecology. Let Ω be a bounded domain in R n (n ≥ 1). After rescaling, the diffusive predator-prey model with BeddingtonDeAngelis functional response takes the form [2, 4] :
where where u and v represent predator and prey densities, respectively. Constants a, b, c, m, q, r, d are positive, a is the mortality rate of the predator which does not depend on the prey density, the function rv c+u+mv is the Beddington-DeAngelis functional response, b/r is the conversion rate from prey to predator.
In the above model, the predator and prey species are usually assumed to move randomly in their habitat. It has been recognized that in the spatial predator-prey interaction, in addition to the random diffusion of predator and prey, the spatiotemporal variations of the predator velocity are affected by the prey gradient [1, 11, 13] . The diffusive predator-prey model with BeddingtonDeAngelis functional response and prey-taxis reads as follows        u t − u xx + (uχ(u)v x ) x = −au + buv c + u + mv , x ∈ Ω, t > 0, v t − dv xx = v(q − v) − ruv c + u + mv , x ∈ Ω, t > 0, (1.1) In this model, the predator is attracted by the prey and χ denotes their prey-tactic sensitivity and satisfies χ(u) ∈ C 1 ([0, ∞)), χ(u) = 0 for u ≥ u m , and χ ′ (u) is Lipschitz continuous, i.e.,
where u m and L are two positive constants. The assumption that χ(u) ≡ 0 for u ≥ u m has a clear biological interpretation [1] : the predator stops to accumulate at a given point after its density attains a certain threshold value u m and the prey-tactic cross diffusion χ(u) vanishes identically when u ≥ u m . The assumption that χ ′ (u) is Lipschitz continuous is a regularity requirement for our qualitative analysis. Let η(u) = uχ(u), then it is easily seen that
• η(u) and η ′ (u) are bounded, and η ′ (u) is Lipschitz continuous.
In many realistic modeling situations, both the predator and prey have a tendency to emigrate from the boundary to obtain their new habitat and to improve the living environment ( [16, 18, 20, 25, 27, 28] ). Hence it is more reasonable to consider the domain with a free boundary. As a general rule, to avoid being hunted, the prey will have a stronger tendency than the predator. So, we may consider that the free boundary is caused only by the prey. For simplicity, we assume that the species only spreads to the right (the left boundary is fixed) in a one-dimensional environment. According to the deductions of the free boundary conditions in [3] and [25] , a free boundary problem related to (1.1) can be written as
− au := f (u, v), t > 0, 0 < x < h(t), v t − dv xx = v(q − v) − ruv c + u + mv := g(u, v), t > 0, 0 < x < h(t),
h ′ (t) = −µv x (t, h(t)), t ≥ 0,
where h 0 , µ are given positive constants. In the problem (1.3) it is assumed that the free boundary is caused only by the prey. It is interesting to investigate the dynamics of the problem (1.3) because of the influence of chemotactic cross-diffusion. We will show that (1.3) has a unique solution and lim t→∞ h(t) ≤ ∞.
Moreover, if lim
t→∞ h(t) < ∞, then the predator and prey fails to establish and vanishes eventually. Some sufficient conditions for spreading and vanishing are given.
Throughout this paper we also assume that 0 < α < 1 and
This article is divided into five sections. Section 2 proves the global existence and uniqueness of solutions. Section 3 establishes an important estimate for the solution. Section 4 is devoted to understanding the behavior of the solution. Section 5 provides some sufficient conditions for spreading and vanishing.
Before ending this section we should mention that the free boundary problems of the diffusive competition models have been studied widely by many authors. Please refer to [5, 7, 8 
Existence and uniqueness
Theorem 2.1. Assume that χ(u) and (u 0 , v 0 ) satisfy the conditions (1.2) and (1.4), respectively.
(i) Then there is a T > 0 such that the problem (1.3) admits a unique solution
1)
and h ′ (t) > 0 in (0, T ] and
where positive constants T and C depend on
be the unique solution of (1.3). Then there exist positive constant M i , i = 1, 2, 3, independent of τ , such that
Proof. The claims concerning local-in-time existence of the classical solution to the problem (1.3) are well established by a fixed point theorem. The proof is quite standard, we refer readers to [19, 25] . First of all, in order to straighten the free boundary, we define y = x/h(t), w(t, y) = u(t, h(t)y), z(t, y) = v(t, h(t)y).
Then it follows from (1.3) that w(t, y), z(t, y), h(t) satisfy
where ζ(t) = h −2 (t) and ξ(t) = h ′ (t)/h(t).
Step 1: The existence. We prove the existence result by a fixed point theorem. Let
For any h ∈ Ω 3T , we have
Therefore the transformation (t, x) → (t, y) introduced at the beginning of the proof is well defined.
For the given (w, z, h) ∈ Ω T . Direct computations entails that there exists a constant C 1 > 0 depends on Λ such that
Recall that z 0 (y) :
The parabolic Schauder theory asserts that the problem
has a unique solutionẑ ∈ C 1+α/2,2+α (∆ T ) and
for some C 2 > 0 which is a constant dependent on Λ and v 0 C 2+α ([0,h 0 ]) . Moreover, by the maximum principle we infer thatẑ > 0 in (0, T ] × [0, 1). Hence,ẑ y (t, 1) < 0 for t ∈ (0, T ] by the Hopf boundary lemma. Thus the problem
where C 3 > 0 is dependent on Λ and v 0 C 2+α ([0,h 0 ]) . Now let us consider the following problem
In view of (2.6) and assumption (1.2), it holds that
for some positive constant C 4 which depends on Λ,
and L, where L is given by (1.2). Recallingŵ 0 (y) := u 0 (h 0 y) ∈ C 2+α ([0, 1]) and using parabolic Schauder theory, the problem (2.8) admits a unique solutionŵ ∈ C 1+α/2,2+α (∆ T ) and
where C 5 is a positive constant depending on
Based on the above analysis, we can define
Evidently, (w, v, h) ∈ Ω T is a fixed point of F if and only if it solves (2.5). From (2.6), (2.7) and (2.9), we see that F is compact and
where C 6 , C 7 > 0 is independent of time T . Hence F maps Ω T into itself if T is small enough. Consequently F has at least one fixed point (w, z, h) ∈ Ω T , and then (2.5) admits at least one
Noticing that z(t, 1) = 0, it deduces by the Hopf boundary lemma that z y (t, 1) < 0, which implies h ′ (t) > 0 for t ∈ (0, T ].
Step 2: The uniqueness. Let (w i , z i , h i ), i = 1, 2 be two local solutions of (2.5), which are defined for t ∈ [0, T ] with 0 < T ≪ 1. By the maximum principle and Hopf boundary lemma, we have
and h
Thereby, we may assume that
It then follows from (2.5) that z solves the problem
where
and
It is easy to see that
Applying the parabolic L p theory and Sobolev embedding theorem we derive that
where C 8 , C 9 are independent of T . Notice that z(0, y) = 0, it follows that
Similarly, w satisfies
Employing the parabolic L p theory and embedding theorem we derive
where the constants C 10 , C 11 , C 12 are independent of T . Notice that w(0, y) = 0, it follows that
Take the difference of the equations for h 1 , h 2 results in
where C 13 is independent of T . Thanks to h(0) = h ′ (0) = 0, we have
Combined this with (2.11) and (2.12) allows us to derive
, where C 14 , C 15 are independent of T . Thus, when 0 < T ≪ 1, we have w = z = 0 and h = 0, i.e.,
Recalling the transformation at the beginning of the proof, we thus conclude that, for T > 0 small enough, the problem (1.3) admits a unique classical solution (u, v, h), i.e., (2.1) holds. Moreover, from the proof we also see that (2.2) holds.
Step 3: The bounds.
. By (1.3) and the nonnegativity of u and v, we can see that v satisfies
It follows that
Next, we prove that there exists
Let K be a positive constant and
Clearly, Q K is well defined if we set K ≥ 1/h 0 . Introducing an auxiliary function
The number K will be chosen to ensure that w ≥ v in Q K . By straightforward calculation, we obtain
It follows from (2.13) that g(u, v) ≤ qM 2 . Hence,
. It is easy to see that
Note that
Applying the maximum principle to w − v over
Finally, we show that
Assume on the contrary that there is
(2.14)
We first assert that x 0 / ∈ (0, h(t)). Assume on the contrary that
And so (b − am)v − ac − au ≥ 0 at (t 0 , x 0 ). This yields
which is a contradiction and hence x 0 / ∈ (0, h(t)). Therefore, x 0 = 0. However, by Hopf boundary lemma we see that u x (t, 0) < 0, which is impossible. The proof is complete.
The next theorem guarantees that the solution of (1.3) exist globally. Theorem 2.2. Assume that χ(u), and (u 0 , v 0 ) satisfy the conditions (1.2) and (1.4), respectively. Then the solution (u, v, h) of problem (1.3) exists and is unique for all t > 0. Moreover, the unique global solution (u, v, h) of (1.3) satisfies
Proof. Let T 0 be the maximal existence time. On the contrary we assume that T 0 < ∞. The same as the proof of Theorem 2.1, we set
Then, for any 0 < T < T 0 , (w, z, h) satisfies
According to Theorem 2.1 (ii),
where C is independent of T . Apply the parabolic L p theory to (2.16) yields that
Notice that the respective constant on the most right-hand side of (2.18) depends on T only through an upper bound for T . Therefore, we have
Then the embedding theorem gives z y L ∞ (∆ T ) ≤ C(T 0 ). Therefore
Now we can apply the parabolic L p theory to (2.15) to derive
For
. Using the parabolic Schauder theory for (2.16) we find
Now, we can apply the parabolic Schauder theory to (2.15) to get
Recalling the transformation, we conclude that 19) and hence . If we set t 0 < T 0 such that t 0 + τ > T 0 , then a contradiction is obtained.
Regularity and estimates
Theorem 2.1 asserts that h(t) is monotonic increasing. Thereby, lim
. This section provides an estimate for (u, v, h) which plays an essential role in the sequel.
Theorem 3.1. Let (u, v, h) be the unique global solution of (1.3) and
Then there is a positive constant C such that
The second estimate in (3.1) implies
Proof. 
3)
The same as the proof of Theorem 2.2 we define y = x/h(t), w(t, y) = u(t, h(t)y), z(t, y) = v(t, h(t)y).
Then
Applying the parabolic L p theory to (2.16) firstly and using the embedding theorem secondly, we have
This yields
Again, we apply the parabolic L p estimate to (2.15) and embedding theorem to get
Case 1: h ∞ < ∞. For the integral i ≥ 0, we denote
Then w i (t, y) and z i (t, y) satisfies
In view of (2.3)-(2.4) we deduce that functions w i , z i , ζ i , ξ i , f i and g i are uniformly bounded and the modulus of continuity
uniformly on i. Similarly to the arguments of [19, Theorem 2.1] we can obtain
The last estimate implies
By (3.8), we have ≤ C for integer i ≥ 0. Thus we have w ≤ C. This in conjunction with (3.5) yields
Thanks to (3.8), (3.9) and (3.10), we see that functions ζ i , ξ i and g i are Hölder continuous uniformly in i, i.e., there exists a positive constant C independent of i such that
Using the global Schauder estimate for i = 0 and the interior Schauder estimate for i ≥ 1 ([12]), we obtain 
Similar to the above, we can apply the Schauder estimate to w and w i and obtain
Therefore,
Take advantage of (3.9) and the relations:
it is easily to derive the estimates (3.1).
Case 2: h ∞ = ∞. For any fixed i 1 , i 2 < ∞, an argument similar to the one used in Case 1 shows that
For the integer i ≥ 0, let
and 
for all 0 ≤ t ≤ 7. Set σ = 7M 3 and σ n = σ + n from now on. Then, it is easy to see that h(i) ≥ h i (t) − σ for all 0 ≤ t ≤ 7. As h ∞ = ∞, there is an i ′ ≥ 0 fulfilling h(i ′ ) > σ + 9. With (3.13) and (3.14) at hand, we only need to study u i , v i with i ≥ i ′ . Clearly, h(i) > σ + 9 for all i ≥ i ′ . Let us choose p ≫ 1. For any integer 0 ≤ l ≤ h(i) − 9, we can apply the interior L p estimate ( [14, Theorems 7.30 and 7.35] ) to the problem (3.16) and deduce that
where C > 0 is independent of l and i. The same as the proof of [23, Theorem 2.2] we can get
When l = 0, an application of interior L p estimate ([14, Theorems 7.35]) yields that 
for some C > 0 independent of i and l. Use the arguments in the proof of [23, Theorem 2.2] , it can be deduced that
Thanks to (3.17) , (3.18) and (3.19) , we see that functions g(u i , v i ) are Hölder continuous uniformly in i, i.e., there exists a positive constant C independent of i such that
Using the interior Schauder estimate for i ≥ i ′ ([12]) , we obtain
which entails that
The estimates (3.19) , (3.20) and (3.21) show that 
Similar to the above, we can apply the interior Schauder estimate to u i and obtain
Next, we shall show
Using the transformation
we deduce that φ, ψ satisfies
For the integer i ≥ i ′ , we let 24) and
In view of Theorem 2.1, we know that
Applying the interior L p estimate ([14, Theorems 7.30]) to (3.25) firstly and the embedding theorem secondly, we have
Since these rectangles Γ i overlap and C is independent of i, it follows that
. In view of (3.26) and σ 8 = σ 7 + 1, we can apply interior L p estimate ([14, Theorems 7.30]) to (3.24) firstly and embedding theorem secondly to get
From (3.26) and (3.28) we have
This allows us to apply the interior Schauder estimate to (3.25) for i ≥ i ′ ( [12] ) to obtain 29) which implies that
The estimates (3.28) and (3.29) show that functions (
Hence by the interior Schauder estimate ( [12] ) we get that, for all i ≥ i ′ ,
. By means of 0 < h ′ (t) ≤ M 3 and v x (t, x) = −ψ y (t, y) (u x (t, x) = −φ y (t, y)), It follows from (3.30) and (3.31) that
Recalling that σ 6 = σ 4 + 2, we have
A combination of (3.23) and (3.32) implies
and a combination of (3.22) and (3.33) yields
Finally, using (3.13) with i 1 = i ′ + 4 and (3.34) we get the first estimate in (3.1). Employing (3.14) with i 2 = i ′ + 3 and (3.35) we get the second estimate in (3.1).
4 Long time behavior of (u, v, h) Proof. In view of (2.4), (3.2) and assumption h ∞ < ∞, it is easy to derive that lim t→∞ h ′ (t) = 0.
Next, we give a lemma which enables us to obtain the vanishing phenomenon. Proof. According to Theorem 2.1, we find that
Recall (2.1), the second estimate in (3.1) and Theorem 4.1. An application of Lemma 4.1 yields
And so lim
The uniqueness of the limit shows that z * (y) ≡ 0. And then z(t, y) → 0 in C 2 ([0, 1]) as t → ∞. This combined with (3.12) allows us to deduce (4.1).
Remark 4.1. Theorem 4.2 asserts that if the prey can not spread into the whole space, then it will die out.
With the help of Theorem 4.2, we show that the predator will die out in the case of h ∞ < ∞.
Proof. In the system (1.3) we have
In view of (1.2), there exists E > 0 such that
In view of (4.1), for any fixed ε > 0 fulfilling (E + 1)ε = a/2, one can find T 1 > 0 such that
Moreover, again by (4.1), one can find T 2 > 0 such that
Set T := max{T 1 , T 2 }. It is well known that
is a solution of the following equation
Then,ū(t) is an upper solution to the problem (4.2). Hence by the comparson principle (Lemma A.1) we have 0 < u(t, x) ≤ū(t) ∀ t ≥ T, x ∈ [0, h(t)].
Due to Eε + ε − a = −a/2 < 0, we get lim Proof. We observe that (v, h) is an lower solution of the following problem
By the comparison principle, h(t) ≤h(t), v(t, x) ≤v(t, x), and soh ∞ ≥ h ∞ = ∞. 
Conditions for spreading and vanishing
Theorem 5.1. Suppose that h ∞ < ∞. Let (u, v, h) be the unique global solution of (1.3). Then, 
We assume that
Set τ = max{τ 1 , τ 2 }. Similar to the proof of [6, Lemma 3.1], we can construct a function v which satisfies
On the one hand, we observe that −ε ≤ − ru c+u+mv for t ≥ τ . According to the comparison principle, we obtain
On the other hand, from the proof of [6, Lemma 3.1], we have lim sup t→∞ v x (t, h(t)) < 0. Hence, we have lim sup
Recall that v x (t, h(t)) = − 1 µ h ′ (t) → 0 as t → ∞, we get a contradiction and then, for any small ε ∈ (0, q),
The desired result then follows by letting ε → 0.
The following lemma provides a sufficient condition for vanishing.
Let us construct a suitable upper solution to problem (5.1). Let δ, α, M be positive constants to be chosen later. Define
A straightforward calculation gives
for all t > 0 and 0 < x < β(t). Moreover, it is easy to see that
, we can find δ > 0 fulfilling
We now choose M large enough such that
for 0 ≤ x ≤ h 0 , and take
Then for any 0 < µ ≤ µ 0 , it holds that
Applying the comparison principle (Lemma A.2) to get that h(t) ≤ β(t) and v(t, x) ≤v(t, x) for 0 ≤ x ≤ h(t) and t > 0. Thereupon, we conclude that
We thus finish the proof.
, then h ∞ = ∞. Furthermore, we have that
uniformly for x in any bounded set of [0, ∞), and there exists 0 < k 2 ≤ k 1 such that
where k 1 is given by Theorem 4.4.
Proof. It is easy to see that (v, h) is an upper solution of
Then we have h(t) ≥ h(t) for t ∈ [0, ∞) and v(t, x) ≥ v(t, x) for t ∈ [0, ∞) and x ∈ [0, h(t)]. In view of q − Notice that q > q − rM 1 c + M 1 . According to [6] , we find that k 2 ≤ k 1 . This fact combined with Next, we claim that µ * ∈ Σ. If not, then we would have h µ * ,∞ = ∞. Therefore, there is T > 0 fulfilling h µ * (T ) > Λ. Thanks to the continuous dependence of (u µ , v µ , h µ ) on µ, there exists ε > 0 such that h µ,∞ > Λ for µ ∈ [µ * − ε, µ * + ε]. This entails that Consequently, we have [µ * − ε, µ * + ε] ∩ Σ = ∅ and then sup Σ ≤ µ * − ε. This is contrary to the definition of µ * . We have thus shown that µ * ∈ Σ. Define S = {ν : ν ≥ µ 0 such that h µ,∞ ≤ Λ for all µ ≤ ν}, where µ 0 is given by Lemma 5.1. Clearly, µ * = sup S ≤ µ * . Similar to the above, it can be proved that µ * ∈ S. This completes the proof. The standard maximum principle yields w ≥ 0, and soū ≥ u. The proof of Lemma A.2 is identical to that of [6, Lemma 3.5].
