The extreme computational costs of calculating the sign of the Wilson matrix within the overlap operator have so far prevented four dimensional dynamical overlap simulations on realistic lattice sizes, because the computational power required to invert the overlap operator, the time consuming part of the Hybrid Monte Carlo algorithm, is too high. In this series of papers we introduced the optimal approximation of the sign function and have been developing preconditioning and relaxation techniques which reduce the time needed for the inversion of the overlap operator by over a factor of four, bringing the simulation of dynamical overlap fermions on medium-size lattices within the range of Teraflop-computers.
Introduction
For two decades numerical simulations of very light quarks within lattice quantum chromodynamics have remained intractable as the chiral symmetry of the underlying QCD Lagrangian, which holds in the case of zero mass quarks, could not be embedded into flavour conserving fermion lattice discretisation schemes. The standard workaround took recourse to simulations with fairly heavy quarks instead and extrapolated the results over a wide range of quark masses to the very light quark mass regime. Unfortunately, simulating far beyond the realm of chiral perturbation theory such extrapolations carry large systematic errors. These errors have to be avoided in order to achieve a sufficient precision of phenomenological observables.
During the 90's the first lattice chiral Dirac operators were written down. While studying domain wall fermions [2] , an early attempt to simulate chiral fermions on the lattice, Neuberger and Narayanan realised that the Nielson-Ninomiya theorem [3] could be circumvented by placing an infinite number of fermions on the lattice. This insight led them to the overlap lattice Dirac operator [4, 5] . Afterwards, Hasenfratz, while working with classically perfect fermions, realised that the small mass bottleneck could be overcome by using a discretisation scheme that obeys a lattice variant of chiral symmetry [6] , as expressed by the Ginsparg-Wilson relation for the quark propagator [7] , which in turn implies a novel version of chiral symmetry on the lattice [8] . The overlap operator obeys the Ginsparg-Wilson relation. Theoretically, such a scheme induces a dramatic reduction in fluctuations in the vicinity of zero quark mass, but the implementation of the overlap operator requires the solution of linear systems involving the inverse matrix square root or the matrix sign function (of the hermitian Wilson-Dirac operator Q).
The problem of approximating the action of sign(Q) on a vector has been discussed in a number of papers, using polynomial approximations [9, 10, 11, 12, 13] , Lanczos based methods [14, 15, 16, 17] and multi-shift CG combined with a partial fraction expansion [18, 19, 20, 21] . The Zolotarev partial fraction approximation (ZPFE), first applied to lattice QCD in [22] -the first paper in the present series -is the optimal approximation to the matrix sign function. ZPFE has led to an improvement of over a factor of 3 compared to the Chebyshev polynomial approach [11] . This technique to compute the sign function has meanwhile been established as the method of choice, [23, 24, 25] . Moreover, it is the natural starting point for both the treatment of dynamical overlap fermions [26] and optimised domain wall fermions [27, 28, 29] 
Until recently, simulations with overlap fermions were restricted to the quenched model where fermion loops are neglected [34, 35, 36, 37] , or hybrid calculations using staggered or Wilson sea quarks, because of the sheer costs of the evaluation of sign functions of matrices with extremely high dimensions. The challenge today is to go beyond the quenched model and include dynamical fermions. At this point we have the unique challenge to devise optimised simulation algorithms for overlap fermions, investigating novel numerical and stochastical techniques.
In this paper, we look at the details of applying the Hybrid Monte Carlo algorithm [38] -a standard method for simulating dynamical fermions on the lattice -to overlap fermions 2 . Earlier work done concerning dynamical overlap fermions in the Schwinger model can be found in [40, 41, 42, 43] . More recently, there have been some exploratory works in full QCD [26, 44, 45] . For the most part we just need to adapt the algorithm for (for example) Wilson fermions. However the discontinuity in the matrix sign function used in the overlap construction causes additional complications: as soon as one of the eigenvalues of Q crosses zero, the change in the sign of the eigenvalue leads to a discontinuity in the fermionic part of the action, which induces a Dirac delta function in the HMC fermionic force, as first discussed in [26, 44] . This effect is predominently seen in strong coupling: eigenvalue crossings are rare in the weak coupling limit [46] .
The major part of this paper will deal with the proper integration of this singular force term under integration. The most important improvements in our study are: (1) We calculate the energy violation at the crossing exactly; (2) We discuss the implementation of the eigenvalue projection technique in the HMC algorithm; (3) We discuss what happens when two eigenvalues cross in the same molecular dynamics step; and (4) we use a momentum update when there is an eigenvalue crossing with improved energy consevation properties, with the leading errors now O(∆τ 2 ).
The main practical difficulty in running dynamical overlap simulations is the cost in computer time. Overlap fermions are at least O(100) times more expensive to compute than Wilson fermions. In other papers in this series [47, 48, 49] , we discussed how the inversion of the overlap operator, the time consuming part of the HMC algorithm, can be accelerated. Here we will use these methods, and estimate the time required with our current algorithms for a full HMC simulation on moderate lattices at realistic masses. Our early results are outlined in [50] .
function was tested in [33] , and found to be inferior to the ZPFE. 2 It has also been suggested that one could use improved staggered fermions for the molecular dynamics and overlap fermions for the HMC accept/reject step [39] . It is unclear whether or not this will lead to an unacceptably low acceptance rate. Section 2.1 gives a brief introduction to the Hybrid Monte-Carlo method for generating dynamical configurations. Sections 2.2 -4 outline our method for adapting HMC to the overlap operator. Section 5 gives first numerical results, demonstrating how the algorithm works in practice. After a brief conclusion, there are two appendices, proving that our proposed algorithm satisfies detailed balance, and describing the correction update when two eigenvalues cross zero during the same time step.
2 Hybrid Monte Carlo
HMC for Wilson fermions
This subsection is a short review of the HMC algorithm for the case of Wilson fermions [38] .
The standard Wilson Dirac operator on the lattice, with a mass −m 0 , is
The Wilson operator is γ 5 -hermitian, implying that one can construct a hermitian Wilson operator
The Hybrid Monte-Carlo method updates the gauge field in two steps: (1) a molecular dynamics evolution of the gauge field; (2) a Metropolis step which renders the algorithm exact. In the molecular dynamics step, we introduce a momentum, Π, which is conjugate to the gauge fields U [51] . We introduce a computer time τ , and define Π so that
Since U is unitary, Π must be a hermitian traceless matrix. Following the classical equations of motion of this system will generate the correct ensemble. Using the Wilson gauge action, the energy of this system is
(1) Π(τ + ∆τ /2) = Π(τ ) + ∆τΠ(τ )/2.
(2) U(τ + ∆τ /2) = e i(∆τ /2)Π(τ +∆τ /2) U(τ ).
(3) U(τ + ∆τ ) = e i(∆τ /2)Π(τ +∆τ /2) U(τ + ∆τ /2). U(x) µν is the plaquette, Φ is a Gaussian-random spinor field, and N C is the number of colours (in this work, we take N C = 3). The second equation of motion can be inferred from the conditioṅ
This givesΠ
Here V µ (x) is the staple, the sum over all the remaining parts of the plaquettes which contain the specific gauge link U µ (x). F µ (x) is the fermionic force, which can be found by differentiating X † W φ with respect to U µ (x). For Wilson fermions, the fermionic force is
The classical equations of motion have to be solved numerically to generate a new configuration. To maintain detailed balance, each molecular dynamics update from computer time τ to computer time τ + ∆τ needs to be area conserving (i.e. the Jacobian for the update is 1), and reversible 3 . The leapfrog algorithm fulfils both these requirements, and, over an entire trajectory, conserves energy up to order ∆τ 2 . For later convenience, we will write it in terms of a four step procedure updating the momentum fields and gauge fields in turn (see algorithm 1). The HMC update consists of n md molecular dynamics steps followed by a Metropolis step to correct for the small violation in energy conservation caused by the numerical integration.
Naive HMC with overlap fermions
The overlap operator is given by [18] 
where µ is a mass term. The bare fermion mass is
where m 0 is the mass of the Wilson operator Q. The Hermitian overlap operator reads
The fermion action is thus S pf = φ † H −2 φ. We approximate the matrix sign function using a rational approximation. It is frequently advantageous when calculating the sign function to treat the smallest eigenvalues of Q explicitly in a spectral representation. If we project out the lowest n e eigenvectors of Q, then the rational fraction, which approximates the sign function for eigenvalues of Q 2 within the fixed range [α 2 , β 2 ], is modified to read
Here a = 1/α, |ψ l are the eigenvectors of Q with eigenvalue λ l , and ǫ(λ) denotes the sign function. We shall assume that ω and ζ, the coefficients of the rational fraction, are known (here we used the Zolotarev coefficients [52, 53] ). During the course of the Hybrid Monte Carlo, we should keep the coefficients α and β fixed to maintain the acceptance rate, which requires the projection of all eigenvectors with eigenvalues below α.
Of course, we are free to project out eigenvectors within the Zolotarev range as well, either exactly, as in (12) , or from the rational approximation itself:
Our preferred method is to project out a fixed number, n p , of eigenvectors, treating the eigenvectors below α exactly according to (12) , and using (14) for any eigenvectors that lie within the range of the rational fraction approximation. The value of α is chosen so that most of the time all the eigenvalues of Q 2 lie within the range [α 2 , β 2 ] -only when one of the Wilson eigenvectors crosses the zero axis will we need to project the eigenvalue out of the sign function itself (according to (12) ). The reason we proceed in this manner is that we have to perform an additional two inversions of the Wilson operator per fermion flavour for each eigenvalue projected out of the sign function when calculating the fermionic force. This outweighs the gain to be achieved by increasing the parameter α (although there is some room for optimising its actual value).
In order to calculate the fermionic force we need to differentiate the sign function with respect to computer time, which means that we must differentiate both the rational fraction, and the smallest eigenvalues and eigenvectors. To differentiate the eigenvalues, we start with the eigenvalue equation
We now perform an infinitesimal change in the matrix Q, Q → Q + δQ. The new eigenvalue equation reads
where we are free to define |δ so that ψ l |δ = 0. We immediately havė
We have added a second eigenvector projector to (19) so that both φ|P l and P l |φ can be calculated numerically. We are now in a position to calculate the fermionic force in the usual manner (sums over k, l and repeated spatial indices µ and x will be assumed from this point onwards):
The differential of the sign function is:
whereF R is the term generated by differentiating the rational approximation, F P is the term generated by differentiating the eigenvector projector 1 − |ψ l ψ l |, whileF S andF D come from the differential of ǫ(λ) in (12) . These four terms are:
For later convenience, we define F G as the gauge field force, and F C as the continuous part of the fermionic force, i.e.,
To calculate the fermionic force, we need to invert the overlap operator twice, perform two multi-mass inversions of the Zolatarev rational function, and, as remarked before, calculate two inversions of the Wilson operator per fermion flavour and eigenvalue projected out of the sign function. This formula can be inserted into a HMC routine for Wilson or staggered fermions. However, the last term in (23) contains a Dirac delta function (the derivative of the sign function) that will ruin the performance of standard integrators. Whenever an eigenvalue of the Wilson operator crosses zero on a HMC trajectory, special attention has to be paid to this last term. We note in passing that eigenvalue crossings of the Wilson operator are associated with a change in the topological charge ν = − 1 2 Tr(sign Q).
3 Eigenvalue Crossings
Possible strategies
There are at least three approaches which can be taken to overcome the problem of the eigenvalue crossing:
(1) Ignore the problem altogether in the hope that it will go away with increasing values of β. In this spirit, one would use chiral projection [42] to allow for sampling across different topological sectors, and a small path length to compensate for the low acceptance rate. Though in principle this recipe might allow the simulation to bypass the potential wall, but this method is clearly far from satisfactory. In fact, our studies suggest that at β = 5.6 this approach generates an ensemble of "deconfined" configurations. (2) Replace ǫ with some continuous function for small λ [42] . The substitute of the sign function will have to be broad enough so that the low eigenvalues notice it, but not so broad that it leads to a large deviation in the final Monte Carlo ensemble. In principle, it should be possible to narrow the revised ǫ as the time step decreases. One can reduce these artifacts by using a more accurate overlap operator in the accept/reject step than in the molecular dynamics [42] , but this will lower the acceptance rate. (3) As soon as one encounters a crossing, one jumps back and repeats the micro-canonical step, with the integration over the delta function treated exactly [26, 44] .
Albeit being more costly (per HMC trajectory) than the first two approaches, method (3) is our strategy of choice as it offers best control over systematic errors from the Dirac delta function's contribution to the fermionic force, as will be explained in the following sections.
The effect of the crossing
The eigenvalue crossing induces a discontinuity in the fermionic contribution to the action, the kinetic energy, and the fermionic force. The Monte Carlo energy is
We want to generate the second equation of motion from energy conservation
Care needs to be taken when differentiating the fermionic contribution to the action near to a singularity in the Wilson operator. We note that for a discontinuous function a, with lim δτ →0 a(τ − δτ ) = lim δτ →0 a(τ + δτ ), the differential of the product of a and b is not the usual formula:
(da/dτ | τ will of course be proportional to δ(τ )). Therefore,
If there is a discontinuity in H, such as when the eigenvalue λ 1 crosses zero, then we need to take one inversion just before the crossing, giving X − = H −2 (λ 1 )φ, and the other inversion just after it, giving X + = H −2 (−λ 1 )φ:
Let us denote the momenta just before and after the eigenvalue crossing as Π − and Π + respectively (with the smallest eigenvalues λ − and λ + ). We can recast equation (30) into the form
This shows that integrating over the Dirac δ function in the fermionic force will produce a discontinuity in the kinetic energy:
It is easy to show that this discontinuity in the kinetic energy will exactly cancel the discontinuity in the pseudo-fermion action X + |Φ − X − |Φ . Therefore, energy is conserved across the eigenvalue crossing in an exact integration. Our task is now to develop an integration algorithm such as to maintain area conservation, energy conservation and reversibility in the presence of Dirac delta function forces.
HMC with overlap fermions

The algorithm
We propose to add a correction step to the standard leapfrog algorithm (algorithm 1) to handle the above discontinuities from eigenvalue crossing. This correction step has to be area preserving, reversible, and ideally should satisfy (30) with O(∆τ 2 ) errors or better to comply with the standard integration procedure. We shall develop the appropriate integrator on the interval of crossing by an explicit construction.
In this section we shall first outline the method by which suitable correction steps can be derived; after that, we shall present our integrator of choice, leaving the proof that its correction step is area conserving, reversible and conserves energy with only O(∆τ 2 ) errors to appendix A.
First, let us specify some notation: We operate on a 4 dimensional space time lattice with V lattice sites and 4V links. We deal with the SU(N C ) gauge group (for most of this work we shall set N C = 3), so the gauge field is U τ contains a member of SU(N C ) on every link, and the momentum field Π τ is represented by a Hermitian, traceless N C × N C matrix on each link. The subscript τ refers to the computer time at which the gauge or momentum field is calculated. For convenience, we shall set ∆τ = 1, and assume that we start at time 0, so that U 0 is the original gauge field, and U 1 the final gauge field at the end of the leapfrog correction step. τ c + 1/2 is the computer time at which the eigenvalue is 0 (we shall discuss how to calculate τ c at the end of this section). We shall use the superscript "−" to indicate that we have not yet included the effects of the crossing into the momentum update, and "+" to indicate that the momentum has been updated to account for the crossing. We shall write Π + ≡ Π + 1 2 etc., and U c ≡ U − 1 2 +τc = U + 1 2 +τc . Finally, the notation (A, B) shall be used to represent x,µ Tr(A µ (x)B µ (x)). The continuous part of the (hermitian) force is F τ = F G τ + F C τ , with F G and F C defined in equations (24) and (25) .
U contains an element of SU(N C ) for every link, while Π is a generator of U, i.e. it contains a hermitian, traceless N C × N C matrix on every link. To simplify the notation at a later stage in the argument, we expand Π in terms of an orthonormal basis defined by a set of orthonomal basis vectors which we divide into N S subsets,
. .} and the parameter N k gives the number of η vectors in each subset k. The η k i are 4V (N 2 C − 1) hermitian traceless matrices which satisfy (η k i , η m j ) = δ ij δ km . N k and N S are defined so that the subscripts (i and j) run from 1 to N k , where N k is not necessarily constant for all the k, while the superscripts (k and m) run from 1 to N S . For the moment, we shall leave the N k s and N S as arbitary parameters, which satisfy the constraint
The basis is thus complete, so that
The η matrices should just be functions of U c , and are otherwise independent of the momentum. We will define η 1 1 ≡ η as being normal to the gauge field surface where the eigenvalue is zero (see appendix A and equation (A.29)).
The other η matrices are arbitrary.
Having defined our notation, we can now proceed to construct the correction update, (Π 0 , U 0 ) → (Π 1 , U 1 ). The first step is to update the gauge and momentum to time τ + ∆τ /2, as in the leapfrog procedure (algorithm 1), to yield fields Π − and U − :
Next, we need to integrate up to the crossing point itself:
We now perform the correction step. Equation (32) reads:
In terms of our basis, a general solution of (38) is
Finally, we move back to computer time τ + ∆τ /2, and complete the rest of the normal leapfrog integration
This is the naive update algorithm; unfortunately we cannot use it for two reasons: firstly, there is the possibility that one of the square roots in equation (39) might be imaginary; and secondly because the steps described in equations (36) and (40) violate detailed balance. Although τ c is a function of the momentum, this alone is not enough to violate detailed balance, but, as shown in appendix A, an update to the momentum parallel to η will violate area conservation. To satisfy detailed balance, we can update the momentum in directions normal to η, i.e. we replace (36) and (40) by Π ± 1/2+τc = Π ± +τ c (F ± −η(η, F ± )); however, this replacement comes at the cost of an O(τ c ) violation of energy conservation. In appendix A, we shall show that a general momentum integration step which satisfies detailed balance is
We have inserted the fermionic force dependence here for later convenience. To satisfy detailed balance, we need N k = 2 ∀k, and the d k should be functions only of the gauge field at the crossing and (for k = 1) (η, Π − ), and odd functions of ∆τ . If we set d 1 = 4d, and d k = 0 ∀k = 1, then we get an algorithm similar to that proposed in [26, 44] , which has an O(τ c ) energy conservation violating term (see appendix A.
However, we can reduce the errors to O(∆τ 2 ) and even remove some of the O(∆τ 2 ) errors by simply exploiting one of the other d k .
The next problem which we have to face is what to do when one of the square roots in equation (42) is imaginary. We use the solution proposed in [26, 44] : reflection of the λ = 0 surface. A useful analogy is that of a classical mechanics particle approaching a potential wall. If the momentum of the particle normal to the surface of the wall is large enough, then it will pass through the wall, albeit with a changed momentum (i.e. (Π + , η 1 ) = (Π − , η 1 ) 2 + 4d, where the kinetic energy of the particle is reduced by 2d.). We call this case transmission, 4 and this is the scenario described so far in this section. If the momentum is too small, the particle will bounce (elastically) off the surface of the potential wall (i.e. (Π + , η) = −(Π − , η)). We call this case reflection. Unlike transmission, a reflection update is accompanied neither with a change in topological charge nor with a discontinuity in the fermionic action.
There is one further subtlety which needs to be addressed before we can write down our algorithms for transmission and reflection. The combined update step must also be area conserving (see appendix A.2.3). As an example, suppose that we set d 1 = 4d, and all the other d k = 0, and we reflect whenever 1 + 4d (η,Π − ) 2 < 0. We can then write
When calculating the Jacobian we must differentiate the θ (step) functions, which, unless we take care, would lead to a Jacobian of the form 1 − δ(1 + 4d/(η, Π − ) 2 ). As we argue in appendix A.2.3, this might lead to a small but non-zero systematic error in the final ensemble. Although we have not observed any effect of this violation of detailed balance in our numerical results, we feel that it is safer to avoid the impact of this delta function in the Jacobian. To this end, we reflect only if |d| > d max . When |d| < d max and
for the area conservation we need an update which is real and continuous, and it is impossible to satisfy these conditions and energy conservation simultaneously. We therefore have to compensate on energy conservation when d k drops below
The parameter d max should therefore be carefully tuned: too small, and there will be few eigenvalue crossings, and therefore few changes of the topological charge; too large, and there will be frequent energy conservation violations, leading to a small acceptance rate. We used d max = 0.25 in our numerical work (although this is not the optimal value), except while checking the independence of various observables on d max .
Transmission
Our proposed update for transmission is (see algorithm 2)
As mentioned earlier, η 2 1 , and η 2 2 should be orthonormal, and orthogonal to η and F . We construct these vectors from the normals to the constant eigenvalue surfaces of the largest two calculated eigenvectors, but it is likely that better options exist. d, F ± , η, η 2 1 , and η 2 2 should only be functions of U c , and otherwise independent of the momentum.
A (usually) good first approximation of τ c can be derived from the Taylor expansion of the eigenvalue around zero (see equation (17)):
This gives the correct value of τ c up to order τ 2 c . We can in principle calculate τ c using (45) from either the gauge field U + or the gauge field U − . There will be a small deviation between the two calculations, and therefore a small discrepancy between d and η calculated from the two gauge fields. This will lead to a breakdown in reversibility if we apply the algorithm 2 naively. There are two possible ways in which this problem can be overcome. Firstly, one can calculate τ c from U − if τ c /∆τ < 0 (i.e. we have already passed the crossing at molecular dynamics time τ + ∆τ /2), and use U + to calculate τ c otherwise. Calculating τ c using U + requires an iterative procedure; we used a combination of simple iteration and the Van Wijngaarden-Dekker-Brent method [54, 55] for root finding, which was reasonably effective. The second, and our preferred, possibility is to calculate τ c exactly using a root finding method, such as either Newton-Raphson or the Van Wijngaarden-Dekker-Brent method. We used a Newton-Raphson method, iterating
so that we could improve the accuracy of the eigenvector as the Newton-Raphson iteration progressed. Trying to restrict the eigenvector between two bounds could lead to the eigenvector escaping from the bounds as the accuracy of the calculation increased. This method has the advantage that it removes one source of O(∆τ 2 ) energy conservation violating terms, and it also was faster than the simple iterative method on our small trial lattices. However, the smallest eigenvector needs to be calculated to a very high accuracy 5 .
The momentum update given in equation 44 for transmission, or equation (47) for reflection; 
Reflection
The momentum update for reflection (see algorithm 2), used when |d| > d max , is
Note that F + = F − , since after reflection, the smallest eigenvalue does not change sign.
The sign of the smallest eigenvalue should change for a transmission step, and remain the same for reflection. However on a few rare occasions, this did not occur. Such odd phenomena happen if the λ = 0 surface is not smooth near to the point of crossing, so that the eigenvalue might try to cross again in the same molecular dynamics step. We corrected for this by adding a second correction step (i.e. we repeated steps (3) (4) and (5)) if the sign of the smallest eigenvalue did not behave as expected Two different eigenvalues crossing during the same micro-canonical step will also cause this algorithm to break down, because of possible mixing between the two eigenvectors. This issue will be discussed in appendix B.
Numerical Results
In this section, we shall test the overlap HMC algorithm numerically on various small lattices. We generated 4 4 , N F = 2 ensembles with β = 5.4, one set of runs with parameter settings κ = 0.225 and µ = 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5, the other with µ = 0.5 and κ = 0.18, 0.19, 0.2, 0.21, 0.22 and 0.23. We have also generated three 6 4 , β = 5.6 ensembles, with κ = 0.2 and µ = 0.3, 0.1, 0.05, and two 8 4 β = 5.6 ensembles at at κ = 0.2, and µ = 0.1 or 0.3, although we did not analyse the small statistics 8 4 data sets for most of the results presented in this section. Recent phenomenological calculations using the overlap operator in the quenched approximation have covered masses in the range µ ∼ 0.007 → 0.4 [24] or µ ∼ 0.015 → 0.037 [59] , roughly a factor of 10 below our present mass range 6 . Throughout these simulations, we took advantage of relaxation and preconditioning techniques developed in [48, 47] . The accuracy of the preconditioner and number of projected eigenvalues were optimised by our HMC program, which gave gains of ∼ 30%.
Energy conservation and topological charge
The correction step and the number of topological charge changes
Our first concern is to verify the impact of the correction step on energy conservation, i.e. on the level of energy fluctuations during a Monte Carlo run. This can be achieved by a comparison of the upper plots of figures 1 and 2, which display the energy variations during the individual trajectories for a typical run. The lower plots in these figures exhibit the tunnelling histories of the systems through the topological sectors. A large spike in the energy difference signals a breakdown in energy conservation. Without the correction step (figure 1) there are spikes in the energy difference whenever the topological charge changes -which occurs when there is an eigenvalue crossing. This confirms our expectation that energy is not conserved when the topological charge changes if the standard leapfrog algorithm is used. In figure 2 , we present the same plot, but using the corrected update; generally we find that most of the spikes disappear. The remaining ones can be classified into two categories: (1) A few tunnellings with s 1 1 = −1 in the update equation (44); and (2) some "double spikes," where a large jump in the energy difference is followed by another jump of similar magnitude, but with the opposite sign. This occurs when a positive and a negative eigenvalue of Q both approach, but do not cross, 0 simultaneously. This can cause large mixing between the two eigenvectors. This second effect will not affect the acceptance rate. It should be noted that sometimes the topological charge bounces back within the same time step, which can cause a small discontinuity in the energy (unless, like our code, the HMC algorithm is designed to pick up this possibility). 6 In order to (roughly) express µ as a physical mass, we used r 0 to calculate the lattice spacing as approximately a −1 ∼ 590M eV on our 6 4 lattices. The renormalisation constant was impossible to measure on these lattices because the error was too large, so, for this rough estimate, we will take Z m = 1. This implies that on these ensembles that a quark mass of µ = 0.05 corresponds to a physical mass of ∼ 93M eV (with a very large error), i.e. around the value of the strange quark mass. When we go down to smaller masses, a slightly different picture emerges (see figure 3 ). We notice that the topological charge changes considerably less frequently at a lower mass (see table 1, 2nd-4th columns), as we would expectthe Q = 0 configurations are suppressed as we move to lower masses, and as the mass decreases, d increases, leading to a lower probability of transmission. The energy difference depends strongly on the topological charge (on the 4 4 , µ = 0.05 ensembles, the mass is about the same size as the lowest non-zero eigenvalue, implying that the inverse of the overlap operator, and therefore in general the fermionic force, will be larger for a Q f = 0 configuration). This suggests that as we move to even smaller (and more realistic) masses, the update will be very resistant to topological charge changes, because the probability of accepting a configuration with non-zero topological charge will The number of topological charge changes per trajectory (n top ) for various masses on our 4 4 , κ = 0.225 ensembles (left), the 4 4 , µ = 0.5 ensembles (middle), and the 6 4 , κ = 0.2 ensembles (right). Note that the 4 4 and 6 4 ensembles were generated at different values of κ (and β), so the bare quark mass at constant µ is 20% lower for the 6 4 ensembles. become very small as we move to smaller masses. We believe that the method of chiral projection [42] will eliminate this effect. It will help to work on larger lattices, where the overlap operator will be enriched with low eigenvalues. But the nuisance will reappear when the mass is of comparable size to the smallest (non-zero) eigenvalue of the overlap operator. [26] section 4.1 Table 2 The energy difference ∆E for the transmission correction algorithm 2 compared with the molecular dynamics time step, ∆τ = 1/(30n t ). For comparison, results for the algorithm given in [26] , ∆E 0 , are also included.
Finally, it can be seen that reducing κ (and therefore reducing the Wilson mass m 0 and as a consequence the bare fermion mass) generally reduces the number of crossings (see figure 4 and table 1 (first column)). As expected [60, 61] , there are no changes in the topological charge below the critical value of κ, which is around 0.2 on the 4 4 lattices. We confirm that the overlap operator has very few small eigenvalues below the critical value of κ [62].
The size of the error for the correction step
To investigate the ∆τ dependence of the energy conservation violation for the correction step, we took 100 6 4 , µ = 0.3 configurations, containing 35 transmission correction steps and 123 reflection correction steps. We ran the molecular dynamics as normal (with ∆τ = 1/30) up to the eigenvalue crossing. We then reduced the time step for the molecular dynamics to ∆τ /n t , running n t − 1 normal leapfrog updates and one modified leapfrog update. We calculated the (absolute value of the) error in the energy for the modified leapfrog step only, and averaged over the configurations. This procedure ensures that on each configuration the gauge field and momentum at the crossing have only a small dependence on n t . The energy differences for our procedures (algorithm 2) and the algorithm proposed in [26, 44] are given in tables 2 and 3. We expect (see appendix A.3) an O(τ c ) error for the algorithm proposed in [26, 44] and an O(τ 2 c ) error for the algorithm presented in this paper, where −∆τ /(2n t ) < τ c < ∆τ /(2n t ). Fitting the results to the form a 0 (n t ) a 1 gave the results presented in table 4.
First, consider the results for the algorithm presented in [26, 44] . Comparing the raw data with ∆τ and ∆τ 2 in tables 2 and 3 suggests that the energy conservation is dominated by O(∆τ ) terms. This is also indicated by the results of the fits in table 4. Furthermore, ∆E 0 /τ c is large and constant (there are still some large contributions from the standard leapfrog part of our algorithm at n t = 1), suggesting that the violation in energy conservation is dominated [26] section 4.1 Table 3 The energy difference ∆E for the reflection correction algorithm 2 compared with the molecular dynamics time step, ∆τ = 1/(30n t ). For comparison, results for the algorithm given in [26] , ∆E 0 , are also included. Table 4 Fits and χ 2 values for the data presented in tables 2 and 3 for the functional form ∆E = a 0 (n t ) a 1 for transmission (top) and reflection (bottom). The errors are the 68% confidence levels for the fit.
by a large O(τ c ) term. For the energy differences given by our algorithm, a different picture emerges: the violation in energy conservation is dominated by the O(∆τ 3 ) terms from the normal leapfrog part (steps 1,2,6 and 7) of the algorithm, while the O(τ 2 c ) error which we expect from the correction steps (steps 3-5 in algorithm 2) is small. This encouraging picture has to be confirmed on larger lattices and smaller masses.
Polyakov loop and Plaquette
Next we calculate several observables to check that we get sensible numbers (although on our small lattices and large masses there is little point in trying to extract any physical values). Here we look at the value of the plaquetteor, equivalently, the average gauge energy per lattice site, computer time. The average Polyakov loop, given in tables 5 and 6 is small for all our configurations, suggesting that the configurations are all confined. The average value of S g per lattice site is given in tables 5 and 6. The statistical errors on S g shown in these tables were obtained by calculating the jackknife error σ (n j ) j with n j consecutive configurations in each bin. The jack- Table 6 The average gauge energy per lattice site, < S g >, the real part of the Polyakov loop P l and jackknife autocorrelation lengths for the 6 4 ensembles.
knife method should give a stable value when n j ≫ τ i , the autocorrelation length. By fitting the jackknife errors to the curve σ (n j ) j = a + b(1 − e −n j /τ j ) (the errors on σ (n j ) j were calculated using the bootstrap method) we can get an estimate of the value of the plateau (σ j = a + b), and a measure, τ j , of the exponential autocorrelation length. On the 4 4 lattices, the autocorrelation length is small at the larger masses, but increases roughly as 1/µ as we decrease the mass. On the larger lattices, the autocorrelation time is more stable with the mass. We were not able to obtain a reliable estimate of the integrated auto-correlation time on these small lattices.
Topological susceptibility
The average values of the topological charge, Q f = n − − n + (n ± is the number of positive/negative chirality zero modes), and of Q 2 f are given in tables 7 and 8 and are plotted in figure 6 . The tables show that the average values of Q f are generally close to 0, suggesting that we are correctly sampling the topological sectors.
The topological susceptibility, which is proportional to < Q 2 f >, can be related to the quark mass using chiral perturbation theory [63, 64, 65] . It is expected that at low quark masses the topological susceptibility should be proportional Table 7 The average values of the topological charge Q f , Q 2 f , and the number of configurations, for the 4 4 κ = 0.225 ensembles(left) and the 4 4 µ = 0.5 ensembles (right). m b is the bare fermion mass, given by equation (10) . Table 8 The average values of the topological charge Q f , Q 2 f , and the number of configurations, for the 6 4 ensembles. m b is the bare fermion mass.
to the quark mass, the square of the pion mass:
There have been several attempts to verify this relation in recent years (for recent examples, see [66, 67] ), with mixed results. At larger quark masses, the topological susceptibility should tend asymptotically towards its quenched value. The transition between the two forms, in a large volume, is expected to be around 50-90 MeV [68] . Our bare quark masses, which we estimate (based on our early calculations of the lattice spacing on our 6 4 ensembles) range from about 100 MeV to a few GeV, should be in the transitional region between the two known limits: we can not expect to see a linear decrease with the quark mass. However, we do see a clear decrease in the topological susceptibility, and our results are not inconsistent with the expected functional form, although again we emphasise that our lattices are far too small to draw any meaningful conclusions. 
Tuning d max .
As we remarked earlier, it is important to tune the parameter d max . A high d max would lead to many topological charge changes, and therefore a short Table 9 The acceptance rate, number of topological charge changes per trajectory n top , and average values of Q 2 f , S g and P l for 4 4 ensembles generated at µ = 0.3, κ = 0.225 and β = 5.4, but with different reflection conditions. topological autocorrelation length, but would lead to a low acceptance rate, because it would frequently lead to s 1 1 = −1 in equations (44) and (47) . A low d max would have a higher acceptance rate, but fewer topological charge changes. The optimum value of d max , would therefore be the largest value before the acceptance rate dropped to low levels. In this study, we set d max = 0.25, since we observed that 1 (η, Π) 2 2, and this would very infrequently lead to s 1 1 = −1.
In table 9, we show how varying d max affects the acceptance rate, and the number of topological charge changes per trajectory. The number of topological charge changes per trajectory increases with d max , while the acceptance rate is stable up to d max = 0.5. This is because although the condition s 2 = −1 is frequently satisfied at larger d max , the violation in energy conservation (∼ −4d) is not large enough to seriously affect the acceptance rate. The number of topological charge changes per trajectory with d max = 0.5 is similar to that given by the momentum dependent reflection condition 1 + d 2 / k (η 2 k , Π − ) 2 > 0, which will always conserve energy but might have a small violation in area conservation, with only a 6% smaller acceptance rate, although this might change with different lattice parameters. Table 9 also confirms that the ensemble averages of the topological susceptibility, plaquette, and Polyakov loop are independent of d max .
Computer performance.
The timings to generate a 4 4 trajectory are shown in Table 10 The average timings for one trajectory (in seconds), the number of molecular dynamics steps and the acceptance rate for the κ = 0.225 ensembles (left), and the µ = 0.5 ensembles (right). The total time of the trajectory, ∆τ n md , is equal to 1.
16 nodes. 7 We used CG with relaxation and preconditioning [48] to perform the inversion, which has an approximately factor of 4 gain over straight CG. Our timings are, perhaps surprisingly, (roughly) independent of the mass, although we expect this to change on larger and less well conditioned matrices. However, the scaling of the computer time with mass will be better than the µ −3 behaviour which we expect for Wilson or staggered fermions because there are fewer crossings at small masses. It can be seen by comparing the timings on the µ = 0.5 ensembles (table 10) below and above the critical κ that at this large mass the time needed for the crossings was around 40% of the total computer time (there are usually 3-4 reflection or transmission steps per trajectory at µ = 0.5 and κ well above the critical κ). The acceptance rate was stable (and admittedly rather high) for all our 4 4 ensembles. We increased the number of molecular dynamics steps (n md ) to 50 (keeping ∆τ n md = 1) for the 4 4 ensemble generated with µ = 0.05 and κ = 0.225to counter the large fermionic force in non trivial topological sectors (see section 5.1), but otherwise we did not have to change the trajectory length as we changed the mass to maintain the acceptance rate. On our larger lattices, we had to increase n md at lower masses. We estimate, assuming that the time for an HMC sweep will scale with the volume as V 1.25 (our current volume scaling is around V 1.5 , but we expect this to improve as we move to larger lattices), that we will need around 10 15 floating point operations for a 12 4 ensemble at these masses. According to this crude estimate is accurate, one would expect small simulations with dynamical overlap fermions on 12 4 or similar lattices to be feasable on the next generation of Teraflop computers. To run at smaller masses, or larger lattices, we shall need to either develop some further preconditioning or wait around 5-6 years for more computing power. Table 11 The average timings for one trajectory (in seconds), the number of molecular dynamics steps, and the acceptance rate on the larger lattices, with κ = 0.2. The total time of the trajectory, is equal to 1 .
Conclusions
We have constructed a Hybrid Monte Carlo algorithm for lattice QCD that is capable of gernerating gauge field configurations with two flavors of dynamical overlap fermions. The proposed HMC algorithm will allow us to explore the low quark mass regime of lattice QCD.
The main conceptual difficulty with constructing a dynamical overlap algorithm is the Dirac delta function arising in the fermionic force caused by zero-crossings of the low eigenvalues of the Wilson kernel within the overlap operator. Treating the low mode crossings within the molecular dynamics part of the HMC explicitly, the remaining energy violation is comparable to the O(∆τ 2 ) error of the standard HMC leap-frog integration over the entire trajectory. The algorithm treats the lowest Wilson operator eigenvalues exactly, and can cope with multiple eigenvalue crossings in the same time step.
We have tested our algorithm on lattices with sizes ranging from 4 4 to 8 4 , calculating a set of basic observables. Despite large finite-size effects on lattices of these sizes, we do get results for, e.g. the topological suseptabilty which are qualitatively as expected.
The main practical difficulty with generating dynamical overlap configurations, namely that the calculation of the matrix sign function is very costly, remains. We were able to reduce the computational costs by a considerable factor employing novel preconditiong and relaxation techniques developed in earlier papers of this series [47, 48] . Work in this area is continuing.
We have generated ensembles on 8 4 lattices. Together with our early work on 10 4 , 12 4 and 10 3 20 lattices, we have demonstrated that these lattice sizes are within the range of today's computers.
As computing power continues to improve, and assuming that some additional gain from preconditioning is possible, it should be possible to start running dynamical overlap simulations on more realistic lattices and lower masses in the near future.
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In this appendix we shall demonstrate that the general correction update (42) satifies detailed balance. Extending this proof to our slighty modified update in equations (44) and (47) is trivial.
A.1 Detailed balance: Reversibility
We know that the initial and final leapfrog steps (steps 1 and 2, and 6 and 7) in our algorithm 2 are reversible. We just have to show that the correction steps (steps 3, 4 and 5) are reversible.
Here, we shall just give the proof of reversibility for the transmission correction step in algorithm 2. The proof for the reflection update is entirely analogous.
A.1.1 The momentum update
We shall assume that when we reverse the sign of ∆τ , d k → −d k ∀k. This condition is satisfied on our updates, because τ c and η j k remain constant, F + → F − , and d → −d, since the sign of the smallest eigenvalue is opposite on the reverse update. Our general transmission momentum update (42) reads
The time-reverse update, with ∆τ → −∆τ is given by
We note that
Combining 
A.1.2 The gauge field update
The gauge field update is
Switching ∆τ → −∆τ gives
which leads to U ′ − = U − , indicating that the gauge field update is reversible.
A.2 Detailed Balance: area conservation
A.2.1 Transmission
In this section, we will prove that the transmission update, given by algorithm 2 and using equation 42, is area conserving. For simplicity, we shall assume that d 1 is a function of the gauge field at the crossing only and has no additional dependence on Π, and all the other d k s are functions of the gauge field of the crossing and (η, Π) only. The matrices η i j , and the fermionic forces F ± are just functions of the gauge field at the crossing. These conditions can be relaxed, but we do not need to do so for the purposes of this paper. D i is a derivative of the gauge fields U, defined as
where T i are some suitable generators of the SU(N) gauge group (e.g. in SU (3),
where λ i are the Gell-Mann matrices). We can write the gauge fields in terms of N 2 − 1 parameters r i so that
Similarly, we can define coordinates for the momentum Π and the matrix η in terms of the generators T :
x refers to the lattice site, and µ is a direction index. The normalisation condition (η, η) = 1 implies that n k j is normalised according to n k,xµ j,i n k,xµ j,i = 2. For notational convenience, we shall define then we havê
F ′ is the total force in the momentum update (the sum of the gauge field and fermionic forces). The standard leapfrog update is given bŷ
PQQP is manifestly area conserving, because the operatorsP andQ are area conserving.
For the correction step, we need to define two new update operators,P c and
Because [∂/∂r i , τ c ] = 0 and [∂/∂r i , N j ] = 0, we cannot factoriseP c andQ c into a simple exponential form, although using equation (A.9) we can writê
These operators by themselves are not area conserving. The full correction update isQ † cP cQc :
where d, f , η etc. are all calculated at the crossing gauge field U c . Therefore, the update in algorithm 2 can be written asPQQ c †P cQc QP . We know that P andQ are area conserving, so we just need to show thatQ c †P cQc is also area conserving. We write the updated gauge field and momentum as q and p respectively (recalling that the initial fields were r and π in our notation). This gives us
We need to show that the determinant
r c is the gauge field at the eigenvalue crossing: Therefore, the Jacobian is
So J is the product of the two determinants
and
The two determinants (equations A. 35 
A.2.2 Reflection
The proof that the reflection algorithm is area conserving follows the same method as that for transmission: instead of equations (A.35) and (A.36), we get
which gives J = 1.
A.2.3 The combined update step
There is one further requirement for area conservation to be satisfied. It is not enough for the normal update and the corrected update to be area conserving seperately; the combination of them which we use in our molecular dynamics procedure must also conserve energy. If we define F Π,U T as the momentum updates for reflection and transmission respectively, then, if we transmit for x(Π − , U C ) > 0, and reflect for x < 0, then
θ(x) is the step function, i.e. θ = 1 for x > 0 and θ(x) = 0 for x < 0. There will be a δ-function in the Jacobian from the differential of the step function unless
For example, using d 1 = 4d and x = 1 + 4d/(η, Π − ) 2 leads to a Jacobian
We need the updating procedure to satisfy
where the probability of moving from a gauge U to the gauge field U ′ is P [U ′ ← U] and W c is the canonical distribution for the gauge fields. This is satisfied by the detailed balance condition
To prove the detailed balance condition for the HMC [69] , we define
where T M D is the molecular dynamics trajectory, and
It can be shown that
There are N crossings eigenvalue crossings during the trajectory, each crossing at a particular gauge field U k c , and we have to sum over all the possible N crossings . It seems unlikely that ∆ δ = 0, and therefore, if the Jacobian contains a δfunction, the detailed balance condition A.44 will not be satisfied. However, this does not mean that the canonical ensemble is not the equilibrium ensemble of the updating procedure: to satisfy (A.43) we need to show that
Using the reversibility and area conservation of the molecular dynamics updates, it is clear that that ∆ δ (U, U ′ )+∆ δ (U ′ , U) = 0, and if we could guarantee that we only crossed once in the trajectory, the violation in detailed balance would be unimportant. However, when N crossings > 1, the terms which contain an even number of δ(1 + 4d/(η, Π − )) functions will not cancel when we add ∆ δ (U, U ′ ) and ∆ δ (U ′ , U). If it is impossible that two of the δ-functions can be satisfied simultaneously, this will not cause a problem, but given that the δ-functions are only functions of one component of the momentum, it is not clear that this is the case.
We therefore feel that there is an argument that the Dirac δ function in the Jacobian will cause a breakdown in the HMC, and a (currently) uncontrollable systematic error in any final results. However, this section should be seen as a work in progress, since we are not certain that this argument applies to a numerical simulation. In a numerical simulation it is highly unlikely that we will ever hit the δ-function. We also note that a non-zero Jacobian can be absorbed into the accept/reject step of the HMC [70] , and that because the Jacobian (as we have written it) is not invertible there might be further difficulties. Until we have resolved this matter, we feel that it is best to use a (less efficient) update which does not have the δ-function in the Jacobian.
Detailed balance will be satisfied either if the reflection condition x is a function of the gauge field at the crossing only, when the δ-functions in ∂p/∂π and ∂p/∂r will exactly cancel when we calculate the Jacobian, or if there is no discontinuity between the transmission and reflection algorithms. The first of these possibilities does not guarantee that the square-root in the momentum update will be real; the second will either violate reversibility or energy conservation. In our algorithm, described in section 4, we combine these two possibilities in a way which ensures that energy conservation is only violated occasionally, that the square root is never imaginary, and that detailed balance is always satisfied.
By including the normal leapfrog algorithm as a third term in equation (A.39), it is easy to see that there is no problem with area conservation at the transition between the normal and corrected algorithms.
A.3 The size of the correction step error
Suppose that there is a crossing between time τ = 0 (where the gauge field, momentum, and fermionic force are U 0 , Π 0 respectively), and time τ = ∆τ (with gauge field U 1 , momentum Π 1 ). The gauge fields immediately before and after the eigenvalue crossing are U d and U u 8 . If S(U) = E − 1 2 Π 2 is the action, then the total force F ′ acting on the momentum is In this section, we shall demonstrate that the energy difference, ∆E, between time τ = ∆τ and time τ = 0 is of order ∆τ 2 . The energy change between time ∆τ and time 0 is ∆E = 1 2 (Π 1 , Π 1 ) − 1 2 (Π 0 , Π 0 ) + S(U 1 ) − S(U 0 ). (A.51)
In this notation, our update for transmission (44, with s 2 1 = 1), and neglecting terms of O(∆τ 2 ) or higher is
There is a jump in the action S at the eigenvalue crossing, The case when two crossings occur in the same time step in opposite directions requires a little extra consideration. In sections 2.2 -4, we assumed that the eigenvalues of the Dirac operator were not degenerate. If the eigenvalues are degenerate, then the eigenvectors can mix, and this process can affect the energy difference at the crossing if two eigenvalues should cross the zero axis at the same time (this occurred roughly once every 30 trajectories on our lowest mass 4 4 ensemble, and is less frequent on our higher mass ensembles, and more frequent on our 8 4 ensembles). Spotting when this has occurred on the computer is an additional problem, and we have not found an entirely robust method; currently we use equation (45) to estimate τ c for both the original and updated gauge fields, and therefore determine whether there have been any crossings in the time step.
We define |ψ − and |ψ + 2 must belong to U (2) . Given that we are free to choose the phases of |ψ + 1 and |ψ + 2 , we are left with two parameters to describe the mapping. One possible representation is: We can now solve the eigenvalue equations The energy shift when these two eigenvalues cross can be calculated from d dτ |ψ 1 ψ 1 |sign(λ 1 ) + |ψ 2 ψ 2 |sign(λ 2 ) .
Therefore, the energy shift is ∆E = − 2d = (1 − µ 2 ) ( X 1 |γ 5 S|X 2 + X 1 |Sγ 5 |X 2 )
