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Abstract
Compressive Sensing (CS) systems capture data with fewer measurements than tradi-
tional sensors assuming that imagery is redundant and compressible in the spectral and
spatial dimensions. This thesis utilizes a model of the Coded Aperture Snapshot Spec-
tral Imager-Dual Disperser (CASSI-DD) to simulate CS measurements from traditionally
sensed HyMap images. A novel reconstruction algorithm that combines spectral smooth-
ing and spatial total variation (TV) is used to create high resolution hyperspectral imagery
from the simulated CS measurements. This research examines the effect of the number of
measurements, which corresponds to the percentage of physical data sampled, on the qual-
ity of simulated CS data as estimated through performance of spectral image processing
algorithms. The effect of CS on the data cloud is explored through principal component
analysis (PCA) and endmember extraction. The ultimate purpose of this thesis is to in-
vestigate the utility of the CS sensor model and reconstruction for various hyperspectral
applications in order to identify the strengths and limitations of CS. While CS is shown
to create useful imagery for visual analysis, the data cloud is altered and per-pixel spec-
tral fidelity declines for CS reconstructions from only a small number of measurements.
In some hyperspectral applications, many measurements are needed in order to obtain
comparable results to traditionally sensed HSI, including atmospheric compensation and
subpixel target detection. On the other hand, in hyperspectral applications where pixels
must be dramatically altered in order to be misclassified, such as land classification or
NDVI mapping, CS shows promise.
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Chapter 1
Motivation & Objective
Mathematicians Candes, Romberg, and Donoho established the theory of compressive
sensing (CS) in 2004.[1] This theory suggests reducing the amount of data measured and
reconstructing a full data set rather than directly measuring redundant data. Immediately,
Candes’ initial research on compressive sensing in 2004 on magnetic resonance imaging
(MRI) demonstrated the capability of CS to produce identical or near-identical images to
traditional MRI.[1] Within two years, compressive sensing had appeared in hundreds of
publications. In 2006, Baraniuk and Kelly of Rice University built a single-pixel camera,
in which a digital micromirror device (DMD) modulates to randomly block incoming light.
In 2007 Gehm, John, Brady, Willett, and Schultz developed the Coded Aperture Snapshot
Spectral Imaging Dual Disperser (CASSI-DD) compressive sensor modeled and evaluated
in this thesis.[2] Consequently, compressive sensing is relatively new and immature tech-
nology.
To date CS has experienced its most prominent success in medical imaging applications
where imaging time is greatly diminished without losing image quality.[3],[4],[5] This de-
crease in imaging time is particularly useful for MRI scans where patients traditionally had
to hold their breath, for pediatric MRIs, and for imaging .[1] CS has also been shown to





















Figure 1.1: Timeline of milestones in compressive sensing.
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apply to analog-to-information conversion, computational biology, geophysical data anal-
ysis, compressive radar, astronomy, communications, surface metrology, acoustics, audio,
and speech processing, and more applications.[6]
More recently, research has claimed that CS shows promise for imaging hyperspectral
imagery (HSI) under the assumption that hyperspectral imagery is both spatially and
spectrally redundant.[7][8] Particularly in HSI, CS has the potential to reduce the cost of
building sensors by reducing the amount of costly detector elements needed. Furthermore,
CS would reduce the use of bandwidth between the sensor and the receiver and shift the
computation cost of sensing to computers. Perhaps the most fascinating potential for
compressive sensing in HSI has been demonstrating hyperspectral video.[9][10][11]
However, limited studies exist to demonstrate the utility of compressively sensed HSI
in hyperspectral applications such as target detection, atmospheric compensation, land
classification, vegetation monitoring and anomaly detection. The purpose of this study is
to apply existing CS measurement and reconstruction techniques on relatively large HSI
across the broad spectrum and assess the utility of such imagery in various hyperspectral
applications. This research aims to identify the conditions and applications under which
CS can perform well for hyperspectral imaging.
Chapter 2
Introduction
This chapter aims to introduce the reader to the basic compressive sensing problem (Sec-
tion 2.1), the coded aperture snapshot spectral imager dual disperser (CASSI-DD) com-
pressive sensing model used in this research (Section 2.2) and the reconstruction algorithm
used in this research (Section 2.3).
2.1 Compressive Sensing
Compressive sensing aims to directly measure sparse or compressible signals in a com-
pressed form and reconstruct data sampled below the Nyquist rate.[12] Consider a com-
pressible signal u ∈ RN which has sparse support over a basis φ = {φl}l∈Λ such that
u = φα with ‖α‖0 = K  N, (2.1)
where α is the N × 1 column vector of weighting coefficients, αi = 〈u, φi〉 = φTi u and ‖α‖0
describes the L0 norm of α.[7] The signal u is compressible if the vector α contains only
a few large coefficients and mostly small coefficients such that we could discard the small
coefficients and retain most of the information.[13] The signal u is said to be K-sparse
because in this basis the signal has at most K non-zero coefficients. In this case we could
capture u exactly by taking N total measurements, but the goal is to capture u with
only K coefficients using the spanning set φ. Note that capturing too few measurements
creates an underdetermined inverse problem and poor reconstruction.[14]
In compressive sensing, a set of linear measurements defined as an M ×N matrix A,
where K M  N , is used to construct the signal u given
Au = Aφα = f, (2.2)
where f describes the vector of measurements.[7] For example, we can solve the inverse
problem of Equation 2.2 for u by seeking the sparsest set of α using the L1 norm to
3
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encourage sparsity (often described as basis pursuit).[15],[16],[17] The sparse solution is
correct when A is sufficiently separated, meaning that Aφi is sufficiently spread on the
unit sphere of RM . An area of ongoing research in CS is determining the basis φ for
which we have a sparse signal.[18] Often, dense random matrices such as Gaussian or
Bernoulli matrices are used, which greatly increase the computation time of solving the
inverse problem.[19],[20]
The CS problem fundamentally divides into two areas. Firstly, a linear compressive
sensing system must be used to induce sparsity without altering the salient information
in the signal.[21] In this study we focus on the coded aperture snapshot spectral imager -
dual disperser (CASSI-DD), introduced in Section 2.2. The second part of the CS problem
consists of creating a nonlinear reconstruction algorithm to recover u from only a small
number of measurements. The reconstruction algorithm used in this study is described in
Section 2.3.
2.2 CASSI-DD
The compressive sensing model used for this study is the coded aperture snapshot spectral
imager dual disperser (CASSI-DD). Experimental results of the CASSI-DD prototype
(shown in Figure 2.1) were first demonstrated for a narrow bandwidth (520-590 nm) by
Gehm et. al. in 2007.[2]
Figure 2.1: Coded Aperture Snapshot Spectral Imager - Dual Disperser (CASSI-DD)
prototype developed by Gehm et. al. in 2007.[2]
The CASSI-DD instrument captures an n1×n2×m data cube with a single multiplexed
2D projection in each snapshot.[21] Figure 2.2 describes the CASSI-DD schematic. Each
of the M 2D projections, where M  N , are captured by the instrument using two
dispersive arms (marked “Prism” and “Inverse Prism” in Figure 2.2) performing opposing
“shear” operations such that the second prism cancels the shear introduced by the first
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prism.[10] Between the two arms, a (theoretically random) coded aperture blocks 50%
of the data in every snapshot (“punch” operation). After the second prism, a “smash”
operation integrates the data along the m direction (wavelength), thus transforming the
data from a 3D cube onto a 2D CCD.[22] In the example shown in Figure 2.2, the data
cube composed of 27 voxels is captured in 9 multiplexed measurements.
Figure 2.2: Coded Aperture Snapshot Spectral Imager - Dual Disperser (CASSI-DD)
schematic.
For the following discussion, assume the data cube u is an N1 × N2 image with N3
bands and that uijk describes the data cube at row i, column j and band k. The first
prism (labeled “Prism” in Figure 2.2) disperses the light in the x-direction such that for
N3 bands, band k is shifted to the right k−1 pixels. The dispersion operator is defined as
[4u]ijk =
{
ui(j−k+1)k j ≥ k
0 j < k
(2.3)
and described by the linear operator 4 : RN → RN1NDN3 , where ND is defined as
ND = N2 +N3 − 1. (2.4)
The coded aperture acts as a linear operator according to C : RN1NDN3 → RN1NDN3 ,
where 50% of the light is blocked at every measurement. In practice, the coded aperture
is either a static coded aperture (which shifts for each measurement to provide different
measurements) or a digital micromirror device (DMD) which can generate random code






and described by the linear operator E : RN → RN1N2 .[7] The model for a single CASSI-DD
snapshot is
A = E4TC4. (2.6)
The full model A for s snapshots with s different coded apertures (C1,C2, ... Cs) is







Figure 2.3 describes an example of a 3 × 3 × 3 data cube captured by the CASSI-
DD instrument with three measurements (M1, M2, and M3). Note that in the essence
of simplicity and clarity, only one spatial pixel is traced through the schematic to create
one final measurement on the CCD. In each measurement, the coded aperture changes to
block a different 50% of data. Finally, the 2D CCD measurements are concatenated to
form one final measurement array, shown in Figure 2.4.
Figure 2.3: CASSI-DD example for nt = 3 (three total measurements).
The CASSI-DD instrument aims to address traditional remote sensing problems such
as scan time, low light throughput, and distortion introduced by relative motion.[26],[8]
Traditional sensors with dispersive spectrometers containing slits are affected by relative
motion as well as out-of-slit photons, resulting in poor light throughput especially in
spatially-incoherent sources.[27] Snapshot spectral imagers, such as CASSI-DD, contain
fewer moving parts than traditional sensors and distortion is only introduced as a function
of exposure time.[21] Due to the significantly smaller number of measurements needed
to create full hyperspectral data, CS can also address the considerable cost of infrared
detector materials.[11]
2.2.1 CASSI-DD Model
For the purpose of this study, the CS measurements were simulated using the createFor-
wardModelDD Matlab function provided by collaborators. As shown in Table 2.1, this
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Figure 2.4: CASSI-DD final measurement array from CCD measurements in example
shown in Figure 2.3.
Table 2.1: createForwardModelDD Input Parameters
Parameter Description
I input n1 × n2 ×m hyperspectral data cube to be measured
nt number of measurements
p Matlab polynomial to model the prism dispersion
wvl associated wavelength vector for data cube I
fs feature size of the coded aperture
function requires as input the hyperspectral n1×n2×m data cube I, the number of mea-
surements nt, the Matlab polynomial p used to model the prism dispersion as a function
of wavelength, the wavelength array wvl associated with the input data cube, and the
feature size of the coded aperture fs. In this study, p is always defined to be a cubic fit
of the data and the fs is always set to 1 pixel (meaning that the coded aperture holes are
the size of one pixel).
While a traditional pushbroom sensor takes m total snapshots (one snapshot per row
n1) in order to create a full n1 × n2 ×m data cube, the CASSI-DD sensor collects data
from the entire spectral and spatial scene in each snapshot. The nt value, which describes
the number of snapshots the CASSI-DD instrument will measure, ultimately drives the
fidelity of the reconstructed data. In order to compare the CS data to traditional sensors,
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Note that an r = 100% does not duplicate the results of traditional sensing, but rather
collects the same number of measurements as traditional sensing. Being that a major goal
of CS sensing is to drive down the number of physical measurements taken, this study
focuses on determining the limit to which nt and r can decrease while maintaining image
utility.
2.3 Reconstruction
The highly nonlinear reconstruction problem is ill-posed due to the fact that significantly
fewer measurements M are taken than the number of unknown voxels N . The inverse
problem is fundamentally solved by minimizing the convex function E according to
arg min
u′
E(u′) over u′ solving Au′ = f, (2.9)
where E describes the a priori knowledge or expectation of the signal u.[7] Ongoing
research is dedicated to determining the optimal functional to use and how to solve the






where D+x uijk is defined as
D+x uijk =
{
u(i+1)jk − uijk 1 ≤ i < N1
0 i = N1
(2.11)
and D+y uijk and D
+








u1jk i = 1
uijk − u(i−1)jk 1 < i < N1
0 i = N1
(2.13)
and again D−y uijk and D
−
z uijk are similarly defined. Often the Total Variation (TV)
constrained optimization introduced by Rudin et al for denoising and deblurring greyscale
images, given by





(D+x uijk)2 + (D+y uijk)2, (2.14)
is chosen for E.[31] Note that this spatial term is applied to each spectral band separately,
thereby ignoring any spectral redundancy in the data. This method operates similarly to
the L1 basic pursuit approach discussed in Section 2.1.
In addition to the spatial TV term, Flake et al. suggest a spectral term for a more










Here the spatial TV term reduces noise but sharpens edges while the spectral L2 term
penalizes both noise and edges. A balance of spatial and spectral smoothing is set given
β ∈ [0, 1] such that more spectral smoothing is performed for β values closer to 0. For
the purpose of this research, the constrained minimization problem given by Equation
2.9 using the novel functional E defined by Equation 2.15 is solved using Split Bregman
iterations.[7]
2.3.1 Reconstruction Model
For the purpose of this study, the reconstructed hyperspectral data cubes were created
using the SplitBregmanHSI Matlab function provided by collaborators. The input pa-
rameters for this function are described in Table 2.2. The compressive measurement y
is calculated by multiplying the linear sensing matrix A (which contains the “shear”,
“punch” and “smash” operations described above) by the input data cube I. The µ and
λ parameters are used in the Split Bregman calculations and are set as 0.01 and 0.1, re-
spectively, as per suggestion by the algorithm developer. The β parameter is generally
0.05 for this study (given recommendation by the algorithm developer), although a short
analysis of varying β is performed in Section 3.2.2.
2.4 Methodology
2.4.1 Input Data
This study uses several 126 band HyMap scenes over Cooke City, MT as input I. Several
scenes are used in order to take advantage of ground truth available in different flightlines
and subsets of HyMap collect taken in 2006 by HyVista.[32] The images in this collect
have approximately 3 meter ground resolution.[33] The scenes contain several fabric target
panels and vehicles for target detection and are accompanied by field and lab spectra for
these targets.
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µ Split Bregman parameter (0.03)
λ Split Bregman regularization parameter (0.1)
β balancing parameter for spatial and spectral smoothing
sz n1 × n2 ×m size array of input I
Uinit Initial guess at reconstruction (AT × y)
For the purpose of Section 3 and Section 4, the input data shown is in radiance with
units of µW cm−2 sr−1 nm−1 to remove the unknown effect of atmospheric compensa-
tion. We typically assume that sensor is calibrated such that the recorded digital counts
(DC) by the sensor can be converted to sensor reaching radiance.[34] However, for some
hyperspectral applications, atmospheric compensation must be performed on the data to
convert sensor reaching radiance to estimated surface reflectance. This is performed in
Section 5.1 for the applications that follow in Section 5.
2.4.2 Three Channel and Full Spectrum Data Sets
In order to mitigate the spectral smoothing introduced by Flake et al. on the water
absorption channels, both a “Three Channel” case and a “Full Spectrum” case were used
to simulate and reconstruct the hyperspectral CS imagery. The “Three Channel” case,
described in Table 2.3, contains 110 bands spanning 453.8 nm - 2496.3 nm with 200 nm
wide band gaps at the water absorption features at 1400 nm and 1900 nm. The “Full
Spectrum” case contains 126 bands spanning 453.8 nm - 2496.3 nm with no band gaps.
Table 2.3: Three Channel Data Set
Channel Min Wavelength (nm) Max Wavelength (nm) Number of Bands
Channel 1 453.8 1287.6 59
Channel 2 1518.6 1788.0 22
Channel 3 2010.1 2496.3 29
For the “Full Spectrum” case, nt values of 8, 16, 32, 64, and 126 are used to represent r
values of 6%, 12.5%, 24%, 50%, and 100%. For the “Three Channel” case, the simulation
and reconstruction are acting on three spectrally different images dictated by the three
different spectral channels. The three channels contain varying total number of bands:
Channel 1 contains 59 bands, Channel 2 contains 22 bands, and Channel 3 contains 29
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Table 2.4: Three Channel and Full Spectrum Data Sets
Three Channel Data Set
Channel 1 (59 Bands)
nt 4 8 16 32 64
r 6.8% 13.6% 27.1% 54.2% 108.5%
Channel 2 (22 Bands)
nt 4 8 16 32 64
r 18.2% 36.4% 72.7% 145.5% 290.9%
Channel 3 (29 Bands)
nt 4 8 16 32 64
r 13.8% 27.6% 55.2% 110.3% 220.7%
Full Spectrum Data Set
Full Spectrum (126 Bands)
nt 8 16 32 64 126
r 6.3% 12.7% 25.4% 50.8% 100%
bands. Being that Channel 1 contains the greatest number of bands, Channel 1 is used
to determine the nt values analyzed for the “Three Channel” case. Thus, for the “Three
Channel” case, nt values of 4, 8, 16, 32, and 64 were chosen to closely resemble the
percentage of data sampled in the “Full Spectrum” case for the “Three Channel” Channel
1 reconstructions.
Table 2.4 describes the nt and corresponding r values for the “Three Channel” case
and the “Full Spectrum” case. The variable number of bands in the “Three Channel” case
indicates that the SWIR Channels 2 and 3, which contain fewer bands than Channel 1, will
always have a higher percentage of data sampled r and thus should have more accurate
reconstructions than Channel 1. Also note that it is particularly interesting to compare
reconstructions with r = 100% with the input imagery to understand the limitations of
compressive sensing despite capturing the same total number of measurements.
Chapter 3
Spatial & Spectral Metrics
Initial analysis was conducted on the hyperspectral reconstructed CS data and the tra-
ditionally sensed input data. This analysis serves to parallel similar analysis done in CS
studies, in which visual spatial/spectral analysis and/or error analysis is exclusively used to
determine the quality of CS in hyperspectral imaging. Note that while these analyses and
metrics provide a means to measure the fidelity of the CS process, they are disconnected
to the utility of the data in hyperspectral applications.
3.1 Spatial Fidelity Comparison
Visual analysis of the traditional and CS images was performed for a 126 band 264× 431
hyperspectral radiance image captured by HyMap over Cooke City, MT in 2006, shown
in Figure 3.1. This investigation was performed for both the “Three Channel” and “Full
Spectrum” cases for varying nt and β values to determine the utility of CS in applications
of purely visual analysis.
Figures 3.2 - 3.5 show the spatial effect of CS in the “Three Channel” case on subsets
of the Cooke City image. Note that because these figures display true color RGB images,
these images are created using only spectral bands from Channel 1 in the “Three Channel”
case. Figure 3.2 shows the effect of nt and β on a small subset of the full image which
is composed of mostly buildings, roads, and grass. From a purely visual perspective, the
changes in β between 0.025 and 0.075 have little to no effect on the reconstructed RGB
image. As expected, increasing the nt value from 4 to 64 greatly increases the visual quality
of the image and allows the analyst to more clearly see edges and material distinctions.
Figure 3.3 shows the same subset for only β = 0.050 with comparison to the input image.
While r = 100% (nt = 64) yields visually identical results to the traditionally sensed
image, nt = 16 and nt = 32 also produce similar true color results.
Figure 3.4 shows the effect of nt and β on a subset of the image which is composed of a
field containing full and subpixel fabric target panels. Again we see little to no difference
12
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Figure 3.1: Input 264 × 431 × 126 hyperspectral image captured by HyMap in 2006 of
Cooke City, MT used for visual analysis.
between reconstructed images of varying values of β. Note that for small values of nt many
of the fabric target panels disappear into the field. It takes an nt value of 16 (r = 27.1%)
before all of the target panels are visible, although there isn’t clear distinction between all
of the panels. Figure 3.5 demonstrates how the target panel sharpening occurs at higher nt
values. Also note that the road running diagonally through this subset is also sharpened
as nt increases.
Figures 3.6 - 3.9 show the spatial effect of CS in the “Full Spectrum” case on subsets
of the Cooke City image. Figure 3.6 and 3.8 demonstrate that the changes in β between
0.025 and 0.075 also have little to no visual effect on the reconstructed RGB image for the
“Full Spectrum” case. Increasing the nt value from 8 to 126 reveals similar sharpening
results as before. In Figure 3.7, for example, the smaller road in the bottom left of the
subset only becomes visible at about nt = 32 and nt = 64. The buildings in the middle
and bottom of the subset are difficult to distinguish for nt < 64. As before, the target
panels and road shown in Figures 3.8 and 3.9 are apparent and sharpened only for nt > 32
(r > 25%).
This indicates that for purely visual large-scale analysis of hyperspectral imagery, a
small percentage of data may be sampled to produce equally useful data. However, when
small-scale distinctions and visual sharpness are necessary for analysis, at least 25% of
the data must be measured in order to produce useful RGB imagery. The results describe
the same success experienced in medical imaging applications where reconstructed images
greatly resembled traditionally captured images to the naked eye. However, both spatial
and spectral fidelity are necessary for hyperspectral applications. In Section 3.2, the
spectral accuracy in the radiance domain is analyzed for the nt and β parameters in the
“Three Channel” and “Full Spectrum” cases.
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(a) nt=4, β=0.025 (b) nt=4, β=0.050 (c) nt=4, β=0.075
(d) nt=8, β=0.025 (e) nt=8, β=0.050 (f) nt=8, β=0.075
(g) nt=16, β=0.025 (h) nt=16, β=0.050 (i) nt=16, β=0.075
(j) nt=32, β=0.025 (k) nt=32, β=0.050 (l) nt=32, β=0.075
(m) nt=64, β=0.025 (n) nt=64, β=0.050 (o) nt=64, β=0.075
Figure 3.2: Reconstructed urban subset of scene for “Three Channel” case for nt values
between 4 and 64 and β values between 0.025 and 0.075.
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(a) nt=4, β=0.050 (b) nt=8, β=0.050
(c) nt=16, β=0.050 (d) nt=32, β=0.050
(e) nt=64, β=0.050 (f) Input
Figure 3.3: Reconstructed urban subset of scene for “Three Channel” case for nt values
between 4 and 64 and β = 0.050 for comparison with input image.
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(a) nt=4, β=0.025 (b) nt=4, β=0.050 (c) nt=4, β=0.075
(d) nt=8, β=0.025 (e) nt=8, β=0.050 (f) nt=8, β=0.075
(g) nt=16, β=0.025 (h) nt=16, β=0.050 (i) nt=16, β=0.075
(j) nt=32, β=0.025 (k) nt=32, β=0.050 (l) nt=32, β=0.075
(m) nt=64, β=0.025 (n) nt=64, β=0.050 (o) nt=64, β=0.075
Figure 3.4: Reconstructed subset of scene of field containing target panels for “Three
Channel” case for nt values between 4 and 64 and β values between 0.025 and 0.075.
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(a) nt=4, β=0.050 (b) nt=8, β=0.050
(c) nt=16, β=0.050 (d) nt=32, β=0.050
(e) nt=64, β=0.050 (f) Input
Figure 3.5: Reconstructed subset of scene of field containing target panels for “Three
Channel” case for nt values between 4 and 64 and β = 0.050 for comparison with input
image.
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(a) nt=8, β=0.025 (b) nt=8, β=0.050 (c) nt=8, β=0.075
(d) nt=16, β=0.025 (e) nt=16, β=0.050 (f) nt=16, β=0.075
(g) nt=32, β=0.025 (h) nt=32, β=0.050 (i) nt=32, β=0.075
(j) nt=64, β=0.025 (k) nt=64, β=0.050 (l) nt=64, β=0.075
(m) nt=126, β=0.025 (n) nt=126, β=0.050 (o) nt=126, β=0.075
Figure 3.6: Reconstructed urban subset of scene for “Full Spectrum” case for nt values
between 8 and 126 and β values between 0.025 and 0.075.
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(a) nt=8, β=0.050 (b) nt=16, β=0.050
(c) nt=32, β=0.050 (d) nt=64, β=0.050
(e) nt=126, β=0.050 (f) Input
Figure 3.7: Reconstructed urban subset of scene for “Full Spectrum” case for nt values
between 8 and 126 and β = 0.050 for comparison with input image.
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(a) nt=8, β=0.025 (b) nt=8, β=0.050 (c) nt=8, β=0.075
(d) nt=16, β=0.025 (e) nt=16, β=0.050 (f) nt=16, β=0.075
(g) nt=32, β=0.025 (h) nt=32, β=0.050 (i) nt=32, β=0.075
(j) nt=64, β=0.025 (k) nt=64, β=0.050 (l) nt=64, β=0.075
(m) nt=126, β=0.025 (n) nt=126, β=0.050 (o) nt=126, β=0.075
Figure 3.8: Reconstructed subset of scene of field containing target panels for “Full Spec-
trum” case for nt values between 8 and 126 and β values between 0.025 and 0.075.
CHAPTER 3. SPATIAL & SPECTRAL METRICS 21
(a) nt=8, β=0.050 (b) nt=16, β=0.050
(c) nt=32, β=0.050 (d) nt=64, β=0.050
(e) nt=126, β=0.050 (f) Input
Figure 3.9: Reconstructed subset of scene of field containing target panels for “Full Spec-
trum” case for nt values between 8 and 126 and β = 0.050 for comparison with input
image.
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3.2 Spectral Fidelity Comparison
Visual spectral comparison in the radiance domain was performed to offer insight on how
the CS images will perform in hyperspectral applications where both spatial and spectral
fidelity is necessary. This analysis was performed by varying both the nt and β parameter
for the “Three Channel” and “Full Spectrum” cases and comparing the radiance spectra
for various pixels with the input traditionally sensed image.
3.2.1 nt Parameter
Preliminary spectral analysis in the radiance domain was performed for both the “Three
Channel” and “Full Spectrum” cases on the six pixels shown in Figure 3.10. This analysis
was performed for the various nt values outlined in Table 2.4 such that the percentage
of data sampled (r) generally matches up for the spectra in Channel 1 of the “Three
Channel” case and the “Full Spectrum” case. Note that the corresponding r values for
Channels 2 and 3 of the “Three Channel” case are much higher because there are far fewer
total bands in these channels.
Figure 3.11 shows the spectral effect of increasing nt for both the “Three Channel”
and “Full Spectrum” cases for a fabric target panel surrounded by grass. In general, as nt
increases, the reconstructed spectrum lies closest to the input spectrum shown as a black
dashed line. Note that in some bands, such as the visible portion of the “Full Spectrum”
plot, the reconstructed spectra from r < 100% greatly alter the original spectrum and
create erroneous features. These results demonstrate that in applications where per-pixel
spectral fidelity is necessary, CS will be unable to yield accurate spectra without taking
about the same amount of measurements as in traditional HSI.
Figures 3.12 - 3.15 show the spectral accuracy of the CS reconstructions for a dense
forest pixel, a river pixel, an intersection pixel, and a grass pixel, respectively. All four
of these pixels are immediately surrounded by pixels with similar material composition,
which minimizes the spatial and spectral blurring from neighboring pixels. In fact, the
spectral reconstructions are significantly better for these pixels than for the target panel
because there is less spatial and spectral variance in the neighborhood of these four pixels.
However, even in the case of these four pixels, the CS process introduces erroneous
features and smooths over existing absorption features, especially for smaller values of
nt. As before, the SWIR channels in the “Three Channel” case consistently demonstrate
the best spectral fidelity. For these four pixels, an r value of 25% or greater is generally
needed to remain true to the general spectral curve of the pixel, although even r = 50%
and r = 100% yield more subtle erroneous features.
Figure 3.16 demonstrates the radiance spectra for the reconstructed CS images and
the input image for a blue roof on a building within the urban region of the Cooke City,
MT scene. Similar to the reconstructed target panel spectra, the reconstructed building
spectra often bear no resemblance to the input spectra. This is particularly true for very
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(a) Image
(b) Target Panel (c) Dense Forest (d) River
(e) Intersection (f) Grass (g) Building
Figure 3.10: Various pixels in scene for spectral comparison of reconstruction and input
images.
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low values of nt, although this is occasionally demonstrated for high values of nt, such as
for nt = 64 in the “Full Spectrum” case at approximately 2200nm. This indicates that
we cannot confidently predict the spectral behavior of reconstructed CS pixels in areas
of spatial and spectral diversity in a scene. Moreover, the lack of spectral fidelity will
likely cascade into larger errors in atmospheric compensation because the reconstructions
smooth over absorption features.
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Figure 3.11: Radiance spectra for target panel pixel shown in Figure 3.10(b) for the Three
Channel reconstruction (top) and the “Full Spectrum” reconstruction (bottom).
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Figure 3.12: Radiance spectra for dense forest pixel shown in Figure 3.10(c) for the Three
Channel reconstruction (top) and the “Full Spectrum” reconstruction (bottom).
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Figure 3.13: Radiance spectra for river pixel shown in Figure 3.10(d) for the Three Channel
reconstruction (top) and the “Full Spectrum” reconstruction (bottom).
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Figure 3.14: Radiance spectra for intersection pixel shown in Figure 3.10(e) for the Three
Channel reconstruction (top) and the “Full Spectrum” reconstruction (bottom).
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Figure 3.15: Radiance spectra for grass pixel shown in Figure 3.10(f) for the Three Channel
reconstruction (top) and the “Full Spectrum” reconstruction (bottom).
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Figure 3.16: Radiance spectra for building pixel shown in Figure 3.10(g) for the Three
Channel reconstruction (top) and the “Full Spectrum” reconstruction (bottom).
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3.2.2 β Parameter
Similar visual spectral analysis in the radiance domain was performed for the same dataset
to determine the effect of the β parameter on the spectral fidelity of the data. Note that
the convex function E defined in Equation 2.15 balances a spatial TV term and a spectral
L2 term given β ∈ [0, 1]. This analysis demonstrates that more spectral smoothing is
performed for β values closer to 0, as expected. Furthermore, this analysis aimed to verify
that the optimal β = 0.050 value cited by Flake et al. produced the best spectral results.[7]
Figure 3.17 shows the radiance spectra for nt = [4, 8, 16, 32] and β = [0.025, 0.050, 0.075]
for Channel 1 of the “Three Channel” case with comparison to input spectra for the grass
pixel shown in Figure 3.10(f). For smaller values of nt, the three reconstructed spectra are
erratic and no β value clearly yields more accurate spectral reconstructions. At most nt
values, all three β values closely resemble the input spectrum for steep and smooth parts
of the input spectrum.
However, for nt values corresponding to r values of 25% or greater, the reconstructed
spectra generally converge with small, less exaggerated exceptions such as in the case of
nt = 16 and β = 0.025 around 650nm. Even for these values of nt, there is still no clear
optimal β value within this small range of β, although the three values yield more similar
reconstructed spectra. This indicates that the minute changes in β for small nt values may
be significant but unpredictable, while changes for larger nt values may be insignificant.
This understanding may be critical to using CS for hyperspectral applications where a
small nt provides adequate reconstructions, and is recommended as an area of further
investigation.
Figure 3.18 shows the radiance spectra for nt = [4, 8, 16, 32] and β = [0.025, 0.050, 0.075]
for Channel 1 of the “Three Channel” case with comparison to input spectra for the build-
ing pixel shown in Figure 3.10(g). Note that the building pixel reconstructions are far more
erratic and erroneous than the grass pixel, as described in Section 3.2.1. In this case each
β value yields accurate reconstructions in parts of the spectra (e.g. nt = 8 and β = 0.075
at 875nm) but poorly at other bands (e.g. nt = 8 and β = 0.075 at 650nm). Even for high
values of nt, the three reconstructions do not always converge because CS does a poorer
job of reconstructing pixels that are not in spectrally homogenous regions.
Figures 3.19 and 3.20 describe the radiance spectra for nt = [4, 8, 16, 32] and β =
[0, 0.050, 1] for Channel 1 of the “Three Channel” case with comparison to input spectra for
the grass and building pixel described above, respectively. As evidenced by the equation for
the convex function E, reconstructions given β = 0 demonstrate more spectral smoothing
that β = 1, especially at exaggerated absorption and emission features. Interestingly, the
spectra for nt = 8 with β = 0 and β = 0.050 in both the grass and building pixel are
extremely similar. Certainly the random coded aperture has some effect on the results in
this section, which could be the case in particular for the nt = 16 plots since this behavior
isn’t demonstrated in the nt = 32 case.
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(a) nt = 4 (b) nt = 8
(c) nt = 16 (d) nt = 32
Figure 3.17: Radiance spectra for the grass pixel shown in Figure 3.10(f) for nt =
[4, 8, 16, 32] and β = [0.025, 0.050, 0.075] for Channel 1 of the “Three Channel” case with
comparison to input spectra.
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(a) nt = 4 (b) nt = 8
(c) nt = 16 (d) nt = 32
Figure 3.18: Radiance spectra for the building pixel shown in Figure 3.10(g) for nt =
[4, 8, 16, 32] and β = [0.025, 0.050, 0.075] for Channel 1 of the “Three Channel” case with
comparison to input spectra.
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(a) nt = 4 (b) nt = 8
(c) nt = 16 (d) nt = 32
Figure 3.19: Radiance spectra for the grass pixel shown in Figure 3.10(f) for nt =
[4, 8, 16, 32] and β = [0, 0.050, 1] for Channel 1 of the “Three Channel” case with com-
parison to input spectra.
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(a) nt = 4 (b) nt = 8
(c) nt = 16 (d) nt = 32
Figure 3.20: Radiance spectra for the building pixel shown in Figure 3.10(g) for nt =
[4, 8, 16, 32] and β = [0, 0.050, 1] for Channel 1 of the “Three Channel” case with compar-
ison to input spectra.
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3.3 Error Analysis
Most CS studies cite error metrics to demonstrate the utility and fidelity of CS reconstruc-
tions. The following analysis sought to recreate standard error metrics to demonstrate that
trends in simple and global error metrics insufficiently describe the accuracy of CS recon-
structions when estimating performance of processing algorithms. The following errors
are not compared to existing studies as it would be ineffective to compare errors on scenes
of much smaller spatial and spectral extent to the scenes used in this thesis.
3.3.1 RMSE and NRMSE







where I describes the traditionally sensed input image, R describes the reconstructed
image, and n is the total number of bands. The per pixel normalized root mean squared





such that at each pixel, the RMSE is divided by the difference between the maximum and
minimum values of the input image I for that pixel.
The RMSE and NRMSE values calculated using the radiance reconstructions for the
“Three Channel” and “Full Spectrum” cases are shown in Tables 3.1 and 3.2, respectively.
As expected, in both cases as nt increases, the RMSE and NRMSE decrease. The error
values for the “Full Spectrum” case are generally larger due to the difficulty in recon-
structing the water absorption bands as well as the higher r values for the SWIR channels
in the “Three Channel” case.
Figures 3.21 and 3.22 show false color RMSE and NRMSE along with the RGB input
image for the “Three Channel” and “Full Spectrum” cases, respectively. In the “Three
Channel” case shown in Figure 3.21, the error maps are created using the greyscale error
map for nt = 64 as the red band, the greyscale error map for nt = 32 as the green band,
and the greyscale error map for nt = 16 as the blue band. In the “Full Spectrum” case
shown in Figure 3.22, the error maps are created using the greyscale error map for nt = 126
as the red band, the greyscale error map for nt = 64 as the green band, and the greyscale
error map for nt = 32 as the blue band.
These error maps demonstrate that the pixels of greatest error are in areas with texture
(e.g. forest), edges (e.g. buildings) and material diversity (e.g. urban area). Furthermore,
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the abundance of black and white pixels in all four error maps demonstrate that the error
maps are relatively the same regardless of increasing or decreasing nt. Although the error
clearly decreases as nt increases in Tables 3.1 and 3.2, the relative error throughout the
scene remains the same.
However, these results begin to demonstrate that with numerical error metrics alone,
the spatial and spectral fidelity throughout the scene are not adequately understood.
Although the trend of decreasing error with increasing nt is promising, the actual per pixel
error values cannot be used to fully understand the fidelity and utility of the reconstructed
scenes.
Table 3.1: RMSE (µW cm−2 sr−1 nm−1) and NRMSE - Three Channel
nt = 4 nt = 8 nt = 16 nt = 32 nt = 64
RMSE
Mean 428 313 215 123 16.4
Std Dev 250 195 139 83.5 9.81
Min 60.6 45.0 25.9 12.7 0.0728
Max 5390 6150 2880 2010 170
NRMSE
Mean 0.0967 0.0719 0.0503 0.0291 0.00318
Std Dev 0.0617 0.0506 0.0387 0.0237 0.00129
Min 0.0356 0.0229 0.0108 0.00460 0.000031
Max 1.34 0.841 0.566 0.335 0.0415
Table 3.2: RMSE (µW cm−2 sr−1 nm−1) and NRMSE - Full Spectrum
nt = 8 nt = 16 nt = 32 nt = 64 nt = 126
RMSE
Mean 482 376 278 175 22.3
Std Dev 273 223 171 111 18.2
Min 69.2 52.7 35.1 17.8 0.416
Max 6110 4540 3680 2540 416
NRMSE
Mean 0.113 0.0899 0.0680 0.0432 0.00550
Std Dev 0.0813 0.0713 0.0564 0.0366 0.00552
Min 0.0432 0.0258 0.0178 0.00920 0.000171
Max 1.18 1.08 1.03 0.689 0.0948
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(a) RMSE (b) NRMSE (c) Input Image
Figure 3.21: RMSE and NRMSE error maps for the “Three Channel” case created using
error for nt = 64 as the red band, the error for nt = 32 as the green band, and the error
for nt = 16 as the blue band and the RGB input image for comparison.
(a) RMSE (b) NRMSE (c) Input Image
Figure 3.22: RMSE and NRMSE error maps for the “Full Spectrum” case created using
the error for nt = 126 as the red band, the error for nt = 64 as the green band, and the
error for nt = 32 as the blue band and the RGB input image for comparison.
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3.3.2 L2 and L∞ Error
In order to parallel existing studies of compressive sensing for hyperspectral imaging, error
analysis was performed on the reconstructed images. The per pixel scaled (by overall















where Iλ max difference is the value of the input image at that pixel for the wavelength at
which the difference between the input and reconstructed image is the largest. The L2
error describes an average error while the L∞ error describes the worst case scenario.
Zero-valued pixels in the reconstruction were ignored for the sake of the error calculating
and treated like dead pixels. Negative values were left unchanged and included in the
error calculations.
Tables 3.3 and 3.4 describe the L2 and L∞ for the “Three Channel” and “Full Spec-
trum” cases, respectively. The L2 and L∞ error decreases as nt increases with the greatest
drop in error from r = 50% to r = 100%.
Figures 3.23 and 3.24 show error maps of the L2 and L∞ for the “Three Channel”
and “Full Spectrum” cases. In the “Three Channel” case shown in Figure 3.23, the error
maps are created using the greyscale error map for nt = 64 as the red band, the greyscale
error map for nt = 32 as the green band, and the greyscale error map for nt = 16 as the
blue band. In the “Full Spectrum” case shown in Figure 3.24, the error maps are created
using the greyscale error map for nt = 126 as the red band, the greyscale error map for
nt = 64 as the green band, and the greyscale error map for nt = 32 as the blue band. The
pixels demonstrating the largest errors remain to be pixels in areas of spatial and spectral
diversity. Note that the L∞ error map shown in Figure 3.23 has a red tint to it due to
histogram stretching in the red channel rather than the error values in the nt = 64 case
being larger than the error values for nt = 32 and nt = 16.
While this error analysis gives insight into the image quality, it does not describe
the image utility. It is impossible to predict the utility of these reconstructed images
in hyperspectral applications given this error analysis. These error metrics do, however,
enable a better understanding of the limitations of compressive sensing.
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Table 3.3: L2 and L∞ Error - Three Channel
nt = 4 nt = 8 nt = 16 nt = 32 nt = 64
L2
Mean 0.219 0.163 0.114 0.0661 0.00706
Std Dev 0.147 0.120 0.0911 0.0558 0.00294
Min 0.0647 0.0403 0.0223 0.00967 0.000083
Max 2.99 1.87 1.28 0.747 0.0998
L∞
Mean 0.732 0.504 0.343 0.218 0.0892
Std Dev 0.489 0.355 0.307 0.230 0.0315
Min 0.121 0.0853 0.0509 0.0246 0.000181
Max 12.4 11.4 16.8 7.71 0.546
(a) L2 Error (b) L∞ Error (c) Input Image
Figure 3.23: (a-b) L2 and L∞ error maps for the “Three Channel” case created using the
greyscale error map for nt = 64 as the red band, the greyscale error map for nt = 32 as
the green band, and the greyscale error map for nt = 16 as the blue band and (c) RGB
input image for comparison.
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Table 3.4: L2 and L∞ Error - Full Spectrum
nt = 8 nt = 16 nt = 32 nt = 64 nt = 126
L2
Mean 0.251 0.201 0.152 0.0966 0.0123
Std Dev 0.191 0.166 0.131 0.0848 0.0127
Min 0.0782 0.0518 0.0320 0.0183 0.000395
Max 2.79 2.38 2.29 1.53 0.212
L∞
Mean 1.87 1.66 1.49 1.24 0.224
Std Dev 10.8 9.42 8.03 6.55 0.999
Min 0.139 0.0964 0.0610 0.0242 0.000689
Max 536 534 366 508 72.0
(a) L2 Error (b) L∞ Error (c) Input Image
Figure 3.24: (a-b) L2 and L∞ error maps for the “Full Spectrum” case created using the
greyscale error map for nt = 126 as the red band, the greyscale error map for nt = 64 as
the green band, and the greyscale error map for nt = 32 as the blue band and (c) RGB
input image for comparison.
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3.3.3 Signal-To-Distortion Ratio (SDR)
Given the fact that the compressive sensing modality introduces spectral variability to
data, a signal-to-distortion ratio (SDR) calculation was made to characterize the distortion
of the signal for the “Three Channel” and “Full Spectrum” reconstructions. The SDR for
the reconstructed image R(λ) given the input image I(λ) is defined as the ratio of the















These calculations were performed in the radiance domain such that the uncertainty due
to atmospheric compensation does not affect the SDR results.
Our observations of how inaccurate the CS reconstructions are specifically around
the water vapor bands and sharp spectral features imply that the SDR will decline at
these features. Figure 3.27 shows the SDR calculated for the “Three Channel” and “Full
Spectrum” cases for a variety of nt values. As expected, there is a clear overall decrease
in SDR in both cases for lower values of nt. In fact, the SDR for the “Full Spectrum” case
increases by a factor of 10 from r = 50% (nt = 64) to r = 100% (nt = 126). As expected,
the SDR declines dramatically at the water absorption features at 1400nm and 1900nm
as well as the less dramatic sharp spectral features.
Interestingly, the SDR for the SWIR channels in the “Three Channel” case have a
significantly higher SDR than for the visible/near infrared channel. This is likely because
the the same nt value in Channel 1 corresponds to a much higher r value in Channels 2
and 3. Indeed, the nt = 32 SDR curve for Channel 3 is about the same magnitude as the
nt = 64 SDR curve for Channel 1 because they both correspond to approximately r =
100% in their respective channels. The SDR for the SWIR bands in the “Full Spectrum”
case is likely lower due to low SNR in SWIR bands.
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(a) nt = 4 (b) nt = 8
Figure 3.25: SDR calculated for Three Channel reconstruction (left) and the “Full Spec-
trum” reconstruction (right) as a function of nt for λ = 702 nm, λ = 1204 nm, λ = 1651
nm, and λ = 2213 nm.
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Figure 3.26: SDR calculated for Three Channel reconstruction (top) and the “Full Spec-
trum” reconstruction (bottom).
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Figure 3.27: SDR calculated for Three Channel reconstruction (top) and the “Full Spec-
trum” reconstruction (bottom).
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3.4 Random Coded Aperture Analysis
The following analysis was performed to test the effect of the random coded aperture
described in Section 2.2 on image reconstructions. Theoretically the aperture could ran-
domly block out the same spectral bands of a pixel in every measurement and be unable
to accurately reconstruct that pixel. In order to test the random coded aperture effect,
the 264 × 431 × 126 Cooke City, MT scene and three 50 × 50 × 126 subsets of that scene
were reconstructed five times in the “Full Spectrum” case for nt = 64. Finally, the RMSE
and NRMSE for all five runs were compared to understand the impact of the random
coded aperture on image reconstruction.
Table 3.5 describes the RMSE and NRMSE for five reconstructions in the “Full Spec-
trum” case where nt = 64 for the 264 × 431 × 126 Cooke City, MT scene. While the
RMSE and NRMSE do not change significantly, there is certainly a small change between
trials, indicating that there is indeed some sort of effect from the random coded aperture.
Figure 3.28 shows RGB subsets of the reconstructed scenes with comparison to the input
image. While the reconstructions are visually very similar, there are minor changes in the
targets apparent in visual analysis.
Table 3.5: RMSE (µW cm−2 sr−1 nm−1) and NRMSE - Full Spectrum (nt = 64) Trials
for 264 × 431 × 126 Cooke City Scene
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
RMSE
Mean 174.705 174.721 174.750 174.806 174.772
Std Dev 111.359 111.557 111.194 111.270 111.587
Min 16.976 16.495 16.879 16.166 16.920
Max 2374 2616 2351 2294 2533
NRMSE
Mean 0.04319 0.04321 0.04319 0.04321 0.04322
Std Dev 0.03675 0.03674 0.03673 0.03673 0.03679
Min 0.00734 0.00929 0.00883 0.00869 0.00924
Max 0.74900 0.80438 0.65264 0.57288 0.66262
Figure 3.29 describes 50 × 50 subsets of the larger scene used to analyze the random
coded aperture effect on smaller scenes with various material content. Figure 3.30 shows
RGB images for the five trials of the target field reconstruction. Note that the difference
in color between the five trials and the input image is due to a lack of histogram matching.
As before, there are minor differences between the five trials apparent in visual analysis.
Table 3.6 describes the five trials for the target field subset shown in Figure 3.29(a).
Table 3.7 describes the five trials for the urban subset shown in Figure 3.29(b). Table 3.8
describes the five trials for the forest subset shown in Figure 3.29(c).
While the RMSE and NRMSE do not change significantly within each subset, it is
interesting to note that there is a dramatic decrease in error as the subset contains fewer
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(a) nt=64, β=0.050, Trial 1 (b) nt=64, β=0.050, Trial 2
(c) nt=64, β=0.050, Trial 3 (d) nt=64, β=0.050, Trial 4
(e) nt=64, β=0.050, Trial 5 (f) Input
Figure 3.28: Reconstructed target field subset of 264 × 431 pixel 126 band scene for “Full
Spectrum” case for five trials of nt = 64 and β = 0.050 for comparison with input image.
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materials. While the urban subset has an average RMSE of about 345 µW cm−2 sr−1
nm−1, the target field subset has an average RMSE of about 171 µW cm−2 sr−1 nm−1 and
the forest subset has an average RMSE of about 126 µW cm−2 sr−1 nm−1. Interestingly,
the biggest change between the trials is in the maximum RMSE. This indicates that the
random coded aperture may have a positive or negative effect at a per pixel level but will
not affect the overall accuracy of the image.
(a) Target Field (b) Urban Scene (c) Forest Scene
Figure 3.29: Subsets used 50x50
Table 3.6: RMSE (µW cm−2 sr−1 nm−1) and NRMSE - Full Spectrum (nt = 64) Trials
for 50 × 50 × 126 Target Field Subset
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
RMSE
Mean 171.608 172.161 171.375 171.732 171.803
Std Dev 56.823746 57.094 57.238 57.679 57.476
Min 77.061 77.539 73.810 72.632 75.464
Max 635.114 603.502 671.968 637.176 659.699
NRMSE
Mean 0.02923 0.02931 0.02918 0.02927 0.02926
Std Dev 0.00991 0.00981 0.00985 0.01016 0.00996
Min 0.01753 0.01846 0.01750 0.01782 0.01817
Max 0.12823 0.10760 0.10636 0.12075 0.11984
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(a) nt=64, β=0.050, Trial 1 (b) nt=64, β=0.050, Trial 2
(c) nt=64, β=0.050, Trial 3 (d) nt=64, β=0.050, Trial 4
(e) nt=64, β=0.050, Trial 5 (f) Input
Figure 3.30: Reconstructed 50 × 50 pixel 126 band scene for “Full Spectrum” case for five
trials of nt = 64 and β = 0.050 for comparison with input image.
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Table 3.7: RMSE (µW cm−2 sr−1 nm−1) and NRMSE - Full Spectrum (nt = 64) Trials
for 50 × 50 × 126 Urban Subset
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
RMSE
Mean 344.051 345.800 344.544 344.866 345.840
Std Dev 267.336 272.315 268.929 269.457 271.223
Min 67.633 62.460 63.043 69.607 66.272
Max 2879.912 2997.960 2840.030 2872.102 2886.931
NRMSE
Mean 0.05622 0.05635 0.05620 0.056328 0.05658
Std Dev 0.04088 0.04092 0.04051 0.04129 0.04198
Min 0.01599 0.01453 0.01467 0.01628 0.01542
Max 0.40542 0.40819 0.38885 0.43879 0.45748
Table 3.8: RMSE (µW cm−2 sr−1 nm−1) and NRMSE - Full Spectrum (nt = 64) Trials
for 50 × 50 × 126 Forest Subset
Trial 1 Trial 2 Trial 3 Trial 4 Trial 5
RMSE
Mean 125.747 125.780 126.055 125.227 126.168
Std Dev 71.386 71.826 72.159 70.658 71.786
Min 31.098 30.700 29.204 29.340 32.110
Max 601.980 564.883 626.737 559.457 535.671
NRMSE
Mean 0.05907 0.05899 0.05920 0.05900 0.05928
Std Dev 0.03681 0.03677 0.03735 0.03719 0.03708
Min 0.01621 0.01780 0.01610 0.01720 0.01650
Max 0.31575 0.36793 0.36233 0.33516 0.33042
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3.5 Reconstruction Across An Edge
Given the analysis performed thus far in Section 3, it is clear that compressive sensing
performs most poorly at edges within a scene (e.g. roads, buildings, fabric targets). In
order to test the difference in reconstructing edges and uniform areas, an edge analysis
was performed across a section of the 264 × 431 × 126 Cooke City, MT radiance scene
which contains a road that is one pixel (approximately 3 meters) wide and surrounded on
both sides by fairly uniform grass, shown in Figure 3.31. Note that the pixel delineated
in the top red box is Point A, the road pixel is Point C, and the pixel delineated in the
bottom red box is Point E.
Table 3.9 describes the spectral angle in radians between the input and reconstructed
images in the “Full Spectrum” case for various nt values across the road. As expected,
the point with the largest spectral angle is the road pixel at Point C. The most dramatic
decrease in spectral angle occurs when nt is increased from 64 to 126 (r = 50% to r =
100%). Table 3.10 demonstrates similar results using Euclidian distance in µW cm−2 sr−1
nm−1.
Figure 3.32 describes the spectral angle in radians and Euclidian distance in µW cm−2
sr−1 nm−1 between input and reconstructed data across road shown in Figure 3.31 on
logarithmic scales. Interestingly, the magnitude of difference as nt changes is relatively
similar in both the spectral angle and Euclidian distance plot. Although the nt = 126
curves demonstrate the best reconstruction across the edge, there remains a distinction
between the road pixel and surrounding grass pixels. This indicates that edges are in-
herently difficult for compressive sensing even as r = 100%. This analysis suggests that
for compressive sensing with low values of r, reconstruction of scenes with fine edges will
likely be poor.
Figure 3.31: Road edge where top pixel is Point A, road pixel is Point C and bottom pixel
is Point E.
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Table 3.9: Spectral Angle (Radians) Between Input and Reconstructed Data Across Road
Point A Point B Point C Point D Point E
nt = 8 7.7396 7.7128 20.4288 8.2199 7.3828
nt = 16 6.0584 6.5588 18.5015 6.8639 5.7532
nt = 32 3.5274 4.1370 14.0678 4.8788 3.4447
nt = 64 2.3462 2.8159 9.1250 3.8833 1.9623
nt = 126 0.2625 0.4747 0.9490 0.7176 0.2625
Table 3.10: Euclidian Distance (µW cm−2 sr−1 nm−1) Between Input and Reconstructed
Data Across Road
Point A Point B Point C Point D Point E
nt = 8 5386 4593 12025 5318 4622
nt = 16 4162 3966 10915 4408 3574
nt = 32 2452 2478 8281 3157 2150
nt = 64 1643 1658 5257 2560 1231
nt = 126 180 280 544 466 163
(a) nt = 4 (b) nt = 8
Figure 3.32: Spectral angle in radians (left) and Euclidian distance in µW cm−2 sr−1 nm−1
(right) between input and reconstructed data across road shown in Figure 3.31.
Chapter 4
Data Cloud Metrics
In this chapter various types of analysis are performed to determine the effect of the
compressive sensing measurement and reconstruction process on the hyperspectral data
cloud in the spectral domain. Any alteration of the data cloud implies a cascading effect
on hyperspectral applications which seek to leverage structures or characteristics of the
cloud (e.g. covariance, convexity, linearity).
4.1 PCA Analysis
Often hyperspectral data are preferred in remote sensing applications under the assump-
tion that more spectral bands will render algorithms more effective. However, processing
time and correlation between bands often force scientists to transform hyperspectral im-
ages (e.g. perform dimensionality reduction) to reduce the number of spectral bands.[34]
One such image transform is principal component analysis (PCA), which is designed to
maximize variability in fewer spectral bands. Typically PCA is performed on hyperspec-
tral data and a small number of eigenvectors needed to represent some percentage of the
variance are retained as the transformed image.
Principal component analysis was performed on the input and reconstructed radiance
images.[35] Figure 4.1 shows the PCA results for the “Three Channel” and “Full Spectrum”
cases. These results were used to calculate the percentage of data represented by the
eigenvectors in Figure 4.2. Note that as nt decreases more eigenvectors are needed to
represent the same amount of variance.
Figure 4.3 describes the number of eigenvectors needed to represent 99% of the vari-
ance in the data for the “Three Channel” and “Full Spectrum” cases. Generally more
eigenvectors are needed as the nt values decreases, indicating that sampling a smaller per-
centage of the data ultimately manufacture false variance in the data. Figure 4.4 shows
the spectral angle between the input and reconstructed first eigenvector for the “Three
Channel” and “Full Spectrum” cases. The spectral angle between the first eigenvectors
53
CHAPTER 4. DATA CLOUD METRICS 54
increases as nt decreases. These results indicate that especially for low values of nt, the
data cloud is being altered by changing the direction of the maximum variance of the data.
Figures 4.5 and 4.6 show false color representations of the first five principal component
bands for the “Three Channel” and “Full Spectrum” cases respectively. In Figure 4.5
the “Three Channel” case false color principal component bands are created using the
principal component band for the input data as red, the principal component band for
nt = 64 as green, and the principal component band for nt = 32 as blue. Similarly, the
“Full Spectrum” case false color principal component bands in Figure 4.6 are created using
the principal component band for the input data as red, the principal component band
for nt = 126 as green, and the principal component band for nt = 64 as blue.
As such, pixels that are black or white demonstrate agreement between the principal
component bands in the input data and in the reconstructions where r = 50% and r =
100%. However, any color indicates disagreement between the PCA results for the three
datasets.
The general absence of color in the first three principal component bands indicate that
reconstructing the data with approximately 50% or 100% of the physical measurements
sampled yields nearly identical PCA results for the eigenvectors with the largest amount
of variance represented. However, in both cases for PC band 4 and PC band 5 we see
significant disagreement between the input and reconstructed data.
Being that we noted previously that only three eigenvectors are needed to represent
99% of the variance for nt = 32, nt = 64, and the input data for the “Three Channel” case,
this is less concerning for Figure 4.5(d) and (e). However, more eigenvectors are needed to
represent the data in the “Full Spectrum” case for nt = 64 and we see even more significant
disagreement in PC band 4 and PC band 5 for this case. These disagreements in PCA
results could certainly cascade into inaccurate results for hyperspectral applications using
PCA analysis for dimensionality reduction or estimation.
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Figure 4.1: PCA eigenvalue results for various nt values for the “Three Channel” recon-
struction in comparison with the input image.
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Figure 4.2: Percentage of data represented by eigenvectors for various nt values for the
“Three Channel” reconstruction in comparison with the input image.
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Figure 4.3: Number of eigenvectors needed to represent 99% of variance for various nt
values for the “Three Channel” reconstruction in comparison with the input image.
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Figure 4.4: Spectral angle between the first eigenvector of the input and reconstructed
image for various nt values for the “Three Channel” reconstruction.
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(a) PC Band 1 (b) PC Band 2 (c) PC Band 3
(d) PC Band 4 (e) PC Band 5
Figure 4.5: False color representations of the first five principal component bands for the
“Three Channel” case, with the input principal component bands represented in red, the
principal component bands for the reconstruction with nt = 64 represented in green, and
the principal component bands for the reconstruction with nt = 32 represented in blue.
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(a) PC Band 1 (b) PC Band 2 (c) PC Band 3
(d) PC Band 4 (e) PC Band 5
Figure 4.6: False color representations of the first five principal component bands for the
“Full Spectrum” case, with the input principal component bands represented in red, the
principal component bands for the reconstruction with nt = 126 represented in green, and
the principal component bands for the reconstruction with nt = 64 represented in blue.
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4.2 Endmember Extraction
Geometric approaches to spectral image analysis for land classification or target detection
algorithms consider a linear mixture model, in which each pixel (spectral vector) is a
linear combination of pure materials. These pure materials (called endmembers) describe
the corners of the data in the convex hull model.[34] Especially at low spatial resolution,
scenes are comprised of mixed pixels such that all pixels typically contain more than one
pure material, which complicates the process of endmember extraction.
The Sequential Maximum Angle Convex Cone (SMACC) spectral tool in ENVI was
used to automatically find endmembers and their abundances in the HSI and CS images.[36]
Endmember extraction was performed in the radiance domain to remove the unknown ef-
fects on the data due to atmospheric compensation. In this method, a convex cone model
(known as Residual Minimization) is used to identify endmembers by finding the brightest
pixel in the image followed by the most different pixel and so on.
The ENVI SMACC parameters were selected to compare both the number of endmem-
bers naturally chosen given some error tolerance as well as the difference in endmember
spectra. The number of endmembers parameter describes the maximum possible number
of endmembers in the image provided the algorithm does not finish iterating based on an
error tolerance. The RMS error tolerance describes the error threshold which the SMACC
process will stop iterating if achieved. A reasonable value for this is to take 1% of the
maximum radiance or reflectance value in the scene.[37]
One of three unmixing constraints must be chosen for the SMACC process. The first
constraint is “Positivity Only,” in which abundances (fractions of endmembers present in
a pixel) are constrained to be greater than zero based on a physical interpretation of the
linear mixture model. The “Sum to Unity or Less” option requires that the sum of the
fractions of each material in a given pixel must be less than or equal to one, meaning that
a pixel cannot have more than 100% material composition. Finally, the “Sum to Unity”
constraint forces the sum of the fractions of each material in a given pixel to be one.
Ideally, the abundance of each endmember within a given pixel would be within [0,1]
and sum to one. However, noise in remote sensing systems will cause the sum of the
abundances in a given pixel to be greater than one.[38] Furthermore, variability within each
endmember will result in the sum of abundances of some pixels to be greater than one. The
“Positivity Only” constraint was chosen to account for variability within each endmember.
Finally, an option to coalesce redundant endmembers exists such that endmembers within
a spectral angle mapper (SAM) threshold value are combined into one endmember.
Table 4.1 describes the total number of endmembers selected for two SMACC trials
for the “Full Spectrum” case. In Trial 1, the RMS error tolerance is defined as 1% of the
maximum radiance of each image. In Trial 2, the RMS error tolerance is defined as approx-
imately 1% of the input image. Despite the change in RMS error tolerance, approximately
the same number of endmembers are chosen for each value of nt. These results show that
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as nt decreases, the number of endmembers dramatically increases because compressive
sensing at low values of nt introduce variability to the data which is interpreted by SMAC
as more endmembers rather than greater variability within an endmember. In fact the
most dramatic increase in number of endmembers is shown when nt drops from 126 to 64
(from r = 100% to r = 50%).
Table 4.1: SMACC Endmember Selection - Full Spectrum
SMACC Trial 1 SMACC Trial 2
Dataset Max Radiance RMS Error Endmembers RMS Error Endmembers
nt = 8 23235 232 459 300 463
nt = 16 24666 247 476 300 478
nt = 32 28719 287 470 300 471
nt = 64 30287 303 449 300 449
nt = 126 33312 333 52 300 59
Input 32766 328 47 300 53
A simple analysis was performed to determine the ideal maximum number of endmem-
bers needed to compare endmember spectra of CS and HSI imagery. Figure 4.7 describes
the endmember spectra for SMACC given various values for the maximum number of
endmembers parameter for the input HyMap HSI image. All four cases yield reasonable
endmember results without much redundancy. Figure 4.8 describes the endmembers cho-
sen given a maximum of six endmembers and Figure 4.9 describes the endmembers chosen
given a maximum of seven endmembers for the HyMap scene. While the endmembers in
Figure 4.8 are easily identifiable classes through visual analysis, the seventh endmember
in Figure 4.9 is noisy and does not correspond to any material. As such, six endmembers
was determined to be ideal for the Cooke City, MT scene.
Figure 4.10 describes the relative error calculated by adding each new endmember for
the SMACC analysis on the CS and HSI images. Despite the previously demonstrated
spatial and spectral inaccuracy in compressively sensed images with low values of nt,
the relative error in adding endmembers generally follows the same trend for all five CS
images and the HSI image. Interestingly, the error for the input image is highest until
four endmembers are identified, upon which it has the lowest relative error.
Figures 4.11 - 4.16 show the six endmembers produced by SMACC for the five “Full
Spectrum” CS reconstructions and the input HyMap HSI image. The spectral smooth-
ness of the endmembers rapidly declines below nt = 126 (r = 100%) and quickly lose
resemblance to the six endmember spectra derived from the input image. It is particu-
larly interesting that for nt values under 126 the ordering with which SMACC identifies
the endmembers changes. For example, unlike in the nt = 126 or input cases, SMACC
identifies the tree class prior to the road class for nt = 64 reconstruction.
Figure 4.17 describes a false color representation of the abundance maps of the end-
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(a) 4 Endmembers (b) 5 Endmembers
(c) 6 Endmembers (d) 7 Endmembers
Figure 4.7: SMACC endmember radiance spectra for input HyMap HSI image.
members where the input maps are shown in red, the nt = 126 maps are shown in green,
and the nt = 64 maps are shown in blue. Given our observation that the endmember
spectra were rapidly degenerating for nt values below 126, the false color maps should
visually demonstrate this disagreement by displaying pixels in blue (abundance only in
the nt = 64 endmember) and yellow (abundance in the input and nt = 126 endmembers).
Indeed the urban, hill terrain, road, and tree endmember maps are colored only in
yellow and blue. The tree member in particular demonstrates that while the nt = 64 tree
endmember agrees with the input and nt = 126 endmembers on where trees are abundant
in the scene, it also includes much of the urban and road portions of the scene which are
not included in its road class. This analysis demonstrates the rapid decline in fidelity of
endmember extraction results using SMACC for r values less than 100%. Being that CS
has proved to lack per pixel spectral accuracy, CS would likely be unable to produce high
fidelity spectral unmixing results.
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(a) Urban (b) Hill Terrain (c) Grass
(d) Road (e) Trees (f) Water/Bright Pixels
Figure 4.8: Six SMACC endmember radiance spectra for input HyMap HSI image.
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(a) Urban (b) Hill Terrain (c) Grass (d) Road





Figure 4.9: Seven SMACC endmember radiance spectra for input HyMap HSI image.
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Figure 4.10: Relative error for SMACC analysis on reconstructed CS data and input
HyMap HSI image for six endmembers.
Figure 4.11: Six SMACC endmembers for “Full Spectrum” case given nt = 8.
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Figure 4.12: Six SMACC endmembers for “Full Spectrum” case given nt = 16.
Figure 4.13: Six SMACC endmembers for “Full Spectrum” case given nt = 32.
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Figure 4.14: Six SMACC endmembers for “Full Spectrum” case given nt = 64.
Figure 4.15: Six SMACC endmembers for “Full Spectrum” case given nt = 126.
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Figure 4.16: Six SMACC endmembers for input HyMap HSI image.
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(a) Urban (b) Hill Terrain (c) Grass
(d) Road (e) Trees (f) Input
Figure 4.17: False color representations of six SMACC endmembers where the endmembers
produced by the input HyMap HSI image are red, the endmembers produced by the
“Full Spectrum” nt = 126 image are green, and the endmembers produced by the “Full
Spectrum” nt = 64 image are blue.
Chapter 5
Application Metrics
Many studies have claimed that hyperspectral imaging is an obvious candidate for compres-
sive sensing because hyperspectral signals are both spatially and spectrally redundant.[7][8]
However, most research has done little more than cite error metrics (such as those described
in Section 3.3) of hyperspectral images within narrow bandwidths. In fact, no research
seems to have even considered the implications of the altered spectral fidelity on perform-
ing atmospheric compensation, which is necessary for other hyperspectral applications
(e.g. target detection). As such, the major motivation behind this chapter is to address
the existing gap of applications of hyperspectral imaging CS analysis.
5.1 Atmospheric Compensation
Typically we assume that the sensor is calibrated, meaning that the recorded signal from
the sensor (often in digital counts) can be converted to radiance reaching the sensor. For
some remote sensing applications (e.g. target detection), estimated surface reflectance is
required rather than radiance. Atmospheric compensation is the process of removing the
atmospheric effects in the measured radiance to estimate surface material properties such
as reflectance. The empirical line method (ELM) employs ground truth to convert digital
counts or radiance to reflectance.[34] In the absence of ground truth, physics-based models
such as the MODTRAN radiation propagation model are used to perform atmospheric
compensation.
Many studies of hyperspectral compressive sensing provide reflectance reconstructions
created from simulating reflectance measurements and reconstructing a reflectance image
rather than simulating radiance measurements and reconstructing a radiance image.[39][40]
Furthermore, the spectral smoothing enforced across the spectrum creates more shallow
absorption features, which ultimately affect the characterization of the atmosphere. As
such, it was critical to this study to determine how the effects of undersampling radi-
ance measurements and reconstructing a radiance image ultimately affect atmospheric
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compensation.
Atmospheric compensation was performed using ENVI’s Fast Line-of-Sight Atmo-
spheric Analysis of Spectral Hypercubes (FLAASH) tool in order to convert a 543x280
pixel 126 band HyMap scene over Cooke City, Montana from radiance to estimated sur-
face reflectance.[41] Table 5.1 outlines the input parameters used to run FLAASH on the
input radiance image.[42],[43] The Aerosol Retrival : 2-Band (K-T) option indicates for
FLAASH to use a ratio method for dark pixels when possible to estimate the visibility for
the scene.[44] As such, the estimated visibility changes for the various images although
the initial estimation for visibility is the same.
The estimated visibility calculated using this ratio for various nt values for the “Three
Channel” and “Full Spectrum” cases are shown in Table 5.2. Interestingly, as nt decreases
(fewer physical measurements taken), the estimated visibility also decreases. This implies
that under sampling the physical data somehow modifies the scene radiance in a way
similar to the effect of increasing aerosol loading.
Table 5.1: FLAASH Inputs
Latitude 109◦56′4.92′′
Longitude 45◦1′11.64′′
Sensor Altitude (km) 3.780
Ground Elevation (km) 2.377
Pixel Size (m) 3
Flight Date July 4, 2006
Flight Time (GMT) 15:20:00
Model Mid-Latitude Summer
Water Absorption Feature (nm) 1135
Aerosol Model Rural
Aerosol Retrieval 2-Band (K-T)
Initial Visibility (km) 24
Spectral Polishing no
Wavelength Recalibration no
Table 5.2: FLAASH Visibility (km)
Three Channel Full Spectrum Input
nt = 4 18.1 nt = 8 18.8 input 36.4
nt = 8 23.8 nt = 16 24.5
nt = 16 30.2 nt = 32 30.2
nt = 32 34.5 nt = 64 34.0
nt = 64 36.0 nt = 126 36.2
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Figure 5.1 describes the FLAASH-derived reflectance scene and a target panel pixel, a
dense forest pixel, an intersection pixel, a grass pixel and a building pixel used for spectral
comparison of the reconstructed and input reflectance images. Figures 5.2 - 5.11 show the
estimated surface reflectance plots (scaled by 10,000) for the various pixels shown in Figure
5.1 for the “Three Channel” and “Full Spectrum” cases. Note that FLAASH classifies
bands in which the atmospheric transmission is below a threshold as bad bands since the
transmission is too low to retrieve surface reflectance. For some of the full spectrum (126
band) images, band 63 (1389.3 nm) and band 64 (1404.2 nm) were classified as bad bands,
therefore these two bands are omitted from all full spectrum images for better comparison.
As our previously mentioned motivation for performing atmospheric compensation in-
dicates, we expect the spectral smoothing enforced in the reconstruction to smooth over
absorption features. In particular, we are expecting significantly more shallow absorption
features at 1400 nm and 1900 nm in the reconstruction in comparison to the input spec-
trum. Note again that the SWIR channel reconstructions for the “Three Channel” case
are consistently closer to the Input spectra than the visible/NIR channel in the “Three
Channel” case and the “Full Spectrum” spectra. This is due to the fact that the r value,
which describes the percentage of data measured, is much higher for Channel 2 and 3 than
Channel 1 or for the “Full Spectrum” images.
As was the case in the radiance spectral comparison, the reconstructions with r = 50%
and 100% tend to most accurately conform to the input spectrum. There is no obvious
linear relationship between accuracy and r for lower values of nt. In fact, there are features
in which the spectrum for r = 25% is worse than reconstructed spectra of lower nt values.
We do, however, see particularly poor reconstructions for all nt values lower than 126
(r < 100%) in the “Full Spectrum” case for 2000-2500 nm. In fact, the “Three Channel”
reconstructions between 2000-2500 nm are only somewhat accurate for vegetation pixels
(dense forest pixel in Figure 5.4 and grass pixel in Figure 5.8). This suggests that appli-
cations requiring accurate SWIR spectra, especially for manmade materials, would not be
good candidates for using compressively sensed data. Furthermore, the erroneous spectral
features created across the spectrum indicate that rare point target detection (investigated
below in Section 5.2), especially where the accurate representation of particular spectral
features is critical, would be difficult with CS input data.
Ultimately, these results serve to remind us that error metrics (RMSE, L2 error, L∞
error) do not and cannot describe how the entire spectrum is altered through the CS
measurement and reconstruction processes. These errors do not reveal where the recon-
struction alters, understates, exaggerates, or simply creates new spectral features. They
simply look at differences across the spectrum to produce per-pixel error maps or an av-
erage error for the scene. It is absolutely critical to hyperspectral applications to analyze
the radiance spectra and the feasibility of performing atmospheric compensation on the
data to characterize the scene in reflectance. The accuracy of the reflectance spectra
fundamentally determines the utility of CS in many hyperspectral applications.
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(a) Reflectance Scene
(b) Target Panel (c) Dense Forest (d) Intersection
(e) Grass (f) Building
Figure 5.1: Various pixels in scene for spectral comparison of reconstructed and input
reflectance images calculated by FLAASH from input 543x280 pixel 126 band HyMap
radiance scene over Cooke City, Montana.
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Figure 5.2: Reflectance spectra for target panel pixel shown in Figure 5.1(b) calculated
by FLAASH for Three Channel reconstruction.
Figure 5.3: Reflectance spectra for target panel pixel shown in Figure 5.1(b) calculated
by FLAASH for Full Spectrum reconstruction.
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Figure 5.4: Reflectance spectra for dense forest pixel shown in Figure 5.1(c) calculated by
FLAASH for Three Channel reconstruction.
Figure 5.5: Reflectance spectra for dense forest pixel shown in Figure 5.1(c) calculated by
FLAASH for Full Spectrum reconstruction.
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Figure 5.6: Reflectance spectra for intersection pixel shown in Figure 5.1(d) calculated by
FLAASH for Three Channel reconstruction.
Figure 5.7: Reflectance spectra for intersection pixel shown in Figure 5.1(d) calculated by
FLAASH for Full Spectrum reconstruction.
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Figure 5.8: Reflectance spectra for grass pixel shown in Figure 5.1(e) calculated by
FLAASH for Three Channel reconstruction.
Figure 5.9: Reflectance spectra for grass pixel shown in Figure 5.1(e) calculated by
FLAASH for Full Spectrum reconstruction.
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Figure 5.10: Reflectance spectra for building pixel shown in Figure 5.1(f) calculated by
FLAASH for Three Channel reconstruction.
Figure 5.11: Reflectance spectra for building pixel shown in Figure 5.1(f) calculated by
FLAASH for Full Spectrum reconstruction.
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5.2 Target Detection
Typically target detection involves searching an image for a known and potentially un-
resolved (subpixel) target signature. Target detection usually requires background sup-
pression in order to separate potential target pixels and background pixels followed by
signature matching. Prior to this analysis, little research has shown the utility of com-
pressively sensed and reconstructed data for target detection. In fact, Zhang et al. suggest
performing target detection with hyperspectral CS data in their 2011 CS target detection
study within a narrow visible bandwidth.[45]
ENVI’s Adaptive Coherence Estimator (ACE) algorithm was used to generate target
detection maps for four fabric target panels.[46] Table 5.3 describes the material, size, and
color of the four target panels. Note that although targets F1 and F2 are the same size as
the HyMap ground sampling distance (GSD) for the Cooke City, MT data set, the four
target panels are all effectively subpixel targets because the 3m x 3m targets do not fall
exactly in one pixel.[42] The estimated surface reflectance generated by FLAASH for the
“Three Channel” and “Full Spectrum” cases described in Section 5.1 were input to ACE
as well as both field and lab spectra for all four targets. Note that the bad bands lists
generated by FLAASH for each reflectance image were processed such that the total bands
processed in the “Full Spectrum” case vary from 124 to 126 total bands.
Table 5.3: Fabric Targets
Name Material Size Color
F1 Cotton 3m x 3m Red
F2 Nylon 3m x 3m Yellow
F3 Cotton 2m x 2m Blue
F4 Nylon 2m x 2m Red
Tables 5.4 - 5.5 show the number of false alarms for detecting the four fabric panels
in the “Three Channel” and “Full Spectrum” cases, respectively. Note that in the case
of this data we cannot create receiver operating characteristic (ROC) curves because only
one target pixel exists for each target. In this case we provide the number of false alarms
as a metric of how well we can detect the targets. In both cases, the number of false alarms
detected before the target pixel is detected rapidly increases as nt decreases. These results
generally show that an r value of between 50% and 100% is necessary to obtain comparable
target detection results to traditionally sensed imagery for subpixel targets. For lower nt
values, however, target detection results are poor and there is not necessarily a strong
correlation between nt and false alarms.
The “Full Spectrum” case generally has poorer target detection results with more false
alarms. This difference in performance can easily be explained by differences in the SWIR
channels and the water absorption channels. Firstly, the “Three Channel” case naturally
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Table 5.4: ACE False Alarms (Three Channel)
nt=4 nt=8 nt=16 nt=32 nt=64 Input
F1f 47438 9713 38543 9758 1 2
F1l 54718 5275 3831 6 0 0
F2f 18449 26468 803 2 3 3
F2l 6212 2937 130 3 3 0
F3f 112369 11511 31962 110542 8528 8299
F3l 128732 80909 3542 81 0 0
F4f 120514 78944 22858 577 69 0
F4l 113573 48472 8960 0 6 0
Table 5.5: ACE False Alarms (Full Spectrum)
nt=8 nt=16 nt=32 nt=64 nt=126 Input
F1f 14182 1151 207 644 4 2
F1l 23094 824 218 526 2 0
F2f 129761 4631 3882 43 6 3
F2l 147702 7013 4246 73 6 0
F3f 55799 9600 20397 13200 918 8299
F3l 46064 4489 58733 7657 2 0
F4f 106091 5983 5699 4476 98 0
F4l 131827 10174 42049 3651 104 0
has better reconstructions in the SWIR bands than the “Full Spectrum” case because they
have higher r values for the same nt value in the “Three Channel” case. Furthermore,
the absence of the noise on the edges of the water absorption bands and the discrepancies
in depth of the water absorption features may make the “Full Spectrum” data poorer for
target detection.
Subpixel target detection for compressively sensed and reconstructed data is naturally
poor due to the per pixel spectra and data cloud alteration. Algorithms in which we
compare a known spectrum to a remotely sensed spectrum will be especially affected by
poor spectral reconstruction. The poor spectral quality of reconstructed compressively
sensed data increase the likelihood of a target pixel spectrum moving further away from
the desired target spectrum and decreasing the target likelihood score of that pixel.
Further target detection analysis with different algorithms, targets, data dimensionality
reduction, and noise reduction would be especially useful in assessing the utility of CS
for target detection. Full or multi-pixel target detection may be less affected by the
neighborhood smoothing operations implemented in CS reconstructions and therefore yield
better target detection maps.
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5.3 Land Classification
Remote sensing imagery is frequently used to create land classification maps in which a
scene is classified into material or land cover classes. In supervised land classification
algorithms, a user supplies the algorithm with training data used to develop a model for
each class. Pixels in the scene are then tested against each class model using some sort of
metric and assigned to a particular class.
Land classification was performed on a 403x195 pixel 126 band HyMap scene over
Cooke City, MO using training data supplied by the freely available online Rochester
Institute of Technology hyperspectral classification test website.[47] ENVI’s Spectral Angle
Mapper (SAM), Maximum Likelihood and Mahalanobis Distance classification algorithms
were used to detect buildings, trees, grass, road, and hill terrain using the training data
shown in Figure 5.12.
Figure 5.12: Classification test image of Cooke City, MO with training data supplied by
classification test website overlaid. The training data consists of the following five classes:
buildings (red), trees (green), grass (blue), road (yellow) and grey/hill terrain (cyan).
Tables 5.6 and 5.7 show the percentages of correctly classified pixels for all three
classification algorithms for the “Three Channel” and “Full Spectrum” case respectively.
While there continues to be a trend of more accurate results for higher nt values, in this
particular land classification problem we see fairly accurate land classification results even
at low values of nt.
Note that we performed the land classification analysis with three hard classifiers, in
which every pixel must be classified in one class. As such, even if the spectra are altered
through compressive sensing and reconstruction, it is unlikely that a pixel will move so
many standard deviations away from a class that it will jump to another class. Switching
classes is even less likely in well separated classes, as is the case with this image and
training data.
This suggests that compressively sensing large areas with low sampling could yield
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Table 5.6: Percentage of Correctly Classified Pixels for Three Channel Data
Algorithm nt = 4 nt = 8 nt = 16 nt = 32 nt = 64 Input
SAM 50.8 66.8 76.9 80.8 82.1 81.9
Maximum Likelihood 85.1 87.1 88.3 90.1 89.3 86.8
Mahalanobis Distance 87.3 90.3 93.2 95.3 96.1 96.6
Table 5.7: Percentage of Correctly Classified Pixels for Full Spectrum Data
Algorithm nt = 8 nt = 16 nt = 32 nt = 64 nt = 126 Input
SAM 61.3 71.2 78.8 80.9 81.9 81.9
Maximum Likelihood 81.4 83.2 84.9 86.1 87.6 86.8
Mahalanobis Distance 83.7 85.5 88.3 91.3 95.3 96.6
useful land classification maps without forfeiting accuracy or GSD. These results agree with
typical observations that compressively sensed images are visually appealing, especially on
a global level. Note that zooming in on edge features, as was shown in Figures 3.3 and 3.7,
reveals that low nt values yield visually poorer reconstructions. Ultimately, while per-pixel
accuracy varies throughout the scene, the total image reconstructed with r values of 6%
or less generally matches the traditionally sensed scene.
Table 5.8: Multispectral Spectral Bands
Band QuickBird WorldView-2
1 450 - 520 nm 400 - 450 nm
2 520 - 600 nm 450 - 510 nm
3 630 - 690 nm 510 - 580 nm
4 760 - 900 nm 585 - 625 nm
5 - 630 - 690 nm
6 - 705 - 745 nm
7 - 770 - 895 nm
8 - 860 - 900 nm
One question of interest that arises from the relative success of CS land classification
given low values of nt is how CS would compare with traditional multispectral imag-
ing. Table 5.8 describes the spectral ranges of multispectral instruments QuickBird and
WorldView-2. QuickBird has four channels ranging from 450-900nm while WorldView-2
has eight channels ranging from 400-900nm. We spectrally downsampled the 126 band
HyMap HSI input data to the multispectral bands for these two multispectral sensors in
order to perform similar land classification analysis for MSI. Note that HyMap does not
measure in the range of the WorldView-2 coastal Band 1 (400-450nm) so this band was
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omitted in the following analysis.
Table 5.9 describes the percentage of correctly classified pixels for compressive sensing,
multispectral traditional sensing, and hyperspectral traditional sensing. The four CS
columns show the results for r = 50% and r = 100% in the “Three Channel” and “Full
Spectrum” cases. The QuickBird (QB) land classification was performed with the four
QuickBird bands outlined in Table 5.8. The WorldView-2 (WV-2) land classification was
performed for only seven of the eight WorldVew-2 bands, as stated above.
Table 5.9: Percentage of Correctly Classified Pixels for CS, MSI, and HSI
Three Channel Full Spectrum MSI HSI
Algorithm nt = 4 nt = 8 nt = 8 nt = 16 QB WV-2 Input
SAM 50.8 66.8 61.3 71.2 68.1 70.8 81.9
Maximum Likelihood 85.1 87.1 81.4 83.2 89.7 90.7 86.8
Mahalanobis Distance 87.3 90.3 83.7 85.5 90.4 88.5 96.6
Interestingly, the multispectral classification results are generally better for the Max-
imum Likelihood classifier than both the CS and traditionally sensed HSI. However, our
best results from the Mahalanobis Distances show that the CS and HSI images produce
better land classification maps due to the finer spectral resolution and greater spectral
range.
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5.4 Anomaly Detection
A common image analysis task is to perform anomaly detection on a scene. In anomaly
detection we assume that any anomalous pixel (unknown target) somehow deviates from
the background in the image. As such, anomaly detection consists of characterizing a
model for the background of the image and then identifying pixels that significantly deviate
from that model.
ENVI’s RX (Reed-Xiaoli) anomaly detection tool was used to create anomaly detection
maps.[48] This statistical approach defines the measure on anomalousness R of any given
pixel x as
R(x) = (x−m)TS−1(x−m) (5.1)
where m is the background mean and S is the background spectral covariance matrix.[34]
Finally some threshold is determined by the user such that a value of R above that thresh-
old is considered anomalous and conversely anything below that threshold is background.
Figures 5.13 - 5.14 describe false color thresholded RX results using a threshold RX
value of the top 1% most anomalous pixels of the input data for the “Three Channel” and
“Full Spectrum” cases, respectively. Note that the thresholded anomalies were assigned
a value of 1 such that the range of how anomalous a particular pixel is was lost. In both
cases, the general area of where anomalous pixels are identified remain the same for the
traditional HSI and CS images. RX finds buildings in the scene to generally be considered
anomalous in the input and reconstructed data, although there is some disagreement on
the edges of the buildings. This is likely due to error in reconstructing edges in the scene
due to the spatial smoothing performed in the reconstruction algorithm.
Tables 5.10 - 5.11 describe the number of anomalies in the threshold RX anomaly
results using threshold RX values of the top 5%, 3%, 2%, and 1% most anomalous pixels
of the input data for the “Three Channel” and “Full Spectrum” cases, respectively. About
1.5-2 times as many pixels are considered anomalous in the “Three Channel” reconstructed
data than in the input data given the same thresholds. Similarly, about 2-3 times as many
pixels are considered anomalous in the “Full Spectrum” reconstructed data than in the
input data given the same thresholds. This indicates that RX algorithm considers more
pixels in the reconstructed data as anomalous than in the input data. This is likely a
direct result of the CS process adding variance to the data, as shown in Section 4.
The histograms of the RX detection statistic for the “Three Channel” and “Full Spec-
trum” case are shown in Figure 5.15. Pixels with values closer to 0 in RX anomaly
detection maps are considered to be background pixels. Conversely, the highest-valued
pixels are considered the most anomalous pixels. The histograms show that in both the
“Three Channel” and “Full Spectrum”, as nt decreases the background pixels distribution
is broadened.
The distribution of the background pixels in the “Three Channel” case qualitatively
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transforms from a unimodal Gaussian distribution (input, nt = 64, nt = 32) to a bi-
modal Gaussian distribution (nt = 16, nt = 8, nt =4). Similarly, the distribution of the
background pixels in the “Full Spectrum” case qualitatively transforms from a unimodal
Gaussian distribution (input, nt = 126) to a bimodal Gaussian distribution (nt = 64, nt
= 32, nt = 16, nt = 8). Therefore, nt must be high enough such that r is at least 50% in
order to avoid altering the background statistics of the data. However, while decreasing
nt changes the background statistics of the data, the same general areas within the scene
are described as anomalous by RX.
(a) Thresholded RX Map (b) Input
Figure 5.13: False color representations of the input and “Three Channel” thresholded
RX anomaly maps using a threshold RX value of the top 1% most anomalous pixels of
the input data. The input thresholded RX map represented in red, the “Three Channel”
nt = 64 thresholded RX map represented in green, and the “Three Channel” nt = 32
thresholded RX map represented in blue.
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(a) Thresholded RX Map (b) Input
Figure 5.14: False color representations of the input and “Full Spectrum” thresholded
RX anomaly maps using a threshold RX value of the top 1% most anomalous pixels of
the input data. The input thresholded RX map represented in red, the “Full Spectrum”
nt = 126 thresholded RX map represented in green, and the “Full Spectrum” nt = 64
thresholded RX map represented in blue.
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Figure 5.15: Histogram of RX anomaly detection maps using FLAASH output for “Three
Channel” reconstruction (top) and “Full Spectrum” reconstruction (bottom).
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Table 5.10: Number of Anomalies in Thresholded RX Anomaly Maps for Three Channel
Data
Threshold Value
Data Input 5% Input 3% Input 2% Input 1%
Input 7603 4562 3041 1521
nt = 4 16480 10839 7038 2490
nt = 8 16295 10260 6379 2187
nt = 16 15557 9379 5798 2015
nt = 32 11683 7074 4372 1712
nt = 64 8828 5971 4256 2038
Table 5.11: Number of Anomalies in Thresholded RX Anomaly Maps for Full Spectrum
Data
Threshold Value
Data Input 5% Input 3% Input 2% Input 1%
Input 7603 4562 3041 1521
nt = 8 22612 15577 10528 3756
nt = 16 21893 14919 9904 3465
nt = 32 21133 14100 9306 3319
nt = 64 20541 13360 8737 3104
nt = 126 19525 13638 9548 3794
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5.5 NDVI
The normalized difference vegetation index (NDVI) describes the health or abundance
of vegetation in the scene. This metric takes advantage of the fact that some spectral
bands are sensitive to vegetative health and takes a simple band ratio to create vegetative
health maps. The NDVI for the reconstructed CS images and the input traditionally
sensed images were calculated to analyze whether effective biomass monitoring could be
performed for low r values instead of traditionally measuring the entire spatial and spectral





where NIR is the per-pixel reflectance for a wavelength in the near infrared and RED
is the per-pixel reflectance for a wavelength in the red. [34] The RED wavelength for
the following is 630 nm and the NIR wavelength is 745.4 nm. Figure 5.16 shows the
histograms of the NDVI values for the “Three Channel” and “Full Spectrum” cases. In
both cases, the histograms are most similar for higher values of nt, although the general
shape of the histograms are similar.
Figures 5.17 and 5.18 show the NDVI maps for the various nt values with comparison
to the input image for the “Three Channel” and “Full Spectrum” case, respectively. As
expected from the visual results above, low nt value images that blur edges and texture in
the scene result in blurred NDVI maps. Furthermore, the NDVI maps created from recon-
structions with lower nt values have extremely polarized NDVI values in comparison with
the NDVI map created from the input image. This suggests that vegetation monitoring
using NDVI in which the distinctions within the range of healthy vegetation are critical
would require CS imagery with at least 25% of the physical measurements sampled.
Figure 5.19 and Figure 5.20 describe false color representations of thresholded NDVI
maps for the “Three Channel” and “Full Spectrum” cases with NDVI threshold values of
0.50, 0.75, 0.95 and 0.99. Note that for these figures, the NDVI results are inverted for
printing such that the black areas describe vegetation (NDVI = 1) and the white areas
are not vegetation (NDVI = 0). In these figures, an NDVI value greater These maps
indicate that for lower thresholds there is almost complete agreement between the NDVI
results from traditional HSI and CS images. For very high NDVI thresholds, there is some
disagreement between NDVI results from traditional HSI and CS images where r ≤ 50%,
however the general regions where dense and healthy vegetation are identified remain the
same.
Much like our observations with hard land classification above, it is highly unlikely
for a pixel to jump from one end of the NDVI spectrum to another, especially judging by
the general spectral agreement between the reconstructed and original data along the red
edge. As such binary NDVI decision maps would yield basically the same results whether
r is closer to 5% or 100%. CS would thus be a good candidate for mapping urban forests
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as well as simple traffic ability maps. This analysis again demonstrates that CS holds
promise in large scale image classification and monitoring without requiring the amount
of physical measurements taken by traditional hyperspectral sensors.
Figure 5.16: Histograms for the NDVI maps calculated from the reconstructed images for
the “Three Channel” (top) and “Full Spectrum” (bottom) cases and the input image.
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(a) nt = 4 (b) nt = 8 (c) nt = 16
(d) nt = 32 (e) nt = 64 (f) Input
Figure 5.17: NDVI maps calculated from the reconstructed images for various nt values
in the “Three Channel” case and the input image.
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(a) nt = 4 (b) nt = 8 (c) nt = 16
(d) nt = 32 (e) nt = 64 (f) Input
Figure 5.18: NDVI maps calculated from the reconstructed images for various nt values
in the “Full Spectrum” case and the input image.
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(a) NDVI ≥ 0.50 (b) NDVI ≥ 0.75 (c) NDVI ≥ 0.95
(d) NDVI ≥ 0.99 (e) Input
Figure 5.19: False color representations of the thresholded NDVI maps for the “Three
Channel” case, with the input thresholded NDVI maps represented in red, the thresholded
NDVI maps for the reconstruction with nt = 64 represented in green, and the thresholded
NDVI maps for the reconstruction with nt = 32 represented in blue. Note that the NDVI
results are inverted for printing such that the black areas describe vegetation (NDVI = 1)
and the white areas are not vegetation (NDVI = 0).
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(a) NDVI ≥ 0.50 (b) NDVI ≥ 0.75 (c) NDVI ≥ 0.95
(d) NDVI ≥ 0.99 (e) Input
Figure 5.20: False color representations of the thresholded NDVI maps for the “Full Spec-
trum” case, with the input thresholded NDVI maps represented in red, the thresholded
NDVI maps for the reconstruction with nt = 126 represented in green, and the thresholded
NDVI maps for the reconstruction with nt = 64 represented in blue. Note that the NDVI
results are inverted for printing such that the black areas describe vegetation (NDVI = 1)




Compressive sensing has emerged in the past decade as an alternative to traditional imag-
ing and has recently been proposed for remotely sensed hyperspectral imaging. However,
few studies have explored the effect of CS on resulting image quality and utility. In fact,
past studies typically report qualitatively good CS reconstructions and various spectral
error metrics to demonstrate the quality of CS data. This thesis aimed to extend such
analysis to include research on how CS affects the data cloud. Most importantly, the ob-
jective of this research was to determine the utility of CS in remote sensing hyperspectral
imaging applications. Note that this thesis does not propose determining an image utility
metric, but rather takes a brute force approach to determine how CS will work in different
applications.
Qualitative analysis of reconstructed CS data in Section 3.1 demonstrated the ability of
CS to produce true color imagery for visual analysis. However, qualitative analysis of the
reconstructed CS spectra in Section 3.2 and various error metrics demonstrated in Section
3.3 identified that per-pixel spectral fidelity rapidly declines for low amounts of physical
data measured (r). This was especially apparent in areas of texture, material diversity,
and edges, as demonstrated in Section 3.2.1 and in Section 3.5. Furthermore, Section 4
demonstrated that CS alters the data cloud which ultimately affects data processing as
evidenced by altered PCA and endmember results.
Section 5.1 demonstrated that atmospheric compensation with CS data provides poor
estimated surface reflectance for values of r less than 50% in the cases tested in this
research. Similarly, subpixel target detection results were poor for r values less than 50%,
demonstrated in Section 5.2. However, Sections 5.3-5.5 demonstrated the potential use of
CS in land classification, anomaly detection, and biomass mapping. In these applications,
the spectra are not altered enough by CS to affect decision making. These preliminary
results suggest that while CS clearly alters the data, it may not affect results in particular
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hyperspectral applications despite measuring a small percentage of the data.
6.2 Future Work
If we consider this thesis to be a preliminary study on the utility of compressive sensing in
hyperspectral applications, the end goal of future research would be to identify applications
and circumstances under which CS could perform better than traditional HSI. Ultimately
the final step of future research would be not only to see where CS could be useful, but
how to optimize CS to yield the best data and results. With this in mind, I recommend
applying the analysis techniques in this research to different CS sensor models, different
CS reconstruction models, and different hyperspectral scenes of varying spatial extent and
material composition.
Furthermore, I recommend extending the target detection to include full or multi-pixel
targets using different target detection algorithms. The land classification analysis would
benefit from including classes that are not well-separated in a more variable scene as well
as using different classifiers. Certainly this research would benefit from exploring more
hyperspectral applications than those analyzed in Section 5.
Finally, this thesis assumes that the sensor model is perfectly calibrated, which is
extremely difficult to do in practice with these systems. A full calibration analysis of the
CS sensor is necessary prior to making definitive conclusions on the potential utility of
compressive sensing in hyperspectral applications.
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