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Abstract. By capturing the anisotropic water diffusion in tissue, dif-
fusion magnetic resonance imaging (dMRI) provides a unique tool for
noninvasively probing the tissue microstructure and orientation in the
human brain. The diffusion profile can be described by the ensemble
average propagator (EAP), which is inferred from observed diffusion sig-
nals. However, accurate EAP estimation using the number of diffusion
gradients that is clinically practical can be challenging. In this work, we
propose a deep learning algorithm for EAP estimation, which is named
learning-based ensemble average propagator estimation (LEAPE). The
EAP is commonly represented by a basis and its associated coefficients,
and here we choose the SHORE basis and design a deep network to esti-
mate the coefficients. The network comprises two cascaded components.
The first component is a multiple layer perceptron (MLP) that simulta-
neously predicts the unknown coefficients. However, typical training loss
functions, such as mean squared errors, may not properly represent the
geometry of the possibly non-Euclidean space of the coefficients, which
in particular causes problems for the extraction of directional informa-
tion from the EAP. Therefore, to regularize the training, in the sec-
ond component we compute an auxiliary output of approximated fiber
orientation (FO) errors with the aid of a second MLP that is trained
separately. We performed experiments using dMRI data that resemble
clinically achievable q-space sampling, and observed promising results
compared with the conventional EAP estimation method.
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1 Introduction
Diffusion magnetic resonance imaging (dMRI) enables noninvasive investigation
of brain connectivity and tissue microstructure by capturing the anisotropic
water diffusion in tissue. The diffusion profile can be described by the ensemble
average propagator (EAP), where both directional and scalar properties of tissue
can be derived [5].
Various methods have been proposed to estimate the EAP. For example,
diffusion spectrum imaging (DSI) densely samples the q-space and takes the
inverse Fourier transform of the normalized diffusion signals to compute the
EAP. However, DSI uses a large number of measurements, which requires a
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long acquisition time and is impractical for clinical use. Therefore, to reduce the
number of required measurements, methods have been developed to model the
diffusion signals with an adequate basis, and EAP estimation is equivalent to
the estimation of basis coefficients [1, 2, 8].
Deep learning has been successfully applied to many computer vision tasks [7],
including the computation of some diffusion properties [4]. In [4], a multiple
layer perceptron (MLP) has been used to predict scalar diffusion features, such
as tissue microstructure and diffusion kurtosis, and the quality of estimation is
improved. However, extending the MLP structure to estimate the EAP—i.e.,
a vector of basis coefficients—is not trivial, because the coefficients could lie
in a non-Euclidean space. Typically used training error measures, such as mean
squared errors, may not properly define the difference between the estimated and
training EAPs, which in practice causes problems in particular for the extraction
of directional information from the EAP.
In this work, we propose a deep learning algorithm for EAP estimation, which
is named learning-based ensemble average propagator estimation (LEAPE). We
select the SHORE basis for demonstration, which allows closed-form computa-
tion of some diffusion features [8]. LEAPE comprises two cascaded components.
The first component is an MLP that simultaneously predicts the basis coeffi-
cients. Then, using the output of the first component and the training EAPs,
we compute an auxiliary output of fiber orientation (FO) errors in the second
component to regularize the training. Since the computation of the FO error is
complex and its gradient is hard to compute for training, the FO error is approx-
imated with the aid of a second MLP, which is trained separately. The network
was trained using dMRI data densely sampling the q-space and evaluated on
dMRI data resembling clinically achievable q-space sampling. Promising results
were observed compared with conventional EAP estimation.
2 Methods
2.1 EAP Representation Using the SHORE Basis
Suppose the diffusion signal associated with a diffusion gradient qk (k = 1, . . . ,K)
is denoted by S(qk) and the signal without diffusion weighting is S0. We call
yqk = S(qk)/S0 the normalized diffusion signal, which can be continuously mod-
eled using the SHORE basis [8]
yqk =
N∑
n=0
n∑
l=0
l∑
m=−l
cnlmΦnlm(qk). (1)
Here, Φnlm is the basis element (see [8] for its expression) with the radial order n,
angular order l, and angular degree m, cnlm is Φnlm’s coefficient, and N is the
maximal radial order. The EAP P (R) with displacement R is calculated from
the diffusion signal yqk using a Fourier transform, which leads to
P (R) =
N∑
n=0
n∑
l=0
l∑
m=−l
cnlmΨnlm(R). (2)
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Fig. 1. An example of the directional information extracted from the EAPs estimated
by a simple MLP and gold standard EAPs: (a) ODFs and (b) FOs (overlaid on FA).
Here, Ψnlm(R) is determined by n, l, m, and R (see [8] for its specification).
Therefore, the EAP is known once the coefficients are obtained, and we will use
the estimation of EAPs and these coefficients interchangeably.
We can write Eq. (1) in a matrix form y = Φc, where y = (yq1 , . . . , yqK ),
Φ is a matrix consisting of the values of basis elements in each diffusion gradient,
and c is the vector of the basis coefficients. Then, c can be estimated by solving
an `1- or `2-norm regularized least squares problem [8].
From the EAP, scalar and directional information about diffusion can be ex-
tracted. In particular, the orientation distribution function (ODF), which plays
an important role in fiber tract reconstruction, can be obtained using a linear
transformation of c. Briefly, let v be the ODF values sampled in a set of discrete
directions. We have v = Υc, where Υ is a constant matrix encoding the sampled
directions (see [8] for its specification). Then, FOs can be extracted by selecting
the peak directions in ODFs, and they are key features for fiber tracking and
brain connectivity computation.
2.2 A Deep Network for EAP Estimation
Deep learning has recently been applied to dMRI analysis, where tissue mi-
crostructure is estimated using an MLP with three hidden layers, and improved
estimation results have been demonstrated [4]. However, in [4] estimation of di-
rectional information has not been explored, and for each new scalar diffusion
property of interest, another deep network needs to be constructed. If the EAP
could be directly estimated using a deep network, then all information encoded
in the EAP would be readily extracted.
A straightforward strategy for EAP estimation would be to modify the MLP
in [4] by giving vectors of coefficients at the output layer. However, typical loss
functions, such as the mean squared error used in [4], cannot guarantee to prop-
erly capture the structure of the coefficients, which could lie in a non-Euclidean
space. For example, we observed that the extraction of directional information
of ODFs and FOs from the EAPs can be problematic with such a strategy. Fig. 1
gives an example of the ODF and FOs (overlaid on fractional anisotropy (FA))
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Fig. 2. The proposed deep network for EAP estimation: (a) the complete network in
the training phase and (b) the part used in the test phase for EAP estimation. The
input and output of the network are indicated by green and orange, respectively.
extracted from the EAPs estimated using this simple strategy. The horizontal
peak of the ODF is not preserved, and incorrect FO configurations with missing
FOs can be observed. Even if a loss function that properly defines the difference
of EAP coefficients can be discovered, computing its gradient in the training
process can be nontrivial.
In this work, we propose a deep network structure described in Fig. 2(a),
which uses the error of FOs as an auxiliary variable to regularize the computation
of the EAP in the training phase. The network comprises two major components:
1) an MLP (MLP1) that transforms the normalized diffusion signals y to the
basis coefficients that represent the EAP; and 2) the mapping Υ to compute
ODF values in sampled directions for the estimated EAP cˆ and the training
EAP c, followed by another MLP (MLP2) that approximates the errors of FO
estimation using the estimated ODF vˆ and the ODF v computed from the
training EAP. The approximated FO error is denoted by e˜FO. Note that Υ
is known when the sampled directions are determined and is not trainable; and
here we use 100 sampled directions. The second MLP is used to approximate the
FO error because direct computation of the FO error from the ODF consists of
complicated steps and the gradient of the error is difficult to compute during the
training process. In this way, the gradient of the FO error can be easily computed
for training the network. Like in [4], each MLP has three hidden layers. In each
hidden layer, we use 500 units, which are more than the number used in [4],
because we observed that EAP computation requires higher expressive power of
the MLP. In the test phase, only the first component of the network is needed
for EAP computation, as shown in Fig. 2(b).
2.3 Training and Evaluation
The two MLPs were trained separately in three steps as follows. First, we trained
the first component (MLP1) individually using only the mean squared errors of
the EAP coefficients as the loss function. This step gives initial estimates of the
EAPs and ODFs of the training samples, which are computed from the training
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diffusion signals. Second, using the estimated ODFs in the first step, the ODFs
directly computed from the training EAPs, and the FO errors between these
ODFs (computed using their peaks and the error measure in [12]), we trained
the second MLP to approximate the FO error computation, where the mean
squared errors of FO errors were used as the loss function. Finally, we fixed the
second MLP and trained the entire network by minimizing the weighted sum of
the approximated FO errors and mean squared errors of EAP coefficients
L =
∑
i
(
α||cˆi − ci||22 + e˜FO,i
)
, (3)
where i is the index of training samples and α is a weighting constant (set to
α = 0.5 empirically). In each training step, we used the Adam algorithm [6] as
the optimizer, where the learning rate was 0.001 and the batch size was 128, and
10% of the training samples were used as a validation set to prevent overfitting.
The number of epochs was 10 for the first and final training steps and 40 for the
second step. The network was implemented using Keras (http://keras.io/).
We used a strategy similar to [4] to produce training data. For each dataset
of dMRI scans that are acquired with a fixed set G of diffusion gradients, one
deep network is trained. To acquire training EAPs (and thus the diffusion fea-
tures computed from them), training dMRI scans need to be acquired with a
set G˜ of diffusion gradients. G˜ should densely sample the q-space, and satisfy
G ⊆ G˜. Then, each voxel in the training scans is a training sample. The EAPs
estimated by the conventional SHORE method using the complete diffusion gra-
dients G˜ are the training EAPs, which were used to train the network together
with the normalized diffusion signals associated with the sparser diffusion gradi-
ents G. Here, we selected the implementation of SHORE in the Dipy software [3]
and used the default parameters ((N, ζ, λN , λL) = (6, 700, 10
−8, 10−8)) provided
at http://nipy.org/dipy/examples_built/reconst_shore.html.
Similar to the training data generation, for evaluation on each test dMRI scan
acquired with diffusion gradients G, diffusion gradients G˜ densely sampling the
q-space were applied. Gold standard EAPs were computed using G˜ and the con-
ventional estimation. To evaluate the quality of EAP estimation, representative
diffusion properties extracted from the estimated and gold standard EAPs were
compared, including scalar features of mean square displacement (MSD) [11]
and return-to-the-origin probability (RTOP) [9], and the directional feature of
FOs. For the scalar quantities, we measured the mean absolute difference of
MSD and the mean absolute difference of the cube root of RTOP (denoted by
RTOP1/3) [9]. MSD is related to the mean diffusivity [11] and RTOP repre-
sents the reciprocal of the statistical mean pore volume [9]. For the directional
information, we computed the difference of FOs using the error measure in [12].
3 Results
We randomly selected brain dMRI scans of 10 subjects from the Human Con-
nectome Project (HCP) dataset [10]. The ten subjects were equally divided into
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Fig. 3. Qualitative evaluation of MSD and RTOP in a representative coronal slice.
two groups and a two-fold cross validation was used for evaluation. The diffu-
sion weighted images (DWIs) were acquired on a 3T MR scanner, where three
shells (b-values of 1000, 2000, and 3000 s/mm2) were used. Each b-value is as-
sociated with 90 gradient directions. The image resolution is 1.25 mm isotropic.
For demonstration of the proposed method, we selected 60 fixed diffusion gradi-
ents as the diffusion gradients G for each training or test scan. These diffusion
gradients consist of two shells (b = 1000, 2000 s/mm2), each having 30 gradient
directions, and resemble clinically achievable diffusion gradients. The training
and gold standard EAPs were computed with all 270 diffusion gradients; and
the normalized diffusion signals corresponding to G form the input y to the
network. The training took about 8 hours on a 8-core Linux machine and used
about 3,000,000 voxels.
First, we evaluated the EAP estimation by examining the scalar features:
MSD and RTOP. The LEAPE results on a representative subject are shown and
compared with the gold standard and the results obtained by the conventional
SHORE method [8] in a coronal slice in Fig. 3. Note that here for each MSD or
RTOP1/3 map, the color map is the same for the three columns. The LEAPE
results resemble the gold standard. The RTOP result of SHORE is remarkably
biased with the smaller set G of diffusion gradients. Then, we computed the
average disagreement in the brain between the estimates and gold standard
for the ten subjects, which is shown in the boxplots in Fig. 4. For both MSD
and RTOP1/3, the LEAPE errors are smaller than those of SHORE, and the
differences are highly significant (p < 0.001) using a paired Student’s t-test.
Next, we evaluated the FOs extracted from the EAP. A qualitative compari-
son is made in Fig. 5, where we focus on a region where the corpus callosum (CC)
and superior longitudinal fasciculus (SLF) cross. We can see that the LEAPE
result resembles the gold standard, and LEAPE better resolves crossing FOs and
produces smoother FOs than SHORE. The LEAPE FOs are even smoother than
the gold standard in some cases. We also computed the average FO disagreement
with the gold standard in the white matter for SHORE and LEAPE (see Fig. 4).
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Fig. 4. Boxplots of the quantitative disagreement between the estimated results (MSD,
RTOP, and FOs) and the gold standard for the ten subjects. The means are indicated
by the diamonds. Asterisks (***) indicate that the difference between the inaccuracy
of LEAPE and SHORE is highly significant (p < 0.001) using a paired Student’s t-test.
Fig. 5. FOs overlaid on the FA map in a region where the CC and SLF cross.
Note that if the second MLP in LEAPE is not used for training, the FO errors
range from 20◦ to 24◦ (not shown in Fig. 4), and for every subject the errors
are higher (> 10%) than those of SHORE or LEAPE. This indicates the benefit
of adding the second MLP. Compared with SHORE, the mean and median of
the disagreement of LEAPE are smaller. The difference of disagreement between
SHORE and LEAPE is small. This is possibly because for the less complicated
FO configurations (for example, noncrossing FOs), which occupy a large propor-
tion of the white matter volume, both SHORE and LEAPE are able to produce
good results with 60 diffusion gradients, and the difference like the one shown
in Fig. 5 is present at regions with more complex FO configurations.
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4 Conclusion
We have proposed a deep network to estimate the EAP, which comprises two
cascaded components. The first component uses an MLP to perform EAP es-
timation, and the second one approximates FO errors with the aid of a second
MLP to regularize the training. The proposed method was applied to real brain
dMRI and results demonstrate improved estimation of diffusion features com-
pared with the conventional EAP estimation approach.
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