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Fatigue is a universal experience that affects the daily lives of species. Nevertheless, 
there are disagreements about the definitions and measurement of fatigue. Historically, 
fatigue was considered a result of energy deficits, but more recently, fatigue is being 
considered as a decision signal to preserve energy and prevent potential danger. Based on this 
decision-making model of fatigue, anterior cingulate cortex (ACC), anterior insula (AI) and 
ventral tegmental area (VTA) may be especially important. ACC is considered as a hub for 
information synchronisation and decision making. AI, on the other hand, is well known for 
encoding aversive stimuli. VTA is the conventional site for reward and positive feedback. In 
our working model, ACC, AI, and VTA would work together during the development of 
fatigue. To be specific, aversive inputs from AI and positive inputs from VTA would feed 
into ACC, which unconsciously weighs between costs and gains. One would experience 
fatigue and cease a task when the costs outweigh the potential gains. We hypothesise that 
there would be electrophysiological changes in ACC, AI, and VTA during the development 
of fatigue. To test our hypothesis, we used a novel effort exertion task (with three 
constructions manipulating reward and effort) to induce fatigue in laboratory rats. During this 
task we recorded their performance and local field potentials (LFPs) from the three brain 
regions of interest.  
In general, our results revealed some mechanisms underlying the development of 
fatigue in different settings. Our results suggested that when the expectation of effort was 
varied, the motivation of animals would decline as the task progressed; however, when the 
effort was expected, the motivation of animals was sustained. Our results also suggested: 1) 
AI ACC collaboration in the theta oscillation range during development of fatigue under an 
effort varied and reward fixed setting; 2) AI and VTA were likely working independently 
ii 
 
under an effort fixed and reward fixed condition; and 3) VTA ACC communication in the 
beta oscillation range under the effort fixed but reward varied condition. However, we did not 
directly measure AI-ACC and VTA-ACC communications, which remain to be investigated 
in future studies. 
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Local field potential recordings in rat anterior cingulate 
cortex, anterior insula and ventral tegmental area during 
fatigue induced by voluntary effort exertion tasks 
Across species, fatigue is commonly experienced after exerting effort. However, 
the amount of effort needed to generate the feeling of fatigue varies across individuals 
and across situations. Two individuals doing an identical task may feel a different degree 
of fatigue at different times. For example, subjects with physical deficits like brain 
injuries often have greater increases in fatigue levels after doing fatigue-inducing tasks in 
comparison to healthy controls (Berginstrom et al., 2018; Hornsby & Kipp, 2016). 
Fatigue levels can also differ within an individual depending on task circumstances. For 
example, an individual participant doing a high demand task will make more fatigue-
related errors when having little control over the task, as compared to when the same 
individual has more perceived control over the task (Earle, Hockey, Earle, & Clough, 
2015). This result also suggests the influence of mental factors on the subjective 
experience of fatigue. 
Fatigue is a common experience, however the definition of fatigue, as well as the 
causes and composition of it, remain poorly understood and at times somewhat 
controversial. Muscio (1921) has even argued, for example, that the definition of fatigue 
is dependent on the measurement of it (as cited in Hockey, 2013, pp. 12). That is to say, 
an objective measurement of physical changes other than a subjective report of fatigue is 
needed. Understanding what fatigue is and how it develops is important as it can help us 
to build a more efficient system to work and study, and may help prevent individuals 
become anxious, stressed, and depressed as a result of fatigue – a state termed “burnout” 
(Tops et al., 2007). Experimental studies on fatigue have started to shift from viewing 
fatigue from a physical perspective to viewing fatigue from more of a mental perspective, 
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with fatigue being seen as a subjective stop signal to prevent potential injuries and 
maintain homeostasis (Hilty, Jancke, Luechinger, Boutellier, & Lutz, 2011; Noakes, 2012; 
Tanaka & Watanabe, 2012). The neural mechanisms of such a stop signal are, however, 
not known. 
 
Fatigue as energy depletion 
A universal definition of fatigue has been difficult to agree upon, in part because 
the views on fatigue have changed over time. As reviewed by Hockey (2013), back to the 
industrial revolution era some people started to consider the world as a big factory and 
humans as cogs within it. Influenced by this belief, fatigue was considered to result from 
an energetic, mechanical failure of sorts, and this lack-of-energy model has persisted as a 
predominant defining feature of fatigue (Hockey, 2013). In line with this lack-of-energy 
model, an individual can get back to work as long as physical energy is regained. A 
psychological element to muscle fatigue was noted by Mosso in 1915 (as cited in Noakes, 
2012, pp.1-3), however this was quickly replaced by a much simpler model by Hill 1923, 
where fatigue and task cessation (in relation to exercise science) was attributed only to 
muscle failure (Hilty et al., 2011; Hockey, 2013; Noakes, 2012). 
This belief that fatigue and task quitting are due to muscle/energy failure has 
dominated in exercise science studies for almost a century. Nevertheless, energy depletion 
is not necessarily a good model to explain fatigue. People usually report being 
subjectively fatigued well before they are physically unable to continue a task (Hockey, 
2013). Likewise, high levels of physical activity are not necessarily required to generate 
fatigue. For instance, when one is watching a boring movie one may feel fatigued, 
however the activity itself does not cost much physical energy. Situations like this are 
starting to be tested experimentally. For example, in an experiment measuring sensitivity 
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to rewards, participants in boredom conditions reported to be more fatigued than in effort 
condition (Milyavskaya, Inzlicht, Johnson, & Larson, 2018). Likewise, participants in 
another study had to judge whether a digit is matched to a symbol from to a previous 
shown symbol-digit array, and all participants reported fatigue (Berginstrom et al., 2018) 
though the task is not physical demanding. Also, in a recent study, fatigue levels were 
reported to be high in kids with disabilities despite limited physical activity (Maher et al., 
2015). Together these studies suggest that fatigue does not necessarily require high levels 
of physical/muscle exertion. The idea that psychological fatigue can be isolated from 
physical activities suggests physical fatigue may be produced in the absence of 
psychological fatigue.  
To another extent, the belief that fatigue is due to muscle/energy failure is hard to 
apply towards explaining mental fatigue. Like physical fatigue, mental fatigue often 
results from prolonged working, however mental fatigue is more related to decreased 
mental efficiency and longer reaction times, possibly due to a deterioration in cognitive 
control (Lorist, Boksem, & Ridderinkhof, 2005). This suggests that the experience of 
fatigue is reliant on brain mechanisms rather than muscle mechanisms. This is supported 
by the result that in a fatigue-inducing task, where patients with traumatic brain injury 
(TBI) show increases in reaction time and subjective fatigue rating with no difference to 
healthy controls in terms of accuracy (Berginstrom et al., 2018). This suggests TBI 
patients invested more cognitive effort in the task to maintain accuracy, but this resulted 
in slower reaction times and subjective fatigue. Similarly, in another experiment where 
participants performed an extended task for two hours, performance accuracy was 
maintained across the two hours but fatigue progressively increased (Lorist et al., 2005). 
One possible explanation is that in the lead-up to fatigue, subjects need to 
consciously assign more attention to the current task to meet cognitive demand which 
conflicts with the unconscious need for a rest. This process of assigning more conscious 
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attention to task performance may register as an effort cost, and as more and more 
attention is required then more and more effort costs are registered, making one more 
likely to quit the task. 
 
Fatigue as cost-benefit analysis 
More recently, a cost and benefit theory of fatigue has occurred, which assumes 
individuals unconsciously weigh positive and negative feedback, and if the negative 
feedback outweighs the positive feedback, one will get fatigued and quit a task (Hockey, 
2013). This means fatigue does not stem from the muscles and energy depletion, but rather 
from cost-benefit cognitive processing in the brain. This cost-benefit model of fatigue 
better aligns with modern psychological perspectives on fatigue, where psychological 
variables are seen to increase/reduce fatigue. One important psychological variable 
appears to be task control: an individual is more likely to report fatigue when being forced 
to do a task, versus when one having high personal control over the task (Hockey, 2013). 
In one experiment, an effort group was asked to add three to a serial of shown digits, 
while a boredom group passively observed arrays of digits (Milyavskaya et al., 2018). 
Although the task of the effort group is more cognitively demanding, the boredom group 
showed a higher level of fatigue measured by electroencephalogram (EEG), suggesting 
less task control is correlated with higher fatigue levels. Likewise, fatigued subjects have 
less cognitive control over tasks as demonstrated by longer reaction times in the 
incompatible condition of the flanker task (Lorist et al., 2005). Another important 
psychological variable is positive feedback: an individual is more likely to experience 
fatigue when work/effort is not immediately rewarded. For example, in a longitudinal 
study looking into the relation between daily positive events and daily negative events 
and chronic social stressors, researchers found that in days with many negative events, 
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positive events are inversely associated with fatigue (Gross et al., 2011). This result 
suggests positive feedback may attenuate the consequences of fatigue and restore 
functions impaired by fatigue. 
Fatigue is also highly correlated with other psychological feelings like stress, 
anxiety, and boredom. Individuals with physical deficits, Alzheimer’s disease, 
Parkinson’s disease, TBI, or multiple sclerosis often report fatigue concurrently with 
anxiety and depression (Berginstrom et al., 2018; Maher et al., 2015).  Boredom and 
fatigue are also, at times, difficult to distinguish. Laboratory studies of fatigue in humans 
(Lorist et al., 2005) and rodents (Mar et al., 2017) sometimes use highly-repetitive, long-
duration tasks that are likely to produce boredom instead of or alongside fatigue. 
Conceptually, boredom is assumed to result from task underload while fatigue is assumed 
to result from task overload (Hockey, 2013), however, in highly repetitive laboratory 
tasks these two may become difficult to distinguish. High workloads or task overloads 
are also likely to induce stress, which adds further difficulty in distinguishing fatigue-
specific effects in experimental studies. Researchers suggest that prolonged stress would 
promote the conservation of energy and demotivate the subject from the current task and 
therefore lead to fatigue (Boksem & Tops, 2008). 
These effects of control, reward and stress/boredom on fatigue have led to a 
revised model of fatigue; instead of the long-standing lack-of-energy model, fatigue is 
increasingly being viewed as a sensation/emotion that results from cost-benefit decision-
making. Hockey (2013) argues that fatigue is a conscious warning signal to stop us from 
potential harm or potential energy depletion if we were to keep going; this signal is 
experienced as mental discomfort and aversion. Likewise, van der Linden (2011) 
describes fatigue as a “stop emotion” resulting from the current task becoming not worthy 
of further energy exertion. 
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In the cost-benefit model of fatigue, fatigue is considered as a useful “stop” signal 
that signals to the individual that the costs of task performance are outweighing the current 
benefits. This makes sense in that often one feels like quitting a task not necessarily due 
to lack of energy, but because another task/option would be more fun.  Distraction has 
been suggested to be highly correlated with fatigue (Boksem & Tops, 2008; Hopstaken, 
van der Linden, Bakker, Kompier, & Leung, 2016; Krabbe, Ellbin, Nilsson, Jonsdottir, & 
Samuelsson, 2017; Ognianova, Dalbokova, & Stanchev, 1998). For instance, in one 
experiment, although patients in auditory distraction conditions did not demonstrate 
decreases in performances, they reported a higher level of tiredness after the task (Krabbe 
et al., 2017), suggesting correlation between fatigue and distraction. This is supported by 
laboratory studies that show high levels of distractibility when fatigued. For example, in 
a study investigating the effects of work shifts in hospitals, researchers found that the 
distractibility of operators increased abruptly after 3 am in the night shit (Ognianova et 
al., 1998), indicating fatigue as a source of distraction. Also, fatigued subjects were more 
likely to shift attention to irrelevant information and report difficulty focusing on a task 
(Boksem, Meijman, & Lorist, 2005). In other studies, fatigued subjects were shown to 
correct their errors less often (Boksem, Meijman, & Lorist, 2006; Lorist et al., 2005), this 
might mean that the fatigue “stop” signal is designed to help promote task switching in a 
way to help prevent continued, error-ridden behaviour. 
How the sensation/emotion of fatigue is generated by the brain has been the focus 
of work by Boksem and Tops (2008). They and others argue that a person unconsciously 
calculates the cost and gain during decision making, and behaviour proceeds only when 
perceived reward overweigh perceived cost (Boksem & Tops, 2008; Hockey, 2013; 
Kurzban, Duckworth, Kable, & Myers, 2013; Langner & Eickhoff, 2013). They propose 
that fatigue occurs as a drive to cease the task when perceived rewards are not comparable 
to current energetic costs (Boksem & Tops, 2008), and perhaps as a cue to cease the task 
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before errors are likely to increase. In this way, a laboratory task of fatigue could use 
shifts in cost-benefit decision-making, distractibility, and error commission as objective 
indicators of fatigue. 
 
Brain regions for generation of a ‘stop emotion’ 
If fatigue is viewed as a subjective ‘stop’ sensation stemming from cost-benefit 
analysis, then brain regions involved in cost-benefit analysis are likely to be involved in 
the generation of fatigue. Cost-benefit analysis is known to rely heavily on anterior insular 
cortex (AIC), ACC, and VTA (Allman et al., 2011; de Lecea, 2012; Gogolla, 2017; 
Hanlon, Dowdle, & Jones, 2016; Pariyadath, Gowin, & Stein, 2016; Stevens, Hurley, & 
Taber, 2011; Uddin, 2015). Based on Boksem and Tops’ 2008 fatigue model, we believe 
neural activity within and between ACC, AI and VTA may be key to generating fatigue. 
 
Anterior cingulate cortex (ACC) 
The cingulate cortex circles above the corpus callosum, and the ACC is the 
anterior part of the cingulate cortex (Allman et al., 2011; Heilbronner & Hayden, 2016; 
Stevens et al., 2011). When categorized anatomically, the dorsal posterior part of ACC is 
referred to as dorsal or caudal ACC, and the ventral anterior part of ACC is referred to as 
ventral or rostral ACC (Stevens et al., 2011). In some cases, the dorsal or caudal ACC is 
considered as a separate region, middle cingulate cortex (MCC) (Allman et al., 2011; 
Stevens et al., 2011). Like the insular cortex, Von Economo neurons exist in the posterior 
ACC and MCC (Allman et al., 2011). One important reason to separate MCC from ACC 
is because of the MCC’s distinctive interactions to cognitive and motor-related areas like 
the prefrontal and motor cortex underlying substantial functional difference (Botvinick, 
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Cohen, & Carter, 2004; Stevens, 2016). On the other hand, ACC modulates emotion-, 
autonomic-, memory- and reward-related brain regions like the amygdala and 
hippocampus (Stevens, 2016). 
Neurochemically, the ACC is a main receiving site for mesocortical dopamine 
projections from VTA (Gaspar, Berger, Febvret, Vigny, & Henry, 1989; Lewis, 1992; 
Paus, 2001). Using the immunohistochemistry technique, a large predominance of 
dopamine fibres is found in the paralimbic ACC (Gaspar et al., 1989; Paus, 2001). 
Serotonin fibres are also present in a similar laminar distribution, but at a much lower 
overall density (Berger, Trottier, Verney, Gaspar, & Alvarez, 1988; Paus, 2001). Deep 
layers of the ACC also receive norepinephrine inputs from locus coeruleus as an 
alternative source of modulation of neural activity (Berger, 1992; Paus, 2001). Because 
the ACC receives these neurochemicals, and it has interactions to limbic system structures 
such as the amygdala and hippocampus, the ACC is well-positioned to participate in 
decision making. 
Two main ideas have been proposed to explain the role of the ACC in decision-
making. One is conflict theory, which refers to a competition between mutually 
incompatible sensorimotor mappings; the other is behavioural adaptation theory, which 
believes the function of the ACC is to adjust the current state of the organism (Ebitz & 
Hayden, 2016). The conflict theory believes that ACC balances out predicted values and 
efforts to complete a task, and makes an executive decision to either pursue or abandon a 
task (Shenhav, Botvinick, & Cohen, 2013). Behavioural adaptation theory believes that 
ACC updates internal models of the world in order to reach an optimal state of balance 
(Kolling, Behrens, Wittmann, & Rushworth, 2016). 
Numerous studies have shown that the ACC is involved in distinguishing stimuli, 
which explains how ACC takes part in decision making (Ebitz & Hayden, 2016; Kolling 
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et al., 2016). For instance, in an experiment where monkeys were trained to identify an 
optimal stimulus, the pre-reward activity of ACC was found to correlate with reward 
values and deactivation of the ACC resulted in impairment in searching for the optimal 
stimulus (Amiez, Joseph, & Procyk, 2006). Lesions to the ACC do not impair monkeys’ 
ability to respond to stimuli but impair the ability to detect the value of stimuli (Hadland, 
Rushworth, Gaffan, & Passingham, 2003). This suggests that ACC influences decision 
making via weighing or updating the valence of the stimulus. In conclusion, the ACC is 
a central modulator of decision making, which responds to salient feedbacks by either 
updating or weighing the valence of stimuli. 
 
Insula 
Insula is a central processer dealing with enormous information across modalities. 
Information from inside the body and from the outside environment feed together into the 
insular cortex. In humans, the insula is known as the ‘hidden fifth lobe’ (Gogolla, 2017; 
Uddin, 2015), which is located at the conjunction of the frontal, temporal, and parietal 
lobes. In rodents, the insula is located above the rhinal fissure, and is exposed on the 
lateral hemisphere (Gogolla, 2017; Uddin, 2015). 
When categorized by cytoarchitecture, the insula has three subdivisions: granular, 
dysgranular and agranular (Cocker, Lin, Barrus, Le Foll, & Winstanley, 2016; Gogolla, 
2017; Saper & Stornetta, 2015; Uddin, 2015). The granular insula is a six-layer structure 
acting as a main site receiving inputs and projections from the thalamus (Cocker et al., 
2016; Gogolla, 2017). The granular layer four is progressively lost from granular to 
dysgranular regions and is absent in the agranular region (Gogolla, 2017). Like granular 
insula, dysgranular insula receives visceral sensory afferents (Saper & Stornetta, 2015). 
As the predominant output domain of the insula, the agranular region projects to 
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amygdalo-frontostriatal, which is supposed to relate to addictive behaviours (Cocker et 
al., 2016). In some animals with high emotional and cognitive abilities like humans, 
elephants, and dolphins, a unique layer five is detected in dysgranular prefrontal cortex, 
containing ‘von Economo neurons’ (Craig, 2009). 
When categorized by gross anatomy, the insula has two divisions: the anterior 
insular cortex (AIC) and the posterior insular cortex (PIC), divided by the central insular 
sulcus (or medial cerebral artery in rodents) (Gogolla, 2017; Uddin, 2015). The anterior 
insula further separates to dorsal anterior insular cortex (dAIC), and ventral anterior 
insular cortex (vAIC). These three regions – the PIC, vAIC, and dAIC – influence 
functionally different brain regions and receive different inputs, and thus exhibit varied 
features. The dAIC has reciprocal interaction with the frontoparietal association cortex, 
and is thought to take part in task switching, inhibition, error processing and other high-
level cognitive processes (Gogolla, 2017; Uddin, 2015). The right dAIC, in particular, is 
thought to involve in switching between the central executive network (CEN) and the 
default mode network (DMN). The causal role of dAIC in switching between networks 
has been confirmed by transcranial magnetic stimulation and functional magnetic 
resonance imaging (fMRI) data. The diverse functions of right dAIC are also indicated 
by its co-activation with association cortices in multiple tasks (Uddin, 2015). The vAIC 
modulates the limbic system, which mediates affective processing, and is involved in 
perceiving emotions (Gogolla, 2017; Uddin, 2015). The PIC co-activates with the 
somatosensory cortex, which is responsible for sensorimotor processes, like the 
perception of heartbeat and breath (Gogolla, 2017; Uddin, 2015). 
When categorized by neurochemistry, the insula receives cholinergic input from 
the basal nucleus, dopaminergic input from the VTA, serotonergic input from the raphe 
nuclei, and adrenergic input from the locus coeruleus (Craig, 2009; Gogolla, 2017; Saper 
& Stornetta, 2015; Uddin, 2015). Because the insula receives neurochemical input from 
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multiple arousal centres, and because insula integrates both external sensory information 
and internal emotional and bodily state signals, the insula is thought to be a key node in 
the Salience Network, which facilitates switching from DMN to CEN (Uddin, 2015) . 
Insula receives endogenous information relating to blood pressure, oxygen levels, 
digestion, and heartbeat, putting it in a unique position to sense and control body 
conditions, and perhaps influence emotion. According to the James-Lange theory of 
emotion, emotions are generated by bodily information, and thus insula is well-positioned 
to contribute towards emotional, salient states. These salient body feeling states are likely 
to influence decision-making and learning, in line with the Somatic Marker hypothesis 
(Augustine, 1996; Uddin, 2015). Salient emotional states could cause task engagement 
(DMN to CEN switch) but potentially also disengagement (CEN to DMN switch). 
Optogenetic silencing of insular cortex also impairs the ability of rats to anticipate coming 
reward (Gogolla, 2017; Kusumoto-Yoshida, Liu, Chen, Fontanini, & Bonci, 2015). Based 
on its anatomical and functional connections, the insula has been identified as key node 
in the Salience Network, with the other key node being the ACC.  
In addition to ACC and AI work together as Salience Network, fMRI studies 
suggest effort related brain activation associate with AI and ACC co-activation (Craig, 
2009; Engström, Karlsson, Landtblom, & Craig, 2015). For example, in the 2015 study 
by Engström et al., AI activation increased as working memory and low visual perception 
performance decreased. In another fMRI study, AI activation was found associated with 
difficult stimuli and AI deactivation associated with easy stimulus in a visual perception 
task (Deary et al., 2004). This suggests that the insula is responsive to effort demands. In 
contrast, patients with AI lesions were less sensitive to differences in expected value, 
suggesting the involvement of AI in valuing uncertain gains and losses (Weller, Levin, & 




Ventral tegmental area (VTA) 
The VTA is located close to the midline on the floor of the midbrain and contains 
the cell bodies of one of the major ascending dopamine systems (Dafny & Rosenfeld, 
2017).  In humans, VTA is found medial and dorsal to the red nucleus and the substantia 
nigra, rostral to the interpeduncular nucleus, and ventral to the oculomotor nucleus 
(Halliday, Reyes, & Double, 2012; McRitchie, Hardman, & Halliday, 1996). In rats, the 
VTA consists of the paranigral nucleus (PN), the parainterfascicular nucleus (PIF), the 
parabrachial pigmented nucleus (PBP), and the rostral VTA (VTAR) lying together close 
to the midline floor of the midbrain (Oades & Halliday, 1987; Paxinos & Watson, 2006). 
VTA contains two major dopaminergic efferent pathways. One is the mesocortical 
pathway, which projects to prefrontal cortex (PFC); the other is mesolimbic pathway, 
which projects to the nucleus accumbens, amygdala, and hippocampus (Albanese & 
Minciacchi, 1983; de Lecea, 2012; Hanlon et al., 2016; Pariyadath et al., 2016; Wise & 
Rompre, 1989). These two pathways are critically implicated in brain mechanisms of 
reward, reinforcement, and emotional arousal (de Lecea, 2012; Wise & Rompre, 1989). 
Their activity has been closely correlated to the availability of primary rewards such as 
food, water, and sexual behaviour (Schultz, 1998). The mesolimbic dopamine system can 
be modulated by the mesocortical pathway, via receiving glutamatergic input from 
cortical structures including the medial and occipital prefrontal cortex and amygdala, 
GABAergic inputs from striatal sources, and cholinergic input from the brainstem (de 
Lecea, 2012; Wise, 2002). Dopaminergic neurons in VTA have reciprocal interaction 
with nucleus accumbens, amygdala, cingulate gyrus, dorsal raphe, PFC, basal ganglia 
(BG), and olfactory bulb (Dafny & Rosenfeld, 2017). 
In terms of neurochemistry, the most numerous neurons in VTA are dopaminergic 
neurons which take up 50–65%, followed by GABAergic neurons with approximately 
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30–35% and a few glutamatergic neurons with around 2–3% (Nair-Roberts et al., 2008; 
Oades & Halliday, 1987; Swanson, 1982; Yamaguchi, Sheen, & Morales, 2007). Because 
dopaminergic neurons take up the majority of VTA, dopamine is one of the most crucial 
neurotransmitters to modulate VTA functions. As a major efferent site of dopamine, 
lesions of VTA dopamine neurons lead to the same degree of dopamine depletion in the 
nucleus accumbens and prefrontal cortex (Furlanetti, Coenen, & Dobrossy, 2016; Guiard, 
El Mansari, & Blier, 2008). 
Functionally, the mesocortical pathway is involved in decision making and 
learning (Dafny & Rosenfeld, 2017; de Lecea, 2012; Halliday et al., 2012).  For example, 
in delayed alternation tasks in both primates and rodents increased levels of dopamine 
were detected in the PFC (Floresco & Magyar, 2006; Watanabe, Kodama, & Hikosaka, 
1997). These findings suggest that improving dopamine transmission levels in the PFC 
may attenuate cognitive dysfunction. Functionally, the mesolimbic pathway is involved 
in recognition and discrimination between rewards, and is implicated in addiction (Dafny 
& Rosenfeld, 2017; de Lecea, 2012; Halliday et al., 2012). In one study investigating 
dopaminergic structures, fatigue and cocaine use, controls show enhanced neural activity 
in VTA in a mental fatigue task, whereas cocaine users show a decrease in VTA activities 
during the task (Moeller, Tomasi, Honorio, Volkow, & Goldstein, 2012). The result 
suggests alterations in dopaminergic structures in substance abuse users. Taken together, 
evidence suggests the importance of VTA for recognizing rewards and shifting decisions 
towards rewarding behaviours through modulating dopamine. 
Hypothesis 
The VTA, ACC and AI are anatomically and functionally connected (Allman et 
al., 2011; de Lecea, 2012; Gogolla, 2017; Hanlon et al., 2016; Pariyadath et al., 2016; 
Stevens et al., 2011; Uddin, 2015) and each area has been linked to decision-making. AI 
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encodes aversive values like punishment (Nitschke et al., 2006; Small, Zatorre, Dagher, 
Evans, & Jones-Gotman, 2001). VTA is well known for responding to rewards and 
positive feedback (Tremblay & Schultz, 1999; Watanabe, 1996). ACC has been shown to 
be involved in discriminating different stimuli on the basis of reward value (Cardinal, 
Parkinson, Hall, & Everitt, 2002; Parkinson, Willoughby, Robbins, & Everitt, 2000). If 
fatigue is generated by progressive shifts in cost-benefit decision-making, then changes 
in VTA, ACC and AI activity might be observed before or during fatigue experience. 
In this project, we used laboratory rats to investigate whether task fatigue is 
correlated to changes in electrophysiology within and between the VTA, ACC and AI. In 
our working model, AI is activated by aversive body information (e.g., quick heartbeat, 
hard breathing, and muscle tension) and VTA is activated by receiving positive feedback 
(sucrose reward). The AI ‘cost’ signals and VTA ‘benefit’ signals feed into ACC. Then 
the ACC weighs between cost and benefit signal strengths to dictate continued task 
engagement or quitting. We used a weightlifting task (WLT) with three settings to induce 
fatigue. In these three settings we manipulated effort to exert and reward to receive for 
animals. We predict that we would observe behavioural and motivational changes during 
the development of fatigue. Electrophysiologically, there would be increases in AI 
activity and decreases in VTA activity as the task progressed. Overall, the project will 






The University of Otago Animal Ethics Committee approved all experiments 
performed under AEC protocol approval number 91/17. Experiments were performed 
under the guidelines outlined in the New Zealand Animal Welfare Act (1999). 
 
Subjects 
Male Sprague Dawley rats (n=14, 418-487g, aged 4 to 6 months upon arrival) 
were used in the study. Animals were ordered from the University of Otago Animal 
Breeding Facility (Hercus-Taieri Resource Unit, Dunedin Campus). There were two 
cohorts of experimentally naïve rats. The first cohort (n=4) was used for a preliminary 
experiment, testing only one form of the WLT – the Progressive WLT. This preliminary 
experiment was run to optimize the task and check the placements of electrodes. The 
second cohort (n=10) was tested on three forms of the WLT: Progressive, Fixed Weight, 
and Varied Reward. These tasks are described in detail below. The animals were housed 
two animals per individually ventilated cage (600 x 300 x 300mm, Tecniplast) upon 
arrival. After surgery, each pair was separated by a transparent plastic board with air holes 
where they could continue to smell each other but without risking damage to the surgical 
implant. The animal housing room’s illumination was held on a reverse 12h dark/light 
cycle with experiments being done during the animal’s ‘dark’ phase. The temperature was 
controlled around 20 °C. Before training, animals were handled for two weeks and had 
ad lib access to food and water. The weights of animals were measured every day for the 
first two weeks upon arrival to determine their baseline free-feeding weights. Following 
these initial two weeks, animal weights were measured twice a week. During the training 
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and experimental sessions, animals were food deprived to no less than 85% of their 
baseline weight to motivate them in the sucrose-rewarded WLT. 
 
WLT Apparatus 
The WLT arena consisted of an open field (1200 x 600 x 900 mm) painted black. 
The open field was built out of 25 mm wood board to minimise static electricity. The 
open field was covered with aluminium foil on the outside to minimise electrical noise 
for the electrophysiological recordings. There were four holes (10 mm above the floor) 
in one long end of the open field, see Figure 1A. The reward tube hole was 5 mm diameter, 
710 mm from the left end. The training rope hole was available only during the training 
phases; during testing task phases this hole was covered with black tape. 
During training phases, the training rope hole had a plastic tube (70 mm x 40 mm 
diameter, covered with black tape) extending from it into the arena; the training rope (600 
mm) was fed through this tube into the arena. During testing task phases, the training tube 
and training rope were removed, and the task rope (1450 mm) was fed through the task 
rope hole/tube (70 mm x 40 mm diameter, see Figure 1A and 1B). Tubes that extended 
into the arena were used to avoid the animals hitting their head – and specifically their 
surgical head implant – into the arena wall during the experiment. The reward hole was 
covered by a grey tube (200 mm x 40 mm diameter) 135° to the long end of the arena (see 
Figure 1B). The grey tube covered a rubber tube (5 mm diameter) attached to a sucrose 
storage container outside the open field. Inside the open field, the rubber tube was 
connected to a reward cap (spacemen tube cap) secured by dental cement. The reward cap 
was stabilised onto the arena floor by Blu Tack. 
During testing phases, the task rope was fed through the task rope tube and, 
outside of the arena, was connected to an external pulley system, see Figure 1B. The end 
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of the rope could be connected to fishing weights which ranged 0 to 225 g in 45g 
increments. Inside the pulley system, there was a magnetic sensor at the floor and another 
sensor 300 mm above the floor, see Figure 2. Sensor triggers were linked into an Arduino 
Modbus (Arduino) to allow timestamping of rope pulls and triggering of reward.  When 
the floor sensor and 300 mm sensor were triggered in succession (i.e., the animal 
successfully pulled the rope 300 mm) the Arduino would send a reward signal to a motor 
pump. The motor pump would pump a 0.1 ml sucrose solution through the reward tube 
into the reward cap. The sucrose solutions (5%, 10%, and 20%) were made from white 
sugar dissolved in tap water. During the training phases, described below, the sucrose 




















Figure 1. Illustrations of the WLT apparatus 
A) Aerial view of the apparatus, with measurements for hole drilling so that the apparatus can be built by 
another researcher if desired. All holes except the LED hole were 5 mm diameter, the light emitting diode 
(LED) hole was 3 mm diameter. B) Aerial view of the apparatus, with illustrations of reward cap, pulley 





Figure 2. Profile view of the pulley system 
A general drawing of the pulley system from a profile view, with illustrations of dimensions, sensors and 
pulleys. 
 
Habituation and Training 
To habituate the animals to the experimenter and the experimental room, each 
animal was first handled 10 minutes per day by the experimenter in the experimental room 
for seven days. After habituation, animals were given 10 minutes per day to learn the 
WLT. Animals were first trained to consume sucrose from a cap affixed to a training rope 
attached from the training hole. The cap was manually filled with drops of 20% sucrose 
by syringe and refilled every time it was consumed. We then gradually moved the cap 
inside the training rope tube, so that animals would learn to take the training cap from 
inside the tube in order to get a reward. When the animal successfully removed the 
training rope cap from inside the training rope tube, they received sucrose reward in the 
training cap and via the reward tube. We gradually decreased the volume of sucrose 




The training rope cap was progressively placed further and further inside the 
training tube so that the animals had to, at some point, learn to use the rope to pull the 
reward cap out (i.e., the cap was too far in to reach with paws/teeth). Once the animal was 
able to rope-pull the training cap out from the innermost part of the training tube, we 
removed the training rope/tube and covered the training hole with black tape. Then we 
transferred the animal to the task rope/tube (see Figure 1B above). At first, we dispensed 
sucrose reward at the reward tube every time the animal pulled the task rope; we then 
gradually decreased the frequency of manual reward dispensing until the animal could 
pull the task rope long enough (30 cm) to automatically trigger reward dispensing via the 
magnetic sensor within the pulley system. When the animal was able to pull the task rope 
(“0 g” of weight) reliably, we added a 45g weight to the rope (“45 g”). The criteria for 
successful training was finishing 10 trials on 0g and then 10 trials on 45g (20 trials in 
total) within five minutes. Animals who met criteria earlier were retrained every three 
days to consolidate their performance on the task. Once all animals reached training 
criteria, they underwent surgeries to implant single wire electrodes into the ACC, AI, and 
VTA ipsilaterally. 
 
Electrodes and Surgery 
Simple electrode arrays were first constructed using McIntyre mini connectors. 
Three nichrome wires (30 mm x 0.13 mm diameter) for LFP recordings and one copper 
wire (35 mm x 0.15 mm diameter) for grounding were soldered to independent male gold 
pins. We used an ohmmeter to check the electrical connection between the gold pin and 
the electrodes. No reading from the ohmmeter was considered as a bad connection, and 
the electrodes with bad connections were re-soldered and tested again. Gold pins were 
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then punched into a McIntyre from the bottom side at predesignated channels. Dental 
cement was applied to cover the wires. 
Surgeries followed the general procedure of a previous in vivo study (Porter, 
Schmidt, & Bilkey, 2018). The animal was first induced with 5% isoflurane in oxygen in 
an induction chamber for 10 minutes. The isoflurane was then reduced to 3% for another 
10 minutes. After that, the animal was transferred to a rat stereotaxic frame (Stoelting) 
with anaesthesia nose cone attached, and isoflurane was maintained at 3%. During the 
surgery, the concentration of the isoflurane was adjusted according to the physiological 
state of the animal. The animal was treated with subcutaneous preoperative drugs 
(atropine 0.007 mg/kg, temgesic 0.032 mg/kg, carprieve 5 mg/kg, and amphorprim (0.21 
mg) and a subcutaneous lopaine (2 mg) injection was made to the scalp. An incision was 
made to the middle of the scalp and craniotomy holes drilled at pre-marked coordinates: 
ACC (AP 3.7, ML -0.4), AI (AP 2.7, ML -2.0), and VTA (AP -5.3, ML -1.0) relative to 
bregma according to The Rat Brain in Stereotaxic Coordinates (Paxinos & Watson, 2006). 
Skull screws and a ground screw were implanted. Then we removed the dura within each 
craniotomy hole and implanted the electrodes in ACC (DV -1.0), AI (20° DV -5.8), and 
VTA (DV -8.2) according to atlas coordinates. A ground wire was soldered to the ground 
screw and the whole assembly was stabilised with dental cement. The incision was 
sutured anterior and posterior and then the animal was removed from anaesthesia. 
Another dose of amphorprim (0.21 mg) was injected immediately after the surgery. Eight 
hours after the first injection, another dose of Temgesic was injected (0.032 mg /kg). 
 
Post-operative Animal Care 
After surgery, each animal was placed in a separate cage with a heating pad, 
bedding, and ad lib water. The animal was transferred to its original individually 
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ventilated cage the second day after surgery and administered carprieve (5 mg/kg, 
subcutaneous). Food mash was given to the animal for day zero, one, and two. Then the 
animal was given ad lib food and water until day 10. The weight of the animal and water 
bottle were checked and noted each day during the recovery. The behaviours of animals 
were also monitored and scored using the University of Otago Animal Welfare Office 
score sheet, and we did not observe any sign of adverse effects or impairments. After full 
recovery at day 10, animals were retrained in the WLT for three days until their 
performance met the original training criteria (10 pulls on 0 g and 10 pulls on 45 g, within 
five minutes). When animals were transferred in and out of the WLT arena, banana chips 
were given to the animals to shape them to sit still for ~15 sec to facilitate headstage 
connection/disconnection during the testing tasks. 
 
Testing Task Procedures 
Three forms of the WLT were used: The Progressive Ratio (PR) task, the Fixed 
Weight (FW) task and the Varied Reward (VR) task. For each task, the animal was first 
transferred from the home cage to the experimental room. We then attached the headstage 
to the animal’s electrode implant as the animal was having a banana chip. The animal was 
placed into the arena and was free to explore the open field for two minutes; no task rope 
was present during this initial two minutes exploration period. We then inserted the 0g 
rope into the open field to initiate the WLT. 
In each version of the task described below, the animal first had to complete ten 
successful trials on 0g; LFP recordings during this 0g stage were used as the baseline 
condition for normalisation of LFP data.  A trial was deemed successful if the animal 
pulled the rope 30 cm, causing the top magnetic sensor to trigger sucrose delivery at the 
reward tube. During the session, if the animal did not respond to the rope for more than 
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two minutes, the animal was considered to have “quit” and the task was ended. The rope 
was removed, and the time noted. We then recorded for another two minutes of free 
exploration as a post-baseline measure. After that, we performed a 0g-rope-pull check to 
make sure that the animal was still interested in the task and did not quit the task due to 
loss of interest. The 0g-rope-pull check was done by reattaching the rope back to the open 
field with the weight switched to 0g and allow the animal to do five trials. After the animal 
finished five trials or did not respond to the reattached rope for two minutes, we took him 
out. The animal was then returned to their home cage. 
 
Progressive ratio task (PR) 
The animals completed eight consecutive days of the PR, doing one session per 
day. Following the completion of the two minutes exploration period and the ten 
successful 0g trials, 45g was added to the task rope to start the PR. Every time the animal 
completed ten successful trials at a given weight, the weight was immediately switched 
to the next weight at a 45g increment (the maximum weight was 225g), and the time was 
noted. In the rare event that the animal completed ten trials on 225g, we attached a 
stationary blocker to the rope so that the animal could still pull on the rope (generating 
pulling signals) but the rope would not move towards the magnetic reward triggering the 
sensor. This made the task “impossible.” For each animal, the maximum weight that the 
animal was able to finish 10 trials on across the eight days of PR was recorded and used 
for the FW task, described below. The running order for animals day-to-day was 
counterbalanced to counter sequence effects. 
 
Fixed weight task (FW) 
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The animals completed six consecutive days of the FW, doing one session per day. 
After completing the two minutes exploration period and the ten trials on 0g, the weight 
was immediately switched to the maximum weight the animal achieved during the PR. In 
the FW, the animal was allowed to do as many trials as they wanted. As described above, 
no rope activity for more than two minutes was deemed as a “quit” and the task was ended. 
In some sessions, animals did not quit so the task was purposefully ended at the 60 minute 
mark. The running order for animals day-to-day was again counterbalanced, the same as 
PR. 
 
Fixed weight with varied reward task (VR) 
The animals completed six consecutive days of the VR, doing one session per day. 
After completing the two minutes exploration period and the ten trials on 0g, the weight 
was immediately switched to the maximum weight the animal achieved during the PR. 
The animal was allowed to do as many trials as they wanted in the session – similar to the 
FW task. However, in the VR, sucrose concentration was varied day-to-day: either 10%, 
20% (the standard used in the PR and FW), or 5%.  One day before the VR began, all 
animals had been given 10 minutes access to the WLT (0g) with 10% sucrose being 
dispensed for every successful pull, so that they had some exposure to this lower 
concentration of sucrose prior to starting the VR. For the VR, animals were grouped into 
two groups according to their cage order. The first group (n=5) were exposed to 10% 
sucrose first and the second group (n=5) were exposed to 20% first. They then got 
alternative exposure (20% or 10%) on the second day. Both groups had 5% exposures on 
the third day. The running sequence of each animal within the group moved forward one 
place each day; the running sequence of each cohort altered as well. The VR was launched 
25 
 
after the PR and FW, the tasks themselves were not counterbalanced. Because we did not 
counterbalance task order, animals may have been more proficient in VR as a result.  
 
Recordings 
During each WLT session, LFP activity from ACC, AI, and VTA was recorded 
alongside behavioural data.  The electrode implant was connected to a 32-channel 
multiplexing headstage (MUX-32, Neuralynx) through a three-meter twisted pair digital 
tether connected to a commutator (Saturn). Digital Lynx SX (Neuralynx) was used to 
capture LFP recordings. LEDs on the headstage allowed for movement tracking via an 
overhead camera (JAI). LFPs were sampled at 6400 Hz and downsampled to 640 Hz. We 
specifically analysed delta (1-4 Hz), theta (4-12 Hz), and beta (13-30 Hz) bands. 
 
Histology 
After the WLT experiments finished, all animals were euthanised and perfused to 
confirm the placements of the implanted electrodes. Each animal was euthanized by 
isoflurane overdose (5 ml) and perfused with 120 ml 0.9% saline and 120 ml 10% 
formalin in saline. The brain was dissected and stored in 30% formalin in sucrose until it 
sank to the bottom of the solution. The brain was then sliced using a cryostat, and the 
brain slices were mounted to slides for thionin staining. Electrode sites were compared to 
the rat atlas of Paxinos and Watson (2007) to confirm/reject placements. For cohort One 
(n=4), 4/4 animals had their ACC electrodes in place, 3/4 animals had their AI electrodes 
in place, 2/4 animals had their VTA electrodes in place. For cohort Two (n=10), three 
brains had to be completely excluded due to technical difficulties. Of the remaining seven 
brains, ACC had the highest hit rate (6/7 animals), followed by AI (5/7 animals) and VTA 
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(2/7 animals). Electrodes with bad placements were excluded from electrophysiology 
analysis, however the animal’s behavioural data was still included for behavioural 
analyses. See Figure 3 for examples of ACC, AI, and VTA electrode placements. 
A.                                       B.                                            C.
 
Figure 3. Electrode placement examples 
A) Thionin stained sections from animals demonstrating validated electrode placement in ACC, B) 
electrode placement in AI, and C) electrode placement in VTA. 
 
Data Analysis 
For this study, we used a within-subject design. The experimental portion took ~5 
months per cohort, see Figure 4. Once electrode placements had been confirmed or 
rejected via histology at the end of the study, data analysis was started. Because our 
animals were doing unlimited trials in two versions of the task – the FW and VR – trial 
number and session duration varied between animals. Some animals did extensively long 
on the task, but others did relatively short. Therefore, we broke each session into trial 
percentiles (25%, 50% 75%, & 100%) for analysis. Behavioural performance was 
assessed by the time spent to complete one trial (Trial Duration), and the number of 
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attempts to get a reward (Attempts to Success ratio). LFP recordings were analysed for 
power. 
Behavioural data and LFP signals were analysed offline using custom MATLAB 
scripts (Blake Porter, University of Otago). The MATLAB program extracted 
behavioural data and LFP data from the Arduino Modbus and Neuralynx. The LFP data 
were segregated into frequency bands of interest (delta 1-4 Hz, theta 4-12 Hz, and beta 
13-30 Hz). Regional powers in ACC, AI, and VTA were filtered and calculated by 
custom-written functions. We used Prism 7 (Graphpad) for further graphing and statistical 
analyses. Shapiro-Wilk tests were used to test whether the datasets were normally 
distributed. For normally distributed data, one-way ANOVA repeated measures, with 
post-hoc Tukey’s multiple comparison tests, were performed. For data that were not 
normally distributed, if subjects were matched in the result, we performed Friedman tests 
with post-hoc Dunn’s multiple comparison tests, otherwise, we performed Kruskal-
Wallis tests with post-hoc Dunn’s multiple comparison tests. To determine the 





Figure 4. Study timeline 
The study was comprised of three phases. The pre-study phase involved preparation for the animals and 
experiments. The study phase involved the three phases of tasks and data collection. The post-study phase 






We measured the body weights of animals daily upon their arrival for two weeks, 
followed by measuring weight twice a week. Since the WLT requires physical strength, 
we wanted to determine if there were significant size differences between animals. Across 
the study (excluding the first two weeks) animals ranged 402 - 495.4g. Body weights were 
significantly different between the animals, χ2 (13) = 433, p <0.01 (Kruskal-Wallis test; 
Figure 5). Post-hoc analysis revealed that Rat 1-3, and Rat A-D were significantly heavier 
than other animals (all p < 0.01) (Dunn’s multiple comparison test; Figure 5). 
     Body weights of animals 
       χ2 (13) = 433, p<0.01 ** 
 
Figure 5. Summary of body weights for each animal 
Boxes show min to max with a line indicating mean. Rat 1-10 were from the second cohort and Rat A-D 
were from the first cohort. * indicates p < 0.05; ** indicates p< 0.01. 
 
Training results 
Prior to surgeries, all animals were trained to criterion on the WLT. There were 












































































consumption to reward cap only consumption (RO); Stage Two, where the animal 
transferred from training rope to task rope with 0g (0g); and Stage Three, where the 
animal was able to pull the task rope switched to 45g (45g). Full details of the training 
procedure were provided in the Methods; training data for each animal is shown in Figure 
6. Each stage differed in days of training, χ2 (2) = 27, p < 0.01 (Friedman test). The RO 
stage took significantly longer to achieve as compared to the 0g (p = 0.03) and 45g (p 
<0.01) stages. The 45g stage took less time to achieve as compared to the 0g stage (p = 
0.03) (Dunn’s multiple comparison test; Figure 6A). A Kruskal-Wallis test was also 
conducted to determine if there were differences between animals in terms of training 
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Figure 6. Training result 
A) Average days of training at each stage. B) Days of training for at each stage each animal (Boxes show 
min to max with a line indicating mean). Rat 1-10 were from the second cohort and Rat A-D were from the 







Progressive ratio task (PR) 
For cohort One (n = 4), the PR was run for seven days. For cohort Two (n = 10), 
the PR was run for 8days. In total across cohorts, 108 sessions were analysed. Sessions 
lasted 424 to 3072 seconds (mean 1430 ± 521.3 sec), with animals completing 18 to 60 
trials before quitting (mean 43 ± 9.6 trials). 
 
PR Behavioural results 
We predicted that Trial Duration would increase gradually across the session as 
the increment of weights increased. As described in the Methods, the PR started with 0g 
and after every 10 successful pulls 45g was added to the rope. There was a significant 
main effect of weight on Trial Duration, χ2 (5) = 1157, p < 0.01 (Kruskal-Wallis test). 
Post hoc analysis using Dunn’s multiple comparisons revealed that from 0g to 180g, each 
45g weight increment caused a significant increase in Trial Duration as compared to the 
previous weight (all p < 0.01).  However, Trial Duration at 180g (Mdn = 34.28) was not 
significantly different from duration at 225g (Mdn = 67.58; p > 0.99) (Figure 7A). 
We predicted that the Attempt to Success Ratio result would be similar to the Trial 
Duration result, where Attempt to Success Ratio would increase as the weight on the 
pulling rope progressively increased. There was a significant effect of weight on Attempt 
to Success Ratio, χ2 (5) = 162, p < 0.01 (Kruskal-Wallis test). Post hoc analysis revealed 
that from 0g to 90g, the Attempt to Success Ratio had a significant increase with every 
45g increment of weight (p < 0.01) except from 0g to 45g (p > 0.99) and from 90g to 
135g (p = 0.07). However, from 135g to 180g, the 45g increment of weight had no 
significant effect on Attempt to Success Ratio (all p > 0.05) (Dunn’s multiple 
comparisons test; Figure 7B). 
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We also predicted that the Number of Attempts would increase as the task 
progressed. There was a significant main effect of weight on Number of Attempts, χ2 (5) 
= 194.4, p < 0.01 (Kruskal-Wallis test). Post hoc analysis revealed that the Number of 
Attempts significantly increased from 0g to 180g and decreased from 180g to 225g (p < 
0.01) (Dunn’s multiple comparisons test; Figure 7C). 
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χ2 (5) = 194.4, p<0.01 **
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Figure 7. Behavioural results for the PR task 
A) Trial Duration across weights from 0g to 225g with 45g increment. B) Attempt to Success Ratio across 
weight from the same recordings. C) Number of Attempts across weight from the same recordings. Each 
dot represents a data point, and lines represent mean with SEM. * indicates p < 0.05; ** indicates p< 0.01. 
 
PR LFP results 
During the PR task we recorded LFPs from ACC, AI, and VTA ipsilaterally, and 
we specifically analysed delta, theta, and beta bands as described in the Methods. Only 
two rats had confirmed VTA placements, so LFP result for VTA should be viewed as 
preliminary. We broke our recordings into attempt phase, where the animal was 
approaching and pulling the task rope; and reward phase, where the animal was leaving 
the task rope and consuming reward. Sessions with bad recordings (e.g. early termination 
of the recording), bad electrode placement, or too few data points were excluded for 
analysis. LFP power at 0g was used as a baseline to normalize data. For all LFP recordings 
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across brain regions and bands, normality within each weight was tested using the 
Shapiro-Wilk normality test. For results that were normally distributed, we conducted 
repeated measures one-way ANOVA with post-hoc Tukey’s multiple comparisons. For 
results that were not normally distributed, we conducted a Friedman test with post-hoc 
Dunn’s multiple comparisons.  Across sessions, only one animal reached 225g and this 
animal did not have correct AI and VTA placements (see Method Histology) so 
electrophysiological data are only reported for 0g-180g. 
In the attempt phase, we predicted that the LFP power of ACC would increase as 
the weight increased. In the delta band, the increment of weights did not have an effect 
on LFP power in ACC in the delta band, χ2 (5) = 7.45, p = 0.11 (Friedman’s test; Figure 
8A). Non-significant effects were also found in the theta band, χ2 (5) = 0.49, p = 0.97 
(Figure 8B) and in the beta band, χ2 (5) = 0.55, p = 0.97 (Figure 8C). 
In the attempt phase, we predicted that the LFP power of AI would increase as the 
weight increased. In the delta band, the increment of weights had a significant effect on 
LFP power, F (4, 144) = 4.7, p < 0.01 (one-way ANOVA). Post hoc analysis revealed 
that there was a significant increase in LFP power from 45g to 135g (p < 0.01) and from 
45g to 180g (p < 0.01) (Tukey’s multiple comparison test; Figure 8D). Non-significant 
effects were found in the theta band, χ2 (5) = 1.99, p = 0.74 (Friedman’s test; Figure 8E) 
and in the beta band, χ2 (5) = 4.11, p = 0.39 (Figure 8F). 
In the attempt phase, we predicted that the LFP power of VTA would decrease as 
the weight increased. In the delta band, there was no main effect of weight on LFP power 
in the VTA, F (4, 54) = 1.69, p = 0.17 (one-way ANOVA; Figure 8G). Non-significant 
effects were also found in the theta band, χ2 (5) = 7.95, p = 0.09 (Friedman’s test; Figure 
8H) and in the beta band F (4, 54) = 0.32, p = 0.86 (one-way ANOVA; Figure 8I).  
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F (4, 144) = 4.7, p<0.01 **










































































Figure 8. LFP result for the PR task during the attempt phase 
A-C) LFP power of ACC is shown for the three band of interest, as interested. D-F) LFP power of AI is 
shown for the three band of interest, as interested. G-I) LFP power of VTA is shown for the three band of 




In the reward phase, we predicted that the LFP power of ACC would increase as 
the weight increased. In the delta band, the increment of weights had a main effect on 
LFP power, χ2 (5) = 15.64, p < 0.01 (Friedman’s test). Post hoc analysis revealed that the 
LFP power increased significantly from 45g to 135g (p = 0.04) and from 45g to 180g (p 
= 0.03) (Dunn’s multiple comparisons test; Figure 9A). In the theta band, the increment 
of weights also had a main effect on LFP power, χ2 (5) = 17.74, p < 0.01 (Friedman’s 
test). Post hoc analysis revealed that the LFP power increased significantly from 45g to 
180g (p < 0.01) and from 45g to 225g (p = 0.03) (Dunn’s multiple comparisons test; 
Figure 9B). In the beta band, there was no significant effect of weight increment on LFP 
power, F (4, 54) = 0.32, p = 0.86 (one-way ANOVA; Figure 9C). 
In the reward phase, we predicted that the LFP power of AI would increase as the 
weight increased. In the delta band, the increment of weights had no main effect on LFP 
power, χ2 (5) = 2.82, p = 0.42 (Friedman’s test; Figure 9D). Non-significant effects were 
also found in the theta band, χ2 (5) = 4.15, p = 0.25 (Friedman’s test; Figure 9E) and in 
the beta band, χ2 (5) = 1.54, p = 0.67 (Friedman’s test; Figure 9F). 
In the reward phase, we predicted that the LFP power of VTA would decrease as 
the weight increased. In the delta band, there was no main effect of weight increasing on 
LFP power, χ2 (5) = 1.31, p = 0.73 (Friedman’s test; Figure 9G). Non-significant effects 
were also found in the theta band, F (3, 47) = 1.59, p = 0.20 (one-way ANOVA; Figure 
9H), and in the beta band, F (3, 47) = 0.25, p = 0.86 (one-way ANOVA; Figure 9I).  
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Figure 9. LFP results for the PR task during the Reward phase 
A-C) LFP power of ACC is shown for the three band of interest, as interested. D-F) LFP power of AI is 
shown for the three band of interest, as interested. G-I) LFP power of VTA is shown for the three band of 






Fixed weight task (FW) 
We used the maximum weight each animal was able to do 10 successful trials on 
in the PR as the fixed weight for that animal during the FW. Table 1 provides the 
maximum weight for each animal in each PR session. Nine out of fourteen animals were 
able to do 10 successful trials on 180g in at least one PR session; four animals were able 
to do 10 trials on 225g in at least one PR session; the other animal was able to do 10 trials 
on 135g in at least one PR session. The maximum weight values were significantly 
different between animals, χ2 (13) = 29.99, p < 0.01 (Kruskal-Wallis test). Post hoc 
analysis revealed that Rat D reached significantly higher weights as compared to Rat 1 (p 
= 0.04) and Rat A (p = 0.04) (Dunn’s multiple comparison test).  Maximum weight values 
were significantly different across time points, χ2 (7) = 30.66, p < 0.01 (Kruskal-Wallis 
test), with maximum weights at Day one lower as compared to Days four and onward (all 
p < 0.03). (Dunn’s multiple comparison test). 
Because our task depends on physical performance, body weight of animals may 
have an effect on their performances. We predicted that the body weight of animals would 
be correlated to their achieved maximum weight. Therefore, we conducted a Pearson’s 
correlation test to determine the relationship between them. There was a significant 
moderate positive correlation between body weight and achieved maximum weight, r (12) 







Table 1. Achieved Maximum weight 
The maximum weight each animal achieved during a PR session. Rat 1-10 were from cohort Two and were 
recorded for eight days. Rat A-D were from cohort One and were recorded for seven days. 
 
 
FW Behavioural results 
The FW was run for six days; 60 sessions were analysed. Sessions lasted 1140 to 
3600 seconds (mean 2404 ± 687.4 sec) with animals completing 40 to 119 trials before 
quitting (mean 79.29 ± 22.19 trials). Because our animals were allowed unlimited trials 
on their fixed weight, trial numbers varied session-to-session, so we broke down each 
session into percentiles of trials (25%, 50%, 75%, 100%) instead of using time or trial 
number as our independent variable. We analysed Trial Duration and Attempt to Success 
Ratio for our behavioural results.  
We predicted that Trial Duration would increase as the task progressed. During 
the FW task, Trial Duration was significantly different between trial percentiles, χ2 (3) = 
56.2, p < 0.01 (Friedman test; Figure 10A). Post hoc analysis using a Dunn’s test revealed 
significant increases in Trial Duration from 25% to 75% (p < 0.01) and 100% (p < 0.01); 
and from 50% to 75% (p < 0.05) and 100% (p < 0.01) (Figure 10A). 
We predicted that, like the Trial Duration, the Attempt to Success Ratio would 
increase as the percentile of trials increased. Attempt to Success Ratio was statistically 
different at the different percentiles during the FW task, χ2 (3) = 14.02, p < 0.01 (Friedman 
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test). Post hoc analysis revealed a significant increase in the attempt to success Ratio from 
25% to 100%, p < 0.01 (Dunn’s multiple comparison test) (Figure 10B). 
We also predicted that the Number of Attempts would decrease as quartiles of 
trails increased. Number of Attempts was statistically different at the different percentiles 
during the FW task, χ2 (3) = 18.11, p < 0.01 (Friedman test). Post hoc analysis revealed a 
significant increase in Number of Attempts from 25% to 100%, p < 0.01 (Dunn’s multiple 
comparison test) (Figure 10C). 












χ2 (3) = 14.02, p<0.01 **













χ2 (3) = 18.11, p<0.01 **

















χ2 (3) = 56.2, p<0.01 **
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Figure 10. Behavioural results for the FW task 
A) Trial Duration across trial percentiles. B) Attempt to Success Ratio across trial percentiles. C) Number 
of Attempts across trial percentiles. Each dot represents a data point, and lines represent mean with SEM. 
* indicates p < 0.05; ** indicates p< 0.01. 
 
FW LFP results 
As described above for the PR task, we analysed LFPs from ACC, AI, and VTA 
in the delta, theta, and beta during both attempt and reward phases. Data exclusion criteria 
and analysis methods were the same as for the PR task. Again, only two rats had 
confirmed VTA placements, so LFP result for VTA should be viewed as preliminary. 
In the attempt phase, we predicted that the LFP power of ACC would increase 
across the task. The progression of the FW task did not elicit statistically significant 
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changes in LFP power over time in the delta band (F (1.747, 29.69) = 0.3476, p=0.6805, 
RM-ANOVA; Figure 11A) or in the theta band, (χ2 (3) = 4.067, p = 0.25, Friedman test; 
Figure 11B). In the beta band, the progression of the FW task was close to eliciting a 
significant change in LFP power over time, but this was not significant (F (2.113, 35.93) 
= 2.67, p=0.08, RM-ANOVA; Figure 11C). 
In the attempt phase, we predicted that the LFP power of AI would increase as the 
task progressed. In the delta band, the progression of the FW task did not elicit statistically 
significant changes in LFP power over time, F (2.41, 43.32) = 1.18, p=0.32 (RM-ANOVA; 
Figure 11D). In theta, LFP power was statistically significantly different at the different 
percentile of trials during the FW task, χ2 (3) = 15.57, p < 0.01 (Friedman test); there was 
a decrease in LFP power from 25% to 50% (p = 0.02) and from 25% to 100% (p < 0.01) 
(Dunn’s multiple comparison test; Figure 11E). In beta, LFP power was also statistically 
significantly different at the different percentile of trials during the FW task, χ2 (3) = 9.38, 
p = 0.02 (Friedman test). Post hoc analysis revealed a decrease in LFP power from 25% 
to 100% (p = 0.049) (Dunn’s multiple comparison test; Figure 11F). 
In the attempt phase, we predicted that the LFP power of VTA would decrease as 
the task progressed. In the delta band, the progression of the FW task did not elicit 
statistically significant changes in LFP power over time, F (2.38, 23.8) = 2.1, p = 0.13 
(RM-ANOVA; Figure 11G). In theta, power was statistically significantly different at the 
different percentile of trials during the FW task, χ2 (3) = 16.31, p = 0.001 (Friedman’s 
test); there was a significant decrease in LFP power from 25% to 50% (p = 0.049) and 
from 25% to 100% (p < 0.001) (Dunn’s multiple comparison test; Figure 11H). In the 
beta band, the progression of the FW task also elicited statistically significant changes in 
LFP power over time, F (2.015, 20.15) = 3.489, p = 0.048 (RM-ANOVA). However, post-
hoc analysis with the Tukey adjustment did not show statistical significance in any of the 
multiple comparisons (p > 0.05) (Dunn’s multiple comparison test; Figure 11I). 
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F (2.015, 20.15) = 3.5, p<0.05 *
G H I
 
Figure 11. LFP results for the FW task during the Attempt phase  
A-C) LFP power of ACC is shown for the three band of interest, as interested. D-F) LFP power of AI is 
shown for the three band of interest, as interested. G-I) LFP power of VTA is shown for the three band of 
interest, as interested. * indicates p < 0.05; ** indicates p< 0.01.  
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In the reward phase, we predicted that the LFP power of ACC, there would be an 
increase in LFP power as the task progressed during the reward phase. In the delta band, 
the progression of the FW task did not elicit statistically significant changes in LFP power 
over time, F (2.564, 43.59) = 0.3521, p = 0.76 (RM-ANOVA; Figure 12A). Non-
significant effects were also found in the theta band, χ2 (3) = 1.8, p = 0.61 (Friedman’s 
test; Figure 12B), and in the beta band, χ2 (3) = 5.4, p = 0.14 (Friedman’s test; Figure 
12C). 
In the reward phase, we predicted that the LFP power of AI, there would be an 
increase in LFP power as the task progressed during the reward phase. In the delta band, 
there was no statistically significant changes in LFP power, χ2 (3) = 3.4, p = 0.33 
(Friedman’s test; Figure 12D). Non-significant effects were also found in the theta band, 
F (1.996, 35.93) = 0.7097, p = 0.50 (RM-ANOVA; Figure 12E), and in the beta band, χ2 
(3) = 2.56, p = 0.46 (Friedman’s test; Figure 12F). 
In the reward phase, we predicted that the LFP power of VTA, there would be an 
increase in LFP power as the task progressed during the reward phase. In the delta, there 
was a trend to a significant change in LFP power, χ2 (3) = 6.82, p = 0.08 (Friedman’s test; 
Figure 12G). However, we found non-significant effects in the theta band, F (2.691, 26.91) 
= 1.86, p = 0.16 (RM-ANOVA; Figure 12H), and in beta band χ2 (3) = 0.71, p = 0.87 
(Friedman’s test; Figure 12I). 
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Figure 12. LFP results for the FW task during the reward phase 
A-C) LFP power of ACC is shown for the three band of interest, as interested. D-F) LFP power of AI is 
shown for the three band of interest, as interested. G-I) LFP power of VTA is shown for the three band of 







Fixed weight with varied reward task (VR) 
The VR was run for six days, allowing two days per condition: 5%, 10% and 20% 
sucrose. As shown in Figure 13A, the 5% sessions overall were significantly shorter in 
duration as compared to the 10% (p < 0.01) and 20% sessions (p < 0.01; Friedman’s with 
post-hoc Dunn’s). Likewise, as shown in Figure 13B, animals completed significantly 
fewer trials in the 5% condition as compared to the 10% (p = 0.04) and 20% condition (p 
< 0.01; Friedman’s with post-hoc Dunn’s). The 5% sessions lasted nine to 1876 seconds 
(mean 715.2 ± 711.3 sec), with animals completing 0 to 76 trials before quitting (mean 
23 ± 27.43 trials). The 10% lasted 144 to 3185 seconds (mean 1915 ± 991.7 sec), with 
animals completing 0 to 105 trials before quitting (mean 60.21 ± 8.38 trials). The 20% 
lasted 693 to 3195 seconds (mean 1887 ± 777 sec), with animals completing 15 to 112 
trials before quitting (mean 73.36 ± 28.42 trials). There were no statistical differences in 


































χ2 (2) =14.71 , p<0.01 **
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Figure 13. Overall Behavioural Results for VR Sessions 
A) Session time for each sucrose condition. B) Trial counts for each sucrose condition. The bars 





VR Behavioural results  
Within a session, we predicted that there would be a gradual increase in Trial 
Duration across trial quartiles, similar to what we observed in the FW task (see pages 37). 
We also predicted that there would be an effect of sucrose condition on Trial Duration, 
with lower sucrose concentrations having more rapid increases in Trial Duration across 
the session. Because our within-session quartile analysis procedure required at least 70 
trails in each recording in order to be processed, we were only able to analyse 42 of the 
60 total VR sessions; all of these came from the 10% and 20% conditions. The 5% 
sessions could not be analysed in trial quartiles due to the low number of trials. Therefore, 
the following results only report 10% and 20% conditions. 
Our results indicated that there was a main effect of trial quartiles, F (3, 45) = 
14.29, p < 0.01, partial η2 = 4625. Post hoc analysis revealed that Trail Duration increased 
significantly from lower quartiles to higher quartiles (all p < 0.03). However, there was 
no main effect of sucrose condition, F (1, 15) = 1.63, p = 0.22, partial η2 = 328.5 (Two-
way ANOVA with Tukey’s test; Figure 14A).There was no significant interaction 
between sucrose condition and trial quartiles, F (3, 45) = 0.33, p = 0.80, partial η2 =106.7. 
Similar to Trial Duration, we predicted that Attempt to Success Ratio would 
increase as the task progressed. We also predicted that there would be an interaction 
between sucrose condition and trial quartiles on Attempt to Success Ratio, with more 
rapid increases associated with the lower sucrose concentration. Our results were similar 
to those seen with Trial Duration. There was a significant effect of trial quartiles, F (3, 
45) = 6.5, p = 0.01, partial η2 = 15.65. Post hoc analysis revealed that there was a 
significant increase in Attempt to Success Ratio from early quartiles to the final quartile 
(all p < 0.04). Nevertheless, the Attempt to Success Ratio was indistinguishable between 
10% and 20%, F (1, 15) = 0.10, p = 0.75, partial η2 = 0.19 (Two-way ANOVA with 
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Tukey’s test; Figure 14B).There was no significant interaction between sucrose condition 
and trial quartiles, F (3, 45) = 2.115, p = 0.11, partial η2 = 5.09. 
As in the FW task, we predicted that the Number of Attempts would decrease as 
the task progressed. We also predicted that there would be an interaction between sucrose 
condition and trial quartiles on Number of Attempts, with greater decreases associated 
with 10% sucrose. Our results indicated that there was a main effect of trial quartiles, F 
(3, 88) = 2.879, p = 0.04, partial η2 = 218.1. Post hoc analysis revealed that Number of 
Attempts increased significantly from 25% to 100% (p = 0.02). However, there was no 
main effect of sucrose condition, F (1, 88) = 0.29, p = 0.59, partial η2 = 7.37 (Two-way 
ANOVA with Tukey’s test; Figure 14C).There was no significant interaction between 
sucrose condition and trial quartiles, F (3, 88) = 0.61, p = 0.61, partial η2 = 46.31.
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Figure 14. Behavioural Results for the VR task 
A) Trial Duration for 10% and 20% condition. B) Attempt to Success Ratio for 10% and 20% condition. 
Results for 20% were illustrated by unfilled squares and dashed lines. C) Number of Attempts for 10% and 
20% condition. Results for 10% sucrose condition are illustrated by filled circles and solid lines; Results 
for 20% sucrose condition are illustrated by empty squares and dashed lines. * indicates p < 0.05; ** 






VR LFP results 
We predicted that during both the Attempt and Reward phase, for both 10% and 
20% condition, the LFP power of ACC would increase as the task progressed; the LFP 
power of AI would increase; and the LFP power of VTA would decrease. We also 
predicted that there would be stronger power changes with 10% condition, in comparison 
to 20% condition. Again, only two rats had confirmed VTA placements, so LFP result for 
VTA should be viewed as preliminary. 
In the attempt phase in the ACC, in delta there was no significant interaction 
between sucrose conditions and percentile of trials, F (3, 36) = 0.66, p = 0.58, partial η2 
= 0.05. There was also no significant effect of sucrose condition, F (1, 12) = 0.34, p = 
0.57, partial η2 = 0.22. There was no main effect of percentile of trials as well, F (3, 36) 
= 1.3, p = 0.28, partial η2 = 0.03 (Figure 15A). Also, there was no significant result in 
sucrose condition or trial percentile or their interactions in the theta band (Figure 15B), 
and in the beta band (Figure 15C, Two-way RM- ANOVA; see Table 2 for full statistics). 
In the attempt phase in the AI, in delta there was no significant interaction between 
sucrose conditions and percentile of trials, F (3, 33) = 1.38, p = 0.27, partial η2 = 0.13. 
There was also no significant effect of sucrose condition, F (1, 11) = 0.19, p = 0.67, partial 
η2 = 0.22. There was no main effect of percentile of trials as well, F (3, 33) = 0.33, p = 
0.80, partial η2 = 0.03 (Figure 15D). Non-significant result was also found for sucrose 
condition or trial percentile or their interactions in the theta band (Figure 15E), and in the 
beta band (Figure 15F, Two-way RM- ANOVA; see Table 2 for full statistics). 
In the attempt phase in the VTA, in delta there was no significant interaction 
between sucrose conditions and percentile of trials, F (3, 15) = 0.63, p = 0.61, partial η2 
= 0.03. There was also no significant effect of sucrose condition, F (1, 5) = 0.19, p = 0.67, 
partial η2 = 0.22. There was no main effect of percentile of trials as well, F (3, 15) < 0.01, 
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p = 0.99, partial η2 < 0.01 (Figure 15G). Non-significant result was also found for sucrose 
condition or trial percentile or their interactions in the theta band (Figure 15H, two-way 
RM- ANOVA; see Table 2 for full statistics). 
In the beta band, there was a significant interaction between sucrose conditions 
and percentile of trials, F (3, 15) = 3.4, p < 0.05, partial η2 = 0.02. In comparison to 10% 
condition, LFP power in the beta band with 20% condition had greater decreases from 
25% to 50%, 75%, and 100%. There was no significant effect of sucrose condition, F (1, 
5) = 0.01, p = 0.91, partial η2 < 0.01. There was a main effect of percentile of trials, F (3, 
15) = 5.58, p < 0.01, partial η2 = 0.03. The power of LFP was significantly higher from 
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Trials F (3, 15) = 5.58, p<0.01 **




Figure 15. LFP results with either 10% or 20% condition during the attempt phase 
A-C) LFP power of ACC is shown for the three band of interest, as interested. D-F) LFP power of AI is 
shown for the three band of interest, as interested. G-I) LFP power of VTA is shown for the three band of 
interest, as interested. Results for 10% sucrose condition are illustrated by filled circles and solid lines; 
Results for 20% sucrose condition are illustrated by unfilled squares and dashed lines. * indicates p < 0.05; 
** indicates p< 0.01. 
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Table 2. Summary of results for sucrose condition, trial quartiles, and interaction between 
sucrose condition and trial quartiles  
 
* indicates p < 0.05; ** indicates p< 0.01. 
 
In the reward phase in the ACC, in delta there was no significant interaction 
between sucrose conditions and percentile of trials, F (3, 36) = 0.99, p = 0.41, partial η2 
= 0.09. There was also no significant effect of sucrose condition, F (1, 12) = 1.24, p = 
0.29, partial η2 = 0.72. There was no main effect of percentile of trials as well, F (3, 36) 
= 0.37, p = 0.78, partial η2 = 0.03 (Figure 16A, Two-way RM- ANOVA; see Table 3 for 
full statistics). 
In theta, there was no significant interaction between sucrose conditions and 
percentile of trials, F (3, 36) = 0.39, p = 0.76, partial η2 < 0.01. There was a significant 
effect of sucrose condition, F (1, 12) = 9.69, p = 0.01, partial η2 = 0.38. LFP power was 
significantly higher with 10% condition than with 20% condition in theta band at 100% 
of trials (p = 0.01; Tukey’s tests). There was no main effect of percentile of trials, F (3, 
36) = 1.26, p = 0.30, partial η2 = 0.02 (Figure 16B, Two-way RM- ANOVA; see Table 3 
for full statistics). 
In beta, there was no significant interaction between sucrose conditions and 
percentile of trials, F (3, 36) = 0.58, p = 0.63, partial η2 < 0.01. There was also no 
Attempt
Sucrose Condition Percentile of Trials Sucrose Condition x Percentile of Trials
ACC
Delta F (1, 12) = 0.34, p = 0.57, partial η2 = 0.22 F (3, 36) = 1.3, p = 0.28, partial η2 = 0.03 F (3, 36) = 0.66, p = 0.58, partial η2 = 0.05
Theta F (1, 12) = 0.99, p = 0.34, partial η2 = 0.39 F (3, 36) = 1.03, p = 0.39, partial η2 = 0.05 F (3, 36) = 2.00, p = 0.13, partial η2 = 0.09
Beta F (1, 12) = 1.41, p = 0.26, partial η2 = 0.09 F (3, 36) = 1.37, p = 0.27, partial η2 = 0.01 F (3, 36) = 1.67, p = 0.19, partial η2 = 0.02
AI
Delta F (1, 11) = 0.19, p = 0.67, partial η2 = 0.22 F (3, 33) = 0.33, p = 0.80, partial η2 = 0.03 F (3, 33) = 1.38, p = 0.27, partial η2 = 0.13
Theta F (1, 11) = 0.37, p = 0.55, partial η2 = 0.23 F (3, 33) = 1.02, p = 0.40, partial η2 = 0.09 F (3, 33) = 1.84, p = 0.16, partial η2 = 0.16
Beta F (1, 11) = 1.01, p = 0.33, partial η2 = 0.15 F (3, 33) = 0.66, p = 0.58, partial η2 = 0.01 F (3, 33) = 0.31, p = 0.81, partial η2 = 0.01
VTA
Delta F (1, 5) = 0.19, p = 0.67, partial η2 = 0.22 F (3, 15) < 0.01, p = 0.99, partial η2 < 0.01 F (3, 15) = 0.63, p = 0.61, partial η2 = 0.03
Theta F (1, 5) = 5.27, p = 0.07, partial η2 = 0.16 F (3, 15) = 3.14, p = 0.06, partial η2 = 0.03 F (3, 15) = 2.23, p = 0.13, partial η2 = 0.02
Beta F (1, 5) = 0.01, p = 0.91, partial η2 < 0.01 F (3, 15) = 5.58, p < 0.01, partial η2 = 0.03** F (3, 15) = 3.4, p < 0.05, partial η2 = 0.02*
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significant effect of sucrose condition, F (1, 12) = 3.14, p = 0.10, partial η2 = 0.03. There 
was a main effect of percentile of trials, F (3, 36) = 3.18, p = 0.04, partial η2 = 0.02. Post 
hoc analysis revealed that LFP power at 25% of trials was significant higher form 50% 
of trials, p < 0.05 (Figure 16C, Two-way RM- ANOVA; see Table 3 for full statistics). 
In the reward phase in the AI, in delta there was no significant interaction between 
sucrose conditions and percentile of trials, F (3, 33) = 0.88, p = 0.46, partial η2 = 0.12. 
There was also no significant effect of sucrose condition, F (1, 11) = 0.58, p = 0.46, partial 
η2 = 0.42. There was no main effect of percentile of trials as well, F (3, 33) = 1.17, p = 
0.34, partial η2 = 0.15 (Two ways ANOVA with repeated measures) (Figure 16D). Non-
significant result were also found for sucrose condition or trial percentile or their 
interactions in the theta band (all p > 0.05) (Figure 16E), and in the beta band (all p > 
0.05) (Figure 16F, Two way RM- ANOVA; see Table 3 for full statistics). 
In the reward phase in the VTA, in delta, there was no significant interaction 
between sucrose conditions and percentile of trials, F (3, 15) = 0.38, p = 0.77, partial η2 
< 0.01. There was also no significant effect of sucrose condition, F (1, 5) < 0.01, p = 0.98, 
partial η2 < 0.01. There was no main effect of percentile of trials as well, F (3, 15) = 1.50, 
p = 0.25, partial η2 = 0.03(Two ways ANOVA with repeated measures) (Figure 16G).  
In Theta, there was no significant interaction between sucrose conditions and 
percentile of trials, F (3, 36) = 1.46, p = 0.27, partial η2 = 0.02. There was also no 
significant effect of sucrose condition, F (1, 12) = 0.43, p = 0.54, partial η2 < 0.01. There 
was a main effect of percentile of trials, F (3, 36) = 4.82, p = 0.02, partial η2 = 0.08. Post 
hoc analysis revealed that LFP power at 25% of trials was significant higher form 50% 
and 100% (Figure 16H). Non-significant result was also found for sucrose condition or 
trial percentile or their interactions in the beta band (all p > 0.05) (Figure 16I, Two way 
RM- ANOVA; see Table 3 for full statistics). 
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Reward F (1, 12) = 9.69, p<0.05 *













Trials F (3, 36) = 3.18, p<0.05 *
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Trials F(3,15)= 4.82, p<0.05 *
















Figure 16. LFP results with either 10% or 20% condition during the reward phase 
A-C) LFP power of ACC is shown for the three band of interest, as interested. D-F) LFP power of AI is 
shown for the three band of interest, as interested. G-I) LFP power of VTA is shown for the three band of 
interest, as interested. Results for 10% sucrose condition are illustrated by filled circles and solid lines; 
Results for 20% sucrose condition are illustrated by empty squares and dashed lines. * indicates p < 0.05; 
** indicates p< 0.01. 
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Table 3. Summary of results for sucrose condition, trial quartiles, and interaction between 
sucrose condition and trial quartiles 
 
* indicates p < 0.05; ** indicates p< 0.01. 
  
Reward
Sucrose Treatment Percentile of Trials S x P
ACC
Delta F (1, 12) = 1.24, p = 0.29, partial η2 = 0.72 F (3, 36) = 0.37, p = 0.78, partial η2 = 0.03 F (3, 36) = 0.99, p = 0.41, partial η2 = 0.09
Theta F (1, 12) = 9.69, p < 0.01, partial η2 = 0.38** F (3, 36) = 1.26, p = 0.30, partial η2 = 0.02 F (3, 36) = 0.39, p = 0.76, partial η2 < 0.01
Beta F (1, 12) = 3.14, p = 0.10, partial η2 = 0.03 F (3, 36) = 3.18, p = 0.04, partial η2 = 0.02* F (3, 36) = 0.58, p = 0.63, partial η2 < 0.01
AI
Delta F (1, 11) = 0.58, p = 0.46, partial η2 = 0.42 F (3, 33) = 1.17, p = 0.34, partial η2 = 0.15 F (3, 33) = 0.88, p = 0.46, partial η2 = 0.12
Theta F (1, 11) = 3.90, p = 0.07, partial η2 = 0.18 F (3, 33) = 0.12, p = 0.95, partial η2 < 0.01 F (3, 33) = 0.45, p = 0.72, partial η2 = 0.01
Beta F (1, 11) = 0.05, p = 0.82, partial η2 < 0.01 F (3, 33) = 1.99, p = 0.13, partial η2 = 0.02 F (3, 33) = 0.36, p = 0.78, partial η2 < 0.01
VTA
Delta F (1, 5) < 0.01, p = 0.98, partial η2 < 0.01 F (3, 15) = 1.50, p = 0.25, partial η2 = 0.03 F (3, 15) = 0.38, p = 0.77, partial η2 < 0.01
Theta F (1, 5) = 0.43, p = 0.54, partial η2 < 0.01 F (3, 15) = 4.82, p = 0.02, partial η2 = 0.08* F (3, 15) = 1.46, p = 0.27, partial η2 = 0.02




The purpose of this study was to investigate neural changes during the 
development of fatigue using a novel effort exertion task. We specifically looked into the 
ACC, AI, and VTA, because these three brain regions are likely to be involved in our 
decision-making fatigue model as described in the Introduction. We hypothesised that as 
animals performed the effort exertion task, there would be changes in behavioural 
performance measures and LFP power in our targeted brain regions. We predicted that 
behaviourally, animals would show behavioural signs of fatigue across the task session. 
We predicted that electrophysiologically, LFP power in the ACC and AI would increase 
and that the LFP power in VTA would decrease as the task progressed. In general, the 
behavioural results aligned with our predictions, but electrophysiological results did not. 
 
Measurements of fatigue 
Many studies have suggested that the manifestation of fatigue is the deterioration 
in either performance or motivation (Allen, Lannergren, & Westerblad, 1995; Davis & 
Walsh, 2010; Ishii, Tanaka, & Watanabe, 2014; Kirkendall, 1990). For example, muscle 
fatigue in humans is usually measured by performance changes in maximal voluntary 
contraction force or power output (Davis & Walsh, 2010; Kent-Braun, 1999; Vollestad, 
1997). Motivation changes during fatigue, on the other hand, have been measured 
indirectly by comparing EEG signals before and after a task (Lal, Craig, Boord, Kirkup, 
& Nguyen, 2003) or directly through questionnaires (Schwartz, Jandorf, & Krupp, 1993). 
Recently, fMRI, positron emission tomography (PET), and magnetoencephalography 
(MEG) have been used to study neural mechanisms underlying mental fatigue (Ishii et al., 
2014; Tanaka & Watanabe, 2012). While there are comprehensive studies of fatigue in 
humans, a reliable animal model remains to be established. Harrington (2012) 
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summarized that an ideal animal model of fatigue should 1) resemble human experiences 
specific to fatigue; 2) possess stimuli that can induce fatigue to humans as well; and 3) 
involve reversible changes in behaviour, cognition, and physiology by conditions. 
Our animal model measured changes in performance directly and motivation 
indirectly. We measured the performance of animals by Trial Duration, Number of 
Attempts (rope pulls) and Attempts to Success Ratio. Across each WLT session, Trial 
Duration increased; animals spent more time to complete one trial suggesting 
deterioration in performance which is one common measure of fatigue. However, 
Vollestad (1997) argued that the endurance time of a task alone does not access fatigue 
but rather exhaustion. In these human studies, researchers reported great variability 
between maximal force and time to stop and assumed there was no central mechanism 
involved in muscle fatigue (Vollestad, 1997; Vollestad, Sejersted, Bahr, Woods, & 
Bigland-Ritchie, 1988). However, in another similar study of ankle dorsiflexor muscles, 
the researchers reported that central mechanisms accounted for approximately 20% of 
muscle fatigue (Kent-Braun, 1999). Because of the involvement of central mechanisms, 
muscle fatigue would not only be exhaustion.  
Different from Trial Duration measuring performance alone, taking Number of 
Attempts and Attempts to Success Ratio together would measure both motivation and 
performance. If there was an increased Attempts to Success Ratio combined with 
increased or unchanged Number of Attempts, this would suggest that animals kept trying 
even though failures increased, which is an indicator of sustained motivation. Likewise, 
if there was an increased Attempts to Success Ratio combined with decreased Number of 
Attempts, this would suggest that animals started to reduce their attempts when failures 
increased, indicating a decline of motivation. 
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In the PR task, we observed decreased Number of Attempts after 180g, meanwhile, 
there was a significant increase at the same weight in Attempt to Success Ratio indicating 
a decline in motivation (see Figure 7). In the FW and VR task, on the other hand, we 
found significant increases in both Number of Attempts and Attempt to Success Ratio, 
suggesting sustained motivation (see Figure 10 & 14). Animals demonstrated significant 
increases in Trial Duration, and Attempt to Success Ratio across all three experimental 
tasks. These results suggest that WLT is successfully inducing deteriorations in 
performance. Trial Duration and Attempts to Success ratio increased as the task 
progressed (progression being either increasing weights in the PR or session quartiles in 
the FW and VR), suggesting the task is getting harder for animals, and animals are having 
to exert more energy to achieve the same reward. However, the motivation of animals 
only declined in the PR task but not in the FW and VR task. Our results suggest that the 
WLT is capable of generating decreases in both performance and motivation, which are 
common indicators of fatigue. 
 
Mechanisms of fatigue 
In the 1900s, fatigue was thought to originate from peripheral muscle/energy 
depletion, but fatigue-related deficits in performance are now known to have central 
mechanisms as well (Boksem & Tops, 2008). For example in a study measuring ankle 
muscle fatigue, Kent-Braun (1999) found that localised muscle failure only accounted for 
80% of muscle fatigue, suggesting that 20% of the fatigue experience may come from a 
central mechanism originating from the central nervous system (CNS). Recent studies 
have demonstrated the existence of a peripheral fatigue threshold and tried to determine 
the threshold (Amann et al., 2006; Blain et al., 2016). Researchers found greater levels of 
peripheral fatigue at the end of exercise following selective blockade of sensory afferents, 
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as compared to exercise completed without sensory blockade (Amann et al., 2006). The 
group speculated that muscle afferents would provide input to the CNS as the muscle 
fatigue threshold is reached, which, in turn, cause the CNS to constrain the activation of 
skeletal muscles (Amann, Proctor, Sebranek, Pegelow, & Dempsey, 2009). This 
mechanism is thought to prevent an abnormal homeostatic challenge and excessive 
peripheral fatigue (Blain et al., 2016). 
At the CNS level, two mechanistic models of fatigue have been proposed. One is 
the dual CNS facilitation- inhibition system (Ishii et al., 2014). In this model, a central 
facilitation system is activated by workloads to maintain task performance in the presence 
of fatigue. Meanwhile, a central inhibition system is also activated to preserve energy by 
restricting task performance (Ishii et al., 2014). In considering the changes in performance 
and motivation that are observed in fatigue, the facilitation system is likely activated 
before the fatigue threshold is reached in order to sustain performance and motivation, 
and once the fatigue threshold is reached this signals the inhibition system to preserve 
energy. As a result, the imbalance between facilitation and inhibition system causes 
fatigue. 
Another model that has been proposed to account for central mechanisms of 
fatigue is based on cost-benefit decision-making processes. In this model, fatigue is a 
result of decision making, where one unconsciously evaluates the costs and gains, and 
only when perceived rewards outweigh perceived costs behaviour would sustain (Boksem 
& Tops, 2008; Hockey, 2013). Supporters of this model propose that when current 
energetic costs exceed perceived rewards fatigue would occur as a drive to cease the task, 




Task design and indicators of fatigue 
We designed three versions of the WLT (PR, FW, and VR) to present different 
constructions of effort and reward. In the PR task, the reward was fixed at 20% sucrose 
and therefore expected, while the effort was gradually increased, and therefore 
unexpected (an effort varied task). In the FW task, both the reward and effort were 
unchanged and expected (an effort fixed and reward fixed task). In the VR task, the effort 
was unchanged at 180g and expected, but the reward was varied between 5, 10 and 20% 
sucrose and unexpected (a reward varied task). In all forms of the task, we could split the 
behavioural data and electrophysiological data into two phases: attempt phase and reward 
phase. The attempt phase captures when a rope pull is initiated, therefore in this phase 
animals had decided to exert effort. The reward phase captures when the animal 
completed a successful pull and is receiving a reward.  
In the effort varied PR task, there were significant increases in Trial Duration for 
the weight from 0g to 135g to heavier weights, but not for 180g to 225g. This result 
suggested that animals are likely to be fatigued at 180g. The result for Number of 
Attempts confirms this result. There were significant increases in Number of Attempts 
before 180g and a significant decrease from 180g to 225g. For Attempt to Success Ratio, 
the ratio was consistently increased from lower weights to heavier weights. Taking 
Number of Attempts and Attempt to Success Ratio together, animals were likely to be 
motivated before 180g and demotivated after 180g, which is consistent with the Trail 
Duration result. This suggests 180g represents a sort of threshold level of effort. In the 
PR task 225g was the maximal weight animals were capable of doing, so 180g represents 
80% of the maximum weight.  
In the FW task, Trial Duration had a significant increase from 25% and 50% to 
higher quartiles but not from 75% to 100%, suggesting that the performance of the 
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animals decreased gradually before 75% and likely to be fatigued after that. This suggests 
that 75% of the session trials represents a sort of temporal threshold, which numerically 
resembles to the 80% weight of the maximum weight in the PR task. Likewise, in the VR 
task, both Trial Duration and Attempt to Success Ratio had a significant decrease at 25%, 
50%, and 75%, suggesting that 75% of session trials represented a fatigue threshold for 
the VR task. Interestingly in their human study, Amann et al. (2013) reported that muscle 
function had a significant decrease at 85% of peak power. 
Taken together our results suggest that the threshold of subjective fatigue in our 
WLT is ~80% -either 80% of physical effort or 80% of temporal effort. The performance 
and motivation of animals would likely to decrease after the threshold and this is what we 
observed. In considering the consistent changes in motivation and performance during 
the PR task, there might be a linear relationship between motivation and performance 
with decreased performance associated with decreased motivation. However, the Attempt 
to Success Ratio did not increase simultaneously with Trial Duration as weight increased. 
Trail Duration had a significant increase at 0g, 45g, 90g, and 135g, but Attempt to Success 
Ratio had a significant increase at 0g, 45g, and 90g. These results suggest that Attempt to 
Success Ratio plateaued earlier than Trial Duration. These desynchronized changes 
suggest that performance changes cannot solely be explained by linear weight increment, 
and that changes in cognition may also contribute to the deterioration in performance. 
This result is consistent with the speculation of Kent-Braun (1999) that mental 
mechanisms also mediate muscle/peripheral fatigue. 
In the FW task (effort fixed and reward fixed), we found a similar result to the PR. 
Trial Duration had a significant increase at 25% and 50% of trials, suggesting animals 
were likely to be fatigued at 50% of trials. Attempt to Success Ratio had a significant 
increase from 25% to 100%. Meanwhile, the Number of Attempts had a significant 
increase from 25% to 100% as well. The increased Attempt to Success Ratio combined 
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with sustained Number of Attempts suggest that at the end of the task, the performance 
of animals deteriorated, but their motivation did not decline.  
In the reward varied VR task, changes in Trial Duration and Attempt to Success 
Ratio were more synchronized. Both Trial Duration and Attempt to Success Ratio had 
significant increases at 25%, 50%, and 75%. Also, the Number of Attempts had a 
significant increase from 25% and 50% to 100%, indicating there was no decline in 
motivation. However, there was no significant difference between 10% and 20% sucrose 
conditions in Trial Duration, Attempt to Success Ratio, and Number of Attempts, 
suggesting sucrose condition did not change the performance and motivation of animals. 
The similar performance and motivation with different sucrose conditions suggests that 
as long as a reward is rewarding, reward magnitude is not a significant contribution to 
fatigue. Therefore, when the only effort was expected, facilitation and inhibition system 
would work together in the development of fatigue. 
In the VR task, 5% sucrose was not rewarding for the animals at all, and animals 
just quit on this task. The 5% condition had significantly fewer trials and shorter session 
times. Even though animals exhibited some of the same behaviours such as increased 
Trial Duration, non-rewarding activities are considered different from fatigue (Boksem 
& Tops, 2008; Kurzban et al., 2013; van der Linden, 2011). If the task is not rewarding, 
subjects will just quit rather than perform to the point of fatigue. The results from our 5% 
sucrose VR sessions suggest there is a rewarding threshold for performance. Animals 
would not be motivated to participate in a task when the reward is below the threshold 
and might be equally motivated when the reward is above that threshold. This latter is 
supported by our results from the 10% and 20% sucrose conditions, where there were no 




Effect of the PR task on LFPs in our regions of interest 
The PR task was an effort varied task, and animals had to gradually exert more 
effort as the task progressed. As the task progressed, the value of the rope pull action 
would decline as animals have to exert more effort for the same size reward. The gradually 
increased effort exertion and the unchanged reward would result in an effort-reward 
imbalance, which may be the main cause of fatigue. The effort-reward imbalance model 
was introduced by Siegrist in 1986 which emphasizes both the effort and the reward 
structure of work (van Vegchel, de Jonge, Bosma, & Schaufeli, 2005). The effort-reward 
imbalance theory was based on empirical experiments and assumed that an imbalance 
between high efforts and low rewards leads to an increase in the risk of poor health (van 
Vegchel et al., 2005). Therefore, the value of effort would influence performance and 
motivation and probably fatigue. In the PR task, the reward remained consistent. However, 
the demand for effort gradually increased, which was likely to cause an effort-reward 
imbalance. 
The LFP power of AI in the delta band (1-4 Hz) had increased from 45g to 135g 
during the attempt phase. During the reward phase, the LFP power of ACC had significant 
increases in the delta band from 45g to 135g and 180g and in theta band from 45g to 180g. 
We postulate that AI and ACC likely talk to each other through the delta band. Many 
studies suggest the involvement of delta oscillations in motivational processes. Delta 
oscillatory power was reported to increase during hunger (Aleksanov, Vainstein, & 
Preobrashenskaya, 1986; Pavlygina, Lyubimova YuV, & Davydov, 1994), sexual arousal 
(Cohen, Rosen, & Goldstein, 1985; Tucker & Dawson, 1984), and in substance users 
(Reid, Flammino, Howard, Nilsen, & Prichep, 2006). The power of delta oscillations also 
increased during panic attacks (Lesser, Poland, Holcomb, & Rose, 1985) and sustained 
pain (Chen, Rappelsberger, & Filz, 1998). In the cognitive domain, delta oscillatory 
power is implicated in attention (Schroeder & Lakatos, 2009), salience detection 
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(Knyazev, 2007), and subliminal perception (Parnefjord & Başar, 1999). In the PR task, 
AI had significant changes in the delta oscillation in the attempt phase, while ACC had 
significant changes in the same frequency during the reward phase. One interpretation of 
this is that the ACC is receiving inputs from AI in the delta band. This interpretation is 
also consistent with the findings in other studies (Harmony, 2013; Knyazev, 2012; 
Murphy et al., 2009). Previous studies using high-density EEG source modelling found 
that low frequency (0.5-6 Hz) waves during sleep likely began at insula and propagate 
posteriorly along with midline structures through a cingulate highway (Harmony, 2013; 
Knyazev, 2012; Murphy et al., 2009). These findings suggest communication between AI 
and ACC through low frequencies. Although these were EEG studies, researchers 
suggested that due to thalamocortical oscillations, generated as a result of both local and 
long-range synchronization, LFP and EEG signals display the same type of oscillations 
during wake and sleep states (Steriade & Timofeev, 2003; Timofeev, Bazhenov, Seigneur, 
& Sejnowski, 2012). 
We hypothesised that the increased LFP power in the delta band of AI came from 
unconscious sensory accumulation during continuous effort exertion. The LFP changes 
in AI were significant only in the attempt phase, where animals were exerting effort and 
likely sending muscular sensory afferents to the insula. In the reward phase, there was a 
significant increase in the ACC in the delta and the theta band, suggesting ACC is likely 
to be the region that processes effort-reward associations that can aid decision making. 
Also, we had significant increases in the LFP power of delta oscillation in both ACC and 
AI. In considering the low-frequency waves that likely travelled from AI to ACC, the 
increases of LFP power of ACC may come from AI. That is to say, ACC receives inputs 
form AI. Apart from changes in the delta band, ACC also had significant changes in the 
theta oscillation. ACC is thought to coordinate neuronal interactions within a more 
extensive network through the theta band as a temporal reference (Womelsdorf, Johnston, 
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Vinck, & Everling, 2010). Therefore, during the PR task, ACC was likely received input 
from AI through the delta band and then coordinating with other brain regions via theta. 
Our results suggested that during the effort-varied PR task, the value of effort 
gradually decreased during the attempt phase as registered in AI and then AI input into 
ACC, where cost-benefit processing may initiate fatigue signals. During an effort varied 
task, the expected value of effort decreases due to gradually increasing weight, while the 
expected size of reward remained constant. LFP power of AI and ACC increased as the 
value of effort decreased, which was in line with our hypothesis. This coincided with 
behavioural indicators of fatigue (e.g. increase in Trial Duration). 
 
Effect of the FW task on LFPs in our regions of interest 
Different from the PR task having varied effort, the FW task was an effort fixed 
and reward fixed task. During the FW task, there was no change in the expected effort 
and reward. Therefore, we speculated that the motivation of animals would not change in 
this task, and peripheral fatigue might be the major component of fatigue being induced 
here. 
In the FW task, we found that the power of theta oscillations in AI had a significant 
decrease during the attempt phase. Researchers have previously suggested that the theta 
band is involved in pain processing through functional connectivity between the AI and 
the brainstem (Ploner, Lee, Wiech, Bingel, & Tracey, 2010; Taesler & Rose, 2016). 
Consistent with these findings, patients with fibromyalgia were reported to have less 
connectivity between the insula and the Default Mode Network (DMN) in the theta band 
(Hsiao et al., 2017). Theta oscillations are also known to be involved in the interaction 
between cell assemblies located in different brain regions (Ertl, Hildebrandt, Ourina, 
Leicht, & Mulert, 2013). In an attention study, theta synchronization is indicative of 
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motivated attention to biologically salient stimuli, whereas theta desynchronization is 
indicating distraction (Zhang et al., 2013). According to these findings, the decreased AI 
power in the theta band may suggest desynchronizations between AI and other brain 
regions, and the decline in the power of theta oscillations may associate with distractions. 
Theta oscillations are also suggested to relate to aversive feelings. In a study in tinnitus, 
researchers reported that distress is associated with decreased theta oscillations, 
suggesting that insula is actively inhibited by increasing distress (van der Loo, Congedo, 
Vanneste, Van De Heyning, & De Ridder, 2011). To sum up, the decline in the theta 
power of AI may indicate reduced functional connectivity between AI and other brain 
regions, a shift in attention from the task, and/or growing discomforts from a task. 
In the FW task we also found a significant decline in beta oscillatory power in AI 
in addition to theta oscillations. The power of beta oscillations in AI was also reported to 
associate with aversive feelings. Decreased insula–DMN connectivity in the beta band 
has been correlated with increased discomfort scores (Hsiao et al., 2017). Moreover, in 
pain processing, decreased power in beta oscillations is associated with pain stimulation 
(Ohara, Crone, Weiss, & Lenz, 2004). 
Like theta oscillations in the AI, theta oscillations in VTA are known for 
communications with other brain regions. According to Fujisawa and Buzsaki (2011), 
theta oscillatory activity is responsible for the coordination of the activity of VTA, 
hippocampus and prefrontal cortex. Reduced theta power may reflect desynchronization 
between VTA and other brain regions. In another study, VTA was reported to synchronize 
with ACC in the theta range in a bottom-up direction, and the decline in the power of 
theta band signals aversive outcomes (Park & Moghaddam, 2017). Likewise, reduced 
theta power in VTA was reported to relate to punishment in an associative learning task 
in rodents (Kim, Wood, & Moghaddam, 2012). In the FW task, there was a significant 
decrease in the power of VTA in theta oscillations from 25% and 50% of session trials to 
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100%. We speculate that the declined power in the theta band may reflect the 
desynchronization of VTA with other brain regions and the decline originated from 
aversive feelings arising from consistent prolonged effort exertion. 
Apart from decreased theta oscillatory power in VTA, we also found a decrease 
in beta oscillatory power in VTA. Neuropathic pain was reported to induce a decrease in 
the power of beta oscillations in VTA (Fu et al., 2018). Others reported that the decreased 
beta power in VTA is likely driven by dopamine levels in cortico-striatal circuits, which 
may reflect mechanisms indicating stimuli timing (Bartolo & Merchant, 2015; 
Kononowicz, 2015). 
In the FW task, the expectation of effort and reward were unchanged. We found 
that there were significant decreases in the LFP power of AI and VTA in the theta and the 
beta band during the attempt phase. However, there were no significant changes in ACC, 
AI, and VTA oscillatory power during the reward phase. These results suggested that 
when expectations of effort and reward were consistent, AI and VTA are involved in the 
unconscious cost-benefit weighing during the development of fatigue. However, ACC 
may not be the region that processes this information under this condition. This 
contradicts to what researchers have previously found (Hart, Blair, O’Dell, Blair, & 
Izquierdo, 2019; Hillman & Bilkey, 2012; Winstanley & Floresco, 2016). However, these 
researches have multiple stimuli for decision-making, and the stimuli in the FW task did 
not change. Therefore, ACC may not be the centre for decision making when the expected 
value of effort and reward are unchanging. In considering that cognitive processes might 
not be the central mechanism of fatigue in the FW task, we assume that when expected 
effort and reward remained consistent, the main component of fatigue was peripheral 




It is worth noting that in the attempt phase, AI had significantly decreased power 
in theta and beta oscillations, which is contrary to the PR task, where AI had a significant 
increase in LFP power. Decreased LFP power in AI is suggested to correlate with less 
salience (Uddin, Nomi, Hébert-Seropian, Ghaziri, & Boucher, 2017). In comparison to 
the PR tasks, the unchanged weight and reward may be less salient which may able to 
explain why the power of AI deceased. 
 
Effect of the VR task on LFP in our regions of interest 
The VR task was a reward fixed task. During this task, the expectation of effort 
was fixed, but the expectation of reward was disrupted. We found that during the attempt 
phase, the LFP power of VTA had significant decreases in the beta band, which resembled 
our findings in the FW task. In considering the similarity between the FW task and the 
VR task, we speculate that, VTA also encoded interval timing, and aversive feelings 
during the attempt phase through beta oscillations in the VR task, as discussed above in 
the FW section (see page 63-64).  
Our results suggest that the power of VTA in the beta band may relate to interval 
timings and aversive feelings in the VR and the FW task. In these two effort fixed tasks, 
we found significant decreases in the power of VTA in the beta band during the attempt 
phase. In contrast, we did not find significant LFP changes in the VTA in the beta band 
during the PR effort varied task. In  the VR and the FW task, we used constant stimuli 
(fixed weight) which resembles previous interval timing (Bartolo & Merchant, 2015; 
Kononowicz, 2015) and aversive feeling (Fu et al., 2018) studies. Different from previous 
two effort fixed task, in the PR task, the stimulus was changing in a spectrum (weight 
gradually increasing). We therefore speculate that beta oscillations in VTA only encode 
interval timings and aversive feelings when the stimuli were not changing in a spectrum.  
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We also found a significant decrease in the power of ACC in the beta band during 
the reward phase. Direct in vivo LFP recordings from patients with condition-resistant 
major depressive disorder indicated that decreased power of beta oscillations in ACC is 
related to unpleasant stimuli (Huebl et al., 2016; Merkl et al., 2015). The reduced beta 
power of ACC that we observed may suggest an aversive feeling to the task and an 
intention to disengage the task, manifesting as fatigue. Meanwhile, during the reward 
phase, there was also a significant decrease in the power of VTA in the theta band. The 
declined power of theta oscillations in VTA may reflect desynchronization between VTA 
and other brain regions as well as encoding aversive feelings ascribed in the FW task. 
However, the decline of VTA theta power occurred in the attempt phase in the FW task 
but occurred in the reward phase in the VR task. This difference suggests that in the VR 
task, there were other mechanisms mediating theta oscillations in VTA. 
Previous studies have shown that VTA neurons projecting to prefrontal cortex 
preferentially fire in the beta band (Lammel et al., 2008). These findings suggest 
dopaminergic projections might generate beta oscillations in the prefrontal cortex. In the 
VR task, both VTA and ACC had decreased beta power. The decline in the power of VTA 
occurred in the attempt phase, but the decline in ACC occurred in the reward phase, 
possibly suggesting a mediating of ACC by VTA. Other studies have also confirmed a 
dual communication between VTA and ACC (Elston & Bilkey, 2017; Elston, Croy, & 
Bilkey, 2019). 
Apart from changes due to trial quartiles, we also found significant interactions 
between sucrose condition and trail quartiles in the power of the beta band in VTA during 
the attempt phase. There were greater decreases in LFP power of VTA in the beta band 
in the 20% condition. Previous studies suggest that higher dopamine levels are associated 
with stronger beta power suppression (Jenkinson & Brown, 2011). Therefore, the beta 
oscillatory power may also encode the intensity of reward during the VR task.  
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In conclusion, in the VR task, the decreased beta oscillatory power in VTA during 
the attempt phase encoded aversive feelings and interval timing as in the FW task. The 
aversive feelings encoded by VTA was also manifested by reduced power in the theta 
oscillations. VTA and ACC were communicated through the beta band as well, then ACC 
generated a feeling of aversive and disengagement as the fatigue developed. Meanwhile, 
during the development of fatigue, ACC and VTA also contributed to the reward value 
discrimination. 
 
Restricts and future studies 
One deficit of our study was that our animals were likely improving proficiency 
as our experiment progressed, which may interfere with our findings. Being proficient at 
the task can increase resilience to fatigue, which may undermine our results. Davis and 
Walsh (2010) suggested that central mechanisms will be recruited to improve proficiency 
in a physical task, perhaps linking to the facilitation component of the facilitation-
inhibition model (Ishii et al., 2014). In another study, Kamen (2004) reported that 
improvements in physical task performance even though there were no increases in 
muscle mass. Another experiment reported that exercise on one side of the body had 
improved performance on the contralateral untrained side (Ploutz, Tesch, Biro, & Dudley, 
1994). These results from human studies may suggest that progressive proficiency in the 
task can help to counter fatigue over time. In all our tasks (except 5% in VR), animals 
may have been more proficient in the task as our experiment progressed, and therefore 
more resilient to fatigue. Even though we changed the paradigm of our task by 
manipulating weight-delivery or reward concentration, animals were still doing the same 
task, pulling the rope. As a result, animals may be gradually resilient to fatigue as our 
experiment phases progressed and are the most resilient to fatigue in the VR task, the last 
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stage of our experiment. To another degree, our task was voluntary for animals. Several 
studies have indicated that having high voluntary control over a task can help prevent or 
reduce fatigue (Beckers et al., 2008). To counter the shortcoming of proficiency in the 
task in future studies, we could use a separate cohort of animals for different tasks. 
Alternatively, we could make the task complicated for animals to make proficiency less 
likely. Another way to improve our task is to counterbalance the running order of FW and 
VR. 
In previous studies measuring the effect of food deprivation and satiation on 
activities of rodents, researchers found that animals have decreased activities (Cornish & 
Mrosovsky, 1965) and motivation (Pierce, Epling, & Boer, 1986) when satiated. To rule 
out the possible influence of satiation over our WLT tasks, we have 0g-rope-pull checks 
at the end of each session to check whether animals quit the task because of satiation. We 
reattached the rope back to the open field with the weight switched to 0g and allow 
animals to do five trials. However, the reinsertion of the rope introduces animals with a 
repeated presented stimulus. Repeated presentation of stimulus is known to relate to 
reduced neural activity (Grill-Spector, Henson, & Martin, 2006). Hence, the LFPs during 
the 0g-rope-pull checks are not reliable for analysis. Moreover, we changed the weight 
back to 0g, which made it very easy for animals to pull and may also have increased their 
motivation. The motivations of animals at this stage are compromised as a result. 
Therefore, the behaviour and neural signals during 0g-rope-pull checks cannot be used as 
dependent variables in our analyses. For future sucrose check, we should dispense sucrose 
manually for satiation check to eliminated current disrupted neural activities through 
repeated presented stimulus.  
Another deficiency in our task design is the sudden change of weight when 
switching the weight during the PR task. Every time we changed the weight, there would 
be a sudden increase in effort. Researchers who studied muscular response to sudden load 
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argued that the effects of fatigue might be exacerbated by the unexpected sudden load 
(Wilder et al., 1996), as the sudden increased weight altered the expectation of effort to 
exert. In addition to the sudden load in our task, the increment of weight we used may 
also have had an effect on the task. In the PR, every 45g increment (except from 180g to 
225g) had a significant effect in Trial Duration, indicating that changes in weight changed 
performance. To diminish the effect of sudden load, we could decrease the interval of 
weights in future studies, so that the difference between weights would not be surprising 
for animals. 
Another consideration of task design is that in our experiment, the attempt region 
was close to the reward region, which made the differentiation between the attempt phase 
and the reward phase ambiguous. In the future, we should differentiate between attempt 
and reward regions more clearly. One way is to separate these two areas physically. We 
can place the attempt region in the left corner and place the reward region in the right 
corner. 
Many studies have demonstrated that physical exercise can increase both mental 
and physical fatigue (Filaire, Bernain, Sagnol, & Lac, 2001; Mashiko, Umeda, Nakaji, & 
Sugawara, 2004; Urhausen & Kindermann, 2002). Even though physical tasks can cause 
fatigue both mentally and physically, our task did not measure cognitive aspects of fatigue 
directly. Also, the relationship between mental and physical fatigue remains unknown. In 
future studies, we can have animals doing alternative tasks and measure their fatigue. 
Animals can either do the physical tasks first, then do the cognitive tasks or do the reverse 
way. This design of the task would allow us to understand whether there is a bilateral 
relationship between central and peripheral fatigue. 
Due to technical issues, we only have two rats had confirmed VTA placements, 
so results for VTA should be viewed as preliminary and need further justifications. Also, 
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we did not analyse the LFP coherence between brain regions. Analysing coherence would 
be able to test our speculations on AI-ACC communication and VTA-ACC 
communication, which is an essential next step to actually test our hypothesis. 
Summary and conclusion 
The purpose of this study was to investigate the neural basis and mechanisms 
underlying fatigue. This study used a novel WLT to look into the relationship between 
fatigue and our regions of interest: ACC, AI, and VTA. We manipulated two important 
components of fatigue, effort and reward, in the WLT and we had three conditions: PR, 
FW, and VR. The PR task was an effort varied and reward fixed task, where the 
requirement of effort gradually increased. Different from the PR task, the FW task was 
an effort fixed and reward fixed task, where animals would have consistent expectations 
for effort and reward. The VR task was an effort fixed and reward varied task, where the 
expectation of effort was fixed but the expectation of reward was not. We hypothesised 
that as animals performed the WLT, there would be changes in behavioural performance 
measures and LFP power in our regions of interest.  
Behaviourally, we found significant increases in Trial Duration and Attempt to 
Success Ratio in all three conditions, suggesting the WLT successfully induced fatigue. 
However, the Number of Attempts were not as consistent. In the PR task, there were 
significant increases in Number of Attempts before 180g and significant decreases after 
that, suggesting declines in motivations. In the FW and the VR task, there was no decrease 
in the Number of Attempts, which suggests sustained motivations. Electrophysiologically, 
we found the LFP power of AI had a significant increase in the delta band during the 
attempt phase, and the LFP power of ACC had significant increases in the delta band and 
theta band during the reward phase. The results from the PR task indicated possible 
communications from AI to ACC in the theta band during the development of fatigue. In 
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the FW task, we found the LFP power of AI and VTA had significant decreases during 
the attempt phase in the theta band, and beta band. However, the cooperation between AI 
and VTA remains further investigations. In the VR task, we found significant decreases 
in the power of VTA in the beta band during the attempt phase, and significant decreases 
in the power of ACC in the beta band during the reward phase, indicating possible 
communications between VTA and ACC in the beta band. Our results had disclosed some 
mechanisms of fatigue, however technical issues and some deficits in our design 
compromised our findings. With modification and improvement to our task, we would 
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