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In this paper, a new mathematical  model of random noise in terms of the 
uni formly almost periodic functions consisting of arbitrary component  wave- 
forms is theoretically introduced from a generalized viewpoint containing the 
uni formly almost periodic functions of cosine wave type reported in the previous 
paper. That  is, IN(t) = Y~=IN C~F(0~), 0n = 27r × (f~t + Cn) (mod 2~r) with 
C~ -- Co (Vn), where F(O) shows an arbitrary single-valued function under  a 
certain condition and all the frequency ratios (such asfl/Ji2, f2/f;~ ,...) form a set of 
irrational numbers .  Hereupon,  the explicit expressions of the probabil ity 
density function, PN(I), in the form of the statistical Hermite series expansion, are 
given corresponding to several concrete cases where the component  wave F(O) 
has the special form. Further,  the characteristics that PN(I) is asymptotically a 
Gaussian distr ibution as N tends to infinity, and the fact that the representative 
pattern of the component  waveforms and the choice of shape factors charac- 
terizing the specific F(O) give a substantial contribution to the speed of con- 
vergence tending to the Gaussian distr ibution, are investigated. The  ~-correlation 
property of the new random noise model, which is another feature of random 
noise, is also discussed. In view of the variety of component  waveforms, the 
changeabil ity of the number  of component  waves included, and the arbitrariness 
of irrational frequency ratios of component  waves, the following properties are 
quantitatively considered, especially f rom an experimental  viewpoint: (t) the 
non-Gauss ian property at a finite value of -N ~ and the asymptotic property to a 
Gaussian distr ibution at a large value of N;  (2) the effects of the representative 
pattern of F(O) of the component  waves and the choice of shape factors charac- 
terizing the specific F(O) on the speed of convergence to the Gaussian properties, 
f rom two points of the distr ibution form and the statistical moments ;  and (3) the 
correlation property as N becomes large. 
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1. INTRODUCTORY REMARKS 
As mentioned in the previous paper, an important problem in the construction 
of a mathematical model of random noise is how to unify the deterministic 
character to describe a time sequence of random phenomena according to the 
law of causality and probabilistic haracter which accounts for the accidental 
character existing in actual physical random-phenomena (Ohta and Koizumi, 
1970). More concretely, we must consider: 
(1) the type of deterministic expression (temporal function) to be used; 
(2) the kind of probability distribution to be chosen; 
(3) how to incorporate the probability distribution into the deterministic 
expression. 
However, the two models of random noise due to Rice (1944) do not seem to 
create an organic unity of the deterministic and probabilistic characters ofrandom 
noise, since the probability distributions are brought into the Fourier series 
representations at the outset independently of the lapse of time, in order to 
express apossible variety of amplitudes or phases at an arbitrary fixed time. 
The truth is that the actual random phenomena, no matter how complex 
they may be, really exist with the passage of time, and therefore all possible 
variations of physical quantities (e.g., amplitude and phase) which show various 
randomnesses in the random noise should also be naturally realized in the course 
of time. 
In this paper, a new mathematical model of random noise in terms of the 
uniformly almost periodic functions (Bohr, !925, 1926; Wiener, 1930) con- 
sisting of arbitrary component waveforms is theoretica!ly proposed by 
generalizing a random noise model consisting of the uniformly almost periodic 
functions of the cosine series type reported in the previous paper (Ohta and 
Koizumi, 1970). Furthermore, the explicit expressions of the probability density 
and distribution functions for the new random noise model are derived cor- 
responding to several cases where the component wave has the specialized forms. 
Then it is quantitatively discussed that the probability density function of the 
new representation exhibits asymptotically a Gaussian distribution as a number, 
N, of component waves included tends to infinity and the preestablished pattern 
of the component waves and the choice of shape factor(s) characterizing the 
specific component waveform, F(O), give a substantial contribution tending to 
the Gaussian distribution. On the other hand, the 8-correlation property is an 
essential feature of random noise. A discussion of the correlation property of 
our new representation is also included. 
Digital simulation of this study is carried out for the purpose of confirming 
the above theoretical results. More specifically, in view of the variety of com- 
ponent waveforms, the changeability of the number of component waves 
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included, the arbitrariness of irrational frequency ratios of component waves, 
and the complexity of the mathematical expressions involved and their statistical 
treatment, digital simulation is the most effective technique and therefore 
necessary for experimental confirmation. 
From the experimental results, the following problems for the new random 
noise model are quantitatively clarified in special relation to the previous results: 
(1) How the new random model has a non-Gaussian property at a finite value of 
N and how its probability distribution tends asymptotically to a Gaussian form 
as N becomes large, (2) How the preestablished pattern F(O) of component 
waves and the choice of shape factors characterizing the specific F(O) affect he 
speed of convergence to the Gaussian distribution for a sufficiently large value of 
N in several concrete cases, (3) How the several moments of new random noise 
become asymptotically those of Gaussian oise for a large value of N in a special 
model having sinusoidal component waves, (4) How the new representation 
expresses a 3-correlation property in the time axis as N becomes ufficiently 
large. 
Finally, the following two important properties, important in the mathemati- 
cal construction of the model of actual physical noise, should be pointed 
out: 
(1) If the actual features of random noise are reflected in the mathematical 
model, it will not be necessary tointroduce any probability distribution law at the 
outset, so that the probability distribution of random noise should be formed 
automatically in the course of time. 
(2) If the physical significance of the random noise model is considered, 
without being limited to only the mathematical modeling of random noise in 
this study, the physical energy conservation law must be taken fundamentally 
into consideration. 
2. GENERAL CONSIDERATION 
2.1. Asymptotical Characteristics of the Probability Density Function Tending to 
Gaussian Distribution 
Let us express the random noise model in terms of the uniformly almost 
periodic functions consisting of arbitrary component waves as 
N 
IN(t) = ~ GF(O~), 
n 1 
(1) 
On &~ 2zr(fnt q- (on) (rood 2vr), 
230 OtlTA AND ttIROMITSU 
where C~ = C O for all integers of n, and F(O) shows an arbitrary single-valued 
function under a condition: 
;7 (1/2"/7") F2~-l(0) dO = 0 (n = 1, 2, 3,...). (2) 
Hereupon, all the frequency ratios (such as f l / f i ,  fe/fa, fa/f4 .... ) form a set of 
irrational numbers? It will easily be found through tl-,; Kronecker-Weyl 
theorem (Kawada, 1952) that IN(t ) satisfies the stochastic character of ergodicity. 
Accordingly, the characteristic function of Is(t ) can be expressed in terms of N 
products of the characteristic functions corresponding to component waves as 
follows: e 
g~(u)(~<~%) = ~ ~.F(o°~ I__ do" = (~(Cou))N, (3) 
- -  n=i  2"rg 
where 
~0 ~'rr e(c0u) A (1/2~) e*~c"F(°) do. 
With the aid of L6W's continuous theorem and uniqueness theorem (Wilks, 
1950) for the characteristic function, we may obtain the probability density 
function I(t)( 5= limev+~o IN(t)): 
1 m . 
P(I)(a=~mo~ PN(I)) = ~+na ~ L~o e-'Ulg(u) du 
= lim 1 e_i~ie_gS(U) 
~v-~o~ -~o du, (4) 
1 The special definition of {¢~} is not necessary in this study. The  truth is that the 
random noise model given by Eq. (1) does not yield any probabilistic property at t = 0, 
unless the probability law with respect o {q~,} is given previously. On the other hand, the 
main purpose of this study is to express how the probabilistic haracter is automatically 
formed in the course of time, as is touched in the introductory remarks; and if the frequency 
ratios form a set of irrational numbers, the probabilistic haracter asymptotically appears 
through the Kronecker-Weyl theorem, and so does the ergodicity in the passage of time. 
For these reasons we do not introduce any probabilistic law into {¢~} at the outset of the 
study. 
2 Suppose that a distribution function defined as 8w(I)r = (1/2T)mE (t; /u(t) < I, 
- -T  < t < T) is convergent and that it has an asymptotic distribution function, 8N(/). 
Here mE denotes the Lebesgue measure of Borel set E. From some well-known properties 
of the uniformly almost periodic function (Kawada, 1952), i t  follows that /N(t )  has the 
asymptotic distribution 3N(I ). It also can be shown that IN(t ) possesses a probability 
density function, PN(1) = dSN(I)/dI when 8N(I ) is absolutely continuous. This 8N(I ) is 
uniquely determined by the characteristic function: <e~UIN (~> = ~m_oo #ul dSN(i)" On the 
basis of the above discussion it can be shown from the Kronecker-Weyl theorem that IN(t), 
which may be regarded as a vector in an N ,  dimensional Euclidean space, has an asymptotic 
distribution function, 8N(I ) = i l l ( l)* fi2(1)* "'" * fiN(l), where fl~(l) is an asymptotic 
distribution function for l~(t). Obviously, the Fourier-Stieltjes transform of 8N(I ) becomes 
PINt <elU&>, (<d=&> ZX fm_~ ° ei~* dfi.(I)). 
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where 
S(u) ~= --  In q~(Cou ) >/O. 
From a relation 
s? q~'(Cou ) = (1/27r) iF(O) e ~c°e(°) dO = 0, (5) 
and Eq. (2) (n ~ 1), we can easily find that the value of u, such that S'(u) = 0, is 
obtained when u = 0. 
Now, consider a complex integral 
fL e-sm).(g) dg (Re{g(g)} > 0). (6) 
The method of steepest descent, due to Debye (Kawada, 1952), asserts that it is 
only a neighborhood of minimum value of Re{sf(~)} in the path of integration 
that makes an appreciable contribution to the integral, Eq. (6), when i sl is 
large. In light of the method of steepest descent, it is clear that only a neighbor- 
hood of u = 0 makes a substantial contribution to the integral, Eq. (4), when 7V 
becomes large (Watson, 1922). 
For a small value of u, ~(Cou ) can be approximated as 
where 
u2Co z 1 I ~'~ F2(O) dO ~ e -(~/2)'~°%z, (7) 
q~(Cou ) ~- 1 2! 2~r "o 
f0 "Tr %z ~ (C02/2~r) F2(O) dO. 
Accordingly, the larger N becomes, the more accurately we can use the approxi- 
mation 
g(u) ~- e -(t/'2)°%~ (a 2 ~ (I2(t)) = Nero'2 = const). (8) 
In consequence, the probability density function to the above characteristic 
function results in 
P( I )  = (1/2~r) e-iUle -(1/2)°2u2 du 
-oo  
= [1/((2rr)l/~cr)] exp{- - ( I -  (I5)2/(2a2)} (( I} = 0), (9) 
where 
~ ~ (NCo2/2~) f ~ f2(O) dO. 
~0 
This means that P( I )  is asymptotically Gaussian with mean zero and variance cr "~ 
for a large N. 
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2.2. Non-Gaussian Distribution Property at a Finite N 
2.2.1. Integral Equation of P~,~(I) 
Paying special attention to the property of Eq. (8) at N--> 0% the moment 
generating function gu(u) of Eq. (3) may be rewritten as 
( 1 (2~ eiUCof(O , )Ne(1/s)~u2 gN(u) = e-(a/s)~2~ r dO 
T#.o 
co 
e-(1/2)a2u2 Z DnuSn 
n=0 
--  DI! u s D1 4- Do 4- (-- ~ Do 4- 4- Do ~-  
(76 0-4 __ Or2 D3 ) + ( -  Zrj- Do + Z~- D, Z -  D~ + uo + .... (10) 
Hereupon, with the aid of Abel's theorem on the product of two power series, 
the values, D~, can be calculated, under the conditions of Eq. (2), as 
rTs+t+ .. . .  N 
where 
N! ) Co%~ 2(") 
r! s! t! u! "'" b°rbflb2~ba . . . .  (n --  l)! 2 ~-~ ' (11) 
K~ and K~ /~ 1 f]~ b~ = ( - -1 )  n (2n)! = 2~- F"n(0) d0. 
On the other hand, if the integrand of Eq. (3) is expanded in terms of power 
series of u, and if Eq. (2) is again used, it follows that 
gN(U) (1 CoSK1 us Co~K2 2! 4- ~ u4 
C°6g~ u6 )N.  
6~ 4- . . .  
= 1 - - -~-u  ~4- 8NK1 ~ 4 - (N- -1 )  1£12 u 4 
2~3NSKl~ T5  + (N - 1) g lKs + (N -- 1)(N -- 2) K?  uo + .... 
From Eq. (11) and the definition of ~2 (cf. Eq. (8)), D o = 1 and D~ = 0are always 
obtained, and D~ (n >~ 2) become 
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__ ~4 (--1 ~- K2 ], 
D2 2aN 3K1 "a ] 
__ a 6 (__1+ K2 1 Ka)  ' 
Da 233N = 2K1 z 30 K1 a 
D 4 -  273N a 3 - -2 - -47  N K12 3 K14 
- -6474-K~ 1 Kz z 2 K a 
Ki ~ 3 K1 ~ 15 K1 a 
(12) 
1 K° I 
+ 3"5"7  K1 ~ """ 
Hereupon, if the physical energy conservation property is taken into con- 
sideration (as mentioned in the introductory remarks), the average energy 
¢2 (=(12(/))) of I(t) should be taken as a reference value (previously set as a 
constant value (a 2 = K1NCo2)) when comparing many different models con- 
sisting of different component waveforms. Furthermore, for comparison with the 
random noise models of Rice and Einstein, in which a sinusoidal wave is taken as 
the component wave, the value of the parameter/£1 should be chosen to be ½, 
that is, 3 
2rr 
fo 2NC o = const). (13) K1 ==a (1/2~r) F2(O) dO = ½ (a 2 = 1 2 
Substituting Eq. (13) into Eq. (12), we can exactly derive the expressions 
of D~ ; 
a~ (--1 +4 K2), 
D~-  2a N ~- 
-- a6 (--1 +2K~ 4 Ka), 
Da 2a3N2 ~5- (14) 
D~--  as l( 16 Kz2) N 273N a 3 -- 8K2 47 ~-  . 
16 25 16 K4J'I 
- -6+16K 2- -~-K22-  l~-Ka+ 3"5"7  
If another condition, that D~ = 0, is still desired besides D 1 = 0 (which 
should be kept in all cases) in order to improve the degree of approximation 
based upon the first term of the series expansion, then the component wave 
F(O) should be chosen to satisfy 
(1/2~) (.]~F~(o) dO( ZX K~) = (15) 
and Eq. (13). 
a It is a noteworthy fact that Co ~ tends to zero as the order of 1/N for a large value of iV, 
as seen in the Rice representations (accordingly, a variance parameter, a2, of Gaussian 
distribution form can be taken as a finite value in Eq. (8)). This property is essentially 
based on the physical energy conservation law. 
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Consequently, from Eqs. (3) and (10) the following integral equation is 
obtained: 
f~  . N e'~lp~(I) 61 = Z D.  u2'~e-(1/2)°~'~, (16) 
--oo n=0 
so that the probability density function Pw(I) at a finite value of N must be 
derived as the solution of Eq. (16). 
2.2.2. Solution of the Integral Equation 
In order to solve the integral equation (16), let us first note a relation 
f~  etZ[1/((21r)l/ea)] e-[(z-')2/(2"2)] dz = e t"+(1/e)~'h2 , (17) 
- -oo 
which is the moment generating function of the Gaussian distribution. 
Differentiating both hands of Eq. (17) 2n times with respect to/~ and taking the 
Hermite polynomials defined by 
H2n(~ ) = (-- 1)2n e (1/2)"2 (d2n/drl2")(e-(1/2)'~), (18) 
it directly follows that 
( ) et z 1 1 e_(1/2).z t2ne tu+(1/2)azt2 A Z - -  tz _~ (2,,)*/~,~ ~ . H~. (~)  & = ,~ = ~ . 
(19) 
Moreover, setting/x = 0, z = I, and t = iu, Eq. (19) becomes 
eiUS 1 1 e -I~/(2°~) •H2~ dI = (--1) ~ u2% -(1'2)~%~ (20) 
_~ (2~r)1/~ ~r~'~ 
Thus, by use of the above integral formula, the solution of Eq. (16) can easily 
be obtained in the form of a Hermite series expansion (Ohta and Koizumi, 
1968): 
PN(1) -- (2rr)&r 1 @ n=2 ~n-  2 (D O = 1, D~ = 0). 
(21) 
Introducing a dimensionless variable, Y A=I/,~, and using n(g)H2n(Y) = 
n(~)(Y) (n(Y) = exp(--Y~/2)/(27r)l/2), the universal expression of the probability 
density function of Y at a finite value of N is consequently obtained: 
P~(Y) = n(Y) I1 + ~=2  (--1)~ (D'~/(r2~) H2"(Y)} 
-- n(Y) + ~ ( - -1)  ~ (D,~,/a 2~) n(=')(Y). (22) 
n~2 
The probability distribution function is often more available than the pro- 
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bability density function for practical uses in the engineering field. Integrating 
Eq. (22), and using a property 
lim n(2~-l'(Y) =- li_m (--1) n(Y) H2~_I(Y ) = 0, (23) 
y~--ao 
the following expression of the probability distribution function can be directly 
derived: 
Y 
Qx-(Y)(~= f:  PN(Y) dY)= q~(Y)-- ~ (--1)n(Dn/'~2n)n(2~-l)(Y), (24) 
~2 
where ~(Y) A U n(Y) dY. 
Accordingly, it is evident that the values of D~/a ~ in Eqs. (22) and (24) 
make a large contribution to the convergence of these expansion expressions 
and are largely governed by the values of K~, which are decided by the com- 
ponent waveform through Eq. (11) (or more explicitly through Eq. (14)). 
3. ILLUSTRATIVE CONSIDERATION 
3.1. Random Noise Model Having Sinusoidal Component Wave 
Let us now introduce one parameter A into the component wavefunction, 
F(O), so that Eq. (13) can always be satisfied. If the property of Eq. (2) is con- 
sidered and 
F(O) = A • sin 0 (25) 
is taken especially as the component wave in Eq. (1), the condition of Eq. (13) 
is simply replaced by A = 1, and the values of the shape factor reduce to 
K,~ = (1/2~n)~,~C,,, (26) 
which makes a substantial contribution to the speed of convergence of the 
expansion expression. Substituting Eq. (26) into Eq. (14), the probability 
density and distribution functions corresponding to Eq. (22) and (24) can be 
exactly expressed in terms of the expansion series as, respectively, 
_ 1 e-(1/2)r2 I 1 Ha(y ) @ 1 P~v(Y) (27r)l/z ,H°(Y) 16N 
~-~1 (N -- ~- )  a (Y )  . . . .  { , (27) 
1 
Q~'(Y) = ¢(Y) 16N n(a)(Y) 
72NZ n(5)(Y) + 512N a - -  n(7)(Y)-  . (28) 
The above results clearly show that PN(Y) and QN(Y) become asymptotically 
a Gaussian distribution (i.e., the first term of Eqs. (27) and (28)) as N tends to 
infinity, which coincides with the previous result. 
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3.2. Random Noise Models Having Various Component Waveforms 
When the pattern, F(O), of the component waves is previously determined in 
connection with the actual mechanism of noise generation, one or two param- 
eters (i.e., shape factors, A and/or B, characterizing a specific F(0) in the ampli- 
tude and/or in the time axes, respectively) can usually be introduced and arti- 
ficially chosen in the specific component wave pattern. (Generally, it may be 
humanly impossible to control all the corners of natural generation of physical 
random phenomena.) 
When taking the various kinds of typical model cases as the representative 
component wave patterns, the corresponding expansion coefficients D~/a ~ in 
Eqs. (22) and (24)can be calculated explicitly as shown in Tables I and II. 
When one parameter A (the amplitude factor) is introduced into F(0), the 
parameter A should be chosen so that a relation that K 1 = ½ can always be 
satisfied. On the other hand, when two parameters A and B (the amplitude and 
the time factors) are introduced into F(O), the parameters A and B should be 
chosen so that two relations that K 1 = ½ and D 2 = 0 (K s = ~) can be simul- 
taneously satisfied. 4 
Tables I and I I  evidently show that PN(Y) and QN(Y) become asymptotically 
a Gaussian distribution in the limiting case when N--* ~ ,  even if the com- 
ponent waveform is not a sinusoidal type. Further, it is possible to investigate 
quantitatively the deviation of PN(Y) and QN(Y) from the first term (i.e., the 
Gaussian distribution) at a finite value of N. By comparing Table I with Table I I '  
(1) when one parameter A is introduced, the deviation from the Gaussian distri- 
bution is a negligible order 1/N as N --~ ~;  (2) when two parameters A and B are 
introduced, the deviation from the Gaussian distribution is a negligible order 
I/N ~ as N --* ~ .  
Accordingly, it is certain that the latter is superior to the former in the speed of 
convergence tending to the Gaussian distribution. Hence, the preestablished 
pattern, F(O), of component waves and the shape factors, A and B, makes a 
substantial contribution to the speed of convergence. 
4. NTH ORDER MOMENTS OF THE RANDOM NOISE MODEl 
HAVING SINUSOIDAL COMPONENT WAVES 
Generally, the probability distribution is closely connected with the moments 
(e.g., mean, variance, and higher-order moments), while they seem to play a 
distinctive role. Figuratively speaking, it is held that this relation is similar to 
that between the forest and the trees. It is true that the coincidence of moments 
4 It should be noticed that K1 = ½ is an essential constraint based on physical energy 
conservation (cf. Section 2.2), while K~ = ~ is taken for the purpose of increasing the 
degree of convergence t nding to the Gaussian distribution. 
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makes a contribution to that of the total shape of the probability distribution, 
but it is necessary that the infinite number of moments must be looked over in 
the strict sense. Even if the shape of the probability distribution is identical, 
it will be clear that the moments themselves characterize the difference among 
the similar distribution functions. Though we have already discussed the 
formation process in which a probability distribution of the random noise model 
becomes asymptotically a Gaussian distribution in terms of the shape of prob- 
ability distribution as N-+ o% it is for the above reason that we are again 
studying the asymptotic property to the Gaussian distribution in view of the 
moments. 
As an example, let us take a random noise model consisting of a set of sinusoidal 
component waves. From the definition, the nth order moments are described by 
l 
eo 
(Y'~} = Y 'PN(Y)  dY. (29) 
Here, P~,~(Y) in the integrand has already been exactly expressed in a form of the 
statistical Hermite expansion expression, and Y~ can be expressed in terms of 
the Hermite polynomials as 
y2 = H2(y ) -t- Ho(Y) (Ho(Y) -= 1), 
y4 = H4(y  ) + 6H2(y) + 3Ho(Y) ' 
Y~ = He(Y) -t- 15H~(Y) -k 45H2(Y) -k 15H0(Y), (30) 
ys = Hs(Y) -k 28H6(Y) -q- 210H4(Y) + 420H2(Y) q- 105H0(Y), 
° ° ' 7  
Substituting Eqs. (27) and (30) into Eq. (29) and using the orthogonal relation 
of the Hermite polynomials, 
(~ H,~(Y)  H, (Y )  e -Y~/2 dY  = n!(2rr)t/2 8~.a, 
~--co  
(31) 
where ~nn is Kronecker's delta, the nth order moments are derived as 
(y2)  : 1, 
(y4} = 3 --  (3/2N), 
(y6} = 15 - -  (45/2N) -l- (10/X2), 
(ys}  = 105 - -  (315/N) - -  (280/N ~) -k (105/8N3)(6N --  11), 
• • • 
(32) 
Since P(Y)  is expressed only by the even-order terms of Hermite poly- 
nomials as seen in Eq. (27), it is clear that all the odd-order moments are identi- 
cally zero. 
643/33/3-4 
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5. CORRELATION PROPERTY OF THE NEW RANDOM NOISE 1V[ODEL 
So far we have discussed the probability distribution property of new represen- 
tation in an amplitude axis. On the other hand, from an engineering viewpoint, 
the S-correlation property in the limiting case when N-+ oo is an essential 
feature of random noise in the time axis. In the previous paper, we have shown 
via an experimental simulation that the uniformly almost periodic function 
consisting of N deterministic cosine waves converges to a 3-correlated process as 
N becomes large. In this section, the correlation property of the new random 
noise model in the time axis is theoretically discussed and then an assurance of 
the 3-correlation property is given in the limiting case N --+ oo. 
The component wave, F(O), considered in this paper is a pure periodic function 
with a periodicity 2~', and therefore F(O) always has a Fourier series expansion. 
Thus, Eq. (1) can be written as 
IN(t) = ~ Cn: ~ aT~ sin 2~r(kf~t + 7~), 
n=l k=l 
(33) 
where as and 7k are decided from two Fourier coefficients of F(O). And the 
autocorrelation function of Eq. (33) is expressed as 
where 
TN(r ) = lira(l/T) f r  T~ Jo IN(t) I~(t + .) dt 
N 
= ~, (C02/2)G(O.), (34) 
~o 
G(O~) = ~ ai 2 cos 2r&f~-. (35) 
/c=l 
Hereupon, TN(~- ) is again uniformly almost periodic and therefore belongs to 
the kind of new random noise model introduced in this paper. Now attention 
should be paid to examining the statistical property of TN(~-) itself, whose 
variance, <T:v2(~-)), becomes a o~ 4 NCo 2e 1 an/4 for ~- =~ 0, and (NCo~/2) 2 for 
~- = 0. Thus, the variance of the normalized autocorrelation function ~ results in 
l l ® (~ = 0), 
<RN2(,)> (>~0) = (1/2N) ~1 ak4 < (1/2N) (r :~ 0), .(36) 
5 If  we attend only to the correlation property ofIN(t ) in the t ime axis, we can investigate 
the normalized autocorrelation function, RN(r), instead of the unnormal ized autocorrela- 
t ion function, WN(T) (as seen in the usual  correlation coefficient defined by rejecting mean 
value (here, <IN(t)) = O) and by normaliz ing with the variance). 
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where the property that <F2(0)> = Y',at:2/2 = ½ derived from Eq. (13) by 
applying Parseval's equation, has been used. Equation (36) means that the 
variance of Rt~ , <RN2(*)), becomes zero in the order of 1/N, as N approaches 
infinity. (This is essentially based on the physical energy conservation of random 
noise.) Hence, a sample process of IN(t ) may exhibit a S-correlation property for 
a large value of N. 
6. DIGITAL SIMULATION 
As mentioned in the introductory remarks, the component waveform con- 
structing the new representation and the number of component waves included 
may be quite arbitrary, except for the constraint of physical energy conservation, 
while all the frequency ratios of component waves must be accurately taken to 
be irrational. Further, the mathematical expression involved and its statistical 
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treatment are fairly complicated. General ly speaking, the use of a digital com- 
puter enables us to obtain the irrational numbers  with sufficient precision; 
but  using an analog computer it may be extremely difficult even if a well- 
designed function generator is util ized for a component waveform. 
On the basis of these points, it is apparent that digital simulation is the most 
effective technique for the present purpose and is therefore necessarily util ized 
throughout this experimental procedure. The calculations of theoretical cumula- 
tive distribution, the nth order moments,  and the autocorrelation functions for 
random noise models are also carried out by digital computer. 
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FIG. 2. Comparison between experimental sample points and theoretical curves 
describing the non-Gaussian property. (Case I) with respect o the number, A r, of com- 
ponent waves included: (a) N = 2(D2/~ 4= --1/32, D3/o "~ = 1/288, D4/a s = I,/2048); 
and (b) N= 4(D2/a ~= --1/64, D~/a 6 -  1/1152, DJs  s= 1/15123.7). Experimental 
sample points are marked by (e) and theoretical curves areshown in terms of the deviation 
e(Y)( - -Q(Y)-  ¢(Y)), according to the degree of approximation, i (i = 1( . . . .  ) 
i -- 2( ), and / = 3( . . . . .  ), cf. Eq. (37)). 
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6.1. Experimental Results and Comparison with Theory 
Our main purpose in this experimental study is not only to investigate the 
asymptotic property tending to an exact Gaussian distr ibut ion for a sufficiently 
large value of N, but  also to try to examine quantitatively the non-Gauss ian 
properties at a finite value of N. 
Hence, the theory's legitimacy should be experimental ly Confirmed from 
several points of view; that is (1) by the shape and the number  of deterministic 
component  waves to be chosen as the new random noise model; (2) by an experi- 
mental  determination of the optimal values of shape factors which describe the 
specific component waveform and are introduced to improve the convergence 
property tending to the Gaussian distribution; (3) by asymptotic haracteristics 
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FIG. 3. Comparison between experimental sample points and theoretical curves 
describing non-Gaussian property (Case II) with respect to N: (a) N = 2(D2/a 4 = -- 1/40, 
.D3/aG = 1/420, DJG 8 = 1/22400), and (b) N = 4 (D2/a ~ = --]/80, Ds/rr6 = 1/1680, 
D4/a 8 = 1/22400). Experimental sample points are marked by (e) and theoretical curves 
are shown in terms of the deviation e('Y) (=Q(Y) - ~(Y)), according to the degree of 
approximation, i (i = 1 ( - - - - ) ,  i = 2( ), and i = 3( . . . . .  ), cf. Eq. (37)). 
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of the moments approaching those of the Gaussian distribution with an increase 
of N; (4) the 3-correlation property of the new random noise model at a large 
value of N. 
If it can be observed experimentally that the simulation results agree with the 
theory from all these viewpoints, it can be concluded that the legitimacy of this 
theory is proved. 
6.2. Effect of N on the Asymptotic Property 
In order to examine the asymptotic property to an exact Gaussian distribution, 
the degree of alignment of the cumulative frequency distribution plotted on 
normal probability paper is examined. 
Figures la, b, and c correspond to the experimental results for Cases II, III, 
and IV, as shown in Tables I and II, respectively. 
(1) In every representative case proposed for an experiment, it may 
easily be found that the random noise model expresses an asymptotic property 
tending to the exact Gaussian distribution with an increase of N. It is an especially 
noteworthy fact that, at a neighborhood ofmean value, the Gaussian property is 
sufficiently guaranteed even when N = 2. 
(2) In Fig. lc, the stepping discontinuities of distribution owing to the 
rectangular pulse type component wave (see Table II) are clearly seen at all 
amplitude levels. However, it is apparent that the degree of discontinuity is
relieved as N becomes large, and therefore it approaches the Gaussian alignment. 
For the purpose of discussing quantitatively the non-Gaussian property at a 
finite value of N, an expression of a derivation from the Gaussian distribution, 
E(Y)(~ Q(Y) - q~(Y))is more available than the use of Q(Y)itself, as shown in 
Figs. 2 and 3 (which correspond to Cases I and II in Table I, respectively). 
Hereupon, an expression Ei(Y) is defined as the ith approximation f the theoreti- 
cal curve 
ei(Y) = D2 n{a)(Y)- Da Di+l n(2i+l)(y) (37) ~-  ~-  n~(y)  + ... + ( -1 ) i+  1- ~.+1~ • 
(1) For an arbitrary value of N and the shape factor of component wave- 
forms, the theoretical curve E(Y) catches well the tendency of the experimental 
non-Gaussian property. 
(2) With an increase of N, both the experimental and theoretical values of 
] e(Y)] show a small value, so that the asymptotic property to Gaussian distribu- 
tion is found in all representative component waveforms. 
(3) For an arbitrary fixed value of N, the result in Case II is superior to that 
in Case I. 
Many other experimental results which show good agreement with theory are 
omitted. 
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6.3. Effect ofF(O) on the Asymptotic Property 
In order to find experimentally an optimal value of the shape factor in the 
representative pattern, F(O), of component waves considered here, the deviation, 
c(Y), should be especially investigated in detail, in accordance with the change of 
component waveforms at a small fixed value of N. 
Figure 4 shows several experimental results, in this case. In view of an asymp- 
totic property tending to the Gaussian distribution, Case I I I  is evidently superior 
to Case I and can be practically used as a Gaussian random noise model even 
when N = 3, in terms of the amplitude distribution. 
From the above result, it can be suggested that there exists the optimal value 
of the shape factor in the representative component waveform considered here 
with respect o the speed of convergence tending to a Gaussian distribution. 
Generally speaking, the sharper the concavity and convexity of the component 
waveform, the better this tendency in the speed of convergence is. This is an 
essentia] conclusion from the theoretical developments. 
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6.4. Optimal Parameter, B, in Same Component Wave 
In the representative Cases I -V  which are considered in Tables I and II, the 
optimal values of one or two parameters, A and/or B, characterizing a specific 
component waveform, are given from the viewpoint of an asymptotic character 
tending to the Gaussian distribution. Figure 5 in particular gives an experi- 
mental result according to the change of the value of the parameter, B, in steps 
such as 2rr/5, 37r/5, and 4rr/5 in the trigonal component wave (cf. Case V in 
Table II). From this figure, it is clearly seen that an optimal value of B is 3~r/5. 
In general, the following fact can be found by comparing Case I I  with Case V; 
that is, when one parameter, A (amplitude factor), is introduced into F(O) of a 
specific waveform, the deviation e(Y) from a Gaussian distribution becomes of 
negligible order t /N as N --~ oo; on the other hand, when two parameters, A 
and B (amplitude and time factors, respectively), are introduced into F(O), e(Y) 
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becomes a negl igible order  1IN 2 as N ~ oo. Accordingly,  it is certain that  the 
latter is super ior  to the former  in the speed of convergence to the Gauss ian  
distr ibut ion.  
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FIG. 6. Comparison between experimental sample points and theoretical curves for 
the nth order moment, <Y") ((a) n = 4, (b) n = 6, and (c) n = 8). 
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6.5. Asymptotic Characteristics of Moments 
In Section 4, we noted that the probability distribution is closely connected 
with the moments, while they play a distinctive role. In Figs. 6a, b, and c, a 
random noise model having the sinusoidal component wave is selected as a 
concrete example to examine the asymptotic haracteristics tending to the 
Gaussian moments, and it is shown with theoretical curves how three higher- 
order moments <Y~), <y6), and <ys> approach those of Gaussian distribution as 
N increases. 
6.6. Asymptotic Property of Autocorrelation 
The g-correlation property of the new representation at an infinite value of N 
is an essential feature of the random noise model in the time axis. In Figs. 7a 
and b are given the graphical illustrations of the autocorrelation function, 
RN(, ) (defined below, corresponding to Cases I I I  and V, respectively): 
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The asymptotic tendency that RN(? ) rapidly approaches zero as N becomes 
large, so that a sample process of the new random noise model has a 3-correlation 
property at a limiting case, is clearly observed in those figures. 
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FIG. 7. Autocorrelation function of simulated random noise models corresponding 
to (a) Case III and (b) Case IV. The latter case is somewhat improved in comparison with 
the former one. 
7. CONCLUSION 
A new mathematical model of random noise in terms of uniformly almost 
periodic functions consisting of an arbitrary component waveform under the 
physical energy conservation, has been proposed as an attempt to generalize the 
previous result. The main conclusions in the present study are: (1) a proof that 
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the new representation has asymptotically a Gaussian distribution property at 
an infinite value of N;  (2) quantitative treatments of the probability expression of 
the new noise raodel at a finite value of N and evaluations of the expansion 
coefficients and the statistical moments for the special model cases having 
representative component waveforms; and (3) discussions of the correlation 
property of the new representation. Furthermore, the experimental considera- 
tions of the digital simulation technique agree with the theory in the following 
points: (1) the non-Gaussian property at a finite value of N and asymptotic 
characteristics to the Gaussian distribution at a sufficiently large value of N; (2) 
the  effect of the choice of shape factors in a specific component waveform on the 
speed of convergence to the Gaussian distribution in the several representative 
examples; and (3) the asymptotic properties in terms of the several moments 
and the autocorrelation of the new random noise model as N becomes large. 
The feature of the physical random noise model discussed in this paper does 
not always guarantee greater utility of the model in applications to engineering 
fields than the Rice random noise model. However, by comparison with the 
random noise model of Rice, an introduction of the uniformly almost periodic 
functions for the purpose of constructing the mathematical model of physical 
random noise seems to be natural because the stochastic haracter of random 
noise is automatically realized with the passage of time. 
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