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IB N. ANDERSEN 
Af~stracr-A sample-whitened matched filter (SWMF) for a  channel  
with intersymbol interference and  additive white Gaussian noise is 
det ined as  a  linear filter with the propert ies that its output samples are a  
sufficient statistic for the MAP estimation of the transmitted sequence 
and  have  uncorrelated noise components.  These filters are showu to exist 
for all realistic channels and  the complete set of SWMF’s for any  channel  
is determined. It is shown that for nonpathological channels there is a  
unique SWMF which minimizes the amount  of intersymbol interference 
detbmd as the discrete-time analog to the rms durat ion of a  cont inuous- 
time signal. Finally, the theory is ex tended to more general  modulat ion 
systems including pulse position modulat ion and  f requency position 
modulation. 
I. INTRODUCTION 
F  ORNEY [l] has recently obtained several interesting results for pulse-amplitude modu lation (PAM) systems 
with intersymbol interference and  additive white Gaussian 
noise (AWGN). In particular, when the intersymbol inter- 
ference is of finite duration so that the channel  auto- 
correlation function is a  polynomial, Forney has shown that 
without loss of optimality the initial component  of the 
receiver can be  chosen as a  linear filter, called a  “whitened 
matched filter,” with the property that the noise samples at 
the filter output are uncorrelated. Forney’s synthesis pro- 
cedure for this filter utilizes a  spectral factorization of the 
pulse autocorrelation function and  is easily extended to the 
case where this function is rational. 
In this paper, we extend Forney’s results in several direc- 
tions. In Section II, we give a  necessary and  sufficient 
condition for filters with the properties of Forney’s 
“whitened matched filter.” In Section III, we prove that 
these filters exist in all cases of practical interest, and  
develop a  synthesis procedure that requires only the extrac- 
tion of the square root of a  transfer function and  that can 
be  used to obtain every such filter. In Section IV, we extend 
the previous results to more general  modu lation systems. 
F inally, in Section V, we discuss how to choose between the 
possible filters, and  in particular we develop a  synthesis 
procedure for that filter with the properties of Forney’s 
“whitened matched filter” which m inimizes the amount  of 
intersymbol interference at the filter output (defined as the 
discrete time  analog to the rms duration of a  continuous- 
time  signal) and  which may be  the preferred receiving filter 
in a  practical approximation to the opt imum receiver. 
II. SAMPLE-WHITENED MATCHED FILTERS 
The  transmitted signal in a  PAM system as shown in 
F ig. 1  may be  written 
s(t) = c x,h(t - kT) 
k 
(1) 
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where h(t) is the overall channel  impulse response, x, is the 
amp litude of the kth-transmitted sample and  is drawn from 
a  finite alphabet, and  T  is the symbol separation. 
The  received signal is given by r(t) = s(t) + n(t), where 
n(t) is AWGN. The  PAM system has intersymbol inter- 
ference if h(kT) is nonzero for more than one  integer k. 
The  receivingJilter is any linear filter, such that, its sampled 
outputs yk = y(kT) are a  sufficient statistic for the max- 
imum a  posteriori probability (MAP) estimation of the data 
samples xk from r(t). Following Forney, we define a  sample- 
whitened matched filter (SWMF) as a  receiving filter with 
the further property that the noise samples at its output are 
uncorrelated and  hence statistically independent.  (We prefer 
the terminology “sample-whitened matched filter” to 
Forney’s “whitened matched filter” since the latter tends to 
suggest the incorrect conclusion that the noise process at 
the filter output is itself white noise. It is true, however, that 
if the output noise samples are further passed through an  
ideal low-pass filter, then the resultant process is low-pass 
white noise.) 
Now let w(- t) be the impulse response of any linear 
filter used in place of the receiving filter in F ig. 1. The  noise 
samples at the output of this filter are given by 
nk = 
s 
n(t)w(t - kT) dt 
(integrations are taken from - co to cc when the lim its are 
unspecified). Letting N, be  the one-sided noise power 
spectral density, we have for the correlation between samples 
- No njnk = - 
2  
6(t - t’)w(t - kT)w(t’ - jT) dt’ dt 
NO = T  
s 
w(t - kT)w(t - jT) dt. (2) 
It follows from (2) that if we include an  arbitrary normaliza- 
tion of w(t), then a  necessary and  sufficient condition for the 
noise samples to be  uncorrelated (or equivalently statistically 
independent since the noise process is Gaussian) is that 
s 
w(t)w(t - kT) dt = a,,, (3) 
where 6a, is the Kronecker delta. Equation (3) is just the 
statement of orthonormality for the functions w(t - kT). 
Before proceeding to find a  receiving filter satisfying (3) 
we have to discuss whatever is meant  by MAP estimation 
of infinite sequences, since nothing was assumed about 
finiteness in the definition of a  receiving filter. We  say that 
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the finite sequence R, = &,$,; * *,a,) is a MAP estimate 
of a finite part of the transmitted sequence xN from a finite 
part of the actually received sequence yM = qM = (ylO,rll, 
* * *,tjM) if 
for any possible transmitted sequence &. For semi-infinite 
sequences these probabilities may not be defined, and MAP 
estimation must be defined in the sense of some lim it. We 
define & to be a MAP estimate of xN from 11 = (rlO,ql; . .) 
if there exists a K such that (4) is satisfied for all A4 > K. 
In the cases of interest in this paper, the probabilities in (4) 
converge for M  -+ co, so that we can define 
fh = SN I Y = v> = lim  PC+ = 43 I yM = d 
M-+CC 
and write the MAP condition as 
WN = 55, I Y = 11) 2 PC% = 5N I Y = )I>. (5) 
We now define f, to be the beginning of the MAP estimate 
of the entire sequence n from y = q if there exists a K 
such that all MAP estimates f, for N > K begin with f,, 
i.e., & = (.?.p,Rp+l, * . . ,A,). This definition implies that a 
MAP estimate of the entire sequence may not exist since 
there need not exist a K such that all R, have the same 
beginning for N > K. This concludes the definition of the 
MAP estimate f of x since an arbitrary symbol in 3 is 
defined if possible by a sufficiently large beginning Zp. The 
preceding definitions immediately extend to the case of 
infinite sequences x = (* * ‘,x- 1,xO,x1, ’* *) which permits 
us to deal with noncausal filters. 
Now we can investigate when a filter w( - t) satisfying (3) 
is also a true receiving filter. If the “impulse” input se- 
quence xk = ?I,, is applied in Fig. 1, then the signal samples 
at the output of the filter w( - t) are given by 
h, = 
s 
h(t)w(t - kT) dt (6) 
which are just the projections of h(t) on the orthonormal 
functions w(t - kT). A necessary condition for the filter 
w(-t) to be a receiving filter is that the signal s(b), which 
in this case is h(t), can be reconstructed from the received 
samples in the absence of noise, i.e., it must be true that 
h(t) = C h,w(t - kT). 
k 
(7) 
Equation (7) shows that the functions w(t - kT), k integer, 
must be a basis for a space containing the functions 
h(t - jT), i integer. This is also a sufficient condition for 
w(- t) to be a true receiving filter since a component of 
r(t) (see Fig. 1) orthogonal to this space is pure noise which 
by the whiteness assumption is statistically independent of 
any finite set of yk and hence irrelevant to the estimation of 
xN from yni [2, ch. 41. Consequently this component is 
irrelevant to the estimation of X~ from y and to the estima- 
tion of x from y. We have proved the following theorem. 
Theorem 1: The (normalized) filter w(- t) is a sample- 
whitened matched filter for the channel h(t) if and only if 
the functions w(t - kT), k integer, are an orthonormal 
basis for a space containing the signal space spanned by the 
functions h(t - kT), k integer, i.e., if and only if (3) and 
(7) are satisfied. 
III. EXISTENCE AND SYNTHESIS 
We now consider the questions of whether there exist 
filters w( - t) such that (3) and (7) are satisfied, and, if so, 
how can these filters be found. In what follows, we assume 
that h(t) and w(t) have Fourier transforms, which we denote 
by H(f) and W (f), respectively. Applying Parseval’s rule 
to (3), we obtain 
s I W f)l” exp (JWW df = b.. (8) 
If we now interpret IF'(f)\" as the transfer function of a 
channel, we see that (8) is just the statement that this 
channel must be free from intersymbol interference. A 
necessary and sufficient condition that IW(f)l’ satisfy (8) 
is thus the Nyquist condition [3]-[S], namely 
F(“‘(f+$)(‘= T, --w<<~<w (9) 
where the equality should be understood in the mean-square 
sense in [- 1/2T,1/2T]. A derivation of (9) is given in 
Appendix A. Transforming (7) we have further 
H(f) = w(f) c hk exP (--j2Q-kT) (10) 
k 
from which we find 
With the aid of (9) this gives 
F  iH (f + ;)I’-= T IT hi exp (-j2nifT)i2. (11) 
The complete solution of (11) is 
c hi exp (-j2nfiT) = 
/- 
y ev [-M f)l (12) 
where ew [I-.$(f>l, PC*) real, is an arbitrary periodic 
function with period l/T and where we have defined P(f) 
to be the periodic function 
which low-pass period is recognized to be the so-called 
“equivalent Nyquist transfer function” [4], for the original 
channel h(t) cascaded with its time-reversal h(-t) (the 
ordinary matched filter). P(f) will be called the equivalent 
periodic power transfer function for H(f). Moreover, we 
see that the solution (12) exists if and only if dP(f) exp 
[ -jp(f)] for some /I( .) has a Fourier series expansion 
since the left-hand side of (12) is the Fourier series expansion 
of the right. 
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F inally, from (10) and  (12) we have i.e., R, is proportional to the kth coefficient in the Fourier 
J- 
F  exp II -.jKf>l. 
series expansion of p(f). This gives us the relation 
H(f) = W f) (14) 
P(f) = k R[exp (-j271fT)] 
Equations (12) and  (14) are necessary conditions for W*(f) 
to be  a  sample-whitened matched filter. In case p(f) has from which it is evident that a  factorization of R(D) is 
no  zeros, these conditions are also sufficient as we see by equivalent to a  factorization of P(f). Furthermore, this 
solving (14) for W(j), relation justifies the adjective “spectral” used about the 
factorization of the “correlation” function R(D), since 
wf) = H(f) (15) p(f) is a  spectrum in the ordinary sense. If R(D) has a  factorization R(D) = f(D)f(D- ‘) then f( a) satisfies 
and  checking that this result satisfies (9) and  (10) and  hence 
(3) and  (7). If p(f) has zeros, (12) and  (14) are no  longer 
sufficient, since at a  zero, sayf = fO, (14) does not uniquely 
specify W(fO) so that W(f,,) must be  chosen to satisfy (9). 
In this case, a  set of sufficient conditions consists of (9), 
(12), and  (14). 
In all cases, satisfaction of (12) for some /I( .) is sufficient 
for the existence of a  SWMF as we will now show. Suppose 
that P(f) is such that (12) can be  satisfied for some b(f). 
For f’s such that p(f) #  0, W(f) is determined by (15). 
Next, we notice from the definition (13) of P(f) that a  zero 
of P(f) must also be  a  zero of H(f). This again implies, 
from (12), that (10) is satisfied for f such that p(f) = 0  
regardless of the value of W(f), and  hence W(f) can then 
be  chosen to satisfy (9) at such fi If (13) is satisfied in the 
mean-square sense, then W(f) defined in this way will 
satisfy (9) in the mean-square sense. The  proof is given in 
Appendix B. We  have now proved the following theorem. 
Theorem 2: An SWMF for a  channel  h(t) having an  
equivalent periodic power transfer function P(f) in the 
mean-square sense exists if and  only if JP(f) can be  ex- 
panded  in a  Fourier series. The  complete set of SWMF’s is 
the set of W*(f)‘s satisfying (15) for f such that P(f) #  0  
and  (9) when P(f) = 0. 
We  note that /I( .) should be  chosen such that 
exp [-Kf>l = exp IX-f)1 
if w(t) is to be  real. From (15), we see that if P(f) has no  
zeros then W*(f) can be  implemented as the cascade con- 
nection of the ordinary matched filter H*(f) and  a  trans- 
versal filter with transfer function ~[T/f’(f)l ew [-.Xf>l. 
At this point a  connection can be  made  to Forney’s [l] 
method of factorizing the so-called pulse autocorrelation 
function 
R(D) = c R,Dk 
k 
where the R, are defined by 
R, = 
s 
h(t)h(t - kT) dt. 
f[exp (-j27EfT)] = JT T  hi exp (-j2nfiT) 
= Jp<f> exp [--Nf)] 
for some P(f), i.e., 
f(D) = c JT h,D’ 
i 
where JTh, is the ith coefficient in the Fourier series 
expansion of JP(f) exp [-j/?(f)]. The  advantage of using 
Fourier transforms instead of D-transforms is that a  
SWMF has been  proved to exist for any channel  of practical 
interest and  that such a  filter is readily determined from 
Theorem 2. 
IV. EXTENSION TO MORE GENERAL MODULATION SYSTEM 
We consider the case where communicat ion takes place 
by means  of amp litude modu lation of N standard pulses 
h,(t), * * .,hN(t) instead of only one  pulse. Here the trans- 
m itted signal is 
S(t) = ~ C Xikhi(t - kT). 
i=l k 
This mode l includes phase-modulated systems such as 
pulse- or frequency-posit ion modu lation, where the position 
(or frequency) of a  pulse in each band  is one  of N possible 
values. Generalizing the concept of a  receiving filter to this 
more general  case, we say that a  bank of M  filters, M  I N, 
are a  set of receivingjilters if their sampled outputs when the 
received signal s(t) + n(t) is applied to each filter form 
sufficient statistics for the MAP estimation of the data 
samples xik. We  want to find a  set of receiving filters 
W1(-t);** ,wy( - t), M  < iV, that are also sample-whiten- 
ing, i.e., such that the output noise samples are uncorrelated. 
Analogously with the derivation of Theorem 1, it is readily 
shown that a  necessary and  sufficient condition for such 
filters is that the functions w,(t - kT); . .,w,(t - kT), k 
an  integer, be  an  orthonormal basis for a  space which 
includes the signal space spanned by the functions 
h,(t - kT);.* ,h,(t - kT), k an  integer; i.e., 
Using Parseval’s rule and  rewriting the integral, we find 
s 
s 
Wi(t)Wj(t - kT) dt = Boksi j  
R, = IH(f)l” exp (+j27cfkT) dt 
and  each of the standard pulses can be  expanded as 
(16) 
s 
1/2T 
= P(f) exp (+j2nfkT) dt 
-1/2T 
hi(t) = 2 C h ilkWd t - kT), i = 1,.*-J (17) 
I=1 k 
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Fig. 2. Two waveform case. (a) Original system. (b) Periodic filter 
inserted. (c) Equivalent to (b) with G,(f) = H2( f) + Q12( f)H,( f). 
for some set of coefficients kj&. The receiving filters satisfying 
(16) and (17) can be found by a modified Gram-Schmidt 
procedure [2, ch. 41. Consider first the case N = 2, as 
shown in Fig. 2(a). I, is found as W(j) in Theorem 2 
with H(f) = H,(f). Next, we notice that the insertion of 
a filter Q,,(j) with periodic transfer function (a transversal 
filter), as indicated in Fig. 2(b), does not change the signal 
space. Hence, the system in Fig. 2(b) is equivalent to the one 
in Fig. 2(c) with the choice 
G,(f) = H,(f) + Q~z(f)H,(f). 
We then choose Q,,(f) to make the signal spaces corre- 
sponding to H,(f) and G,(j) orthogonal, i.e., to satisfy 
s 
H,(f)G,*(f) exp (j27cfkT) df = 0, k integer. (18) 
Using the same technique as in the derivation of the 
Nyquist condition (9) (writing an integral as a sum of 
integrals over intervals of length T- * and interchanging 
the order of summation and integration), we see that (18) 
is equivalent to 
s 
1/2T 
[Q12(fV'df> + P12(f)lex~ (j'&fWdf= 0 (19) 
- 1/2T 
where the periodic functions P,(f) and P,,(f) are defined 
by 
The left side of (19) is the kth coefficient in the Fourier 
series expansion of Q12(f)PI(f) + P,,(f), and hence (18) 
is satisfied if and only if 
Qlz(f) = -z. 
1 
(If P,(f) = 0, then H,(f + k/T) = 0 and P,,(f) = 0. At 
such f, Q,,(f) may be chosen arbitrarily.) Next, w,(f) is 
determined as W(f) in Theorem 2 with H(f) = G2(f) (if 
G,(f) is not identically zero), and the resulting w,(f) and 
w,(f) satisfy (16) and (17). 
This procedure extends in an obvious way for N > 2. 
At the ith step, we modify the channel Hi(f) to a channel 
G,(f) having a signal space orthogonal to the previous 
spaces. Then wi(f) is found as W(f) in Theorem 2 with 
H(f) = Gi(f)* 
V. CHOICE OF PHASE 
We have seen that the SWMF is never uniquely specified 
since the periodic phase factor exp [j/3(f)] in (12) may be 
chosen arbitrarily, and we now turn our attention to a 
particularly desirable /3(f). As Forney has noted [l], if the 
output samples of the SWMF are optimally processed (i.e., 
by a “Viterbi decoder” when the intersymbol interference 
has finite duration), then the energy per data sample can be 
used nearly as effectively as if there were no intersymbol 
interference. But as the complexity of the Viterbi decoder 
increases exponentially with this duration, it is desirable to 
concentrate the energy in the sampled impulse response in 
order to obtain a close approximation to the real response 
by a response of short duration, and at present there is no 
alternative for channels where the intersymbol interference 
has unlimited duration. In order to concentrate the energy 
we define the amount of intersymbol interference at the 
output of the SWMF, which we denote as Z, as the time- 
spread of the output samples in response to a single data 
sample; namely, 
1 WT - tO)hk12 
I’k 
T2 c hi2 w!) 
I 
where to is the centroid of this response, i.e., 
t 
0 
= ; (kT)hk2 
7 hi2 
(21) 
and where the samples h, may be expressed in terms of 
W(f) according to (6) as 
h, = 
s 
H(f)W*(f) exp (j2nfkT) dJ (22) 
Z is the discrete-time analog to the rms duration [6] of a 
continuous-time signal h(t) defined as J (t - tO)‘h2(t) dt. 
Our measure of intersymbol interference is somewhat 
arbitrary but it has the following “right” properties: 
1) Z  2 0 with equality if and only if all the signal energy 
is concentrated in one sample; (I = 0 is thus the ideal 
case of no intersymbol interference); 
2) since the measure Z  discriminates severely against the 
amplitude of pulse samples distant from the centroid 
to, m inimizing Z  will cluster the samples of significant 
amplitude near to and thus simplify the optimum 
Forney receiver when the small samples are ignored; 
3) Z  is invariant to a change in h(t) by a constant gain 
factor and to a linear transformation of time; 
4) this measure is mathematically tractable. 
We now seek the SWMF that is “optimum” in the sense 
that it m inimizes I. In an example we will show that this 
choice may not always be the best one, but in general it 
seems to be reasonably good. 
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In the following w(t) is assumed to be  real. To  m inimize In the sequel to will be  taken as zero and  the phase function 
Z, we differentiate (12) with respect to f and  obtain /I(f) will be  taken as identically zero. The  corresponding 
-j2n C h,kT exp (-j2nfkT) 
k 
W(f) is denoted We(f). 
Besides being the SWMF that m inimizes Z, the filter 
w,*w =ff*(f) -r J- P(f) 
- jPYf> JPU) exp I: -jKf )I] (23) is the SWMF that maximizes the fractional energy in the 
zeroth sample of the overall impulse response. This is 
provided P’(f) exists and  P(f) #  0  for all f. In what fol- evident from the expression 
lows we will disregard such pathological exceptions. Squar- 1/2T 
ing the absolute value and  integrating from -1/2T to h, = T  
1/2T in (23), we obtain s J -1/2T 
y exp [ - jp(f)] exp [ + j2nfkT] df 
(28) 
; (h,kT)’ = 1 1’2T 
s [ 
‘,“<f> + pr2(f)P(f)] d$ (24) 
4n -1/2T 4P(f) 
with k = 0. From this expression we also see that if 
exp [-j/l(f)] = 1, then the response is symmetric, h, = 
Similarly, integrating the product of (23) and  the complex h-k, and the zeroth sample is the greatest one, 
conjugate of (12) leads to lhol > lhlt k = 0. 
5 h2kT = -!- /“lT  p’(f)P(f) df 
2n -1/2T 
(25) 
and  integrating the square of the absolute value of (12) we 
have also 
; h; = J1’2T P(f) dJ 
- 1/2T 
(26) 
These properties are common to the ordinary matched filter 
H*(f) and  K*(f). 
F inally, from (27), we see that the m inimum attainable 
value of Z  is 
1  
s 
1’2T  
1, =16n2 
p’2(f> df 
-1,ZT P(f) 
ITI,” rll2T (29) 
Substituting (24)-(26) into (20) and  using (21), we obtain T2 
J 
P(f 1  df 
- 1/2T 
IT2 C hk2 
k Equation (29) may be  interpreted as an  extension of the 
1  =- 
4n2  s 
1’2T  “‘(f) df 
Nyquist condition to channels with intersymbol inter- 
ference, since it specifies the smallest amount  of interference 
- 1/2T 4P(f) that can be  attained on  a  channel  with a  given equivalent 
+$2 
fia(f>p(f) df _  ‘j”y.fT b’(f)P(f) df)’ 
I 
periodic power transfer function. The  original Nyquist 
’ ‘f/TT p(f) df 
condition for f reedom from intersymbol interference, i.e., 
Zm in = 0, corresponds to P’(f) = 0, or equivalently P(f) 
(27) equals a  constant, which is just (9). 
and  we see that m inimizing Z  by choice of p(f) is equivalent 
to m inimizing the quantity in brackets in (27). Apart from 
a  constant factor the term in brackets can be  considered as 
the variance of a  random variable fl’( f) having a  probability 
density function proportional to P(f). From this considera- 
tion it also follows that the m inimizing P’(f) is a  constant. 
This constant can be  expressed in terms of to using (25) and  
(26). We  find 
& B’(f) = to, for all 5  
SWMF’s have been  found to be  opt imum in another type 
of (suboptimum) receiver, name ly a  decision-feedback 
equal ized receiver [7]. In this the opt imum filter is the 
(unique) SWMF that yields a  causal sampled response of 
the cascade connection of channel  and  receiving filter. This 
filter is obviously not the one  with exp [j/?(f)] = 1, and  
we shall now investigate how to choose the phase to make 
the sampled response causal. The  derivation given below is 
similar to the one  given for stochastic processes by 
Grenander  and  Rosenblatt [S]. 
The  causality condition is 
The  left-hand side of this expression is the group delay of h, = 0, k < 0. 
the filter exp [jp(f)] at f requency f, and  we see that for the 
optimizing filter this delay must equal  the average energy We  first assume that In JP(f) has a  Fourier series repre- 
transmission time  to for all frequencies. The  constraint that sentation 
exp FNf>l b  e P eriodic with period l/T means  simply 
that to must be  one  of the values ln dP(f) = c pn  exp (-j2nfnT) ” 
to = kT, k integer. and  define a  function 
We  see that the optimizing filter is uniquely specified up  to 
a  delay that is an  integer mu ltiple of the symbol separation. g(D) = PO + 2 2 AD”. n=l 
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g(D) is analytic inside the unit circle IDI < 1 and the real 
part of it on the unit circle is 
Re g[exp (-j271fT)] = In JP(f). 
Furthermore, the function f(D) = exp [g(D)] is analytic 
in IDI c 1 and its values on the unit circle are of the form 
f [exp (-PO)1 = JPO ew C -Mf)l 
where we have defined the phase factor as 
-Mf> = j Im gkxp (-PQ)l 
= n$l AIexp WWW - exp W71fn~)l. 
Sincef(D) is analytic in IDI c 1, it has a series representa- 
tion of the form 
f(D) = JT i hkDk 
k=O 
that is convergent for (D( < 1 and that if convergent for 
IDI = 1 converges to the true value exp [g(D)]. On the 
unit circle D = exp (- j2r$T), we have 
f(D) = dP(.f)exp [-Mfjl = dFkgo hkexp(--j2$kT) 
which after comparison to (12) shows that with the phase 
defined as above the sampled response is causal. 
To cope with cases where P(f) has zeros in such a way 
that In Y/P(~) h as no Fourier series, one can modify P(f) 
to P(f) + E, E > 0, in the preceding expressions. If the 
derivation works for any E > 0 then letting E + 0 will 
define a suitable phase. The difficulty in treating zeros of 
P(f) reflects the fact that when an amplitude is zero the 
corresponding phase is undefined. 
We notice that the SWMF giving a causal sampled 
response is identical to the filter resulting from Forney’s 
“canonical spectral factorization” [ 11. 
An Example: We shall consider a partial response class 
IV [9] system and compare Forney’s SWMF [1] to ours 
with exp [jfl(f)] = 1. 
First we consider Forney’s method. The channel impulse 
response is assumed to be 
O<t<T 
h(t) = 2T < t < 3T 
otherwise 
which is of finite duration so that Forney’s method applies. 
This response is shown in Fig. 3(a). The chip D-transform 
of h(t) is 
A (1 - D2), ojt<T. 
h(W) = x/T 
0, otherwise 
and the pulse autocorrelation function is 
R(D) = -D-2 + 2 - D2 = (1 - D2)(] - D-2) 
Fig. 3. Class IV partial response example. (a) Channel impulse 
response and transfer function. (b) Pulse autocorrelation function. 
(c) Ordinary W(f). (d) Ordinary sampled response. (e) Equivalent 
periodic power transfer function. (f) W(f) corresponding to 
exp bb(f)] = 1. (g) Minimum I sampled response. 
which is factorized in the form 
WI = f(D>fW1). 
The chip D-transform of Forney’s w(t) is 
w(D,t) - 7;; _ ’ ’ t < T &’ 
0, otherwise 
which again implies 
i 
1 
-9 Olt<T 
w(t) = x/T 
0, otherwise. 
The sampled impulse response of h(t) cascaded with w( - t) 
is 
h(D) = c hkDk = 1 - D2 
k 
which is the ordinary class IV response. 
The amount of interference in this response is I = 1. 
This case is shown in Figs. 3(b)-(d). 
Next we shall use the Fourier transform method. The 
channel transfer function is 
H(f) = 2JTj sin (2nfT) sine (nfT) exp (-j27rjT) 
where 
1 
sin x 
-3 x#O 
sine x = x 
1, x = 0. 
The equivalent periodic power transfer function is found 
after some calculations, to be 
P(f) = 4T sin2 (27cjT) 
and we have 
= .iJT ‘In 2nfT /sin 2nf TI sine nfT exp (-j2nfT). 
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In this case the sampled impulse response is 
and the amount of interference is Z = 1. It is shown in 
Fig. 3(e)-(g). We notice that in both cases the amount of 
interference is the same, Zmin = 1. This can occur because of 
the zeros in P(f). Returning to the expression (27) for Z, 
we see that introducing delta-impulses in P’(f) at the zeros 
of P(f) will not affect the “variance” term since the zeros 
are of second order. This means that the minimizing phase 
is determined only up to discontinuities at the frequencies 
k/2T, k integer. In agreement with this, the one SWMF can 
be transformed to the other by introduction of suitable 
phase discontinuities, see Fig. 3(c) and (f). 
For use with a Viterbi decoder assuming a channel 
memory M = 2 (M = number of time units from first to 
last nonzero pulse sample resulting from one single input 
impulse), clearly the ordinary response, Fig. 3(d), should be 
preferred since it has the memory M = 2. For use with a 
simpler approximation to an optimum receiver, namely a 
simple linearly equalized receiver (which is a degenerate 
Viterbi decoder assuming M = 0), the response in Fig. 3(g) 
will give the better performance since the useful fraction of 
the signal energy is 
ho2 8 ~ = - x 81 percent 
F h,2 x2 
while the remaining 19 percent is perceived as noise. The 
corresponding figures with the ordinary response are 50 
percent and 50 percent, respectively. 
However, we remark that in the linearly equalized case 
the receiving filter should not at all be a SWMF. Smith [lo] 
has found the optimum receiving filter in the sense of 
maximizing the ratio between the energy in the zeroth 
pulse sample and the sum of the sampled-noise variance 
and the energy in the undesired pulse samples. Its transfer 
function can be expressed as [4, p. 1121 
AH*(f) 
1 + d2(&- l) P(f) 
0 
it was examined how to choose the phase characteristic of 
the SWMF in order to minimize the amount of intersymbol 
interference, and an expression for the minimum attainable 
value of it was given. 
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APPENDIX A 
NYQUIST CONDITION 
In [5], Gibby and Smith derive the Nyquist condition (9) 
for freedom from interference assuming uniform convergence of 
& Iw(f + k/T12 in [- 1/2T,1/2T]. This assumption is too 
restrictive in some cases and here, we shall replace it by the 
assumption of convergence in the mean-square sense. We use 
the following. 
Lemma: If {X,(f)} is a set of functions defined in a finite 
interval Z and X(f) = l.i.m.,,, X,(f), then 
s 
X(f) df = lim 
s 
X,(f ). 
I N+CC I 
The lemma simply states that if the sequence of XN(f)‘s con- 
verges in the mean-square sense in a finite interval then it is 
permissible to interchange the order of the limit and the 
integration. 
Proof: By definition X(f) satisfies 
s 
Ix(f) - xN(f)l’ df < &, for all N > K 
I 
where K can be found for any E > 0. Application of Schwarz’s 
inequality to the functions 1 and IX(f) - X,(f)\ immediately 
shows 
lim IX(f) - xN(f)I df = 0 
N-+03 s 
when the interval Z is finite, and finally we have 
where I is a normalization constant, L the number of which concludes the proof of the lemma. 
amplitude levels used by the transmitter, and 2d the spacing We now use the lemma to rewrite the condition for freedom 
between them. Clearly this filter is not sample-whitened. from interference 
The example demonstrates that filters minimizing Z assure 
relatively good performance of receivers of arbitrary com- 6,, = W(f)1 em WnfW df 
plexity whereas a better filter may be found for some s 
specific receiver. kIT+lI2T 
= 
“s 
IW(f)12ew WnfW df 
VI. CONCLUSION 
For any channel H(f) the existence of a sample-whitened 
matched filter W*(f) for this channel was examined. It was 
= i i!i:k (f + s)‘exp (j2nfkT) df 
found that for all channels of practical interest such filters 
exist, and the complete set of these filters was found. The 
theory was extended to more general modulation types than 
= s_‘::I (&’ lW (f+ $.)12) exp(j2nfkT) df. (8) 
PAM. Finally, how to choose between the possible filters Since the functions exp (j2nfkT) are a complete orthogonal 
for different types of receivers was discussed. In particular basis for functions in [- 1/2T,1/2T] the preceding equation can 
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be satisfied if and only if 
Ifl 5  W T  
which is the strict formulation of (9). 
APPENDIX B 
In here, we prove that convergence in the mean-square sense 
of Ck IH(f + k/T)12 implies convergence of Ck 1 W(f + k/T)12 
as stated in Theorem 2. We  have to show that 
implies that 
where W(f) satisfies (15) when P(f) = 0 and (9) otherwise. To 
this purpose we write the error integral as the sum of three 
terms 
s 
l/ZT 
-1/2T 
where 6 is an arbitrary nonnegative constant. The first of these 
integrals is immediately seen to converge to zero since we have 
simply defined W(f) to satisfy (9) when P(f) = 0. 
In the second and third integral W(f) is defined by (15), and 
the integrand apart from the factor l/T2 is 
The second integral is consequently overbounded by 
1 
Tz 1  df 
161 
171 
181 
191 
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and since no fixed value P(f) > 0 can satisfy 0 < P(f) <  6  for 
arbitrarily small 6  this integral can be made arbitrarily small by 
choice of 6. 
Since the integrand is less than 1 the third integral is over- 
bounded by 
Now we apply Schwarz’s inequality to obtain the upper bound 
s I f:asP P(f)-@+-+ ;)l’l’df 
5  &$j-;::T, lP(f) - $  IH(f+;)i2/‘df 
which can be made arbitrarily small for any 6 by choice of N 
and M when Ck IH(f + k/T)12 converges in the mean-square 
sense. We  have now proved that the existence of P(f) in the 
mean-square sense implies the existence of W(f). 
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