Loschmidt Amplitude and Work Distribution in Quenches of the Sine-Gordon
  Model by Rylands, Colin & Andrei, Natan
Loschmidt Amplitude and Work Distribution in Quenches of the Sine-Gordon Model
Colin Rylands∗ and Natan Andrei
Department of Physics, Rutgers University, Piscataway, New Jersey 08854.
(Dated: February 26, 2019)
The Sine-Gordon - equivalently, the massive Thirring - Hamiltonian is ubiquitous in low-
dimensional physics, with applications that range from cold atom and strongly correlated systems
to quantum impurities. We study here its non-equilibrium dynamics using the quantum quench
protocol - following the system as it evolves under the Sine-Gordon Hamiltonian from initial Mott
type states with large potential barriers. By means of the Bethe Ansatz we calculate exactly the
Loschmidt amplitude, the fidelity and work distribution characterizing these quenches for different
values of the interaction strength. Some universal features are noted as well as an interesting duality
relating quenches in different parameter regimes of the model.
I. INTRODUCTION
The study of non equilibrium physics has exploded in
recent years in large part thanks to advances in the ex-
perimental realization of quantum systems which exhibit
long coherence times when far from equilibrium1,2. Ques-
tions of the thermalization of isolated quantum systems
or the existence and classification of dynamical phase
transitions can now be pondered from both experimen-
tal and theoretical viewpoints. A standard protocol to
study non equilibrium systems is the quantum quench.
The protocol consists of preparing the system in a state
|Φi〉, often an eigenstate of some Hamiltonian H¯, and
then evolving it in time with a different Hamiltonian,
H. Typically the post quench Hamiltonian differs from
H¯ by changing some parameter, introducing new inter-
action terms, applying an external field or some combi-
nation thereof. The most commonly studied protocol is
the sudden quench in which the change in parameter is
deemed to happen instantaneously (i.e. over a time scale
much shorter than any set by H). Non sudden quenches,
wherein the parameter is changed over a finite period
of time are sometimes considered3 however the sudden
quench is the most tractable theoretically4–6 and is read-
ily achievable in experiment1.
A fundamental quantity of interest in a quantum
quench is the Loschmidt amplitude,
G(t) = 〈Φi| e−iHt |Φi〉 (1)
which is the overlap between the initial state and its
post quench evolution. This allows one to calculate
the Loschmidt echo, L(t) = G∗(t)G(t) which is of inter-
est in many fields from quantum information and quan-
tum chaos7 to nuclear physics8 and is the central quan-
tity in studies of dynamical quantum phase transitions
(DQPT)9 which occur when the amplitude vanishes as a
function of t. Our main source of interest in the ampli-
tude is its relation to the work done during the quench
process.
The concepts of work and entropy in the context of
far from equilibrium, isolated quantum systems10,11 are
closely related to the Loschmidt amplitude. Work, in a
quantum setting, is defined as the difference between two
projective energy measurements, pre and post quench. It
Quench
1
FIG. 1. A typical quantum quench protocol occurring in cold
atom systems. Atoms are initially held in a deep optical lat-
tice. The lattice depth is then suddenly lowered and the sys-
tem allowed to evolve. The Sine-Gordon/massive Thirring
model is an effective description of this process.
is therefore described by a probability distribution, P (W )
defined by12,13
P (W ) =
∑
n
δ (W − (En − i)) | 〈Ψn | Φi〉 |2 (2)
with |Ψn〉 the eigenstates of H. It is not too difficult to
see that up to a phase this is the Fourier transform of the
Loschmidt amplitude,
P (W ) =
∫ ∞
−∞
dt
2pi
eiWt+iitG(t). (3)
i being the energy of the initial state as measured with
respect to H¯. P (W ) has the form of the spectral func-
tion familiar from many body physics14 and accordingly
shares many of the same generic features. It is de-
fined for W ≥ δE with δE = E0 − i being the en-
ergy difference between the initial state and the post
quench ground state and possesses a delta function peak
at W = δE signifying the transition from the initial state
to the ground state. This peak is weighted by the fi-
delity, F = | 〈Ψ0 | Φi〉 |2 the probability for such a tran-
sition. If H is gapped there exists a continuum of excited
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2states separated from this peak into which |Φi〉 can tran-
sition during the quench. For translationally invariant
initial states and provided momentum is conserved by
the quench the lower threshold for the continuum is at
W = 2m + δE with m being the mass of the lightest
quasiparticle. This signifies the emission of two quasi-
particles with opposite momentum from the initial state.
At the threshold, P (W ) exhibits an edge singularity sim-
ilar to the Anderson and Mahan effects in the X-ray edge
problem14. The exponent of the edge singularity depends
upon the dimensionality of the system, its statistics and
also if |Φi〉 and |Ψ0〉 lie within the same phase or not. It
is independent of the quench protocol which only affects
the coefficients of the singularity3. For theories contain-
ing multiple particle species with say, mass ml, similar
edge singularities will occur at W = 2ml + δE as well
as when new channels open up. For example the emis-
sion of four particles with zero momentum causes an edge
singularity at W = 4m+ δE.
Below the threshold, in the region δE < W < 2m+δE
additional delta function peaks may appear under cer-
tain circumstances. If bound states are supported by
H then delta function peaks may appear in this region
at W = mb + δE, mb being the masses of such states.
The position and number of these peaks depending upon
the symmetry of the initial state15–17. In the absence of
bound states a delta function peak may still appear below
the threshold at W = m+ δE depending on the symme-
try of the initial state. This is related to the existence of
a kinematic pole in the boundary matrix describing the
initial state and can be further traced back the system
being quenched across a critical point16,18. If the quasi-
particles have finite lifetime one can expect broadening
of these features to occur (however this will not be the
case in the model we consider which is integrable.)
For a global quench the work done is extensive and
therefore in the thermodynamic limit the distribution be-
comes sharply peaked about the average, 〈W 〉, with fluc-
tuations vanishing as 1/
√
L, L being the system size3,19.
The large deviations of P (W ), however retain interesting
features and in particular the threshold edge singularity
exhibits universal behaviour similar to those of critical
systems20. Lastly we note that in studying the work dis-
tribution one can identify the work done due to reversible
and irreversible processes in the quench. For example the
transition to the ground state is a reversible process as it
could equally be achieved adiabatically. The rest of the
distribution describes the irreversible work done during
the quench which can be related to the entropy produc-
tion and the spread of entanglement in the system11.
Much intuition about quantum work has been ob-
tained from calculations of non-interacting models or us-
ing heuristic arguments3,13,16,18–20. While there have
been some notable calculations concerning work statis-
tics in interacting models the list is short15,21,22. Here
we will study these questions in the context of the Sine-
Gordon model, a full fledged field theory with many ap-
plications throughout low-dimensional physics. In high
energy physics it is the archetypal integrable quantum
field theory exhibiting many fundamental properties of
the field such as scattering and renormalization. In con-
densed matter it serves as the low energy description of
many one dimensional systems including the Hubbard
model, spin chains and disordered systems as well as
serving an important role in understanding quantum im-
purity systems like the Kondo model, while in statisti-
cal physics it provides a description of the Kosterlitz-
Thouless transition23,24. Most pertinent to our present
discussion is its use in the field of cold atom experiments
where it can be used to describe a pair of tunnel coupled
quasi-condensates17,25 or the superfluid-Mott transition
of a Bose Einstein condensate (BEC) loaded into an op-
tical lattice26,27.
We will calculate the Loschmidt amplitude for some
quenches in the Sine-Gordon model using its fermionic
equivalent, the massive Thirring model. There exists
a wealth of information on the quench dynamics of the
Sine-Gordon model17,25,28–32 mostly focusing on the time
evolution of observables. Here we shall study the work
distribution describing these quenches and also examine
the existence of associated DQPTs.
II. THE SINE-GORDON/MASSIVE THIRRING
MODEL
The Sine-Gordon model is described by the Hamilto-
nian,
H =
1
2
∫
dx
{
Π2(x) + [∂φ(x)]
2 −M2 cos [βφ(x)]
}
where Π(x) and φ(x) are conjugate bosonic fields related
through bosonisation to the current and density of the
fermion fields in the massive Thirring (MTM) model,
H = −i
∫ [
ψ†+∂xψ+ − ψ†−∂xψ−
]
+m0
∫ [
ψ†+ψ− + ψ
†
−ψ+
]
+ 4g
∫
ψ†+ψ
†
−ψ−ψ+.(4)
Here ψ†±(x) are left and right moving fermions which
are coupled together via a bare mass term m0 and local
density-density interactions of strength 4g. The bosonic
parameters M and β are related to the fermionic m0 and
g through33,
β2
4pi
= 1− 2
pi
arctan(g) (5)
The model is exactly solvable and its spec-
trum, thermodynamics and scattering properties well
understood34–39. It has two distinct regimes correspond-
ing to repulsive (g < 0, 4pi < β2 < 8pi) or attractive
(g > 0, 0 < β2 < 4pi) interactions respectively. The
value β2 > 8pi may also be considered however in this
region the bosonic theory is gapless and does not map
3to the massive Thirring model. In the repulsive regime
the spectrum consists of two types of particles known as
solitons and anti solitons of mass m, the bare mass, m0
being renormalized to m in the presence of the interac-
tions. In the attractive regime bound states of solitons
and anti solitons known as breathers appear, their num-
ber and mass depending upon the value of β and m. In
this work we will focus on the fermionic MTM formula-
tion of the model to perform the calculations and in the
end make the relation to the bosonic parameters.
Two quenches of particular interest are those when the
prequench Hamiltonian H¯ has a very large mass, M2 →
∞, while the quenching Hamiltonian H is obtained by
suddenly reducing the mass parameter to a finite value
which also allows the interaction to come into full effect.
The initial state |Φi〉 will be either the ground state of
H¯ (see FIG. 1) or the maximally excited state, with the
bosons initially located on top of the potential wave (we
shall also consider a combination of both). We note that
the maximally excited state can be viewed as the ground
state of an initial Hamiltonian with M2 → −∞). Such
quench scenarios can be achieved in a cold atom system
by having a very deep optical lattice in the superfluid-
Mott description or a phase difference of 0 or pi in the
coupled quasi-condensates case.
We shall compute the Loschmidt amplitudes associ-
ated with these quenches and study the related work
distributions, P (W ) paying particular attention to the
region around the threshold. To do this we make use
of the light cone lattice regularization of the time evo-
lution operator40. This will allow us derive a single non
linear integral equation (NLIE) describing the amplitude
directly in real time without having to analytically con-
tinue. The NLIE is valid for both the repulsive and at-
tractive regimes as well as for cases when the quench is
within or across a phase. We carry out this in section
III below. It is shown that there exists a non-equilibrium
duality relating quenches in the repulsive regime to the
attractive. Furthermore we show that for the considered
quenches no DQPT may occur since the NLIE that de-
scribes these quenches in the presence of interactions does
not admit solutions that satisfy the required conditions,
see below. In the subsequent section we examine the
non interacting limit and discuss some general features
present in the Loschmidt amplitude and work distribu-
tion. The work distribution is found in the region around
the threshold and many of the features described above
are seen. In section IV we study the repulsive case and
determine P (W ) in the vicinity of the edge threshold.
In the penultimate section we discuss the attractive case
and see how the work distribution is affected by bound
states. In the final section we make a connection be-
tween the NLIE governing the amplitude and observable
quantities providing a firm link between the definition
of a DQPT and its manifestation in the dynamics of a
system.
= R2j,2j+1(2Θ)
V2j V2j+1
1
M
N
δ
δ
t
x
1FIG. 2. The light cone lattice consists of left and right ori-
ented diagonal lines representing the world lines of bare rela-
tivistic particles. The vertical direction is time and the hori-
zontal is space with δ being the lattice spacing in both direc-
tions. The number of intersections in the spacelike direction
is N while the number in the timelike direction is M . To
each intersection we associate a matrix of transition ampli-
tudes Rk,k+1(2Θ). We assume periodic boundary conditions
in the spatial direction.
III. LOSCHMIDT AMPLITUDE AS A LATTICE
PROBLEM
Our objective is to calculate the Loschmidt amplitude,
G(t) which we do in terms of a single non linear inte-
gral equation (NLIE). Our strategy will be to utilize the
light cone lattice regularization40 of the time evolution
operator e−iHt . Within this approach G(t) is seen to be
the same as the partition function of classical six-vertex
model with boundaries. In the thermodynamic limit the
partition function is given by the largest eigenvalue of the
transfer matrix of the model which, for particular types of
initial state can be calculated using Bethe Ansatz. This
strategy has recently be used to great effect in calculating
the Loschmidt echo in the XXZ Heisenberg model41–43.
Unlike that instance however we will obtain the NLIE di-
rectly in real time without the need to Wick rotate back.
A. Light cone lattice
The light cone lattice method is an approach to regu-
larizing integrable quantum field theories in which the in-
4tegrability of the continuum model is preserved. The so-
lution of the massive Thirring model through this method
will form the starting point of our calculation of the
Loschmidt amplitude. The formulation is thoroughly ex-
plained in several works40,44–46 and we give only the main
points below. In this approach, one starts from a dis-
cretized 2D Minkowski spacetime formed by a regular di-
agonal lattice of right-oriented and left-oriented straight
lines, see FIG. 2. These represent the world-lines of bare
right and left movers with each intersection of lines being
a discretized point in spacetime. Every row of the lattice
consists of N such intersections labelled by j = 1, . . . , N
and to each link emanating from these points we asso-
ciate a vector space Vk = C2 with V2j corresponding to
left movers and V2j−1 to right movers emanating from the
jth intersection. The fermion creation and annihilation
operators then correspond, via Jordan-Wigner transfor-
mation to σ±k which act on these vector spaces. Further-
more to each vertex we associate a matrix Rkk+1(2Θ)
acting on Vk ⊗ Vk+1, defined by
Rij(u)=
sinh(u+ η) 0 0 00 sinh (u) sinh (η) 00 sinh (η) sinh (u) 0
0 0 0 sinh(u+ η)
(6)
representing the microscopic transition amplitudes for
the fields. The parameter η = iγ encodes the interac-
tions in the model according to
γ
pi
= 1− β
2
8pi
(7)
while Θ is a rapidity cutoff for the bare particles. It is
related to m the physical mass by
m =
4N
L
e−
pi
γΘ (8)
with N being the total particle number and L the system
size. The bare mass is given by m0 =
4N
L sin γe
−2Θ with
the two mass parameters coinciding when the interaction
is turned off at β2 = 4pi or γ = pi/2. The thermodynamic
limit takes N → ∞ with δ = L/N , the lattice spacing
held fixed while the continuum limit requires taking δ →
0 and Θ → ∞ such that m is held fixed. Upon taking
these limits the continuum theory is recovered.
This light cone lattice MTM thus takes the form of a
2d statistical model, namely an inhomogeneous 6-vertex
model47. From this point of view the time evolution op-
erator is the vertical transfer matrix on this lattice which
is given by40,
e−iHδ =
[
sinh (2Θ + η)
sinh (2Θ− η)
]N
τ(−Θ)τ−1(Θ) (9)
τ(u) = Trk [Rk1(u−Θ)Rk2(u+ Θ) . . .
. . . Rk2N−1(u−Θ)Rk2N (u+ Θ)] (10)
with Trk indicating taking the trace over the k space.
One can interpret τ(±Θ) as evolving by one step along
the world lines of the right or left moving particles, i.e.
x
t
|Φi〉
〈Φi|
2N
2M 〈Φi| |Φi〉
2M
2N
(a) (b)
Θ
Θ
Θ
η −Θ
η −Θ
η −Θ
Θ
η −Θ
Θ
η −Θ
Θ
η −Θ
1
FIG. 3. (a)The Loschmidt amplitude as given in (13) takes
the form of the partition function of a 2d classical lattice with
the initial state appearing as boundaries along the top and
bottom. Each horizontal line represents τ(Θ) or τ(η − Θ).
The trace present in τ(u), (10) represents periodic boundary
conditions imposed in the spacelike direction. (b) Under a
rotation the amplitude is then the partition function of a dif-
ferent 2d classical lattice model with N and M exchanged and
the initial conditions becoming spatial boundaries. Each hor-
izontal line here represents T (Θ) or T (−Θ) given by (15). Al-
though the partition functions calculated using the viewpoint
in (a) or (b) are the same the transfer matrices in either case
are not the same owing to the fact that the model is Lorentz
invariant rather than Euclidean invariant.
in the x∓ t directions. The combination above therefore
gives evolution in the timelike direction by one lattice
unit δ. Moreover, by taking the number of rows in the
lattice to be M we have that the total transfer matrix is
e−iHt = lim
X→∞
[
sinh (2Θ + η)
sinh (2Θ− η)
]NM [
τ(−Θ)τ−1(Θ)]M(11)
where t = Mδ and the limit X → ∞ stands for the the
thermodynamic and continuum limits discussed before
in addition to M → ∞ which is taken while holding t
constant.
Before utilizing, (11) in our calculation of G(t) we close
this section by commenting that within this regulariza-
tion the wavefunctions of the system take the form
|Ψ〉 =
∑
{j}
a{j}
N∏
l=1
σ+jl |⇓〉 (12)
with N ≤ N , a{j} being some coefficients, {j} =
{j1, . . . , jN } the positions of the flipped spins, corre-
sponding to the creation of a bare particle and |⇓〉 =
⊗2N |↓〉 is the regularized, drained Fermi sea. In
the continuum limit with σ+2j−1/
√
δ → ψ†+(jδ) and
σ+2j/
√
δ → ψ†−(jδ) these become the standard MTM
wavefunctions36.
5B. Regularized Loschmidt amplitude
Having defined the time evolution operator in (9) the
Loschmidt amplitude is given by
G(t) = lim
X→∞
[
sinh (2Θ + η)
sinh (2Θ− η)
]NM
〈Φi|
[
τ(−Θ)τ−1(Θ)]M |Φi〉
= lim
X→∞
[
〈Φi| [τ(−Θ)τ(Θ− η)]M |Φi〉
sinh2NM (2Θ− η) sinh2NM (η)
]
(13)
where in going to the second line we have used the fact
that τ−1(Θ) ∝ τ(Θ−η)48 and we have implicitly regular-
ized the initial state in the light cone formalism a´ la (12).
When written in this fashion calculating the Loschmidt
amplitude becomes a classical 2d lattice problem. Indeed
τ(−Θ)τ(Θ− η) is the vertical transfer transfer matrix of
an inhomogeneous 6-vertex model on a 2N × 2M lattice
with ±Θ associated to each vertical line, Θ and η − Θ
associated to each horizontal line and periodic boundary
conditions in the horizontal direction. Note that this 6-
vertex model is not the same as the one mentioned in
relation to the light cone lattice, it is an auxiliary sys-
tem on to which we have mapped our calculation. The
Loschmidt amplitude is therefore the expectation value of
this transfer matrix in the initial state, see FIG 3(a). By
rotating the whole lattice we see in FIG. 3(b) that this is
equivalent to computing the partition function on a simi-
lar but more convenient 6-vertex model. The initial state
becomes boundary conditions in the horizontal direction,
the periodic boundary conditions becoming a trace and
parameters associated to vertical lines being exchanged
with those associated to horizontal lines. This gives us
G(t) = lim
X→∞
[
1
sinh (2Θ− η) sinh (η)
]2NM
×Tr [〈Φi| ⊗Nj=1 [T2j−1(−Θ)⊗ T2j(Θ)] |Φi〉] .(14)
where we have introduced the so called quantum transfer
matrix which acts in the original horizontal direction?
Tj(u) = Rj1(u−Θ)Rj2(u− (−Θ + η)) . . .
. . . Rj2M−1(u−Θ)Rj2M (u− (−Θ + η))(15)
and the trace is over the original horizontal spaces, 2j −
1, 2j.
At this point the light cone formalism has provided us
with a quantity which although regularized is no easier
to calculate. Inspecting (14) we see that the operator
is a tensor product of operators acting on the horizontal
vector spaces but a generic initial state will cause mixing
between them all. For a particular type of initial state
however the problem simplifies considerably. We consider
here initial states which can be written as the product of
two site states,
|Φi〉 = ⊗N
[
1√〈v | v〉 |v〉
]
, (16)
|v〉 = c1 |↑↓〉+ c2 |↓↑〉 . (17)
|Φi〉 =
|v〉
|v〉
|v〉
1
FIG. 4. By choosing the initial state appropriately the
Loschmidt amplitude simplifies considerably. If |Φi〉 = |v〉N
with v given in (17) only two horizontal lines are coupled.
The amplitude then reduces to the form (18).
Included among this category are the states c1 = ±c2
which are of particular interest. They correspond to the
ground state and highest excited state of H¯ when the
initial mass is very large, mi →∞. In bosonic language
this means taking the coefficient of the cos [βφ(x)] term
in (4) to be very large with the states corresponding to
those which minimize or maximize this particular term.
In the context of cold atom experiments there are nu-
merous ways to realize the model and these states. In
some cases the Sine-Gordon model is the actual model of
the system, for example when describing a pair of cou-
pled condensates with the initial states corresponding to
an initial phase difference of 0 or pi17. In other cases
the Sine-Gordon model provides an effective low energy
description, for example when used as the low energy de-
scription of the superfluid-Mott transition with the initial
states corresponding to states in a very deep optical lat-
tice with either positive of negative on-site interaction26.
It should be noted however that the use of effective
low energy Hamiltonians, while very useful in equilib-
rium, needs to be carefully examined when applied out
of equilibrium since quench process involves all eigen-
states of the post quench Hamiltonian which may result
in the Sine-Gordon description being invalid.49 Having
firm results, such as those presented herein, allows one
to confront them with corresponding experimental data
to determine to what extent low energy Hamiltonians are
valid for nonequilibrium physics.
In what follows we will concentrate mostly on these
two initial states along with the more general case of
c1 = e
2ξc2 with ξ a purely imaginary parameter that
interpolates between the two. With this type of initial
state no mixing occurs between the different parts of the
tensor product in (14), see FIG. 4, and the amplitude
6reduces to
G(t) = lim
X→∞
[
1
sinh (2Θ− η) sinh (η)
]2NM
×Tr
[ 〈v|T (−Θ)⊗ T (Θ) |v〉
〈v | v〉
]N
(18)
Denoting the eigenvalues of the operator 〈v|T (−Θ) ⊗
T (Θ) |v〉 by Λj , j = 1 . . . 22M we have that
G(t) = lim
X→∞
[
1
sinh (2Θ− η) sinh (η)
]2NM 22M∑
j
[
Λj
〈v | v〉
]N
= lim
X→∞
[
1
sinh (2Θ− η) sinh (η)
]2NM [
Λmax
〈v | v〉
]N
(19)
In going to the second line it was assumed that there
exists a unique maximal eigenvalue, Λmax with a non
vanishing gap to the rest of the spectrum. Accordingly
in the thermodynamic limit N → ∞, only this maximal
eigenvalue contributes47. If the next eigenvalue crosses it
at some time then a DQPT takes place43,50. We discuss
this point later.
C. Boundary quantum inverse problem
Our task now is to find the maximal eigenvalue of the
operator 〈v|T (u) ⊗ T (−u) |v〉 evaluated at u = −Θ. It
was shown in [41] however that this is equivalent to find-
ing the ground state of the XXZ model with open bound-
ary conditions. This quantity is well studied and we get
that Λmax = Λ(−Θ) where the function Λ(u) is given
by42
Λ(u) =
sinh (2u+ η)
sinh (2u)
sinh2 (u+ (ξ − η/2)) [sinh (u+ Θ) sinh (u−Θ + η)]2M
×
M∏
k
sinh (u− λk − η)
sinh (u− λk)
sinh (u+ λk − η)
sinh (u+ λk)
(20)
+
sinh (2u− η)
sinh (2u)
sinh2 (u− (ξ − η/2)) [sinh (u−Θ) sinh (u+ Θ− η)]2M
×
M∏
k
sinh (u− λk + η)
sinh (u− λk)
sinh (u+ λk + η)
sinh (u+ λk)
(21)
The newly introduced parameters λk are known as the Bethe roots. In order to give the maximal eigenvalue we take
them to be the real, non negative solutions of the Bethe ansatz equations
sinh (2λj − η)
sinh (2λj + η)
sinh2 (λj − (ξ − η/2))
sinh2 (λj + (ξ − η/2))
[
sinh (λj −Θ) sinh (λj + Θ− η)
sinh (λj + Θ) sinh (λj −Θ + η)
]2M
= −
M∏
k
sinh (λj − λk − η)
sinh (λj − λk + η)
sinh (λj + λk − η)
sinh (λj + λk + η)
(22)
The initial state is encoded by the relations
c1 = sinh (ξ −Θ− η/2) (23)
c2 = − sinh (ξ + Θ + η/2) (24)
which gives c1 = e
2ξc2 in the continuum limit with
ξ = ipi/2 being the ground state or ξ = 0 the maxi-
mally excited state of H¯. Note that the Bethe equations
(22) allow for a solution at λ = 0 which must be excluded
as it results in vanishing wavefunction and furthermore
that if λj is a solution then −λj is also. The other eigen-
values, λj can also be calculated and checked that they
are gapped from Λmax.
D. An auxiliary function a(u) and its non linear
integral equation (NLIE)
The exact Loschmidt amplitude is obtained from Λmax
given by equation (20) subject to the Bethe Ansatz equa-
tions (22). However to take the thermodynamic and con-
tinuum limits we need to bring these expressions to a
more convenient form. We define the auxiliary function
a(u) as
a(u) = Kξ(u)
[
sinh (u−Θ) sinh (u+ Θ− η)
sinh (u+ Θ) sinh (u−Θ + η)
]2M
×
M∏
k
sinh (u− λk + η)
sinh (u− λk − η)
sinh (u+ λk + η)
sinh (u+ λk − η)(25)
7where the boundary part, Kξ(u) containing the initial
state information is given by
Kξ(u) =
sinh (2u− η)
sinh (2u+ η)
sinh2 (u− (ξ − η/2))
sinh2 (u+ (ξ − η/2)) . (26)
We shall express the Loschmidt amplitude in terms of
this auxiliary function and obtain an NLIE for it.
The Bethe equations are succinctly written in terms of
this as a(λj) = −1, so that the function 1+a(u) has zeros
only at u = ±λj and u = 0 as well as a pole of order 2M
at u = −Θ. This allows us to write that for an analytic
function f(x)41,
2M∑
j
[f(λj) + f(−λj)] = −
∮
C
dµ
2pii
f ′(µ) log
[
1 + a(µ)
1 +Kξ(µ)
]
+2Mf(−Θ) (27)
where the contour is taken to encircle, counterclock-
wise the Bethe roots which lie on the real axis as well
as their negative counterparts. A typical choice is for
C = C+ ∪ C− with C− running from −∞ − iζ to
∞ − iζ and C+ going back from ∞ + iζ to −∞ + iζ
and 2ζ < min(γ, pi − γ). Note that the singularity at
µ = 0 as well as any singularities coming from K(u) are
cancelled by the log[1 + K(u)] factor in the integrand.
Using this we can write (25) as
log a(u) = logKξ(u) + 2M log
[
sinh (u−Θ) sinh (u+ Θ− η)
sinh (u+ Θ) sinh (u−Θ + η)
]
−
∮
C
dµ
2pi
sin 2γ
sinh (u− µ+ iγ) sinh (u− µ− iγ) log
[
1 + a(µ)
1 +Kξ(µ)
]
(28)
After some manipulation (see Appendix A) we get a NLIE for a(u)51. Upon taking the thermodynamic and continuum
limits this is
log a(u) = −2mt sinh
(
pi
γ
u
)
+ logKξ(u) +
∫ ∞
−∞
dµG(u− µ− iζ) log [1 + a(µ+ iζ)]
−
∫ ∞
−∞
dµG(u− µ+ iζ) log [1 + a−1(µ− iζ)] . (29)
where logKξ(u) = J ∗ log
[
sinh (u−iγ)
sinh (u+iγ)Kξ(u)
]
and,
J(x) =
∫ ∞
−∞
dω
2pi
eiωx
sinh (piω/2)
2 cosh (γω/2) sinh [(pi − γ)ω/2](30)
G(x) =
∫ ∞
−∞
dω
2pi
eiωx
sinh [(pi − 2γ)ω/2]
2 cosh (γω/2) sinh [(pi − γ)ω/2] .(31)
and ∗ denotes the convolution f∗g(x) = ∫ f(x−y)g(y)dy.
The function G(x) is actually the derivative of the
soliton-soliton phase shift,
G(x) =
1
2pii
d
dx
logS++(
pi
γ
x) . (32)
where an explicit expression for S++ is known and pre-
sented in Appendix C. In addition the first term in (29)
is related by a shift of the rapidity u → u + iγ/2 to
the soliton energy m cosh
(
pi
γ u
)
, while the second term,
logKξ(u) is related by the same shift to the renormal-
ized boundary phase shift52. In either the repulsive or
attractive regimes it has the form52,53
Kξ (x) = −
[
S0
(
pi
γ x
)
S1
(
pi
γ x
)]2
S++(2
pi
γ x)
(33)
with S++ again being the soliton-soliton phase shift. The
other two factors S0 and S1 are presented in full in Ap-
pendix C. The first term, S0 along with S++ is inde-
pendent of ξ and hence the initial state while the S1
term does depend upon ξ. Within the repulsive regime
Kξ(u) does not contain any poles in the so called “phys-
ical strip” 0 ≤ Im(x) ≤ γ/2 apart from a possible pole
at x = iγ/2 depending on the value of ξ. We are most
interested in the behaviour of the boundary phase shift
in the vicinity of this point, where Kξ takes the form54,
Kξ(x) ∼ γ
g2ξ
2pi
1
x− iγ2
(34)
with the coefficient, gξ charachterizing the initial condi-
tion. In the free case considered below we have g0 = 2
while gipi2 = 0 which we will see ultimately determines
the low W behaviour of P (W ). Using the explicit ex-
pressions presented in Appendix C we see that also in the
8interacting case gipi2 = 0 while g0 6= 0. In the more com-
plicated attractive case the appearance of bound states
in the spectrum is reflected in additional poles appearing
in the physical strip. We will see below that these cor-
respond to the delta function peaks in P (W ) below the
edge threshold.
The form of the NLIE depends upon the value of ζ
which is chosen. The restriction on allowed values of ζ
changes when crossing from the repulsive γ < pi/2 regime
to the attractive γ > pi/2 which reflects the change in the
spectrum and appearance of bound states.
E. The Loschmidt Amplitude
Turning finally to the Loschmidt amplitude we can ex-
press it neatly in terms of a(u) using the same integral
technique (see Appendix B). Taking the continuum and
thermodynamic limits we get,
log G(t) = −iE0t+ logF
+i
mL
4γ
∫ ∞
−∞
dµ e
pi
γ (µ−iζ) log
[
1 + a−1(µ− iζ)]
−imL
4γ
∫ ∞
−∞
dµ e
pi
γ (µ+iζ) log [1 + a(µ+ iζ)](35)
where E0, see (B9) is the ground state energy of H and
logF = −imL
4γ
∫ ∞
−∞
dµ e
pi
γ (µ−iζ) log
[
1 +K−1ξ (µ− iζ)
]
+i
mL
4γ
∫ ∞
−∞
dµ e
pi
γ (µ+iζ) log [1 +Kξ(µ+ iζ)].(36)
This time independent term is the same as the bound-
ary contribution to the ground state of the MTM on a
finite interval55 and we will see below that it appears
in the work distribution as the weight of the delta func-
tion peak δ(W − δE). Therefore we can identify this
with the fidelity, F = | 〈Ψ0 | Φi〉 |2. In both the NLIE
and Loschmidt amplitude it can be convenient to per-
form calculations prior to taking the thermodynamic and
continuum limits. These cutoff expressions appear in Ap-
pendices A and B.
An interesting feature of the amplitude and its associ-
ated NLIE is that they exhibit a non-equilibrium duality.
Under the replacement γ → pi−γ along with ξ → ipi/2−ξ
we find that they are modified by t→ −t which means
G(t)|ξ,γ = G(−t)|ipi2−ξ,pi−γ . (37)
This duality relates the non-equilibrium behavior of the
MTM in the repulsive regime to that of the attractive
regime. Similar dualities have been discovered in out
of equilibrium impurity systems56,57. In the impurity
models the mapping refers only to the impurity with the
bulk spectrum being invariant. In this case however the
duality maps the model between two different parameter
regimes with very different spectra.
F. Dynamical Quantum Phase Transition
The similarity between the Loschmidt amplitude and
the partition function at non zero temperature58 served
as inspiration for the notion of a dynamical quantum
phase transition. Analogous to thermal phase transi-
tions, DQPTs are said to occur at t = tc if G(tc) = 0
which results in non analyticity of log G(t), sometimes
called the dynamical free energy. Unlike thermal phase
transitions infinitely many of these critical points can
occur periodically over the range 0 < t < ∞. It is
not obvious from this thermal analogy however how a
DQPT manifests itself in the dynamics the system or
if in fact by crossing tc the system can be thought of
being in one phase or another. After all, time depen-
dent observables are not merely derivatives of this dy-
namical free energy as they are in the thermal case.
Moreover, the amplitude itself constitutes a projection
of the initial state onto only a single state |Φi〉 and the
quench process involves excitations over the whole spec-
trum of the post quench Hamiltonian. In several cases
however it has been shown that order parameters ex-
hibit non analytic behaviour at critical times in the ther-
modynamic limit, a phenomenon which was later ob-
served experimentally59. This has been explained via
another analogy with quantum phase transitions which
despite being ground state phenomenon, impact upon fi-
nite temperature properties60. More recently, the robust-
ness of this relationship between DQPTs and non ana-
lytic behavior of the order parameter has been called into
question. It has been shown that this relationship does
not necessarily carry over to non-integrable models61 or
more general non equilibrium scenarios such as a double
quench62 and so further study is required.
The existence of a DQPT depends on both the initial
state and Hamiltonian. Inspecting the Loschmidt am-
plitude (35) we can see that a DQPT can occur for our
particular choice of initial states if either of the terms in
the logarithms vanish. For this to be the case we require
that for some real t either
1 + a(µ+ iζ) = 0 or 1 + a−1(µ− iζ) = 0 (38)
for µ real. By construction however a(λ) = −1 only
if λ ∈ R and moreover only if λ = ±λk, 0, with λk a
Bethe parameter. Accordingly no dynamical quantum
phase transitions take place in these particular quenches
of the massive Thirring model in either regime. This by
no means precludes a DQPT in quenches of the MTM.
We note that using the same transfer matrix method in
the XXZ it was shown that DQPTs could occur43. These
resulted from the fact that a level crossing occurred be-
tween Λmax and the next eigenvalue. The level cross-
ings ultimately stem from the fact that in the XXZ case
the transfer matrix must be Wick rotated to give the
Loschmidt amplitude. This is not the case for the MTM
as the light cone lattice formulation provides us with the
amplitude directly in real time with out the need to Wick
rotate. We reiterate that a DQOT depends on the ini-
9tial state so even within this formalism, taking initial
states requiring ξ ∈ R or those encoded by off diagonal
boundary conditions may result in level crossings of Λmax
leading to a DQPT.
IV. NON-INTERACTING LIMIT
As a non trivial check on this result we examine the
Loschmidt amplitude at free fermion point, γ = pi/2.
Other than a check, this will also provide us with some
insight and perspective with which to appreciate the in-
teracting case. At the free point interactions are of course
absent and so G(x) = 0 while J(x) = 1. The NLIE there-
fore reduces to
log a(u) = −2mt sinh (2u) + log
[
− sinh
2 (u− (ξ − ipi/4))
sinh2 (u+ (ξ − ipi/4))
]
.(39)
Inserting this into (66) along with the choice ζ = pi/4
gives us
log G(t) = −iE0t+ logF + L
∫ ∞
−∞
dµ
pi
m0 cosh (2µ)
× log
{
1 +
[
cosh (µ− ξ)
sinh (µ+ ξ)
]2
e−2im0t cosh (2µ)
}
(40)
where the log of the fidelity is given by
logF = −L
∫ ∞
−∞
dµ
pi
m0 cosh (2µ)
× log
{
1 +
[
cosh (µ− ξ)
sinh (µ+ ξ)
]2}
. (41)
These agree with results obtained using more standard
techniques (see Appendix D)13.
We can see explicitly here the boundary phase shift for
ξ and ipi2 − ξ are related by inversion, Kξ(u) = K−1ipi2−ξ(u)
and consequently the Loschmidt amplitude for these
cases are complex conjugate to each other or rather re-
lated by time reversal,
G(t)|ξ = G(−t)|ipi2−ξ . (42)
this is a special case of the duality mentioned in the pre-
vious section. The non interacting point being the self
dual theory. A consequence of this is that the Loschmidt
echo, L(t) is the same for both quenches. This ultimately
results from the fact that the two initial states are related
by a particle-hole transformation which is preserved by
the quench.
It may also be checked explicitly that the term inside
the logarithm of (40) does not vanish and so no DQPT
takes place. We should reiterate that other choices of
initial states can result in a DQPT, for example, if the
initial state were the ground state of the Hamiltonian
with finite initial mass mi
63. To see this in our method
one must replace the constant ξ which encodes the initial
states considered previously with one which is rapidity
dependent. The correct choice for an initial mass of mi
is shown in Appendix D to be
ξ(µ) =
1
2
sinh−1
[
−m0
mi
sinh (2µ)
]
. (43)
Inserting this into (40) it can be seen that the DQPT
condition is be satisfied. Note that this choice of ξ does
not fall within the class of initial states for which the
NLIE was derived. Nevertheless the simple replacement
above reproduces the result using other methods.
We turn our attention now to the work probability dis-
tribution in the non interacting model. As discussed in
the introduction the edge behavior of the distribution is
of most interest, however the moments of the distribu-
tion can also provide some insight to the quench process.
The moments of the work distribution are given by log-
arithmic derivatives of the amplitude, explicitly the nth
moment is defined as
χn = i
n d
n
dtn
[
log G(t)eiit] |t=0. (44)
The first of these corresponds to the average work done
during the quench, 〈W 〉. Differentiating (40) and using
a(u)|t=0 = Kξ(µ) one finds
〈W 〉
L
=
δE
L
+
∫ ∞
−∞
dµ
pi
[
m0 cosh (2µ)
cosh (µ− ξ)
sinh (µ+ ξ)
]2
(45)
The first term is a constant and is the amount of work
done per unit length if the quench were done adiabati-
cally instead of suddenly. Subtracting this from the aver-
age work defines the irreversible work11 done during the
quench, 〈W 〉irr = 〈W 〉−δE which is given by the integral
term. For the two particular cases of ξ = 0, ipi/2 this in-
tegral diverges. The reason for this divergence is the fact
that these initial states are very high in energy with re-
spect to H. Their overlap with the highest excited states
of H is not suppressed by some scale inherent in the ini-
tial states and are only cutoff by δ the lattice spacing. In
contrast if the initial is the ground state of the finite ini-
tial mass Hamiltonian, then this quantity is finite. This
can be seen by replacing the constant ξ in (45) with (43).
In the remainder of this section and in subsequent sec-
tions we will concentrate on the edge behavior of P (W )
near the threshold. The probability distribution, for the
ξ = ipi2 state is
10
P (W ) =
∫ ∞
−∞
dt
pi
eiWt+iitG(t) (46)
= F
∫ ∞
−∞
dt
pi
eiWt−iδEt
[
1 + L
∫ ∞
−∞
dµ
pi
m0 cosh (2µ) log
{
1 + tanh2 (µ)e−2im0t cosh (2µ)
}
+ . . .
]
where we have expanded the exponential. It is then stan-
dard to expand the logarithm also and perform the t
integral3,13. The advantage of doing this is that only the
lowest order terms in this expansion give a contribution
to P (W ) in the region W < 4m0 + δE with the subse-
quent terms contributing in the regions W < 6m0 + δE
etc. From here on we measure the work done from δE
so W − δE → W . Keeping only the lowest term in the
expansion we have
P (W ) = Fδ(W ) +m0FL
2pi
θ(W − 2m0)W
√
W − 2m0
(W + 2m0)3
+ . . .(47)
which gives the behaviour near the threshold. Here we
see the appearance of a number features alluded to in the
introduction. Firstly, there is the delta function at W =
0 coming from the transition to the ground state which
is weighted by the fidelity. Secondly, there is an edge
singularity at W = 2m0 with exponent 1/2. Keeping
further terms in the expansion of the exponential and
logarithm gives access to further edges at W = 2nm0.
For the other initial state in which ξ = 0 we get at the
free point that
P (W ) = F
∫ ∞
−∞
dt
2pi
eiWt−iδEt
[
1 + L
∫ ∞
−∞
dµ
pi
m0 cosh (2µ) log
{
1 + coth2 (µ)e−2im0t cosh (2µ)
}
+ . . .
]
(48)
Now we would like to proceed as before and expand the logarithm, the problem with this however is that the boundary
term diverges like coth2(µ) ∼ 1/µ2 about µ = 0. To deal with this we use the regularization trick of adding and
subtracting a term with the same divergence54. The µ integral then becomes
L
∫ ∞
−∞
dµ
pi
m0 cosh (2µ) log
{
1 + coth2 (µ)e−2im0t cosh (2µ)
1 + 4csch2(2µ)e−2im0t
}
+L
∫ ∞
−∞
dµ
pi
m0 cosh (2µ) log
{
1 + 4csch2(2µ)e−2im0t
}
(49)
The second integral can be computed using the formula 2pi(a − b) = ∫∞−∞ log a2+x2b2+x2 using a2 = 4e−2im0t and b2 = 0
and the first integral can be expanded so that we get64
P (W ) = F
∫ ∞
−∞
dt
2pi
eiWt−iδEt
[
1 + L
∫ ∞
−∞
dµ
pi
m0 cosh (2µ)
{
coth2 (µ)e−2im0t cosh (2µ)
−4csch2(2µ)e−2im0t
}
+ 2m0Le
−im0t +
1
2
(
2m0Le
−im0t)2 + . . .]
where we have included an extra term coming from the
expansion of the exponential. Taking the Fourier trans-
form we get3,18
P (W ) = Fδ(W ) + 2m0FLδ(W −m0)
+m0
FL
2pi
θ(W − 2m0)W
√
W + 2m0
(W − 2m0)3
+2F2m20L2δ(W − 2m0) + . . . (50)
This exhibits further properties which were discussed
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FIG. 5. Plot of rescaled work distribution function at different
values of λ = 8pi/β2 − 1 = γ/(pi − γ) in the region of the
threshold for ξ = ipi/2. The distribution has been rescaled by
the fidelity and system size, p(w) = 4piP (W )/(mLF) and is
plotted as a function of work measured from δE in units of
m, w = (W − δE)/m.
in the introduction. In addition to the delta function
coming from the ground state transition there are addi-
tional delta functions at W = m0 as well as at the edge
whose exponent is now −3/265. These new features re-
sult from the pole appearing in the boundary phase shift
K0(µ) describing the initial state. To understand them
more physically recall that the Hilbert space of the free
fermion model splits into two sectors with even and odd
particle number. The previous initial state is contained
only in the even sector whereas the maximal eigenstate
has overlap with both sectors. The later can therefore
transition to a single particle excited state with zero mo-
mentum resulting in the additional delta function16.
V. REPULSIVE REGIME: γ < pi/2
In this section we examine the repulsive case, γ <
pi/2, wherein the spectrum consists of solitons and anti-
solitons but no bound states. Within this regime we
choose the contour to have ζ = γ/2 − , with  = 0+
and also will find it convenient work with a new auxil-
iary function
y(u) = log a(u+ iγ/2− i) + 2mit cosh
(
pi
γ
u
)
− logKξ(u) (51)
y¯(u) = − log a(u− iγ/2 + i)− 2mit cosh
(
pi
γ
u
)
+ log K¯ξ(u) (52)
where Kξ(u) = Kξ(u+ iγ/2) and K¯ξ(u) = K−1ξ (u− iγ/2)
is the shifted boundary phase shift. In terms of this the
NLIE and amplitude are
y(u) =
∫ ∞
−∞
dµG(u− µ, γ) log
[
1 +Kξ(µ)ey(µ)−2imt cosh (piγ µ)
]
−
∫ ∞
−∞
dµG(u− µ+ iγ − i, γ) log
[
1 + K¯ξ(µ)ey¯(µ)−2imt cosh (piγ µ)
]
(53)
log G(t) = −iE0t+ logF + mL
4γ
∫ ∞
−∞
dµ cosh
(
pi
γ
µ
){
log
[
1 +Kξ(µ)ey(µ)−2imt cosh (piγ u)
]
+ log
[
1 + K¯ξ(µ)ey¯(µ)−2imt cosh (piγ µ)
]}
(54)
The form of the Loschmidt echo remains similar to that of
the free case but there are some important new elements.
Aside from the renormalization of the mass m0 → m,
rapidity 2µ→ piµ/γ and boundary phase shift Kξ → Kξ
we have y(µ) which encodes the interactions in the model.
As with the non-interacting case we look to expand the
logarithm and exponential functions in (53) and (54). We
then employ an approach to the NLIE which will provide
us with an exact answer expression P (W ) within the re-
gion of interest 0 < W < 4m15. This method, which
has been used with success in studies of the Sinh-Gordon
model, entails treating the NLIE in an iterative manner.
The key is that we are interested in the Fourier transform
of the Loschmidt amplitude and each successive iteration
of the NLIE will give us the exact answer for this below
a certain value of W .
Expanding both the logarithm and exp (y) for the case
of ξ = ipi/2 gives
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y(u) =
∞∑
n=1,l=0
(−n)l
nl!
[∫ ∞
−∞
dµG(u− µ, γ)Knipi2 (µ)y
l(µ)e−2imnt cosh (
pi
γ µ)
−
∫ ∞
−∞
dµG(u− µ+ iγ − i, γ)K¯nipi2 (µ)y¯
l(µ)e−2imnt cosh (
pi
γ µ)
]
(55)
log G(t) = −iE0t+ logF + mL
4γ
∞∑
n=l,l=0
(−n)l
nl!
[∫ ∞
−∞
dµ e
pi
γ µ
{
Knipi2 (µ)y
l(µ)e−2imnt cosh (
pi
γ µ)
+K¯nipi2 (µ)y¯
l(µ)e−2imnt cosh (
pi
γ µ)
}]
. (56)
The iterative procedure is started from the non-
interacting value, y[0] = 0. Why this is a good starting
value will be explained further below. Inserting this into
(56) only the l = 0 term survives and each term in the
sum over n comes with a factor of
e−2imnt cosh
pi
γ µ. (57)
Thus when Fourier transformed the nth term gives a con-
tribution to P (W ) for W > 2mn as in the non interacting
expression. At the next step y[1](µ) is given by the l = 0
term in (55),
y[1](u) =
∞∑
n=1
∫ ∞
−∞
dµ
n
e−2imnt cosh (
pi
γ µ)
[
G(u− µ, γ)Knipi2 (µ)
−G(u− µ+ iγ − i, γ)K¯nipi2 (µ)
]
(58)
Inserting this into the amplitude we see that only the
n = 1, l = 0 term in the amplitude has a factor of
e−2imt cosh
pi
γ µ and so only this term contributes in the
region 0 < W < 4m. Further iterations cannot alter
this. Therefore only the n = 1, l = 0 term needs to be
retained and the distribution is
P (W ) = Fδ (W ) + FL
4pi
θ (W − 2m) W√
W 2/4m2 − 1
×Re
{
Kipi2
(
γ
pi
arcosh
[
W
2m
])}
+ . . . (59)
where δE had been absorbed into the work, W−δE →W
and the dots contain terms that have no contribution at
W < 4m. Iterating further gives the exact expression for
a larger window. After the (n− 2)th iteration, i.e, using
y[n−2] an exact expression for P (W ) with W < 2mn is
obtained.
The behavior of the work distribution resembles closely
(47) and indeed after expanding K about the edge sin-
gularity W ∼ 2m we get that the edge exponent is also
1/2. The negligible effect of interactions on P (W ) near
the threshold is not entirely unexpected. In this region
the quench process is governed by transitions to excited
states containing only two quasi-particles of opposite mo-
mentum. In the thermodynamic limit the interaction ef-
fects between them can be neglected, only for a macro-
scopic number of excitations will the effect of the interac-
tions be felt. With this in mind the procedure of iterating
from the non interacting value is the same as determining
P (W ) by starting at W = 0 and then perturbing away
from this.
In order to compare the threshold behaviour for several
values of the interaction we rescale the distribution by the
system size, mass and fidelity p(W ) = 4piP (W )/(mLF).
The fidelity can be measured experimentally as the spec-
tral weight of the peak at W = 0 and the mass deter-
mined by the distance to the threshold. Furthermore
we plot it as a function of w = W/m in order to bring
the threshold to the same point. In FIG. 5 we plot the
rescaled distribution, p(w) near the threshold for several
values of λ = 8pi/β2 − 1 we see that effect of the interac-
tions is to suppress the work in this region.
For the other initial state the presence of the pole, i.e.
g0 6= 0 indicates we should regularize the divergence in
(65) and (54) prior to performing the expansion. Fol-
lowing the same procedure as before the amplitude is
modified to
log G(t) = −iE0t+ logF + mL
4γ
∫ ∞
−∞
dµ e
pi
γ µ
{
log
1 +K0(µ)ey(µ)−2imt cosh (piγ µ)
1 +
g40
4 csch
2
(
pi
γµ
)
ey(0)−2imt

+ log
1 + K¯0(µ)ey(−µ)−2imt cosh (piγ µ)
1 +
g40
4 csch
2
(
pi
γµ
)
ey(0)−2imt
}+mLg20
2
e−imt+
√
y(0) (60)
Note that the last term receives a contribution from both the integrals, representing a soliton and anti-soliton con-
tribution. Expanding the log terms as well as using e
√
y(0) = 1 + y(0)/2 and retaining only the first terms we
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get
log G(t) = −iE0t+ logF +mLg
2
0
2
e−imt +
mL
4γ
∫ ∞
−∞
dµ cosh
(
pi
γ
µ
){
[K0(µ) +K0(−µ)]e−2imt cosh (piγ µ)
−g
4
0
2
csch2
(
pi
γ
µ
)
e−2imt
}
+ . . . (61)
here we have ignored contributions of order e−2imt com- ing from the regularization of the NLIE. The resulting
work distribution is
P (W ) = Fδ (W ) +mFLg
2
0
2
δ(W −m)
+
FL
4pi
θ (W − 2m)
Re
{
K0
(
γ
piarcosh
[
W
2m
]) }√
W 2/4m2 − 1
+
1
2
[
mFLg
2
0
2
]2
δ(W − 2m) + . . . (62)
It can be checked that in this case Kξ(x) diverges as 1/x
giving an edge exponent of −3/2 exactly like the non-
interacting case. The threshold behaviour of the rescaled
distribution, p(w) is plotted in FIG. 6 for several values
of λ. We see that as λ → 1/2 the distribution becomes
more and more peaked. Interestingly at λ = 1/2 the
quantity K0(µ) + K0(−µ) vanishes exactly and we need
to go beyond this expansion to find the leading behaviour
of the work distribution.
VI. ATTRACTIVE REGIME: γ > pi/2
In this section we examine the more complicated at-
tractive regime of the MTM and consider only the ξ =
ipi/2 quench. The bound states which appear in the spec-
trum considerably alter the quench dynamics of the sys-
tem compared to the repulsive case. We wish to apply
the strategy used in the repulsive and non-interacting
cases to the attractive and this time will proceed keeping
ζ arbitrary. The new auxiliary function is now defined as
y(u) = log a(u+ iζ) + 2mt sinh
(
pi
γ
(u+ iζ)
)
− logKξ(u+ iζ) (63)
y¯(u) = − log a(u− iζ)− 2mt sinh
(
pi
γ
(u− iζ)
)
+ logKξ(u− iζ). (64)
Rewriting the NLIE and amplitude in terms of y(u) and
y¯(u) and expanding the logarithm and exponential gives
y(u) =
∞∑
n=1,l=0
(−n)l
nl!
∫ ∞
−∞
dµG(u− µ, γ)Knipi2 (µ+ iζ)y
l(µ)e−2nmt sinh (
pi
γ (µ+iζ))
−
∫ ∞
−∞
dµG(u− µ+ 2iζ, γ)K−nipi2 (µ− iζ)y¯
l(µ)e2nmt sinh (
pi
γ (µ−iζ)) (65)
log G(t) = −iE0t+ logF − imL
4γ
∞∑
n=1,l=0
(−n)l
nl!
∫ ∞
−∞
dµ e
pi
γ (µ+iζ)Knipi2 (µ+ iζ)y
l(µ)e−2mnt sinh (
pi
γ (µ+iζ))
+i
mL
4γ
∞∑
n=1,l=0
(−n)l
nl!
∫ ∞
−∞
dµ e
pi
γ (µ−iζ)K−nipi2 (µ− iζ)y¯
l(µ)e2mnt sinh (
pi
γ (µ−iζ)) (66)
with a similar expression for y¯(u). If this were the repul-
sive case we would take ζ = γ/2 and then each term in
the expansion would give contributions to a certain fre-
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quency window in the Fourier transform. As was shown
in the last section, keeping only n = 1, l = 0 gives us
the exact answer for P (W ) in the region 0 < W < 4m
because of the e2imt cosh (piµ/γ) term. In the attractive
case ζ cannot be taken to be this value as the functions
Kξ(u) and G(u + 2iζ) have poles when Im(u) > pi − γ.
This signifies the appearance of bound states in the spec-
trum. In turn this leads to non-analyticites in the auxil-
iary function y(u) and y¯(u). Nevertheless, let us attempt
our iterative procedure starting from the non interacting
value, y[0] = 0. The contribution to P (W < 4m) would
nominally come from the the n = 1, l = 0 term, which is
i
mL
4γ
∫ ∞
−∞
dµ
[
e
pi
γ (µ−iζ)K−1ipi2 (µ− iζ)e
2mt sinh (piγ (µ−iζ))
− epiγ (µ+iζ)Kipi2 (µ+ iζ)e−2mt sinh (
pi
γ (µ+iζ))
]
.(67)
The analytic structure of all the functions present here is
known and the contour can be moved up to ζ = γ/2− .
The cost of doing this is to pick up the poles of Kipi2 (u)
along the way. Using the expression given in Appendix C
we see the poles occur at u = i (pi−γ)2 n for n < γ/(pi − γ)
with n even. This term thus becomes
b γpi−γ c∑
evenn
mb,nL
gb,n
4
e−imb,nt +mL
∫ ∞
−∞
dµ
4γ
cosh
(
pi
γ
µ
)
×
[
Kipi2 (µ+ iγ/2) + K
−1
ipi2
(µ− iγ/2)
]
e−2imt cosh (
pi
γ µ)(68)
where gb,2n is the residue of the pole and mb,2n are the
masses of the even parity breathers
mb,n = 2m sin
(
n
pi
2
[pi − γ]
)
. (69)
The remaining integral importantly has the same form
as in the repulsive case i.e. has a −2imt cosh (piu/γ) in
the exponential. This seems to work nicely but there are
other terms in the expansion involving y which need to
be considered in this case. Lets consider the n = 1, l = 1
term. After the first iteration it is
i
mL
4γ
∫ ∞
−∞
dµ
[
e
pi
γ (µ+iζ)Kipi2 (µ+ iζ)y[1](µ)e
−2mt sinh (piγ (µ+iζ))
− epiγ (µ−iζ)K−1ipi2 (µ− iζ)y¯[1](µ)e
2mt sinh (piγ (µ−iζ))
]
(70)
if we try to perform the same trick and move the con-
tour up to iγ/2 so as to get the desired behaviour in the
exponential we will encounter non analyticies in y which
are unknown. The question is will these have any effect
in the region of the threshold. The first order term in the
NLIE gives us that
y[1](u) =
∫ ∞
−∞
dµG(u− µ, γ)Kipi2 (µ+ iζ)e−2mt sinh (
pi
γ (µ+iζ))
−
∫ ∞
−∞
dµG(u− µ+ 2iζ, γ)K−1ipi2 (µ− iζ)e
2mt sinh (piγ (µ−iζ))
+ . . .(71)
with a similar term for y¯(u). We can move the contour up
here which will pick up poles form the boundary shifts.
This gives a sum of terms plus an integral with the same
form as the repulsive case i.e
y(u)[1] =
∫ ∞
−∞
dµ e−2imt cosh (
pi
γ µ)
[
G(u− µ, γ)Kipi2 (µ+ iγ/2)
−G(u− µ+ 2iγ − i, γ)K−1ipi2 (µ− iγ/2)
]
−
∑
evenn
αn(u)e
−imb,nt + . . . (72)
with
αn(u) = γgb,n
[
G
(
u+ i
pi − γ
2
n+ i
γ
2
)
−G
(
u− ipi − γ
2
n+ i
γ
2
)]
(73)
and similar for y¯. Collecting this all together we get
that the part of the Loschmidt amplitude pertinent the
work distribution in the region W < 4m. After Fourier
transforming we find
P (W ) = Fδ (W ) +
b γpi−γ c∑
evenn
mb,nFLgb,n
4
δ (W −mb,n) + FL
4pi
θ (W − 2m)W
Re
{
Kipi2
(
γ
piarcosh
[
W
2m
]) }√
W 2/4m2 − 1
+
b γpi−γ c∑
evenn
FL
4pi
θ (W − 2m−mb,n)
Re
{
αn
(
γ
piarcosh
[
W−mb,n
2m
])
Kipi2
(
γ
piarcosh
[
W−mb,n
2m
])}
√
(W −mb,n)2/4m2 − 1
(W −mb,n)(74)
It is not too difficult to identify the processes involved
in each of the terms present here. The first new term is
the sum of delta functions at W = mb,n the even parity
breather masses. This arises due to transitions to a single
breather excitation with zero momentum. Only even par-
ity breathers appear due to the parity of the initial state.
The next term, due to the solitons and anti-solitons pro-
duces an edge singularity similar to that in the repulsive
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FIG. 6. Plot of rescaled work distribution function, p(w) at
different values of λ = 8pi/β2− 1 = γ/(pi− γ) in the region of
the threshold for ξ = 0. The distribution has been rescaled
by the fidelity and system size, p(w) = 4piP (W )/(mLF) and
is plotted as a function of work measured from δE in units of
m, w = (W − δE)/m. We see that the distribution exhibits
an edge singularity with exponent, −3/2 and becomes more
strongly peaked at the threshold as λ→ 1/2
case with exponent 1/2. Solitons and anti-solitons appear
in the spectrum in both attractive and repulsive regimes
and given the negligible effect of the interactions in this
region it should come as no surprise that the same term
appear here. The final sum of terms is also due to the
appearance of bound states. They cause new edge sin-
gularities to appear within the region 2m < W < 4m at
W = 2m+mb.n and correspond to a transition to a state
which has two solitons in addition to a zero momentum
breather. One can then proceed systematically in this
manner and obtain P (W ) for larger and larger W .
VII. CONCLUSION
In this article we have studied the Loschmidt ampli-
tude and work statistics of an interaction quench in the
Sine-Gordon/Massive Thirring model. Utilizing a conve-
nient regularizaion of the continuum model we have for-
mulated the amplitude as the partition function of the six
vertex model. For a particular class of initial states this
can be calculated exactly. The initial states considered
includes the ground state and highest excited state of
the system with very large initial mass. These quenches
can be readily achieved in cold atom systems by vary-
ing the optical lattice depth or interaction strength. The
solution is given in terms of a single non-linear integral
equation which is valid for all parameter regimes and for
real time. We perform several non trivial checks on this
NLIE including recovering results in the non interacting
case and go on to study the work probability distribution.
The work distribution function is studied in the region
of 0 < W−δE < 4m for the repulsive and then attractive
regimes. In the repulsive regime we see several generic
features including the delta function atW = δE weighted
by the fidelity and an edge singularity at the threshold
value of W = 2m + δE with either exponent of 1/2 or
−3/2 depending upon the initial state. The appearance
of the latter exponent is accompanied by an additional
delta function peak at m + δE signifying the emission
of a single particle with zero momentum from the initial
state. This changes in the attractive regime due to the
appearance of bound states in the spectrum. We find
additional delta peaks below the first edge singularity
resulting from the transition to a single breather state
with zero momentum. In the quench from the ground
state only even parity breathers appear. Further edges
are also evident within the region considered, these come
from transitions to states involving a zero momentum
breather in addition to two solitons or anti-solitons.
We note an interesting duality relating quenches in
the repulsive and attractive regimes. Under this duality
transformation the free point is mapped to itself. The at-
tractive regime of Sine-Gordon model has a much richer
structure than the repulsive case and this duality may be
useful in calculations in the attractive regime.
We find that dynamical quantum phase transitions,
which are defined as the points in time where the
Loschmidt amplitude becomes non-analytic, cannot take
place in any parameter regime for the chosen initial
states. However, for other choices of initial states a
DQPT may take place due to level crossings of Λmax.
This would manifest itself in non-analytic points of
the NLIE and auxiliary function, a(µ). The quantity
log [1 + a(µ)] has played the role of a non-equilibrium dis-
tribution function which contains all information about
the quench. Calculation of observables would neces-
sarily involve integrals over this distribution and any
non-analyticities appearing in the NLIE being carried
over. The coincidence of non-analytic behavior in the
Loschmidt amplitude and observables could therefore
both be explained as resulting from the non-equilibrium
distribution function.
Finally we note that in the non-interacting case the
Loschmidt amplitude for finite mass initial states could
also be calculated by replacing ξ, the parameter describ-
ing the initial state, with an appropriate function of the
rapidity. A similar strategy was employed in study-
ing such finite mass quenches of the Sinh-Gordon15,66
model and it is an interesting question whether it can be
adopted for the Sine-Gordon also.
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Appendix A: Derivation of the NLIE
In this appendix we derive the NLIE, (29). Starting from (28)
log a(u) = logKξ(u) + 2M log
[
sinh (u−Θ) sinh (u+ Θ− η)
sinh (u+ Θ) sinh (u−Θ + η)
]
−
∮
C
dµ
2pii
f ′(µ) log
[
1 + a(µ)
1 +K(µ)
]
where
f(µ) = log
sinh (u− µ+ η)
sinh (u− µ− η) . (A1)
Before doing this we define the following functions
φ(u, x) = i log
sinh (ix+ u)
sinh (ix− u) (A2)
φ′(u, x) =
2 sin (2x)
cosh (2u)− cos(2x) (A3)
with Fourier transform ∫ ∞
−∞
du e−iuω
φ′(u, x)
2pi
=
sinh [(pi − 2x)ω/2]
sinh (piω/2)
. (A4)
The derivation follows the standard pattern when dealing with such equations67? ,68. We start by splitting the integral
into the contributions from the two contours
log a(u) = logKξ(u) + 2Mi [φ(u−Θ + η/2, γ/2) + φ(u+ Θ− η/2, γ/2)]
−
∫
C−
dµ
2pi
φ′(u− µ, γ) log
[
1 + a(µ)
1 +Kξ(µ)
]
−
∫
C+
dµ
2pi
φ′(u− µ, γ) log
[
1 + a(µ)
1 +Kξ(µ)
]
. (A5)
After pulling a factor of [log a(u)− logKξ(u)] out of the integral involving the C− contour we get
log
[
a(u)
Kξ(u)
]
+
∫
C−
dµ
2pi
φ′(u− µ, γ) log
[
a(µ)
Kξ(µ)
]
= 2MiΥ(u)−
∫
C−
dµ
2pi
φ′(u− µ, γ) log
[
1 + a−1(µ)
1 +K−1ξ (µ)
]
−
∫
C+
dµ
2pi
φ′(u− µ, γ) log
[
1 + a(µ)
1 +Kξ(µ)
]
(A6)
18
where Υ(u) = φ(u−Θ + η/2, γ/2) + φ(u+ Θ− η/2, γ/2). For γ ≤ pi/2 we can choose ζ = γ/2−  with  = 0+. Then
defining
b(u) = a(u+ iγ/2), b¯(u) = a−1(u− iγ/2) = b−1(u− iγ)
and
κξ(u) = Kξ(u+ iγ/2), κ¯ξ(u) = K−1ξ (u− iγ/2)
we get
log
[
b(u)
κξ(u)
]
+
∫ ∞
−∞
dµ
2pi
φ′(u− µ+ iγ − i, γ) log
[
b(µ− iγ)
κξ(µ− iγ)
]
= −2MiΥ(u+ iγ/2)
+
∫ ∞
−∞
dµ
2pi
φ′(u− µ, γ) log
[
1 + b(µ)
1 + κξ(µ)
]
−
∫ ∞
−∞
dµ
2pi
φ′(u− µ+ iγ − i, γ) log
[
1 + b¯(µ)
1 + κ¯ξ(µ)
]
(A7)
Rearranging this using Fourier transforms brings us to
log
[
b(u)
κξ(u)
]
= 2MiJ ∗Υ(u+ iγ/2) +
∫ ∞
−∞
dµG(u− µ, γ) log
[
1 + b(µ)
1 + κξ(µ)
]
−
∫ ∞
−∞
dµG(u− µ+ iγ − i, γ) log
[
1 + b¯(µ)
1 + κ¯ξ(µ)
]
(A8)
where ∗ denotes the convolution f ∗ g(x) = ∫ dy f(x− y)g(y) and
J(x) =
∫ ∞
−∞
dω
2pi
eiωx
sinh (piω/2)
2 cosh (γω/2) sinh [(pi − γ)ω/2] (A9)
G(x)
∫ ∞
−∞
dω
2pi
eiωx
sinh [(pi − 2γ)ω/2]
2 cosh (γω/2) sinh [(pi − γ)ω/2] (A10)
The convolution J ∗Υ(u+ iγ/2) can be evaluated by Fourier transform which in the large Θ limit gives
J ∗Υ(u+ iγ/2) = −4e−piγΘ cosh
(
pi
γ
u
)
. (A11)
Finally, using m = 4L exp (−piΘ/γ)/N gives us the non linear integral equation for γ ≤ pi/2
log
[
b(u)
κξ(u)
]
= −2mit cosh
(
pi
γ
u
)
+
∫ ∞
−∞
dµG(u− µ, γ) log
[
1 + b(µ)
1 + κξ(µ)
]
−
∫ ∞
−∞
dµG(u− µ+ iγ − i, γ) log
[
1 + b¯(µ)
1 + κ¯ξ(µ)
]
. (A12)
For the regime pi > γ > pi/2 the choice of contour C is different, namely we must choose ζ < pi/2− γ/2 in terms of
the original function a(u). Shifting the contour back to this value gives us the general case
log
[
a(u)
Kξ(u)
]
= −2mt sinh
(
pi
γ
u
)
+
∫ ∞
−∞
dµG(u− µ− iζ, γ) log
[
1 + a(µ+ iζ)
1 +Kξ(u+ iζ)
]
−
∫ ∞
−∞
dµG(u− µ+ iζ, γ) log
[
1 + a−1(µ− iζ)
1 +K−1ξ (µ− iζ)
]
. (A13)
Collecting all the Kξ terms together on the right hand side gives (29).
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Appendix B: Derivation of the Loschmidt amplitude
In this appendix we derive the amplitude in terms of the auxiliary function given by (66). Taking the log of G(t)
as it appears in (19)
log G(t) = N log Λ(−Θ)−N log [〈v | v〉]− 2NM log [sinh (2Θ− η) sinh (η)] (B1)
Inserting, the expression for Λ(−Θ), (20) into this gives
log G(t) = N
M∑
j
[g(λj) + g(−λj)] +N log
[
sinh (2Θ + η)
sinh (2Θ)
sinh2 (Θ + (ξ − η/2))
〈v | v〉
]
+2MN log
[
sinh (2Θ) sinh (η)
sinh (2Θ− η) sinh (η)
]
(B2)
where we have defined
g(u) = log
[
sinh (−Θ + u+ η)
sinh (−Θ + u)
]
= −iφ(−Θ + u+ η/2, γ/2) (B3)
Using the integral form of the sum (27) we get
log G(t) = −N
∮
C
dµ
2pii
g′(µ) log
[
1 + a(µ)
1 +Kξ(µ)
]
+N log
[
sinh (2Θ + η)
sinh (2Θ)
sinh2 (Θ + (ξ − η/2))
〈v | v〉
]
−N log
[
1 + a(Θ)
1 +Kξ(Θ)
]
. (B4)
The last term above comes from the pole at µ = Θ in g′(µ). Using a(Θ) = 0 and taking the large Θ limit the second
and third terms cancel giving
log G(t) = N
∮
C
dµ
2pi
φ′(µ−Θ + η/2, γ/2) log
[
1 + a(µ)
1 +Kξ(µ)
]
(B5)
Typically one then proceeds along the lines of the NLIE and extracts a factor of log a(u)/Kξ(u) from the C− integral.
In terms of b(u)
log G(t) = N
∫ ∞
−∞
dµ
2pi
φ′(µ−Θ, γ/2) log
[
b(µ− iγ)
κξ(µ− iγ)
]
+N
∫ ∞
−∞
dµ
2pi
φ′(µ−Θ, γ/2) log
[
1 + b¯(µ)
1 + κ¯ξ(µ)
]
−N
∫ ∞
−∞
dµ
2pi
φ′(µ−Θ + η, γ/2) log
[
1 + b(µ)
1 + κξ(µ)
]
(B6)
= 2imtN
∫ ∞
−∞
dµ
2pi
φ′(µ−Θ, γ/2) cosh
(
pi
γ
u
)
+
N
2γ
∫ ∞
−∞
dµ sech
(
pi
γ
(µ−Θ)
){
log
[
1 + b¯(µ)
1 + κ¯ξ(µ)
]
+ log
[
1 + b(µ)
1 + κξ(µ)
]}
. (B7)
In going to the second line we have used (A12) and (31). Then using the definition in (A2) we can turn the first term
into
2imtN
∫ ∞
−∞
dµ
2pi
φ′(µ−Θ, γ/2) cosh
(
pi
γ
µ
)
= imtN
∫ ∞
−∞
dµ
2pi
[φ′(Θ + µ, γ/2) + φ′(µ−Θ, γ/2)]
× cosh
(
pi
γ
u
)
(B8)
= itL
∫ ∞
−∞
dµ
pi
m0 cosh (2µ)m cosh
(
pi
γ
µ
)
(B9)
which is −iE0t where E0 is the ground state energy. Finally we get
log G(t) = −iE0t+ N
2γ
∫ ∞
−∞
dµ sech
(
pi
γ
(µ−Θ)
){
log
[
1 + b¯(µ)
1 + κ¯ξ(µ)
]
+ log
[
1 + b(µ)
1 + κξ(µ)
]}
(B10)
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Again for γ > pi/2 we use a different contour with the result
log G(t) = −iE0t+ N
2iγ
∫ ∞
−∞
dµ csch
(
pi
γ
(µ−Θ− iζ)
)
log
[
1 + a−1(µ− iζ)
1 +K−1ξ (µ− iζ)
]
− N
2iγ
∫ ∞
−∞
dµ csch
(
pi
γ
(µ−Θ + iζ)
)
log
[
1 + a(µ+ iζ)
1 +Kξ(µ+ iζ)
]
(B11)
Taking the continuum limit and collecting all the Kξ terms together we arrive at (35).
Appendix C: Boundary Phase shift
The renormalized boundary S matrix, Kξ(u) plays an important role. In this section we review its explicit calculation
mostly following the work in 52,69,70. It is defined by
logKξ(u) = J ∗ [logKξ(u) + iφ(u, γ)] (C1)
with Kξ given in (26). More explicitly this is
Kξ(u) = − exp
{∫ ∞
−∞
dωeiωu
sinh (piω/2)
2ω cosh (γω/2) sinh [(pi − γ)ω/2]
[
sinh [(pi − 2γ)ω/2]
sinh (piω/2)
+
2 cosh (piω/4) sinh [(pi − 2γ)ω/4]
sinh (piω/2)
− 2sinh (χω/2)
sinh (piω/2)
]}
(C2)
where χ = pi − γ + 2iξ which means we have either χ = pi − γ, for ξ = 0 or χ = −γ for ξ = ipi/2. It is standard to
use the renormalized rapidity θ = piu/γ as well as the coupling constant λ = ν − 1 frequently used in studies of the
Sine-Gordon model
λ =
8pi
β2
− 1 = γ
pi − γ . (C3)
After taking ω → pipi−γω and performing some algebra we get
Kξ(
γ
pi
θ) = − exp
{
i
∫ ∞
−∞
dω
ω
sin
(
ω
2λ
pi
θ
)[
sinh [(λ− 1)ω/2]
2 cosh [λω/2] sinh (ω/2)
−2sinh [3λω/2] sinh [(λ− 1)ω/2]
sinh (ω/2) sinh [2λω]
− sinh (χ¯ω)
cosh [λω] sinh (ω)
]}
(C4)
with χ¯ = 1,−λ. The first term can be rewritten in a convenirent form by sending ω → 2ω
exp
{
i
∫ ∞
−∞
dω
ω
sin
(
ω
4λ
pi
θ
)[
sinh [(λ− 1)ω]
2 cosh [λω] sinh (ω)
]
= S−1++ (2θ) (C5)
where S++(x) is the physical soliton-soliton phase shift. Using the results from the appendix in [52,71]
S−1++ (2θ) = −
Γ
(
λ+ 2iλpi θ
)
Γ(λ)Γ(1 + 2iλpi θ)
∞∏
l=1
Fl(0)Fl(ipi)
Fl(2θ)Fl(ipi − 2θ) (C6)
Fl(θ) =
Γ
(
2lλ+ iλpi θ
)
Γ
(
1 + 2lλ+ iλpi θ
)
Γ
(
(2l + 1)λ+ iλpi θ
)
Γ
(
1 + (2l − 1)λ+ iλpi θ
) (C7)
Note that in both the attractive and repulsive regimes there are no poles of this function within the physical strip
0 < Im(θ) < ipi/2. The remaining term in Kξ(
γ
pi θ) has also be calculated and appears in [70],
[S0 (θ)S1 (θ)]
2
= exp
{
− 2i
∫ ∞
−∞
dω
ω
sin
(
ω
2λ
pi
θ
)[
sinh [3λω/2] sinh [(λ− 1)ω/2]
sinh (ω/2) sinh [2λω]
+
sinh (χ¯ω)
2 cosh [λω] sinh (ω)
]}
. (C8)
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with
S0 (θ) =
∞∏
n=0
Γ
(
2iλ
pi θ + 4nλ+ 1
)
Γ
(
2iλ
pi θ + (4n+ 4)λ
)
Γ
(
2iλ
pi θ + (4n+ 3)λ+ 1
)
Γ
(
2iλ
pi θ + (4n+ 1)λ
)
×Γ
(− 2iλpi θ + (4n+ 3)λ+ 1)Γ (− 2iλpi θ + (4n+ 1)λ)
Γ
(− 2iλpi θ + 4nλ+ 1)Γ (− 2iλpi θ + (4n+ 4)λ) (C9)
The final factor is
S1(θ) =
cosh
[
λ(θ − ipi2 )− ipi2 χ¯
]
pi
×
∞∏
n=0
Γ
(−iλpi θ + 2nλ+ 12 (χ¯+ λ+ 1))Γ (−iλpi θ + 2nλ− 12 (χ¯+ λ− 1))
Γ
(
iλpi θ + λ(2n+ 2) +
1
2 (χ¯+ λ+ 1)
)
Γ
(
iλpi θ + λ(2n+ 2)− 12 (χ¯+ λ− 1)
)
× Γ
(
iλpi θ + λ(2n+ 1) +
1
2 (χ¯+ λ+ 1)
)
Γ
(
iλpi θ + λ(2n+ 1)− 12 (χ¯+ λ− 1)
)
Γ
(−iλpi θ + λ(2n+ 1) + 12 (χ¯+ λ+ 1))Γ (−iλpi θ + λ(2n+ 1)− 12 (χ¯+ λ− 1)) (C10)
which is in agreement52 with the bootstrap calculations of [53].
We are interested in the behaviour of K(u) in the physical strip 0 < Im(u) < γ/2 or 0 < Im(θ) < pi/2. With this in
mind we can extract out the n = 0 terms
Kξ(
γ
pi
θ) = −
[
cosh
[
λ(θ − ipi2 )− ipi2 χ¯
]
pi
Γ
(−iλpi θ + 12 (χ¯+ λ+ 1))Γ (−iλpi θ − 12 (χ¯+ λ− 1))
Γ
(
iλpi θ + 2λ+
1
2 (χ¯+ λ+ 1)
)
Γ
(
iλpi θ + 2λ− 12 (χ¯+ λ− 1)
)
× Γ
(
iλpi θ + λ+
1
2 (χ¯+ λ+ 1)
)
Γ
(
iλpi θ + λ− 12 (χ¯+ λ− 1)
)
Γ
(−iλpi θ + λ+ 12 (χ¯+ λ+ 1))Γ (−iλpi θ + λ− 12 (χ¯+ λ− 1))
]2
Γ
(
2iλ
pi θ + 1
)
Γ
(
2iλ
pi θ + λ
) S¯20(θ)S¯21(θ)
S¯++(2θ)
(C11)
where the barred functions S¯0,1,++ contain no zeros or poles within the physical strip. We now specialize to the two
cases for ξ = ipi/2, χ¯ = −λ this is
Kipi2 (
γ
pi
θ) = −
[
cosh (λθ)
pi
]2 [ Γ (−iλpi θ + 12)
Γ
(
iλpi θ + 2λ+
1
2
) Γ (iλpi θ + λ+ 12)
Γ
(−iλpi θ + λ+ 12)
]4
Γ
(
2iλ
pi θ + 1
)
Γ
(
2iλ
pi θ + λ
) S¯20(θ)S¯21(θ)
S¯++(2θ)
examining this one can see that it has poles
θ = i
pi
λ
m, 2m < λ (C12)
while additionally it vanishes linearly for θ = ipi/2. These poles lie within the physical strip provided λ > 1 which is
the attractive regime, γ > pi/2. For ξ = 0 or χ¯ = 1
K0(
γ
pi
θ) = −
[
i
sinh
[
λ(θ − ipi2 )
]
pi
Γ
(−iλpi θ + 12λ+ 1)Γ (−iλpi θ − 12λ)
Γ
(
iλpi θ +
5
2λ+ 1
)
Γ
(
iλpi θ +
3
2λ
)
× Γ
(
iλpi θ +
3
2λ+ 1
)
Γ
(
iλpi θ +
1
2λ
)
Γ
(−iλpi θ + 32λ+ 1)Γ (−iλpi θ + 12λ)
]2
Γ
(
2iλ
pi θ + 1
)
Γ
(
2iλ
pi θ + λ
) S¯20(θ)S¯21(θ)
S¯++(2θ)
(C13)
Therefore we get poles at
θ = i
pi
2λ
m, m < λ (C14)
in addition to a pole at θ = ipi/2.
Appendix D: Non interacting Quenches
In this section we consider the following Hamiltonian
H =
∫
−i
[
ψ†+∂xψ+ − ψ†−∂xψ−
]
+m0
[
ψ†+ψ− + ψ
†
−ψ+
]
(D1)
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of massive Dirac fermions. We study quenches of mi → m0 where the inital mass mi is arbitrary. In particular we
want to to calculate the Loschmidt amplitude
G(t) = 〈Φi| e−iHt |Φi〉 (D2)
and confirm the non interacting limit reached in the text. We will proceed by rewriting the Hamiltonian in momentum
space such that
H¯ =
∑
p
ωi(p)
[
ψ†a(p)ψa(p)− ψ†b(p)ψb(p)
]
(D3)
H =
∑
p
ω(p)
[
ψ†α(p)ψα(p)− ψ†β(p)ψβ(p)
]
(D4)
where ωi(p) =
√
p2 +m2i and ω(p) =
√
p2 +m20. Since both Hamiltonians are quadratic they are simply related by
a rotation to each other by a Bogoliubov transformation(
ψα(p)
ψβ(p)
)
=
(
c¯p s¯p
−s¯p c¯p
)(
ψa(p)
ψb(p)
)
. (D5)
with the ratio of the coefficients
s¯p
c¯p
=
√
(ω(p)− p)(ωi(p) + p)−
√
(ωi(p)− p)(ω(p) + p)√
(ω(p) + p)(ωi(p) + p) +
√
(ωi(p)− p)(ω(p)− p)
. (D6)
If the initial state is the ground state of the theory with mi it is written as
|Φi〉 =
∏
p
ψ†b(p) |0〉 (D7)
=
∏
p
{s¯pψ†α(p) + c¯pψ†β(p)} |0〉 (D8)
Time evolving this initial state we get
e−iHt |Φi〉 =
∏
p
{e−iω(p)ts¯pψ†α(p) + eiω(p)tc¯pψ†β(p)} |0〉 (D9)
=
∏
p
{e−iω(p)ts¯2p + eiω(p)tc¯2p}ψ†b(p) |0〉+ . . . (D10)
where the dots contain ψ†a(p) terms. Taking the overlap with the initial state gives
〈Φi| e−iHt |Φi〉 =
∏
p
[
e−iω(p)ts¯2p + e
iω(p)tc¯2p
]
(D11)
= eit
∑
p ω(p)
∏
p
c¯2p
∏
p
[
1 +
[
s¯p
c¯p
]2
e−2iω(p)t
]
(D12)
In the thermodynamic limit the log of the amplitude is found to be
log G(t) = itL
∫ ∞
−∞
dp
2pi
ω(p) + 2L
∫ ∞
−∞
dp
2pi
log [c¯p]
+L
∫ ∞
−∞
dp
2pi
log
[
1 +
(
s¯p
c¯p
)2
e−2iω(p)t
]
(D13)
which is the form for any quench where the initial and final Hamiltonians are quadratic. In the limit of mi →∞ we
get
s¯p =
√
(ω(p)− p)−√(ω(p) + p)√
2ω(p)
(D14)
c¯p =
√
(ω(p)− p) +√(ω(p) + p)√
2ω(p)
(D15)
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We can write this in terms of rapidities p = m0 sinh 2µ to get
log G(t) = itL
∫ ∞
−∞
dµ
pi
m20 cosh
2 (2µ)−m0L
∫ ∞
−∞
dµ
2pi
cosh (2µ) log
[
1 + tanh2(µ)
]
+m0
∫ ∞
−∞
dµ
pi
cosh (2µ) log
[
1 + tanh2 (µ)e−2im cosh (λ)t
]
(D16)
in agreement with the expression in the text. The quench from the highest excited state of H¯ can be obtained by
taking mi → −∞ in (D14) and (D15) which gives s¯p/c¯p = cothµ instead which is again what is found in the text.
For a finite initial mass, mi it is not too difficult to check that that
(
s¯p
c¯p
)2
=
 sinh
(
µ− 12 sinh−1
[
m0
mi
sinh (2µ)
])
cosh
(
µ− 12 sinh−1
[
m0
mi
sinh (2µ)
])
2 . (D17)
