Abstract. A two-step strategy is proposed for the computation of singularities in nonlinear PDEs. The first step is the numerical solution of the PDE using a Fourier spectral method; the second step involves numerical analytical continuation into the complex plane using the epsilon algorithm to sum the Fourier series. Test examples include the inviscid Burgers and nonlinear heat equations, as well as a transport equation involving the Hilbert transform. Numerical results, including Web animations that show the dynamics of the singularities in the complex plane, are presented.
which exhibits shocks [6] , and the nonlinear heat equation,
which exhibits a pole-type blow-up [3] .
A less familiar equation that also displays blow-up is u t − νu xx + H(u)u x = 0, (1.3) where ν is a positive constant and H the Hilbert transform. (A singular integral operator, the Hilbert transform may also be defined implicitly by (2.5) below. For more details, as well as the physical significance of (1.3), we refer to [2] .)
In the last decade or two, it has been recognized that the analytic structure of the solutions u(x + iy, t) in the complex plane may aid in the understanding of the formation of singularities. Among the first authors to explore this were D. Bessis and J. Fournier [6] , who have studied eq. (1.1) subject to a generic initial condition (given in (4.1) below). In particular, they showed that the solution has branch point singularities that move in the complex plane. The shock is formed when these singularities reach the real axis. This work was extended in various directions in [15] . Similarly, the blow-up in (1.3) can be explained by complex poles moving onto the real axis [2] . We do not know of any similar study of eq. (1.2) . This paper addresses the numerical computation of the singularity structure of PDEs such as (1.1)- (1.3) . The procedure we propose here is intended primarily as an aid to visualize the dynamics of the singularities. (Do they move at constant speed towards the real axis or do they accelerate? What trajectories do they follow in the complex plane?) The secondary goal, not quite achieved yet, is to classify the singularities. (Are they poles, and if so, of what order? Branch points perhaps? Essential singularities?)
The proposed strategy is as follows:
Step 1: Use a numerical method to solve the PDE up to a time near breakdown.
Step 2: Then use numerical analytic continuation to extend the computed solution into the complex plane.
In the first step we use the Fourier spectral method for the space discretization, combined with a method-of-lines integration with respect to the time variable. We apply the second step at each level of the time integration, i.e., given the numerical solution at a particular time step, we continue that solution into the complex domain. This allows one to trace the movement of the singularities as a sequence of snapshots of the complex plane. The analytic continuation of Step 2 is done via the epsilon algorithm, which is an efficient way of computing certain Padé approximations as will be discussed below.
Both spectral methods and Padé approximations are well established computational tools and we do not claim to make any new contributions to either the theory or the application of these techniques. The combination of these two tools, however, seems not to have been explored to good effect in the field of PDEs. We believe it is this combination that allows one to see singularity dynamics in a problem such as (1.2) that we suspect may not have been noted before.
We briefly contrast our procedure with some approaches found in the literature: There exists, of course, a large body of work devoted to the computation of singular solutions of PDEs. In the case of Burgers equation (1.1) one thinks of shockcapturing and shock-fitting techniques [10, , and in the case of nonlinear diffusion equations such as (1.2) there exist various adaptive techniques based on scale invariance [5] or moving grids [9] . The methods discussed in this paper do not aim to compete with these methods. (For example, to compute blow-up in (1.2) the method described in [5] is designed to track the blow-up solution until it reaches values of 10 12 or more-we do not go much beyond 10 2 in this paper.) Instead, our interest here is the behavior of singularities in the complex plane, and particularly the manner in which they approach the real axis.
Regarding computational studies of complex singularities of ODEs, we refer to [8] and the references therein. As for PDEs, a common approach is to complexify the time variable, and then look for singularities in the complex t-domain. One example is the study reported in [14] , in which Padé approximation was used to study singularity formation in a fluid flow problem. Another study of this type is [17] , which includes a test problem similar to (1.2).
The tracing of singularities in the complex x-domain was reported in [15] , with reference to the viscous and dispersive Burgers equations. This was done by numerically integrating a Calogero type dynamical system, an approach more problem specific than the general procedure suggested here.
The paper with philosophy most similar to ours is probably [16] . These authors use, as we do, a Fourier spectral method to solve the PDE. To obtain information on the nature and location of the singularity, however, they examine the rate of decay of the Fourier coefficients. By fitting an exponential model to these coefficients they were able to characterize correctly the singularities that give rise to shock formation in (1.1). However effective this procedure may be, it enables one to characterize only the nearest singularity to the real axis. It reveals no information on any singularities farther out, which our procedure will do if the singularity structure is not too complicated. Also, since our procedure computes the solution directly in the complex domain we consider it a more appropriate tool for visualizing the dynamics of the singularities.
The outline of the paper is as follows. In the next section we describe the computational details of our procedure. In Sections 3 and 4 we apply the procedure respectively to the model problems (1.3) and (1.1). Here we use explicit theoretical solutions to test the reliability of the procedure. Then, in Section 5, we tackle a problem involving (1.2) with apparently no known explicit solution.
2. Numerical Procedure. We shall consider solutions of (1.1)-(1.3) that are periodic in x. (Other types of boundary conditions, which will not be addressed here, will require different techniques.) A natural choice for solving (1.1)-(1.3) is therefore the Fourier spectral method. Assuming 2π-periodicity in x, the method is based on the truncated Fourier series
The Galerkin approximation of (1.1), for example, is then given by the following nonlinear dynamical system that governs the evolution of the Fourier coefficients [10] 
The corresponding discretizations of (1.2) and (1.3) are, respectively,
In deriving (2.4) we have used the fact that the Hilbert transform satisfies [2] H(e inx ) = i sgn(n) e inx . (2.5) Systems (2.2)-(2.4) can be integrated by most ODE solvers (this is the so-called method of lines). The solution provides approximations to u(x, t) in the form of the truncated Fourier series (2.1).
A more efficient alternative to the spectral Galerkin method for nonlinear problems is the spectral collocation or pseudospectral method; see [10] . As efficiency was not a concern here-the numerical analytic continuation procedure described below is more expensive than the solution of the PDE-we used the full spectral method.
Relatedly, nothing prevents one from using discretizations based on finite difference or finite element methods. When approximate values u(x j , t) are available at equidistant nodes x j at any time t, an inverse discrete Fourier transform (DFT) will provide the approximate coefficients a n (t) in (2.1). These coefficients are all we need for the next phase of the procedure.
Once the approximation (2.1) is available at a given t, the next step is to continue this solution analytically into the complex plane. A direct summation is doomed to fail, for two reasons. First, the truncated Fourier series (2.1) is an entire function and will not reveal any singularity structure. Second, numerical analytic continuation is ill-conditioned. Indeed, with z = x + iy, N n=−N a n (t)e inz = N n=−N a n (t)e −ny e inx , (2.6) and any error in the coefficients a n (t) gets amplified exponentially as |y| −→ ∞.
Both of these problems may be overcome to a degree by converting the truncated Fourier series (2.1) to a Fourier-Padé approximant [1, p. 382] . We digress briefly to give some details of Padé approximation, first for power series and then for Fourier series.
Consider the power series
The [L, M ] Padé approximation to this series, if it exists, is defined as the rational function
with the property that
Here we shall use only approximants with L = M . The same idea may be applied to Fourier series [1, p. 382]. Consider
when z = x is real, this would be an approximate solution to a PDE such as (1.1)-(1.3) at a specific time t. By defining w = e iz and v = e −iz , the Fourier series on the right may be expressed as
Both power series on the right may now be converted to Padé approximants. (Note that since z may be complex, the two series are not necessarily conjugate and they have to be converted independently.) Assuming N to be even, this gives
where r 1 2 N, 
Expression (2.9) is the formula we shall use to extend (2.1) into the complex plane.
In connection with computational matters, we note that computing the coefficients in the numerator/denominator polynomials of (2.8) is an ill-conditioned problem [1, p. 38] . Computing function values of r M,M (z) for a given z, however, seems to be better conditioned. The latter may be done efficiently with P. Wynn's epsilon algorithm, the details of which may be found in [1, p. 73 ] and the references it contains. (We remark that the epsilon algorithm too may become unstable near poles of intermediate rational functions computed as part of the process. Remedies were suggested by Wynn but we found no need to implement this in our computations.)
The epsilon algorithm is also known as a sequence accelerator, theoretically equivalent to the Shanks transformation and the repeated application of Aitken's ∆ 2 extrapolation process [1, p. 67] . It may be used as a series accelerator as well, when applied to the sequence of partial sums of series such as (2.7). In this manner it can be used to sum a power series outside its circle of convergence [1, p. 75] . Indeed, when we apply the epsilon algorithm to a Fourier series our goal is to evaluate it outside its strip of analyticity.
It remains to investigate the singularity structure of (2.9). For qualitative purposes a visual representation of u(z) in the complex plane often suffices-see, for example, Figures 3.1, 4.1, and 5.2 below. Here we should warn, however, against the possibility of spurious poles and defects in Padé approximation; see [1, Sect. 2.2] . But as these authors also point out, these phenomena are transient in nature so as N is increased they tend to appear and disappear. In our situation it may also happen that a "pole" appears at a particular time level t, but then disappears at the next level. This is a clue that it is almost surely a spurious phenomenon that can be ignored.
A quantitative investigation requires that one is able to locate and characterize the singularities. What we propose next assumes that the singularities are poles. The modification for algebraic branch points will be discussed below, but other types of singularities (logarithmic branch points, essential singularities) will require different techniques.
To locate the pole we use brute force, by applying a numerical maximization search to the objective function To compute the order of the pole, the principle of the argument may be used [13,
Here it is assumed that u is analytic and nonzero at each point of a simple closed positively oriented contour C, and inside C the only singularities of u are poles. Z(u) and P (u) are, respectively, the number of zeros and poles (counting multiplicity) of u inside C.
For computational purposes we choose C to be the circle
where the center, z 0 , is the computed location of a pole. Assuming that the radius, r, is sufficiently small to exclude all zeros and all other poles of u inside C, the order of the pole at z 0 may be computed according to
Here we have defined the logarithmic derivative of u by g(z) = u (z)/u(z). The integral may be approximated by the K-panel trapezoidal rule (which, for periodic integrands such as this, is the same as a rectangle rule and a very accurate method for evaluating the integral [18] )
In practice some trial-and-error is required to choose K and particularly r. (If r is too small and z 0 not very accurate, the circle C may exclude the actual pole and z 0 may be classified, incorrectly, as a point of analyticity. On the other hand, if r is too large a zero or different pole of u may be enclosed by C.) For the computations reported below we have settled, after experimenting on known functions, on the values K = 128, r = 0.05.
The above discussion applies to poles. If the singularity is an algebraic branch point, i.e., u(z) ∼ C(z − z 0 ) α as z −→ z 0 , the integral on the left side of (2.11) may also be used to compute α. In this case the right side of (2.11) should be interpreted as a winding number. For further details we refer to [13, Ch. 4] , where alternative methods for computing winding numbers are also suggested.
The last point to discuss is the computation of the logarithmic derivative g. There seems to be three possible methods. The first is to continue into the complex plane the function u(z), defined by its truncated Fourier series (2.1), and independently also its derivative
The function g(z) = u (z)/u(z) can then be computed pointwise at each required z. A better alternative seems to be to express g(x) (on the real axis) as
The left-side can be evaluated at equidistant nodes x j , and hence the c n can be computed with an inverse DFT. Once the c n are known, the right-side can be continued analytically into the complex plane by formula (2.9). In this method only one Fourier series is analytically continued, not two. We have experimented with test functions such as u(z) = (a − sin z) α and the second method was more accurate in predicting the value of α. Therefore, in the experiments reported below, the second method was used.
The third alternative is similar to the second method. Instead of using the inverse DFT to compute the c n from (2.13), this may be done by deconvolution. As this approach avoids aliasing errors it might be more accurate than the second method, but we have not tested it.
We now turn to numerical tests of these algorithms. The details of our implementations are as follows:
The epsilon algorithm was implemented in Matlab 6. To allow efficient interactive experimentation it was necessary to optimize the code. In Matlab this means vectorization, i.e., when the epsilon algorithm is applied to a series such as (2.7) it is not done pointwise for each z but instead our code handles z as an array.
The systems of ODEs (2.2)-(2.4) were implemented with N = 50 throughout. This means that the rational functions used in (2.9) were of degree 25 in both numerator and denominator. The convolution sums in (2.2)-(2.4) were computed with the Matlab function conv. The time integration was done with ode45, a RungeKutta algorithm with adaptive time-steps. The optimization of (2.10) was done with the function fminsearch, which is based on a Nelder-Mead simplex (direct search) method. In all experiments we used default tolerance parameters in both ode45 and fminsearch.
Numerical
with σ and arbitrary positive constants [2] . The singularities are simple poles, located at
When < 1 these poles move towards the real axis which they reach at t = −(log )/σ. At that instant the solution blows up on the real axis.
The first row of graphs in Figure 3 .1 shows the evolution (3.1) for parameter values σ = 1, = 1/e, and ν = 0.1; times t = 0.3, 0.3, 0.9; and space interval x ∈ [−π, π]. Blow-up occurs at t = 1.
In the first step of our procedure we have integrated (2.4) using the same set of parameter values, and picking the initial condition from (3.1), by setting t = 0. The numerical solution (not shown) was virtually indistinguishable from the theoretical one displayed in the first row of Figure 3 .1.
Next, we continued the numerical solution into the complex plane with the epsilon algorithm as described in Section 2. The second row of figures in Figure 3 .1 shows the computed values of |u(z, t)| in the complex domain z = x + iy, x ∈ [−π, π], y ∈ [0, 1]. (Here, and in the figures below, interpolated shading on a 51 × 51 grid was used.) Since the solution is symmetric with respect to the real axis, only the upper half-plane is shown.
In the color map of the figure, red indicates large values and blue small. The red dot therefore represents the pole, which can be seen moving downward. Its conjugate (not shown) moves in the upward direction and the two poles coalesce on the real axis at t = 1. This is when the solution u(x, t) blows up on the real axis.
To see how well the epsilon algorithm succeeds in locating the poles, we drew white circles, the centers of which represent the actual position of the poles computed by (3.2). Clearly there is excellent agreement.
For a quantitative investigation into the nature of the singularity, we used the classification algorithm described by (2.10)-(2.12). In Table 3 .1, we give the approximate position of the singularity as well its estimated order, P (u). These results confirm that the singularity is indeed a pole of order one, and that it travels at the right speed.
The next example provides a more stringent numerical test. It involves a branch point singularity. Time Exact location of pole Computed location of pole P (u) 0.3 0.7i −2.9604e-08 + 7.0000e-01i 9.9995e-01 + 1.8376e-05i 0.6 0.4i 6.8126e-09 + 4.0000e-01i 9.9999e-01 + 5.1559e-06i 0.9 0.1i −1.1751e-11 + 1.0000e-01i 9.9994e-01 + 2.6968e-05i
Animation(2.3MB)
4. Numerical Experiment II. In [6] , the singularity structure of the Burgers equation (1.1) was investigated with reference to the pedagogical initial condition u(x, 0) = x 3 − x/t * , (4.1) with t * a positive constant.
The authors showed that u(z, t) has two square root singularities, placed symmetrically on the imaginary axis with respect to the origin. These singularities move from z = ±i∞ at t = 0 towards the real axis where they meet at t = t * ; this is when the shock occurs. The authors proceeded to characterize a three sheeted Riemann surface that provides an analytic path across the jump of the shock.
As the initial condition (4.1) is not periodic in x, the results of [6] cannot be used as a check on our scheme. Instead, we have derived what appears to be a new periodic solution to (1.1). We have not seen this solution, which involves Lambert's W -function, mentioned anywhere in the literature.
1
Consider the initial condition
By using the implicit solution to (1.1), namely u = f (x − ut), one gets
or, by defining w = iut,
By comparison, the Lambert function, w = W (z), solves the equation we w = z. One concludes that
which is the desired 2π-periodic explicit solution.
In the computations below the W -function was computed with Matlab's Symbolic Toolbox, which is based on the Maple computer algebra system. (It can also be computed with Mathematica, where the W -function is known as ProductLog.)
The singularity structure of the W -function has been analyzed in [12] , and we quote as follows. The function W (z) is multi-valued, with an infinite number of branches. Only one of these, designated the principal branch, is analytic at z = 0. The principal branch and two other branches share an order 2 branch point at z = −1/e. The branch cut dividing these branches is the subset of the real line from −∞ to −1/e. We refer to [7] for a picture of the three sheeted Riemann surface, as well as the Maple code that will generate it.
Transplanting this information to the solution of the Burgers equation, we conclude that in order to satisfy the initial condition (4.2), the principal branch of W should be selected in the solution (4.3) . This solution has branch points at z, where
Unlike the situation corresponding to the initial condition (4.1), these singularities are of logarithmic and not algebraic type. The corresponding branch cuts are lines parallel to the imaginary axis, extending from the branch points down to infinity. The branch points approach the real axis from below and with negative acceleration. The axis is reached at t = 1/e, at which time the solution to the Burgers equation becomes singular at x = π/2 (mod 2π) on the real line.
The first row of Figure 4 .1 shows the evolution of |u(x, t)|, computed according to (4.3) on x ∈ [0, 2π] for t = 1/(3e), 2/(3e), 1/e. The latter time corresponds to the appearance of a singularity as can be seen in the figure in the top right.
The second row of figures in Figure 4 .1 shows the corresponding values |u(z, t)| in the complex domain z = x + iy, x ∈ [0, 2π], y ∈ [−1.5, 0]. Note that the top boundary in each figure represents the real axis: in the upper half-plane the solution is analytic and uninteresting, and therefore not displayed here. The needle-like structure at x = π/2 represents the branch cut that moves upwards. When it hits the real axis, the singularity is formed.
The first two rows of figures in Figure 4 .1 were computed using the theoretical expression (4.3). Turning to numerical approximations, we integrated (2.2) using the Fourier spectral method. The numerical solution (not shown) was virtually indistinguishable from the analytical solution shown in the top row of Figure 4 .1 (even at t = 1/e, the time the singularity appears on the real axis).
Next, the numerical solution was extended into the complex plane with the epsilon algorithm. The result is shown in the third row of figures in Figure 4 .1.
To be expected, the epsilon algorithm has difficulty in approximating the branch cut. The singularity appears as a string of poles located where the branch cut should have been.
2 This is typical behavior for Padé approximants; see, for example, [1, p. 47] . Nonetheless, the singularity is located on the correct line (x = π/2, y < 0) and approaches the real axis at the right speed. which is 2π-periodic and solves the PDE
The mechanism of blow-up is a pole of second order that reaches the real axis. With the parameter choice that will be used below, namely σ = 1 and = 1, the location of this pole is given by
(plus 2π-periodic copies). The blow-up occurs at t = 1, and its profile is qualitatively similar to the blow-up shown in Figure 3 .1.
The semi-discretization of the PDE (5.2), which is similar to (2.3), was integrated as described in Section 2. The initial condition was obtained by setting t = 0 in (5.1). The resulting numerical solution was analyzed by the scheme discussed at the end of Section 2, by means of which the singularities were tracked and classified. The output, shown in Table 5 .1, confirms that the singularity was located accurately, and there remains little doubt that it is indeed a pole of order 2. 2) . The first row shows |u(x, t)| for various t, and the second row shows |u(z, t)| in the lower half-plane, for the same values of t, as computed from the explicit solution (4.3). The third row shows numerical approximations to the middle row using the procedure suggested in this paper.
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Having gained a measure of confidence in the proposed strategy, we are now ready to explore some uncharted territory. It is the PDE (1.2), subject to the initial condition
Although several explicit solutions to u t = u xx + f (u) are known (see, e.g., [11] and the references therein), we could not find a solution to (1.2) that is both periodic in x and displays finite time blow-up. Hence (5.3) was chosen somewhat arbitrarily as Time Exact location of pole Computed location of pole P (u) 0.3 π/2 + 7/12 i 1.5708e+00 + 5.8333e-01i 2.0000e+00 + 2.3495e-06i 0.6 π/2 + 1/3 i 1.5708e+00 + 3.3333e-01i 2.0000e+00 + 1.1298e-08i 0.9 π/2 + 1/12 i 1.5708e+00 + 8.3333e-02i 2.0000e+00 − 1.4816e-08i
initial condition. Note that it is an entire function, so any singularities will have to start at infinity. There exists a vast literature on blow-up phenomena in diffusion equations such as this; for a survey, see [3] . The majority of these studies are concerned, however, with questions of if and where blow-up occurs, and what the profile of the solution is near blow-up. They do not address the dynamics of complex singularities at intermediate times, as is our intention here.
We started by integrating the semi-discrete system (2.3), and its solution, which exhibits a blow-up singularity near (x, t) = (0, 3.17), is shown in Figure 5 .1. Initially the mechanism of diffusion dominates, as can be seen in the fact that the amplitude of the cosine curve is damped. At the same time, however, the mean of the solution profile increases and at some point it becomes so large that the mechanism of nonlinearity becomes dominant. Shortly after this blow-up occurs. 
Animation(2.7MB)
The corresponding analytical continuation is shown in Figure 5 .2, on the domain z = x + iy, x ∈ [−π, π], y ∈ [0, 5]. (Again only the upper half-plane is shown, owing to symmetry.) The plot suggests a conjugate pair of pole-like singularities that start at z = ± ∞ i and speed towards the real axis where they meet at the time of blow-up. At a superficial glance the singularities appear to be isolated poles, but by replotting the figure on a log-scale it becomes evident that the singularity structure is more complicated. Based on the asymptotic estimates cited in [3] , [9] , we conjecture that the singularity structure is similar to that of | log z|/z 2 near the point of blow-up. Our methods cannot yet classify such singularities. 
To examine this behavior more closely, we computed approximate locations of the singularities as described in Section 2. The computations suggest that these singularities are located on the imaginary axis, z = ± y i. 2), the singularities here do not move at constant speed but instead follow the S-shaped curve seen in Figure  5 .3. The singularities start at z = ± i ∞ and approach the real axis rapidly. They decelerate as they do so, however, and near t = 0.5 they (surprisingly, in our opinion) reverse direction. Near t = 1 the acceleration towards the real axis turns positive again, which causes the singularities to reverse direction once more, this time roughly at t = 2. From this point the singularities zoom onto the real axis rapidly and blowup occurs near t = 3.17. We suspect the phases of negative and positive acceleration towards the real axis may have to do, respectively, with the smoothing effect of the diffusion operator vs. the focussing effect of the nonlinearity.
Even though our principal aim was not the computation of the solution very close to blow-up, it is nevertheless interesting to check these computations against known asymptotic results. We quote one typical result, due to V.A. Galaktionov and co-workers, that appears to be applicable to the present situation.
Near the blow-up point x = 0, the solution to (1.2) is locally given by [3] , [5] , [9] u(x, t)
where T is the blow-up time. Note: This estimate is usually derived for the Cauchy problem or Dirichlet boundary conditions, not periodic conditions, and it is always assumed that the initial condition is positive-valued, which (5.3) is not. Numerical investigations have led us to believe, however, that the estimate (5.4) may be applicable to the present situation as well.
The estimate (5.4) implies that the solution has pole-like singularities near z = ± y i where
In order to compare this estimate with our numerical approximations, a good estimate of the blow-up time T is required. We computed this by tracking the singularity with the "event" facility available in Matlab's ODE suite. This yielded the approximation T = 3.17395. With this value of T we plotted the theoretical asymptotic curve y = y(t) defined by (5.5) as the thin, red curve in Figure 5 .3. For a quantitative comparison we also list in Table 5 .2 the computed and asymptotic values of y for a few values of t near T .
It should be understood that comparisons such as these represent a challenge to the Fourier method, as any spectral method loses accuracy rapidly as the singularities approach the real axis. Nevertheless, we regard the agreement between numerics and asymptotics shown here as satisfactory. 6. Conclusions. Based on the numerical evidence presented here, we feel the proposed strategy should be considered successful. In the three PDEs where explicit solutions were available the singularity dynamics were tracked accurately (provided one realizes that a series of poles on a straight line is an attempt to approximate a branch cut, as was the case with the Burgers equation). Even for the nonlinear heat equation (1.2) , where no closed form solution was available, we believe the comparisons with known asymptotic results were acceptable.
There is, of course, room for improvement: We have used a basic Fourier spectral method combined with the standard adaptive Runge-Kutta method as coded in Matlab's ode45 function. This proved adequate in our computations where we made no attempt to follow the singularity to max u = 10 12 or so. For better singularity tracking close to blow-up the Fourier method should be replaced by one of the adaptive methods discussed in [3] , [5] , and [9] . The details of how to combine these methods with analytic continuation have yet to be worked out however.
A referee also pointed out that the local error control of ode45 may be inadequate in the proximity of blow-up, and in addition, the semi-discrete system may be stiff, so it might be advantageous to switch to a stiff solver. In response to this we tried Matlab's ode15s function which executed a little faster but otherwise did not change any of our results appreciably.
Another avenue for improvement is to switch from linear to quadratic Padé approximations. This should enable one to track and classify branch point singularities better; recall the footnote on page 10.
Related to this point is the fact that in all our model problems the singularities were well isolated, and only one or two of them near the real axis. If the singularity structure is more complicated nobody knows what Padé approximants and the epsilon algorithm will do. (For an example of how complicated singularity structure can get, we refer to [8] .) In addition, the epsilon algorithm and Padé approximations are beset with risks, such as spurious poles, defects, ill-conditioning, and numerical instabilities. We certainly do not wish to minimize the difficulties associated with numerical analytic continuation, and users of these methods are advised to interpret all results judiciously.
Notwithstanding these words of caution we are sufficiently pleased with the results obtained here to continue the investigation.
