Environmental and geographical factors are two of the key aspects conditioning the growth of any crop, in such a way that the ability to predict significant variables of grape maturation can be highly useful to vine-growers. Berry weight is one of the variables monitored during this period, and the wineries have called for the development of an accurate prediction model. This study compares various types of data mining (DM) and artificial intelligence (AI) algorithms for developing an efficient prediction model for determining the variations in weight of grape berries during the ripening process according to the environmental and geographical properties not only throughout the ripening period but throughout the plant's cycle. The final objective is the search for a model that is efficient for data for new years with different properties to those in the past. This model helps the grower to harvest the grapes on the most suitable date for producing the best possible wine.
Introduction
In recent years, the vine-growing industry has focussed part of its efforts on controlling the grape maturing process, as this is a key aspect for improving the quality of wines. This control relies on the use of new technologies that permit the gathering of information on those factors that have an impact on vineyards, such Predictive modelling in grape berry weight during maturation process as environmental conditions, which allows a more accurate evaluation to be made of the crop evolution.
Many factors affect the chemical and physical processes undergone by the berry during ripening, such as illnesses, fertilisation modes, cultivation modes, etc. One of the physical changes that vine-growers control during ripening is the variation in weight (Peynaud, 1989; Ollat et al., 2002) . Berry growth of vine crops is influenced by myriad factors, such as location and climate factors (Buttrose et al., 1971; Greer and Weston, 2010) . Crops that grow annually, including vines, record differences in the maturation of the berries depending on the weather conditions to which the crop has been exposed (Coombe, 1992) . Furthermore, the climate changes recorded in recent years, above all the variation in temperatures and the different rainfall pattern, are having an ever greater impact on these kinds of crops.
The ability to predict certain variables beforehand may be of great use to vine-growers. In this case, knowing how berry weight is going to evolve over the coming days, depending on the performance of the environmental variables in the vineyard, may help to know how the fruit is maturing.
Environmental conditions do not just influence maturation but also the vine's entire development process (Ebadi et al., 1996; Girona et al., 2009) , although it is during this stage that a proper analysis of temperatures, humidity, rainfall and other factors can help to provide the most important information. During the study period, the influence of the analysed variables is clearer, as the use of some actions such as irrigation, are regulated by the DOC (qualified designation of origin) Rioja Regulatory Council and its use is forbidden prior to a specific date (BOE, 2003; APA, 2004) .
Both the evolution of size and weight vary depending on the year and the weather conditions at the vineyard. Humidity and the amount of water present in the soil, depending mainly on precipitation, mean that the berry receives a continuous supply of water that is conducive to weight increase (Amerine, 1956; Huglin, 1998) . Temperature is a factor that favours berry growth, being essential for good plant development and for ensuring the grape matures fully, although very high temperatures can have a depressive effect on growth (Amerine and Winkler, 1944; Ribéreau-Gayon et al., 1982; Mareca, 1983) . Exposure to sunlight and ambient temperature are related as they are both responsible for the berry's temperature (Bergqvist et al., 2001) .
Current data mining (DM) and artificial intelligence (AI) techniques allow prediction models to be designed based on past data that support the decision-making process.
Several authors (Behera and Panda, 2009; Bojacá et al., 2009 ) have developed and used models that explain the effect meteorological variables have on the growth of different kinds of crops. Knowing how these variables impact on the crop, monitoring either their natural or artificial development, constitutes a major step forward towards better product control. There are likewise some models capable of simulating grapevine systems that indicate their impacts on grape production (Due et al., 1993; Valdés-Gómez et al., 2009) .
This paper considers a comparative study with multiple DM and AI techniques developing an overall dynamic model that predicts the weight of the berry in vineyards according to several influential variables during ripening.
The aim is to develop overall models that learn from the past but which are capable of continuing to be efficient when presented with new conditions in the future. This method uses not only basic regression models, but also considers models based on artificial intelligence, such as neural networks, Gaussian functions, etc.
Material and methods

Study area
The DOC Rioja grows a range of different grape varieties, including Tempranillo, Garnacha, Mazuelo, Graciano and Viura. This research and all the samples taken involve the Tempranillo variety of red grape. It was chosen as it is the most widespread throughout the region, which accounts for over 60% of the cultivated vineyards (Martínez de Toda and Sancha, 1995) .
Soil properties, latitude and altitude all play a role, above all when growing a crop in a specific location, although environmental factors are amongst the main aspects that condition any type of crop. The vine, like any plant, has an ecological window and finds its preferred habitat in specific microenvironments. An ideal habitat for vine growing is the region of La Rioja, which produces crops of the highest quality, making Rioja one of the world's most esteemed wine labels.
The vine-growing region of the DOC Rioja ( Fig. 1 ) covers an area of 60,905 ha in the heart of the Ebro Valley in Spain. The northern growing area, Rioja Alta, with an Atlantic climate of long hours of sunlight and stony, mostly limestone soils, has better qualities for producing aged wines than the other areas of the DOC Rioja (Pascual and Cabrerizo, 1995) .
The research has been conducted within this area, where 14 sites, with the Tempranillo variety of grape growing at different altitudes and on vine stock that has been in the ground for different lengths of time, were chosen. Table 1 shows the pertinent details for each one of the chosen locations.
Field measurements
From 2002 to 2008 sampling was conducted in several selected vineyards, which were sampled weekly during the grape maturing process.
The readings in the vineyards were always taken by the same person in each case and using the following procedure: the berries were picked within a radius of approximately 20 m in each vineyard and collected, from around 20 plants in order to gather 100. Two berries were taken from the arms on each plant, two berries from the middle and one berry from the tip, with the orientation and location of the bunch on the plant being alternated. Once the berries had been picked, they were weighed together in the laboratory using precision scales.
The climate data was provided every 15 minutes by the weather stations the Government of La Rioja has within the observation area (eleven in total). These stations provide data on air temperature, rainfall, relative humidity and wind strength and direction. Table 2 provides a summary of the main variables measured during the years considered for the modelling.
Modelling process stages
The modelling process has been undertaken in three stages:
1. Initially, identification was made of those climate variables that have the greatest impact on berry growth (Ribèreau-Gayon et al., 2006; Jackson, 2008 ) and a database was created based on past records of the maturing process in prior campaigns. Once all this information is stored, a feature transformation in order to make a variables reduction based in Principal Component Analysis (PCA) techniques is performed. This Predictive modelling in grape berry weight during maturation process process likewise included the development of a stratified sampling that allows existing processes to be standardised in order to increase the degree of reliability of the models created.
2. A subsequent validation is made of a battery of different techniques in DM and AI with a view to singling out those that generate the best predictive models.
3. Finally, the models created are tested with new data to identify the degree of generalisation of the models created.
Data analysis and pre-processing
The model's design and testing requires a database with all the meteorological variables, vineyard data and berry weight. A total of 14 data groups are used, one for each location, with 7 years of field measurements (2002) (2003) (2004) (2005) (2006) (2007) (2008) . The model is calibrated by choosing 6 years at random and separating the 14 locations of the remaining year for testing.
The design of the regression model is shown in Fig. 2 . The purpose of this model is to predict the weight of the grape berries during ripening taking into account the data provided by the vineyard and the meteorological variables to which the latter has been exposed. The variables used are shown in Table 3 .
Prior to the development of the models, several techniques are used for detecting spurious data (CastejonLimas et al., 2004) and the final data obtained is analysed. This involves the use of several display techniques (Fig. 3) , such as histograms, scatter diagrams, etc., which enable us to observe the structure of the data.
The raft of available variables makes the process of developing the models more complex and more liable to generate an erroneous output, so the first step is to compress the number of variables. Methods were studied for selecting the most influential variables, although the decision was taken to use PCA methods for the compression in model inputs keeping the maximum of information.
This projection technique compresses the number of correlated variables to provide a smaller number of uncorrelated variables by means of an orthogonal linear transformation of the data into a new system of coordinates, which means the least amount of information possible is lost (Gorban et al., 2007) . The new principal components or factors are a linear combination of the original variables that are independent of each other. The variables to which the PCAs are applied are the ones with the highest correlation between each Table 3 .
other, such as all those related to temperature or all those related to the amount of rainfall.
Once the spurious values have been discarded and a selection made of the definitive variables that will provide the input for the models, the various families of models can be trained.
Data mining techniques
In order to find models that generate a low prediction error a battery of algorithms are used. These can be divided into three large groups: parametric models (PM), semi-parametric models (SPM) and non-parametric models (NPM). Models that range from the most classic, based on parametric statistics, to non-parametric models that work best with variables with unknown probability functions, high noise, many empty values, dependent variables, etc.
The parametric methods used are: -LeastMedSq (LMSQ) (Portnoy and Koenker, 1997): It is an implementation of least median squared linear regression that minimizes the median squared error. Linear regression algorithms are used to form predictions.
-LinearRegression (LINREG) (Wilkinson and Rogers, 1973): Although requiring a major restriction of the model's linearity, this algorithm is used to view the data behaviour using a linear model. Furthermore, it uses the Akaike criterion for model selection, and is able to deal with weighted instances.
The semi-parametric methods used are: -M5P algorithm (M5P) (Quinlan, 1992) : Implementation of base routines for generating M5Model 
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Weight of 100 berries in preceding week (g) W100B trees. A decision list for regression problems is generated using separate-and-conquer. It builds a model tree in each iteration using M5 algorithm and makes the 'best' leaf into a rule. Quinlan's M5P can learn such piece-wise linear models. M5P also generates a decision tree that indicates when to use which linear model.
-PaceRegression (PR) (Li and Shue, 2004): The basic idea of regression analysis is to fit a linear model to a set of data. The classical ordinary least squares estimator is simple, computationally cheap, and has wellestablished theoretical justification. Nevertheless, the models produced are often unsatisfactory. Page regression improves the classical ordinary least squares regression by evaluating the effect of each variable and using a clustering analysis to improve the statistical basis for estimating their contribution to the overall regressions. Under regularity conditions, pace regression is provably optimal when the number of coefficients tends to infinity. It consists of a group of estimators that are either overall optimal or optimal under certain conditions.
And finally, the non-parametric methods selected are: -GaussianProcesses (GP) (Mackay, 1998; Williams, 1998): It implements a non-parametric Bayesian technique. Bayesian regression techniques assume a prior distribution over the function hypothesis space and calculate a posterior distribution using Bayes rule and the available learning data. Instead of assuming a prior over the parameter vectors, GP assume a prior over the target function itself.
-IBk (IBk) (Aha et al., 1991) : It is instance-based learning that works as a k-nearest-neighbour classifier. A variety of different search algorithms are used to speed up the task of finding the nearest neighbours.
-IsotonicRegression (IR) (Stout, 2008): A nonparametric method that is designed for applications where the expected value of a response variable (y) increases or decreases in one or more explanatory variables (x 1 , …, x p ). It implements the method for learning an isotonic regression function based on the pair-adjacent violators approach. It minimizes the squared error between the observed class probabilities and the resulting calibrated class probabilities. The basic Pair-Adjacent Violators (PAV) algorithm iteratively merges pairs of neighbouring data points that violate the monotonicity constraint by computing their weighted mean. The result is a function that increases monotonically in a stepwise fashion.
-MultilayerPerceptron (MLP) (Haykin, 1999) : It is a feed forward artificial neural network model that maps sets of input data onto a set of appropriate outputs. A supervised learning technique called back propagation is used for training the network connecting many simple perceptron-like models in a hierarchical structure, which can distinguish data that is not linearly separable.
-RBFNetwork (RBFN) (Haykin, 1999) : The main characteristic of the radial basic function neural network is the use of a normalized distance between the input points and the hidden nodes to define the activation of each node. The closer the two points, the stronger the activation.
-SMOreg (SMO) (Smola and Scholkopf, 1998; Shevade et al., 1999) : A sequential minimal optimization (SMO) algorithm for training a support vector regression using polynomial or RBF kernels. This implementation globally replaces all missing values and transforms nominal attributes into binary ones. This algorithm solves large quadratic programming (QP) optimization problems, widely used for the training of support vector machines. SMO breaks up large QP problems into a series of smallest possible QP problems, which are then solved analytically.
The models are trained using cross-validation, as their calculation times are not very high and allow the entire training dataset, with 483 entries, to be used to create and validate models. This method involves dividing the initial database into 10 subsets. To calculate this error, 9 subsets were chosen to train the model, with the one subset omitted from the training being used to calculate the error of the partial sample. This procedure is repeated ten times, each time using a different test subset. Finally, the error is calculated as the arithmetic mean of the ten errors of the partial samples.
The purpose of this paper is to determine the algorithm or group of algorithms that provide the best prediction or, in other words, the algorithm that yields the lowest Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) between model simulation and observed data which are not used for model construction. RMSE and MAE are calculated as:
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where y and ŷ are, respectively, the measured and predicted outputs and n is the number of points of the database used to validate the models. Predictive modelling in grape berry weight during maturation process Accordingly, twenty models of each type of algorithm configuration are trained with 86% of the data from the training database and the remaining data (14%) are used to validate each model.
WEKA suite (Witten and Frank, 2005 ) is used to develop the different models.
Results and discussion
Feature reduction
Feature transformation techniques have obtained a variable reduction and a modelling process optimization. PCA technique compresses the number of correlated variables providing a smaller number of uncorrelated variables. Three PCA analyses were conducted separately of meteorological variables in terms of temperature and rainfall. The first PCA (PCA1) for the total amount of rainfall over the preceding weeks compresses the 5 related variables to 2 principle components (PCs), which explains 93.7% of the data; the second PCA concerning the 6 variables of the total amount of rainfall throughout the full growth cycle reduces the original variables to 3 PCs, which explains 90.9% of the data. The third PCA also identifies 3 PCs, which explains 84.8% of the data, for the 5 variables in relation to temperature. Overall, the 16 variables related to temperature and rainfall, were reduced to 8 by the PCA (Fig. 4) .
Model calibration
The models are obtained from a training dataset (483 instances) with 16 final variables as Fig. 2 shows. The result of the calibration process is shown in Table 4 . In this case, the model's calibration dataset correspond to all the years but one, with the validation dataset being those for the discarded year (14% of the database, 70 instances). This table provides a summary of errors obtained from cross-validation training processes ordered by the lower RMSE corresponding to twenty trained models for each type of configuration and algorithm.
It can be seen that, in general, the linear models perform better than all the others within the battery of models used. Models such as LMSQ, LINREG and PR perform better than others such as MLP and RBFN. Nevertheless, the model with the best performance is GP, as it generates the smallest RMSE, as well as the lowest mean of RMSEs. By contrast, the models with the worst performance are those based on k-nearest neighbours (IBk) and the radial basis function networks (RBFNs). The differences recorded range between 6 and 9%. The models requiring the longest training time are the LMSQ with a high number of random samples used to generate the function.
Of the wide range of methods used, it was found that in the prediction of variables relating to crop growth, such as in the case of the weight of wine grape berries, the non-parametric models behave best. The models with the best behaviour obtained for this case are GP (RMSE=0.0939; MAE=0.0748) and SMO (RMSE=0.0957; MAE=0.0748). Not all the models of this type behaved in the same way and some in this group gave worse results. It is also significant that the models in the parametric techniques group also gave good results: LMSQ (RMSE=0.0958; MAE=0.0752) and LINREG (RMSE=0.0961; MAE=0.0756).
The GP model is based on Gaussian Processes for regression without hyper parameter-tuning using the kernel RBF (Radial Basis Function). Different values of σ are used for the calibration of this model. This parameter controls the width of the kernel and thereby the amount of generalization used by the GP. A σ of 0.7 gives the best result. It generates the smallest RMSE, as well as the lowest RMSE mean.
Model validation
Once the best model has been chosen (GP with a value for σ of 0.7), a comparison is made between the values obtained with that model and the real values in the validation database. Thus, a RMSE = 0.0842 and a MAE = 0.0708 is obtained with the best model obtained at the validation stage. It can be seen that even the errors are relatively lower than those of crossvalidation proving the model's good performance. Table 5 shows the validation errors in a function of experimental location. Fig. 5 and 6 shows the results of using the model for predicting weight, compared with the real weight of the same 100 berries. The data used for the figure are those corresponding to the validation database.
As can be seen, the model's performance is reasonably close to the real performance of weight evolution during ripening and accurately detects changes in the weight trend. When the trajectory of the curve undergoes, a sudden change is detected and the model minimizes the error.
The LMSQ model is another that gives good results. Their errors are close to the GP's, albeit with the characteristic that being a linear regression model, it provides information on how each variable informs the final model (Table 6 ). These coefficients show which are the more representative variables and the value of their influence.
Conclusions
The maturation of the grape is influenced by a host of factors, such as location and weather conditions. The possibility of predicting the short-term weight of the berry helps vine-growers considerably when taking decisions. This allows the wineries to know how the grape is evolving during the ripening process and can evaluate different management strategies under various environments. This paper compares several classical and current techniques in DM and AI to design models for predicting grape growth. It has shown that these methodolo- gies can be accurate and can be applied with confidence to vineyards other that the one for which the model has been trained, within the same variety and the same weather area conditions. A wide range of parametric and non-parametric models have been developed showing that, the results of non-parametric models are better than those obtained with parametric and semiparametric techniques when predicting several variables related with crops growth such as grape maturation.
From amongst the numerous configurations used, the model based on the Gaussian Processes (GP) algorithm is deemed to be the one providing the best predic- tion results. This model proves to be efficient at dealing with new data in the maturing process and with new weather conditions. Its use can help vine-growers to monitor the maturing process and establish how the evolution of the growth can be affected. Given the models and to data, we can see that the weather has a bearing on the grape maturing process and that major changes during the cycle have an impact on the berry's end properties.
