Sample-and computationally-efficient distribution estimation is a fundamental tenet in statistics and machine learning. We present SURF, an algorithm for approximating distributions by piecewise polynomials. SURF is simple, replacing existing general-purpose optimization techniques by straight-forward approximation of each potential polynomial piece by a simple empiricalprobability interpolation, and using plain divideand-conquer to merge the pieces. It is universal, as well-known low-degree polynomialapproximation results imply that it accurately approximates a large class of common distributions. SURF is robust to distribution mis-specification as for any degree d ≤ 8, it estimates any distribution to an 1 distance < 3 times that of the nearest degree-d piecewise polynomial, improving known factor upper bounds of 3 for single polynomials and 15 for polynomials with arbitrarily many pieces. It is fast, using optimal sample complexity, and running in near sample-linear time. In experiments, SURF significantly outperforms state-of-the art algorithms.
Introduction

Background
Estimating an unknown distribution from its samples is a fundamental statistical problem arising in many applications such as modeling language, stocks, weather, traffic patterns, and many more. It has therefore been studied for over a century, e.g. (Pearson, 1895) .
Consider an unknown univariate distribution f over R, generating n samples X n def = X 1 , . . . ,X n . An estimator for f is a mappingf : R n → R. As in many of the prior Ideally, we would prefer an estimator that learns any distribution. However, arbitrary distributions cannot be learned with any number of samples. Let u be the continuous uniform distribution over [0, 1] . For any number n of samples, uniformly select n 3 points from [0, 1] and let p be the discrete uniform distribution over these n 3 points. Since with high probability collisions do not occur within samples under either distribution, u and p cannot be distinguished from the uniformly occurring samples. As u − p 1 = 2, it follows that for any estimatorf , max f ∈{u,p} E f − f 1 1.
A common modification, motivated by PAC agnostic learning, assumes that f is close to a natural distribution class C, and tries to find the distribution in C closest to f . The following notion of OPT C (f ) considers this lowest distance, is a log-concave distribution, choosing t = n 1/5 and d = 1, R n (P t,d , f ) = O(1/n 2/5 ), matching the min-max rate of learning log-concave distributions. Similarly, min-max rates may be attained for many other structured classes including uni-modal, Gaussian, and mixtures of all three.
The VC dimension, VC(C), measures the complexity of a class C. For many dense classes, including P t,d , R n (C) = Θ( VC(C)/n). For such classes, a cross-validation based estimatorf , such as the Scheffe tournament or minimum distance based selection (Devroye & Lugosi, 2001) , across a sufficiently fine cover of C, achieves a factor-3 approximation to C, namely for any δ > 0, w.p. ≥ 1 − δ, f − f 1 ≤ 3OPT C (f ) + O( (VC(C) + log(1/δ))/n).
However, in general, such methods might have time complexity exponential in n. This is especially significant in modern applications that process a large number of samples. As noted in (Bottou & Bousquet, 2008) , it is desirable for the computation complexity to scale roughly linearly with sample size . (Chan et al., 2014; Acharya et al., 2017 ) provided a nearlinear time factor-3 approximation for P t,d . Their result is stated below, where ω is the matrix multiplication exponent (Chiantini et al., 2018) . Theorem 1. (Acharya et al., 2017) Given X n ∼ f and parameters t, d, for any γ > 0, ADLS computesf ADLS in timeÕ(nd 3+ω ), such that w.p. ≥ 9/10,
This algorithm runs near-linear time and for any given t ≥ 0 and d ≥ 1, it achieves a factor-c approximation for P t,d . However it suffers from some key drawbacks and some fundamental questions remain unanswered.
• Q1: For the constant-polynomial class P 0 , it is easy to see that the empirical histogramf is a factor-2 approximation for P 0 , matching a known lower bound (Devroye & Lugosi, 2001) . This raises the question if the factor-3 upper bound in Theorem 1 can be reduced for higher-degree polynomials as well?
• Q2: More importantly, ADLS requires prior knowledge of the number t of polynomial pieces, which may be impractical in real applications. Even for structured distribution classes, the t achieving the min-max rate can vary significantly. For example, for the class of log-concave distributions, t = θ(n 1/5 ), for unimodal distributions with a bounded support, t = θ(n 1/3 ), and for Gaussian mixtures, t is proportional to the unknown number of mixture components.
A suitable objective is an estimate that is simultaneously a factor-c approximation for P t,d ∀t ≥ 0. While some cross-validation methods may achieve this goal, they may result in a large factor. For example, if the Scheffe tournament or the minimum distance method are used on the un-normalized estimates that ADLS outputs for different t, the factor gets multiplied by 5 (Devroye & Lugosi, 2001) , resulting in c = 5·3 = 15.
Normalizing ADLS may reduce the factor to 3 · 3 = 9, but the question is whether these extra factors can be avoided altogether.
Theorem 2 answers the first question and Theorem 3 addresses the second, both in the affirmative.
The theoretical results are born by experiments. In simulations, SURF consistently outperforms ADLS. Significantly, ADLS achieves comparable results only when it is tuned with roughly the optimal number of polynomial pieces, which agrees with the number SURF calculates. In all other cases its error is several times larger.
Other Related Work
Among the many methods that have been employed in distribution estimation, see (Scott, 2012; Devroye et al., 2013) , SURF is inspired by the concept of statistically equivalent blocks introduced in (Tukey, 1947; 1948) . Distribution estimation methods using this concept rely on partitioning the domain into regions identified by a fixed number of samples, and performing local estimation on these regions. These methods have the advantage that they are simple to describe, are almost always of polynomial time complexity in n, and easy to interpret.
The first estimator that used this technique is found in (Parthasarathy & Bhattacharya, 1961) . Expanding on several subsequent works, the notable work (Lugosi et al., 1996) shows consistency of a family of equivalent block based estimators for multivariate distributions. See (Devroye et al., 2013) for a more extensive treatment of this subject. Ours is the first work that provides agnostic error guarantees for an equivalent block based estimator.
Other popular estimation methods include the Kernel, nearest neighbor, MLE, and wavelets surveyed in (Silverman, 2018) . Another related method uses splines, for example (Wegman & Wright, 1983; Gu & Qiu, 1993) . While MLE and splines may be used for polynomial estimation, MLE is intractable in general, and agnostic error guarantees are unavailable in either. is built on the observation that a degree-d polynomial is determined by the measure it assigns to any d + 1 subintervals. We show that a factor < 3 approximation to P d is achieved by the polynomial estimate that matches its measure to the empirical masses on certain special subintervals. These sub-intervals, provided in Lemma 9, are functions of d and are sample independent. The result is summarized as follows.
Main Results
Theorem 2. Given X n−1 ∼ f for some n ≥ 128, degree d, and an interval I with q I n samples, INT takes O(d τ + q I n) time, and outputsf I,
where . I is the 1 distance evaluated on I, τ < 2.4 is the matrix inversion exponent, r d is a fundamental constant whose values are r 0 = 1, r 1 = 1.25, r 2 ≈ 1.42, r 3 ≈ 1.55, r 4 ≤ 1.675, r 5 ≤ 1.774, r 6 ≤ 1.857, r 7 ≤ 1.930, r 8 ≤ 1.999 for 4 ≤ d ≤ 8.
Proof For a given d, INT outputsf I,INT , the re-scaledshiftedfn d given by the correspondingn d ∈ N d in Lemma 9. Choosing (δ) = 5 log(n/δ)/n, for n ≥ 128, Q (δ) occurs with probability ≥ 1−δ from Lemma 6. Using Lemma 7 with (δ) completes the proof.
Thus Theorem 2 answers Q1. We also note that such estimation based on matching the measure assigned on subintervals to the empirical mass, may also provide factor-c approximations for other dense parametric classes, for instance, the Fourier, or the orthogonal series.
The main routine of SURF, STITCH, then calls INT to obtain a piecewise estimate for any partition of the domain. STITCH uses COMP to compare between the different piecewise estimates. By imposing a special binary structure on the space of partitions, we allow for COMP to efficiently make this comparison via a divide-and-conquer approach. This allows STITCH, and in turn SURF, to outputf SURF in O((d τ + log n)n log n) time.f SURF is a factor-(r d + 1) approximation for P t,d ∀t ≥ 0.
As a combined effect, for the case of unknown t, the best known approximation factor of any sub-exponential time algorithm is reduced from 15, to 2.25, 2.42, . . . , 2.999, respectively, for d = 1, . . . , 8. This result is summarized below in Theorem 3 and Corollary 4.
Theorem 3. Given X n−1 ∼ f for some n ≥ 128 such that n is a power of 2, and parameters d ≤ 8, α > 2, SURF takes O((d τ + log n)n log n) time, and outputsf SURF such that w.p. ≥ 1 − δ,
where ∆ R is the collection of all partitions of R whose intervals start and end at a sample point, · I is the 1 distance evaluated in interval I, q I · n is the number of samples in interval I ∈Ī, τ < 2.4 is the matrix inversion exponent, and r d > 0 is the constant in Theorem 2.
Proof Choosing (δ) = 5 log(n/δ)/n, for n ≥ 128, Q (δ) occurs with probability ≥ 1−δ from Lemma 6. Using Lemma 10 on top of Lemma 11 proves the theorem.
The simplicity of SURF, both the polynomial interpolation and divide-and-conquer, allow us to derive all constants explicitly unlike in the previous works.
where (a) follows since for any partition with t pieces,
Letting α → ∞ and choosing δ ≈ 1/n completes the proof.
Thus Corollary 4 resolves Q2 for d ≤ 8. If d > 8 the best bounds remain at what is provided in (Acharya et al., 2017) . However for larger degrees, their computational complexity of n · d 3+ω = Ω(n · d 5 ), and the Runge phenomenon (Trefethen, 2013) may limit its applicability in practice.
The paper is organized as follows. In Section 2 we describe the construction of intervals and partitions based on statistically equivalent blocks. In Section 3 we present INT, a polynomial approximation method for any queried interval based on a novel empirical mass interpolation. In Section 4 we explain the STITCH and COMP routines, that respectively combine and compare between piecewise polynomial approximations. We conclude in Section 5 with experimental evaluations of SURF. Proofs of all the lemmas in Section 2-4 may be found in the supplementary material.
Intervals and Partitions
Intervals
For n ≥ 1, let X (n−1) def = X (1) , . . . ,X (n−1) be the increasingly-sorted values of X n−1 . For integers 0 ≤ a < b ≤ n, these samples define intervals on the real line R,
The intervaland empirical-probabilities are
For any 0 ≤ a < b ≤ n, I a,b forms a statistically equivalent block (Tukey, 1947) 
We extend this concentration from one interval to many. For a fixed > 0, let Q be the event that
Lemma 6. For any n ≥ 128 and ≥ 0,
.
Notice that Q refers to a stronger concentration event that involves √ q a,b ∀0 ≤ a < b ≤ n and standard VC dimension based bounds cannot be readily applied to obtain Lemma 6.
Partitions
A collection of countably many disjoint intervals whose union is R is said to be a partition of R. A distribution q, consisting of interval empirical probabilities is called an empirical distribution, or that each probability inq is a multiple of 1/n. The set of empirical probabilities, ∆ emp,n , is defined as
Since each q ∈q ∈ ∆ emp,n ≥ 1/n,q may be split into its finitely many probabilities asq = (q 1 , . . . ,q k ). For
We use an empirical distribution to define an interval partition as follows:
(2)
These are the intervals that contain the first increasingly sorted q 1 n samples, the next q 2 n samples and so on. For example I r1n,(r1+q1)n = I 0,q1n = (−∞, X (q1n) ) is the interval with the smallest q 1 n samples, I r2n,(r2+q2)n = I q1n,q2n+q1n = [X (q1n) , X ((q1+q2)n) ) is the interval with the next q 2 n samples, so on, and
The Interpolation Routine
This section describes INT, which outputs an estimatê f I,INT ∈ P d for any queried interval I. 1] . Let N d be the set of node partitions and define r :
where
). Letfn d ∈ P d be the unique polynomial whose measure on all d + 1 intervals inĪn d matches the empirical mass. It is defined as:
where q I denotes the empirical mass in interval I. The estimatefn d corresponding to any choice ofn d ∈ N d has the following property.
Lemma 7. For interval I = [0, 1] with empirical probability q I , anyn d ∈ N d , and > 0, the estimatefn d (4) is such that under event Q ,
In Lemma 8, we show that for anyn d ∈ N d , there exists an r d (n d ) achieving h ∈ P d , and that it belongs to a special set, Pn d ⊆ P d ,
In words, Pn d is the set of polynomials that has a non-zero area in at most one I ∈Īn d .
Lemma 8. For any degree-d andn d ∈ N d ,
Let the smallest r d (n d ) and the attainingn d (if it exists) be denoted by
Lemma 9 finds r d andn d for d ≤ 3. Additionally, for 4 ≤ d ≤ 8 it findsn d ∈ N d such that the corresponding r d (n d ) < 2.
Lemma 9. For d ≤ 3, there exists a node collectionn d that achieves r d . These, and their respective r d are given by dn d r d 0 (0, 1) 1 1 (0, 0.5, 1) 1.25 2 ≈ (0, 0.2599, 0.7401, 1) ≈ 1.42 3 ≈ (0, 0.1548, 0.5, 0.8452, 1) ≈ 1.56
Denotingn 2 = (0, α 0 , 1 − α 0 , 1), andn 3 = (0, β 0 , 0.5, 1 − β 0 , 1), the exact values of α 0 , β 0 , are obtained as roots to a degree-14 and degree-69 polynomial that we explicitly provide. For degrees 4 ≤ d ≤ 8, the followingn d ∈ N d and r d (n d ) provide upper bounds on r d . 
The Compare and Stitch Routines
This section presents STITCH and COMP, the main routines of SURF. For any contiguous collection of intervalsĪ, letfĪ ,INT be the piecewise polynomial estimate consisting off I,INT ∈ P d given by INT in each I ∈Ī.
The key idea in SURF is to separate interval partitions into a binary hierarchy, effectively allowing a comparison of all the Ω(n c ) (for any c > 0) estimates corresponding to the different interval partitions, but by using onlyÕ(n) comparisons.
Notation
Recall that n here a power of 2 and define the integer
An empirical distribution,q ∈ ∆ emp,n , is called a binary distribution if each of its probability values are of the form 1/2 d , for some integer 0 ≤ d ≤ D. The corresponding interval partition,Īq, is said to be a binary partition.
For exampleq = (1),q = (1/2, 1/4, 1/4),q = (1/4, 1/8, 1/8, 1/2) are binary distributions. Similarly, (1/n, . . . ,1/n) = (1/2 log n , . . . ,1/2 log n ) is also a binary distribution since n here is a power of 2 (assume n ≥ 8 so that they are all in ∆ emp,n ). Lemma 10. For any empirical distributionq ∈ ∆ emp,n , there existsq ∈ ∆ bin,n such that
where f Ī is the piecewise polynomial closest to f onĪ.
Lemma 10 shows that ∆ bin,n retains most of the approximating power of ∆ emp,n . In particular, that for anyq ∈ ∆ emp,n , there exists a binary distributionq ∈ ∆ bin,n such thatĪq has a smaller bias thanĪq, while its deviation under the concentration event, Q , is larger by less than a factor of 1/( √ 2 − 1).
For a fixedp ∈ ∆ bin,n , let ∆ bin,n,≤p be the set of binary distributions such that for anyq ∈ ∆ bin,n,≤p , each I 1 ∈Īq is contained in some I 2 ∈Īp.
∆ bin,n,≤p def = {q ∈ ∆ bin,n : ∀I 1 ∈Īq, ∃I 2 ∈Īp, I 1 ⊆ I 2 }.
For example ifp = (1/2, 1/4, 1/4) is the binary distribution, (1/4, 1/4, 1/8, 1/8, 1/4), (1/2, 1/4, 1/8, 1/8) ∈ ∆ bin,n,≤p , whereas (1/2, 1/2) / ∈ ∆ bin,n,≤p .
Similarly, let ∆ bin,n,≥p consist of binary distributions such that for anyq ∈ ∆ bin,n,≥p , each I 1 ∈Īp is contained in some I 2 ∈Īq.
∆ bin,n,≥p def = {q ∈ ∆ bin,n : ∀I 1 ∈Īp, ∃I 2 ∈Īq, I 1 ⊆ I 2 }.
For example, ifp = (1/2, 1/4, 1/4), then (1/2, 1/2) ∈ ∆ bin,n,≥p , but (1/2, 1/8, 1/8, 1/4) / ∈ ∆ bin,n,≥p . A complimentary relationship exists between ∆ bin,n,≤p and ∆ bin,n,≥p . For anyp 1 ,p 2 ∈ ∆ bin,n ,p 1 ∈ ∆ bin,n,≤p2 ⇔ p 2 ∈ ∆ bin,n,≥p1 .
The STITCH Routine
STITCH receives as input, X n−1 and parameters d, α, .
The routine operates in
Initializeq 0 ← (1/n, . . . ,1/n).
Start with i = 1 and assigns ←q i−1 . In each step, the routine maintains thiss =q i−1 ∈ ∆ bin,n,≤ūi . This can be seen from the initialization above for i = 1 sinceū 1 = (2/n, . . . ,2/n), and verified for i > 1. Thus, usingĪū i , we may separatē Is = (Īs ,1 , . . . ,Īs ,2 D(i) ),s = (s 1 , . . . ,s 2 D(i) ), where for each j ∈ {1, . . . ,2 D(i) },Īs ,j ⊆Īs are intervals inĪs whose union gives Iū i,j ∈Īū i . Lets j ∈s denote the empirical probabilities ins corresponding to intervals inĪs ,j . Notice that the sum of all probabilities in s j , s∈sj s = 1/2 D(i) . Therefore the scaled 2 D(i)s j is an empirical distribution. For brevity, let the polynomial estimate output by INT on Iū i,j , be denoted bŷ
Starting with j = 1, invoke COMP with arguments, the polynomial estimatef Ij , intervalsĪs ,j and the empirical distribution 2 D(i)s j , samples X n−1 i,j ⊆ X n−1 that lie in Is ,j , and parameters d,
This parameter, γ, is used to tune the bias-variance tradeoff. As will be shown subsequently, if γ → ∞,Īs ,j will be merged, resulting in an estimate with a larger bias but smaller variance. A small γ has the opposite effect.
Algorithm 1 STITCH Input: X n−1 , d, α, Initialize D = log n,q = (1/n, . . . ,1/n)
If COMP(f Ij ,Īs ,j , 2 D(i)s j , X n−1 i,j , d, γ) ≤ 0, mergeĪs ,j into a single interval Iū i,j . Accomplish this by updatings j to a unitary value, its sum, (1/2 D(i) ). Otherwise, maintain s as is. Increment j within the range {1, . . . ,2 D(i) } and repeat this procedure.
After the entire run in j is complete, updateq i ←s. 
The COMP Routine
COMP receives as input, a functionf , an interval partition I def =Īs and the corresponding empirical distributions, samples X m that lie inĪ, and parameters d, γ.
Fix ap ∈ ∆ bin,m,≥s , and consider the piecewise polynomial estimate onĪp,fĪp ,INT . Define To describe this, notice that ifĪs is a singleton (I), then s = (1), implying ∆ bin,m,≥s = {(1)}. In this case, obtain f I,INT ∈ P d and return
IfĪs is non singleton ors = (1), anyp ∈ ∆ bin,m,≥s \ {(1)} may be split into two sub-distributions,p 1 ,p 2 that each sum to 1/2. For example, if the particular p = (1/4, 1/4, 1/8, 1/8, 1/4), it may be split intop 1 = (1/4, 1/4) andp 2 = (1/8, 1/8, 1/4). The corresponding interval partition is also split intoĪp = (Īp 1 ,Īp 2 ). Sincē s = (1), this may also be similarly split intos 1 ands 2 . As a consequence,Īs is also cleaved into (Īs 1 ,Īs 2 ) corresponding tos 1 ands 2 . Using this observation, max p∈∆ bin,m,≥s ,p =(1) (1) (f ) − λ (1),γ , we allow for a recursive computation of µĪs ,γ (f ).
Let X m 1 and X m 2 denote the samples inĪs 1 andĪs 2 respectively. Using these arguments, call COMP onĪs 1 ,s 1 and Is 2 ,s 2 , return the maximum as shown in Algorithm 2.
Now ΛĪ
(1) (f ) − λ (1),γ is calculated by obtainingf I,INT ∈ P d from INT. Since I has m samples, from Theorem 2, this takes O(m + d τ ) time. Further, notice that since boths 1 ands 2 sum to 1/2, the splitĪs = (Īs 1 ,Īs 2 ) occurs along the median of X m . ThusĪs 1 andĪs 2 has at most half the number of samples, m/2, and the time complexity of COMP, 
Lemma 11 shows that under Q ,f SURF is within a constant factor of the best piecewise polynomial approximation over any binary partition, plus its deviation in probability under Q times O( √ d + 1).
Lemma 11. Given samples X n−1 ∼ f , for some n that is a power of 2, degree d ≤ 8 and the threshold α > 2, SURF outputsf SURF in time O((d τ + log n)n log n) such that under event Q ,
where q I is the empirical mass under interval I, r d is the constant corresponding to the INT routine in Theorem 2.
Lemma 11, along with Lemma 10 that establishes the approximating power of binary partitions proves Theorem 3.
Experiments
In all experiments in this section, SURF is run with α = 0.25 and errors are averaged over 10 runs. In running ADLS we use the provided code as is.
The samples are generated using beta mixture distributions over [0, 1], as they accommodate a wide range of shapes. We obtained similar results for other smooth parametric families such as the Gaussian, exponential, or Gamma distributions, but omit them for brevity. Let f Beta,α,β be the beta density with parameters α, β. First, we run SURF to estimate three distributions: f 1 = 0.4f Beta,3,4 + 0.6f Beta,5,2 , f 2 = 0.4f Beta,10,3 + 0.6f Beta,2,8 , and f 3 = f Beta,6,6 , shown in Figure 1(a) . SURF estimates the distributions using piecewise polynomials of degree d = 1, 2, 3. Figures 1(b)-1(d) show the resulting 1 errors.
Observe that the errors are decaying, and are similar be-tween distributions. This is not surprising since low degree polynomial approximations largely rely on local smoothness, which all of the considered densities possess. By the same reasoning, on increasing d from 1 to 3, the variation in error between distributions increases. The smoother f 1 starts incurring a smaller 1 error than f 2 and f 3 .
Next, we run SURF with d = 2 to estimate f = 0.3f Beta,3,10 + 0.7f Beta,17,4 with n = 1024, 4096, 16384, 65536 . Figure 2 plots the resulting estimates against f . Thus the estimate not only successively better approximates f in 1 distance, but also converges to it in a pointwise sense.
In Figure 3 , we compare the 1 error in estimating the distribution f = 0.4f Beta,0.8,4 + 0.6f Beta,2,2 using piecewise linear polynomials, as considered in (Acharya et al., 2017) . The plots correspond to the errors incurred on running SURF and ADLS with t = 5, 10, 20, 40. Observe that depending on the number of pieces, the error incurred by ADLS can be substantially larger than SURF. Significantly, the t = 5 for which the results are comparable, is also roughly the number of pieces that SURF outputs. Just as we report for SURF, the errors under ADLS are also very similar for other distributions such as the normal and gamma mixtures. These conclusions are thus representative of the overall behavior of the two algorithms.
A. Intervals and Partitions
A.1. Proof of Lemma 5
Proof For simplicity, let n(1 − p) ). For any x, y ∈ R + , let B(x, y) = Γ(x)Γ(y)/Γ(x + y) denote the beta function and let a, b > 0 and x ∈ [0, 1],
be the incomplete beta function. Then,
where (a) follows by definition, (b) follows by the property of incomplete beta function (DLMF), (c) follows from the Chernoff bound applied to the right tail of a Binom(n, p − √ p) random variable, and (d) follows since D(x||y) ≤ (x − y) 2 / max{x, y}. Similarly,
where (a) follows by definition, (b) follows by the property of incomplete beta function (DLMF), and (c) follows from Chernoff bound applied to the left tail of a Binom(n, p + √ p) random variable, and (d) follows since D(x||y) ≤ (x − y) 2 / max{x, y}.
A.2. Proof of Lemma 6
Proof From using the union bound, we have
where ( 
where (a) follows since on padding d − d 0 zeros, (0, · · · , 0, β 0 , . . . ,β d+1 ) ∈ N d . Thus (b) is, in fact, an equality, implying
Notice that since r(n d , h) ≥ 1 for any h ∈ P d , and since
where for any i, j ∈ {1, . . . ,d + 1}, µ i ∈ R is a function ofm d ,s and λ i,j ∈ R is a function ofn d . Observe thatn d is given, and additionally fixm d ∈ N d ,s ∈ {0, 1} d+1 . Since the objective function here is a ratio whose denominator is positive (since h = 0), WLOG set the numerator to 1 via the constraint d+1 i=1 c i µ i = 1 and convert it to a linear program as:
Observe that these constraints give rise to a bounded region, and since this is a linear program, there exists a solution at some corner point involving at least 2 · (d + 1) equalities, one for each variable. In any such solution, since the equality: h) .
B.3. Proof of Lemma 9
Proof For any polynomial h ∈ P d , the ratio r(n d , h) is invariant to multiplying both the numerator and denominator by a constant. Thus, WLOG consider polynomials whose leading coefficient is 1. Then for anyn d ∈ N d , Pn d = (hn d ,1 , . . . ,hn d ,d+1 ), is a set consisting of d + 1 unique polynomials, where each hn d ,i , i ∈ {1, . . . ,d + 1} is that polynomial with 0 area in all intervals inĪn d except In d ,i .
Case d = 0: Here N 0 = {(0, 1)} and is a singleton set. Since any h ∈ P 0 is a constant value, 1 0 |h| = | 1 0 h|. Therefore r 0 = max h∈P0 r(n d , h) = 1.
Case d = 1: Letn 1 = (0, m, 1). In this case hn d ,1 (x) = x − m/2 and hn d ,2 (x) = x − (1 + m)/2. Using Lemma 8, r 1 (n d ) = max h∈Pn d r(n d , h) = max{r(n d , hn d ,1 ), r(n d , hn d ,2 )} = max m 2 /4 + (1 − m/2) 2 1 − m , (1 − m) 2 /4 + ((1 + m)/2) 2 m . r 1 (n d ) is minimized for m = 1/2, giving r 1 = (1/16 + 9/16)/(1/2) = 1.25.
Case d = 2: By symmetry, the minimizing node partition is symmetric about 0.5. Thus WLOG letn 2 = (0, m, 1 − m, 1) for some m ≤ 0.5. Among the d + 1 = 3 polynomials in Pn 2 , by symmetry ofn 2 , r 2 (hn d ,1 ) = r 2 (hn d ,3 ). Thus we consider the larger ratio across only two polynomials, hn d ,2 , hn d ,3 .
Denote the polynomial as hn d ,2 (x) = (x − a 2 ) 2 − b 2 2 and upon setting the respective integrals to 0, m 3 3 − a 2 m 2 + (a 2 2 − b 2 2 )m = 0, 1 − (1 − m) 3 3 − a 2 (1 − (1 − m) 2 ) + (a 2 2 − b 2 2 )m = 0 =⇒ a 2 = 1 2 , b 2 2 = 3(m 2 − m) + 1 9 .
Representing hn d ,3 (x) = (x − a 3 ) 2 − b 2 3 and repeating the same steps, m 3 3 − a 3 m 2 + (a 2 3 − b 2 3 )m = 0,
(1 − m) 3 − m 3 3 − a 3 ((1 − m) 2 − m 2 ) + (a 2 3 − b 2 3 )(1 − 2m) = 0 =⇒ a 3 = 1 3 , b 2 3 = 4m 2 − 6m + 3 3 .
The corresponding r(n d , hn d ,2 ) and r(n d , hn d ,3 ) are given by 
