ABSTRACT Distantly supervised relation classification aims at identifying the relationship between two given entities and plays an essential part in natural language processing (NLP). Although distant supervision is able to generate labeled data automatically, it is facing with the problem of noisy data due to the wrong labeling problems. The attention mechanism is one of the most popular methods to reduce the influence of mislabeled data. However, regardless of the correlation among relations, the most existing methods treat all relationships as independent classes. In general, the definitions of relations contain rich semantic information, which improves the performance of the model, especially when classifying long-tail relations which lacks training data. Based on this idea, we propose a novel neural network architecture with an attention mechanism in this paper. First, we use bidirectional GRU to encode relation definitions as the context representations of relations. Then, we use the merge attention mechanism to make full use of the hidden states obtained by the GRU. To help the model make full use of the context of the entities, we also introduce semantic weights, calculated by the length of the shortest path between entities and words in the dependency tree. We conduct experiments on the widely used New York Times relation extraction corpus, and the results demonstrate that our model outperforms most of the state-of-the-art models.
I. INTRODUCTION
Relation classification, also known as relation extraction, plays an essential role in natural language processing (NLP) and serves as a foundational step in various NLP applications, such as information extraction [1] , question answering [2] , and knowledge base completion [3] . It aims at identifying the semantic relationship between two given entities in the text. The following sentence is an example:
[Steve Jobs] e 1 was the co-founder of [Apple] e 2 .
Given a sentence with two annotated entities e 1 = Steve Jobs and e 2 = Apple, our goal is to automatically identify a Founder_Of relation between e 1 and e 2 expressed by the sentence, which is defined in the form of a tuple t = (Steve Jobs, Apple, founder_of).
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wang.
Most traditional models regard relation classification as a supervised learning task and require a large amount of manually labeled training data, which is time-consuming and laborious. To avoid the laborious task of generating manually annotated data, Mintz et al. [4] propose distant supervision to automatically annotate training instances by aligning texts with facts in existing knowledge graphs (KGs). Distant supervision assumes that if two entities belong to a specific relation in KGs, then every sentence containing those two entities would express the same relationship. Although distant supervision is an efficient method to automatically label data, this assumption is so strong that it inevitably suffers from wrong labeling problem.
To alleviate the wrong labeling problem and reduce the noisy data, Riedel et al. [5] adopt multi-instance learning (MIL) in distantly supervised relation classification. Hoffmann et al. [6] and Surdeanu et al. [7] also employ multi-instance multi-label learning (MIL) in their models. All these traditional methods rely on hand-crafted features, which are extracted via NLP tools and suffer from error propagation.
Over the last few years, deep neural networks (DNN) have attracted increasing attention. They have achieved great success in many tasks, including sentiment analysis [8] , machine translation [9] , automatic speech recognition [10] , and knowledge base question answering [11] . Some researchers adopt deep neural networks in relation classification without using manually designed features [12] , [13] . All these models classify relations on sentence-level annotated data and cannot be applied in KGs due to the lack of training data. Zeng et al. [14] propose a deep neural network model using MIL paradigm by basing on distant supervision data. Nevertheless, the model only selects one sentence to represent the relation between the entity pair, which will thus lose the information containing in neglected sentences. To better select valid sentences from noisy data, Lin et al. [15] propose an attention mechanism in MIL and achieve great success. As a result of that, many efforts have been invested in attention-based models [16] - [18] . However, all methods as mentioned above treat all relations independently, regardless of the correlations among relationships.
In fact, there are rich semantic correlations among relations, which can be extracted from the definitions of relations. For example, in the New York Times corpus (NYT) [5] , there are relations /people/person/place_lived, /people/person/ place_of_birth and /people/person/nationality. We can see that the first two words of these relations are the same, which contain rich semantic correlations among relations.
In addition to the selection of valid sentences, many efforts have been devoted to the encoding of sentences. Conventional deep neural network models treat every word in the sentence equally when generating sentence-level features. The contributions of different words are different in the representation of the relation. Zeng et al. [12] take into consideration the position of words in the sentence, which helps enhance the model.
Based on the background, in this paper, we propose a novel neural network model for distant supervision relation classification which can make use of the correlations among relationships. The main contributions of our paper are as follows:
1) We introduce BiGRU in our proposed model to encode the relation definitions and use the merge attention mechanism to make full use of the hidden states, which help extract the correlation among relations and obtain better bag level representations. 2) In our sentence encoder, we also employ semantic weights, which is calculated by the length of the shortest path between words and entities in the dependency tree. With semantic weights, our model can focus on context segments that are more related to the entities. show that our proposed model outperforms most of the state-of-the-art models. The rest of the paper is structured as follows. In section II, we will review related work about distant supervision relation classification. Then section III describes our proposed model in detail. Section IV presents the experiments and their results. At last, we conclude our work with a summary and some directions for future work in section V.
II. RELATED WORK
As one of the essential tasks in NLP, many efforts have been devoted in relation classification. Conventional supervised relation classification models [19] , [20] require a large amount of training data. It is time-consuming and laborious to manually annotate training data. As a result of that, Mintz et al. [4] propose distant supervision to label training instances with existing knowledge bases automatically. However, the assumption of distant supervision is so strong that it inevitably accompanies with the wrong labeling problem. To reduce the impact of noise, Riedel et al. [5] adopt multi-instance learning, and Hoffmann et al. [6] employ multi-instance multi-label learn in relation classification. Nevertheless, all these early relation classification methods are feature-based. They use NLP tools to extract features, which will suffer from error propagation problem.
Recently, deep learning architectures have been widely used in many tasks, such as computer vision [21] and machine translation [22] . Many researchers have tried different neural networks for relation classification, including CNN [12] , RNN [13] , Bi-LSTM [23] and so on. To apply deep learning in distant supervision relation classification, Zeng et al. [14] employ the at-least-one multi-instance learning paradigm. The model selects only one most-likely instance for each entity pair, which means that the model misses a large amount of information expressed by the neglected sentences.
To address the shortcoming of using only one instance for each entity pair, researchers take attention-based models into consideration. Lin et al. [15] propose an attention-based model to select instances for distant supervision relation classification. Some very recent works also try to improve the performance of attention by using side information [24] , [25] and reinforcement learning [26] .
The main difference between our model and the models mentioned above is that most existing relation classification models treat relationships as independent classes. Our model employs BiGRU to encode the semantic information in the definitions of relations. To make full use of all the hidden states obtained from BiGRU, we introduce the merge attention to generate the bag level representation. When encoding a sentence, we also introduce semantic weights to make our model focus on the words that are more related to the relation.
III. THE PROPOSED METHOD
In this section, we will introduce our approach for distant supervision relation classification in details. As illustrated in Figure 1 , our model contains four parts: 
A. SEMANTIC WEIGHT SENTENCE ENCODER
Firstly, the semantic weight sentence encoder of our model employs a pre-trained word embedding matrix to map the input words into vectors. Secondly, we also adopt Positional Embeddings as proposed in Zeng et al. [12] . The word vectors and relative position features are concatenated and form the preliminary representations of sentences. Then the semantic weights are calculated to represent the contribution of different words in the sentences. Finally, the former vectors are fed into a CNN layer to produce one vector for each sentence.
1) WORD EMBEDDING
Bengio et al. [27] first proposed word embedding that builds the distributed representation for individual words. One of the most popular word embedding algorithms is word2vec [28] . Using word2vec, we can train a word embedding matrix W word ∈ R |V |×d w , where |V | is the size of vocabulary and d w indicates the dimensions of word vectors. With this matrix, we can map an input word into a vector w ∈ R d w .
2) POSITION EMBEDDING
Zeng et al. [12] have proved that the relative positions between words and entities could help improve the performance of relation classification. For example, in the sentence ''[Steve Jobs] e 1 was the co-founder of [Apple] e 2 '', the relative positions of word ''co-founder'' to entity e 1 ''Steve Jobs'' and entity e 2 ''Apple'' are -3 and 2, respectively. Just like word embedding as mentioned above, we use a randomly initialized matrix to map the relative position to a vector w p ∈ R d p . Note that there are two entities in one sentence, so two position embedding matrixes are trained. Then we concatenate the word embedding vector and the two position embedding vectors of a word and get the overall word representation w i ∈ R d , where
3) SEMANTIC WEIGHT
Although the position of a word in a sentence serves as useful information in relation classification, it cannot discriminate the contributions of different words in the sentence. The straightforward idea is to weight word vectors by the relative positions mentioned before. However, this method is too absolute that the word far from an entity has low relevance to the relation, which is lack of universality. For example, in the sentence, ''English [cricket] e 1 has now been dragged into the whole revolting [business] e 2 '', the two entities have an Entity_Destination relation. We can recognize that the word ''dragged'' makes the biggest contribution to the relationship. If we only use the relative position to define the distance between words, the weight of the word ''dragged'' would be small because ''dragged'' is distant from the two entities. Aiming at this problem, we define the length of the shortest path between words and entities in the dependency tree as their semantic distances in this paper, which can measure the semantic contributions of different words in the sentence. Figure 2 shows the dependency tree of the previous example. According to the semantic distance, ''dragged'' has a more significant weight as compared with using the relative distance.
Practically, if an entity consists of more than one word, we use the position of the last word of the entity to represent the local of the entity. The semantic weight of word w j to entity e i is computed by
where n is the number of words in the sentence, dist i,j is the semantic distance between word w j and entity e i , dist i,max is the largest one of all dist i,j . According to function (1), the value range of the semantic weight is l i j ∈ [0.5, 1]. The words that make up the entity can get the maximum value 1. And the semantic weight of a word becomes closer to 0.5 when the semantic distance gets longer. Notice that there are two entities, so two semantic weights, l 1 j and l 2 j are computed. In our approach, we use the bigger one as the final semantic weight, as below:
Now we have a sentence contains n words, which is denoted as S = [w 1 , w 2 , . . . , w j , . . . , w n ] . w j ∈ R d is the vector representation concatenating word embedding and position embedding. By multiplying the vectors with the semantic weight, we can calculate semantic weighted sentence representation S w = [w w 1 , w w 2 , . . . , w w j , . . . , w w n ], where w w j = w j × l j . By using the semantic weight, we can make the model focus on the words that are most relevant to the relation.
4) CNN ENCODER
CNN can extract the n-gram features from the text and is widely used in NLP to encode the semantic information in the text. The convolution operations of different windows, which are independent and can be parallelized, have advantages of low cost and high efficiency. With the help of the max-pooling layer, CNN can extract the text segment that is most relevant to the relation and gets rid off the irrelevant part.
For a sentence representation S w ∈ R n×d , where n is the length of the sentence and d is the dimension of the word vector, we use a filter matrix H ∈ R k×d to generate the local features, where k represents the size of the filter. For example, a feature C i can be calculated by
where is the dot product and b is the bias. We use relu as the non-linear activation function f in the paper. The filter slides from left to right of the whole sentence and produces a vector
Then we use the max-pooling layer to select the most distinct O c :
Our model parallelizes multiple filters to extract various features and obtains the global feature
Here O i c is the feature extracted by filter i, and d f is the total number of filters. As mention before, these vectors will be delivered to attention layer for further calculation.
B. BIGRU RELATION ENCODER
To encode the relations, we first use the word embedding layer as mention before to map the relationships into vectors. Then our model uses BiGRU to encode the semantic information inside the definitions of relations and construct the query vectors for the attention layer.
1) WORD EMBEDDING
Using the same word embedding matrix W word , a relation is mapped as R = [x 1 , x 2 , . . . , x i , . . . , x m ], where
Here m is the number of words in a relation definition. VOLUME 7, 2019 2) BIGRU ENCODER RNN is a particular neural network decided for encoding sequences of inputs, which is widely used in NLP to obtain the contextual features of texts. However, while dealing with long sequences, RNN will suffer from gradient vanishing and cannot capture information long ago. As a variant of RNN, GRU [29] can capture long short-term dependencies through a gating mechanism. Compared with LSTM [30] , also a variant of RNN, GRU has fewer parameters and lower computational complexity.
GRU uses the reset gate and the update gate to control the flow of information. The calculation of a GRU unit is as follow:
In the above formulas, σ (·) is the activation function, x t is the input vector of step t and h t−1 is the hidden state generated by previous step. In every step, a GRU unit can only make use of the historical information. However, future information is as important as the historical information in our task. Therefore, we apply a bidirectional GRU neural network to capture the context information. BiGRU employs an additional GRU unit which takes the reverse of the sequence as input. In step t, the output of BiGRU h t = tanh( − → h t ⊕ ← − h t ), where − → h t and ← − h t are the outputs of the two GRU units, and ⊕ represents elementwise sum. A tanh activation function is used in the formula to restrict the value.
Therefore, through BiGRU, a relation definition sequence r including m words is encoded as a sequence of all hidden states:
C. MERGE ATTENTION LAYER
When regarding distant supervision relation classification as a multi-instance learning problem, the attention mechanism is popular in generating the bag-level representation. It can help the model focus on the important instances and reduce the influence of the wrongly labeled sentences.
To make full use of all the hidden states from BiGRU encoder and to obtain attention weights more corresponding to relation definitions, our paper proposes the merge attention layer. As shown in Figure 3 , the query Q in merge attention is the sequence of all hidden states of relation r,
The attention score is calculated using the following equations: 
where
Score ∈ R n×m , and Score i,j represents the attention score between the i-th sentence of the bag and the j-th word of the relation definition. When using the dot product, the attention score gets larger as the length of the vector grows, which will make most of the score very close to zero after using the softmax function. As a solution proposed by Vaswani et al. [9] , we also divide the score by √ d k to scale the score.
To calculate the attention score between a sentence and a relation, we need to merge the scores of all word in the relation definition as follows:
After we obtain the score g = [g 1 , g 2 , . . . , g i , . . . , g n ], (15) and (16) are employed to generate the bag-level representation P ∈ R d k :
where α = [α 1 , α 2 , . . . , α i , . . . , α n ].
D. OUTPUT LAYER
In the output layer, softmax classifier is used to obtain the conditional probability for each relation: where W 3 ∈ R |y|×d k and b 3 ∈ R |y| are the parameters and |y| is the number of different relations in our dataset. The model regard the relationship with the highest probability value as the final result. We use the cross-entropy loss as our loss function and also employ L 2 regularization to deal with over-fitting:
where y i is the i-th element of y, indicating the conditional probability for the i-th relation. θ is the set of all trainable parameters and γ is the L 2 -norm hyperparameter.ŷ i is the indicator variable:
IV. EXPERIMENTS
We conduct experiments on the New York Times (NYT) dataset and demonstrate that our model outperforms most of the state-of-the-art models.
A. DATASET AND EVALUATION METRICS
The NYT dataset is developed by Riedel et al. [5] and Hoffmann et al. In the experiments, we adopt the same metrics as previous works do, including Precision-Recall curves, Precision@N (P@N), and area under curve (AUC). We also employ the macro-averaged precision and micro-averaged precision introduced by Van Asch [31] when evaluating the effect of merge attention in our model. Table 2 provides an overview of the parameter. The word embedding in our paper is trained on the New York Times corpus using word2vec [28] , and the dimension of word vectors is set to 50. Before training, we turn all the words in the corpus into lower case. For an entity that contains more than one word, we use ''##'' to connect those words and obtain a new entity word.
B. PARAMETER SETTINGS
In the proposed model, stochastic gradient descent (SGD) optimizer [32] and back propagation algorithm are used to update the parameters. The learning rate lr of the optimizer is set to 0.02.
Over 99.5% of the sentences in the dataset contain less than 120 words, so the sentence length n is set to 120. And the fixed length of relation definition is set to 7 considering the definitions are short. Our paper employs Spacy [33] to extract the dependency tree of the text and calculate the semantic weights. To prevent overfitting, we also use dropout with a dropout rate of 0.5 and add an L 2 regularization with regularization strength of 0.00001.
C. EXPERIMENTAL RESULTS
Based on all the above settings, we conduct three experiments, including comparing with popular relation classification models, evaluating the effect of semantic weight, and assessing the impact of merge attention. 
1) COMPARISON WITH BASELINES
To evaluate the effectiveness of our proposed model, we compare it with a variety of popular distant supervised relation classification models, such as Mintz's model [4] , MIML [7] , PCNN [14] , PCNN+ATT [15] , RESIDE [24] , and PCNN+HATT [34] . We also try using BiGRU as the sentence encoder instead of CNN, which is marked as BiGRU+MATT in this section. The precision-recall curves of all the above models are shown in Figure 4 .
From Figure 4 we can see that all the above models can get considerable precision when the recall is relatively small. However, the gap between the feature-based models and neural network models becomes more significant as the recall increases. This tendency illustrates that neural network models are much more robust. We also calculate the AUC of the precision-recall curves of the above neural network models. We can observe from Table 3 that our model obtains the highest AUC amount all existing relation classification models. AUC is improved from 0.423 to 0.460, which is a considerable improvement.
To further evaluate our model, we compute the Top-N precision (P@N) of the above neural models. Three different test settings are indicating the number of sentences we pick and use to predict the relation when testing. P Mean is the average of P@100, P@200, and P@300:
The result of Table 4 shows that our model gets comparable results in all the test settings. However, our model does not reach the best result when using all sentences in a bag to predict. This means that our model is not good enough at getting rid of the noisy instances and focusing on reliable sentences, which we will explore in future work.
2) EFFECT OF SEMANTIC WEIGHT
To evaluate the effect of semantic weight, we conduct experiments to compare our proposed model and two variants:
• Semantic weight represents our proposed model.
• Position weight represents the model which uses the relative distance instead of semantic distance.
• Base represents the model which removes the semantic weight part. Notice that to verify the effect of semantic weight, all the other parameters of these three models should be the same. Table 5 shows the result of the comparison experiments. As shown in Table 5 , compared with the model without semantic weight, our original model improves the AUC from 0.452 to 0.460. The result shows that the addition of semantic weight can help our model focus on context segments that are more related to the entities and improve performance. The model using position weight performs even worse than the base model, which further proves the importance of the semantic information in a sentence when classifying a relation.
3) EFFECT OF MERGE ATTENTION
To investigate the effect of merge attention, we also conduct comparison experiments on model with no attention, general selective ATT, and HATT proposed by Zeng et al. [12] , Lin et al. [15] and Han et al. [34] , respectively. To reduce the influence of irrelevance, all these experiments use CNN without semantic weight as the sentence encoder. In Table 6 , CNN+ONE represents the model with no attention mechanism, which chooses the sentence with the highest confidence as the representation of a bag. We can learn from the result that selective attention can improve the overall performance of the model. However, the macro-averaged precision is smaller as compared with CNN+ONE model, which means that CNN+ATT does not perform well when classifying long-tail relations which lacked training data. Compared with CNN+ATT, CNN+HATT can extract the hierarchical correlation of relationships, which improves the macro-averaged precision from 8.2% to 16.5%. As for CNN+Merge, both the macro-averaged precision and micro-averaged precision are higher than other models, which proves that the merge attention mechanism can not only improve the overall performance but also increase effectiveness classifying long-tail relations. To further verify the effectiveness of merge attention on long-tail relations, we also evaluate the Hits@K, proposed by Han et al. [34] , of the above methods. We use a subset of the test set with the relations that has fewer than 100/200 training instances. In Hits@K, we check up if the relationship of the entity pair is in the first K candidate relations recommended by the model. The results are shown in Table 7 , in which results of CNN+ATT and CNN+HATT come from Han et al. [34] . We can see that the merge attention proposed by our paper outperforms HATT in classifying long-tail relations.
V. CONCLUSION
In this paper, we take advantage of the definitions of relations and propose a merge attention mechanism for distant supervision relation classification. The merge attention mechanism can make use of the correlations among relations and perform better as compared with previous models, especially when extracting long-tail relations. We also propose semantic weight in the stage of encoding sentences, which utilizes the semantic information inside a sentence and helps generate a better sentence representation. We conduct various experiments on the NYT dataset and prove that our model outperforms most of the state-of-the-art models.
In future work, we will focus on two aspects. First, we will conduct more experiments on other datasets and further verify the effectiveness of our model. Second, we will try more methods, such as reinforcement learning (RL) [35] and generative adversarial network (GAN) [36] , to reduce the impact of noisy instance in distant supervision datasets.
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