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In [1], Hale considered the following periodic systems containing a small parameter of
the form:
dx
dt
= Ax + εg(t, x), dx
dt
= A(t)x + εg(t, x), dx
dt
= A(t)x + g(t, x, ε).
Some sufficient conditions were obtained for the existence of ω-periodic solution of the
above systems. However, if the various constituent components of the temporally non-
uniform environment is with incommensurable (non-integral multiples) periods, then one
has to consider the environment to be almost periodic since there is no a priori reason to
expect the existence of periodic solutions. If we consider the effects of the environmental
factors, the assumption of almost periodicity is more realistic, more important and more
general. In 1974 Fink [8] investigated the perturbation system
dx
dt
= A(t)x + εg(t, x, ε). (1.1)
Some sufficient conditions were obtained for the existence and uniqueness of almost peri-
odic solution of system (1.1). Then Lin [2] and He [3] considered system
dx
dt
= A(t)x + f (t) + εg(t, x, ε). (1.2)
By using the contraction mapping principle and exponential dichotomies theory, some
sufficient conditions were obtained for the existence and uniqueness of almost periodic
solution of (1.2), respectively. Recently, Lin [4] generalized system (1.2) to perturbation
system:
dx
dt
= A(t, ε)x + f (t) + εg(t, x, ε). (1.3)
By using the contraction mapping principle and exponential dichotomies theory, some
sufficient conditions were obtained for the existence and uniqueness of almost periodic
solution and bounded solutions of (1.3), respectively.
In this paper, we consider the following systems
dx
dt
= A(t)x + f (t, x) + εg(t, x, ε) and (1.4)
dx
dt
= A(t, ε)x + f (t, x) + εg(t, x, ε). (1.5)
Motivated by the works [1,3–8], we combine the roughness theory with the contraction
mapping principle to study the above systems. Some sufficient conditions are obtained for
the existence and uniqueness of almost periodic solutions of the above systems. To the
best of authors’ knowledge, this is the first paper considering systems (1.4) and (1.5) by
this method. Moreover, because we extend f (t) in system (1.2) or system (1.3) to f (t, x),
the method by using the contraction mapping principle and exponential dichotomies the-
ory only cannot be applied to system (1.4) and (1.5). Then the roughness theory must be
employed to study system (1.4) and (1.5).
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preparations. In Section 3, system (1.4) is investigated. By using exponential dichotomies
theory, the contraction mapping principle and the roughness theory, we extend f (t) in
system (1.2) to f (t, x). So our results generalize those ones in [1,3,8]. In Section 4, using
the same method in Section 3, we investigate the system (1.5) and extend f (t) in system
(1.3) to f (t, x). Our results generalize those ones in [4]. Finally, some applications are
given to illustrate the feasibility of our results, which improve and generalize some well
know results in the literature.
2. Preliminary
In this section, we shall make some preparations.
Throughout this paper, we always use the notations:
Let En be either Rn or Cn with the usual Euclidean norm, and S be a compact subset
of En.
Consider the following systems:
dx
dt
= A(t)x, (2.1)
where A(t) is a continuous n × n almost periodic function matrix defined on R (R =
(−∞,+∞)), x is a n-vector, X(t) is a fundamental matrix solution of (2.1) with X(0) = I .
Definition 1 [5,11,12]. If there exist a projection P and positive constants K, α such that∥∥X(t)PX−1(s)∥∥K exp(−α(t − s)), t  s,∥∥X(t)(I − P)X−1(s)∥∥K exp(−α(s − t)), s  t, (2.2)
then the system (2.1) is said to possess an exponential dichotomy.
Definition 2 [9–12]. A function f (t, x) where t is a real variable and x is an vector, is said
to be almost periodic in t uniformly with respect to x ∈ X, if f (t, x) is continuous in t ∈ R
and x ∈ X, and if for any ε > 0, it is possible to find a constant l(ε) > 0 such that in any
interval of length l(ε) there exists a τ such that the inequality∥∥f (t + τ, x) − f (t, x)∥∥< ε
is satisfied for all t ∈ (−∞,+∞), x ∈ X. The number τ is called ε-translation number of
f (t, x).
Lemma 1 [7]. Consider the system
dx
dt
= A(t)x + f (t, x),
where the n × n matrix A(t) is almost periodic, and f (t, x) is an almost periodic in t
uniformly with respect to x in any compact subset of En and satisfies a Lipschitz condition,
i.e., for any (t, x), (t, y) ∈ R × S, there exists a positive constant M such that∥ ∥∥f (t, x) − f (t, y)∥M‖x − y‖.
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then (2.2) has a unique almost periodic solution.
Lemma 2 [7]. Suppose the linear system (2.1) has an exponential dichotomy on R with
positive constants K, α and the projection P . If
δ = sup
t∈R
∥∥B(t)∥∥< α
4K2
,
then the perturbation system
dx
dt
= A(t)x + B(t)x
also has an exponential dichotomy:∥∥Y(t)QY−1(s)∥∥ 5
2
K2 exp
{−(α − 2Kδ)(t − s)}, t  s,
∥∥Y(t)(I − Q)Y−1(s)∥∥ 5
2
K2 exp
{−(α − 2Kδ)(s − t)}, s  t,
where Y(t) is the fundamental matrix for the perturbation system such that Y(0) = I and
the projection Q has the same nullspace as the projection P .
3. Almost periodic solution of perturbation system (1.4)
In this section, we consider the perturbation system
dx
dt
= A(t)x + f (t, x) + εg(t, x, ε), (3.1)
where A(t) is an almost periodic n × n matrix function defined on the real line R,
f (t, x), g(t, x, ε) are almost periodic n-vector functions, ε is a small real parameter.
Theorem 3.1. Assume the following conditions satisfy:
(I) Let g(t, x, ε) be almost periodic in t uniformly with respect to x in any compact
subset of En and for each fixed small real parameter ε ∈ [0, ε0], uniformly bounded
with respect to x and satisfy Lipschitz conditions, i.e., for any (t, x, ε), (t, y, ε) ∈
R × S × [0, ε0], there exists a positive constant M1 such that∥∥g(t, x, ε) − g(t, y, ε)∥∥M1(ε0)‖x − y‖.
(II) System (2.1) possesses an exponential dichotomy with positive constants K,α and
f (t, x) satisfies Lipschitz condition of the form∥∥f (t, x) − f (t, y)∥∥M‖x − y‖ for (t, x), (t, y) ∈ R × S,
and furthermore assume M < α2K . From Lemma 1, there is a unique almost periodic
solution ϕ0(t) of (2.2) and let η0 = supt∈R |ϕ0(t)|.
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condition in x. Furthermore, we assume δ = supt∈R ‖ ∂f∂x (t, ϕ0(t))‖ < α4K2 .
Then for any constant η > η0 > 0, there exists a sufficiently small ε0 = ε0(η) > 0 such
that system (3.1) has a unique almost periodic solution ϕ(t, ε) in the η-neighborhood of
ϕ0(t) for every fixed ε ∈ [0, ε0], with ‖ϕ(t, ε) − ϕ0(t)‖  η − η0. Moreover, if g(t, x, ε)
is uniformly continuous for (t, x, ε) ∈ R × S × [0, ε0], then ϕ(t, ε) is continuous in ε and
limε→0 ϕ(t, ε) = ϕ0(t).
Proof. Let y = x − ϕ0(t); we have
dy
dt
= A(t)y + f (t, y + ϕ0(t))− f (t, ϕ0(t))+ εg(t, y + ϕ0(t), ε)
= A(t)y + ∂f
∂x
(
t, ϕ0(t)
)
y + 1
2
(y · ∇)2f (t, ϕ0(t) + θy)
+ εg(t, y + ϕ0(t), ε), (3.2)
where 0 < θ < 1, “·” denotes the scalar product and “” is the Hamiltonian operator.
Suppose that
G
(
t, y(t), ε
)= 1
2
(y · ∇)2f (t, ϕ0(t) + θy)+ εg(t, y + ϕ0(t), ε), (3.3)
then (3.2) can be written as follows:
dy
dt
= A(t)y + ∂f
∂x
(
t, ϕ0(t)
)
y + G(t, y, ε). (3.4)
From Lemma 2 and the condition δ = supt∈R ‖ ∂f∂x (t, ϕ0(t))‖ < α4K2 , we note that the per-
turbation system
dy
dt
= A(t)y + ∂f
∂x
(
t, ϕ0(t)
)
y (3.5)
has an exponential dichotomy as follows:∥∥Y(t)QY−1(s)∥∥ 5
2
K2 exp
{−(α − 2Kδ)(t − s)}, t  s,
∥∥Y(t)(I − Q)Y−1(s)∥∥ 5
2
K2 exp
{−(α − 2Kδ)(s − t)}, s  t.
Let
B˜ = B˜(η, ε) = {ϕ(t, ε) | ϕ(t, ε) ∈ C(R × [0, ε0],En), almost periodic
in t for any fixed ε ∈ [0, ε0],
∥∥ϕ(t, ε)∥∥ η},
so B˜ is a metric space in En, with norm ‖ · ‖ = supt∈R | · |. For any ϕ(t, ε) ∈ B˜ , we define
T ϕ(t, ε) =
t∫
Y(t)QY−1(s)G
(
s, ϕ(s, ε), ε
)
ds−∞
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+∞∫
t
Y (t)(I − Q)Y−1(s)G(s, ϕ(s, ε), ε)ds. (3.6)
By hypothesis of f (t, x) and g(t, x, ε), we have that for any η > 0 there exists ε0 =
ε0(η),Ni(η), i = 1,2, and M1(ε0) such that∥∥∥∥ ∂2f∂xi∂xj
(
t, ϕ0(t) + θy
)∥∥∥∥N1(η) (i, j = 1,2, . . . , n)
for t ∈ R and ‖y‖ η; and∥∥∥∥ ∂2f∂xi∂xj
(
t, ϕ0(t) + θy
)− ∂2f
∂xi∂xj
(
t, ϕ0(t) + θyˆ
)∥∥∥∥ θN2(η)‖y − yˆ‖
(i, j = 1,2, . . . , n),∥∥g(t, y + ϕ0(t), ε)− g(t, yˆ + ϕ0(t), ε)∥∥M1(ε0)|y − yˆ|M1(ε0)‖y − yˆ‖
for t ∈ R, |y|  η, |yˆ|  η, ε ∈ [0, ε0(η)], where N2(η) is bounded and N1(η),M1(ε)
may be chosen to be the non-decreasing functions of η or ε, respectively. Hence
∥∥(y · )2f (t, ϕ0(t) + θy)∥∥=
∥∥∥∥∥
(
n∑
i=1
yi
∂
∂xi
)2
f
(
t, ϕ0(t) + θy
)∥∥∥∥∥

[
n∑
i,j=1
|yiyj |
]
N1(η)
n∑
i=1
1
2
∣∣y2i + y2j ∣∣N1(η) η2N1(η) for ‖y‖ η, (3.7)
∥∥(y · )2f (t, ϕ0(t) + θy)− (yˆ · )2f (t, ϕ0(t) + θyˆ)∥∥
=
∥∥∥∥∥
n∑
i,j=1
(yi − yˆi )yj ∂
2
∂xi∂xj
f
(
t, ϕ0(t) + θy
)
+
n∑
i,j=1
yˆi (yj − yˆj ) ∂
2
∂xi∂xj
f
(
t, ϕ0(t) + θyˆ
)
+
n∑
i,j=1
yˆiyi
∂2
∂xi∂xj
[
f
(
t, ϕ0(t) + θy
)− f (t, ϕ0(t) + θyˆ)]
∥∥∥∥∥

(
2nηN1(η) + θη2N2(η)
)‖y − yˆ‖

(
2nηN1(η) + η2N2(η)
)‖y − yˆ‖, (3.8)
for ‖y‖,‖yˆ‖ η, ε ∈ [0, ε0(η)] and t ∈ R. Hence we can choose both η and ε0(η) to be
sufficiently small so that(
1
2
η2N1(η) + ε0(η)‖g‖
)
<
(α − 2Kδ)η
5K2
,
(
1 2 0
)
α − 2KδnηN1(η) + 2η N2(η) + ε M1(ε0) < 5K2 , (3.9)
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is bounded for ‖y‖ η, ε ∈ [0, ε0].
For any ϕ(t, ε) ∈ B˜, ‖ϕ(t, ε)‖ η, from (3.3), (3.9) and (3.10), we have
∥∥G(t, ϕ(t, ε), ε)∥∥ (1
2
η2N1(η) + ε0(η)‖g‖
)
, ε ∈ [0, ε0]. (3.10)
From (3.6) and (3.11), we have
∥∥T ϕ(t, ε)∥∥
t∫
−∞
∥∥Y(t)QY−1(s)∥∥∥∥G(s, ϕ(s, ε), ε)∥∥ds
+
+∞∫
t
∥∥Y(t)(I − Q)Y−1(s)∥∥∥∥G(s, ϕ(s, ε), ε)∥∥ds
 5K
2
α − 2Kδ ·
(α − 2Kδ)η
5K2
= η.
For any y = ϕ(t, ε) ∈ B˜, yˆ = ψ(t, ε) ∈ B˜ , from (3.3) and (3.10) we have∥∥G(t, y, ε) − G(t, yˆ, ε)∥∥

(
nηN1(η) + 12η
2N2(η) + ε0M1(ε0)
)∥∥ϕ(t, ε) − ψ(t, ε)∥∥ (3.11)
 α − 2Kδ
5K2
∥∥ϕ(t, ε) − ψ(t, ε)∥∥.
Let L∗ = (nηN1(η) + 12η2N2(η) + ε0M1(ε0)), then L∗ is the Lipschitz constant of
G(t, y, ε) for t ∈ R, ‖ϕ(t, ε)‖ η, ε ∈ [0, ε0].
Since ϕ(t, ε) ∈ B˜ is almost periodic, and G(t, y(t), ε) is almost periodic in t uniformly
with respect to y. Hence, for any sufficiently small η > 0, we have∥∥ϕ(t + τ, ε) − ϕ(t, ε)∥∥< η, (3.12)∥∥G(t + τ,ϕ(t, ε), ε)− G(t, ϕ(t, ε), ε)∥∥< (α − 2Kδ)η
5K2
. (3.13)
For any sufficiently small η > 0, ϕ(t, ε) ∈ B˜, T ϕ(t, ε) is almost periodic. In fact,
T ϕ(t + τ, ε) =
t+τ∫
−∞
Y(t + τ)QY−1(s)G(s, ϕ(s, ε), ε)ds
−
+∞∫
t+τ
Y (t + τ)(I − Q)Y−1(s)G(s, ϕ(s, ε), ε)ds
=
t∫
Y(t + τ)QY−1(s + τ)G(s + τ,ϕ(s + τ, ε), ε)ds−∞
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+∞∫
t
Y (t + τ)(I − Q)Y−1(s + τ)G(s + τ,ϕ(s + τ, ε), ε)ds,
which, combined (3.6), (3.12) and (3.13), leads to∥∥T ϕ(t + τ, ε) − T ϕ(t, ε)∥∥

∥∥∥∥∥
t∫
−∞
Y(t + τ)QY−1(s + τ)[G(s + τ,ϕ(s + τ, ε), ε)− G(s, ϕ(s, ε), ε)]ds
−
+∞∫
t
Y (t + τ)(I − Q)Y−1(s + τ)
× [G(s + τ,ϕ(s + τ, ε), ε)− G(s, ϕ(s, ε), ε)]ds
∥∥∥∥∥
+
∥∥∥∥∥
t∫
−∞
[
Y(t)QY−1(s) + Y(t + τ)QY−1(s + τ)]G(s, ϕ(s, ε), ε)ds
−
+∞∫
t
[
Y(t)(I − Q)Y−1(s) + Y(t + τ)(I − Q)Y−1(s + τ)]
× G(s, ϕ(s, ε), ε)ds
∥∥∥∥∥
 η + η + 2η = 4η.
Hence, we have ‖T ϕ(t + τ, ε)− T ϕ(t, ε)‖ < 4η, thus, T ϕ(t, ε) is almost periodic. There-
fore, T ϕ(t, ε) ∈ B˜ , i.e., T is an oneself contraction mapping.
For any ϕ(t, ε) ∈ B˜ , ψ(t, ε) ∈ B˜ , from (3.6), we have∥∥T ϕ(t, ε) − T ψ(t, ε)∥∥

t∫
−∞
5
2
K2 exp
{−(α − 2Kδ)(t − s)}∥∥ϕ(s, ε) − ψ(s, ε)∥∥ds
+
+∞∫
t
5
2
K2 exp
{−(α − 2Kδ)(s − t)}∥∥ϕ(s, ε) − ψ(s, ε)∥∥ds
 5K
2
α − 2KδL
∗∥∥ϕ(s, ε) − ψ(s, ε)∥∥.
From (3.10), we note that
5K2 ∗ 5K2 α − 2Kδα − 2KδL < α − 2Kδ · 5K2 = 1,
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exists a unique fixed point y(t, ε),
y(t, ε) =
t∫
−∞
Y(t)QY−1(s)G
(
s, y(s, ε), ε
)
ds
−
+∞∫
t
Y (t)(I − Q)Y−1(s)G(s, y(s, ε), ε)ds,
which is a unique almost periodic solution of (3.4). (The almost periodicity can be proved
as T ϕ(t, ε).)
Since,
x(t, ε) = y(t, ε) + ϕ0(t),
which is a unique almost periodic solution of (3.1) and satisfies∣∣x(t, ε) − ϕ0(t)∣∣= ∣∣y(t, ε)∣∣< η.
So we have
lim
ε→0x(t, ε) = ϕ0(t).
This completes the proof of Theorem 3.1. 
Remark 3.1. In the case of f (t, x) ≡ 0, then ϕ0(t) ≡ 0, η0 = 0 and Theorem 3.1 becomes
[8, Theorem 8.4].
Remark 3.2. In the case of f (t, x) = f (t), we see that
∂f
∂x
(
t, ϕ0(t)
)
y = 1
2
(y · ∇)2f (t, ϕ0(t) + θy)= 0,
so that for any η > 0 there exists ε0(η) > 0 sufficiently small, then the proof of Theorem 3.1
is also true, which is just as the proof of Theorem 1 in He [3]. Otherwise, our results are
proved by using the roughness theory, which is much different from [3]. And we note that
the method used in [3] cannot be applied to system (3.1) immediately.
Remark 3.3. When system (3.1) is a periodic system, that is, A(t + ω) = A(t),
f (t + ω,x) = f (t, x), g(t + ω,x, ε) = g(t, x, ε). Our result is also valid for the exis-
tence and uniqueness of ω-periodic solution of (3.1). Clearly, our results generalize the
corresponding results in [1].
4. Almost periodic solution for perturbation system (1.5)
In this section, we consider the perturbation system
dxdt
= A(t, ε)x + f (t, x) + εg(t, x, ε), (4.1)
90 Y. Xia et al. / J. Math. Anal. Appl. 310 (2005) 81–96where A(t, ε) is an almost periodic n × n matrix function defined on R × I (I = [0, ε0]),
f (t, x), g(t, x, ε) are almost periodic n-vector functions, ε ∈ [0, ε0] is a small real para-
meter.
Consider the following system:
dx
dt
= A(t,0)x (4.2)
and
dx
dt
= A(t,0)x + f (t, x), (4.3)
where A(t,0) is a uniformly almost periodic n × n matrix function defined on R, f (t, x)
is a uniformly almost periodic n-vector function.
Theorem 4.1. Assume the following conditions satisfy:
(I) Let g(t, x, ε) be almot periodic in t uniformly with respect to x in any compact subset
of En and for each fixed small real parameter ε, uniformly bounded and satisfy local
Lipschitz conditions of form∥∥g(t, x, ε) − g(t, y, ε)∥∥M1(ε0)‖x − y‖.
(II) Suppose that system (4.2) possesses an exponential dichotomy with positive constants
K,α and if f (t, x) satisfies Lipschitz condition of the form∥∥f (t, x) − f (t, y)∥∥M‖x − y‖ for (t, x), (t, y) ∈ R × S,
and furthermore assume M < α2K . From Lemma 1, there is a unique almost periodic
solution ϕ0(t) of (4.3) and let η0 = supt∈R |ϕ0(t)|.
(III) f (t, x) ∈ C(2) in x, and the second order partial derivative satisfies the Lipschitz
condition in x with δ = supt∈R ‖ ∂f∂x (t, ϕ0(t))‖ < α4K2 .
Then for any constant η > η0 > 0, there exists a sufficiently small ε0 = ε0(η) > 0 such
that system (4.1) has a unique almost periodic solution ϕ(t, ε) in the η-neighborhood of
ϕ0(t) for every fixed ε ∈ [0, ε0], with ‖ϕ(t, ε) − ϕ0(t)‖  η − η0. Moreover, if g(t, x, ε)
is uniformly continuous for (t, x, ε) ∈ R × S × [0, ε0], then ϕ(t, ε) is continuous in ε and
limε→0 ϕ(t, ε) = ϕ0(t).
Proof. Let y = x − ϕ0(t); we have
dy
dt
= A(t,0)y + [A(t, ε) − A(t,0)](y + ϕ0(t))+ f (t, y + ϕ0(t))
− f (t, ϕ0(t))x + εg(t, y + ϕ0(t), ε)
= A(t)y + ∂f
∂x
(
t, ϕ0(t)
)
y + [A(t, ε) − A(t,0)](y + ϕ0(t))
+ 1
2
(y · ∇)2f (t, ϕ0(t) + θy)+ εg(t, y + ϕ0(t), ε). (4.4)where 0 < θ < 1, “·” denoted the scalar product and “” is the Hamiltonian operator.
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G¯
(
t, y(t), ε
)= [A(t, ε) − A(t,0)](y + ϕ0(t))
+ 1
2
(y · ∇)2f (t, ϕ0(t) + θy)+ εg(t, y + ϕ0(t), ε). (4.5)
Then (4.4) can be written as
dy
dt
= A(t)y + ∂f
∂x
(
t, ϕ0(t)
)
y + G¯(t, y(t), ε). (4.6)
From Lemma 2 and the condition δ = supt∈R ‖ ∂f∂x (t, ϕ0(t))‖ < α4K2 , the perturbation sys-
tem
dy
dt
= A(t)y + ∂f
∂x
(
t, ϕ0(t)
)
y (4.7)
has an exponential dichotomy as follows:∥∥Y(t)QY−1(s)∥∥ 5
2
K2 exp
{−(α − 2Kδ)(t − s)}, t  s,
∥∥Y(t)(I − Q)Y−1(s)∥∥ 5
2
K2 exp
{−(α − 2Kδ)(s − t)}, s  t.
Let
B˜ = B˜(η, ε) = {ϕ(t, ε) | ϕ(t, ε) ∈ C(R × [0, ε0],En), almost periodic
in t for any fixed ε ∈ [0, ε0],
∥∥ϕ(t, ε)∥∥ η}.
So B˜ is a metric space in En with norm ‖ · ‖ = supt∈R | · |. For any ϕ(t, ε) ∈ B˜ , we define
T ϕ(t, ε) =
t∫
−∞
Y(t)QY−1(s)G¯
(
s, ϕ(s, ε), ε
)
ds
−
+∞∫
t
Y (t)(I − Q)Y−1(s)G¯(s, ϕ(s, ε), ε)ds. (4.8)
By hypothesis of f (t, x) and g(t, x, ε), we have the same inequalities (3.7) and (3.8) as
in Section 2. And since A(t, ε) is uniformly continuous in t , for any µ0(η), there exists a
ε1(η), such that∥∥A(t, ε) − A(t,0)∥∥ µ0(η), ε ∈ [0, ε0].
Without loss of generality, let ε1(η) = ε0(η). Hence we can choose both η and ε0(η) to be
sufficiently small so that(
µ0(η)(η + η0) + 12η
2N1(η) + ε0(η)‖g‖
)
<
(α − 2Kδ)η
5K2
, (4.9)
(
1 2 0
)
α − 2Kδ
µ0(η) + nηN1(η) + 2η N2(η) + ε M1(ε0) < 5K2 , (4.10)
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is bounded for ‖y‖ η, ε ∈ [0, ε0].
For any ϕ(t, ε) ∈ B˜, ‖ϕ(t, ε)‖ η, from (4.5), (4.9) and (4.10), we have
∥∥G¯(t, y, ε)∥∥ (µ0(η)(η + η0) + 12η2N1(η) + ε0(η)‖g‖
)
, ε ∈ [0, ε0]. (4.11)
Similarly estimate as in Theorem 3.1, and let
L¯∗ =
(
µ0(η) + nηN1(η) + 12η
2N2(η) + ε0M1(ε0)
)
;
we obtain that∥∥T ϕ(t, ε)∥∥ η and ∥∥T ϕ(t + τ, ε) − T ϕ(t, ε)∥∥ 4η.
Hence, T ϕ(t, ε) is almost periodic. Therefore, T ϕ(t, ε) ∈ B˜ , i.e., T is an oneself contrac-
tion mapping.
For any ϕ(t, ε),ψ(t, ε) ∈ B˜ , we have
∥∥T ϕ(t, ε) − T ψ(t, ε)∥∥ 5K2
α − 2Kδ · L¯
∗∥∥ϕ(t, ε) − ψ(t, ε)∥∥.
From (4.10), we note that 5K2
α−2Kδ · L¯∗ < 1, so that T is a contraction mapping on B˜ by
(4.10) for sufficiently small η. Therefore, there exists a unique fixed point y(t, ε),
y(t, ε) =
t∫
−∞
Y(t)QY−1(s)G¯
(
s, y(s, ε), ε
)
ds
−
+∞∫
t
Y (t)(I − Q)Y−1(s)G¯(s, y(s, ε), ε)ds,
which is a unique almost periodic solution of (4.6). (The almost periodicity can be proved
as T ϕ(t, ε) in Section 3.)
Hence,
x(t, ε) = y(t, ε) + ϕ0(t),
which is a unique almost periodic solution of (4.1) and satisfying∣∣x(t, ε) − ϕ0(t)∣∣= ∣∣y(t, ε)∣∣< η.
This completes the proof of Theorem 4.1. 
Remark 4.1. In the case of f (t, x) = f (t), we see that ∂f
∂x
(t, ϕ0(t))y = 12 (y · ∇)2 ×
f (t, ϕ0(t) + θy) = 0, so that for any η > 0 there exists ε0(η) > 0 sufficiently small, then
the proof of Theorem 4.1 is also true, which is just as the proof of Theorem 1 in Lin [4].
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Example 1. Consider the system{
dx
dt
= a − (b − 1)x + x2y + α cosωt + β√α sinω1t + τ√α sinω1t (x − a),
dy
dt
= bx − x2y + γ√α sinωt + ρ√α sinω1t (y − ba ),
(5.1)
where ω,ω1, α, a and b are positive constants, β,γ, τ and ρ are arbitrary constants. If ωω1
is irrational number, then system (5.1) has an almost periodic forcing. When τ = ρ = 0,
then (5.1) becomes so-called Brusselator system{
dx
dt
= a − (b − 1)x + x2y + α cosωt + β√α sinω1t,
dy
dt
= bx − x2y + γ√α sinωt, (5.2)
which was considered in He [3]. When α = 0, then (5.1) becomes{
dx
dt
= a − (b − 1)x + x2y,
dy
dt
= bx − x2y, (5.3)
which has a unique critical point (a, b
a
). Let
x = a + εu, y = b
a
+ εv, ε = √α.
Then (5.1) can be written as

du
dt
= (b − 1)u + a2v + β sinω1t + τu sinω1t
+ ε( b
a
u2 + 2auv + εu2v + cosωt),
dv
dt
= −bu − a2v + γ sinωt + ρv sinω1t − ε( ba u2 + 2auv + εu2v),
(5.4)
when ε = 0, (5.4) becomes{
du
dt
= (b − 1)u + a2v + β sinω1t + τu sinω1,
dv
dt
= −bu − a2v + γ sinωt + ρv sinω1t,
(5.5)
where f (t, (u, v)T ) = (β sinω1t+τu sinω1t, γ sinωt+ρv sinω1t)T . Clearly, f (t, (u, v)T )
satisfies a Lipsichitz condition∥∥f (t, (u, v)T )− f (t, (u¯, v¯)T )∥∥M∥∥(u, v)T − (u¯, v¯)T ∥∥, M = max{τ,ρ}.
Then the homogeneous linear part of system (5.5),{
du
dt
= (b − 1)u + a2v,
dv
dt
= −bu − a2v, (5.6)
has the eigenvalues λ1,2 = 12 (−a2+b−1±
√
(a2 − b + 1)2 − 4a2). Obviously, Reλ1,2 
= 0
if a2 − b + 1 
= 0, thus (5.6) has an exponential dichotomy with projection P =
diag(1,1) = I if a2 − b + 1 > 0, and P = diag(0,0) if a2 − b + 1 < 0. And we can
take K = 1, α1,2 = Reλ1,2. Hence, we obtain Theorem 5.1.
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= 0 and M = max{τ,ρ} < α = min{Reλ1,2}, then non-
homogeneous system (5.5) has a unique bounded solution, which is almost periodic and
takes the form:
• If a2 − b + 1 > 0,{
u0(t, β, γ, τ, ρ) =
∫ t
−∞ e
−Reλ1(t−s)[β sinω1s + τu0(s, β, γ, τ, ρ) sinω1s]ds,
v0(t, β, γ, τ, ρ) =
∫ t
−∞ e
−Reλ2(t−s)[γ sinωs + ρv0(s, β, γ, τ, ρ) sinω1s]ds.
• If a2 − b + 1 < 0,

u0(t, β, γ, τ, ρ) = −
∫ +∞
t
e−Reλ1(t−s)
× [β sinω1s + τu0(s, β, γ, τ, ρ) sinω1s]ds,
v0(t, β, γ, τ, ρ) = −
∫ +∞
t
e−Reλ2(t−s)
× [γ sinωs + ρv0(s, β, γ, τ, ρ) sinω1s]ds.
A direct computation shows that δ = sup | ∂f
∂x˜
(t, (u0, v0)T )| = max{τ,ρ}, x˜ = (u, v)T .
Let η0 = supt∈R |(u0, v0)T |, then from Theorem 3.1, we have
Theorem 5.2. If a2 − b + 1 
= 0 and max{τ,ρ} < α4 , then for any η > η0 > 0,
there exists a ε0 = ε0(η) > 0 such that (5.4) has a unique almost periodic solution
(u(t, β, γ, τ, ρ, ε), v(t, β, γ, τ, ρ, ε))T in the η-neighborhood of ϕ0(t) for every fixed
ε ∈ [0, ε0], with∥∥(u(t, β, γ, τ, ρ, ε) − u0(t, β, γ, τ, ρ), v(t, β, γ, τ, ρ, ε) − v0(t, β, γ, τ, ρ))T ∥∥
 η − η0,
which is continuous in ε and
lim
ε→0
(
u(t, β, γ, τ, ρ, ε), v(t, β, γ, τ, ρ, ε)
)T = (u(t, β, γ, τ, ρ), v(t, β, γ, τ, ρ))T .
Remark 5.1. Since f (t, (u, v)T ) = (β sinω1t + τu sinω1t, γ sinωt + ρv sinω1t)T , obvi-
ously, [3, Theorem 1] cannot be applied in this case. And when τ = ρ = 0, then (5.1)
becomes (5.2) which was considered in [3]. Therefore Theorems 1 and 2 in [3] are special
cases of our results. We state [3, Theorem 2] as one of our corollaries.
Corollary 5.1 [3, Theorem 2]. If a2 − b + 1 
= 0, then for any η > η0 > 0, there exists a
ε0 = ε0(η) > 0 such that{
du
dt
= (b − 1)u + a2v + β sinω1t + ε( ba u2 + 2auv + εu2v + cosωt),
dv
dt
= −bu − a2v + ρv sinω1t − ε( ba u2 + 2auv + εu2v),
has a unique almost periodic solution (u(t, β, γ, ε), v(t, β, γ, ε))T in the η-neighborhood
of ϕ0(t) for every fixed ε ∈ [0, ε0], with∥( ) ∥∥ u(t, β, γ, ε) − u0(t, β, γ ), v(t, β, γ, ε) − v0(t, β, γ ) T ∥ η − η0,
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lim
ε→0
(
u(t, β, γ, ε), v(t, β, γ, ε)
)T = (u(t, β, γ ), v(t, β, γ ))T .
When β = γ = τ = ρ = 0, systems (5.1) reduces to{
dx
dt
= a − (b − 1)x + x2y + α cosωt,
dy
dt
= bx − x2y. (5.7)
Corollary 5.2. Suppose a2 − b + 1 
= 0, there exists a ε0 > 0 such that system (5.7) has a
unique almost periodic solution (x(t, α), y(t, α))T for every α ∈ [0, α0], and it is continu-
ous in ε with limα→0(x(t, α), y(t, α))T = (x(t,0), y(t,0))T = (a, ba )T .
Example 2. Consider the following two-dimensional perturbation system:
dx
dt
= A(t, ε)x + f (t, x) + εg(t, x, ε), (5.8)
where
A(t, ε) =
(
a11(t) a12(t)
a21(t) a22(t)
)
=
(−6 − 12 | cos t | + ε sin t 3 + 12 | cos√2t | + ε
2 − 12 | sin
√
2t | − ε −5 − 12 | cos t | − ε cos
√
2t
)
,
f (t, x) =
( 1
32 (1 − sin t)x21
1
32 (1 + cos
√
2t)x22
)
, g(t, x, ε) =
(
(1 + 12 sin t)x21 + εx31
(1 + 14 cos t)x22 + εx32
)
,
for (t, x, ε) ∈ R × [0,1] × [0, ε0], x = (x1, x2)T .
According to Lazer [13], it is not difficult to show that dx
dt
= A(t,0)x has an expo-
nential dichotomy and we take positive constants K = 1, α = 2,M = 116 . It is easy
to verify that f (t, x), g(t, x, ε) satisfy all the conditions in Theorem 4.1 for (t, x, ε) ∈
R × [0,1] × [0, ε0]. Therefore, for any constant η > η0 > 0, there exists a sufficiently
small ε0 = ε0(η) > 0 such that system (5.8) has a unique almost periodic solution ϕ(t, ε)
in the η-neighborhood of ϕ0(t) for every fixed ε ∈ [0, ε0], with ‖ϕ(t, ε)−ϕ0(t)‖ η−η0.
Moreover, ϕ(t, ε) is continuous in ε and limε→0 ϕ(t, ε) = ϕ0(t).
Clearly, no well-known results in the literature can be applied to system (5.8). This
example shows our results are feasible and easily verifiable.
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