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1. Introduction
This thesis deals with a problem which is situated at the very point were three
fields of the theory of dynamical systems meet. One is the so-called three body
problem. It describes the behaviour of three bodies under the influence of their
mutual gravitational attraction. The remaining two fields are parts of perturbation
theory. The first one deals with the analysis of perturbed Hamiltonian systems by
means of averaging. Keywords of this part of the theory are “normalization” and
“reduction”. The so-called Kolmogorov-Arnol’d-Moser (KAM) Theory is the second
field within perturbation theory which will interest us. It allows us to give certain
stability results for perturbed Hamiltonian systems. It seems appropriate to give a
short introduction into these matters before actually discussing the main issue of
this thesis.
1.1. The n-body problem and King Oscar’s prize
The dynamics of two bodies that move under the influence of their mutual
gravitational attraction is well understood. Already Newton solved the problem
of the behaviour of one planet rotating about the sun (cf. [Newton]). It seems
natural to ask what happens when we add a third body to the system. Actually,
this one body suffices to alter the equations of motion in such a way that no exact
solution can be given any more. This is one of the reasons why n-body problems
have been such an interesting field of research until today. As we can no longer give
any exact solutions, we have to find a different strategy to analyze the dynamics
of the system. An outstanding point is the question concerning the stability
of orbits that occur. We are living in such a system and this turns the questi-
on whether there can be forever-stable orbits of a moon or a planet into a crucial one.
”Given a system of arbitrarily many mass points that attract each other
according to Newton’s law, try to find, under the assumption that no two
points ever collide, a representation of the coordinates of each point as a
series in a variable that is some known function of time and for all of whose
values in the series converges uniformly. This problem, whose solution would
considerably extend our understanding of the solar system, would seem
capable of solution using analytic methods presently at our disposal; we
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can at least suppose as much, since Lejeune Dirichlet communicated shortly
before his death to a geometer of his acquaintance [Leopold Kronecker],
that he had discovered a method for integrating the differential equations
of Mechanics, and that by applying this method, he had succeeded in
demonstrating the stability of our planetary system in an absolutely rigorous
manner. Unfortunately, we know nothing about his method, except that
the theory of small oscillations would appear to have served as his point of
departure for this discovery. We can nevertheless suppose, almost with cer-
tainty, that this method was based not on long and complicated calculations,
but on the development of a fundamental and simple idea that one could
reasonably hope to recover through preserving and penetrating research. In
the event that this problem nevertheless remains unsolved at the close of
the contest, the prize may also be awarded for a work in which some other
problem of Mechanics is treated in a manner indicated and solved completely.”
This announcement was to be read in Acta Mathematica, vol. 7, of 1885-1886. King
Oscar II of Sweden and Norway had been convinced by the famous mathematician
Go¨sta Mittag-Leﬄer to establish a substantial prize and medal to be awarded to
the first person who obtained the global general solution of the n–body problem. Its
prestige was equivalent to a Nobel Prize today and many mathematicians attempted
to solve the problem. The jury was formed by Karl Weierstrass, Charles Hermite and
Mittag-Leﬄer himself. Only five of twelve entries to the competition even attempted
to solve the n–body problem, and in the end, the prize was given to Henri Poincare´.
He dealt with the planar restricted three body problem, a special case of the classical
three body problem in which all bodies move in the same plane and one mass is
very small in comparison to the other two. Even for this problem it turned out to be
impossible to solve the problem completely as required by the original formulation
of the prize. But his work had sown the seeds for the theory of dynamical systems,
as it is known today. And it was this work ([Poincare´]), Les me´thodes nouvelles de
la me´canique ce´leste, where the possibility of chaotic behaviour in a system was
discovered for the first time.
So, investigating the stability of mechanical or similar systems is not new. Even the
somewhat astonishing realization that the answer depends on the rational or irratio-
nal proportion of the occurring frequencies is an old one. Asking for the stability of
the solar system, the physicist Jean Baptist Biot postulated that even smallest per-
turbations of the orbits of Jupiter and Saturn might cause Saturn to leave its track
and escape from the solar system. The reason for this hypothesis is the frequency
ratio of those planets being very close to 2 : 5. So close that it was measured to be
exactly 2 : 5 in those times. Under this assumption, it turns out that when Saturn
has revolved about the sun twice, Jupiter has done so five times. They pass through
the same constellations periodically over and over again. Therefore, we might expect
that any perturbation of the orbits might be reinforced over and over again, just
as a child playing on a swing gets higher and higher, if we push it regularly. Bi-
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ot’s statement caused Weierstrass to give a somewhat moody comment. He replied
that there was no reason why it should not be Jupiter leaving the solar system and
that this would even simplify the astronomers work greatly, as Jupiter was the one
exerting the greater influence.
It took more than a century, until at least a partial answer could be given to these
questions. It was in 1954, when Kolmogorov presented a theorem at the final day
of the International Congress of Mathematics in Amsterdam (An English transla-
tion of the given talk can be found as the Appendix of [Abraham, Marsden]). The
corresponding theory developed in the following years. It became a major tool in
perturbation theory and proves that forever stable orbits in mechanical systems were
not only possible but even prevalent.
1.2. The lunar problem and perturbed Hamiltonian
systems
The n-body problem is an example for so-called Hamiltonian systems (cf.
[Abraham, Marsden], [Meyer, Hall]). Their total energy is a constant of motion, a
first integral. It can be described by a so-called Hamiltonian function. The main ad-
vantage of this kind of formulation of the problem is the elegant and symmetric way
in which the equations of motion can be expressed in terms of this Hamiltonian. The
latter determines the time-evolution of the system. If we are lucky, the total energy
is not the only constant of motion: Each component of the vectors of the total linear
and angular momentum, for example, is a first integral of our n-body problem, too.
We say that first integrals are “in involution”, if they are constant along the Hamil-
tonian orbits of each other. The phase-space of an n-degree-of-freedom Hamiltonian
system has dimension 2n. If such a system has as many independent first integrals
in involution as it has degrees of freedom, then it is called integrable. As a matter
of fact, many of the classical Hamiltonian systems are even more than integrable.
They are “superintegrable systems” as they have more first integrals than degrees of
freedom. If there is only one additional independent first integral, then the system is
called minimally superintegrable. A maximally superintegrable n-degree-of-freedom
system has 2n−1 integrals of motion, n of them in involution. In classical mechanics
all bounded orbits of such a system are periodic. The Kepler Hamiltonian, which we
will work with later on, is an example for such a maximally superintegrable system.
The existence of such constants of motion is important, whenever we try to find out
what the dynamics might look like. Each orbit of the system always stays within a
certain level set of the first integrals. First integrals yield symmetries of the system.
It is a characteristic of n-degree of freedom integrable Hamiltonian systems that all
bounded motions aside from fixed points lie on tori, on heteroclinic or on homoclinic
orbits. (A heteroclinic orbit connects two different fixed points (or tori), whereas a
homoclinic orbit consists of a loop departing from and arriving at the same fixed
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point (or torus).) The dimension of the invariant tori is lower or equal to n. When
we have a look at the n-tori, they may either be filled densely with one single
quasi-periodic orbit of the system or decompose into lower dimensional invariant
tori once again. By choosing the right kind of coordinates (cf. [Nekhoroshev, 72]),
we get an especially simple description of the dynamics of such a system: if we use
so-called action-angle variables, then the radii of the invariant tori correspond to the
actions. The motion on such a torus now is described by the rate of change of the
corresponding angles, that is, by n frequencies of n different orthogonal directions
at the torus. This way, we can obtain a frequency map that assigns to every torus
a corresponding n-tuple of frequency values. It will be important later on.
Integrable systems are especially nice. In principle, we can find exact solutions for
the equations of motion by solving certain integrals. Fortunately, the Hamiltonian
systems which have been studied as the first ones were of this kind. Most of them
were even superintegrable. This simplifies the analysis of the system and allows a
complete description on the basis of experimental data.
Nevertheless, when we want to have al look at the phase portrait of an integrable
or superintegrable system, we still have a problem: an n-degree-of-freedom system
lives on a 2n-dimensional manifold. For n ≥ 2 this is nothing we could visualize.
One way to gain insight into the dynamics of the system is to use the “energy–
momentum–map”. It maps the points of phase space to the corresponding values
of the first integrals. Where the map is smooth, motion takes place on n-tori. Each
singularity of the energy–momentum–map reveals that motion takes place on lower
dimensional tori.
There is another way to get a vivid picture of the dynamics of the system. It is cal-
led the “reduction” of the dimension of phase space (cf. [Arms, Cushman, Gotay],
[Churchill, Kummer, Rod], [Cushman, Bates], [Marsden, Weinstein]). The idea is to
fix the value of a constant of motion. When we look at it as Hamiltonian func-
tion, it generates a flow within its level set. Now, if the orbits of this first inte-
gral are periodic, we identify all points of each orbit. If there are no fixed points,
then the resulting reduced phase space, consisting of all the equivalence classes,
is a manifold. The procedure that gives us this manifold is called “regular re-
duction” (cf. [Marsden, Weinstein]). If the flow has some fixed points, then tho-
se equilibria are responsible for some mild singularities. “Singular reduction” (cf.
[Arms, Cushman, Gotay]) has to be applied in this case. The dimension of phase
space has been reduced by two.
But whenever we have a closer look at “real problems”, the simple model problems
are not closed, and we always have some kind of influence from somewhere else.
Often we cannot neglect this influence. An example and the one that we will dwell
on in this thesis is the lunar problem (cf. Chapter 2.2). When we try to model
the movement of a small moon in the gravitational field of its planet, we might
be able to neglect its influence on the planet because of the big difference in the
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magnitude of the masses. But the influence that the sun exerts on this system is big
enough such that we cannot simply ignore it. On the other hand, it might be small,
nevertheless. In this case we are well off with a system whose dominating part still
is the two-body problem of Earth and Moon. The Hamiltonian function only has to
be accommodated to the presence of the sun by adding some small terms.
Thus, we have a Hamiltonian system whose total energy consists of a part that has
a lot of symmetries and that we know rather well and a part that is much smaller,
but it might destroy all those nice symmetries.
We even know more. There are no further uniform first integrals in the three body
problem than the linear and the angular momentum. The proof of this fact is part
of the prize-winning paper of Poincare´. This system has more degrees of freedom
than independent first integrals. Hence, the orbits are no longer a priori restricted
to tori. They might wander around and we do not know whether there is any stable
orbit. We will have to find a different way to prove that such orbits exist.
Like the perturbed Hamiltonian function itself, the equations of motion decompose
into a well known part and a perturbation. They consist of one part that we could
analyze and a small additional part that keeps us from doing so.
The movement of each planet or moon in our solar system is an example of what
might happen, if a system is subjected to small perturbations. In a first approxi-
mation these are unperturbed systems: The orbit of each planet can be described
by the equations of motion that originate from its gravitational interaction with
the sun. The moon is first of all attracted by its planet. That also was the kind of
dynamics that Kepler read from the experimental data. The instruments of his time
where too crude to allow him estimates accurate enough to observe anything else.
And perhaps we are lucky. The actual orbits of the planets and of the moon are
much more complex and no such simple law might have emerged from observations
with higher precision. The unperturbed two body problem is the so-called Kepler
problem, whose bounded orbits are ellipses. But the Moon, for example, does not
follow such an orbit due to the influence of the Sun. Even if the perturbing potential
is small and rotationally symmetric, the elliptic orbits become precessional ellipses.
Their main axis rotates with time. Now, two different cases can occur. Either
the curve closes after some time. Then, the motion is a periodic one after all.
Or it never closes again. Then the curve fills an annulus densely whose centre is
the sun. Such a motion is called quasi-periodic. The frequencies of the precession
and of the periodic motion on the ellipse have no rational quotient in this latter case.
Perturbation theory can be applied to such systems which are close to integrable
ones. One way of trying to analyze their behaviour is to find an integrable approxi-
mation that should qualitatively behave in the same way as the original, perturbed
system.
We can find such an approximation by applying a so-called normalization procedu-
re (cf. [Cushman, v.d.Meer]). The integrable part of our energy function has some
11
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symmetries. We make use of the fact that it is constant along the periodic orbits
of certain first integrals. By constructing a coordinate transformation that pushes
these symmetries through the terms of the Taylor series of the Hamiltonian functi-
on, we average the leading terms along these orbits. The transformation has to be
chosen in such a way that the remainder terms, which do not carry this symmetry,
are small compared to the normalized terms once again, such that we can neglect
them. We analyze the system of the (by normalization and truncation) simplified
Hamiltonian function now. Applying reduction procedures, we obtain a vivid pic-
ture of the dynamics and of the way it depends on the values of the constants of
motion. If we have obtained a good approximation by normalizing and truncating,
then the influence on the remaining perturbation is so small that most properties of
the simplified dynamics survive in the original system.
A profound introduction to the theory of integrable Hamiltonian systems can be
found in [Cushman, Bates]. In this book the (unperturbed) Kepler problem is
treated in great detail and the notion of singular reduction is explained, too. For the
method of constrained normalization refer to [Cushman, v.d.Meer]. [Meyer, Hall]
provides us with an introduction to Hamiltonian systems and the n-body problem,
and a nice to read overview of the history of the n-body problem can be found in
[Diacu, Holmes].
But can we determine whether the integrable approximation of our perturbed system
actually was a good one? Though the information is not complete, KAM theory can
help us to obtain an answer. It deals with those tori that are densely filled by quasi-
periodic orbits.
1.3. KAM theory
Although Kolmogorov presented his theorem in 1954 (cf. [Abraham, Marsden], Ap-
pendix), there was no complete proof for the theorem until the publications of Moser
(cf. [Moser, 62]) and Arnol’d (cf. [Arnol’d 63a]) in 1962/63. During the last deca-
des KAM Theory has become a most important tool of perturbation theory (cf.
[Po¨schel, 82], [Po¨schel, 92] and [Broer, Huitema, Sevryuk]). It deals with the que-
stion of what happens to stable solutions of integrable Hamiltonian systems if we add
a small perturbation that respects the Hamiltonian structure of the system. KAM
theory gives the answer for a particular class or orbits, namely for those orbits that
are quasi-periodic and fill a torus densely. Asking for the persistence of such orbits is
highly non-trivial: Adding a small perturbation to an integrable Hamiltonian system
might deprive us of all the comfort the old system provides us with. The only first
integral that we regain for sure is the new Hamiltonian function itself. The other
constants of the unperturbed system might have lost that characteristic. If there
are not n− 1 additional new ones, the orbits of the perturbed system are no longer
restricted to tori. We can give the answer to the question, whether there are stable
12
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orbits in the perturbed system by constructing the necessary first integrals wherever
this is possible.
One way to show that a system is integrable is to normalize it completely. That
is, this time we do not stop the normalization procedure at some finite order of
the Taylor series. If we choose to express our Hamiltonian function in action-angle
coordinates, this means that we eliminate the dependence of the Hamiltonian on
the angles. If the system is integrable, the normalization procedure converges as we
wish. We end up with coordinates such that the Hamiltonian depends on the actions
only. This implies that any orbit starting on a torus will never leave it. Furthermore,
the angle-coordinates change linearly with time.
What we do not know yet is which invariant torus survives and which one breaks
up, when we add the small perturbation.
The answer can be given using the notion of the frequency map we discussed before.
The motion of the unperturbed Hamiltonian is restricted to n-tori and the angles
evolve linearly. The frequency map assigns to each torus the corresponding n-tuple of
frequency values. Now we add the small perturbation to the system. It turns out that
those invariant tori of the unperturbed system survive which have “strongly non-
resonant” frequencies. This means that their frequency values are bounded somewhat
away from any n-tuple of rational numbers. The set of these “Diophantine” n-tuples
in Rn has some interesting properties (cf. [Broer, Huitema, Sevryuk]): It is a union
of closed half lines. Its intersection with Sn−1 is the union of a Cantor set and a
countable set. Furthermore, it is of positive Lebesgue measure. Actually, “most” tori
survive. According to the generally used terminology, we will call this set colloquially
a “Cantor set”.
Thus, we would like the unperturbed system to exhibit many strongly non-resonant
tori. It does, if the Hamiltonian function is “non-degenerate”. This requires that the
frequency map changes when we move from torus to torus. Then, resonances are a
rare phenomenon in a continuous family of tori. Most of the invariant tori survive,
if the perturbation is small enough. We even see that the measure of the set of tori
which are destroyed becomes smaller and smaller if we diminish the perturbation.
Another form of non-degeneracy exhibit so-called isoenergetically non-degenerate
systems. In this case, we even know that for each energy level most invariant n-tori
survive.
In [Po¨schel, 92] the proof of the classical KAM theorem is presented in a beauti-
ful, easy-to-understand way. For the proof introduced by Arnol’d see [Arnol’d 63a].
[Broer, Huitema, Sevryuk] give a broad and deep insight into the possibilities of
KAM theory.
Nevertheless, there are systems that are not non-degenerate in the sense described
above. The Kepler Hamiltonian is an example. It is superintegrable and exclusively
has periodic orbits. Such integrable systems that depend on some of the actions
only are also-called “properly degenerate”. The same symmetries that made it so
accessible to our analysis beforehand cause the degeneracy now. The question arises
13
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what a perturbed system has to look like to allow similar strategies to work as in the
non-degenerate case. A special kind of degenerate systems, for which KAM theory
works, are so-called “properly non-degenerate systems whose perturbations remo-
ve the degeneracy”. For a perturbed n-degree-of freedom system with Hamiltonian
H0 + εH1 + O(ε
2), where ε is a small parameter, this means that the unperturbed
part of the Hamiltonian H0 depends non-degenerately on the first r action variables
and the Hessian of H1 with respect to the n− r remaining actions is different from
zero. (cf. [Arnol’d, 63b])
Since the unperturbed Hamiltonian is properly degenerate, the frequencies do not
necessarily change, when we move from torus to torus. But it is sufficient to add
the first order term of the Taylor series of our perturbation to get a frequency map
which is a diffeomorphism. The new “unperturbed” Hamiltonian is non-degenerate.
Its dynamics has two different time scales and the frequencies are of two different
orders of magnitude. On the “right” strongly non–resonant tori the normalizing
strategy works once again. Thus, we obtain similar results as with non-degenerate
systems.
For further detail on the notion of proper degeneracy, see for example [Arnol’d, 63b]
and [Hanßmann, 95]. For a thorough treatment of proper degenerate perturbed Euler
systems, see[Mazzocco, 97].)
That the perturbation removes the degeneracy of a proper degenerate system is
generic for r = n − 1 that is, for maximally superintegrable systems. But if more
than one action variable “is missing”, this property is something very special.
1.4. A KAM theorem for the lunar problem
In this thesis we will concentrate on the so-called spatial lunar problem (cf
[Meyer, 99], [Kummer, 1983], [Cushman, 1992]). This is the synonym for a special
setting of the three body problem. We have a sun, a planet and a third body
which is small. It might be a very small moon for example or a space craft, such
that we can neglect its influence on the two massive bodies. Furthermore, its
movement is constrained to a close neighborhood of its planet. We do not restrict
our motion to a fixed plane like in the planar restricted three body problem.
The lunar problem can be expressed as a perturbed Keplerian system. Since the
Kepler Hamiltonian is superintegrable, the unperturbed part is degenerate. Thus,
the classical KAM theorem cannot be applied directly. The planar system of the
restricted problem can be reduced to two degrees of freedom and it turns out
to be properly degenerate with a perturbation which removes the degeneracy
(see [Celletti, Chierchia]). (It is a generic trait of two-degree-of-freedom systems
that they are either non-degenerate or properly degenerate.) But things become
more complicated when we turn to the spatial lunar problem. We have to deal
with a superintegrable three-degree-of-freedom system and the leading part of the
perturbation does not remove the degeneracy. The lunar problem is degenerate in
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a remarkable kind of way. The degrees of freedom are added to the dynamics of the
system “step by step”. The unperturbed Kepler Hamiltonian depends only on one
of three action variables. The first order term of the perturbation, the leading part,
adds the dependence of the second action variable, but the third one is still missing.
We have to add the second order term of the perturbation to get the dependence
on the third action variable. Thus, the lunar problem is a system with three time
scales. No known KAM theorem applies.
This thesis originated from the question wether there is a way to adapt the strategies
of KAM theory to the lunar problem nevertheless. We will derive a KAM theorem
that provides us with a so-called “quasi-periodic stability” result for a certain class
of perturbed Keplerian systems. It is our Main Theorem and it shows that once
again most invariant tori of the system survive, forming a Cantor set of positive
Lebesgue measure if only the perturbation is small enough. We will use higher order
terms of the perturbation to remove the degeneracy of our system. The dynamics of
the resulting new “unperturbed” Hamiltonian will have three different time scales.
But as the Kepler Hamiltonian itself is one of the action variables, the Hessian of
the frequency map has only entries of two different time scales. This allows us to
formulate similar non-degeneracy conditions as for proper degenerate systems and to
prove the convergence of the normalization procedures on the “right” Diophantine
tori. We will also show how to apply this Main Theorem to the lunar problem,
as several obstacles have to be overcome to do so. It should be remarked that the
so-called problem of orbiting dust, as well as the problem of the hydrogen atom in
crossed fields can be turned into perturbed Keplerian systems of the same type as the
lunar problem (cf. [Cushman, 1992] and [Cushman, Sadovski´ı]). After normalizing
those systems in the same manner as the lunar problem, they can be expressed in
such coordinates that their truncated Hamiltonian functions merely differ in some
coefficients. Therefore, the lunar problem is chosen as an example for the class of
systems to which this KAM theorem applies.
We will work with the results on the three dimensional lunar problem in
[Kummer, 1983], [Cushman, 1992] and [Cushman, v.d.Meer]. In [Kummer, 1983]
and [Cushman, 1992] different approaches are chosen to regularize the pertur-
bed Keplerian system, that is to remove the singularity at the origin. While in
[Kummer, 1983] Kustaanheimo–Stiefel–regularization (cf. [Kustaanheimo, Stiefel])
is applied, we find the Moser–regularization (cf. [Moser, 70]) in [Cushman, 1992]. As
a second step, the system is normalized twice but once again by different methods.
After that, both authors truncate the Hamiltonian at second order and analyze the
resulting approximative system. They use different methods to reduce the system
to a one degree of freedom system and obtain highly different representations of the
lunar problem in the end. The article written by Kummer is difficult to read for
several reasons and the methods chosen lead to a non-descriptive representation of
the system. In [Cushman, 1992] this article is referred to by “The three dimensional
lunar problem was treated by Kummer in [Kummer, 1983] using a novel technique
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or regularization and normalization. The precise relationship between Kummer’s
techniques and the ones discussed in this paper is not clear at present.” When com-
paring some computational results in both papers that are characteristic for the
system and do not depend on the chosen representations, one realizes that they do
not agree.
To derive the KAM theorem we are looking for, we have to have a clear picture
of the dynamics of the normalized and truncated system. We have to understand
which frequencies of which magnitude occur, where the phase space is foliated into
n-tori and where this system, which includes some parts of the perturbation, can be
expected to be non-degenerate. This will allow us to see where we can to choose a
new appropriate “unperturbed part” of the Hamiltonian function by adding parts of
the perturbation to remove the degeneracy. To be able to derive and apply our KAM
theorem, we also have to construct action-angle variables for the twice normalized,
truncated Hamiltonian of the lunar problem.
In [Kummer, 1983] the reduction methods were chosen in such a way that the case
where the third component of the angular momentum vanishes had to be excluded
from the analysis. Therefore and for the much clearer picture that we obtain of the sy-
stem, we will redo the calculations in the way they are done in [Cushman, v.d.Meer].
It turns out that the results we will obtain agree with those in [Kummer, 1983],
as far as the paper goes. The techniques introduced in [Cushman, v.d.Meer] and
[Cushman, 1992] allow us to analyze the remaining case.
In [Kummer, 1983] we also find an investigation on the persistence of invariant three-
tori in the spatial lunar problem. The author works hard to find a way to apply the
KAM theorem for maps in this problem. As the previously described reasons make a
direct application impossible, he can only conclude that some tori survive in a small
neighborhood of the relative equilibria of the twice reduced system. The application
of our KAM theorem, will improve these results as a first step. We will be able to
conclude that most invariant tori in those neighborhoods survive, forming a Cantor
set. Furthermore, we can draw conclusions on the persistence of invariant three-
tori outside those neighborhoods. Additionally, the persistence of most invariant
tori in the case of a vanishing third component of the angular momentum can be
established. It could not be dealt with in [Kummer, 1983].
Frequent digressions will allow us to show in which way Kummer’s methods are
related to those introduced in [Cushman, v.d.Meer] and [Cushman, 1992]. This will
also allow us to make use of the different ways of representing the system when this
suits our needs.
1.5. Summary of the chapters
To prove a KAM theorem in the classical way means to show that on tori that sa-
tisfy a certain non-resonance condition the perturbed Hamiltonian function can be
normalized. On these tori, the perturbed system is integrable, there exist as many
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independent constants of motion as it has degrees of freedom and the correspon-
ding perturbed orbit winds densely around an n-torus once again. Thus, we have
to express the system in such a way that it can be divided into a suitable new
“unperturbed Hamiltonian” and a new perturbation, making a complete normali-
zation possible on “the right” tori. To this end, we have to analyze the dynamics of
the simplified, that is, partially normalized and truncated Hamiltonian of the lunar
problem first.
Chapter 2
We start this Chapter by a short introduction to the theory of Hamiltonian systems
in Section 2.1.
In Section 2.2 we will show, how to derive the Hamiltonian of the lunar problem from
the equations of motion of the three body problem. These results were presented
in great detail in [Meyer, 99]. They leave us with a system whose Hamiltonian is a
perturbed Keplerian.
The flow of the Kepler Hamiltonian is not complete, so we have to apply a regu-
larization procedure. As it is one of the most intuitive approaches, we follow the
way the system is treated in [Cushman, v.d.Meer] and apply Moser regularization.
As [Kummer, 1983] applies the complex version of the Kustaanheimo-Stiefel regu-
larization to get rid of the singularity, we will also discuss this method in a short
digression.
The following sections give an overview of the theoretical background of the techni-
ques that we will have to apply to our system in Chapter 3.
Chapter 3
To gain a simplified Hamiltonian on the manifold resulting from the regulariza-
tion procedure, we apply the so-called “constrained normalization” as it was in-
troduced in [Cushman, v.d.Meer]. The necessary calculations will be done in a ve-
ry explicit way. We follow the methodical approach to the system introduced in
[Cushman, 1992] that leads to a sequence of a normalization, a regular reduction, a
second normalization followed by a second, but this time singular reduction. Trun-
cating the Hamiltonian gives us a one degree of freedom system living on a semi
algebraic variety. The reduced phase space is either lemon– or “egg”–shaped and
the level sets of the Hamiltonian turn out to be parabolic cylinders. So, drawing
the resulting orbits of the simplified, twice reduced system is easy and gives a vivid
picture of the dynamics.
In [Kummer, 1983] the lunar problem has been analyzed using its truncated normal
form, too. But the author uses a different regularization procedure. This leads to a
rather complicated representation of the system. Furthermore, using regular reducti-
on both times, he has to exclude those configurations for which the third component
of the angular momentum vanishes. For the remaining configurations, our computed
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results concerning the dynamics of the normalized truncated Hamiltonian and those
in [Kummer, 1983] agree.
As the existence of so-called action-angle coordinates is a necessary prerequisite for
the application of any KAM theorem, we construct this special kind of canonical
coordinates for the spatial lunar problem in Section 3.2
Chapter 4
The fourth chapter concentrates on KAM theory. We discuss the classical results
briefly in Section 4.1 and illustrate the notion of proper degeneracy. It was introduced
in [Arnol’d, 63b] and discussed in great detail in [Mazzocco, 97] with respect to
perturbed Euler systems. Another example for the treatment of properly degenerate
systems is [Paul, 98], where the author follows up on this thought and applies the
results to a system designed by Weinberg.
Section 4.2 gives a qualitative discussion of the properties of the normalized, trun-
cated Hamiltonian we analyzed in Chapter 3. The sequence of normalizations and
reductions can be altered in such a way that we execute the normalizations first and
reduce and truncate at second order of the perturbation afterwards. This gives us
the first hint at how to apply KAM theory later on: The lunar problem can be seen
as a perturbation of the simplified, truncated and therefore integrable Hamiltonian.
But KAM theory does not apply immediately, as part of the perturbation is mixed
up in this simplified Hamiltonian. The motion of the new “unperturbed” Hamilto-
nian has three different time scales. But having a closer look at the system we find
that the rate of change of the frequencies develops according to two time scales. This
is a crucial similarity between properly degenerate systems and the lunar problem
which gives us the clue of how to apply KAM strategies.
In Section 4.3 we give an overview of the results found in [Kummer, 1983] concerning
KAM theory and the spatial lunar problem. The author decides to deal with the
persistence of invariant, non–resonant 3–tori by using the KAM theorem for maps.
No direct application is possible and the rather complicated argumentation gives
only rudimentary results. Because of the use of regular reduction for both times, he
has to exclude those configurations for which the third component of the angular
momentum vanishes.
In Section 4.4 we finally formulate and prove an adapted KAM theorem that can
be applied to the lunar problem as a perturbed Keplerian system. The proof makes
use of the similarities we found between the lunar problem and properly degenerate
systems. Structure and notation are closely related to those [Po¨schel, 92] uses in
his lectures on the classical KAM theorem. The proof of a KAM theorem can be
formulated in more elaborate ways (cf. [Po¨schel, 82] or [Broer, Huitema, Sevryuk]),
but this approach to those ideas seems to be the most “self-explaining one”.
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Chapter 5
In Chapter 5 we finally apply our Main Theorem 4.4.1 to the lunar problem. We
improve on the results obtained in [Kummer, 1983] and obtain results even for those
values of the angular momentum that had to be excluded from the analysis there.
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2. Preliminary concepts:
Integrable Hamiltonian systems
and their perturbations
2.1. Hamiltonian systems
In what follows, we shall be dealing with mechanical systems. Thus, there has to be
some space M in which our system lives. This space is called configuration space
and it is the space of all possible positions. An example is the movement of k points
in space. Here the configuration space is not all of R3k. We will have to exclude all
those states where two or more particles collide and try to occupy the same place.
Let M be Rn or any smooth n-dimensional manifold with inner product 〈·, ·〉 and
induced norm | · | on its tangent space. What we are interested in is the way our
system changes in configuration space, if we let time vary. Dealing with our k bo-
dies, this means that we have to study the behaviour of their linear momenta, too.
The phase space of our system becomes T ∗M, the dual of the tangent bundle of
M. This space is endowed with a natural symplectic structure as there exists a
symplectic 2-form ω on T ∗M, that is, ω is closed and for each p ∈ T ∗M ω(p) is a
non-degenerate, skew-symmetric 2-form on Tp(T
∗M). To describe a classical mecha-
nical system on this symplectic manifold we need a smooth function H : T ∗M → R,
the Hamiltonian function. It corresponds to the total energy of the system. By
Darboux’s Theorem (2.1.1), we can at least locally choose so-called canonical coor-
dinates (x1, x2, . . . , xn, y1, y2, . . . , yn) on T
∗M. In these coordinates the equations
of motion take the form
x˙i =
∂H
∂yi
, y˙i = −∂H
∂xi
, (2.1)
where the dot denotes the derivative with respect to time. This means that our
mechanical system is a Hamiltonian system. Any Hamiltonian system can be
characterized as a triplet (P, ω,H) where P is an even-dimensional smooth manifold,
ω is a closed non-degenerate 2-form on P and the Hamiltonian H is a smooth real-
valued function on P. If P has dimension 2n, we say that the Hamiltonian system
has n degrees of freedom. Because of the non-degeneracy condition ω associates to
21
Kapitel 2. Integrable Hamiltonian systems and their perturbations
the 1-form dH a Hamiltonian vector field XH by
ω(XH , · ) = dH.
Theorem 2.1.1 (Darboux) Let (P, ω) be a symplectic manifold of dimension 2n.
Then for each p ∈ P there exists a neighborhood Up and a local chart (Up, φ), with
φ(p) = (x1, . . . , x2, y1, . . . , yn) such that in these canonical coordinates (x, y) the
symplectic form ω becomes
ωUp =
n∑
i=1
dxi ∧ dyi.
Proof: see e.g. [Abraham, Marsden]
Remark 2.1.1 On Tp(T
∗Rn) ∼= R2n, the canonical symplectic form is given by
ω(p)((v, w), (v˜, w˜)) = (v, w) J
(
v˜
w˜
)
with J =
(
0 E
−E 0
)
where E is the n× n identity matrix.
For F, H ∈ C∞(P ) the Poisson bracket associated with the symplectic form ω is
defined by
{F, H} = dFXH = ω (XF , XH) .
The Poisson bracket has some nice properties. It is an antisymmetric bilinear form.
The Jacobi identity and the Leibniz’ rule hold. In canonical coordinates we get for
F, G ∈ C∞(P )
{F, G} =
n∑
i=1
∂F
∂xi
∂G
∂yi
− ∂F
∂yi
∂G
∂xi
.
For any F ∈ C∞(P ) we can express the corresponding Hamiltonian equation of
motion with the help of the Poisson bracket according to
F˙ = {F,H }.
It is interesting to note, that a quantity F that is preserved by the dynamics of our
Hamiltonian system satisfies
F˙ = {F,H } = 0.
F is called a first integral of H then. Obviously, the Hamiltonian function H
itself is a first integral of its Hamiltonian vector field XH . We say that two first
integrals F and G of H are in involution if they satisfy {F,G} = 0. They are
functionally independent, if everywhere on P their differentials dF and dG are
22
2.1. Hamiltonian systems
linearly independent. A Hamiltonian system with n degrees of freedom is called
completely integrable, if there are n functionally independent first integrals in
involution.
According to the Theorem 2.1.2 of Arnol’d and Liouville we know, how to solve
completely integrable systems at least semi globally. To do so, we take advantage of
the fact that the first integrals are constant along the orbits of the system. In other
words, every orbit lies on a hypersurface of the phase space that is defined by the
level surfaces of the integrals F1, . . . , Fn.
Theorem 2.1.2 (Arnol’d-Liouville) Let (P, ω) be a 2n dimensional symplectic
manifold. Consider a Hamiltonian system (P, ω, H) with n degrees of freedom and n
first integrals F1 ≡ H, F2, . . . , Fn. Suppose the Fi are in involution and functionally
independent on some 2n-dimensional submanifold U ⊆ P. Let c ∈ Rn be a regular
value of F = (F1, F2, . . . , Fn) : U → R. Then for each compact connected component
Uc of F
−1(c), there is an open neighborhood V ⊂ U about Uc invariant under the
flow of XFi (1 ≤ i ≤ n), a diffeomorphism
(I, θ) : V → D × Tn
with D ⊂ Rn open, and a diffeomorphism χ : F (V ) → D such that I = χ ◦ F.
Furthermore, on V we have
ω =
n∑
i=1
dθi ∧ dIi.
Proof: The proof can be found in [Nekhoroshev, 72] or [Arnol’d, 88b] or
[Duistermaat, 80].
The canonical coordinate system (I, θ) is called a set of action-angle variables of
H. Using χ we realize that H can be expressed as a function of (I1, . . . , In) alone.
This implies that written in these coordinates the equations of motion take the form
θ˙i = ωi(I) =
∂H
∂Ii
(I) I˙i = 0.
Thus, they are linear and we notice that the generic bounded motion of an integrable
system with n degrees of freedom is a quasi-periodic trajectory on an invariant n-
torus Uc ⊂ P.
If we have canonical coordinates (x, y) ∈ U and if we want to change them into
action-angle coordinates, we have to construct a symplectic coordinate transfor-
mation. Such a transformation has the very special property that it preserves the
form of Hamilton’s equations (2.1). The most commonly used way and also the
technique we will apply in Section 3.2.2 to find action-angle variables for the lunar
problem is the following construction due to [Arnol’d, 88b].
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Theorem 2.1.3 (Arnol’d) Suppose that the assumptions of Theorem 2.1.2 hold.
For 1 ≤ i ≤ n let γi(c) be closed curves in Uc which depend smoothly on c in F (V )
and whose homology classes form a basis for H1(Uc,Z). Suppose ω = −dβ is exact
on V. Then the n-tuple (I1, I2, . . . , In) with
Ii(x) =
1
2pi
∫
γi(F (x))
β , x ∈ V , i = 1, 2, . . . , n,
is a set of action coordinates. The time parameter of the flow of XIi is the corre-
sponding angle coordinate θi.
As we have seen, action-angle variables are a priori only semi globally defined. Each
chart is restricted to some neighborhood of a torus. But to analyze the dynamics of
a system, we should try to find as big domains as possible that allow a single set of
variables. The following Corollary 2.1.3.1 helps us to solve this problem.
Corollary 2.1.3.1 Let (P, ω) be a symplectic manifold and F = (F1, . . . , Fn) :
F → Rn a completely integrable system. Suppose P˜ ⊂ P is an open set satisfying
• ω is exact on P˜ .
• F |P˜ is submersive and F−1(c)
⋂
P˜ is compact and connected for each c ∈ F (P˜ )
• F (P˜ ) ⊂ Rn is contractible
Then P˜ admits a single set of action-angle variables.
Proof:
A proof of this corollary can be found in [Tantalo, 93]. It also follows from the results
obtained in [Duistermaat, 80] and [Nekhoroshev, 72].
Remark 2.1.2 Looking for global action-angle coordinates, monodromy is an ob-
struction to their existence. Already in the simple classical example of the spherical
pendulum the monodromy is non-trivial and action-angle coordinates can be chosen
only locally (cf. [Duistermaat, 80]). In Corollary 2.1.3.1 F is supposed to be submer-
sive on P and F (P˜ ) to be contractible. This implies that no monodromy can occur
on P in this Hamiltonian system (ref. [Cushman, Duistermaat, 2001]).
2.1.1. Scaling Hamiltonian systems
Dealing with Hamiltonian systems, scaling is a common tool to simplify either the
terms we have to deal with or the proofs we have to perform. By scaling we mean
introducing parameters into our system in a special kind of way. It is often treated
as a triviality, with the result that scalings of the form “(x, y)→ (εx, εy)” are just
stated and not even motivated. But since this technique will be employed various
times throughout this work, we will have a closer look at some aspects of it. The
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fact that the subject appears to be so obvious is a source of frequent confusion. (An
example is the scaling (2.5) in Section 2.2 that is used by [Kummer, 1983] and is
cited incorrectly in several articles .)
Scaling is often used to make the equations of motion dimensionless. Which scaling
we choose depends upon the question into what form we want to bring the equations
of motion.
Consider a Hamiltonian system with Hamiltonian function H expressed in canonical
coordinates (x, y), such that we obtain the equations of motion from our Hamiltonian
by (2.1),
x˙ =
∂H
∂y
, y˙ = − ∂H
∂x
.
This prescription for deriving the equations of motion is not invariant with respect
to arbitrary coordinate transformations. After we have applied a coordinate trans-
formation, the equations of motion may not be obtainable from the new Hamiltonian
by prescription (2.1). In our context we are interested in two kinds of coordinate
transformations. On the one hand, there are those that preserve our Hamiltonian
equations (2.1). They are called symplectic or canonical transformations. On the
other hand, there are transformations (x, y) = φ(xˆ, yˆ) that leave us with changed
equations of motion of the form
˙ˆx =
∂K(xˆ, yˆ)
∂yˆ
, ˙ˆy = − ∂K(xˆ, yˆ)
∂xˆ
where
K(xˆ, yˆ) = cH(φ(xˆ, yˆ))
for some constant c ∈ R\ {0}. Such a transformation is called a symplectic trans-
formation with multiplier c. Thus, to regain a Hamiltonian system with Hamil-
tonian equations, we have to change the Hamiltonian.
For example, let (x, y) ∈ R2 × R2 be canonical coordinates, let(
x
y
)
= φ(xˆ, yˆ) =
(
xˆ
νyˆ
)
and
H(x, y) =
1
2ν
||y||2 − 〈x,
(
0 1
−1 0
)
y〉 − ν||x||2
be the given Hamiltonian. Then we have
H(x, y) = H(φ(xˆ, yˆ)) = ν Hˆ(xˆ, yˆ).
with
Hˆ(xˆ, yˆ) =
[
1
ν
H ◦ φ
]
(xˆ, yˆ) =
1
2
||yˆ||2 − 〈xˆ,
(
0 1
−1 0
)
yˆ〉 − 1||xˆ||2 .
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and the new equations of motion are
˙ˆx =
∂Hˆ(xˆ, yˆ)
∂yˆ
, ˙ˆy = −∂Hˆ(xˆ, yˆ)
∂xˆ
.
Thus, φ is a coordinate transformation with multiplier ν−1. There is a short scaling
notation for this. We drop the hats and write x→ x, y → νy and H → ν−1H.
Sometimes it is also useful to scale the independent variable of time. When we scale
t→ βτ the equations (2.1) take the form
∂xi
∂τ
= β
∂H
∂yi
,
∂yi
∂τ
= −β∂H
∂xi
. (2.2)
Hence, our new Hamiltonian has to be K = Hβ. We can conclude that scaling time
by a factor β is equivalent to multiplying the Hamiltonian with β.
2.2. The spatial lunar problem
– Physical background and
approximation by a perturbed Keplerian system
In this section we are going to set the scene: What is the lunar problem and how
to derive it from the three body problem? (For further particulars the reader is
referred to [Kummer, 1983], [Cushman, 1992], [Meyer, Schmidt] and [Simo´, 97].)
The lunar problem deals with the movement one small moon under the influence of
the gravitational forces of its earth and its sun. It is supposed to be so small that
we can neglect its own influence on the motion of the earth and the sun. So far, our
system would be called the restricted three body problem. The fact that our moon is
allowed to move in 3-dimensional space distinguishes our setting from the so-called
planar problems. For simplicity, earth and sun are supposed to move uniformly on
circles around their common center of mass. That we are only interested in bounded
orbits of the small body, which take place close to the earth, is our last assumption.
This setting is called the lunar problem.
In Section 2.2.1 we will follow the way the spatial restricted three body problem is
deduced from the full three body problem in [Meyer, Schmidt] to understand the
physical origin of this mathematical problem.
In Section 2.2.2 we restrict motion to a Hill region around the earth. Following
[Kummer, 1983], we transform this system into a perturbed Keplerian system after-
wards, so that perturbation theory can give us some insight into the dynamics.
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2.2.1. From the full three body problem to the restricted one.
Consider a system of three point-like bodies moving in R3. We assume that the only
forces acting on them are due to their mutual gravitational attraction. Let the i-th
particle have position vector xi and mass mi and let G be the gravitational constant.
Then according to Newton’s gravitational law the equations of motion are
mix¨i =
∑
1 ≤ i, j ≤ 3
i 6= j
G
mimj (xj − xi)
||xj − xi||3 = −
∂U
∂xi
where
U = −
∑
1≤i<j≤N
G
mimj
||xj − xi|| .
Introducing the linear momentum of the i-th particle
yi := mix˙i ∈ R3, i = 1, 2, 3,
we get a Hamiltonian system with canonical coordinates (x, y) and Hamiltonian
function
H(x, y) =
1
2
N∑
i=1
||yi||2
mi
+ U(x) .
To avoid singularities we must assure that no collisions occur, that is xi 6= xj
has to hold for all i 6= j. There are several elementary first integrals, namely the
Hamiltonian itself, the total linear momentum, the total angular momentum and
the velocity of the centre of mass.
The so-called restricted three body problem can be understood as the limit of the
full three-body problem as one mass tends to zero. Thus, we will assume two masses
to be finite and one to be infinitesimal such that we can neglect its influence on the
behaviour of the first two bodies. These first two massive bodies are called “primari-
es”, or “primarya¨nd “secondary”, respectively. We know that the secondary executes
a Keplerian motion relative to the primary and to keep things as simple as possible
we will assume that both bodies move uniformly on circles around their common
centre of mass. This setting is denoted as the spatial circular restricted three body
problem. As is shown in [Meyer, Schmidt] and in [Meyer, 99], the Hamiltonian of
the full three body problem to the first approximation is the sum of the Hamiltonian
of the restricted three body problem and of a harmonic oscillator.
To define the restricted three body problem, we have to choose which bodies are our
primaries first. If there were no third body, those two would constitute a two body
problem. Since the third body is infinitesimally small, we can choose coordinates
for which a so-called central configuration of the primaries would be a equilibrium
point. A central configuration of the primaries is a solution of the two body problem
where the two bodies rotate in the x-y-plane around the z-axis of R3 with constant
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Abbildung 2.1.: Jacobi coordinates
angular velocity Ω, while x1m1 = x2m2 holds. The required coordinates are so-
called rotating Jacobi coordinates (u0, u1, u2, v0, v1, v2). To define them, we pass
to rotating coordinates first. Let
J =

 0 1 0−1 0 0
0 0 0

 , exp(ΩtJ) =

 cosΩ t sinΩ t 0− sinΩ t cosΩ t 0
0 0 1

 .
We get a canonical set of coordinates that rotate uniformly about the z-axis with
frequency Ω by
qi := exp(ΩtJ)xi , pi := exp(ΩtJ)yi .
We can scale the configuration in such a way that Ω = 1 as well as the gravitational
constant and the sum m1 +m2. So, to simplify notation, let m1 be the mass of the
sun and m2 be the one of the earth and set
m1 := 1− µ, m2 := µ, ν := µ (1− µ).
For three bodies with mass mi, respectively, rotating Jacobi coordinates are defined
by
u0 :=
m1 q1 +m2 q2 +m3 q3
m1 +m2 +m3
,
u1 := q2 − q1,
u2 := q3 − m2q2 +m1q1
m1 +m2
,
v0 := p1 + p2 + p3,
v1 :=
m1
m1 +m2
p2 − m2
m1 +m2
p1
v2 :=
m1 +m2
m1 +m2 +m3
p3 − m3
m1 +m2 +m3
(p1 + p2) .
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Because of m1 +m2 = 1 this yields
u0 :=
m1 q1 +m2 q2 +m3 q3
1 +m3
,
u1 := q2 − q1,
u2 := q3 −m2q2 +m1q1,
v0 := p1 + p2 + p3,
v1 := m1p2 −m2p1
v2 :=
1
1 +m3
p3 − m3
1 +m3
(p1 + p2) .
This coordinate change is symplectic (see [Meyer, 99] for details). Defining
M1 := m1 +m2 +m3 = 1 +m3,
M2 := m3(m1 +m2)/(m1 +m2 +m3) = m3/(1 +m3),
turns the Hamiltonian H of the three-body problem into
H =
|| v0||2
2M1
− 〈u0, J v0〉+ || v1||
2
2ν
− 〈u1, J v1〉 − ν||u1||
+
|| v2||2
2M2
− 〈u2, J v2〉 − µm3||u2 − (1− µ)u1|| −
(1− µ)m3
||u2 + µu1|| .
The spatial three body problem has nine degrees of freedom as each body is able to
move in three independent directions. We can reduce the problem to six degrees of
freedom by fixing the center of mass at the origin and setting the linear momentum
equal to zero. By construction, expressed in our rotating Jacobi coordinates u0 is
the center of mass, v0 is the linear momentum and the angular momentum becomes
A = u0 × v0 + u1 × v1 + u2 × v2.
Setting u0 = v0 = 0 effects the reduction to a six degree of freedom system. We can
reduce the system by two more degrees of freedom, is we fix the value of the total
angular momentum. We will use this later on.
We are interested in the three body problem for two finite and one infinitesimal
mass. We now use the fact that the third particle has a very small mass by setting
m3 := ε
2
and consider ε to be a small parameter. We get
M2 := ε
2/(1 + ε2) = ε2 − ε4 + . . . .
and our Hamiltonian becomes
H = K + H˜,
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with
K =
1
2ν
|| v1 ||2 − 〈u1, Jv1〉 − ν||u1 ||
and
H˜ =
1 + ε2
2ε2
|| v2 ||2 − 〈u2, Jv2〉 − ε
2 (1− µ)
||u2 + µu1 || −
ε2 µ
||u2 + (1− µ)u1 || .
Note that K is the Kepler Hamiltonian in rotating coordinates. Using the scaling
ui → ui, vi → νvi, K → ν−1K, H˜ → ν−1H˜, ε2ν−1 → ε2
simplifies K to
K =
1
2
|| v1 ||2 − 〈u1, Jv1〉 − 1||u1 ||
and gives
H˜ =
1 + νε2
2ε2
|| v2 || − 〈u2, Jv2〉 − ε
2 (1− µ)
||u2 + µu1 || −
ε2 µ
||u2 − (1− µ)u1 || .
Due to our scaling of the configuration the Hamiltonian K has a critical point at
u1 = a =

 10
0

 , v1 = b =

 01
0

 ,
which corresponds to a circular orbit of the Kepler problem. This orbit describes the
circular movement of the primaries around their common centre of mass such that
the distance between the primaries is equal to one. The position of the sun is fixed
in rotating coordinates at the point (µ, 0, 0), the position of the earth at (1−µ, 0, 0).
We expand the Hamiltonian K in a Taylor series about this critical point. Ignoring
constants and scaling by
u1 → a+ ε q, v1 → b+ ε p, K → ε−2K,
we get
K = K0 +O(ε),
K0 =
1
2
(p21 + p
2
2 + p
2
3)− q2p1 − q1p2 +
1
2
(−2q21 + q22 + q23).
We scale H˜ accordingly by
u2 → ξ, v2 → ε2η, H˜ → ε−2H˜.
Thus the Hamiltonian of the three-body problem becomes
H = HR +K0 +O(ε),
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where HR is the Hamiltonian of the restricted problem
HR =
1
2
|| η||2 − 〈ξ, J η〉 − (1− µ)|| ξ − (µ, 0, 0)|| −
µ
|| ξ − (1− µ, 0, 0)|| , (2.3)
which is what we were looking for. The total angular momentum is a first integral.
In Jacobi coordinates it is
A = u1 × v1 + u2 × v2 = (a+ εq)× (b+ ε) + ε2ξ × η.
To fix A at A = a× b means that we impose the constraint
a× p+ q × b+O(ε) = (−q3,−p3, p2 + q1) +O(ε) = 0.
Accordingly, as ε tends to zero, this yields q3 = p3 = p2 + q1 = 0. It is important
to notice that this constraint affects the q, p variables only and that HR does not
depend on these variables. To gain further insight into the relation of theHR withH,
we fix ε = 0 for the moment and reduce the system by passing to the hypersurface
A = a× b. (For more details on reduction see Section 2.4.) By changing coordinates
symplectically according to
r1 = q1 + p2, R1 = p1,
r2 = q2 + p1, R2 = p2,
r3 = q3, R3 = p3
we turn K0 into
K0 =
1
2
(r22 +R
2
2) +
1
2
(r23 +R
2
3) + r1R2 − r21.
K0 describes the uniform rotation of the primaries. Holding A fixed implies that
r1 = r3 = R3 = 0. Passing to the “reduced phase space,” that is to the hypersurface
corresponding to A = a× b, we get the reduced Hamiltonian
H = HR +
1
2
(r22 +R
2
2).
Thus, H is the sum of the Hamiltonian of the restricted three-body problem and a
harmonic oscillator for ε = 0. As the equations and the integrals depend smoothly
on ε, we draw the conclusion that for small ε the Hamiltonian of the three-body
problem becomes
H = HR +
1
2
(r22 +R
2
2) +O(ε) .
Lemma 2.2.0.1 ([Meyer, Schmidt]) The reduced three-body problem in two or
three dimensions with one small mass is approximately the superposition of the
restricted problem and a harmonic oscillator.
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2.2.2. From the restricted to the lunar problem
In [Kummer, 1983] the Hamiltonian of the lunar problem is derived by approxima-
ting the Hamiltonian of the restricted problem, while assuming that the small body
moves very close to its earth and only on bounded orbits. Introducing a suitable
perturbation parameter yields the perturbed Kepler Hamiltonian which we were
looking for. The analysis of the dynamics of this system is called the lunar problem.
Because we assume that the influence of the third mass on the dynamics of the
system can be neglected, we return to the case ε = 0, keep A = a × b fixed and
forget about K0 as it only describes the uniform rotation of the primaries. We get
the Hamiltonian (2.3)
HR =
1
2
|| η||2 − 〈ξ, J η〉 − (1− µ)|| ξ + (µ, 0, 0)|| −
µ
|| ξ − (1− µ, 0, 0)|| .
which depends on (ξ, η). Thus, we are left with a three–degree–of–freedom system
that describes the movement of a “massless” satellite under the influence of the
gravitational forces of the primaries. This Hamiltonian system is called the spatial,
circular restricted three body problem. The lunar problem has a further characte-
ristic: the movement of the satellite happens close to the earth and on bounded
orbits. Therefore, we shift the position of the secondary of mass µ to the origin by
the translation
P := η
Q := ξ −

 1− µ0
0


and HR becomes
HR =
1
2
||P ||2 − (Q1P2 −Q2P1)− (1− µ)P2 − µ||Q || −
1− µ
||Q+ (1, 0, 0) || . (2.4)
In any Hamiltonian system with a Hamiltonian of the form H = 1
2
||P ||2 + U the
motion can only take place in regions whereH−U ≥ 0. Regions where this inequality
holds are called Hill regions. In our case this means that we have to choose |HR | to
be very large and HR to be negative in order to restrict the motion of the moon to
a Hill region about one of the primaries or about infinity. The value of HR usually
is called Jacobi constant.
We will assume that the moon moves in the Hill region around the planet of mass µ.
To avoid collisions and to allow us to expand our Hamiltonian in a Taylor series in
Q, we also assume that the value of the Jacobi constant is so large and so negative
that our orbits are contained in a region that satisfies ||Q || < 1. Now we can expand
||Q+ (1, 0, 0) || about zero up through quadratic terms. Substituting the resulting
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expression into HR gives
K˜(Q,P ) =
1
2
||P ||2− µ||Q ||−(Q1P2−Q2P1)−(1−µ)(−1+P2+Q1+3Q
2
1−||Q||2)+O(||Q||3).
We want to introduce a perturbation parameter and bring K˜ into the form of a
perturbed Keplerian system. To this end, we study the flow associated to the Ha-
miltonian vector field XK˜ on the level surface K˜ = −12k2δ−2 for δ very small and
positive and k ≈ 1. The term (1−µ)(−1+P2+Q1) is not suitable for our purposes,
as it is linear in Q and P. Thus we follow [Kummer, 1983] and substitute 1−Q1 for
P2. This yields the new Hamiltonian
Kˆ(Q,P ) =
1
2
||P ||2 − µ||Q || − (Q1P2 −Q2P1)− (1− µ)(3Q
2
1 − ||Q||2) +O(||Q||3) .
To explain this substitution we observe that the projection of the Hamiltonian
flows of K˜ and Kˆ from the given phase space T ∗ (R3 − {(0, 0, 0), (1, 0, 0)}) onto
R3 − {(0, 0, 0), (1, 0, 0)} agree. That is, if we eliminate the “auxiliary variable”
P from the equations of motion, the same equations of motion for Q result in
both systems. Therefore, we analyze the Hamiltonian system with Hamiltonian Kˆ
instead of the original one.
Now, an appropriate rescaling of the variables that “pushes the sun really far away¨ıs
given by
(Q, P, Kˆ, t) −→ (µ δ2X, δ−1 Y, δ−2H, µδ3τ) . (2.5)
Our Hamiltonian K becomes
H(X, Y ) =
1
2
||Y ||2 − 1||X|| (2.6)
−ε(X1Y2 −X2Y1)− 1
2
ε2(1− µ)(3X21 − ||X||2)
+O(µ−
1
3 ε
8
3 )
where ε := µδ3 and H takes the value −k
2
. The question, what the dynamics of this
perturbed Keplerian system looks like, is called the lunar problem.
Remark 2.2.1 One obtains the above scaling as follows. Consider the map(
Q
P
)
= φ
(
X
Y
)
=
(
µδ2X
δ−1Y
)
(2.7)
and a scaling of time. The coordinate transformation (2.7) has multiplier δ−2. We
have
Kˆ(Q, P ) =
1
δ2
H(X,Y )
but now the equations of motion have become
dX
dt
=
1
µδ3
∂H
∂Y
,
dY
dt
= − 1
µδ3
∂H
∂X
.
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This is a scaling with multiplier (µδ)−1. But instead of scaling K, we scale time
according to t→ µ δ3τ. This yields
dX
dτ
=
∂H
∂Y
,
dY
dτ
= −∂H
∂X
.
Thus, substituting (µδ2X, δ−1Y, δ−2H, µδ3τ) for (Q,P, t,K) yields a transformati-
on that preserves the Hamiltonian equations (2.1).
2.2.3. Regularization of the Kepler Hamiltonian
The Kepler Hamiltonian describes the motion of a point-like body in the gravita-
tional potential of a second body that is fixed at the origin. Obviously, the Kepler
Hamiltonian
K0 =
1
2
|Y |2 − 1|X |
has a singularity at the origin. If the angular momentum Y × X is equal to zero,
collisions occur. In this case, the small body reaches the origin in finite time with
infinite velocity. This means that the flow of this Hamiltonian system is incomplete.
Nevertheless, it can be completed it in a rather “natural” way. To be able to study
orbits that pass close to the origin, we have to get rid of the singularity. This is
accomplished by using a regularization procedure. One of these procedures is Moser
regularization, which uses time rescaling, interchanging of position and momentum
and the stereographic projection. In this way, orbits of the Kepler Hamiltonian are
mapped to geodesics on T ∗(S3 − {(0, 0, 0, 1)}) where S3 = {q ∈ R4 | |q | = 1}. As
we will see, collision orbits correspond to geodesics that pass through the north
pole (0, 0, 0, 1) and as they behave like “ordinary regular orbits”, we can complete
our phase space and our flow.
Let time evolve and let us look at the behaviour of the momentum vectors Y. As
Hamilton realized, they trace out circles during one period of a Keplerian orbit (for
more details see [Hamilton, 1846] or [Milnor, 83]). Moser regularization depends on
this property. The first step deals with the singularity at the origin itself. By rescaling
time according to
ds
dt
=
k
|X|
for some k > 0 we get the altered equations of motion
dX
ds
=
|X |
k
∂K0
∂Y
,
dY
ds
= − |X |
k
∂K0
∂X
.
Thus, to regain a Hamiltonian system, we have to replaceK0 with a new Hamiltonian
K˜0. With
K˜0(X,Y ) =
|X |
k
(
K0(X,Y ) +
1
2
k2
)
+
1
k
,
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we notice that level setsK−10 (−12k2) correspond to level sets K˜−10 ( 1k ) and on this level
set the Hamiltonian equations of K˜0 agree with the rescaled equations of motion of
K0, that is
dX
ds
=
∂K˜0
∂Y
,
dY
ds
= −∂K˜0
∂X
.
Now we can introduce the so-called Moser mapM : T ∗(S3−{(0, 0, 0, 1)})→ T ∗(R3−
{0}) by
Xi = −1
k
(pi + qip4 − piq4) , Yi = kqi
1− q4 , i = 1, 2, 3.
It is the composition of the tangent of the stereographic projection from the north
pole (0, 0, 0, 1) of S3 and of the map (X,Y )→ (−Y,X). The Moser map is symplectic
and it transforms the circles traced out by the momentum vectors to geodesics of
S3. For the rescaled Kepler Hamiltonian K˜0 we get
G0 = K˜0 ◦M(p, q) = | p |
on
T+(S3 − (0, 0, 0, 1)) = {(q, p) ∈ T ∗R4| | q | = 1, q 6= (0, 0, 0, 1), 〈p, q〉 = 0, p 6= 0}.
But G0 is defined and smooth on all
T+S3 = {(q, p) ∈ T ∗R4| | q | = 1, 〈p, q〉 = 0 and p 6= 0}.
Its flow on T+S3 is the geodesic flow. Thus, we can extend the flow of the regularized
Kepler system to T+S3 and study its dynamics. Now we can treat the former collision
orbits passing through (0, 0, 0, 1) like regular ones. This completes the regularization
process. Applying this procedure to the Hamiltonian (2.6) of the lunar problem, we
get the regularized Hamiltonian
G(q, p) = G0 + εG1 + ε
2G2 +O(ε
8/3) (2.8)
= |p | − ε 1
k
|p |(1− q4)(q1p2 − q2p1)
−ε2 1
2
(1− µ)
k3
|p |
[
3p21 + 6(q1p4 − q4p1)(1− q4)p1
+3(q1p4 − q4p1)2(1− q4)− |p |2
+3|p |2(1− q4)q4 − 3q4p21 + |p |2q34
]
+O(ε8/3).
This perturbed Hamiltonian extends to a smooth function defined on all T+S3, too.
Thus, we have regularized simultaneously the flow of the Kepler Hamiltonian and
its perturbation, the lunar problem.
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2.2.4. Excursion: KS transformation and the lunar problem
Moser regularization is just one of many methods available to remove the sin-
gularity of the three-dimensional Kepler Hamiltonian. Another method that is
even more frequently used to regularize that type of singularity is the so-called
Kustaanheimo-Stiefel (KS) transformation. This regularization procedure is used
in [Kummer, 1983] in the complex, so-called quaternion version. As we will refer
to that article frequently, it is necessary to understand the way the lunar problem
is treated there. The problem of the hydrogen atom in crossed fields is described
by a perturbed Keplerian system in [Cushman, Sadovski´ı]. It is regularized using a
different version of the KS transformation, which is easier to understand. We will
introduce a similar modification of the transformation here, which is suitable for
our system. This modification has e.g. also been used in [Webert, Main, Wunner]
and corresponds to the quaternion version used in [Kummer, 1983] .
The KS transformation was introduce in [Kustaanheimo, Stiefel] and consists of two
steps: We have to rescale time and we lift the system from T ∗0 R
3 to T ∗0 R
4. Further-
more, because of the structure of Hamiltonian system, it will be useful to express
the term x1y2 − x2y1 in suitable coordinates. Let (x, y) be symplectic coordinates
of T ∗0 R
3. We define symplectic coordinates of T ∗0 R
4 by (u, p) and consider the KS
transformation
KS : T ∗0 R
4 → T ∗0 R3 : (u, p)→
(
MKS u,
1
2r
MKS p
)
= (x, 0, y, 0).
Here
MKS =


u3 −u4 u1 −u2
u4 u3 u2 u1
u1 u2 −u3 −u4
u2 −u1 −u4 u3

 ,
r = |u|2 = |x| and M tKSMKS =MKSM tKS = rE.
This yields
x1 = 2(u1u3 − u2u4)
x2 = 2(u4u1 + u2u3)
x3 = u
2
1 + u
2
2 − u23 − u24.
As
3∑
i=1
yidxi =
4∑
i=1
pidui
has to hold, we get
y =
1
2r
MKSp,
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that is,
y1 =
1
2r
(u3p1 − u4p2 + u1p3 − u2p4)
y2 =
1
2r
(u4p1 + u3p2 + u2p3 + u1p4)
y3 =
1
2r
(u1p1 + u2p2 − u3p3 − u4p4).
with
r = |q | = u2.
Defining MKS we have also set up the constraint
ζ = −(u2p2 − u2p1) + (u3p4 − u4p3) = 0. (2.9)
The map KS converts the Kepler Hamiltonian into
HK =
1
8r
|p |2 − 1
r
.
We can turn HK into a system of four coupled harmonic oscillators by rescaling time
according to
dt
ds
= 4r = 4|u |2.
As usual (compare page 34), we have to use the Hamiltonian
HKS(u, p) = 4r
(
HK(u, p) +
1
2
)
+ 4 ,
=
1
2
|p |2 + 2|u |2
instead of HK . The level set HK = −12 corresponds to HKS = 4. Moreover the
equations of motion of the original and the rescaled system agree there.
The inverse of the KS transformation MKS is not unique, its fibers being given by
u1 =
√
r + x3 cos
φ+ α
2
,
u2 =
√
r + x3 cos
φ+ α
2
,
u3 =
√
r − x3 cos φ− α
2
,
u4 =
√
r − x3 cos φ− α
2
.
where the angle α is arbitrary. The regularized Hamiltonian HKS has a S
1 symmetry
generated by the Hamiltonian vector field of ζ. The KS regularized Hamiltonian
vector field is not equivalent to the Kepler vector field. We have to reduce the S1
symmetry and pass to the reduced phase space ζ−1(0)/S1 to gain equivalence. As we
want to apply KAM strategies to the lunar problem later on, we will be looking for
very special action angle variables. Even in this context, the KS transformation is an
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appropriate alternative to Moser regularization. With the Moser regularized system,
we had to use constrained normalization because our system lives on T ∗S3. Using
the KS regularization method, we get the actual regularized system by reduction.
Thus, we would not have to consider constrained normal forms as the S1 symmetry
of the regularized Hamiltonian is respected when we normalize using standard Lie
series methods (cf. [Cushman, Sadovski´ı]). As the action of S1 on phase space is
defined by a Hamiltonian flow φ it is symplectic, that is for any functions f, h ∈ A
we get
{ f, h } ◦ φ = { f ◦ φ, h ◦ φ }.
Theorem 2.2.1 [Churchill, Kummer, Rod]
Let H =
∑∞
k=0Hk ∈ A be in normal form through terms of order (m − 1) ≥ 0
with respect to H0, that is, {Hk, H0 } = 0 for 1 ≤ k ≤ m − 1, and assume that
H0 splits A. Let Hm = H¯m + Hˆm with H¯m ∈ ker(adH0) and Hˆm ∈ im(adH0) and
adH0(Rm) = −Hˆm. Let the group G act linearly on A such that for any g ∈ G
{ f, h } ◦ g = { f ◦ g, h ◦ g }
holds for any f, h ∈ A. Assume that g ∈ G fixes H and H0, that is
H0 ◦ g = H0 and H ◦ g = H.
Then g fixes exp(adRm), too.
Thus, the normalizing coordinate transformations commute with the S1 symmetry
generated by the flow of Xζ . Therefore, we can normalize with respect to HKS and
u1p2 − u2p1 first and reduce with respect to the two corresponding symmetries and
the third, the KS symmetry, afterwards. This implies that we can work in T ∗R4
using the standard symplectic form, when looking for action angle coordinates, too.
The decision to use Moser regularization nevertheless, is mainly based on the
fact that we want to apply the techniques presented in [Cushman, v.d.Meer] an
[Cushman, 1992] when analyzing the twice normalized system.
Remark 2.2.2 In [Kummer, 1983] we find a quaternion version of the KS trans-
formation, to regularize perturbed Keplerian systems. In that paper, the reduction of
the symmetries is not performed using invariant theory as in [Cushman, Sadovski´ı].
Instead, the author realizes the phase space as a submanifold of su(2)∗ × su(2)∗.
The resulting system is more complicated and it is unavoidable to use the corre-
sponding Poisson structure to normalize the system. The additional symmetries of
the system after normalizing are reduced using regular reduction according to the
Marsden-Weinstein theorem. Thus, Kummer has to exclude values of the momenta
corresponding to fixed points of the additional symmetries.
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2.3. Constrained normal forms
This rather technical section gives an overview of the method of constrained
normalization and its theoretical background.
When we are studying Hamiltonian systems, the phase space P often will not be
T ∗Rm. It will be some 2m-dimensional symplectic or Poisson manifold. This can
be due, for example, to regularization procedures or to the chosen model for the
physical system. That our system lives on a manifold is the reason for some extra
complications: Even if P is smoothly embedded in T ∗Rm, we often will not be able
to use the standard symplectic form to calculate the Hamiltonian vector field XH
for the Hamiltonian H. This is due to the fact that we would compute XH as a
vector field on T (T ∗Rm) then. What we are looking for is a vector field on TP,
though. The manifold P is not necessarily an invariant manifold of XH . We have to
guarantee that XH is tangential to P . To do so and to study the dynamics of the
system we have to know the Poisson structure on P (see Section 2.1). By calculating
the so-called Dirac brackets {·, ·}∗ we find the Poisson bracket {·, ·}P on P and the
Hamiltonian vector field on TP . Alternatively, we can replace our Hamiltonian H
with a new Hamiltonian H. The new Hamiltonian has to agree with the old one on
P, whereas the new vector field XH (as vector field on T (T
∗Rm) ) shall be tangential
to P :
H
∣∣
P
= H
∣∣
P
,
{ · , H∣∣
P
}P = { · , H}
∣∣
P
.
Thus, P is an invariant manifold of the Hamiltonian vector field XH. We can
follow this line of thought somewhat further: We want to compute a normal
form of H on P , a Hamiltonian function that—hopefully—approximates our
original system and that has more symmetries than the latter. To establish a
relationship between the constrained normal form and the original Hamiltonian we
need more: We have to guarantee the existence of a transformation φ, such that
H◦φ = H¯+(higher order terms) and such that P is an invariant manifold of φ. We
could do this using local charts and the Poisson structure of P. Another possibility
is to use H, the standard symplectic form of T ∗Rm and adapt the normalization
algorithm in such a way that we get a function H¯ that is not only a normal form of
H but that has P as an invariant manifold, too. Its property that XH¯ preserves P
will be quite useful for later calculations, as this implies that dH¯ can be calculated
as the usual gradient on R2m ' T ∗Rm .
2.3.1. Cosymplectic Submanifolds
The constrained normalization procedure applies to a certain kind of Hamiltonian
systems. They live on cosymplectic submanifolds. In this subsection we will discuss
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some important properties of these manifolds and of the functions that live on them.
It should be remarked that it is equivalently possible to normalize the system using
the local Poisson-structure of the manifold. Constrained normalization is more a
different point of view, than a different way to calculate a normal form. It allows us
a more geometric picture of the system and how to obtain it.
Definition 2.3.1 Let N be a 2n-dimensional symplectic manifold with symplectic
form ω and F1, . . . , F2m ∈ C∞(N) and let c be a regular value of the map
C : N −→ R2m : p −→ (F1(p), F2(p), . . . , F2m(p)) .
Then P = C−1(c) is a smooth 2(n−m)–dimensional submanifold of N. It is called
the constraint manifold defined by the constraint functions {Fi}2mi=1. If the matrix
C = ({Fi, Fj}(p)) (2.10)
of Poisson brackets of the constraints is invertible for every p ∈ P then P is a
cosymplectic submanifold of N.
Theorem 2.3.1 If P is a cosymplectic constraint submanifold of (N,ω), then ω|P
is a symplectic form on P .
Proof: See [Cushman, Bates].
Let us consider a smooth function H ∈ C∞(N) and the associated Hamiltonian
vector field XH . If we restrict this vector field to a cosymplectic submanifold P, its
restriction does not need to be tangential to P. To study the Hamiltonian system
(P, ω|P , H
∣∣
P
) we have to construct a vector field XH|P , which is tangential to P. It
is the projection of XH onto TP with respect to the splitting of TN into TP and
its ω-orthogonal complement.
Using ω|P we can construct a Poisson bracket {·, ·}P on C∞(P ). By definition we
have
{F ∣∣
P
, G
∣∣
P
}P = ω|P (XF |P ,XG|P ).
The Poisson bracket on P agrees with the so-called Dirac bracket. Let C−1 be the
inverse of the matrix C defined by (2.10). Since P is cosymplectic we know that
C−1 is defined on a neighborhood U of P. For u ∈ U the Dirac bracket {·, ·}∗ of
H,G ∈ C∞(N) is defined by
{H, G}∗ = {H, G} −
∑
1≤i, j≤2m
{H, Fi} (C−1)ij {Fj, G} .
({·, ·} is the Poison bracket on N here.) If we look at the ring of all smooth functions
on N, we note that
J =
{
f ∈ C∞(N) ∣∣ f ∣∣
P
= 0
}
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is an ideal generated by the functions {Fi}1≤i≤2m. Therefore,
C∞(P ) = C∞(N)/J
holds and for every function f ∈ C∞(P ) there is a function F ∈ C∞(N) such that
f = F |P . For all K ∈ C∞(N) we have
{K,Fk}∗ = {K, Fk} −
∑
1≤i, j≤2m
{K, Fi} (C−1)ij {Fj, Fk}
= {K, Fk} −
∑
1≤i, j≤2m
{K, Fi} (C−1)ij Cjk
= {K, Fk} −
∑
1≤i≤2m
{K, Fi} δik
= 0 .
Furthermore, we know that {·, ·}∗|P is well defined on C∞(P ) because we have
{F + J , K}∗ = {F, K}∗ + J
for all F, K ∈ C∞(P ).
(For a proof see e.g. [Cushman, Bates].)
If we define for H ∈ C∞(N)
H = H +
m∑
i=1
m∑
j=1
(C−1)ij {H,Fj}Fi , (2.11)
we have constructed a function, such that
H
∣∣
P
= H
∣∣
P
and
{H, Fk} = 0 for all 1 ≤ k ≤ 2m .
This is easily seen, as
{H, Fk} = {H,Fk}+
{
m∑
i=1
m∑
j=1
(C−1)ij {H,Fj}Fi , Fk
}
= {H,Fk}+
m∑
i=1
m∑
j=1
(C−1)ij {H,Fj} {Fi, Fk}
= {H,Fk} −
m∑
i=1
m∑
j=1
(C−1)ij {H,Fj}Cki
= {H,Fk} −
m∑
j=1
{H,Fj} δjk
= 0 .
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This implies, that P is an invariant manifold of H and thus XH|P = XH
∣∣
P
.
Lemma 2.3.1.1 The following statements are equivalent
i. XH|P = XH
∣∣
P
.
ii. {H, Fj} ∈ J for all j = 1, . . . , 2m .
iii. P is an invariant manifold of XH .
iv. XH is tangential to P at each point of P.
Proof: See [Cushman, v.d.Meer].
Furthermore, we get
Lemma 2.3.1.2 If XH|P = XH on P, then
{
H
∣∣
P
, G
∣∣
P
}
P
= {H, G} ∣∣
P
for all G ∈
C∞(N).
Proof:
Since XH|P = XH
∣∣
P
we have {H, Fi} ∈ J for all i = 1, . . . , 2m and therefore we
have
{
H
∣∣
P
, G
∣∣
P
}
P
= {H, G} ∣∣
P
by definition of {·, ·}P . ¤
With these “ingredients” it becomes apparent that
{F |P , G|P}P = {F, G}∗ |P
holds for all F, G ∈ C∞(N) (for more details see [Cushman, v.d.Meer]). Thus, de-
aling with a Hamiltonian system, we can either switch to the Poisson structure on
P by using Dirac brackets or stay in N with its symplectic structure ω by using H
instead of H.
2.3.2. Constrained normalization using Lie-series
From now on, we assume that (P, ω|P ) is a cosymplectic constraint manifold and
that the Hamiltonian function H has the following properties
• H has the form H = H0 + εV.
• H0 ∈ C∞(N) and the associated Hamiltonian vector field XH0 has only peri-
odic orbits. For any p ∈ P the period is given by T (p).
• V is a formal power series in ε with coefficients in C∞(N).
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The Lie algebra of these functions together with the Poisson bracket associated to
ω form a Poisson algebra which we denote as A. We will call H the perturbed
Hamiltonian, εV the perturbation and H0 the unperturbed Hamiltonian. Using the
Poisson bracket we define a linear map
adH(G) : A → A : G→ {G,H} (2.12)
called the Hamiltonian derivation associated to H. Iterating adH we write
adlH := ad
l−1
H ◦ adH with ad 0H = id. Thus, the Hamiltonian vector field of H is
XH0 = {·, H0} = adH0 . The periodicity of the orbits of XH0 implies that we can
split A into kernel and image of adH0 .
Definition 2.3.2 The function K =
∑∞
r=0 ε
rKr ∈ A is normal up to order m > 0
with respect to H, iff adH(Kr) = 0 for all 0 ≤ r ≤ m .
The splitting is obtained by averaging over the flow φH0 of XH0 . Then we can write
each function F ∈ A as F = F¯ + F˜ , where
F¯ (p) :=
1
T (p)
∫ T (p)
0
F (φtH0(p))dt ∈ ker(adH0) (2.13)
and
F˜ := F − F¯ ∈ im(adH0). (2.14)
(See for example [Cushman, v.d.Meer] for details.)
Definition 2.3.3 The function H0 ∈ C∞(N) splits A, if C∞(N) = ker(adH0)⊕
im(adH0)
with
ker(adH0) = {K ∈ C∞(N)| adH0(K) = 0}
and
im(adH0) = {K ∈ C∞(N)| ∃K ′ ∈ C∞(N) with adH0(K ′) = K}.
The fact that H0 has only periodic orbits yields a symmetry of the unperturbed
system which is lost in the perturbed one. When we normalize a Hamiltonian with
respect to H0, we push this symmetry of H0 forward through the Taylor series
of the perturbing potential. We squeeze more and more terms of the transformed
Hamiltonian into the kernel of adH0 . Suppose H = H0 + εH1 + O(ε
2) and
{H0, H1} 6= 0. If we normalize up to a certain order and neglect all higher order
terms afterwards, we get a Hamiltonian that has at least one integral more than
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the former Hamiltonian possessed, namely H0.
To construct the required normal form, we use the splitting property of H0. If H0
splits A, we can write H =∑∞i=0 εiHi as
H = H0 + ε(H¯1 + Hˆ1) +O(ε
2)
with H¯1 ∈ ker(adH0) and Hˆ1 ∈ im(adH0). If we get rid of Hˆ1, our Hamiltonian H
will be normal with respect to H0 up to first order. To eliminate Hˆ1 we define a
linear operator, the so-called Lie-series of R by exp(ε adR) : A → A
exp (ε adR) =
∞∑
j=0
εj
j!
adjR .
This operator allows us to transform our Hamiltonian H in the desired way:
Theorem 2.3.2 Let H =
∑
εiHi ∈ A be in normal form with respect H0 up to
order (m − 1) ≥ 0. Assume that H is real-analytic on some domain P ⊆ N for ε
small enough and that H0 splits A. Let Hm = H¯m + Hˆm with H¯m ∈ ker(adH0) and
Hˆm ∈ im(adH0). Define
Rm :=
1
T
∫ T
0
t · Hˆm(ΦtH0) dt .
Then Rm is a real-analytic function on P and for ε sufficiently small, the Hamilto-
nian flow ΦεRm exists, is real-analytic and we have
exp (ε adRm)(H) = H ◦ ΦεRm .
The mapping ε → ΦεRm is a one parameter group of automorphisms of A. Further-
more, exp (ε adRm)(H) is normal up to terms of order m with respect to H0, it agrees
with H up to terms of order k ≤ m− 1 and the coefficient of the term of order m is
H¯m =
1
T
∫ T
0
Hm(Φ
t
H0
)dt .
We have seen how to compute the first order normal form of a Hamiltonian now.
Iterating this procedure gives us normal forms of any order we need.
Further detail on normalization by Lie-series can be found in [Deprit, 69].
The method of constrained normalization was introduced and discussed in
[Cushman, v.d.Meer]. It provides us with a solution for dealing with normal forms
of Hamiltonian systems on cosymplectic manifolds.
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Remark:
As the coordinate transformation φεRm is derived as a Hamiltonian flow it is a sym-
plectic change of coordinates. That is, expressed in the new coordinates the equations
of motion have the form (2.1) once again.
Lemma 2.3.2.1 If H¯ is normal with respect to H0 up to terms of order m, then
H¯
∣∣
P
is normal with respect to H0
∣∣
P
up to terms of order m.
Proof: [Cushman, v.d.Meer]
Let us return to our cosymplectic submanifold (P, ω
∣∣
P
). When we normalize the
Hamiltonian H up to terms of order m, we treat H as an analytic function on N.
Applying the normalization algorithm, we find a transformed Hamiltonian H¯ = H◦φ
that is an analytic function on N once again. Neither the symplectic transformation
nor the flow of H¯ are obliged to preserve P so far. Thus, we have to establish
a relation between these two Hamiltonian systems on P by altering φ in such a
way that it preserves P and normalizes H up to the desired order at the same
time. This adapted procedure is called constrained normalization. To find an
appropriate coordinate transformation φ, we have to pay attention to the fact that
it is constructed as a composition of Hamiltonian flows φεRm .
Definition 2.3.4 exp (ε adRm)(H) is normal with respect to H0 modulo J up to
terms of order m if
• {Rm, Fi} ∈ J for i = 1, . . . , 2m.
• all terms of exp (ε adRm)(H) of order ≤ m are elements of ker(adH0)⊕ J .
When we have a look at the generator Rm as defined in theorem (2.3.2), two cases
can occur.
• The Hamiltonian flow associated to Rm already has P as an invariant manifold.
Then we can proceed as usual and nothing has to be changed.
• P is not an invariant manifold of XRm .
Theorem 2.3.3 If P is an invariant manifold of the Hamiltonian flow associated
to XH0 , then P is an invariant manifold of the Hamiltonian flow Φ
ε
R with
R = Rm +
2m∑
i=1
αiFi with αi =
2m∑
j=1
(C−1)ij{Rm, Fj}
and exp(ε ad(R))(H) is normal up to terms of order m modulo J with respect to
H0.
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Proof: see [Cushman, v.d.Meer].
In Section 3.2 we will prefer to work with the normalized, truncated Hamiltonian
of the lunar problem as a function in C∞(T ∗0 R
4) instead of C∞(T+S3). If H is the
Hamiltonian and H¯ is the truncated constrained normal form, we need to find H¯
as it is defined in (2.11). We can either do this, by passing from Hm to Hm, as
preliminary step of each iteration of the normalization procedure. As is shown in
[Cushman, v.d.Meer] the resulting constrained normal form then will be H¯. Alter-
natively, we normalize first and use the resulting constrained normal form H¯ to
calculate H¯ afterwards. Actually, this is the way, the constrained normal form will
be calculated in Section 3.1.
2.4. Reducing the degrees of freedom
In this section we will make use of the advantages normalization has given to us. By
normalizing and truncating our Hamiltonian we constructed a Hamiltonian system
endowed with an extra symmetry. This symmetry serves to simplify the system,
as it enables us to reduce the degrees of freedom. This is also due to the fact that
symmetries yield integrals, constants of motion.
2.4.1. Reduction
This section is intended to give a very brief overview of the tools we need when we try
to simplify Hamiltonian systems that possesses symmetries. The reader is referred
to [Abraham, Marsden] or [Cushman, Bates] for a rigorous discussion of the subject.
Let G be a compact Lie group, e its identity element and N a symplectic manifold.
Definition 2.4.1 An action φ of G on N is a smooth mapping
φ : G×N → N
(g,m) → φ(g,m) = φg(m)
such that for all g, h ∈ G and all m ∈ N
φgh(m) = φg(φh(m)) and φe(m) = m.
The action is called proper, if the map
G×N → N ×N ; (g,m)→ (m,φg(m))
is proper, that is the inverse image of a compact set under this map is compact.
For m ∈ N the isotropy group is defined as
Gm := {g ∈ G | φ(g,m) = m}
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and the G-orbit of m is
Om := {φg(m) | g ∈ G}.
The action φ is called free, if Gm = {e} for all m ∈M.
Remark 2.4.1 We note that the map g → φg is a homomorphism of the group
G into the diffeomorphisms of N. Furthermore, the action of a compact Lie group
on N is always proper. (For details see [Cushman, Bates].) An example for a proper
group action is the flow of a Hamiltonian system whose orbits have constant period
T. The corresponding Lie group is S1 then. If the Hamiltonian flow has no fixed
points either, then the corresponding group action is free, too.
We can define an equivalence relation ∼ on N by saying that m ∼ m′ if and only if
m and m′ lie on the same G-orbit. Thus, ∼ partitions N into G-orbits and the orbit
map
pi : N → N/G : m→ m¯ := Om
is surjective. N/G is denoted as orbit space and consists of all G orbits of φ on N.
Lemma 2.4.0.1 If the action φ : G × N → N is free and proper, then the orbit
space N/G is a smooth manifold.
See [Cushman, Bates] for a proof.
Remark: To elucidate what we are actually dealing with when we work with the
reduced phase space it is useful to cite [Cushman, 2000]. Charts of orbit spaces are
local Poincare´ sections of the considered dynamics.
We still need to introduce the concept of “symmetry” and of what a “momentum
map” is supposed to be, before we can talk about “regular” or “singular reduction”.
Definition 2.4.2 Let φ be the action of the Lie group G on the symplectic manifold
N, G = TeG be the Lie algebra of G and let ξ ∈ G . The vector field
Xξ : N → TN
m→ Xξ(m) = d
dt
∣∣∣∣∣
t=0
φm(exp(tξ)) = (Teφm) ξ
is called the infinitesimal generator of φ in the direction ξ.
Definition 2.4.3 The action φ of a Lie group G on a symplectic manifold N is
called a Hamiltonian G-action if
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• for every ξ ∈ G Xξ is a Hamiltonian vector field on (N,ω), that is there is a
smooth function J ξ : N → R such that Xξ = XJξ ,
• φg is a symplectic diffeomorphism for every g ∈ G.
Provided that {J ξ, Jν} = J [ξ, ν] for all ξ, ν ∈ G, then the mapping J : N → G∗
defined by J(m)ξ = J ξ(m) is called a momentum map of φ. A momentum map
J is called coadjoint equivariant, if J(φg(m)) = Ad
∗
g(J(m)) holds for all m ∈M
and g ∈ G.
Remark 2.4.2 The so-called coadjoint action Ad∗g of G is the dual mapping of
Adg : G → G with
Adgξ =
d
dt
∣∣∣∣∣
t=0
g exp (tξ)g−1.
If G is a commutative Lie group, then Ad∗g = id and in this case a coadjoint equiva-
riant momentum map is just a momentum map that is preserved by φ.
Now we have gathered all terms necessary to define a “symmetry” of a Hamiltonian
System.
Definition 2.4.4 Let G be a Lie group and (N,ω,H) a Hamiltonian system. A G-
action φ on N is called a symmetry of this system, if φ is a Hamiltonian action
that preserves H.
Remark 2.4.3 As mentioned above, an example for a proper and free group action
is the flow φJ of a Hamiltonian system (N,ω, J), whose orbits have constant period T
and which has no fixed points. The corresponding Lie group is R/TZ that is S1. Since
this group is compact and commutative, and since the flow φtJ is a diffeomorphism
on N for each t, this action is proper, free and Hamiltonian. Therefore, φJ is a
symmetry of any Hamiltonian system (N,ω,H), whose Hamiltonian H is preserved
by φJ .
Remark 2.4.4 For every ξ ∈ G the momentum map J ξ is an integral of XH .
The following theorem tells us, how to pass from a given Hamiltonian system
(N,ω,H) to a lower-dimensional one, if the G-action φ is a symmetry of H.
Theorem 2.4.1 (Regular reduction) Let (N,ω,H) be a Hamiltonian system
and G a Lie group with a free and proper Hamiltonian action φ on N that pre-
serves H. Let J : N → G∗ be a coadjoint equivariant momentum map of φ and
η ∈ G∗ a regular value of J and let Gη be the isotropy group of η under the coadjoint
action of G on G∗. Then Nη = J−1(η)/Gη is a smooth symplectic manifold ( =
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reduced phase space). Let piη : J
−1(η) → Nη be the orbit map (=reduction map) of
the Gη action φ|Gη×J−1(η) and
i : J−1(η)→ N
be inclusion. Then the symplectic form ωη is defined by
ωη ◦ piη = ω ◦ i
and we have a reduced Hamiltonian Hη on Nη given by
Hη ◦ piη = H ◦ i.
On J−1(η) the Hamiltonian vector field XH is piη related to XHη , that is
Tpiη ◦XH = XHη ◦ piη.
Proof:
The proof of these claims can be found in [Cushman, Bates] and
[Abraham, Marsden]. The modern form of regular reduction is due to [Meyer, 73]
and [Marsden, Weinstein].
We find a different case of reduction, if for example there is some m ∈ M whose
isotropy group is not trivial. Then the action is no longer free. What we get then
is the so-called singular reduction. As a consequence our reduced phase space is
no longer a smooth manifold: It is an orbit space.. If the action is locally free,
this orbit space a smooth manifold in all but some mild, isolated singularities. If
we do not suppose that η is a regular value either, our phase space does not even
have to be connected: It can be a finite union of symplectic manifolds. For further
detail on the subject of singular reduction the reader is referred to [Cushman, Bates].
All we do know, is that there is a reduced phase space. But till now, we do not
have an idea how to realize it. We might choose charts, to describe our manifold
or orbit space locally. But if we use invariant theory we can find global coordinates
for Mη. As [Cushman, Bates] points out, invariant theory provides an algebraic
technique that gives a geometrically faithful model of the reduced phase space, never
mind whether we deal with a smooth manifold or not. What we are looking for are
suitable coordinates on the reduced phase space and a way to express all C∞(N)
functions that are G-invariant. According to [Arms, Cushman, Gotay] this can be
accomplished as follows. As G is compact and acts linearly on N, the Lie algebra of
all polynomials which are invariant under the G action is finitely generated. Suppose,
w1, . . . , wk are generators of this algebra. It can be shown that the Hilbert map
w : N → Rk : m→ (w1(m), . . . wk(m))
separates G-orbits, because G is compact. Using a theorem of [Schwarz], we can
conclude that every C∞ function on T ∗M that is invariant under the Hamiltonian
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flow of XJ is a smooth function of the polynomial invariants wi. The independent
polynomial relations ci among these generators allow us to construct a smooth
embedding of our reduced phase space into Rk. We obtain the Poisson structure
with the help of the (w1, . . . , wk), too.
2.4.2. Reduction of the Kepler symmetry
In this section we will give an application of the reduction procedure we described
in the preceding section. It can be found in [Cushman, v.d.Meer].
We will look at a Hamiltonian system H¯ that is invariant with respect to the Kepler
symmetry. This means that we are interested in a system, that is defined on T+S3
and has G0 = |p| as first integral (section 2.2.3), a regularized truncated normal
form, for example.
To be able to remove this symmetry by reduction we have to know the flow φG0 . As
we want to compute the constrained normal form later on, we will not work with G0.
We will replace G0 by a function H0 that has the same values on T
+S3, is smooth
on a open neighborhood of T+S3 and whose flow leaves T+S3 invariant. We follow
[Cushman, v.d.Meer] and choose
H0 =
√
|p|2|q|2 − 〈p, q〉2 . (2.15)
Notice that H0 is smooth on the open symplectic submanifold N = TR
4\{H0 ≡ 0}.
Calculating the Hamiltonian flow φH0 gives
ΦH0t (q, p) =


(
−〈q, p〉H0 sin t+ cos t
)
I4
|q|2
H0
sin t I4
−|p|
2
H0
sin t I4
(〈q, p〉
H0
sin t+ cos t
)
I4


(
q
p
)
.(2.16)
We can see that all integral curves have period 2pi.
Remark 2.4.5 Our result of the Hamiltonian flow of H0 differs from the one cal-
culated in [Cushman, v.d.Meer], as sin and cos depend on 2t there. Redoing this
calculation we get(
q˙
p˙
)
=
(
(|q|22pi − 2〈p, q〉qi) 12H0
(|p|22qi − 2〈p, q〉pi) 12H0
)
=
1
H0
( −〈p, q〉 | q |2
−| p |2 〈p, q〉
)(
q
p
)
= A
(
q
p
)
And as
A2n = −En and A2n+1 = −EnA,
the Hamiltonian flow exp(At) turns out to be (2.16).
Thus φH0 is an R/2piZ-action on T
∗M. Let h > 0 be a regular value of H0. We
know by Theorem 2.4.1 that we can get rid of this symmetry and that we will have
a smooth manifold as reduced phase space
Ml = H
−1
0 (l)/S
1 . (2.17)
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To construct Ml explicitly, we look for a basis for the algebra of polynomials that
are invariant under this the action φH0 .
Theorem 2.4.2 For (p, q) ∈ N let
Sij = qipj − qjpi, for 1 ≤ i < j ≤ 6 (2.18)
be Plu¨cker coordinates on TR4 and let f ∈ C∞(N). If f |T+S3 is an integral of
XH0 |T+S3 , then f is the restriction to T+S3 of a smooth function of the Sij in TR4.
The algebra A of polynomials on T+S3 which are invariant under the flow φH0 is
generated by the polynomials Sij. These generators satisfy the relation
S12S34 − S13S24 + S14S23 = 0 . (2.19)
On the level set H0
−1(l) they also satisfy∑
1≤i, j≤4
S2ij = l
2 (2.20)
Any polynomial relation among the generators of A on T+S3⋂H−10 (l) is a conse-
quence of the of the preceding ones (i.e. (2.20) and (2.19)).
For proofs of these facts the reader is referred to [Cushman, v.d.Meer] and
[Cushman, 1992].
So we already know that our reduced phase space is a smooth algebraic variety. But
we would like to know, “what it looks like”. To gain better insight into the nature
of this reduced phase space, we have the following result.
Theorem 2.4.3 [Cushman, 1992] The relations (2.19) and (2.20) define a smooth
variety which is diffeomorphic to S2l × Sl2 ⊆ R3 × R3 :
x21 + x
2
2 + x
2
3 = l
2 and y21 + y
2
2 + y
2
3 = l
2,
by the diffeomorphism r1 given by
x1 = S12 + S34 y1 = S12 − S34
x1 = S13 − S24 y1 = S13 + S24 (2.21)
x1 = S23 + S14 y1 = S23 − S14 .
What we have seen here, is that Ml is an algebraic variety that is diffeomorphic
to S2l × S2l . Nevertheless, it will be more convenient to continue working with the
polynomials Sij. We get
Ml = H
−1
0 (l)/S
1
=
{
(S12, . . . , S34) ∈ R6
∣∣∣∣∣ ∑
1≤i<j≤4
S2ij = l
2 and S12S34 − S13S24 + S14S23 = 0
}
.
To complete our reduction procedure, we have to express our Hamiltonian H¯ (a
constrained normal form with respect to H0 for example) in terms of the Sij. And
we can compute the associated Poisson structure on Ml explicitly by calculating all
Poisson brackets {Sij, Skl} for 1 ≤ i, j, k, l ≤ 4.
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2.4.3. Reduction of the angular momentum symmetry
As we have already pointed out, the angular momentum is an integral of the
unperturbed Keplerian system. Suppose, we look at a perturbation of this system,
that preserves both, the Kepler and the angular momentum symmetry. Then we
can reduce our system with respect to the Kepler symmetry first as we have seen
in the last subsection. We still have a two degrees of freedom system. We can do
better than this, we can divide out the symmetry that is due to the conservation of
the angular momentum.
Looking at the unregularized Keplerian System as considered in section 2.2, we know
that the third component of the angular momentum L3 = ξ1η2 − ξ2η1 is an integral
of the system. We regularize and this quantity takes the form:
L3 = ξ1η2 − ξ2η1
=
−1
k
(p1 + q1p4 − p1q4) k q2
1− q4 +
1
k
(p2 + q2p4 − p2q4) k q1
1− q4
= q1p2 − q2p1
= S12 .
Now we know what we are looking for when searching for a symmetry corresponding
to the conservation of the third component of the angular momentum: L3 = S12 is
the momentum map of this symmetry. If we express its Hamiltonian vector field on
Ml (section 2.4.2) with respect to the basis {S12, S13, S23, S34,−S24, S14} as done in
[Cushman, 1992] we get:
XS12 =


0 0 0
0 0 −1
0 1 0
0 0 0
0 0 −1
0 1 0


(2.22)
Thus, the flow φS12 is periodic with period 2pi and it gives us the S
1-action of R/2piZ
on Ml
⋂
S−112 (c) =Mlc.
Once again the question of suitable coordinates on the S1-orbit space Mlc/S
1 =: Plc
arises and again we use invariant theory.
Theorem 2.4.4 The algebra of all polynomials on R3×R3 that are invariant under
the flow induced by XS12 is generated by
pi1 = x1 = S12 + S34
pi2 = x2y2 + x3y3 = S
2
13 − S224 − S214 + S223
pi3 = x3y2 − x2y3 = 2(S13S14 − S23S24)
pi4 = y1 = S12 − S34
pi5 = x
2
2 + x
2
3 = S
2
13 + S
2
14 + S
2
23 + S
2
24 − 2(S13S24 − S14S23)
pi6 = y
2
2 + y
2
3 = S
2
13 + S
2
14 + S
2
23 + S
2
24 + 2(S13S24 − S14S23)
(2.23)
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The pii satisfy the relations
pi22 + pi
2
3 = pi5pi6, pi5 ≥ 0 and pi6 ≥ 0. (2.24)
Every different polynomial relation among the generators pi1 · · · , pi6 is a consequence
of 2.24.
Proof: see [Cushman, 1992].
We may conclude once again, that all smooth functions that are invariant with
respect to XS12 can be expressed in the polynomials pii. We still have to give coor-
dinates for the twice reduced phase space Mlc. On Mlc the generators pii, 1 ≤ i ≤ 6
satisfy
pi5 + pi
2
1 = l
2
pi6 + pi
2
4 = l
2 (2.25)
pi1 + pi4 = 2c
which just define Mlc = Ml
⋂
S−112 (c). Following [Cushman, 1992], we can eliminate
pi4, pi5 and pi6 from (2.24) and (2.25) and find the orbit space Plc defined by
Plc =
{
(pi1, pi2, pi3) ∈ R3 |pi22 + pi23 = (l2 − (2c− pi1)2)(l2 − pi21) with pi1 ∈ Ilc
}
where
Ilc =


[−l + 2c, l ] with c > 0
[−l, l ] with c = 0
[−l, l + 2c ] with c < 0
Looking at Plc we realize, that it is nonempty for |c| ≤ l and a point for |c| = l.
Therefore, we will be interested in the case |c| < l only. For c 6= 0 one can easily
show that Plc is diffeomorphic to a 2-sphere. But for c = 0 it has two singular points
at ±(1, 0, 0). The tangent cone is non-degenerate there. This is the consequence of
the fact that φS12 has two fixed points in Ml for c = 0, namely
φtH0(±l(1, 0, 0, 1, 0, 0)) = ±l(1, 0, 0, 1, 0, 0) .
Thus, in this case our reduction is singular not regular.
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Abbildung 2.2.: Plc for l = 2, c = 1.
Theorem 2.4.5 Plc is the reduced phase space Mlc/S1 and the reduction mapping
is r2 : Mlc → Plc : (x, y) → (pi1, pi2, pi3), where the pii are defined as in (2.23). For
0 < |c| < l the map picl is a Hopf fibration.
Proof: see [Cushman, 1992]
Substituting pii for i = 1, 2, 3 into our invariant Hamiltonian gives us the twice
reduced Hamiltonian Hlc.
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the perturbed Keplerian problem
In this chapter we deal with the analysis of the dynamics of the lunar problem as we
introduced it in Chapter 2.2. First, we calculate the twice normalized, twice redu-
ced Hamiltonian Hlc (see (3.14) ) of the lunar problem by applying the techniques
presented in [Cushman, v.d.Meer] and [Cushman, 1992]. (For details the reader is
referred to Section 2.3.2.) After that we describe the dynamics of the simplified sy-
stem. To prepare the normalized, unreduced system for the perturbation analysis
(refer to Section 4.1) , we construct intermediate canonical coordinates on a sub-
manifold of T+S3, that enable us, to find appropriate action-angle variables for the
given system .
3.1. Constrained normal forms - Application to the
lunar problem
3.1.1. Calculating the constrained normal form of the lunar
problem
After Moser regularization of the lunar Hamiltonian (2.6) we have obtained the
Hamiltonian function
G(q, p) = G0 + εG1 + ε
2G2 +O(ε
8/3) (3.1)
= |p | − ε 1
k
|p |(1− q4)(q1p2 − q2p1)
−ε2 1
2
(1− µ)
k3
|p |
[
3p21 + 6(q1p4 − q4p1)(1− q4)p1
+3(q1p4 − q4p1)2(1− q4)− |p |2
+3|p |2(1− q4)q4 − 3q4p21 + |p |2q34
]
+O(ε8/3).
on T+S3 in Section 2.2.2. In order to compute the constrained normal form of G
using the standard symplectic form ω of T ∗R4, we have to extend the zero order
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term G0 to a smooth function H0 (compare with (2.15) ) on an open symplectic
submanifold N ⊆ T ∗R4. Obviously, we have to choose N in such a way, that T+S3 ⊂
N and such that the Hamiltonian vector fieldXH0 leavesN as well as T
+S3 invariant.
Following [Cushman, v.d.Meer] we get as suitable extension
H = H0 + εH1 + ε
2H2 + O(ε
8/3) (3.2)
with
H0 =
√
| p |2| q |2 − 〈p, q〉2 , (3.3)
H1 = −1
k
| p |(1− q4)(q1p2 − q2p1) (3.4)
= G1 , (3.5)
H2 = −1
2
(1− ν)
k3
| p |
[
3p21 + 6(q1p4 − q4p1)(1− q4)p1
+ 3(q1p4 − q4p1)2(1− q4)− | p |2 (3.6)
+ 3| p |2(1− q4)q4 − 3q4p21 + | p |2q34
]
(3.7)
= G2
on
N := {(q, p) ∈ T ∗R4 |H0(q, p) 6= 0} ⊃ T+S3.
This is the Hamiltonian that has to be analyzed (cf. [Cushman, v.d.Meer]). To sim-
plify some of the intermediate calculations, we replace | p | by H0 throughout the
entire Hamiltonian. We abbreviate H0 by P and obtain
H = H0 + εH1 + ε
2H2 +O(ε
8/3) (3.8)
with
H0 = P
H1 = −1
k
P (1− q4)S12, (3.9)
H2 = −1
2
(1− ν)
k3
P
[
3p21 + 6S14(1− q4)p1
+3S214(1− q4)− P 2 (3.10)
+3P 2(1− q4)q4 − 3q4p21 + P 2q34
]
.
As the Hamiltonian vector field XH0 has periodic flow
ΦH0t (q, p) =


(
−〈q, p〉H0 sin t+ cos t
)
I4
|q|2
H0
sin t I4
−|p|
2
H0
sin t I4
(〈q, p〉
H0
sin t+ cos t
)
I4


(
q
p
)
,
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and all integral curves have period 2pi (compare with page 50), we can normalize H
with respect to H0 modulo the ideal
J = {f ∈ C∞(N) | f |T+S3 ≡ 0} .
As we discussed in Section 2.3.2, this is due to the fact that H0 splits the Lie algebra
of all formal power series in ε with coefficients in C∞(N).
Thus, if
H˜ = H0 + εH¯1 + ε
2H¯2 + O(ε
8/3)
is the normal form we are looking for, then we know that
H1 = H¯1 + Hˆ1
where the average H¯1 is
H¯1 =
1
2pi
∫ 2pi
0
H1(φ
t
H0
)dt ∈ ker(adH0)
and
Hˆ1 = H1 − H¯1 ∈ im(adH0).
(3.11)
We note, that all odd degree monomials have zero average, whereas |p |, |q | and the
functions Sij = qipj − qjpi, 1 ≤ i ≤ j ≤ 4, are integrals of ΦtH0 and equal to their
average.
With regard to H1, this yields
H¯1 = −1
k
P S12 ,
Hˆ1 =
1
k
P S12 q4 = −H¯1 q4 .
As we desire a normal form whose Hamiltonian flow preserves T+S3, we check
{H¯1, Fi} for i = 1, 2, where
F1 = | q |2 − 1 and F2 = 〈q, p〉 .
As both Poisson brackets vanish, we do not have to adapt our procedure. We are
only interested in T+S3. Thus, we can use the relation
f ' g ⇔ f |T+S3 = g|T+S3
to simplify our results. We have already done so, when we replaced P for |p |. In
particular we have ([Cushman, v.d.Meer]):
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P = H0 ' |p| ,
qipj = −1
2
(
1
H0
4∑
k=1
Sik qk)(
1
H0
4∑
k=1
Skj pk) +
1
2
qipj ' 1
2
Sij ,
pipj =
1
2
(
1
H0
4∑
k=1
Ski pk)(
1
H0
4∑
k=1
Skj pk) +
1
2
pipj ' 1
2
4∑
l=1
SilSjl ,
qiqj =
1
2
(
1
H0
4∑
k=1
Sik qk)(
1
H0
4∑
k=1
Sjk qk) +
1
2
qiqj ' 1
2P 2
4∑
l=1
SilSjl .
To compute the constrained second order normal form with respect to H0 we have
to compute the generating function R1.
R1 :=
1
2pi
∫ 2pi
0
t · Hˆ1(ΦtH0) dt
=
1
k
PS12
(
−1
2
−q4 〈q, p〉+ p4 |q2|
P
)
= − 1
2k
S12
4∑
i=1
Si4qi .
As {R1, | q|2 − 1} = 0 and {R1, 〈q, p〉} = 0, the flow exp(ε adR1) leaves T+S3
invariant. Since adR1(H0) = {H0, R1} = −Hˆ1 we obtain
exp (εR1)(H) = H0 + ε[H1 + adR1 (H0)]
+ε2[H2 + adR1 (H1) +
1
2
ad2R1 (H0)] + O(ε8/3)
= H0 + ε
[
H1 + adR1 (H0)
]
+ε2
[
H2 + adR1 (H¯1 + Hˆ1) +
1
2
adR1 (−Hˆ1)
]
+O(ε8/3)
= H0 + εH¯1 + ε
2
[
H2 + adR1 (H¯1) +
1
2
adR1 (Hˆ1)
]
+ O(ε8/3) .
Averaging [H2 + adR1 (H¯1) +
1
2adR1 (Hˆ1)] over the orbits of Φ
t
H0
we get H12 .
Since 1
2
{Hˆ1, R1} = −12q4{H¯1, R1} − 12H¯1{q4, R1} , we have to compute
{H¯1, R1} = 1
2k2
(
P S12{S12,
4∑
i=1
Si4qi}+S212{P,
4∑
i=1
Si4qi}
)
=
1
2k2
S21,2{P,
4∑
i=1
Si4qi}
=
1
2 k2
PS212q4.
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We obtain {H¯1, R1} = 0 . Furthermore we have
−1
2
H¯1{q4, R1} =
(
1
2k
PS12
)
{q4, − 1
2 k
S12
3∑
i=1
Si4qi}
= − 1
4 k2
P S212{q4,
3∑
i=1
Si4qi}
= − 1
4 k2
P S212
3∑
i=1
q2i .
It follows that
1
2
{Hˆ1, R1} = − 1
4k2
P S212 q
2
4 −
1
4 k2
P S212
3∑
i=1
q2i = −
1
4 k2
P S212|q|2 .
We obtain
1
2
{Hˆ1, R1} = − 1
4 k2
P S212|q|2 ' −
1
4 k2
P S212 .
Since
H2 = −1
2
(1− ν)
k3
P
[
3p21 + 6S14(1− q4)p1
+3S214(1− q4)− P 2
+3P 2(1− q4)q4 − 3q4p21 + P 2q34
]
= −1
2
(1− ν)
k3
P
[
3p21 − 6S14q4p1
+3S214 − P 2 − 3P 2q24
]
' −1
2
(1− ν)
k3
P
[
3
2
4∑
i=1
S21i + 6S
2
14 − P 2 −
3
2
4∑
i=1
S2i4
]
we obtain
H12 = H2 + adR1 (H¯1) +
1
2
adR1 (Hˆ1)
' −3 (1− ν)
k3
P S214 +
1
2
(1− ν)
k3
P 3 − 1
4k2
PS12
2
−3
4
(1− ν)
k3
P
4∑
i=1
S21i +
3
4
(1− ν)
k3
P
4∑
i=1
S2i4 .
Thus, by neglecting all higher order terms we get as constrained first order normal
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form with respect to H0 modulo J
H¯ = H0 + εH¯1 + ε
2H12 with
H0 = P ,
H¯1 = −1
k
P S12 ,
H12 = −3
(1− ν)
k3
P S214 +
1
2
(1− ν)
k3
P 3 − 1
4k2
PS212
−3
4
(1− ν)
k3
P
4∑
i=1
S21i +
3
4
(1− ν)
k3
P
4∑
i=1
S2i4 .
The reduction of the Keplerian symmetry gives the new phase spaceMl = H
−1
0 (l)/S
1
with the invariants Sij, 1 ≤ i < j ≤ 4 , as suitable coordinates. (For a more
thorough discussion of the subject, refer to Section 2.3.2.)
Dropping the constants and rescaling time gives the reduced Hamiltonian
Hl = − l
k
S12
+ε
(
−3 (1− ν)
k3
l S214 −
1
4k2
lS212 −
3
4
(1− ν)
k3
l
4∑
i=1
S21i +
3
4
(1− ν)
k3
l
4∑
i=1
S2i4
)
.
3.1.2. Normalization of the reduced Hamiltonian
We now take advantage of the fact that H¯1 = − lkS12 has only periodic orbits and lea-
vesMl invariant. We have already seen this in Section 2.4.3. Thus, we can normalize
Hl with respect to H1. Averaging Hl over the orbits of XH¯1 we obtain H
2 = H¯1+εH
2
2
with
H¯1 = − l
k
S12,
H22 = −
(
3
4
(1− ν)
k3
+
1
4k2
)
l S212
−3
8
(1− ν)
k3
l
(
S213 + S
2
23
)− 9
8
(1− ν)
k3
l
(
S214 + S
2
24
)
+
3
4
(1− ν)
k3
l S234 .
By normalizing with respect to H¯1 we have introduced an axial symmetry into our
system. Applying singular reduction to remove this symmetry gives
Pl,c =
(
S−112 (c)
⋂
(S2l × S2l )
)
/S1
as new phase space. The construction of this reduced phase space using invariant
theory gives
Plc =
{
(pi1, pi2, pi3)|pi22 + pi23 = (l2 − (2c− pi1)2)(l2 − pi21), pi1 ∈ Ilc
}
(3.12)
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as discussed in section 2.4.3, for S12 = c,
Ilc =


[−l + 2c, l ] with c > 0
[−l, l ] with c = 0
[−l, l + 2c ] with c < 0
and
pi1 = S12 + S34
pi2 = S
2
13 − S224 − S214 + S223 (3.13)
pi3 = 2(S13S14 + S23S24) .
Rescaling time once again and dropping all constants gives the twice normalized,
twice reduced and truncated Hamiltonian
Hlc(pi) = 4(pi1 − c)2 + pi2 . (3.14)
3.1.3. The twice normalized, twice reduced system
To simplify notation, we define
p˜i1 := pi1 − c = S34.
This section contains the description of the dynamics of the twice reduced, twice
normalized Hamiltonian
Hlc = 4p˜i
2
1 + pi2
on the twice reduced phase space Plc (3.12).
To gain insight into the dynamics, we compute the Poisson-structure in the variables
(p˜i1, pi2, pi3) explicitly:
{A,B} p˜i1 pi2 pi3 | B
p˜i1 0 2pi3 −2pi2
pi2 −2pi3 0 4p˜i1[l2 + c2 − p˜i21]
pi3 2pi2 −4p˜i1[l2 + c2 − p˜i21] 0
A
We can analyze the qualitative behaviour by looking at the phase portrait of our
system. Plc is a surface of revolution. For c 6= 0 it is almost shaped like an ellipsoid
and for c = 0 it resembles the surface of a lemon (ref. Section 2.4.3).
As we are working with a one-degree of freedom system now, our system is integrable.
To find the orbits of the twice reduced system we make use of the fact that its
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Hamiltonian itself is a constant of motion. We just take the hypersurface defined by
Hlc = const, which always is a parabolic cylinder and find its intersection with the
phase space. (The figures (3.1) and (3.2) show phase portraits of the twice reduced,
twice normalized system for some characteristic values of the l and c.)
Abbildung 3.1.: The twice reduced System on Plc for 0 < c2l2 < 35 .
Abbildung 3.2.: The twice reduced System on Plc for c = 0.
Certain values of Hlc give rise to critical points, namely those whose level-surfaces
touch the phase space tangentially. The level surfaces of the Hamiltonian are para-
bolic cylinders standing on the p˜i1-pi2-plane and the twice reduced phase space is a
surface of revolution along the p˜i1-axis. It becomes apparent, that fixed points can
lie in the p˜i1-pi2-plane only. Therefore, we fix pi3 = 0 and look at the contours of the
hyper–surfaces of constant energy Hlc = h, and of Plc within the p˜i1-pi2-plane.
From (3.12) and (3.14), we know that levels of constant energy Hlc = h intersect Plc
in the p˜i1-pi2-plane if the following equation holds
(h− 4 p˜i21)2 −
(
(l + c)2 − p˜i21
)(
(l − c)2 − p˜i21
)
= 0
⇔ 15 p˜i41 + 2 p˜i21 (−4h+ (l2 + c2)) + (h2 − (l2 − c2)2) = 0 .
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Abbildung 3.3.: Intersection of the level sets of Hl0 with Pl0 on the p˜i1-pi2-plane.
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Abbildung 3.4.: Intersection of the level sets of Hlc with Plc on the p˜i1-pi2-plane.
(l = 1, c = 0.5)
–0.4
–0.3
–0.2
–0.1
0
0.1
0.2
0.3
0.4
–0.3 –0.2 –0.1 0.1 0.2 0.3
``
```
h = l2 − c2
``
``
``
h = −l2 + c2
p˜i1
pi2
hhhhh Plc ∩ {pi3 = 0}
Abbildung 3.5.: Intersection of the level sets of Hlc with Plc on the p˜i1-pi2-plane.
(l = 1, c =
√
4/5)
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The value p˜i1 = 0 is a solution of this quadratic equation, if
h = ±(l2 − c2).
For any chosen values of P = l and S12 = c, there are two parabolas that touch the
phase space at p˜i1 = 0, due to the level curves h = l
2−c2 and h = c2− l2. Depending
on the curvature of Plc, there is a third parabola, that touches in two points with
p˜i21 6= 0. It is given by the level curve h = 4(l2 + c2) − 2
√
15|l ||c |. Thus, since the
parabolas corresponding to energy levels can never coincide with the intersection
curves of Plc, we can expect four equilibria to exist at most. We find that the ratio
c
l
is the decisive parameter for the existence of the two fixed points at energy level
h = 4(l2 + c2) − 2√15|l ||c |. They exist, if the parabola touching the upper arc of
the phase-space at energy level h = |l2 − c2| intersects the lower arc of phase space
in two points. This yields the existence of a saddle and two homoclinic orbits and
three centers. They occur, if the equation −4h + (l2 + c2) = −3l2 + 5c2 ≤ 0 holds.
Thus we find four equilibrium points, if
c2
l2
≤ 3
5
,
and two fixed points for any higher value.
To sum up, in agreement with the results of [Cushman, 1992] in a more general
context, we find two elliptic equilibria for c
2
l2
≥ 3
5
, accordingly. For c
2
l2
= 3
5
the upper
critical point turns into a transitional one and for c
2
l2
≤ 3
5
we find one hyperbolic
and three elliptic equilibria and this leads to the existence of two homoclinic orbits.
These orbits separate three regions of phase space. Each or these parts is filled with
periodic orbits and one center.
3.2. Action-angle coordinates for the lunar problem
According to the Arnold-Liouville Theorem (2.1.2) an Hamiltonian system admits
action-angle variables, if we find as many functionally independent first integrals
in involution as there are degrees of freedom involved. Our “unperturbed system”,
the truncated lunar problem is a three degree of freedom system. Therefore, we
have to find three first integrals and single out, the domains on which these inte-
grals commute and on which their differentials are linearly independent. In order to
construct action-angle variables, we introduce suitable canonical coordinates on a
rather “large” submanifold of T+S3 first.
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3.2.1. An intermediate canonical coordinate transformation
To simplify our search for appropriate action-angle variables for the “unperturbed”
Hamiltonian (refer to Subsection 3.1.2) which is given by
H =P − ε
k
P S12
+
ε2
k2
[
− 1
4
P S212 +
1
4
1− ν
k
P 3 +
3
8
1− ν
k
P (4(pi1 − c)2 + pi2)
]
(3.15)
we are going to introduce a set of intermediate canonical coordinates on T+S3 in
this section. They are especially suited for our purpose as they form a set of action-
angle variables, in which H depends on the actions and on one angle only. It is
straight forward to pick P and S12 as action variables, because they are commuting
first integrals of (3.15) which have 2pi-periodic orbits only. The choice of the third
action variable is motivated by the geometry of the twice reduced phase space. For
any choice of P = l and S12 = c the Plu¨cker coordinate p˜i1 = S34 is in involution
with both P and S12. (The p˜i1–axis is the axis of the rotational symmetry of Plc.)
Obviously, this choice of coordinates fails because of the singularities of the lemon
shaped phase space. As we will see, we will have to exclude the points where the
p˜i1-axis intersects Plc for all other values P = l and S12 = c, too.
Action-angle coordinates were chosen for the Hamiltonian of the quadratic Zeeman
effect in [Farrelly, Milligan] and [Krantzman, Milligan, Farrelly] in a similar way.
In these papers the authors deal with this perturbed Keplerian by applying the
Kustaanheimo-Stiefel regularization instead of Moser’s. They find a system, where
the zero and first order terms of the Hamiltonian depend on the unperturbed Kepler
Hamiltonian and the third component of the angular momentum only. The second
order term depends on both of these and furthermore on the third component of
the Laplace-Runge-Lenz vector and its conjugate angle. [Cushman, Sadovski´ı] were
the first to realize that this choice of coordinates is singular when value this third
component is zero.
As we have already seen, we will be able to choose P and S12 as actions analogously,
but S34 takes the place of the third component of the Laplace-Runge-Lenz vector.
With this choice, we can endow a large submanifold of T+S3 with local sets of
action-angle coordinates such that our Hamiltonian (3.15) depends on the actions
and one angle only. Thus, on this submanifold they form a set of generalized action
angle coordinates in the sense of [Nekhoroshev, 72] for the Kepler system.
Lemma 3.2.0.1 For the given functions
(J1, J2, J3) := (P, S12, S34) (3.16)
there exist R/2piZ-valued functions φi , i = 1, 2, 3 , such that
{Ji, Jk} = {φi, φk} = 0 , {φi, Jk } = δik for i, k ∈ {1, 2, 3}
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holds and the Ji and φi are functionally independent. The functions (J, φ ) form a
set of canonical coordinates on
W := T+S3\{ (q, p) ∈ T+S3 | (pi2, pi3) = (0, 0)}.
On M the angle φ3 can locally be expressed as
φ3 = χ+ kpi
where k ∈ { 0, 1} and χ ∈ [ 0, pi ) is defined by
cos(2χ) =
pi2√
pi22 + pi
2
3
, sin(2χ) =
pi3√
pi22 + pi
2
3
. (3.17)
Proof: We have seen in Subsection 2.4.3 that S12 yields a Hamiltonian flow that is
2pi periodic on the once reduced phase space Ml. We get the same result on T
∗R4,
doing this calculation in canonical coordinates (q, p) as we obtain
XS12 =


0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0


. (3.18)
The same holds for S34 because of
XS34 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0


(3.19)
on T ∗R4. We also know from (2.16) that P induces a 2pi periodic flow on
N = T ∗R4\{(q, p) ∈ T ∗R4 |P (q, p) = 0} .
Furthermore, the three functions are in involution on T+S3 and so we chose
J1 := P, J2 := S12, J3 := S34
as possible “actions”. We have to check that their differentials dJ1, dJ2, dJ3 are
linearly independent.
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The reduction of the Kepler symmetry is a regular one. The reduction mapping is
a trivial fibration (cf. Section 2.4.2) and with
T lS3 :=
{
(q, p) ∈ T+S3
∣∣∣ |p|2 = l2}
it is the diffeomorphism r1 : T
lS3 → S2l × S2l given in (2.21). The reduction of the
angular momentum symmetry is singular. The reduction mapping r2 : (S
2
l × S2l ) ∩
S−112 (c)→ Plc is the Hopf-fibration and therefore locally trivial.
Let r = r2 ◦ r1 and
EM : T+S3 → R3; (q, p)→ (H¯, P, S12)
be the momentum map of the system and Hlc = h for H¯ = h¯. From the construction
of the reduction mappings it follows that
EM−1(h¯, l, c) = r−1 (H−1lc (h)) .
Let p be a non-singular point of Plc. Then the fiber r−1(p) is diffeomorphic to a two
dimensional torus. This also is a consequence of the construction of the reduction
mappings r1 and r2. This yields, that the Hamiltonian vector fields of P and S12 are
linearly independent in all point of T+S3 corresponding to this point p.
Let p be one of the singular points of Pl0. These points correspond to two invariant
S1. That is, the Hamiltonian vector fields of P and S12 are linearly dependent there.
Because of ω(XF , ·) = dF, this implies the linear independence of the differentials
in the smooth points of Pl0 as well.
On the twice reduced phase space Plc the function S34 induces a non-trivial flow,
because each hyper-surface {S34 = const} is a plane which parallel to the pi2–pi3–
plane. All orbits are periodic with the exception of two fixed points where the p˜i1–axis
meets the twice reduced phase space Plc. Periodic orbits correspond to three tori.
The compactness and the connectedness of this level set EM−1(h, l, c) follows from
the construction of the reduction map, and the fact that it is a 3-torus follows form
the Theorem of Arnol’d-Liouville. The three Hamiltonian vector fields of P, S12 and
S34 are linearly independent on all points that correspond to points on such orbits.
So are their differentials. The relative equilibria of S34, correspond to two-tori for
S12 6= 0 and to periodic orbits for S12 = 0. Therefore, the three vector fields are not
linearly independent there and we have to exclude all corresponding points in T+S3.
To decide where P, S12 and φ3 are functionally independent we follow the same line
of thought. Once again, we obtain the orbits of Xφ3 by intersecting the level–sets of
φ3 with Plc. They turn out to be “straight” lines, connecting the points, where Plc
and the p˜i1-axis meet. Thus, the differentials of P, S12 and φ3 are linearly independent
on T+S3\{S34 = ±(P − S12)}, too.
But this implies that P, S12, S34 and φ3 are functionally independent, as the Poisson-
bracket of S34 and φ3 does not vanish by construction. Suppose P, S12, S34 and φ3
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were functionally dependent. That is, there were constants ai with i = 1, . . . , 4 such
that
a1 dP + a2 dS12 + a3 dS34 + a4 dφ3 = 0
while (a1, a2, a3, a4) 6= (0, 0, 0, 0). This is equivalent to
ω(·, a1XP + a2XS12 + a3XS34 + a4Xφ3) = 0
If a3 = 0 or a4 = 0 all remaining ai vanish because of the linear independence of
{dP, dS12, dS34} and {dP, dS12, dφ3}, respectively. So, for any non-trivial solution
a3 6= 0 and a4 6= 0 hold. But then
ω(Xφ3 , a1XP + a2XS12 + a3XS34 + a4Xφ3) = 0
yields
ω(Xφ3 , a3XS34) = a3{φ3, S34} = a3 = 0.
But this is a contradiction and so, no non-trivial solution exists. The four
functions P, S12, S34 and φ3 are functionally independent and in involution on
W = T+S3\{S34 = ±(P − S12)}. Accordingly, we can choose these functions and
locally find two further ones φ1 and φ2, such that (J, φ) form a set of canonical
coordinates . ¤
Remark 3.2.1 At this point it is interesting to note the relation of these canonical
coordinates (J, φ) onM to canonical coordinates of the twice reduced phase space. As
J3 = S34 is pi-periodic as Hamiltonian function on the reduced phase-space, J˜ :=
1
2
J3
and φ˜ = 2χ are canonical coordinates on {pi ∈ Plc | (pi2, pi3) 6= (0, 0)}.
3.2.2. The action-angle-variables
In Chapter 3.1 we have calculated the twice reduced, twice normalized system for
the lunar problem. It is integrable since it is a one degree of freedom system and
we analyzed it qualitatively in Section 3.1.3. We fix P = l and S12 = c. Then,
most of the twice reduced phase space Plc is filled with periodic orbits. Exceptions
are critical points and two heteroclinic orbits, where existence and position of both
depend on the ratio c2/l2.
We look at the twice normalized, twice reduced system and we would like to recon-
struct its unreduced dynamics on T+S3. Fixed points in Plc correspond to two-tori,
which are filled with quasi-periodic or with periodic orbits in the resonant case. Pe-
riodic orbits in Plc correspond to quasi-periodic orbits filling up three-tori in T+S3
densely in the non-resonant case. In the resonant case, the three-tori separate into
several lower dimensional invariant tori.
Let H be the Hamiltonian function (2.6) of the lunar problem and H¯ the normal
form (3.15). Then we know, that there is a canonical coordinate transformation ψ
such that
H ◦ ψ = H¯ +O(ε8/3).
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(See section 2.3 for further explanations.) Thus, the right choice of coordinates shows
that H is nothing but a ε8/3 small perturbation of the normal form. The natural
question arises, how the dynamics of the normalized system is related to the original
one. We are especially interested in the persistence of the invariant three-tori. That
is, we are interested in the question, wether we can find corresponding quasi-periodic
orbits in the original lunar problem.
As we want to answer this question using the classical strategies of KAM theory, we
need at least local action-angle variables for the twice normalized system. We are
working with a system in three degrees of freedom. To ensure the existence of action-
angle variables in a domain D, we have to prove that there are three functionally
independent first integrals in involution in D.
The extension of the geodesic Hamiltonian P, the third component of the angular
momentum S12 and the scaled Hamiltonian Hlc of the twice reduced, twice norma-
lized system fulfil this requirement. In agreement with the previous discussion, we
have to check their independence now and compute the desired actions according to
(2.1.3).
Lemma 3.2.0.2 Let
D1 :=
{
(q, p) ∈ T+S3 | 4p˜i21 + pi2 = P 2 − S212
}
D2 :=
{
(q, p) ∈ T+S3 | 4p˜i21 + pi2 = S212 − P 2
}
D3 :=
{
(q, p) ∈ T+S3 | 4p˜i21 + pi2 = 4(P 2 + S212)− 2
√
15P 2S22
}
On
D := T+S3\ ∪3i=1 Di (3.20)
there exist three functionally independent first integrals in involution of H¯. Accor-
dingly, the Hamiltonian H¯ admits action-angle coordinates on D.
Remark 3.2.2 If c
2
l2
> 3
5
, then D3 = ∅. So we do not have to distinguish the cases
c2
l2
≥ 3
5
and c
2
l2
< 3
5
here.
Proof: We know that by construction P, S12 and Hcl are first integrals in involution
of H¯. What we have to check is their functional independence on D. From the
construction of the reduction mappings that remove the Kepler and the axial
symmetry we know, that regular points of Plc correspond to two invariant tori, the
singularities of Pl0 correspond to invariant S1. This yields that the differentials dS12
and dP are functionally independent in all those points that correspond to “regular
points” of Plc. They are linearly dependent at those points that correspond to the
singularities of Pl0. The differentials dP and dS12 are linearly dependent there.
Now, Hlc induces a non-trivial flow on Plc. The vector fields of P, S12 and Hlc are
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linearly independent in all points, that belong to periodic orbits of Hlc on Plc.
These orbits correspond to 3-tori. The vector fields are linearly dependent in all
those points, that correspond to relative equilibria of Hlc on Plc. (The singularities
of Pl0 correspond to an invariant S1. The other relative equilibria correspond to
2-tori.) The relative equilibria of Hlc correspond to energy levels h = ±(l2− c2) and
h = 4(l2+c2)−2√(15)|l||c|. So, P, S12 and Hlc are functionally independent on D.¤
We know that the twice normalized lunar problem allows action-angle coordinates
on D ⊂ T+S3 (see (3.20) for the definition of D). By Theorem 2.1.3 we know, that
we can compute these coordinates by integration, if we already do know a set of
canonical coordinates. Thus, we take advantage of the fact that there are canonical
coordinates (J, φ) on W ⊂ T+S3 (for definition of W see (3.2.0.1)). So far, we are
ready, to construct local action angle variables in
D˜ :=W ∩D = D\
{
(q, p) ∈ D
∣∣∣ 4p˜i21 + pi2 = 4(P − |S12|)2} .
We excluded all points, where either H¯ does not admit any action-angle variables
or where (J, φ) are not canonical coordinates. This divides the phase space into up
to five regions, in which we can find action-angle coordinates (I, φ) by integration.
To apply the strategies of KAM theory later on, we also need to know, on which
domains global action-angle coordinates exist.
We start by expressing the Hamiltonian (3.15) in terms of (J, φ) on W . Because of
(J1, J2, J3) = (P, S12, S34) this yields
H¯ =J1 − ε
k
J1 J2
+
ε2
k2
[
− 1
4
J1 J
2
2 +
1
4
1− ν
k
J31 +
3
8
1− ν
k
J1(4J
2
3 +X(J3) cos 2φ3)
]
(3.21)
with
X(J3) =
√
((l − c)2 − J23 )((l + c)2 − J23 ).
(Compare Lemma 3.2.0.1.) We fix H = h, S12 = c and P = l now. According
to Theorem 2.1.3 we find the action Ii for 1 ≤ i ≤ 3 by integrating Jdφ along
closed curves γi, where the homology classes of the γi form a basis for H1(Uf ,Z).
(Remember, Uf is a compact connected component of F
−1(f), where F (p, q) =
(l, c, h) = f and is thus a three-torus.) To find suitable curves γi for 1 ≤ i ≤ 3, we
consider the relation that exists between the canonical coordinates (J, φ) and the
reductions we performed on our system. First of all, we reduced the Kepler symmetry.
That is, every orbit of J1 = P corresponds to exactly one point on the reduced phase
space Ml (see 2.17). As the reduction has been achieved by a regular reduction (see
Theorem 2.4.1), the reduction map is a trivial fibration. Secondly, we reduced the
angular-momentum symmetry. We note that the reduction map is the Hopf-fibration
which is locally trivial. We only have to exclude the points corresponding to the
70
3.2. Action-angle coordinates for the lunar problem
singularities of the twice reduced phase space for c = 0. Therefore, we can choose
the corresponding periodic orbits of the Hamiltonian flows φJi as γi for i ∈ {1, 2},
when (l, c, h) ∈ W where
W = ∪1≤i≤3Wi
with
W1 :=
{
(l, c, h) ∈ R3 | l > 0, |c| < l, −|l2 − c2| < h < |l2 − c2|
}
and
W2 :=
{
(l, c, h) ∈ R3 | l > 0, |c| < l, |l2 − c2| < h < 4(l − c)2
}
and
W3 :=
{
(l, c, h) ∈ R3 | l > 0, |c| < l, 4(l − |c|)2 < h < 4(l2 + c2)− 2
√
15 l2c2
}
.
Similarly, we can choose the periodic orbit of φHlc as γ3.
Remark 3.2.3 By Corollary 2.1.3.1 we even know, that there is a single set of
action-angle coordinates on each connected component of D˜.
As H¯ depends neither on φ1 nor on φ2 we get
Ij =
1
2pi
∫ 2pi
0
Jj(h, l, c)dφj = Jj(h, l, c)
for j = 1, 2. Things are more complicated with J3. Solving H = h˜ for J3 we get
h˜− l + ε
k
l c− ε2
k2
[−1
4
l c2 + 1
4
1−ν
k
l3]
ε2
k2
3
8
1−ν
k
l︸ ︷︷ ︸
=Hlc=h
= 4J23 +X(J3) cos (2φ3). (3.22)
On any submanifold
Mf := {(q, p) ∈ D˜ |F (q, p) = (h, l, c) = f} ⊂ D˜
with f ∈ P equation (3.22) can be transformed equivalently to
(h− 4J23 )2 = [(l − c)2 − J23 ][((l + c)2 − J23 ] cos2 2φ3
⇔ (16− cos2 2φ3) J43 − 2(4h− (l2 + c2) cos2 2φ3) J23 + (h2 − (l2 − c2)2 cos2 2φ3) = 0
⇔ J23 =
4h− (l2 + c2) cos2 2φ3
16− cos2 2φ3 ±
√(
4h− (l2 + c2) cos2 2φ3
16− cos2 2φ3
)2
− h
2 − (l2 − c2)2 cos2 2φ3
16− cos2 2φ3 .
As H is pi-periodic with respect to φ3, J3 inherits this property and any orbit will
only contain points such that pi3 ranges in an interval of length pi at most.
But this implies, that we can read off the occurring values of φ3 and S34 from the
trajectories of the twice reduced system on Plc.
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1. If we look at the case c2/l2 < 3/5 then the energy level corresponding to
h = l2 − c2 yields a separatrix in the twice reduced phase space.
• For c2 − l2 ≤ h ≤ l2 − c2 the orbits of the twice reduced, twice
normalized system do not reach points that satisfy φ3 ≤ 12 arccos hl2−c2 .
Furthermore, they are symmetric with respect to the pi2-pi3-plane.
• For
l2 − c2 < h ≤ 4(l2 + c2)− 2
√
15|l ||c |
and
h 6= 4(l − |c |)2
there are only orbits for which either S34 < 0 or S34 > 0 hold. We have
to distinguish several cases. The simplest case occurs for
c = 0.
Here, the two fixed points coincide with the singularities of the twice
reduced phase space. Thus, all orbits that correspond to energy levels
l2 < h < 4l2
have points (J3(φ), φ) for any value φ ∈ {0, pi}. Therefore, with
A =
4h− (l2 + c2) cos2 2φ3
16− cos2 2φ3 and B =
h2 − (l2 − c2)2 cos2 2φ3
16− cos2 2φ3
we obtain
J23 = A+
√
A2 −B
for φ3 ∈
]
pi
4
, 3pi
4
[
and
J23 =
h
4
for φ3 ∈ {pi4 , 3pi4 } and
J23 = A−
√
A2 −B
for φ3 ∈
]
0, pi
4
[⋃ ]
3pi
4
, pi
[
.
Whenever
c 6= 0,
things get more complicated. There are two cases to distinguish. The first
case occurs for energy values
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–0.6
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
–0.6 –0.4 –0.2 0.2 0.4 0.6
x
a
a
a
a
h = 4(l − c)2
a
a
a
a
h = l2 − c2
p˜i1
pi2
hhhhhhh Plc ∩ {pi3 = 0}
Abbildung 3.6.: The separatrix and the torus on which (J3, φ3) become singular.
a)
l2 − c2 < h < 4(l − |c |)2.
They correspond to periodic orbits above the separatrix and below
the periodic orbit that passes through the singular point of the va-
riables of (J3, φ3), that is through p˜i1 = ±(l − |c|).
For such values, the orbits do allow any value of φ3, just like for c = 0.
b) For bigger values of h that is for
4(l − |c |)2 < h ≤ 4(l2 + c2)− 2
√
15|l ||c |.
The behaviour of the orbits changes. Not all values of φ3 are allowed
any longer. They vary in an interval [0, φ0] where φ0 is the value
where the square root
√
A2 −B
vanishes.
2. For c2/l2 ≥ 3/5 there is no separatrix in the twice reduced phase space.
Energy levels of Hlc range from c
2− l2 to l2−c2. The corresponding periodic
orbits in the twice reduced phase space Plc look like those below the separatrix
at energies c2 − l2 ≤ h ≤ l2 − c2 . We note, that we get two sets of action-
angle coordinates, due to the fact, that the canonical coordinates (J, φ) were
only defined on W .
Once we have determined, which values of (J3, φ3) occur along an orbit of Hlc we
know γ3 and the new action I3 is readily obtained as
I3 :=
1
2pi
∫
γ3
J3 dφ3.
This is no integral that we could hope to solve explicitly (cf. Chapter 5). But as we
will see in the following chapter, all that we need are estimates.
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3.2.3. The bifurcation at c2/l2 = 3/5
The qualitative behaviour of the reduced dynamics of the twice normalized and
reduced Hamiltonian Hlc on Plc depends on the value of the parameter ratio c/l.
We have seen that
• for c2/l2 < 3/5 the systems has three stable fixed points and one saddle. The
saddle is connected with two homoclinic orbits and
• for c2/l2 > 3/5 only two stable equilibrium points remain.
At the value c2/l2 = 3/5 two stable equilibria and the saddle coincide. A simple cal-
culation shows that this bifurcation is a so-called Hamiltonian pitchfork bifurcation.
We express the Hamiltonian by the intermediate variables derived in Section 3.2.1
and get (cf. (3.21))
Hlc = 4J3 +
√
((l − c)2 − J23 )((l + c)2 − J23 ) cos 2φ3).
We expand the square root about J3 = 0 and get√
((l − c)2 − J23 )((l + c)2 − J23 ) = (l2 − c2)−
(l2 + c2)
(l2 − c2) J
2
3
−2 l
2 c2
(l2 − c2)3 J
4
3 − 2
(l2 + c2) l2 c2
(l2 − c2)5 J
6
3 +O(J
8)
Because of
cos 2φ3 =
∞∑
j=0
(−1)k
(2k)!
(2φ3)
2k
we get
Hlc = (l
2 − c2)
−
(
4 +
l2 + c2
l2 − c2
)
J23 − 2
(
l2 c2
(l2 − c2)3
)
J43 − (l2 − c2)φ23 + hot.
For c2/l2 = 3/5 this yields
Hlc =
2
5
l2 − 18.75
l2
J43 −
2
5
φ23 + hot.
When we have a look at Hlc, the coefficients of zero and fourth order do not vanish
for any possible value of c2/l2, whereas the second order coefficient vanishes for
c2/l2 = 3/5. So, the bifurcation that takes place when vary c for constant l is a
pitchfork bifurcation.
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perturbed Keplerian systems
4.1. A (very) short introduction to KAM theory
The so-called Kolmogorov-Arnol’d-Moser (KAM) theory is a powerful tool of per-
turbation theory. In [Arnol’d, 88a] it is characterized as a “perturbation theory for
conditionally periodic motion of Hamiltonian and related systems.That it is more
than a collection of specific theorems has been emphasized in [Po¨schel, 92]. There
Po¨schel points out, that it even is a “methodology, a collection of how to approach
certain problems in perturbation theory connected with ‘small divisors’ ”.
Suppose we want to analyze the dynamics of a Hamiltonian system with respect
to its stability under the influence of small Hamiltonian perturbations. In order to
be applicable, the classical KAM theorem demands especially two properties of our
unperturbed system: it has to be integrable and “non-degenerate.”
We know that under certain conditions integrable systems allow action-angle coor-
dinates (I, φ) such that our Hamiltonian h depends on the action variables I alone.
Adding a small Hamiltonian perturbation we get a Hamiltonian of the form
H(I, φ) = h(I) + εf(I, φ, ε)
on some domain D×Tn with D ⊂ Rn with standard symplectic structure, where ε is
a small parameter. Additionally, we assume that our Hamiltonian is real analytic in
all arguments and adopt a rather common terminology (cf. for example [Po¨schel, 92]
and [Po¨schel, 82]): from now on “real analytic on D¯×Tn” is supposed to mean that
the analyticity extends to a uniform complex neighborhood of D. It has to be added,
that the assumption of analyticity will simplify our proofs, but a high order of
differentiability would also be enough. (We also assume n ≥ 2, as one degree of
freedom systems are always integrable.)
For ε = 0 we are left with the unperturbed, hence integrable system and the equa-
tions of motion reduce to
I˙ = 0 , φ˙ =
∂h(I)
∂I
= ω(I) .
We have no problem to solve these equations:
I(t) = I0 , φ(t) = φ0 + ω(I0) t .
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Our solutions are straight lines. Due to the identification of the φ-coordinates modulo
2pi they wind around the invariant torus {I0}×Tn with constant frequencies ω(I0) =
(ω1(I0), . . . , ωn(I0)). Such a torus with linear flow is called a Kronecker torus. It is
a Lagrangian torus, too. That is to say, the restriction of the symplectic form to
its tangent space vanishes and the dimension of the torus is maximal with respect
to this property. Thus, the phase space of the integrable unperturbed Hamiltonian
system is foliated into an n-parameter family of invariant tori. To be more specific,
we have to introduce the notion of resonant frequencies.
• The frequencies (ω1, ω2, . . . , ωn) are called nonresonant or rationally indepen-
dent if
〈k, ω〉 6= 0 for all 0 6= k ∈ Zn\{ 0} .
• The frequencies (ω1, ω2, . . . , ωn) are called resonant or rationally dependent if
〈k, ω〉 = 0 for some 0 6= k ∈ Zn\{ 0} .
In the non-resonant case each orbit is dense on the n-torus. So, the torus itself is
minimal. In the resonant case the torus decomposes into an m-parameter family
of invariant (n − m)-tori, where each orbit is dense on such a lower dimensional
torus. The invariant tori can be parameterized by the values the actions Ij have.
Whether the frequencies change or do not change when we pass from torus to torus
is described by the frequency map
hI : D → Ω, I → ω(I) .
KAM theory deals with the persistence of invariant tori in perturbed non-
degenerate systems for small ε 6= 0. . They are characterized by the property
detDhI = det
∂ω
∂I
6= 0
on D. This implies that the frequency map hI is an open map and a local diffeomor-
phism between D and some open frequency domain Ω ⊂ Rn. As a consequence, the
non-resonant tori as well as the resonant ones form dense subsets in phase space,
analogously to the way rational numbers sit among real ones.
Kolmogorov (cf. [Abraham, Marsden], Appendix), Arnol’d (cf. [Arnol’d 63a]) and
Moser (cf. [Moser, 62]) proved the persistence of those Kronecker tori, whose fre-
quencies are strongly non-resonant, that is, they fulfill a so-called Diophantine
or small divisor condition, namely, there have to be constants α > 0 and τ > n−1
such that
|〈k, ω〉| ≥ α|k|τ , for all k ∈ Z
n\{0}
where
|k| =
∑
1≤i≤n
|ki| .
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If we ask for the existence of such Diophantine frequencies, we get a quite astonishing
result: strongly non-resonant frequencies not only exist, they form the majority of
all frequencies. To see this we consider for fixed α and τ the sets
∆τα =
{
ω ∈ Rn
∣∣∣ |〈k, ω〉| ≥ α|k|τ for all k ∈ Zn
}
and
Rτα,k =
{
ω ∈ Rn
∣∣∣ |〈k, ω〉| < α|k|τ
}
.
∆τα is the complement of the open dense set
Rτα =
⋃
k∈Zn\{0}
Rτα,k
The set of these Diophantine n-tuples in Rn has some interesting properties (cf.
[Broer, Huitema, Sevryuk]): It is a union of closed half lines. Its intersection with
Sn−1 is the union of a Cantor set and a countable set. Furthermore it is of positive
Lebesgue measure. Actually, “most” tori survive. According to the generally used
terminology, we will call this set colloquially a “Cantor set”.
Lemma 4.1.0.3 [Arnol’d, 63b] Let Ω ∈ Rn be a bounded domain and let τ > n− 1
be fixed. Almost all vectors ω ∈ Ω satisfy the inequalities
|〈k, ω〉| ≥ α|k|τ (4.1)
for all k ∈ Zn\{0} and for some α(ω).
Proof: We consider any bounded domain Ω and a fixed α > 0 and k ∈ Zn\{0}.
Then the inequality
|〈k, ω〉| < α|k|τ
defines a resonance zone that is bounded by two planes perpendicular to k and
separated by the distance
2α
|k|τ ||k||2 .
where
||k||2 =
√√√√ n∑
i=1
|ki|2
is the two norm for vectors. By Cauchy Schwarz we have |k| ≤
√
n
√∑n
i=1 |ki|2 and
this yields that inequality (4.1) fails to hold only in a resonance zone Rτα,k of width
less than 2
√
nα |k |−(τ+1). As we assumed Ω to be bounded, there exists a ball B of
diameter d such that B contains Ω. Hence with D := 2
√
n dn−1 we have
Vol (Rτα,k) ≤ Dα |k|−(τ+1) .
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Furthermore, we notice that the number of vectors k with |k| = m is less than
2nmn−1. Thus the measure of all resonance zones with |k| = m is bounded by
αD 2nm(n−τ)−2. This yields that for τ > n − 1 the measure of the union of all
resonance zones with |k| > 0, namely Rτα does not exceed
∞∑
m=1
2nDαm−κ(τ) < D˜(τ)α
as κ(τ) := τ−n+2 > 1 holds. Obviously this sum tends to zero when α does. Hence
Vol Rτ = Vol
⋂
α>0
Rτα = 0
and thus the complement ∆τ =
⋃
α>0∆
τ
α is a set of full measure in R
n.
¤
From now on, let Ω = hJ(D). We are interested in the set
Ωα =
{
ω ∈ Ω
∣∣∣Bα(ω) ⊂ Ω and |〈ω, k 〉| ≥ α|k|τ for all k ∈ Zn\{0}
}
.
As we have just seen, this set fills Ω up to a set of measure O(α). We may conclude
that most of the quasi-periodic tori of the unperturbed Hamiltonian will survive, if
the frequency map hI is non-degenerate i.e. we have
det
∣∣∣∣∂ωi∂Ij
∣∣∣∣ = det
∣∣∣∣ ∂2h∂Ii∂Ij
∣∣∣∣ 6= 0 .
The classical KAM theorem states this fact in the following way (cf. [Po¨schel, 92]).
Theorem 4.1.1 (The classical KAM theorem) Suppose the integrable Hamil-
tonian h is non-degenerate, the frequency map hI is a diffeomorphism D → Ω and
H = h+ εfε is real analytic in D¯×T n. Then there exists a constant δ > 0 such that
for
|ε | < δα2
all Kronecker tori (Tn, ω) of the unperturbed system with ω ∈ Ωα persist as La-
grangian tori, being only slightly deformed. Moreover, they depend in a Lipschitz
continuous way on ω and fill the phase D × Tn up to a set of measure O(α).
A different case is the so-called isoenergetical non-degeneracy. A system is called
isoenergetically non-degenerate, if it satisfies
det

 ∂2h∂I2 ∂h∂I
∂h
∂I
0

 6= 0.
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If the unperturbed system is non-degenerate or isoenergetically non-degenerate, then
for a sufficiently small Hamiltonian perturbation most invariant tori persist being
only slightly deformed. So, in the phase space of the perturbed system there are
invariant tori, which are densely filled with quasi-periodic phase curves. These inva-
riant tori form a majority, that is the complement of their union is small when the
perturbation is small. In the case of isoenergetic non-degeneracy the invariant tori
form a majority of each level of the energy.
Many systems are neither non-degenerate nor isoenergetically non-degenerate. Often
the unperturbed Hamiltonian h does not depend on all actions. This implies that
the number r of frequencies ∂h
∂Ji
which do noth vanish is smaller than the number n
of degrees of freedom. We speak of the so-called properly degenerate or superinte-
grable framework then. We encounter such systems for example in many problems
of celestial mechanics or in the problem of magnetic traps.
The natural question is whether we can weaken the classical non-degeneracy con-
ditions, if only the perturbation has certain properties. Suppose the perturbed Ha-
miltonian is
H = H0(I) + εH1(I) + ε
2H2(I, θ, ε).
The perturbation is said to remove the degeneracy, if H0 is properly degenerate,
depends non-degenerately on the first r action variables and the Hessian of H1 with
respect to Ir+1, . . . , In is different from zero. (cf. [Arnol’d, 63b])
We get similar results as for non-degenerate systems if we consider H = H0(I) +
εH1(I) as the new unperturbed Hamiltonian.
Theorem 4.1.2 ([Arnol’d, 88a]) Suppose the unperturbed system is degenerate, but
the perturbation removes the degeneracy. Then a large subset of the phase space is
filled by invariant tori which are close to the invariant tori I = const of the inter-
mediate Hamiltonian system. The phase curves are conditionally-periodic windings
on these tori with number of frequencies equal to the number of degrees of freedom.
If the unperturbed Hamiltonian is isoenergetically non-degenerate in the r variables
on which it depends then the invariant tori described above form a majority on each
energy level manifold of the perturbed system.
That the perturbation removes the degeneracy of a proper degenerate system is
generic for r = n − 1 that is, for maximally superintegrable systems. But if more
than one action “is missing”, this property is very special. Our system, the lunar
problem is degenerate in a remarkable kind of way. The degrees of freedom are
added to the dynamics of the system “step by step”. The unperturbed Kepler
Hamiltonian depends only on the first action variable. The first order term of the
perturbation adds the dependence of the second action-variable. And with the
second order term of the perturbation, we also get the dependence of the third
action variable.
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Whenever a KAM Theorem of any kind is proven in the classical way, the strategy
comes down to a normalization procedure on “the right tori”. That is, we have to
find a way to single out all those tori where we can show the existence of a coordi-
nate transformation that normalizes the Hamiltonian of the system completely. The
Diophantine conditions that are given have to be satisfied in order to allow the con-
struction of such a transformation. The additional non-degeneracy conditions that
we impose on the frequency map, are necessary to gain a local diffeomorphism once
again. This enables us to parameterize the tori not only through the values of the
actions, but also through the values of the corresponding frequencies. Normalization
procedures are iterative procedures. That is, our coordinate transformation is given
through a convergent series of transformations. Because of the non-degeneracy we
can choose n-parameters that carry us from torus to torus, while looking for the spe-
cial ones on which the transformations converge. Thus, proving a KAM theorem for
us means finding suitable conditions, that allow us to pin down the “right” invariant
tori of the perturbed system and show that normalization works on them.
4.2. From the geometry of the system to the
perturbation analysis
In Section 2.2 we recalled how to turn the Hamiltonian of the lunar problem into a
perturbed Keplerian. This enabled us, to study the dynamics of the twice normalized,
truncated Hamiltonian. We will show, that this simplified system actually was a good
approximation. That is, most characteristics of the simplified dynamics survives,
when we return to the original problem.
Thus, let us have a look at the twice reduced twice normalized Hamiltonian of
the lunar problem (3.14) once again. Our preceding endeavors were rewarded by
a one degree of freedom system whose dynamics we could describe completely.
Its normalized truncated but unreduced Hamiltonian is necessarily integrable,
too. Hence, expressed in appropriate coordinates the lunar problem itself is just
an ε8/3-perturbation of this integrable Hamiltonian. We exclude all those points
belonging to energy levels that corresponds to the separatrix or to equilibrium
points of the twice reduced system. In the remaining areas the “unperturbed”
system exhibits periodic and quasi-periodic motion. So, we are confronted with the
question which of these orbits do survive in the original system, that is, under the
influence of our “small perturbation”. The Implicit Function Theorem ensures the
persistence of non-degenerate periodic orbits (Compare [Kummer, 1983] for explicit
results). If our Hamiltonian was non-degenerate, or isoenergetically non-degenerate,
the classical or the isoenergetic KAM theorem would help us in dealing with the
persistence of quasi-periodic three-tori. We also know that a similar answer can be
given for properly degenerate systems, if the perturbation removes the degeneracy
(ref. [Mazzocco, 97], [Arnol’d, 63b] and [Paul, 98]). But our system is degenerate in
a very special kind of way. The Kepler Hamiltonian is maximally superintegrable,
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It depends on one single action-variable. When we add the first order term of
the perturbation, the intermediate Hamiltonian depends on two of three action
variables. We have to add the second order term of the perturbation to obtain a
dependence on all three action variables. So, the perturbation does not remove the
degeneracy in the sense of [Arnol’d 63a]. The new “unperturbed” system has three
different time scales. In this section, we will derive the main idea of how to prove a
KAM theorem for the lunar problem.
Following [Cushman, 1992] we have analyzed the perturbed Keplerian of the lunar
problem by submitting it to a sequence that consisted of a normalization followed
by a reduction, a second normalization and a second reduction. This seems to be a
rather natural approach to this problem. But as a matter of fact, it is even more.
It could be called a method, a strategy which can be applied to several other per-
turbed Keplerian systems (ref. to [Cushman, v.d.Meer] or [Cushman, Sadovski´ı] for
examples). These systems have one common characteristic. The average of the first
order term of the Hamiltonian
∑∞
i=0 ε
iHi consists of a product of the Keplerian H0.
With a second function F. This function F commutes with H0. It and has a periodic
Hamiltonian flow, too:
H1 = const ·H0 · F , {H0, F} = 0 .
(In the case of the lunar problem F is the third component of the angular momentum
S12.) This method helps to treat such systems in an almost algorithmic manner. It
was presented for the first time in [Cushman, 1992].
As a matter of fact, already [Kummer, 1983] applies a coordinate transformation to
the once normalized system. It corresponds to the second normalization. But in his
paper the transformation is regarded as rather arbitrarily chosen. It is intended to
simplify the second order term of the Hamiltonian and is not motivated any further.
Treating the system according to [Cushman, 1992] reveals that the coordinate
transformation can be chosen strategically—in this case and whenever a similar
situation occurs. Thus, to understand the nature of the second coordinate transfor-
mation we should reduce first and normalize for the second time after that. But as
we want to gain insight into the dynamics of the untruncated Hamiltonian we will
have to return to the original phase space later on. Therefore, we have to change
our point of view. First, we normalize twice and afterwards we pass to the twice
reduced phase space. This implies that we can analyze the twice reduced system
and draw conclusions for the original system by means of perturbation theory.
We can regard the system as a small perturbation of the twice normalized system
then. We would like to find a way to employ KAM theoretical strategies to prove
the persistence of quasi-periodic invariant 3-tori. A close look at the truncated
system and its dynamics will motivate our next steps with regard to this endeavor
(compare Subsection 3.1.3):
To get the one degree of freedom system on Plc we reduce twice. Thus, two periodic
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motions are singled out. Their frequencies are of different orders of magnitude in
terms of the perturbation parameter, that is (1, ε). The first reduction with respect
to the Keplerian symmetry is a regular reduction. The reduction with respect to
the angular momentum is singular for S12 = 0, as the corresponding Hamiltonian
flow has two fixed points in the once reduced phase space Ml. At these points the
two functions are in involution but dP ∧ dS12 = 0. On Ml we have a two degree of
freedom system and an exact 2-form. Thus, if no monodromy occurs and if we stay
away from fixed points and separatrixes of the twice reduced system, the original
system admits global action-angle coordinates on every remaining connected and
simply connected domain. To realize this fact is important for our purpose. To
gain structure preserving results through KAM theory we need global action-angle
variables on the remaining connected domains of Plc. It is a well known fact that,
whenever there is monodromy in the two degree of freedom system, there is a focus-
focus singularity in the energy-momentum map. But as we have seen in Section 3.1.3
the energy momentum map of the lunar problem has no isolated singularities. Thus,
we are saved.
As we have seen, KAM theory tells us that most of the invariant three-tori of the
twice normalized truncated system will survive small perturbations, if certain non-
degeneracy conditions are satisfied. (For further details refer to Section 4.1). These
non-degeneracy conditions come down to one point: The frequencies have to vary
whenever we pass from one torus to the next one.
If we look at the twice normalized, twice reduced system, we note that the families
of periodic orbits always extend between two fixed points or a fixed point and a
separatrix. In general, the fixed points have finite normal frequencies that do not
vanish. On the other hand, on the separatrix the frequency vanishes. Thus, at least
the frequencies that we meet, when we pass form periodic orbit to periodic orbit in
the twice reduced system, do vary in some open domains. We have to think about
the way, how we could use this fact to prove some kind of non-degeneracy.
As we already mentioned, the Kepler Hamiltonian H0 = P has three degrees of
freedom but it depends only on one of three actions. With the lunar problem, even
the first order term of the perturbation only depends on two actions. We have
H =P − ε
k
P S12
+
ε2
k2
[
− 1
4
P S212 +
1
4
1− ν
k
P 3 +
3
8
1− ν
k
P (4(pi1 − c)2 + pi2)
]
+O(ε8/3) .
(4.2)
To apply KAM theory, we have to choose a new “unperturbed Hamiltonian” that
includes higher order terms of the former perturbation. This way, we will remove
the degeneracy by obtaining a new, diffeomorphic frequency map. We are going to
show, that H0 + εH1 + ε
2H2 is the appropriate choice. Thus, we have to deal with
an “unperturbed” system with frequencies of three orders of magnitude, 1, ε, and
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ε2, a system with three different time scales. But if we deal with the rate of change
of those frequencies, we note that things simplify. The zero order term, the Kepler
Hamiltonian, depends linearly on the first action. Accordingly, the rate of change of
the corresponding frequency is of magnitude ε. Thus, the rates of the change of the
three frequencies are only of two orders of magnitude. In this behaviour our system
resembles a properly degenerate one, whose perturbation removes the degeneracy in
the sense of [Arnol’d, 63b]. So, we will be able to apply similar techniques to prove
a KAM theorem for this system as worked for properly degenerate systems.
4.3. Preliminaries and known results
We will discuss some results that are given in [Kummer, 1983] now. After that we
will formulate, prove and apply an adapted KAM theorem for the lunar problem.
As we have already discussed, the lunar problem does not satisfy any hypothesis that
could allow us an immediate application of any known KAM-like theorem. We have
turned its Hamiltonian into a perturbed Keplerian system and the maximal super-
integrability of the Keplerian causes this obstruction. As it has a 2pi-periodic flow,
we can choose its Hamiltonian as one of the actions, whenever we try to express the
lunar problem in terms of action-angle coordinates. Obviously, the second derivative
of the Kepler Hamiltonian with respect to this action vanishes.
If we want to apply KAM like strategies nevertheless, we will have to think of a
different approach to the properties of this system. Obviously, this approach will
have to make use of the properties of the perturbation.
In [Kummer, 1983] we find an attempt to overcome the resulting problems at least
partially and the author states:
“In section 6 we take up the subtle problem of continuation of the four families of
quasi-periodic solutions with two frequencies as well as those with three frequencies
that ‘surround’ them. The quasi-periodic solutions supported by these 3-tori corre-
spond to Kepler ellipses, whose planes and Laplace vectors are not only rotating
about the 3-axis but are also subjected to small oscillations. According to KAM
theory, the majority of these tori (in the sense of measure theory) can be continued
to the exact problem if only a certain determinant does not vanish. Since the three
frequencies (in the rotating system) have different orders of magnitude in terms
of the perturbation parameter, a straightforward application of this determinant
condition is not possible. Nevertheless we are able to prove that certain 3-tori in
the neighborhood of the four families of 2-tori for a ‘very short’ interval of the
perturbation parameter persist in the exact problem. ”
We will have a closer look at the results he obtains and how he archives them.
Kummer works with the KS-regularized and twice normalized system, though he
does not explicitly call the second normalization a normalization. Furthermore, he
uses regular reduction for both reductions. Therefore, he has to exclude the value
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V = 0 from his analysis, where V is the third component of the angular momentum.
When Kummer sets out to apply KAM theory to the system his Hamiltonian has
the form
K = J − κJV + κ2
[
−1
2
JV 2 +
5
4
µJ3f(J−1V ) + 3µJ3G(J−
1
2x, J−
1
2y, J−
1
2V )
]
+O(ε8)
Here the parameter µ denotes the mass of the sun and ν = 1− µ the mass of earth.
Furthermore, we have κ = νε3. J > 0 is the Kepler Hamiltonian with conjugate angle
ξ. The action V is the third component of the angular momentum with conjugate
angle α and (x, y) is a local chart of canonical coordinates. Once again, we are able
to focus on V > 0 like Kummer does, as the case V < 0 reduces to V > 0 by time
reversal. For each of the occurring elliptic fixed points of the twice reduced system
this chart is chosen in such a way, that the equilibrium coincides with the origin. (As
we have seen in Subsection 3.1.3 and in accordance with Kummer’s results, there are
three elliptic fixed points for 0 < v = J−1V <
√
3/5 and two for
√
3/5 < v < 1.)
To apply KAM theory, the local coordinates (x, y) have to be replaced by action-
angle variables (Z, φ). To do so, Kummer normalizes G using the method of Lie
series. As the twice reduced system is a one degree of freedom system, we know
from [Ru¨ssmann, 64] that this is possible in some neighborhood of the fixed point.
So, the resulting auxiliary function G˜ depends only on (Z, V, J) with 0 ≤ Z < z0. To
prove the predicted persistence of certain invariant tori Kummer uses the fact that
every energy surface of the original unregularized Hamiltonian function corresponds
to the energy surface K = 1 after KS-regularization. To reduce the dimension of
the system he uses −J as new Hamiltonian function on K = 1 by substituting the
so-called orbit equations for the original ones. The new time parametrization is the
conjugate angle ξ. Solving K = 1 for −J he obtains for Λ = −J(1, V, Z, φ, α, ξ)
Λ = −εV − ε2
[
−3
2
V 2 + 3µf(V ) + 3µG˜(V, Z)
]
+O(ε8/3) .
With
K = K(J(1, V, Z, φ, α), V, Z, φ, α, ξ)
we get the new equations of motion according to
dV
dξ
= dV
dt
dt
dξ
= −∂K
∂α
/∂K
∂J
∂
∂α
1 = ∂K
∂J
∂J
∂α
+ ∂K
∂α
dV
dξ
= −∂Λ
∂α
dZ
dξ
= dZ
dt
dt
dξ
= −∂K
∂φ
/∂K
∂J
∂
∂φ
1 = ∂K
∂J
∂J
∂φ
+ ∂K
∂φ
dV
dξ
= −∂Λ
∂φ
To obtain simplified equations of motion, Kummer scales according to
V → v + εV , Z → z + εZ and Λ→ εΛ
where v and z are fixed. Dropping constant terms he gets
Λ = 3κ2
[
− 1
3κ
+ g1(v, z)
]
V + 3κ2g2(v, z)Z +O(ε
7) (4.3)
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where
g1 = −v + µf ′(v) + µ∂vG˜(v, z) (4.4)
g2 = µ∂zG˜(v, z) (4.5)
By integrating the equations of motion over ξ from ξ = 0 to ξ = 2pi Kummer defines
an isoenergetic Poincare´ map with Poincare´ section ξ = 0. This map has the form
α1 = α + 6piκ
2
[
− 1
3κ
+ g1(v, z)
]
+O(ε7) V1 = V +O(ε
7) (4.6)
φ1 = φ+ 6piκ
2g2(v, z) Z1 = Z +O(ε
7) (4.7)
where the perturbation term O(ε7) is real analytic in {v, z, φ, α, Z, V, ε}. Kummer
has to invoke the KAM theorem for maps now and he cites, that the map
α1 = α + 6piκ
2ω1 +O(ε
7) V1 = V +O(ε
7) (4.8)
φ1 = φ+ 6piκ
2ω2 +O(ε
7) Z1 = Z +O(ε
7) (4.9)
is known to posses a real analytic 3-parametric family of tori
V = Vω(α, φ, z, v, ε) , Z = Zω(α, φ, z, v, ε)
for every ω that satisfies the irrationality condition
|ω1p+ ω2q| ≥ γ
(1 + |p|+ |q|)τ for all (p, q) ∈ Z
2\{0}
for some constants 0 < γ ≤ 1 and τ > 0 and for ε ≤ ε1(γ, τ).
Thus, Kummer has to face the problem, that KAM theory only deals with frequencies
that do not depend on the perturbation parameter. But his frequencies of the lunar
problem
ω1 =
[
− 1
3κ
+ g1(v, z)
]
(4.10)
ω2 = g2(v, z) . (4.11)
do depend on the perturbation parameter ε. They are of order ε3 and ε6. Therefore,
KAM theory cannot be applied without further considerations.
To solve this problem at least partially, Kummer shows that for g = (g1, g2)
∂2g
(∂v∂g)
(0, v) 6= 0 .
So, g is a local diffeomorphism for 0 ≤ z < z1 for some z1 ≤ z0. As g is a local
diffeomorphism defined on an open domain D, the set ω(D) is open, too. Thus,
there are Diophantine frequencies in ω(D). Now Kummer proves that, if ωd ∈ ω(D)
is Diophantine for some γ and τ, then there exist ε1d < ε
2
d ≤ ε1(γ, τ) and functions
(vd(ε), zd(ε)), such that ω(ε, vd(ε), zd(ε), . . .) = ωd, for ε
1
d < ε ≤ ε2d. Thus, the
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corresponding unperturbed tori survive in the lunar problem. That is, certain tori
survive in a small neighborhood of the relative equilibria. But we only know, that
each of them survives for one special value of ε. Furthermore, the interval from
which we can pick ε depends on ωd. This is not very satisfying. Even if we used the
same Hamiltonian function as Kummer does and the fact that G˜ converges in some
neighborhood of the stable relative equilibria, we would like to have an adapted
theorem. It should tell us, that at least in these neighborhoods all Diophantine
unperturbed tori survive for all ε ≤ ε(γ, τ). Furthermore, we could demand an
estimate of the measure of the set of surviving Diophantine tori. It would be even
better, if we could prove that we are not restricted to the neighborhood of the
equilibria.
We have already proven in Lemma 3.2.0.2 that we have global action-angle variables
on any domain, that does not contain the separatrix and the fixed points of the
twice reduced system. Thus, we will be able to draw the desired conclusions for the
persistence of quasi-periodic three-tori.
4.3.1. Preliminary definitions
Before actually starting out to formulate and prove our main theorem, we introduce
some notation and give some definitions, which will be used frequently from now on.
We are interested in Hamiltonian functions defined and real analytic on an uniform
complex neighborhood of some domain D × T3 where D is an open, connected,
bounded subset of R3. (Remember, that “real analytic on D¯ × Tn” is supposed to
mean that the analyticity extends to a uniform complex neighborhood of D. (cf.
page 75))
With T3 we denote the three-torus [R/2pi Z]3 and using coordinates the complex
neighborhood of {0} × T3 is given by
Dr,s := {I ∈ C3 | |I| < r} × {φ ∈ C3|Re(φ) ∈ T3 and |Im(φ)| < s} ⊂ C3 × C3 .
For the uniform complex neighborhood of the whole domain D, we write
Dr =
{
J ∈ C3 |Re(J) ∈ D and |Re(J)− J | < r } .
We will be working with frequencies ω in a domain Ω ⊆ R3. We are interested
in strongly non-resonant or Diophantine frequencies bounded away form the
boundary of Ω. The set of these frequencies is for some α > 0 and τ > 2 fixed
Ωα =
{
ω ∈ Ω
∣∣∣Bα(ω) ⊂ Ω and |〈ω, k 〉| ≥ α|k|τ for all k ∈ Z3\{0}
}
where |k| =∑1≤i≤3 |ki| and Bα(ω) = {ω˜| |ω − ω˜| < α}.
Remark 4.3.1 As the lunar problem has frequencies of order (1, µ, µ2), the Dio-
phantine condition to appear in our KAM theorem has to be of the form
|〈ω, k 〉| ≥ µ
2 β(∑3
i=1 |ki|
)τ for all k ∈ Z3\{0} .
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For given Ωα, the corresponding uniform complex neighborhood of Ωα is given by
Oh :=
{
ω ∈ C3
∣∣∣ dist(ω − Ωα) < h} ⊂ C3 .
KAM theory not only provides us with the knowledge that most tori survive, but it
provides us with a transformation that conjugates the vector fields on the Diophan-
tine, unperturbed tori to the corresponding perturbed ones. The dependence of this
transformation on ω as it varies over the nowhere dense Cantor set Ωα is smooth in
a certain sense. Its dependence is of “ Whitney class C∞”, which means that it can
be extended to a C∞ diffeomorphism of Ω.
Definition 4.3.1 (Whitney-smoothness on a closed set Ω ⊂ Rn)
Let Ω ⊂ Rn be a closed set. The elements of the class CβWh(Ω) of Whitney-Cβ
functions on Ω are collections U = {Uq}0≤|q|≤l (q ∈ Zn+) functions which are defined
on Ω and which possess the following property. There exists an M ≥ 0 such that for
all x, y ∈ Ω and all q ∈ Zn+, 0 ≤ |q| ≤ l with l = {m ∈ N0 | m < β}
|Uq(x)| ≤M and |Uq(x)− Pq(x, y)| ≤M |x− y|β−|q| (4.12)
holds. Here
Pq(x, y) =
l−|q|∑
j=0
∑
|k|=j
1
k!
Uq+k(y)(x− y)k, k ∈ Zn+
is an analogue of the (l − |q|)th Taylor polynomial for Uq.
The norm ‖U‖β of U ∈ CβWh(Ω) is defined as the smallest constant M for which
the inequalities (4.12) hold.
Definition 4.3.2 A C∞-Whitney differentiable function on Ω is a sequence
F = (F k)k∈N0 with (F
k)k<β ∈ CβWh(Ω) for all β /∈ N.
In what follows, | · | is supposed to be the usual sup-norm for functions and for
vectors v ∈ Cn we denote ||v|| = maxi=1,...,n |vi|. The norm ||C|| of a n × n matrix
C = (Cij) will be defined as
||C|| = n · max
i=1,...,n
||Ci|| .
It is a well known result that this norm is compatible to the given vector-norm, that
is
||C v|| ≤ ||C|| ||v|| ∀v ∈ Cn.
Furthermore, | · |r,s,h is the sup-norm for functions on Dr,s × Oh. If the domain is
clear from the context, we will drop part of the subscript to simplify notation. With
| · |L we denote the Lipschitz constant of a mapping with respect to ω that is
|φ|L := sup
υ 6=ω
||φ(υ)− φ(ω)||
||υ − ω|| ,
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where the underlying domain will be clear from the context or indicated by a subs-
cript. The Cauchy’s inequality will be used repeatedly in the sections to come, too.
For a function f which is complex analytic on Dr and continuous on D¯r and any
ρ < r it tells us that ∣∣∣ ∂k1+...+kn
∂Jk11 . . . ∂J
kn
n
f(J, φ)
∣∣∣ ≤ k1! . . . kn!
ρk1+...+kn
||f ||r
holds for all points (J, φ) ∈ Dr−ρ.
Furthermore, we adopt a rather common terminology (cf. for example [Po¨schel, 92]
and [Po¨schel, 82]): for a function to be real analytic on “D¯ × Tn” is supposed to
mean that the analyticity extends to a uniform complex neighborhood of D.
4.4. The Main Theorem
We will prove the following Main Theorem.
Theorem 4.4.1 Consider the perturbed Hamiltonian
H = h(J) + ε fε(J, φ, ε) (4.13)
where h is defined by
h(J1, J2, J3) = J1 + µh1(J1, J2, ) + µ
2 h2(J1, J2, J3; µ) . (4.14)
The variables (J, φ) ∈ D × T3 are action-angle variables of h. The given domain D
is supposed to be an open, bounded and connected subset of R3. For small µ define
ε := k µl for some constants k > 0 and l > 3. Assume that H is real analytic in a
uniform, complex neighborhood of D × T3 and that the estimates∣∣∣∣ ∂2h1∂(J1 J2)
∣∣∣∣ ≥ u > 0 (4.15)∣∣∣∣∂2h2∂J23
∣∣∣∣ ≥ v > 0 (4.16)
hold. Then there exists a constant δ > 0 such that for α = µ2 β and
µl−3 ≤ δ β2 (4.17)
and for all ω ∈ Ωα ⊆ Ω := hJ(D) the Kronecker tori (T, ω) of the unperturbed
system (h,D×T3) survive for any fixed τ > 2 as slightly deformed Lagrangian tori.
They depend on ω in a Whitney smooth manner and fill D × T3 up to a set of
measure O(β). There exists a constants M and C such that for any ball B(R) ⊂ D
and T = B × T3 there exist a decomposition
T = T1 ∪ T2.
such that T1 is the union of three-dimensional invariant tori of the perturbed system
and
mes(T2) ≤ βC M
2R2
u v
mes(T ) .
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Remark 4.4.1 It is worth noting, that the lunar problem is a very special case of the
Hamiltonian systems considered in this theorem. Its first order term is given by h1 =
− 1
k
J1 J2 and accordingly the second order derivatives with respect to J1 or J2 vanish.
The remaining term ∂12h1 = −1/k is constant. We have to take into account, that
the lowest order term of the perturbation is of order µ8/3. Therewith, an application of
the theorem becomes possible after continuing the previous normalization procedures
up to order 3. The resulting higher order terms of the normal form do not alter the
qualitative dynamics of the system as long as µ is sufficiently small.
Proof of Theorem 4.4.1:
To verify our theorem we will follow the classical strategy to approach KAM-like
theorems as it was presented in [Po¨schel, 92]. We will introduce three propositions
from which our Main Theorem (4.4.1) results as immediate consequence.
First we have to change our point of view: Up to now, we were concerned with one
Hamiltonian system having many invariant tori. Instead, we will look at a whole
family of Hamiltonian systems now, where each has one invariant torus that we are
interested in. What we are going to prove, is that there is a majority of these systems
with the property that the corresponding torus survives small perturbations.
We generate this family of parameter dependent Hamiltonian systems by introducing
the frequency ω ∈ Ω as an independent parameter. To this end, we have to demand
that the frequency map hJ of our Hamiltonian is a diffeomorphism between D and
some open frequency domain Ω ⊂ Rn. This is at least locally satisfied if
det DhJ 6= 0 .
Lemma 4.4.1.1 Let h(J1, J2, J3) = J1 + µh1(J1, J2) + µ
2 h2(J1, J2, J3, µ) be given
as in Theorem (4.4.1) and let r0 > 0 be such, that h is real analytic and bounded on
Dr0 Assume that (4.15) and (4.16) hold. Then there exists a constant µ0 > 0 such
that for small µ ≥ µ0
detDhJ 6= 0
holds and there exist constants m > 0 and M > 0, such that
µ2m ||a|| ≤ ||DhJa|| ≤ µM ||a||
for all a ∈ Dr0/2.
Remark 4.4.2 Lemma 4.4.1.1 implies that hJ is a global diffeomorphism of Dr0/2.
To see this, we notice that hJ is a local diffeomorphism because of
detDhJ 6= 0.
Furthermore, as ||DhJ || is bounded, Ω = hJ(D) is bounded too. To prove that hJ
is a global diffeomorphism, it is sufficient to show that hJ is proper. That is, we
have to show that the inverse of every compact set is compact. As we are working
89
Kapitel 4. A KAM theorem for certain perturbed Keplerian systems
in C3 and as Dr and Ω are bounded, it suffices to show that the inverse of a closed
(bounded) subset K of Ω is a closed set. But this is readily seen. Suppose there was
a compact set K ⊂ Ω such that U = h−1J (K) would not be closed. Thus, there would
exist a point u /∈ U which belongs to the boundary of U but not to U itself. As hJ is
a local diffeomorphism, we can choose a neighborhood of u on which hJ is bijective.
Furthermore, there is a sequence (xn) ∈ U such that
lim
n→∞
xn = u
and
lim
n→∞
hJ(xn) = h(u).
As hJ(xn) ∈ K for all n ∈ N, and as K = hJ(U) is closed, hJ(u) ∈ K holds. But
this yields u ∈ U and that is a contradiction to our previous hypothesis. Thus, hJ is
a global diffeomorphism of Dr0/2.
Proof of Lemma 4.4.1.1:
By assumption, there exist an r0 > 0 such that h is real analytic and bounded in
Dr0 . With
DhJ = µ

 ∂21h1 + µ∂21h2 ∂1∂2h1 + µ∂1∂2h2 µ∂1∂3h2∂1∂2h1 + µ∂1∂2h2 ∂22h1 + µ∂22h2 µ∂2∂3h2
µ∂1∂3h2 µ∂2∂3h2 µ∂3∂3h2


we get
detDhJ =
µ3
[
µ ∂1∂3h2
{
µ (∂1∂2h1 + µ∂1∂2h2) ∂2∂3h2 − µ (∂22h1 + µ∂22h2) ∂1∂3h2
}
−µ ∂2∂3h2
{
µ (∂21h1 + µ∂
2
1h2) ∂2∂3h2 − µ (∂1∂2h1 + µ∂1∂2h2) ∂1∂3h2
}
+µ ∂23h2
{
(∂21h1 + µ∂
2
1h2) (∂
2
2h1 + µ∂
2
2h2)− (∂1∂2h1 + µ∂1∂2h2)2
} ]
= µ4
[
∂23h2
∂2h1
∂(J1, J2)
+O(µ)
]
. (4.18)
Let us have a closer look at the eigenvalues of λi of DhJ , i = 1, 2, 3. Since we are
only interested in small values of µ 6= 0 we consider
M =

 ∂21h1 ∂1∂2h1 0∂1∂2h1 ∂22h1 0
0 0 0

 .
instead of DhJ . The characteristic polynomial of M is
pM(λ) = λ
3 − ∂22h1 λ2 − ∂21h1 λ2 + ∂21h1 ∂22h1 λ− (∂1∂2h1)2 λ (4.19)
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and its corresponding roots are
λM1 =
1
2
∂22h1 +
1
2
∂21h1 +
1
2
√
(∂22h1)
2 − 2 ∂21h1 ∂22h1 + (∂21h1)2 + 4 (∂1∂2h1)2
λM2 =
1
2
∂22h1 +
1
2
∂21h1 −
1
2
√
(∂22h1)
2 − 2 ∂21h1 ∂22h1 + (∂21h1)2 + 4 (∂1∂2h1)2
λM3 = 0 .
For small µ 6= 0 the characteristic polynomial of 1
µ
DhJ differs from pM by an
additional term O(µ) :
pµ(λ) = pM(λ) + µ [−∂21h2 λ2 − ∂23h2 λ2 − ∂22h2 λ2 + ∂21h2 ∂22h1 λ+ ∂21h1 ∂22h2 λ
+∂22h1 ∂
2
3h2 λ+ ∂
2
1h1 ∂
2
3h2 λ− 2 ∂1∂2h1 ∂1∂2h2 λ
−∂21h1 ∂22h1 ∂23h2 + (∂1∂2h1)2 ∂23h2]
+µ2 [−∂1∂3h22 λ+ ∂21h2 ∂23h2 λ+ ∂22h2 ∂23h2 λ
−∂21h2 ∂22h1 ∂23h2 + ∂21h1 ∂2∂3h22 − ∂1∂2h22 λ
+2 ∂1∂2h1 ∂1∂2h2 ∂
2
3h2 − ∂21h1 ∂22h2 ∂23h2
−2 ∂1∂2h1 ∂1∂3h2 ∂2∂3h2
+∂21h2 ∂
2
2h2 λ+ ∂1∂3h
2
2 ∂
2
2h1 − ∂2∂3h22 λ]
+µ3 [−2 ∂1∂2h2 ∂1∂3h2 ∂2∂3h2 − ∂21h2 ∂22h2 ∂23h2
+∂21h2 ∂2∂3h
2
2 + ∂1∂2h
2
2 ∂
2
3h2 + ∂1∂3h
2
2 ∂
2
2h2] .
Since pM has distinct roots and pµ is a polynomial depending on µ and on λ the
Implicit Function Theorem tells us that in a small neighborhood of µ = 0 the
corresponding eigenvalues are smooth functions of µ and are equal to the λMi for
µ = 0. Thus, there exists a small constant µ˜ > 0 such that for 0 < µ ≤ µ˜ we have
λi = µ(λ
M
i +O(µ)) for i = 1, 2, 3 . (4.20)
We know that detDhJ =
∏3
i=1 λi and we note that
detDhJ = µ
4 ∂23h2 λ
M
1 λ
M
2 +O(µ
5) .
Hence we get
λ3 = µ
2 ∂23 h2 + O(µ
3) .
Let λmin be the one eigenvalue of DhJ having the smallest absolute value. We want
to prove that there is a constant m that satisfies |λmin | ≥ µ2m > 0 for any µ small
enough. We know
| detDhJ | = µ4
∣∣∣∣∂23h2 ∂2h1∂(J1J2) +O(µ)
∣∣∣∣
≥ µ4
∣∣∣∣∣∣∂23h2∣∣
∣∣∣∣ ∂2h1∂(J1J2)
∣∣∣∣− |O(µ)||
∣∣∣∣ .
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Let us have a closer look at |O(µ)| . By hypothesis h1, h2 are real analytic on Dr0
and continuous on Dr0 . Let hˆ = max{|h1|Dr0 , |h2|Dr0}. Then by Cauchy’s inequality
and (4.18) we get:
|O(µ)| ≤ |µ|58 4
6 hˆ3
r60
.
on D r0
2
. This estimate enables us to find a lower bound for | det DhJ |. If we take
into account our assumptions regarding |∂23h2| and
∣∣∣ ∂2h1∂(J1J2) ∣∣∣ then
detDhJ ≥ µ
4
2
u v
holds if we choose
|µ| ≤ u v r
6
0
116 46 hˆ3
.
Cauchy’s estimate provides us with an upper bound for DhJ
0 < ||DhJ ||D r0
2
≤ µ24
r20
hˆ := µM .
With |λmin|D r0
2
≥
µ4
2
u v
µ2M2
=: µ2 ·m . This finally yields
µ2m||a||D r0
2
≤ ||DhJa||D r0
2
≤ µM || a||D r0
2
¤
Remark 4.4.3 Usually we can assume µ to be small enough to assure
λmin = λ3 = µ
2 ∂23h2 + O(µ
3). But Schur’s Lemma (ref. [Bhatia]) also tells
us that in general we are not allowed to assume µ2| ∂23h2 | ≤ λ3 . This assumption
is made in [Mazzocco, 97] when she applies the strategies of KAM theory to proper
degenerate perturbed Euler problems.
So, if the non-degeneracy conditions given in the Main Theorem are satisfied, then hJ
is a global diffeomorphism on D onto Ω = hJ(D). It is even a global diffeomorphism
on the uniform complex neighborhood Dr of D. We will need that property later.
Because hJ is a diffeomorphism, there exists an inverse function
g : Ω→ D ; g(ω) = J.
To prove our Main Theorem we will change our point of view now. Instead of dealing
with one Hamiltonian system with many invariant n-tori, we will deal with a whole
family of Hamiltonian systems, where each one has an invariant torus {0} × T3.
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Let J0 ∈ D. To construct our family of Hamiltonian systems we expand h in a
neighborhood of J0 and introduce ω = hJ(J0) as independent parameter. With
J = J0 + I and J(t) := J0 + t I we get
h(J) = h(J0) + 〈hJ(J0), I〉+
∫ 1
0
(t− 1)〈DhJ(J0)I, I〉 dt
where 〈. .〉 is the standard scalar product. In order to introduce the desired parameter
ω, we split h into a normal part N and a perturbative part Ph:
N := h(J0) + 〈hJ(J0), I〉 = e(ω) + 〈ω, I〉
(4.21)
Ph =
∫ 1
0
(t− 1)〈DhJ(g(ω))I, I〉 dt .
N does not depend on the angular variables and is affine in I. By expressing the
perturbation fε in terms of (I, φ; ω) the given Hamiltonian H (see 4.13) takes the
parameter-dependent form
H = N + P ,
Pε(I, φ, ω, ε) = fε(g(ω) + I, φ, ε) , (4.22)
P := Ph + Pε .
This yields a one-parameter-family of Hamiltonian systems with (I, φ;ω) ∈ Br×T3×
Ω for r > 0 small enough. The Hamiltonian h is real analytic on a uniform complex
neighborhood of D × T3. Accordingly, there exist constants r, s and ρ such that,
expressed in the new coordinates and parameters, H is real analytic on Drs ×Oρ.
For P = 0 the dynamics of each such Hamiltonian system is especially simple: As N
is affine in I, we find that for each value of ω ∈ Ω the torus {0} × T3 is invariant
and Lagrangian with constant vector field
XN =
3∑
i=1
ωi
∂
∂φi
.
This yields a trivial embedding Φ0 of this torus into phase space by
Φ0 : T
3 × Ω → Br × T3, (φ, ω) → (0, φ) .
We want to prove now that this torus survives small perturbations P if the corre-
sponding frequency ω satisfies ω ∈ Ωα. As we will see, such a torus is only slightly
deformed by the influence of the given perturbation.
4.4.1. The Propositions
The first proposition deals with the persistence of the invariant, Diophantine 3-
tori. It states that for each ω ∈ Ωα there exists an embedded Kronecker torus
Tω˜ = Φ(T
3; ω) with frequencies ω at a slightly shifted parameter value φ(ω). Each
such torus is Lagrangian and close to the corresponding unperturbed torus of the
vector field XN .
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Proposition 4.4.1.1 Let H = N + P and suppose that the perturbative term P is
real analytic on Dr,s ×Oρ and that for a small constant γ(τ) > 0 we have
|P |r,s,ρ ≤ γ α r sν with ν = τ + 1 > 3 and α sν ≤ ρ (4.23)
We also assume r, s, ρ ≤ 1. There exists a Lipschitz continuous, near identity map
ψ : Ωα → Ω
and a Lipschitz continuous family of torus embeddings
Φ : T3 × Ωα → D × T3
close to Φ0, such that the embedded tori are Lagrangian and such that the correspon-
ding Hamiltonian flows are conjugate for each ω ∈ Ωα
XH|ψ(ω) ◦ Φ = DΦ ·XN .
Furthermore, Φ is real analytic on T∗ = {φ | |Im φ| < s/2} for each ω and the
estimates
||W (Φ− Φ0)||, α sν ||W (Φ− Φ0)||L ≤ c
α r sν
||P ||r,s,ρ ,
||ψ − id||, α sν ||ψ − id||L ≤ c
r
||P ||r,s,ρ
are satisfied uniformly on T∗×Ωα and Ωα, respectively. HereW :=
(
r−1E 0
0 s−1E
)
and c is a large constant that depends on τ.
The main result of KAM theory can be called a kind of structural stability restricted
to a nowhere dense union of quasi-periodic tori. It is sometimes referred to as “quasi-
periodic” stability (cf. [Broer, Huitema, Sevryuk]). In this context the conjugacies
between the integrable system and its perturbations are smooth in the sense of
Whitney.
Proposition 4.4.1.2 Let us assume that the assumptions of Proposition 4.4.1.1 are
satisfied. Let
F(Φ, ψ) : (T3 × Ωα, Ωα)→ (T3 ×D, Ω),
where the functions Φ and ψ are the ones given in Proposition 4.4.1.1. Then F is
Whitney smooth on Ωα and there exists a smooth extension F˜ of F on Ω.
The third proposition gives the desired estimates on the measure of the Cantor set
of surviving invariant tori.
Proposition 4.4.1.3 There exist constants C > 0, M > 0 and u, v > 0 such that
for any Ball B(R) ⊂ D and T = B × T3 there exist a decomposition
T = T1 ∪ T2.
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such that T1 is the union of three-dimensional invariant tori of the perturbed system
and
mes(T2) ≤ βCM
2
uvR
mes(T ) .
4.4.2. Proof of the Main Theorem 4.4.1
Our Main Theorem 4.4.1 is an immediate consequence of Proposition 4.4.1.1 -
4.4.1.3. Let us show in detail how the assumptions formulated there, are sufficient
to meet the conditions of these three propositions.
Let H be chosen according to the demands of the Main Theorem. Accordingly, the
frequency map is a global diffeomorphism on Dr and we have turned H into H =
N +P. The normal part N and the perturbation P = Ph +Pε are defined by (4.21)
and (4.22). Furthermore, H is real analytic on a uniform complex neighborhood of
D × T3 × Ω and continuous on its closure. Thus, there exist constants r, s, ρ < 1
with r ≤ r0/2 (compare 4.4.1.1) and sν < ρ such that P is real analytic and bounded
on Dr,s × Oρ having its maximal absolute value F on the boundaries of Dr,s × Oρ.
According to Lemma 4.4.1.1 the estimate ||DhJv||r0/2 ≤ µM ||v||r0/2 holds. So, we
have
|Ph |r,s,ρ ≤ µM r2 ,
|Pε |r,s,ρ ≤ kµl F ,
|P |r,s,ρ ≤ |Ph |r,s,ρ + |Pε |r,s,ρ .
This yields |P |r,s,ρ ≤ µM r2 + k Fµl. We are searching for a constant δ, such that
for small γ > 0
|P |r,s,ρ ≤ γ µ2β sνr
holds. To this end, we have to choose a new radius r ≤ r0/2. As we are only interested
in small µ, we can choose r according to
µM r2 = k Fµl ⇔ r =
√
k Fµl−1
M
.
and get
|P |r,s,ρ ≤ µM r2 + k Fµl = 2k Fµl
This yields that condition (4.23) holds if
(2 k F µl)2 ≤ γ2 µ4 β2 s2νr2 = γ2 µ4 β2 s2ν k F µ
l−1
M
⇔ µ2l ≤ γ
2 s2ν µl+3
4 k F M
β2
⇔ µl−3 ≤
(
γ2 s2ν
4 k F M
)
β2
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holds. If we choose
δ = min
{
γ2
s2ν
4 k F M
,
(µ˜)l−3
β2
}
where µ˜ is define as in Lemma 4.4.1.1 then we know that for
µl−3 ≤ δβ2
the assumptions of Proposition 4.4.1.1 - 4.4.1.3 hold and our main theorem follows.
¤
4.4.3. Proof of Proposition 4.4.1.1
Let us discuss our strategy to prove Proposition 4.4.1.1 first. Suppose we dealt
with a completely integrable Hamiltonian system in three degrees of freedom. To
show that the motion takes place on an invariant 3-torus, we could construct a
normalizing series of transformations using the method of Lie series. We would obtain
a system depending only on the new actions and not on the new angles. That is,
the composition of those transformations would converge to a transformation that
turned the given Hamiltonian into normal form. Thus, every orbit would live on a
Kronecker torus afterwards.
As we know, our perturbed Hamiltonian, that is, the corresponding one parameter
family of systems, is not completely integrable in general. But the truncated Hamil-
tonian of each family member possesses an invariant Kronecker torus {0} × T3. We
would like to single out all those tori that survive when we add the neglected higher
order terms once again.
Whenever a torus persists, there has to be a transformation that normalizes the
perturbed Hamiltonian on this torus. In order to construct this normalizing trans-
formation, we use the method of Lie series. We obtain a sequence of transformations,
that normalizes the Hamiltonian up to arbitrary order. It cannot converge but on
the invariant torus itself. Thus, we have to diminish the size of the domain which we
are working on in every step of the normalization procedure. We even have to make
sure, that the convergence of the transformations proceeds faster that the shrinking
of the domains.
Accordingly, the gist of the proof of Proposition 4.4.1.1 is a rapidly converging
(Newtonian) iteration procedure that was introduced in [Kolmogorov, 79] first. Each
step of this normalizing iteration procedure is call a KAM step. At the beginning
of the jth-KAM step stands an Hamiltonian Hj = Nj+Pj. By obvious notation, Nj
is normal. It does not depend on the angular variables φj and it is supposed to be
affine in the actions Ij. Analogously, Pj is the new perturbation, and we can assume
that Pj satisfies |Pj| < 1. The domain we are interested in is Drj ,sj × Oρj and we
are looking for an appropriate transformation Fj = (Φj, ψj) of the variables and
parameters. It is supposed to produce a new Hamiltonian Hj+1 of the same form as
Hj, that is,
Hj+1 = Nj+1 + Pj+1 = Hj ◦ Fj .
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Such transformations form a group with respect to composition. Furthermore, we will
construct the normalizing transformations (Fj)j∈N in such a way that the sequence
(F j)j∈N defined by
F j+1 = F0 ◦ F1 · · · ◦ Fj
converges to an embedding of a Kronecker torus into phase space.
Our proof is divided into several parts.
• First we consider a single KAM step. That means that we construct Fj for a
given Hj. We will check which conditions have to be satisfied, to allow us to
execute it. This also reveals constants and conditions which allow us to execute
the next KAM step, too.
• The following task is to set up a whole sequence of such parameters, hence
ensuring that infinitely many KAM steps can be done in sequence.
• With this information we can prove the Propositions, we claimed. We prove
that the resulting sequence of transformations converges, that the predicted
estimates hold and that there is the predicted Whitney smoothness.
The KAM step
To simplify notation we will drop the index j which indicates at which level of the
iteration procedure we momentarily are. Hence, P is the given perturbation and by
P+ we denote the new perturbation resulting from the KAM step. All other given
and transformed variables, functions and parameters are named accordingly. We
will stick rather closely to the notation used in [Po¨schel, 92].
Let H = N + P be the given Hamiltonian and H+ = N+ + P+ be the transformed
Hamiltonian function we are looking for. We will not consider P itself to find
the transformation F , because we want to construct F by means of Lie-series.
Therefore, we have to avoid dealing with functions that have infinite Fourier series.
Otherwise, infinitely many Diophantine conditions would have to be satisfied. So,
we simplify our Hamiltonian by approximating P by its linearization with respect
to I. After that, we expand it in a Fourier series in φ and truncate this Fourier
series at suitable order K. This yields a simplified Hamiltonian H˜ = N + R which
is affine in I and R is a trigonometric polynomial in φ.
This is the way the Hamiltonian is prepared for further use in [Po¨schel, 92]. Howe-
ver, this approach breaks down whenever we meet a perturbation P , whose Taylor
expansion with respect to I does not have any non-vanishing part.
Let us deal with those perturbations having a non-vanishing affine part in the Taylor
expansion first.
To justify the simplifying construction we give an estimate for the difference between
the new truncated Hamiltonian and the original one.
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Let
• Q be the function we get by linearizing P in I around I = 0 and
• R be the function we get by expanding Q in a Fourier series and truncating it
at a suitable order K.
Supposing |P |r,s,ρ ≤ ². We get by Taylor’s formula and Cauchy’s inequality
|Q|r,s,ρ ≤ |P (0, ω)|ρ + |〈PI(0, ω), I〉|r,s,ρ ≤ ²+ 2
r
² · r = 3 ² .
The difference between P and Q amounts by suitably chosen η on D2ηr,s ×Oρ to
|P −Q| ≤ |PII |2ηr,s,ρ (2rη)2 ≤ (2ηr)
2 · 2!
(1− 2η)2 r2 |P |r,s,ρ.
We notice that each η < 1
2
would do here. At the beginning of each KAM step
we have to make preliminary assumptions involving for example the given radii and
parameters. This implies the necessity to find sequences such that these assumptions
are satisfied at the beginning of each KAM step. To diminish our radius r we will
construct a sequence (ηj)j∈N later on, such that r+ = 2 η r is an appropriate choice.
For this reason and with regard to other estimates to come, we demand
0 < η <
1
8
.
This yields
|P −Q| ≤ 2
7
9
η2²
and by Lemma A.0.1.4 we get for any σ < s :
|R−Q|r,s−σ ≤ 25 e |Q|r,sK3e−K σ ≤ (3 · 25 eK3e−K σ)² .
Using Lemma A.0.2.1 we can choose K sufficiently big to obtain
K3e−Kσ ≤ 1
64
. (4.24)
(We will have to choose a suitable sequence (Kj)j∈N to guarantee this.) This yields
|R |r, s−σ ≤
(
9
2
+ 3
)
² ≤ 8².
Let us turn to the construction of
F = (Φ, ψ) : (I, φ; ω)→ (Φ(I, φ; ω);ψ(ω))
with
Φ : (I, φ; ω)→ (U(I, φ; ω), V (φ; ω))
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where Φ is a coordinate transformation, ψ is a parameter transformation and U is
affine in I. Such transformations F form a group with respect to composition.
The gist of each KAM step, is the construction of F by the method of Lie-series:
the required symplectic coordinate transformation Φ is constructed as time-one-flow
Φ1F of the Hamiltonian vector field of a suitable Hamiltonian F. Using
d
dt
(
H ◦ ΦtF
)
= {H, F} ◦ ΦtF
we can expand H˜ ◦ Φ1F using Taylor’s formula with respect to t at t = 0 and get
H˜ ◦ Φ1F = N +R + {N, F}+
∫ 1
0
(1− t){{N, F}, F} ◦ ΦtF dt
+
∫ 1
0
{R, F} ◦ Φ1F dt
= N +R + {N, F}+
∫ 1
0
{(1− t){N, F}+R, F} ◦ Φ1F dt ,
and
H ◦ Φ1F = H˜ ◦ Φ1F + (P −R) ◦ Φ1F = N+ + P+
where
N+ := N +R + {N, F} .
If this iteration scheme works, H ◦ Φ1F has to consist of a normal part N+ and a
perturbative part P+ once again. Furthermore, we want to diminish the absolute
value of the perturbation.
Adding {N, F} has to turn R into normal form and all further Poisson brackets
have to add to a new smaller perturbation. Therefore, F has to be of the same order
as the perturbation. Hence, the linear approximation of H˜ ◦Φ1F becomes the normal
part of H+. The new perturbation P+ is the sum of the quadratic error term∫ 1
0
{(1− t){N, F}+R, F} ◦ Φ1F dt
and of
(P −R) ◦ Φ1F .
To find F we have a closer look at {N, F}. If ω satisfies a Diophantine condition,
the adjoint map
adN(F ) := {F, N} =
3∑
i=0
ωiFφi
splits the vector space of all formal Fourier series (compare Chapter 2.3.2). It is
the direct sum of the image B and the kernel N of adN . The kernel N consists of
all “constant” Fourier series, which are independent of φ. Because of this splitting
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property, we can sort the terms in R according to R = RN +RB, where RN ∈ N is
the normal part of R. It is the average of R over the orbits of N. That is,
R = RN +RB ,
RN =
1
(2pi)3
∫
T3
R ◦ Φ1N dφ ,
RB = adN(F ) (4.25)
N+ = N +RN ,
and
|RN |r ≤ |R |r,s−σ ≤ 8 ² . (4.26)
Let us additionally demand FN = 0. Then by Lemma A.0.1.2 there is an unique
solution F that satisfies equation (4.25) and which is real analytic on Dr,s−σ for any
0 < σ < s. Indeed, by construction R is of finite order K. Therefore, by Lemma
A.0.1.3 we get
〈ω, k〉 ≥ α
2 |k|τ for all 0 6= | k | ≤ K , (4.27)
such that we can apply Lemma A.0.1.2 obtaining
|F |r,s−2σ ≤ C˜ |R|r,s−σ
αστ
≤ 8 C˜ ²
αστ
.
By Cauchy’s inequality we get
|Fφ|r,s−3σ ≤ 8 C˜ ²
α στ+1
(4.28)
|FI | r
2
,s−2σ ≤ 16 C˜ ²
α r στ
, (4.29)
and because of ν = τ + 1 (compare with (4.23)) this yields
|Fφ |r/2, s−3σ
r
,
|FI |r/2, s−3σ
σ
< 16 C˜
²
α r σν
.
Defining the auxiliary quantity
E :=
²
α r σν
(4.30)
which measures the relation between the perturbation and the diminishing domain
of definitions, we demand
(16C˜) E ≤ η < 1
8
. (4.31)
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This yields
|FI |r/2, s−3σ ≤ σ
and
|Fφ|r/2, s−3σ ≤ η r ≤ r
8
.
Since these estimates hold uniformly in ω on Dr/2,s−3σ the time one map Φ1F is well
defined on Dr/4, s−4σ with
Φ1F : Dr/4, s−4σ → Dr/2, s−3σ .
(We take a mental note at this point, to make sure condition (4.31) holds, when
we choose the necessary sequences, like (Kj), (rj), (sj), (εj), (Ej) and (σj).) With
(4.28) we get
|U − id|r/4,s−4σ ≤ |Fφ|r/2,s−3σ ≤ 8C˜ ²
α σν
≤ ηr ,
|UI − Id|r/8,s−5σ ≤ 8 C˜ ²
α σν
8
r
,
|Uφ − Id|r/8,s−5σ ≤ 8 C˜ ²
α σν+1
,
|V − id|r/4,s−4σ ≤ |FI |r/2,s−2σ ≤ 16 C˜ ²
α r σν−1
,
|Vφ − Id|r/8,s−5σ ≤ 16 C˜ ²
α r σν
,
|VI − Id|r/8,s−5σ = 0
on Dr/8, s−5σ ⊃ Dηr s−5σ. As a consequence
Φ1F (Dηr, s−5σ) ⊂ D2ηr, s−4σ
holds and with
W :=
(
r−1E, 0
0 σ−1E
)
we get
|W (Φ− Id) | , ∣∣W (DΦ− E)W−1 ∣∣ < · ²
α r σν
.
Thus, we set Φ1F = Φ and have found the predicted transformation.
Remark 4.4.4 We adopted the common notation here that suppresses multiplicati-
ve constants bigger than one that do not depend on ω, α or Ω by replacing them by
a “·” whenever we do not need them explicitly.
To sum up: Using R instead of P gave us a Fourier series of finite order. Thus, we
only had to satisfy finitely many Diophantine conditions and were able to find a
unique Hamiltonian F to construct our transformation. Now we have to make sure
that our iteration procedure converges. We have seen that this also implies choosing
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the order K of the Fourier series R high enough. We have to make the perturbing
terms shrink down faster than Dr,s ×Oρ does.
We also have to have a closer look at the terms resulting from our transformation.
After getting rid of RB we have to prove two properties of N+ = N +RN . We have
to show that N+ is independent of φ and furthermore, that it has the same form as
N had:
N+ = e+(ω+) + 〈ω+, I+〉 .
This is necessary to allow us to iterate the KAM steps. Up to now, we have only
dealt with the coordinate transformation. Expressed in the old parameter ω and in
the new coordinates, N+ takes the form
N+ = N +RN = e+(ω) + 〈ω + v(ω), I+〉
as RN is affine in I and independent of φ by construction. (Hence v(ω) = ∂IRN .) It
seems natural to set
ω+ = ω + v(ω) .
But what we need is the inverse of this map. Using Cauchy’s estimate, we get
| v |ρ/2 = | ∂IRN |ρ/2 ≤ 16 ²
r
.
In order to apply the Inverse Function Theorem A.0.2 we have to make sure that
| v |ρ/2 ≤ δ ≤ ρ
8
.
is satisfied. So, we demand
² ≤ 1
27
ρ r . (4.32)
Then there is a real analytic inverse map ψ : Dρ/8 → Dρ/2, with ψ : ω+ → ω the
estimates
|ψ − id |ρ/8, ρ |Dψ − I|ρ/8 ≤ · ²
r
are satisfied and N+ = (N +RN ) ◦ ψ is the required normal part.
We still lack an estimate for the complete new error term on Dr/2,s−3σ. That is, we
need an estimate for the sum of the error term due to the truncation of the Hamil-
tonian and the error term we get by approximating H ◦Φ1F by a Taylor polynomial.
To handle {R, F} we use Cauchy’s inequality and get
| {R, F} | ≤ |RI ||Fφ|+ |Rφ||FI |
≤ 2
r
8 ² 8 C˜
²
ασν
+
1
2σ
8² 16 C˜
²
αrσν−1
≤ (27C˜ + 26C˜) ²
2
α r σν
≤ 3 · 26 C˜ ²
2
α r σν
.
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Using (4.26) yields | {RN , F} |r/2,s−3σ ≤ 3 · 26 C˜ ²
2
α r σν
as well and accordingly∣∣∣∣
∫ 1
0
{(1− t){N, F}+R, F} ◦ Φ1F dt
∣∣∣∣
ηr, s−5σ
=
∣∣∣∣
∫ 1
0
{(1− t)({N, F}+R) + t R, F} ◦ Φ1F dt
∣∣∣∣
ηr, s−5σ
=
∣∣∣∣
∫ 1
0
{(1− t)RN + t R, F} ◦ Φ1F dt
∣∣∣∣
ηr, s−5σ
≤ 3 · 27 C˜ ²
2
α r σν
.
From our previous calculations, we know that we have to choose σ according to
0 < σ < s/5. Thus, we obtain for the error term resulting form the truncation of H
|(P −R) ◦ Φ1F | η r, s−5σ ≤ |P −R| 2η r, s−4σ
≤ |P −Q| 2η r, s−4σ + |Q−R| 2η r, s−4σ
≤ · (η2 +K3e−Kσ) ² .
and with this we get
|P+| < · ²
2
α r σν
+
(
η2 +Kne−Kσ
)
² . (4.33)
The proof of a KAM theorem can also be done in “frequency-angle” coordinates, that
is, without extending the Hamiltonian around each value J0 of the action variables.
But we would have to change the symplectic structure we are working with in each
KAM step. We have to pay a price for our somewhat nicer notation: As we already
mentioned, we can only proceed to the next KAM step, if the Taylor expansion of the
perturbation exhibits an affine part. If it does not, we have to alter the procedure.
Suppose, there is no affine part of the perturbation. Fortunately, this yields, that
the influence of the perturbation vanishes at the one point that is interesting for us:
I˙|I=0 = −∂H
∂φ
(0, φ) = 0 , (4.34)
φ˙|I=0 = ∂H
∂I
(0, φ) =
∂N
∂I
(0, φ) . (4.35)
Thus, we have already found a transformation, that conjugates the flow of the un-
perturbed Hamiltonian on the torus {J0} × Tn to the perturbed one. Therefore, we
can choose Φj(I, φ; ω) and ψ(ω) as identity maps on the Drj ,sj ×Oρj for all further
KAM steps. Combining the results we have reached so far we get
Lemma 4.4.1.2 (The KAM Step) Suppose the Hamiltonian H = N + P is real
analytic and bounded on Dr,s×Oρ with N = e(ω)+ 〈ω, I〉 and with P being a small
perturbation. Let either P (0φ) = ∂P
∂I
∣∣
I=0
= 0 or |P |r,s,ρ ≤ ² with
²
α r σν
· < η , (4.36)
² · < ρ r , (4.37)
ρ ≤ α
2Kν
(4.38)
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for 0 < η < 1/8 and 0 < σ < s/5.
There exists a real analytic, symplectic transformation of coordinates and parameters
F = (Φ, ψ) : Dη r, s−5σ ×Oρ/8 → Dr, s ×Oρ
such that H ◦ F = N+ + P+ splits into a normal part N+ and a perturbation P+
such that P+ either satisfies the estimate
|P+|η r, s−5σ < · ²
2
α r σν
+
(
η2 +K3e−Kσ
)
² or P+(0, φ) =
∂P+
∂I
∣∣∣∣
I=0
= 0 .
Using the notation W :=
(
r−1 E, 0
0 σ−1 E
)
we get
|W (Φ− Id)|η r, s−5σ, ρ, |W (DΦ− E)W−1|η r, s−5σ, ρ ≤ · ²
α r σν
,
|ψ − id|η r, s−5σ, ρ/8, ρ|Dψ − E|η r, s−5σ, ρ/8 ≤ · ²
r
.
uniformly on Dηr, s−5σ ×Oρ and Oρ/8, respectively.
Iterating KAM steps
As we have seen, we can stop worrying, whenever Pj is of order two in J. We can
choose every further transformation as identity map from then on, while making
the domain smaller and smaller. Things are more complicated, when there is a
non-vanishing affine part of the Taylor expansion of Pj. To construct the required
sequences we have a closer look at the error term we are left with after the completion
of one KAM step. For simplicity, we drop the index j once again.
In this subsection we will show how to iterate KAM steps, if the affine part of the
Taylor expansion the perturbation P does not vanish. To do so, we need suitable
sequences of parameter values (²j, Ej, rj, σj, sj, ρj, Kj). They have to be chosen
in an appropriate way such that the conditions (4.36) - (4.38) are satisfied for
each single step, respectively. Therefore, starting values have to be determined,
too. In this section we will deal “exclusively” with the iteration of KAM steps.
That is, even the starting values will be chosen according to the demands of this
task. We will have to relate these results to the actual size of the originally given
perturbation afterwards. We will do this when we actually prove Proposition 4.4.1.1.
When we have executed a KAM step, we have new perturbation term, that satisfies
|P+|η r, s−5σ ≤ ²+ < · ²
2
α r σν
+
(
η2 +Kne−Kσ
)
² .
We have to prove that our normalization procedure converges on the Diophantine
tori. The perturbation has to vanish faster and the convergence of the coordinate
transformation happens faster on these tori than the shrinking of the domains. Our
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aim is to make certain that ²+ ≤ Cˆ ²κ holds for some constants Cˆ > 0 and κ > 1. This
will guarantee that the convergence of the transformations proceeds fast enough, i.e.
exponentially fast. We are free to choose
r+ = η r ,
σ+ =
σ
2
,
To archive simple terms we also have σ0 :=
1
20
s0 and by the estimates involved
in our KAM step we know that s+ = s − 5σ is a suitable choice. (Thus we have
limj→∞ sj =
s0
2 .) As we have seen in the last section, there is a constant C > 1 such
that the perturbations satisfy
²+ ≤ C
(
²2
α r σν
+
(
η2 +K3e−Kσ
)
²
)
. (4.39)
What we need is an exponential decrease of the perturbation. By using the abbre-
viation (4.30)
E =
²
α r σν
we turn (4.39) into
E+ ≤ (2ν C)
(
E2
η
+ (η2 +K3 e−Kσ)
E
η
)
.
Let us simplify this equation now. As we have seen in (4.31), executing a KAM step
demands
(16C˜)E < η <
1
8
.
When we choose
E0 < min
{
1
28C˜2
,
1
64
}
(4.40)
and define η by
E = η2 ,
this estimate holds for all j, as (Ej) decreases monotonically. To simplify the given
estimate for the perturbation, we choose the order of truncation K in such a way
that
K3 e−σK < E (4.41)
holds. (That it is possible to do so is a consequence of Lemma A.0.2.1.) This simplifies
(4.39) according to
E+ ≤ (3 · 2νC) E
2
η
= (3 · 2νC)E3/2 .
Thus, we archive the desired exponential decrease by defining the constant G by
G1/2 = 3 · 2νC
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and setting
E+ = G
1/2E3/2.
This implies an exponential convergence of the series (Ej) to the value zero if Ej <
G−1 holds for all j. For
E0 < G
−1 (4.42)
we get Ej < G
−1 are for j ≥ 1 by induction. ( Defining η2j := Ej means that ηj
decreases at each KAM step, too. This yields limj→∞ rj = 0.) We still have to choose
sequences (Kj) and (ρj) and the necessary starting values K0, E0 and ρ0 now and
verify that the remaining conditions (4.41) and (4.36)-(4.38) hold. Because of (4.32)
and (4.38) we have to guarantee that
27 ²
r
≤ h ≤ α
2Kν
holds. Using (4.41) and with ν = τ + 1 > 3 we get the sufficient condition
K3σνe−σK < Kνσνe−σK ≤ σνE = ²
αr
≤ h
27 α
≤ 1
28Kν
.
We have to choosing E0 in such a way that the conditions (4.40) and (4.42) hold.
This yields for K0 the conditions
Kν0σ
ν
0e
−σ0 K ≤ 1
28Kν0
. (4.43)
and
Kν0 e
−σK ≤ min
{
G−1,
1
28C˜2
,
1
64
}
(4.44)
We can satisfy these demands using Lemma A.0.2.1. Now we have to take two further
conditions into account. (Ej) decreases exponentially. For this reason K
νσνe−σK has
to do so, too. This implies a further condition onK0σ0 to be big enough. Furthermore
E0 should be chosen, as big as possible, as it limits the possible size of the actual
perturbation, later on. That is, K0 should be as small, as possible. Finally, after
having chosen K0 and E0, we can set
ρ0 := 2
7 ασν0E0 . (4.45)
To satisfy the given assumptions for each step we demand
K+σ+ ≥ 2Kσ and Kν+h+ ≤ Kνh
and consequently we set
Kj+1 = 4Kj, and ρj+1 =
ρj
4ν
.
Finally we define
²j = α rj σ
ν
j Ej
and with these settings we obtain Lemma 4.4.1.4. To prove all further estimates we
need the following Proposition.
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Lemma 4.4.1.3 Suppose (al)j :=
²j
rj ρlj
. Then
∑∞
j=0(al)j converges for all l.
Proof:
We have ²j = α rj σ
ν
jEj. With Ej+1 = G
1/2E
3/2
j for G
1/2 = 3 · 2ν C and E0 < G−1
there exists a q ∈ R, such that E0 ·G ≤ q < 1. Thus we get
Ej = G
1/2E
3/2
j−1 = G
(3/2)j−1E(3/2)
j
0 = (G
(3/2)j−1E(3/2)
j−1
0 )E0
≤ q(3/2)j−1E0 .
And as a consequence
(al)j =
²j
rj ρlj
=
α rj σ
ν
jEj
rj ρlj
=
((4ν)j)lq[(3/2)
j−1]ασν0E0
(2ν)j ρl0
= (2(ν (2l−1) j)q[(3/2)
j−1])
ασν0E0
ρl0
This way we find
(al)j+1
(al)j
=
2(ν (2l−1) (j+1))q[(3/2)
j+1−1]
2(ν (2l−1) j)q[(3/2)j−1]
= 2(ν (2l−1))q[(3/2)
j+1−(3/2)j ]
= 2(ν (2l−1))q[(3/2)
j(1/2)]
= 2(ν (2l−1))
√
q
[(3/2)j ] −→ 0 (4.46)
for j → ∞. This yields the convergence of ∑∞j≥0(al)j, and proves that ((al)j)j≥0
converges to zero. ¤
Lemma 4.4.1.4 Assume P0 to be real analytic on Dr0,s0 ×Oρ0 with
|P0|r0,s0,ρ0 ≤ ²0 := αE0 r0 σν0 .
Then for each j ∈ N there exists a normal part Nj = ej(ωj) + 〈ωj, I〉 and a real
analytic transformation
F j = F0 ◦ . . . ◦ Fj−1 : Dj ×Oj → D0 ×O0
with
H ◦ F j = Nj + Pj
and either the estimate
|Pj|rj ,sj ,ρj ≤ ²j := α rj σνj Ej
holds or
Pj(0, φ) =
∂Pj
∂I
∣∣∣∣
I=0
= 0 .
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Furthermore, we obtain
|W0(F j+1 −F j)|rj+1,sj+1,ρj+1 ≤ ·
²j
rjρj
for W0 :=

 r
−1
0 E, 0 0
0 σ−10 E 0
0 0 ρ−10 E

 .
Proof: By induction we can show the existence of F j. Let F1 = F0 = id. There is
nothing to show here. Thus, suppose that for a j ∈ N0 existence and estimates of F j
have been verified. Thus, assumptions (4.36) up to (4.38) are satisfied and we either
have |Pj|rj ,sj ,ρj ≤ ²j with the parameters given by the sequences we constructed
beforehand or Pj is of order two in I. If the latter is true, we set Fj = id in any
further step, while choosing rj+1, sj+1 and ρj+1 and Kj as defined by the previously
chosen sequences. Thus, because of Lemma 4.4.1.2 there is a transformation
Fj : Drj+1,sj+1 ×Oρj+1 → Drj ,sj ×Oρj ,
which turns Hj into Hj+1 = Hj ◦ Fj = Nj+1 + Pj+1 with
|Pj+1|rj+1, sj+1, ρj+1 ≤ C
{
²2j
α rj σνj
+
(
η2j +K
3
j e
−Kjσj) ²j}
or
Pj+1(0, φ) =
∂Pj+1
∂I
∣∣∣∣
I=0
= 0 .
If the affine part of the Taylor expansion does not vanish, we get
|Pj+1|rj+1, sj+1, ρj+1 ≤ C
{
²j Ej +
(
Ej +K
3
j e
−Kjσj) ²j}
≤ 3CEj²j
= 3C αE2j rj σ
ν
j
=
(
(3 · 2ν C) E
2
j
ηj
)
α rj+1 σ
ν
j+1
= αEj+1rj+1 σ
ν
j+1
= ²j+1
because of Ej+1 = G
1/2E
3/2
j with G
1/2 = 3 · 2ν C.
Let us show the estimates we postulated for F j now. Lemma 4.4.1.2 tells us that Fj
and Wj =

 r
−1
j E 0 0
0 σ−1j E 0
0 0 ρ−1j E

 satisfy
|Wj(Fj − id) | ,
∣∣Wj(D¯Fj − E)W−1j ∣∣ ≤ 16Cmax
(
²j
α rj σ
ν
j
,
²j
rj ρj
)
< · ²j
rj ρj
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on Drj+1,sj+1 ×Oρj+1 . By definition F j+1∣∣W0(F j+1 −F j) ∣∣ = ∣∣W0(F j ◦ Fj −F j) ∣∣
≤ ∣∣W0(D¯F j)W−1j ∣∣ ∣∣∣Wj(Fj − id) ∣∣∣
where D¯ denotes the Jacobian with respect to (I, φ) and ω. Now∣∣W0(D¯F j)W−1j ∣∣ = ∣∣W0(D¯F0 · . . . · D¯Fj−1)W−1j ∣∣
≤ ∣∣W0D¯F0W−10 ∣∣ ∣∣W ·W−11 ∣∣ · ∣∣W1D¯F0W−11 ∣∣ ∣∣W1 ·W−12 ∣∣ · . . .
. . . · ∣∣Wj−1D¯F0W−1j−1∣∣ ∣∣Wj−1 ·W−1j ∣∣
≤
j∏
k=0
(
1 + 16C
²k
rkρk
)
.
holds. Furthermore, |WjW−1j+1| ≤ 1 for all j ∈ N0. So the upper product is uniformly
bounded and small as
²j
rjρj
becomes small rapidly and
∑∞
i=0 16C
²j
rjρj
converges (ref.
Proposition 4.4.1.3). From this, we know that the infinite product we obtain for
j →∞ converges, too. This yields∣∣W0(F j+1 −F j) ∣∣ < · |Wj(Fj − id) |
< · ²j
rjρj
.
¤
Now, we can prove Proposition 4.4.1.1. The first Proposition of those three from
which our Main Theorem follows.
Proof of Proposition 4.4.1.1
Without loss of generality we assume |P | < 1 for H = N +P. Let P0 := P, r0 := r,
s0 := s, σ =
s0
20
. Then we have ρ0 ≤ ρ and
|P0|r0,s0,ρ0 ≤ |P |r ,s ,ρ ≤ ² ≤ γα r sν ≤ ²0 = E0 α r0 σν0
by construction and assumption for a small constant γ that we have to fix now small
enough.
Then by Lemma 4.4.1.4 there exists a transformation
F j = F0 ◦ . . . ◦ Fj−1 : Dj ×Oj → D0 ×O0
with
H ◦ F j = Nj + Pj
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and the estimate
|Pj|rj ,sj ,ρj ≤ ²j := αEj rj σνj holds or Pj+1(0, φ) =
∂Pj+1
∂I
∣∣∣∣
I=0
= 0 .
Furthermore, we have
|W0(F j+1 −F j)|rj+1,sj+1,ρj+1 < ·
²j
rjρj
where W0 := diag (r
−1
0 id , σ
−1
0 id , ρ
−1
0 id ) . Thus (F j) converges uniformly to a
transformation F = (Φ, ψ) on⋂
j≥0
Drj ,sj ×Oρj = {0} × {φ | |Imφ| < s/2} × Ωα
which satisfies Φ : T3 × Ωα → D × T3 and ψ : Ωα → Ω. Since F j is real analytic
for each j on T3 and uniformly continuous on Ωα, we know that F is real analytic
on T3 and uniformly continuous on Ωα. In addition on this domain Lemma 4.4.1.3
tells us that
|W0(F − id)| = |W0(
∞∑
j=0
F j+1 −F j)| ≤
∞∑
j=0
|W0(F j+1 −F j)| < · ²0
r0 ρ0
.
Considering the vector fields now, assuming that |H ◦F j−Nj |rj ,sj ,ρj = |Pj |rj ,sj ,ρj ≤
²j and ∇(H ◦ F j − Nj) = (DΦj)tr∇H ◦ F j − ∇Nj and (DΦj)J(DΦj)tr = J and
(4.47) we get:
|XH ◦ F j −DΦj XNj |
= |J ∇H ◦ F j −DΦj J ∇Nj|
= |(DΦj)J(DΦj)tr∇H ◦ F j −DΦj J ∇Nj|
= |W−10 W0 (DΦj)W−1j Wj J(DΦj)tr∇H ◦ F j −DΦj J ∇Nj|
≤ |W−10 | |W0 (DΦj)W−1j | |Wj J(DΦj)tr∇H ◦ F j −DΦj J ∇Nj|
< · ²j
rj ρj
for each j on {0} × {φ | |Imφ| < s/2} × Ωα. For j →∞ this implies
XH ◦ F −DΦXN = 0 .
This means, that for each ω ∈ Ωα there is an embedded invariant torus Tω =
Φ(T3; ω) with frequencies ω for the Hamiltonian vector field XH at the slightly
shifted parameter value ω˜ = ψ(ω). Conversely, for each
ω˜ ∈ Ω˜α = φ(Ωα)
the vector field XH |ω˜ admits an invariant Kronecker torus Tω with frequencies ω =
φ−1(ω˜).
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We still have to prove that the invariant Torus of XH for ψ(ω) is Lagrangian: Let
w be the standard symplectic form on TR3. As Φj is symplectic we know for each
j : Φ∗w|I=0 = 0. This yields
Φ∗w = lim
j→∞
Φ∗w|I=0 = lim
j→∞
w|I=0 = 0
Until now, we have not related the estimates we obtained to the actual size ε of the
perturbation. Now, that we know, that the iteration works, and that the transforma-
tion we were looking for actually exists, we concentrate once again on the estimates.
We started with |P0| ≤ ² ≤ ²0, where the size of ε0 was determined by the needs of
the KAM steps.
Now, we rescale the estimates. Obviously, we have
|P0| ≤ ² ≤ ²
²0
²0
When we assume Pj ≤ ²²0 ²j the rescaled estimate for the new perturbation after one
KAM step becomes
|Pj+1|ηj rj , sj−5σj < ·
²2
²20
²2j
α r σν
+
(
η2 +Kne−Kσ
) ²
²0
²j < · ²
²0
(
²2j
α r σν
+
(
η2 +Kne−Kσ
)
²j
)
.
Thus, we obtain
|Pj+1|ηj rj , sj−5σj ≤
²
²0
²j+1
With this rescaled estimate, the estimate for Fj and F j turn into
|Wj(Fj − id) | ,
∣∣Wj(D¯Fj − E)W−1j ∣∣ ≤ · ²²0 max
(
²j
α rj σ
ν
j
,
²j
rj ρj
)
< · ²
²0
²j
rj ρj
|W (F j+1 −F j)|rj+1,sj+1,ρj+1 < ·
²
²0
²j
rjρj
and since
|W0(F−id)| = |W0(
∞∑
j=0
F j+1−F j)| ≤
∞∑
j=0
|W0(F j+1−F j)| < · ²
r0 ρ0
=
²
α r0 σ
µ
0
1
27E0
≤ · ²
α r0 sν0
.
Finally, using the usual Cauchy estimate we get
|W0(F − id)|L ≤ · ²
r0 ρ20
≤ · ²
α2 r0 s2ν0
Scaling down the estimates of F like this and using ασν0 · < ρ0 we finally extract the
estimates for Φ and ψ as stated in Proposition 4.4.1.1. ¤
4.4.4. Whitney-smoothness–Proof of Proposition 4.4.1.2
In this subsection we will concentrate on the proof of the predicted Whitney-
smoothness of the “unperturbed system”. We can find an extension F˜ on Ω such
that F˜ is C∞ and such that the ω-derivatives of F j converge to the derivatives of F˜ .
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Proposition 4.4.1.4 F is Whitney-smooth on Ω.
Proof: According to the choice of constants we made, Lemma 4.4.1.4 tells us that
for ρj+1 =
ρj
4ν
|W0(F j+1 −F j)|rj+1,sj+1,ρj+1 < ·
εj
rjρj
holds. Let β /∈ N, then assuming
%j = ρj = ρ0
(
1
4ν
)j
we get:
|W0(F j+1 −F j)|rj+1,sj+1,ρj+1 < ·
εj
rjρbj
ρβj ≤
εj
rjρbj
ρβj .
where β ≤ b ≤ β + 1 and b ∈ N. According to Lemma 4.4.1.3 we know that
εj
rjρlj
converges monotonously to 0 for each l ∈ N and so, there with the choice
M := maxj{ εjrjρbj } we obtain
| (F j+1 −F j)|rj+1,sj+1,ρj+1 ≤ |W0(F j+1 −F j)|rj+1,sj+1,ρj+1
< · εj
rjρbj
ρβj ≤M ρβj .
As a result, (F j) satisfies the assumptions of the Inverse Approximation Lemma
A.0.2.2 and its limit F is Whitney Cβ smooth for each β /∈ N on Ωα. That is, F is
Whitney C∞. Because of Lemma 4.4.1.3 we can find analogous estimates for the
ω-derivatives of (F j). Following the Whitney Extension Theorem the limits of these
ω-derivatives on Ωα are the derivatives of our extension F˜ .
¤
4.4.5. Proof of Proposition 4.4.1.3
As we have seen all Diophantine Tori in Ωα survive for µ small enough. Now, we
choose an arbitrary Ball B(R) ⊆ D of radius R. We know that the tori destroyed
by the perturbation have frequencies that lie in
Rα =
{
ω ∈ Ω
∣∣∣ ∃ k ∈ Zn\{0} such that 〈ω, k〉 < α|k|n
}
Furthermore, we know that
mes
(
h−1J (R
α)
) ≤ 1
min(detDhJ)
mes(Rα) ≤ 2
uvµ4
mes(Rα)
and that for some constant D(τ) > 1
mes(Rα) ≤ D(τ)(µM R)2c2 α
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where µM has been defined in Lemma 4.4.1.1 and
cn =
pin/2
Γ(n
2
+ 1)
is the volume of a n-dimensional ball of radius 1. Thus, setting C = 2D(τ)c2 we
obtain
mes
(
h−1J (R
α)
) ≤ β C M2R2
uv
.
¤
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114
5. Application of Theorem 4.4.1 to
the lunar problem
In this chapter we will apply the Main Theorem 4.4.1 of 4.4 to the special case of
the lunar problem. To this end we will have to check if and where the conditions of
Theorem 4.4.1 can be satisfied.
5.1. Dealing with the order of the perturbation
The first requirement to match is the order of the perturbation. As we have seen,
the system applies to Hamiltonian functions of the form
H = J1 + εH1(J1, J2) + ε
2H2(J1, J2, J3) +O(ε
l)
where the order l has to satisfy l > 3. When we have a look at the Hamiltonian of
the lunar problem
H =P − ε
k
P S12
+
ε2
k2
[
− 1
4
P S212 +
1
4
1− ν
k
P 3 +
3
8
1− ν
k
P (4(pi1 − c)2 + pi2)
]
+O(ε8/3) ,
(5.1)
we realize that it obviously violates this condition. But we do not have to worry
because of that. The solution is given by the normalization procedure we discussed
in Section 2.3.2 and Chapter 3 . As we have seen, we can normalize the given
Hamiltonian up to arbitrary order with respect to the Kepler Hamiltonian J1 = P
and the angular Momentum J2 = S12. Thus, we know that there exists a coordinate
transformation Φ that normalizes H up to order 3 with respect to those coordinates.
H ◦ Φ = J1 + εH1(J1, J2) + ε2H2(J1, J2, J3) + ε8/3V (J1, J2, J3, φ3) +O(ε11/3) .
This time we truncate the Hamiltonian at order 11/3 > 3 and reduce the system
with respect to the Kepler and the angular momentum symmetry as before. We
are left with a one degree of freedom system once again. And its leading term does
depend on J1 only. Thus, as all one degree of freedom systems are integrable, we may
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push the symmetry of this leading term to arbitrarily high terms in ε by normalizing
the system. Thus, there exists a normalizing coordinate transformation that leaves
us with a Hamiltonian
H ◦ Φ˜ = J1 + εH1(J1, J2) + ε2H2(J1, J2, J3) + ε8/3V¯ (J1, J2, J3) +O(ε11/3) .
Our new “unperturbed integrable system” is the sum of all terms up to order 8/3 in
varepsilon now. To apply Theorem 4.4.1 we have to check the non-degeneracy con-
ditions (4.15) and (4.16) for this Hamiltonian. It would be troublesome to actually
calculate the additional terms of the normal form. Fortunately, we can avoid this.
We only have to prove that the non-degeneracy conditions are satisfied for the “old”,
second order system with Hamiltonian (5.1) that we analyzed in Chapter 3. Then
we know, that for ε small enough, the estimates hold for the new “unperturbed”
system, too.
Thus, we do not have to do all those troublesome calculations, further normalizing
steps would involve. We can use the second order system we know form Chapter 3.
5.2. The non-degeneracy conditions
Let us check the non-degeneracy conditions for the truncated normalized Hamilto-
nian (3.15). As we have H1 := − 1k J1J2 we instantly obtain∣∣∣∣∣
(
∂2H1
∂Ji∂Jj
)
i,j=1,2
∣∣∣∣∣ = 1k > 0.
The second part of the required inequalities is harder to prove. We will do it “step
by step”. First, we will improve the results Kummer obtained for c 6= 0 in a small
neighborhood of the stable relative equilibria of the system. After that, we will
give those qualitative results, that we can obtain from the results of Chapter 3 for
arbitrary values of J1 = l and J2 = c without any further calculations. The last
step will involve extensive calculations. We will show, that for c = 0 non-degeneracy
extends to the entire domain, on which our action angle variables are defined.
5.2.1. Improving Kummer’s results
We have seen in Subsection 4.3, that Kummer analyzes the lunar problem using
KS-regularization and the regular reduction procedure. He has to exclude those
configurations that are characterized by a vanishing third component of the angular
momentum. We recall that in his notation the Hamiltonian has the form
K = J − κJV
+κ2
[
−1
2
JV 2 +
5
4
µJ3f(J−1V ) + 3µJ3G(J−
1
2x, J−
1
2y, J−
1
2V )
]
+O(ε8),
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where J is the action corresponding to Kepler Hamiltonian with conjugate angle ξ.
The action V is the third component of the angular momentum with conjugate angle
α and (x, y) is a local canonical chart. For each of the occurring elliptic fixed points
of the twice reduced system these local coordinates are chosen in such a way, that
the equilibrium coincides with the origin. (As we have seen in Subsection 3.1.3 and
in accordance with Kummer’s results, there are three elliptic fixed points for 0 <
v = J−1V <
√
3/5 and two for
√
3/5 ≤ v < 1.) Once again, we can focus on V > 0
like Kummer does, as the case V < 0 reduces to V > 0 by time reversal. To apply
KAM theory, (x, y) have to be replaced by action-angle variables (Z, φ). To do so
Kummer normalizes G using the method of Lie series. As the twice reduced system is
a one degree of freedom system, we know from [Ru¨ssmann, 64] that this is possible in
some neighborhood of the fixed point. The resulting normalized function G˜ depends
only on (Z, V, J) with 0 ≤ Z < z0. As we have seen, his results concerning the
persistence of Diophantine quasi-periodic three tori amount to “something survives
in a small neighborhood” (ref. Subsection 4.3) for further detail). He can neither
give any estimates on the measure of the surviving set, nor does he provide us with
an interval for the perturbation parameter that does not depend on the individual
torus.
But Theorem 4.4.1 does apply to the Hamiltonian function that Kummer provides
us with. Once again, we assume that the perturbation parameter is chosen small
enough, such that additionally normalized parts of order l = 8/3 and l = 3 are small
enough. Then the only condition that remains to be checked is∣∣∣∣∂2G∂Z2
∣∣∣∣ ≥ u 6= 0.
Citing Kummer’s results we obtain for those two elliptic equilibria that correspond
to the energy level h = 4(l2 + c2)− 15|l||c| in our representation of the system:
∂2G
∂Z2
= 2k(v)
where
2k(v) ∆ = 210 m3 + 4 m2 − 47
4
m+ 1
with
m =
1
2
√
15
v
∆ =
15
4
(
√
3
5
− v)(
√
5
3
− v) > 0 for 0 < v <
√
3
5
.
By definition, we have m > 0. So, the derivative is bounded away form zero and
from infinity as long as we stay away from the bifurcation point v =
√
3
5
.
When we look at the other fixed points, we find in [Kummer, 1983] that
2k(v) ∆ =
3
64
(v2 − 35
3
)
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with
∆ =
1
8
(5− 3 v2) > 0 for 0 < v < 1
when we look at the equilibrium that we would find for h = −l2 + c2. And for the
last elliptic equilibrium that appears after the first two equilibria have collided at
v =
√
3/5, we get
2k(v) ∆ =
3
64
(1− 35
3
v2)
with
∆ =
1
8
(5 v2 − 3) > 0 for
√
3
5
< v < 1 .
Thus, for all those fixed points all occurring coefficients are bounded away form
zero and from infinity as long as we stay away from the bifurcation point v =
√
3
5
.
This means, that for Z small enough the non-degeneracy conditions of our Main
Theorem are satisfied. So, we know that for any value v ∈ (0, 1)\{
√
3
5
} there exists a
neighborhood of the stable relative equilibria, such that all Diophantine tori survive,
filling most of the corresponding domain in phase space for all ε < ε0, where ε0 is
to be chosen sufficiently small.
5.2.2. Qualitative results for angular momentum c 6= 0
Like Kummer has done, we will restrict our investigations to the case c > 0, using
the same argument that we encountered in the previous section: the case c < 0
reduces to c > 0 by time reversal.
Let us return to our own representation of the lunar problem, the Moser regularized,
singularly reduced version. Which results follow immediately, when we have a look
at the twice reduced, twice normalized system? For c
l
<
√
3
5
, the elliptic equilibria
of the twice reduced phase space have non-zero normal frequencies, as is easily
checked by calculating the Jacobian Matrix of the vector field. On the other hand,
points lying on one of the homoclinic orbits never reach the hyperbolic fixed point.
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Abbildung 5.1.: The twice reduced system on Plc for 0 < c2l2 < 35 .
That is, the period of these orbits is infinite yielding a frequency of value zero. We
know form our generalization of Kummer’s results, that there exists a neighborhood
of each elliptic fixed point of the twice reduced phase space, where the Diophantine
tori survive. The question arises, what can be said about the remaining domains
and tori, between those neighborhoods and the separatrices. First of all, we know,
that the frequency map is a holomorphic function of the actions and that its value
tends to zero as we pass form torus to torus approaching the separatrix. Thus, it
will not be constant on any domain that we choose. Furthermore, its behaviour does
not change qualitatively, when we add the normalized terms of order ε8/3 as long, as
ε is assumed to be sufficiently small. But we do not know, how many local minima
or maxima occur. Thus, there are open domains everywhere on the twice reduced
phase space, where our theorem applies, such that the corresponding Diophantine
three-tori in the unreduced system persist. But what can we say about the way
the parameterizing actions of the persisting tori are scattered in action space. More
precisely, where do we find the Diophantine tori when we keep J1 = l and J2 = c
fixed and vary the value of the “reduced energy” Hlc = h. We wander from the tori
close to the elliptic relative equilibrium to such tori living next to the separatrix.
The answer is given by the results of [Dovbysh]. When we approach the separatrix,
where the distance δ stays at least of the same order ² of the perturbation, then the
complement of persistent curves is O(
√
²δ). The part of destroyed curves is O(
√
²/δ)
at a distance of order δ from the separatrix.
What conclusions can we draw for the cases c =
√
3
5
? In this case, there appears a
new elliptic fixed point, as the two elliptic ones and the one hyperbolic fixed point
collide. The normal frequency of this new fixed point is zero. We obtain it as the
imaginary parts of the eigenvalues of the Jacobian Matrix of the vector field in this
point. That is, we consider the relative equilibrium corresponding to the energy level
h = l2 − c2
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for
c2
l2
=
3
5
and as we have Hlc = 4 J
2
3 +
√
((l − c)2 − J23 )((l + c)2 − J23 ) cos(2φ) we obtain with
(J˙3, φ˙) = f(J3, φ).
for (J3, φ) = (0, 0) the Jacobian Matrix
Df(0, 0) =
(
0 −4(l2 − c2)
8− 2 l2+c2
l2−c2 0
)
.
Thus, we have found a similar situation as with the separatrix. That is, we know,
that wandering from periodic orbit to periodic orbit, away form the elliptic to the
degenerate fixed point in the twice reduced phase space, we pass through scattered
open intervals of the third action I3, on which our theorem applies.
For c
l
>
√
3/5 we can argue in a similar way. The fixed point corresponding to
energy level
h = −(l2 − c2)
sits at the point (J3, φ3) = (0, pi/2). Thus, we obtain
Df(0, 0) =
(
0 4(l2 − c2)
8 + 2 l
2+c2
l2−c2 0
)
.
But different normal frequencies of the two existing elliptic fixed points mean that
the frequencies have to change almost everywhere in between. But this, once again
means that there are persisting Diophantine three-tori scattered all over phase space,
not only in a small neighborhood of the relative equilibria.
5.2.3. Quantitative results for angular momentum c ≈ 0
Why we contened ourselves for c 6= 0 with qualitative results and quantitative results
only in the neighborhood of the relative equilibria becomes obvious the very moment
that we try to do some exact calculations.
In Subsection 3.2.2 we found suitable action-angle variables for the Moser-regularized
lunar problem. As we will need these variables now, we shortly repeat the results
obtained there. They were defined on
D˜ := D\{(q, p) ∈ D | 4p˜i21 + pi2 = 4(P − S12)2}.
With the aid of a set of intermediate canonical coordinates (J, φ), the Hamiltonian
(3.15) becomes
H¯ =J1 − ε
k
J1 J2
+
ε2
k2
[
− 1
4
J1 J
2
2 +
1
4
1− ν
k
J31 +
3
8
1− ν
k
J1(4J
2
3 +X(J3) cos 2φ3)
]
(5.2)
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with
X(J3) =
√
((l − c)2 − J23 )((l + c)2 − J23 ) .
(Compare Lemma 3.2.0.1.) We fix H = h, J2 = S12 = c and J1 = P = l now.
According to Theorem 2.1.3 we find the actions Ii for 1 ≤ i ≤ 3 by integrating
Jdφ along closed curves γi, where the homology classes of the γi form a basis for
H1(Uf ,Z). (As a remainder: Uf is a compact connected component of F
−1(f), where
F (p, q) = f = (l, c, h), thus a three-torus.) By construction, suitable curves γi for
1 ≤ i ≤ 3 are the periodic orbits of the Hamiltonian flows φJi for i ∈ {1, 2} for
(l, c, h) ∈ P where
W = ∪1≤i≤3W1
with
W1 :=
{
(l, c, h) ∈ R3 | l > 0, |c| < l, −|l2 − c2| < h < |l2 − c2|
}
,
W2 :=
{
(l, c, h) ∈ R3 | l > 0, |c| < l, |l2 − c2| < h < 4(l − c)2
}
,
W3 :=
{
(l, c, h) ∈ R3 | l > 0, |c| < l, 4(l − |c|)2 < h < 4(l2 + c2)− 2
√
15 l2c2
}
.
The periodic orbit of φHlc serves as γ3. By Corollary 2.1.3.1 we concluded, that there
is a single set of action-angle coordinates on each connected component of D˜.
As H¯ does neither depend on φ1 nor on φ2 we get
Ij =
1
2pi
∫ 2pi
0
Jj(h, l, c)dφj = Jj(h, l, c)
for i = 1, 2. And solving H = h˜ for J3 yields
h˜− l + ε
k
l c− ε2
k2
[−1
4
l c2 + 1
4
1−ν
k
l3]
ε2
k2
3
8
1−ν
k
l︸ ︷︷ ︸
=Hlc=h
= 4J23 +X(J3) cos 2φ3. (5.3)
Accordingly, on any submanifold
Mf := {(q, p) ∈ D |F (q, p) = (h, l, c) = f} ⊂ D˜
with f ∈ P we get
J23 =
4h− (l2 + c2) cos2 2φ3
16− cos2 2φ3 ±
√(
4h− (l2 + c2) cos2 2φ3
16− cos2 2φ3
)2
− h
2 − (l2 − c2)2 cos2 2φ3
16− cos2 2φ3
= A±
√
A2 −B
with
A =
4h− (l2 + c2) cos2 2φ3
16− cos2 2φ3 and B =
h2 − (l2 − c2)2 cos2 2φ3
16− cos2 2φ3 .
As H¯ is pi-periodic with respect to φ3, J3 inherits this property and any orbit will
only contain points such that φ3 ranges in an interval of length pi at most.
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But this implies, that we can read the occurring values of φ3 and S34 off from the
trajectories of the twice reduced system on Plc.
As we look at the case c2/l2 < 3/5, the energy level corresponding to
h = l2 − c2 yields a separatrix in the twice reduced phase space.
• For c2− l2 ≤ h ≤ l2− c2 the orbits of the twice reduced, twice normalized
system do not reach points that satisfy φ3 ≤ 12 arccos hl2−c2 . Furthermore,
they are symmetric with respect to the pi2-pi3-plane.
• For l2− c2 < h ≤ 4(l2+ c2)− 2√15|l ||c | and h 6= 4(l−|c |)2 there are
only orbits for which either S34 < 0 or S34 > 0 hold. We have to distinguish
several cases. The simplest case occurs for
c = 0.
Here, the two fixed points coincide with the singularities of the twice reduced
phase space. Thus, all orbits that correspond to energy levels
l2 < h < 4l2
have points (J3(φ), φ) for any value φ ∈ {0, φ} Therefore,
J23 = A+
√
A2 −B
holds for φ ∈ (pi
4
, 3pi
4
)
and
J23 =
h
4
for φ ∈ {pi
4
, 3pi
4
} and
J23 = A−
√
A2 −B
for φ ∈ (0, pi
4
)⋃ (
3pi
4
, pi
)
.
Whenever
c 6= 0,
things get more complicated. In this case, there are two cases to be considered.
The first case occurs for energy values
l2 − c2 < h < 4(l − |c |)2.
For such values, the orbits do allow any value of φ3, just like for c = 0. For
bigger values of h, that is for
4(l − |c |)2 < h ≤ 4(l2 + c2)− 2
√
15|l ||c |,
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the behaviour of the orbits changes. Not all values of φ3 are allowed any longer.
They vary in an interval [0, φ0] where φ0 is the value of φ3 where the square
root
√
A2 −B
vanishes.
Anyway, because of the symmetry of the system, we obtain the third action as
integral
I3 =
1
pi
(∫ φ1
φ0
√
A−
√
A2 −B dφ3 +
∫ φ3
φ2
√
A+
√
A2 −B dφ3
)
.
The limits of the integrals (φ0, φ1, φ2, φ3) are determined by the actual orbit, and
in most cases, they depend on c and l, too. Trying evaluate these integrals for
arbitrary values of c and l, turns out to be a hopeless endeavor. Calculating the
derivatives of H with respect to J3, using the implicit function theorem, without
explicitly solving those integrals would give us even worse expressions.
But things simplify greatly, when we turn to the case c = 0. Now we obtain
J3 =
√√√√4h− l2 cos2 2φ3
16− cos2 2φ3 ±
√(
4h− l2 cos2 2φ3
16− cos2 2φ3
)2
− h
2 − l4 cos2 2φ3
16− cos2 2φ3
=
√√√√4h− l2 cos2 2φ3
16− cos2 2φ3 ±
√
−8hl2 cos2 2φ3 + 16 l4 cos2 2φ3 + h2 cos2 2φ3
16− cos2 2φ3
=
√
4h− l2 cos2 (2φ3)± | cos (2φ3)|(4 l2 − h)
16− cos2 (2φ3)
=
√
h (4∓ | cos (2φ3)|) ± l2| cos (2φ3)| (4∓ | cos (2φ3)|)
16− cos2 (2φ3)
=
√
l2
(h/l2) ± | cos (2φ3)|
4± | cos (2φ3)| .
Let us consider those 3-tori first correspond to periodic orbits of energy levels
l2 < h < 4l2.
For those orbits J3 has either positive or negative values and the inner sign changes
at φ3 = pi/4. Therefore, taking into account the symmetry of the system with respect
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to the pi1-pi2-plane, the third action is given by
I3 = ± l
pi
(∫ pi/4
0
√
(h/l2)− | cos (2φ3)|
4− | cos (2φ3)| dφ3 +
∫ pi/2
pi/4
√
(h/l2) + | cos (2φ3)|
4 + | cos (2φ3)| dφ3
)
= ± l
pi
(∫ pi/4
0
√
(h/l2)− cos (2φ3)
4− cos (2φ3) dφ3 +
∫ pi/2
pi/4
√
(h/l2)− cos (2φ3)
4− cos (2φ3) dφ3
)
= ± l
pi
(∫ pi/2
0
√
(h/l2)− cos (2φ3)
4− cos (2φ3) dφ3
)
. (5.4)
As the limits of these integrals do not depend on h explicitly, we obtain
∂I3
∂h
∣∣∣∣
c=0
=
1
2pi
∫
γ3
∂J3
∂h
dφ3
∣∣∣∣
c=0
=
1
2pi
∫
γ3
∂J3
∂h
∣∣∣∣
c=0
dφ3
= ± l
pi
(∫ pi/2
0
∂
∂h
√
(h/l2)− cos (2φ3)
4− cos (2φ3) dφ3
)
= ± 1
2 l pi
(∫ pi/2
0
1√
((h/l2)− cos (2φ3)) (4− cos (2φ3))
dφ3
)
.
Analogously we obtain
∂2I3
∂h2
∣∣∣∣
c=0
= ∓ 1
4 l3
1
pi

∫ pi/2
0
1√
((h/l2)− cos (2φ3))3 (4− cos (2φ3))
dφ3

 .
This yields
1
4
√
5
√
h+ l2
≤ ∂I3
∂h
∣∣∣∣
c=0
≤ 1
4
√
3
√
h− l2
and
1
8
√
5
√
(h+ l2)3
≤ ∂
2I3
∂h2
∣∣∣∣
c=0
≤ 1
8
√
3
√
(h− l2)3 .
We need an estimate from below for
∂2H
(∂I3)2
.
To find it we invoke the inverse function theorem. With I3 = f(I1, I2, h) we have
∂H
∂I3
=
1
∂f
∂h
(h(I3))
for ∂f
∂h
(h(I3)) 6= 0. This also yields
∂2H
∂I23
=
∂
∂I3
1
∂hf(H(I3))
= −( 1
∂hf(H(I3))
)2 ∂2hf(H(I3))
∂H
∂I3
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and
min |∂2hf |
(max |∂hf)|)3
≤ |∂
2H
∂I23
| ≤ max |∂
2
hf |
(min |∂hf |)3
,
accordingly. This yields
1
8
√
5
√
(h+l2)3(
1
4
√
3
√
h−l2
)3 ≤ |∂2H∂I23 | ≤
1
8
√
3
√
(h−l2)3(
1
4
√
5
√
h+l2
)3 ,
8
√
33√
5
√(
h− l2
h+ l2
)3
≤ |∂
2H
∂I23
| ≤ 8
√
53√
3
√(
h+ l2
h− l2
)3
.
Thus, our theorem applies on the domain of invariant three tori in phase space that
correspond to the periodic orbits of energy levels l2 < h < 4l2 in twice reduced phase
space, when c=0.
The Implicit Function Theorem tells us that this implies that the non-degeneracy
conditions are satisfied for small c 6= 0, too. So, Theorem 4.4.1 applies to the domain
of invariant three tori in the phase space that correspond to periodic orbits of level
sets with
l2 − c2 < h < 4(l2 + c2)− 2
√
(15) l |c|
in the twice reduced phase space for small values of c.
Returning to the case c = 0, we still have to deal with those periodic orbits that
correspond to energy levels −l2 < h < l2. An additional obstruction occurs now.
The limits of the integrals to evaluate depend explicitly on h. This prevents us from
obtaining estimates in the same way as we did before. The terms we would encounter
dealing with ∂2I3/∂h
2 do not allow any estimates. Therefore, we have to evaluate
the integral defining I3, first. We obtain for −l2 < h ≤ l2 simplifying the given
integral like in (5.4)
I3 =
2l
pi
(∫ 1
2
arccos ( h
l2
)
pi/2
√
(h/l2)− cos (2φ3)
4− cos (2φ3) dφ3
)
.
The necessary calculations were done using Maple 7. Because of the symmetries of
the system, we know, that it is given as
I3 =
2
pi
∫ 1/2 arccos( h
l2
)
1/2pi
√
h− l2 cos(2φ)√
4− cos(2φ) dφ.
To calculate the necessary partial derivative, we have to invoke the inverse function
theorem once again. We obtain
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Abbildung 5.2.: 10 l I3 for q ∈
(−1, 1) .
∂
∂h
I3 :=
1
pi
∫ 1/2 arccos( h
l2
)
1/2pi
1√
h− l2 cos(2φ)√4− cos(2φ) dφ
= −
√
5
5pi
K
(√
3
5
√
h+ l2
h− l2
)
√
l2 − h
= − 1
pi
√
5 l
K

15 √5√3
√√√√√√
h
l2
+ 1
h
l2
− 1


√
1− h
l2
= − 1
pi
√
5 l
1√
1− q K
(√
3√
5
√
q + 1
q − 1
)
where q :=
h
l2
.
For the second derivative with respect to h we obtain
∂2
∂h2
I3 := − 1
2pi
√
5 l3
√
1− q K(Q) q + 5 E(Q)− 4K(Q)
(q − 4) (q2 − 1) ,
Q :=
1
5
√
5
√
3
√
q + 1
q − 1 .
We have expressed the derivatives of I3 with respect to h through q =
h
l2
. Further-
more, we know that
−l2 ≤ h ≤ l2
and
∂2
I23
H = −
∂2
∂h
I3(
∂
∂h
I3
)3
hold. Evaluating the latter expression with Maple 7 for −1 ≤ q ≤ 1 shows that
|∂2
I23
H| is bounded away from 0 and ∞, as long as we stay a little bit away from
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Abbildung 5.3.: pi
2
4
∣∣∣∂2HI23
∣∣∣ in depen-
dence of −1 ≤ q ≤ 1.
q = 1. It is bounded from below by
lim
q→−1
∣∣∣∣∂2I23 H
∣∣∣∣ = 7100 .
tends to infinity, when we approach the separatrix (cf. Figure 5.3
Thus, for c = 0 and small ε the non-degeneracy condition of our KAM Theorem
is satisfied on the region of phase space, filled with energy levels corresponding to
−l2 < h < l2. The second derivative is bounded away from zero and infinity for ε
small enough, as long as we stay away form the separatrix, that is from h = l2.
And once again, we can invoke the implicit function theorem and conclude that the
same is true for small c and −l2 + c2 < h < l2 − c2.
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6. Concluding remarks
In this thesis we have formulated and proven a KAM theorem for a certain kind of
perturbed Keplerian systems. The lunar problem has been our motivating example
and the one we applied our theorem to. It is a model for a class of systems which
are characterized by the appearance of three different time scales. Other examples
are the orbiting dust problem [Cushman, 1992] and the hydrogen atom in crossed
fields [Cushman, Sadovski´ı]. We conclude that for small values of the perturbation
parameter ε most of those invariant 3-tori survive that we found in the twice nor-
malized truncated system. (The reciprocal of ε corresponds to the so-called Kepler
frequency of the mean motion of the original system (cf. [Kummer, 1983])).
The value of such theorems has been discussed in [Broer, Huitema, Sevryuk]. To
get a feeling for the results we have obtained, we will follow the line of thoughts
presented there.
KAM theorems are sometimes criticized for the extremely small perturbation sizes
allowed by the analytic proofs. They establish the existence of invariant tori in
systems that are very close to integrable ones. So, the impression might arise, that
these theorems are not very suitable for practical purposes. However, this impression
stems from overestimating the perturbative character of the KAM theory.
We have proven that any system ²-close to our particular integrable system admits
a Whitney-smooth family of invariant 3-tori. But the values ² might be much
smaller than any value encountered in physical examples. In this case, our theorem
has no direct physical applications. Nevertheless, this does not mean uselessness.
First of all, safe perturbation sizes obtained by purely analytical reasoning are
usually orders of magnitude smaller than true thresholds. But the main point is
as follows. However small ² is, our theorem implies that a Whitney-smooth family
of tori is a generic phenomenon in the class of systems under consideration. The
latter information is in fact the most important result. Whenever we find invariant
tori by numerical methods in our perturbed system, we may conclude that those
tori do exist and persist (under small perturbations). It is not a degeneracy which
is responsible for these tori.
“Since the KAM theory appeared, physicists have gotten an exceedingly po-
werful tool for studying dynamical systems. The physical intuition (so neces-
sary in many cases where rigorous results have not been obtained yet) have
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stood upon some firm ground. As a rule, one can perform a perturbative ana-
lysis for most of the physical systems, find perturbed invariant tori and, above
all, be sure of their existence.” [Zaslavskii, Sagdeev]
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7. Summary
The spatial lunar problem describes the motion of a small moon in three dimensional
space close to its planet. It is influenced by the gravitational attraction of the planet
and the sun. The Hamiltonian function H = K + εV is a small perturbation of the
Kepler Hamiltonian K. (The maximally superintegrable Kepler system describes the
motion of two bodies under their mutual gravitational attraction.) To analyze the
dynamics of this three-degree-of-freedom system we use strategies of perturbation
theory. First, we approximate the system by means of averaging. Then we relate the
results on the dynamics of the simplified system to the dynamics of the original one
using Kolmogorov-Arnol’d-Moser (KAM) Theory.
We derive the simplified system by applying normal form techniques as presented in
[Cushman, v.d.Meer] and [Cushman, 1992]. We construct a change of coordinates
which preserves the Hamiltonian structure of the equations of motion so that up
to some finite order in the perturbation parameter the Hamiltonian in the new
coordinates commutes with the flow of the Kepler Hamiltonian. Truncating the
transformed Hamiltonian at that order yields a normal form which has the Kepler
Hamiltonian as an additional first integral. This integral expresses the fact that the
normalized system has an extra symmetry. Surprisingly, the lunar problem can be
normalized once again, such that the twice normalized and truncated Hamiltonian
H¯ = H0 + εH1 + ε
2H2 has another first integral which corresponds to the third
component of the angular momentum S12. The same holds for the orbiting dust
problem and the hydrogen atom in crossed fields. This is remarkable, since the
resulting normalized and truncated Hamiltonians of all three problems differ merely
in some coefficients. We focus on the lunar problem as an example for a certain
“class” of perturbed Keplerian systems. After two applications of normalization, we
have obtained a Liouville integrable system: It has as many functionally independent
first integrals in involution as degrees of freedom. So, we can construct action-angle
variables (J, φ) ∈ D × T3, where D ⊂ R3, in a neighborhood of each connected,
compact and non-singular fiber of the energy-momentum map. The latter assigns
to each point of phase space the values of H¯, K and S12. Excluding singular fibers
we divided the phase space into several regions. Their images under the energy-
momentum map are contractible. Each one allows a single chart of action-angle
variables. Choosing J0 := K and J1 := S12 and constructing J3 according to the
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Theorem of Arnol’d we get
H¯ = H0+εH1+ε
2H2 = J1− ε
k
J1 J2+
ε2
k2
[
−1
4
J1J
2
2+
1− ν
4 k
J31+
3
8
1− ν
k
J1G(J1, J2, J3)
]
.
The normalized system is supposed to approximate the original one. We focus on the
question, whether the invariant 3-tori of the normalized system persist in the original
lunar problem. The classical KAM theorem applies to non-degenerate n-degree-of-
freedom systems: If the Hamiltonian has the formH0+εH1+O(ε
2) then the determi-
nant of the Hessian of H0 with respect to the action variables must not vanish. This
yields that the frequency map ∂H0
∂J
is a local diffeomorphism. The frequencies vary
locally with the actions. The KAM theorem states, that all n-tori whose frequencies
ω satisfy a Diophantine condition, ω ∈ Ωα =
{
ω
∣∣∣ |〈ω, k〉 | > α|k|τ ∀k ∈ Zn\{0}} for
some α > 0 and τ > n−1 fixed, survive small perturbations. The proof uses a New-
tonian iteration procedure to construct a coordinate transformation Φ, such that on
these tori the quasi-periodic flow of the unperturbed Hamiltonian is conjugate to
the perturbed flow. The persisting n-tori form a set whose complement has measure
O(α). Most tori survive.
Our system is a (maximally) superintegrable or properly degenerate one. Its unper-
turbed part, the Kepler Hamiltonian, depends only on one of three action variables.
The classical KAM theorem does not apply. A properly degenerate Hamiltonian
H0 + εH1 + O(ε
2) has a perturbation that removes the degeneracy, if H0 depends
on r < n action variables, is non-degenerate with respect to those and H1 depends
non-degenerately on the remaining n − r action variables. This implies that the
frequency map of the intermediate system with Hamiltonian H0 + εH1 is a diffeo-
morphism, while the frequencies that occur have two orders of magnitude. For such
systems with two time scales a KAM theorem similar to the classical one exists.
The Diophantine condition has to be changed into |〈ω, k〉| > ε α|k|τ . In the case of
the lunar problem, the perturbation of the Kepler Hamiltonian does not remove the
degeneracy. H1 depends only on J0 and J1. The degrees of freedom appear “step by
step” in the dynamics of the system. We have to add the second order term of the
perturbation to obtain a dependence on J2. The intermediate Hamiltonian has three
different time scales; no known KAM theorem applies. To derive an adapted KAM
theorem, we have to show that the frequency map of this system is a diffeomorphism.
As H0 = J0, we can do this the same way it has been done for proper degenera-
te systems whose perturbations remove the degeneracy: If det
(
∂2H1
∂J0 ∂J1
)
6= 0 and
∂2H2
∂J22
6= 0, then the frequency map of the intermediate system is a diffeomorphism.
Due to the three orders of magnitude in the frequencies, the adapted diophantine
condition becomes |〈ω, k〉| > ε2 α|k|τ . With these preliminaries we can formulate the
following Main Theorem:
Theorem 7.0.1 Consider the perturbed Hamiltonian H = h(J)+ε fε(J, φ, ε) where
h is defined by h(J1, J2, J3) = J1 + µh1(J1, J2, ) + µ
2 h2(J1, J2, J3; µ) and (J, φ) ∈
D × T3 are action-angle variables of h. The domain D is supposed to be an open,
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bounded and connected subset of R3. For small µ define ε := kµl for some constants
k > 0 and l > 3. Assume that H is real analytic in a uniform, complex neighborhood
of D × T3 and that the estimates
∣∣∣ ∂2h1∂(J1 J2) ∣∣∣ ≥ u > 0 and ∣∣∣∂2h2∂J23
∣∣∣ ≥ v > 0 hold.
Then there exists a constant δ > 0 such that for α = µ2 β and µl−3 ≤ δ β2 and for
all ω ∈ Ωα with Bα(ω) ⊂ hJ(D) the Kronecker tori (T, ω) of the unperturbed system
(h,D × T3) survive for any fixed τ > 2 as slightly deformed Lagrangian tori. They
depend on ω in a Whitney smooth manner and fill D × T3 up to a set of measure
O(β).
Looking at the domains where the normal form H¯ of the lunar problem allowed
action-angle variables, we show that Theorem 7.0.1 can be applied whenever the
non-degeneracy conditions are satisfied. They hold everywhere for S12 ≈ 0. For
bigger values of |S12| they are satisfied almost everywhere. So, most of the invariant
3-tori that we found in the twice normalized, truncated system survive in the original
one.
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8. Zusammenfassung
Als ra¨umliches Mondproblem wird jenes Hamiltonsche System bezeichnet, das die
Bewegung eines kleinen Mondes im Gravitationspotential seines nahen Planeten
und einer weit entfernten Sonne im drei-dimensionalen Raum beschreibt. Die zu-
geho¨rige Hamiltonfunktion kann als kleine Sto¨rung der Kepler-Hamiltonfunktion
K formuliert werden. Um die Dynamik dieses 3-Freiheitsgrad-Systems zu untersu-
chen, wird es zuna¨chst normalisiert, d.h. durch ein gemitteltes approximiert. Danach
weisen wir mit Hilfe der Strategien der Kolmogorov-Arnol’d-Moser (KAM) Theo-
rie nach, dass die Mehrheit der invarianten 3-Tori der resultierenden vereinfachten
Dynamik auch in der urspru¨nglichen existiert. Bekannter Weise ko¨nnen wir das
Mondproblem zwei Mal in Folge normalisieren. In den neuen Koordinaten ist die
Hamiltonfunktion eine Potenzreihe im Sto¨rungsparameter ε, wobei die Summan-
den bis hin zu einer gewissen Ordnung von ε mit der Keplerfunktion K und der
dritten Komponente des Drehimpulses kommutieren. Vernachla¨ssigen wir die Ter-
me ho¨herer Ordnung, so erhalten wir die so genannte Normalform des Systems, die
somit zwei erste Integrale in Involution besitzt. Entsprechendes gilt auch fu¨r das
“orbiting dust problem” und das “Wasserstoffatom in gekreuzten Feldern”. Die re-
sultierenden Normalformen der drei Probleme unterscheiden sich lediglich in einigen
Koeffizienten. Somit steht das von uns untersuchte Mondproblem stellvertretend fu¨r
eine gewisse “Klasse” von gesto¨rten Kepler Systemen. Durch das zweifache Nor-
malsieren haben wir ein Liouville integrierbares System erhalten, fu¨r welches wir
Winkel-Wirkungs-Variablen (J, φ) konstruieren. Betrachten wir gesto¨rte Systeme
mit Hamiltonfunktion H0 + εH1 +O(ε
2), so gilt der klassische KAM Satz im nicht-
entarteten Fall: Die Determinante der Hesse-Matrix der ungesto¨rten Hamiltonfunk-
tion H0 in Abha¨ngigkeit von den Wirkungs-Variablen J darf nicht verschwinden,
d.h. die so genannte Frequenzabbildung ist ein lokaler Diffeomorphismus. Unter
dieser Voraussetzung u¨berleben all jene invarianten n-Tori kleine Sto¨rungen, deren
Frequenzen eine gewisse diophantische Bedingung erfu¨llen. Sie bilden eine Men-
ge, deren Komplement Maß O(α) hat. Die Hamiltonfunktion des Mondproblems
H = K + εH1 + ε
2H2 + hot ist jedoch (maximal) superintegrierbar, bzw. properly
degenerate, denn ihr ungesto¨rter Anteil, die Keplerfunktion, ha¨ngt nicht von allen
Wirkungsvariablen ab. Die Sto¨rung eines solchen n-Freiheitsgrad-Systems hebt die
Entartung auf, wenn der ungesto¨rte Anteil der Hamitonfunktion H0 nur von r < n
Wirkungsvariablen abha¨ngt, in Bezug auf diese r Wirkungsvariablen nicht entartet
ist und H1 in nicht entarteter Weise von den verbleibenden n-r Wirkunsvariablen
135
Kapitel 8. Zusammenfassung
abha¨ngt. In diesem Fall ist die Frequenzabbildung des Zwischensystems, dessen Ha-
miltonfunktion H0 + εH1 den ungesto¨rten Anteil und den Sto¨rterm erster Ordnung
umfasst, ein lokaler Diffeomorphismus. Die auftretenden Frequenzen haben zwei
verschiedene Gro¨ßenordnungen. Fu¨r solche Systeme existiert ebenfalls ein entspre-
chender KAM Satz, wobei die Diophantische Bedingung in der Art angepasst wird,
dass sie linear vom Sto¨rungsparameter ε abha¨ngt. Die Sto¨rung des Mondproblems
hebt die Entartung jedoch nicht auf, denn erst der Sto¨rungsterm zweiter Ordnung
H2 ha¨ngt von der dritten Wirkunsvariablen ab. Die Frequenzen des Mondpoblems
sind von drei verschiedenen Gro¨ßenordnungen. Der ungesto¨rte Anteil der Hamil-
tonfunktion des Mondproblems ha¨ngt linear von der ersten Wirkunsvaribalen ab,
und entsprechendes gilt fu¨r die gesamte Klasse betrachteter Systeme. Dies erlaubt
uns, einen neuen KAM Satz fu¨r diese Systeme zu formulieren und zu beweisen. Wir
greifen dabei auf jene Strategien zuru¨ck, die auch schon im Beweis des KAM Satzes
fu¨r Systeme angewandt wurden, deren Sto¨rung die Entartung aufhebt. Durch die
Anwendung unseres KAM Theorems wird abschließend gezeigt, dass die Mehrheit
aller invarianten 3-Tori des vereinfachten Systems auch im originalen Mondproblem
existieren.
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A. Technical lemmas
This section contains some classical results (ref. [Bennetin, Giorgilli, Strelcyn],
[Po¨schel, 92], [Broer, Huitema, Sevryuk] ) that we need to prove our Main Theorem
4.4.1.
Let As be the set of all analytic functions u, which are defined on
{φ ∈ C3 | supi|Im(φi)| < s },
whose sup-norm |u|s is bounded and let
A0s = {u ∈ As |
∫
T3
u dφ = 0} .
Lemma A.0.1.1 If v ∈ As, then v =
∑
k vke
i〈k,φ〉 with
| vk| ≤ | v |se−| k |s for all k ∈ Z3.
Proof: (ref. [Po¨schel, 92], [Arnol’d, 63b])
Assume that α > 0 and τ > 2 are fixed constants.
Lemma A.0.1.2 Let ω by such that
|〈k, ω〉| ≥ α
(
∑3
i=1 | ki |)τ
for all k ∈ Z\{0} ,
then the equation
3∑
i=1
ωiuφi = v, v ∈ A0s (A.1)
has a unique solution u in
⋃
0<σ<sA
0
s−σ which satisfies
|u|s−σ ≤ C˜
α στ
|v|s, 0 < σ < s
where the constant C˜ depends on τ.
Proof (ref. [Ru¨ssmann, 75])
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Remark A.0.1 For τ = n = 3 we get C˜ = 2
4n+2n!
(2n−1) .
Remark A.0.2 For v =
∑
vke
i 〈k, φ〉 equation A.1 yields
u =
∑ vk
i 〈k, ω〉e
i〈k, φ〉.
Lemma A.0.1.3 Let ω ∈ Oρ with ρ ≤ α2Kτ+1 . Then
| 〈k, ω〉 | ≥ α
2| k |τ for all k ∈ Z
3, 0 6= | k | ≤ K .
Proof: (ref. [Po¨schel, 92])
Let ω ∈ Oρ. By definition of Oρ there exists an ω∗ in Ωα such that |ω − ω∗| < ρ.
This yields
| 〈k, ω − ω∗〉 | ≤ | k ||ω − ω∗ | ≤ K ρ ≤ α
2Kτ
≤ α
2|k|τ
for all k with 0 6= |k| ≤ K. Using | 〈k, ω∗〉 | ≥ α| k |τ finishes the proof. ¤
Lemma A.0.1.4 Let v ∈ AS, Kσ ≥ 2, C := 25e and F vK :=
∑
|k|≤K vk e
i〈k,φ〉. Then
the following estimate holds:
| v − F vK |s−σ ≤ C |v |s K3e−Kσ.
Proof:
| v − F vK |s−σ ≤ | v|s
∑
l≥K
23l2e−lσ
≤ | v|s 23
∫ ∞
K
l2e−lσdl
= 25 | v|sK2e−Kσ
∫ ∞
K
(
l
2K
)2 e−(l−K)σ dl
≤ 25 | v|sK2e−Kσ
∫ ∞
K
exp
{(
−σ + 1
K
)
(l −K) + 1
}
dl
≤ (25 e) | v|sK2e−Kσ ∫ ∞
K
exp
{(
−σ + 1
K
)
(l −K)
}
dl
≤ (25 e) | v|sK2e−Kσ ∫ ∞
K
exp
{
− l −K
K
}
dl
=
(
25 e
) | v|sK3e−Kσ
≤ C | v|sK3e−Kσ .
¤
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Remark A.0.3 As we are only interested in the case of three degrees of freedom
we can do with Kσ ≥ 2. For higher numbers of degrees of freedom we would find
restrictions like Kσ ≥ 2n or worse.
Theorem A.0.2 (An Implicit Function Theorem following [Po¨schel, 92])
Assume f to be a real analytic function that maps Oρ into C
n. If |f − id| ≤ δ ≤ ρ
4
on Oρ, then there exists a real analytic inverse of f on Oρ/4. Moreover,
|f−1 − id| ≤ δ and ρ
4
|Df−1 − Id| ≤ δ
hold on Oρ/4.
Proof: Let x, y be elements of O ρ
2
and suppose f(x) = f(y). Then we have
|x− y | = | f(y)− y − (f(x)− x) | ≤ | f(y)− y |+ | (f(x)− x) | ≤ 2δ ≤ ρ
2
.
Thus, Γ := (1 − s)x + s y for s ∈ [0, 1] is contained in O 3
4
ρ and
3
4
ρ is the smallest
radius such that this holds true. Along this segment we get by Cauchy’s inequality
ξ := max |Df − I | < | f − id |ρ
ρ/4
≤ 1 . (A.2)
Using the Mean Value Theorem this yields
|x− y | = | f(x)− x− (f(y)− y) | ≤ |Df − I ||x− y | ≤ ξ|x− y |,
that is x = y. Therefore, f is injective on O ρ
2
. Because of |f − id| ≤ ρ
4
degree theory
yields f(O ρ
2
) ⊇ O ρ
4
. This yields the existence of a real analytic inverse f−1 on O ρ
4
.
It satisfies |f−1− id| ≤ ρ
4
. We still have to prove the estimates for Df−1. Because of
(A.2)
∑∞
i=0(I −Df)i is (absolutely) convergent and we find
|Df−1 − I | ρ
4
≤ |(Df)−1 − I| ρ
2
≤ | (I − (I −Df))−1 − I| ρ
2
=
∣∣∣∣∣
∞∑
i=0
(I −Df)i − I
∣∣∣∣∣
ρ
2
≤
∞∑
i=1
∣∣ (I −Df)i ∣∣ ρ
2
≤ 1
1− |Df − I | ρ
2
− 1 ≤ ρ
4
δ
¤
Lemma A.0.2.1 Let θ > 0, A > 0, and n > 0. Then we have xn e−Ax < θ for all
x ≥ −2n
A
ln
(
A
n
θ
1
n
)
.
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Proof: ref. [Broer, Huitema, Sevryuk]
Lemma A.0.2.2 (Inverse Approximation Lemma) Assume Ω ⊂ Rn to be a
open or closed subset of Rn and %j = a κ
j, j ∈ Z+ is a fixed, geometrical series with
a = %0 > 0 and 0 < κ < 1. We consider
Wj := Ω + %j :=
⋃
x∈Ω
{z ∈ Cn| |z − x| < %j}.
for j ∈ Z+. Suppose (U jj)j≥0 are real analytical functions on Wjj≥0 and suppose
β /∈ N. Furthermore, assume that for all j ≥ 1 and a constant M we have
U0 ≡ 0 (A.3)
|U j − U j+1|Wj ≤ M %βj . (A.4)
Then there exists a unique function U∞ defined on Ω which is Whitney-Cβ and
satisfies
‖U∞‖β ≤M cκ, β
for some constant cκ, β depending only on n, and κ and β. We have
‖U∞ − U j‖α → 0 for j →∞
for all α < β.
Proof: ref. [Zehnder]
Theorem A.0.3 (Whitney Extension Theorem) For every β > 0 and every
closed subset Ω of Rn there exists a linear extension operator E : CβWh(Ω)→ CβWh(Rn)
such that for every U = {Uq} ∈ CβWh(Ω) and for all q ∈ Zn+, 0 ≤ q ≤ l
Dq(EU)|Ω = Uq with ‖EU‖β ≤ cβ‖U‖β,
where the Cβ-norms are taken over the appropriate domains and where the constant
cβ > 0 depends only on n and β.
Proof: ref. [Stein]
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