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Abstract
The purpose of this paper is to combine classical methods from transcendental number theory with
the technique of restriction to real scalars. We develop a conceptual approach relating transcen-
dence properties of algebraic groups to results about the existence of homomorphisms to group
varieties over real fields. Our approach gives a new perspective on Mazur’s conjecture on the
topology of rational points. We shall reformulate and generalize Mazur’s problem in the light of
transcendence theory and shall derive conclusions in the direction of the conjecture. Next to these
new theoretical insights, the aim of our application motivated Ansatz was to improve classical
results of transcendence, of algebraic independence in small transcendence degree and of linear
independence of algebraic logarithms. Thirty new corollaries, most of which are generalizations of
popular theorems, are stated in the seventh chapter. For example we shall prove:
Let a1, a2, a3 be three linearly independent complex numbers, let ℘(z) be a Weierstraß function
with algebraic invariants and let b be a non-zero complex numbers. If the four numbers satisfy
certain hypotheses, then one among the six numbers ℘(aj), e
baj is transcendental.
Let ℘(z) be a Weierstraß function with algebraic invariants and complex multiplication by
√−d
for a square-free integer d > 1. If ℘(ω) is defined and algebraic, then either ω/|ω| is algebraic or
ω/|ω| and ℘(iω) are algebraically independent.
Let ℘(z) be a Weierstraß function with algebraic invariants and lattice Λ and let ω be a com-
plex number such that ℘(ω) is defined and algebraic. Then rω is transcendental for each r > 0 or
rω ∈ Λ for some r > 0.
This elaborated long version of our work is essentially self-contained and should be admissible
for master students specializing in transcendental number theory and arithmetic geometry.
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Chapter 1
Introduction
1.1 Analytic subgroups of commutative algebraic groups
and the methods of Schneider, Gel’fond and Baker
Many results from transcendental number theory can be reformulated as theorems
about complex-analytic subgroups of a commutative algebraic group G defined over
a subfield F of C. In the simplest case of a one-parameter subgroup, which will
be the only case treated here, one considers a complex-analytic homomorphism
Φ : C −→ G(C) which parametrizes the analytic subgroup Φ(C) in question. It is
typically required that Φ satisfies arithmetic conditions concerning its differential
Φ∗ and the magnitude of the group of rational points ξ ∈ G(F ) in Φ(C). The
conclusion is then the existence of a proper algebraic subgroup G related to Φ(C).
We illustrate this along three unifying approaches which will also serve as a major
play ground for this paper.
1.1.1 Schneider’s method
In 1934 Gel’fond [13] and Schneider [29] independently solved Hilbert’s seventh prob-
lem. That is, they showed that for algebraic α 6= 0, 1 and irrational algebraic β the
number αβ is transcendental. The proof given in [29] can be sketched as follows.
Using Siegel’s lemma, Schneider constructs a sequence of not identically vanish-
ing exponential polynomials fn(z) = Pn(z, α
z) which take small algebraic values at
points d1 + βd2 ∈ Z + βZ such that |d1| and |d2| do not exceed a suitably chosen
number rn > 0. From Liouville’s inequality it follows then in the second step that
fn must vanish at those points. In the third step Schwarz lemma is applied. It
yields that fn takes small values within a radius sn which is essentially bigger than
rn and it is deduced that fn even vanishes along all points d1 + βd2 ∈ Z+ βZ with
|d1|, |d2| ≤ sn/(1 + |β|). If n is large, the argument can be repeated for any given
radius, and one infers that fn vanishes at all points Z + βZ. Finally, Nevanlinna
theory implies that fn must vanish identically, and the required contradiction is
established.
Fifteen years later, in 1949, Schneider [28] conceptualized the approach sketched
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above and formulated an important theorem about algebraic dependence of mero-
morphic functions which, influenced by works of Gel’fond, also involves higher
derivatives taking algebraic values. Lang [17] extracted from the technically com-
plicated proof the case when no higher derivatives are involved and established a
simple and transparent approach to “Schneider’s method”. An important feature of
this method is that it allows strong applications without involving higher derivatives
or algebraic zero estimates.
In the framework of one-parameter subgroups of algebraic groups Schneider’s method
yields the following unifying theorem. We denote by G a commutative algebraic
group variety of dimension dim G ≥ 2 over Q. We let ga (resp. gm) be the di-
mension of the maximal unipotent (resp.multiplicative) factor of G, so that G is
isomorphic to Gc ×Ggaa,F ×Ggmm,F with an algebraic group Gc over Q. We consider a
one-parameter homomorphism Φ : C −→ G(C). The rank of its kernel is denoted
by k and the rank of the group of algebraic logarithms Φ−1
(
G(Q)
)
by r.
Theorem 1.1.1. Assume that
r · (dim G− 1)− 1 ≥ 2 dim G− (2ga + gm)− k.
Then the image of Φ is not Zariski-dense in G(C).
The theorem can be derived from the main result of Schneider [28]. It is also a
formal consequence of Waldschmidt [40, Theorem4.1].
1.1.2 Gel’fond’s method
In 1949 Gel’fond [13] proved general results asserting that among certain sets of num-
bers related by the exponential function at least two are algebraically independent.
The maybe most famous one teaches that αβ and αβ
2
are algebraically independent
for algebraic α 6= 0, 1 and cubic β. The essential ingredient in Gel’fond’s proof was
a fundamental lemma relating algebraic numbers to small values of sequences of in-
teger polynomials which satisfy certain asymptotic growth conditions. The scheme
of proof is analogous to Schneider’s method. Roughly speaking, Liouville’s estimate
and Schwarz lemma are replaced by more advanced tools. In the third step of the
proof Liouville’s inequality is replaced by the fundamental lemma and for the final
step a result is needed which bounds the total number of zeros of an exponential
polynomial. An important aspect of “Gel’fond’s method for algebraic independence”
is that- in contrast to Schneider’s Ansatz - one cannot avoid to involve higher deriva-
tives without shrinking the range of applications essentially.
Essential innovations of Gel’fond’s original approach were established in the 1970’s
in two ways. Firstly, Lang [16], Tijdeman [33] and Brownawell [7] published tech-
nically better versions of the fundamental lemma. Secondly, although Gel’fond’s
original zero estimate was strong enough to yield striking results, it required many
technical hypotheses. Tijdeman [34] succeeded in proving a zero estimate for expo-
nential polynomials in which any dispensable technical condition is removed from
the hypotheses. This lead to the famous theorem of Brownawell [7] and Wald-
schmidt [41] in 1973. In the end of the 1980’s, after the algebraic zero estimates of
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Masser-Wu¨stholz [20], [21] and Philippon [25] were available, it was then possible to
write down theorems unifying Gel’fond’s method in the framework of one-parameter
homomorphisms. This was accomplished in Tubbs [36] and Tubbs [35].
The main results of Tubbs [36] can be restated in the following way. Let F be a
subfield of C with transcendence degree ≤ 1 over Q and let G be a commutative
group variety of dimension dim G ≥ 2 over F with Lie algebra g = LieG. As above
we consider a complex-analytic homomorphism Φ : C −→ G(C). We let T be the
smallest linear subspace of g over F such that Φ∗(C) is contained in T ⊗F C. We
denote by r the rank of Φ−1
(
G(F )
)
and by k the rank of the kernel of Φ. As above,
ga (resp. gm) refers to the maximal unipotent (resp.multiplicative) factor. Finally a
number δ is defined to be 1 if dim T = ga = 1 and 0 otherwise.
Theorem 1.1.2. Assume that
(1 + k)r · (dim G− dim T)− r ≥ 2 dim G− (2ga + gm) + δ.
Then the image of Φ is not Zariski-dense in G(C).
If k ≤ 1, then Theorem 1.1.2 follows directly from the first two results of Tubbs
[36]. If k ≥ 2, then Φ(C) is an elliptic curve and, since dim G ≥ 2, automatically a
proper algebraic subgroup of G(C).
1.1.3 Bakers’s method
Hilbert’s seven problem and its solution by Gel’fond [13] and Schneider [29] from
1934 were also point of departure of Baker’s theory. The assertion that αβ is tran-
scendental for algebraic α 6= 0, 1 and irrational algebraic β is equivalent to the
statement that two non-zero algebraic logarithms ω0, ω1 of the exponential func-
tion ez are linearly independent over Z if and only if they are linearly independent
over Q. This follows by setting α = eω1 and β = ω1/ω0. Baker [4]-[2] generalized
the theorem in 1966/67 to an arbitrary set of linearly independent algebraic loga-
rithms. His results have such deep consequences that a lot of papers were written
on this subject and many academic careers began with research in this field. Here
we only quote Masser’s paper [19], because it will play a role in our applications,
and refer for a more detailed development to Baker [1] and Wu¨stholz [43]. As in
Gel’fond’s Ansatz, Baker’s method is by constructing auxiliary functions and es-
timating derivatives, but in a conceptually more ingenious way. One considers a
linear form Λ =
∑k
j=1 βjωj with algebraic numbers βj and Z-linearly independent
algebraic logarithms ωj. Assuming that Λ = 0, Baker constructs integer polynomials
Pn and auxiliary functions
fn(z1, ...., zk) =
Ln∑
d1=0
...
Ln∑
dk=0
Pn(d1, ..., dk)e
(d1+dkβ1)ω1z1 · ... · e(λk−1+dkβk−1)ωk−1zk−1 .
with many zeros of high order along points (l, ..., l) ∈ Zk within a suitably chosen
radius rn. The final contradiction is then achieved by relating these zeros to a non-
vanishing Vandermonde matrix. One central feature of “Baker’s method for linear
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independence” is that it in fact provides quantitative results. Roughly speaking, the
assertion that Λ does not vanish is strengthened to the effect that a positive lower
bound for |Λ| is given. As to the qualitative theory, the finishing touches were put
by Wu¨stholz in the end of the 1980’s. Using his algebraic zero estimates from [45],
he generalized Baker’s qualitative results to arbitrary commutative group varieties
and obtained in [44] the Analytic Subgroup Theorem.
To state the theorem, let G be a commutative group variety over Q and denote by
Φ : C −→ G(C) a complex analytic homomorphism. Similarly as above T is the
smallest linear subspace of g over Q such that Φ∗(C) is contained in T⊗Q C.
Theorem 1.1.3. If the image of Φ contains a non-trivial algebraic point in G(Q),
then T ⊂ g equals the Lie algebra of an algebraic subgroup H ⊂ G.
In order to reveal the link to the two previously stated results, we reformulate
the Analytic Subgroup Theorem in a slightly modified way. As above we define r to
be the rank of the group of algebraic logarithms Φ−1
(
G(Q)
)
.
(∗) Assume that r · (dim G − dim T) ≥ 1. Then the image of Φ is not
Zariski-dense in G(C).
The equivalence between (∗) and the original statement is proved by induction on
dim G.
1.1.4 End of the story?
The approaches of Schneider, Gel’fond and Baker are not restricted to theorems
about analytic subgroups of a commutative group variety. However, they cover a
large and representative amount of transcendence results in the framework of ana-
lytic subgroups of algebraic groups. A second important aspect is that often different
methods either need to be combined with each other or contribute to the same type
of applications. For instance, the qualitative part of Baker’s theory can be deduced
using ideas of Gel’fond, Schneider and Lang together with zero estimates. This
was observed maybe first by Bertrand-Masser [5] and accomplished by Waldschmidt
[40]. A third interesting feature is that after years of research activity the ideas of
Schneider, Gel’fond and Baker reached a mature state which most probably cannot
be improved in an essential manner. Systematic studies as the one of Roy [26] con-
firm this view. By way of contrast, it is expected that the first two theorems hold
under much weaker estimates resp. that the Analytic Subgroup Theorem admits a
generalization to fields of positive transcendence degree which avoids complicated
estimates in the hypotheses. The “folklore” believe is that one cannot achieve more,
but is rather far away from best possible results.
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1.2 From real-analytic homomorphisms to density of ratio-
nal points
Here is the idea of our paper: As in the classical setting we start with an algebraic
group G over a subfield F of C, but will assume that F is stable with respect to
complex conjugation. Instead of complex-analytic homomorphisms Φ : C −→ G(C)
with values in the complex Lie group G(C), we will consider real-analytic homo-
morphisms Ψ : R −→ G(C) to the real-analytic Lie group underlying G(C). We
will associate to G an algebraic group N = NF/K(G) over K = F ∩ R and to Ψ we
will assign a real-analytic homomorphism ΨN : R −→ N (R). The role of the vector
space T ⊂ g over F will be assumed by the smallest linear subspace t ⊂ g over K
such that Ψ∗(R) is contained in t ⊗K R. Here the algebraic group N is the Weil
restriction of G over K. Its real points are canonically identified with the complex
points of G and its geometry reflects algebraic morphisms from algebraic varieties
V′ ⊗K F = V′ ×specK specF with models V′ over K. We shall develop further the
theory of Weil restrictions and, at the end, we shall obtain a
“Machinery“. A real-analytic homomorphism Ψ : R −→ G(C) with arithmetic
properties is related to the existence of a map v : G −→ G′ ⊗K F onto a positive-
dimensional group variety which is definable over K.
The approach is in contrast to the classical theory where a connection between
a complex-analytic homomorphism with arithmetic properties and the existence of
an algebraic subgroup of the given group variety is established. The raison d’eˆtre of
our approach is twofold: It allows better applications (see Subsect. 1.2.1) and gives
new theoretical insights (see Subsect. 1.2.2).
1.2.1 From real-analytic homomorphisms to real fields of definitions. An
example
Our “machinery” works only under more restrictive conditions, but then it yields
definitely better results. The reason for this is, roughly speaking, that in the tran-
sition from an algebraic group over F to an algebraic group over K = F ∩ R the
dimension of the algebraic group is doubled, whereas the dimension of the linear
space t over K remains the same. So, transcendence theory can be eventually ap-
plied where it could not be applied before. We shall illustrate this by a lengthy
example. For a list of symbols we refer to Sect. 1.5.
The six exponential theorem and the four exponentials conjecture. The six
exponential theorem asserts that for a pair a1, a2 and a triple b1, b2, b3 of respectively
Z-linearly independent complex numbers at least one among the six exponentials
eaibj is transcendental. Let G = G3m and let Φ(z) =
(
eb1z, eb2z, eb3z
)
be the homo-
morphism with values in G(C). Then b1, b2 and b3 are Z-linearly independent if and
only if Φ(C) is Zariski-dense in G(C). Hence, the six exponential theorem teaches
that if the rank r of the group of algebraic logarithms Φ−1
(
G(Q)
)
is ≥ 2, then Φ(C)
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is not Zariski-dense in G(C). It is a direct consequence of Theorem1.1.1. The four
exponential conjecture is the same statement as the six exponential theorem, except
that the triple b1, b2, b3 is replaced by a pair b1, b2. It follows from Roy [26] that this
famous conjecture cannot be proved with Schneider’s method.
The real-analytic approach. In special cases the four exponential conjecture can
be attacked with our ”machinery”. To make our real-analytic approach work, we
need to assume that the numbers a1, a2 are contained in a real line. After replacing
a1, a2, b1, b2 by 1, a2/a1, b1a1, b2a1, we can then achieve that the new a1 and a2 are
real without changing the hypotheses. Instead of considering the complex-analytic
homomorphism Φ(z) =
(
eb1z, eb2z
)
to the set of complex points of G = G2m, it is
then more advantageous to work with the restriction Ψ = Φ|R to R. The reason is
that Ψ can be ”enlarged” without losing its arithmetic properties.
From Ψ to ΨN . We let N = G × G and write p : N −→ G for the projection
onto the first factor. By abuse of notation we shall identify G and N with their
extensions to scalars over Q. We denote by h the complex conjugation and for real
r we set
Ψh(r) = (h ◦Ψ)(r) = (eh(b1)r, eh(b2)r).
In this way we can associate to Ψ a real-analytic homomorphism ΨN = Ψ×Ψh with
values in N (C) such that
p∗
(
ΨN
)
= p ◦ΨN = Ψ
and
Ψ(r) is algebraic ⇐⇒ ΨN (r) is algebraic. (1.2.1)
Let j = 1, 2. To obtain a good representation of the derivative of ΨN , we shall
consider the real and the imaginary parts sj = Re bj and tj = Im bj . Then ΨN and
the homomorphism
Ψ′(r) =
(
e2s1r, e2s2r, e2t1r, e2t2r
)
(1.2.2)
differ by an isogeny of N .
Applying transcendence theory in the case s ≥ 3. In the lucky case when the
group Zs1 + Zs2 + Zit1 + Zit2 has rank s = 3 or s = 4, the Zariski-closure T ⊂ N
of ΨN (R) is a torus of dimension three or four. We let ΦN be the extension of ΨN
to C. If now all numbers eaibj are algebraic, then it follows from (1.2.1) that the
rank r of the group of algebraic logarithms Φ−1N
(
T(Q)
)
is ≥ 2. But in this situation
Theorem 1.1.1 yields that ΦN (C) is not Zariski-dense in T(C). Since the latter is a
contradiction, at least one among the numbers eaibj must be transcendental.
Descent to K in the case s = 2. If the group Zs1 + Zs2 + Zit1 + Zit2 has rank
s = 2, then the Zariski closure T has dimension two and the projection p : N −→ G
from above restricts to an isogeny between T and G. To examine this case, we
identify the Lie algebra n = LieN with Q4 and its complexification n(C) = n⊗Q C
with C4. In the spirit of our approach we view C4 as a real vector space and identify
a vector (z1, ..., z4) ∈ C4 with (x1, y1, ...., x4, y4) ∈ R8 where zj = xj + iyj . Here the
coordinates zj are defined over Q, and the coordinates xj and yj are defined over
K = Q ∩ R. With respect to the latter coordinates we have(
ΨN
)
∗(r) =
(
s1r, t1r; s2r, t2r; s1r,−t1r; s2r,−t2r
)
.
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If now all four exponentials eaibj are algebraic, then- since a1 and a2 are real- all
numbers eaisj and eiaitj are algebraic, too. So, ω1 = a1s1, ω2 = a1s2, ω3 = ia1t1 and
ω4 = ia1t2 are algebraic logarithms. As the group Zs1 + Zs2 + Zit1 + Zit2 has rank
s = 2 by assumption, so does the group Zω1 + Zω2 + Zω3 + Zω4. Baker’s theorem
implies that the vector space Kω1 +Kω2 +Kω3 +Kω4 has dimension two over K.
It follows then by linear algebra that the smallest linear subspace tN ⊂ n over K,
such that (
ΨN
)
∗(a1) = (ω1, ω3;ω2, ω4;ω1,−ω3;ω2,−ω4)
lies in the R-span of tN , has dimension dim tN = 2. Since p|T is an isogeny, t =
p∗(tN ) is then the smallest subspace of g over K such that Ψ∗(R) ⊂ t ⊗K R. Here
we identify t⊗K R with its canonical image in g(C). Note that the equality
dim t = dim G
holds. Our ”machinery” will teach us that this equality admits a theoretical expla-
nation: it comes from the existence of an isogeny v : G −→ G′⊗K Q to an algebraic
group variety with model G′ over K such that v∗(Ψ) takes values in G′(R). This is
a simple case of a descent to K as will be defined in Sect. 2.3.
Determining G′ in the case s = 2. In our simple case G′ can be determined
in terms sj and tj up to isogeny. To see this, let S be the one-dimensional torus
specZ[x, y]/(x2 + y2 − 1) over Z with neutral element (1, 0) and denote by SK the
extension to scalars over K = Q ∩ R. The assignment µ(x, y) = x + iy defines
an isomorphism between the group S(C) and the multiplicative group Gm(C) = C∗,
and this isomorphism identifies S(R) with the unit circle S1 ⊂ C.1 In this way we can
parametrize the points of S(R) by the function eir with real r. In contrast to that,
the points in the connected component of unity of Gm(R) = R∗ are parametrized
by er. Furhermore, by Example B.5.2 each one-dimensional torus over K is either
isogenous to the multiplicative group over K or to SK . So, the torus G′ from above
is isogenous to the square of the multiplicative group over K if t1 = t2 = 0, so
that in (1.2.2) we get Ψ′(r) =
(
e2s1r, e2s2r, 1, 1
)
; it is isogenous to the square of SK
if s1 = s2 = 0 and Ψ
′(r) =
(
1, 1, e2it1r, e2rit2
)
; or else it is isogenous to the torus
obtained from Gm ×Z S by base change to K.
Summary. The example shows that the four exponentials conjecture holds in the
”lucky case” when the two numbers a1 and a2 are collinear over R and the quadruple
s1, it1, s2, it2 generates a group of rank s ≥ 3. This was already observed in Diaz
[10]. For the ”less lucky case” when a1 and a2 are still collinear over R, but s = 2,
it was elaborated how a counter example to the four exponentials conjecture can
be related to a homomorphism onto an algebraic group over R. In many appli-
cations the involved group variety G does not allow a non-trivial homomorphism
v : G −→ G′⊗K F onto an algebraic group with model G′ over K = F ∩R such that
v∗(Ψ) ⊂ G′(R), and then the ”less lucky case” can be treated successfully alike.
1The map µ is defined over R = Z[i] and stems from the isomorphism of R-algebras µ♯ : R[t, t−1] −→ R[x, y]/(x2+
y2 − 1) which maps t to the class of x+ iy.
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1.2.2 From real fields of definition to density of rational points
The theoretical gain of our approach stems from its relation to Mazur’s conjecture
on the topology of rational points:
“At a lecture at Columbia University in 1992 Berry Mazur ’tried out’ the following
conjecture on his audience: Let V be a smooth variety over Q with the property that
V(Q) is Zariski-dense. Then the topological closure of V(Q) in V(R) consists of a
(finite) union of connected components of V(R)” 2
Mazur’s conjecture, if true, would generalize the fact that R is the only complete
proper subfield of C and that the set of rational points of A1 is dense in the real-
analytic manifold A1(R). And although in their paper [9], Colliot-The´le`ne, Sko-
robogatov and Swinnerton-Dyer give a counterexample to Mazur’s conjecture, the
following special case of abelian varieties is still open and point of departure for
arithmetic considerations (see Mazur [23, Conj. 5]).
Conjecture 1.2.1. If A is a simple abelian variety over Q such that A(Q) has positive
rank, then the closure of A(Q) in A(R) with respect to the analytic topology contains
the connected component of unity of A(R).
Our results below indicate that the following generalization of Mazur’s conjecture
for abelian varieties should hold. In the formulation we use the fact that every
connected closed subgroup of a real Lie group is a real Lie subgroup.
Conjecture 1.2.2. Let A be a simple abelian variety over Q of dimension g and let
Γ ⊂ A(Q) be a subgroup of positive rank. Let C be the closure of Γ in A(C) with
respect to the analytic topology and let dim C be its dimension as a real Lie group.
Then dim C = 2g, or dim C = g and there exists an isogeny v : A −→ A′ ⊗K Q to
an abelian variety with model A′ over K = Q ∩ R such that v(Γ) ⊂ A′(R).
Conjecture 1.2.2 allows a broader view on Mazur’s question concerning the topol-
ogy of rational points and relates it to a density problem. Morally, it asserts that
if a “large” subgroup Γ ⊂ A(Q) is not dense in A(C) with respect to the analytic
topology, then there should be a theoretical justification for that. This theoretical
justification is the existence of an isogeny v : A −→ A′ ⊗K Q to an abelian variety
with model A′ over K such that Γ is mapped to the proper subset of real points in
A′(C). By Conjecture 1.2.1 the image v(Γ) should then generate a dense subgroup
of the connected component of unity of A′(R).
As will follow from Corollary 7.1.19, Conjecture 1.2.1 is equivalent to
Conjecture 1.2.3. Let A be a simple abelian variety over Q and let Γ ⊂ A(Q) be a
subgroup of positive rank. Let C be the closure of Γ in A(C) with respect to the
analytic topology and denote by Co the connected component of unity of C. Then
there exists a subspace c of a = LieA over K = Q ∩ R with the property that
Co = expA(c⊗K R).
2from Silverman’s review of [24] on MathSciNet.
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It is not hard to bridge the gap between Conjecture 1.2.2 and our Ansatz. This
is illustrated in
Example 1.2.4. Let E be an elliptic curve over Q and let Γ ⊂ E(Q) be a subgroup
of rank three. Suppose that the closure C of Γ with respect to the analytic topology
is connected. If C 6= E(C), then C is isomorphic to R/Z and there is a real-analytic
homomorphism Ψ : R −→ E(C) with non-zero kernel and such that Γ ⊂ Ψ(R).
We set N = NQ/K(E), replace Ψ by ΨN and extend ΨN to a complex-analytic
homomorphism ΦN : C −→ N (C). Although neither N nor ΨN have been exactly
defined yet, one is able to divine what this objects mean: they are analogs of the
group variety N and the homomorphism ΨN from the previous subsection. In
particular, the dimension of N is twice the dimension of E, so that transcendence
theory can be applied. Using notations as in Theorem1.1.1 (with N instead G),
we have then dim N = 2, k ≥ 1 and r = k + rankZ Γ ≥ 4. It follows from the
theorem that ΦN (C) is a proper algebraic subgroup of the Weil restriction N . As
will be explained in Ch. 2, there is then an isogeny v : E −→ E′ ⊗K F such that
v(Γ) ⊂ E′(R).
Summarizing, we see that our approach is, at least conjecturally, related to the
question of density of Ψ(R) via the question of existence of real models.
We conclude this section generalizing Conjecture 1.2.2 to an arbitrary commuta-
tive group variety. This is also meant to motivate our definition of weak descent to
K in Subsect. 2.3.2. As to our knowledge there is no straightforward generalization.
One obstruction is that if G is an arbitrary commutative group variety and Γ is not
dense in G(C) then the closure of Γ in G(C) with respect to the analytic topology is
a real-analytic submanifold of G(C), but not necessarily with finitely many compo-
nents (for example, a lattice in Gm(C) = C). Therefore, in the general setting one
should start with a connected proper real-analytic submanifold C of G(C) which
contains a dense torsion-free subgroup of algebraic points. But even in this case
Conjecture 1.2.2 is not true for arbitrary commutative varieties, as the following
example shows.
Example 1.2.5. Let E′ be an elliptic curve over K = Q∩R, set E = E′⊗KQ and let G
be an extension of E by a one-dimensional torus over Q. Suppose that G is neither
isogenous to a group variety with model over K nor an isotrivial extension. Let
ξ ∈ G(Q) be an algebraic point without torsion which projects to E′(R). It follows
that Γ = Zξ generates a proper real-analytic submanifold of G(C). However, the
conclusion in Conjecture 1.2.2 does not hold for G and Γ because- by construction-
there is no isogeny v as predicted in the conjecture. But there is a substitute for the
isogeny in the conjecture. Namely, if we let v be the projection from G to E and let
G′ be the real curve E′, then we get a surjective homomorphism onto G′⊗K Q such
that v(Γ) ⊂ G′(R).
It turns out that a surjective homomorphism v : G −→ G′⊗KQ as in the example
is the key to a generalization of Conjecture 1.2.2.
Conjecture 1.2.6. Let G be a commutative group variety over Q and let C be a
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connected proper real-analytic submanifold of G(C). Assume that C contains a
subgroup Γ ⊂ G(Q) of algebraic points which is dense in C with respect to the ana-
lytic topology and such that each non-trivial point ξ ∈ Γ generates a Zariski-dense
subgroup of G(C). Then there exists an algebraic group G′ of positive dimension
over K = Q ∩ R and a surjective algebraic homomorphism v : G −→ G′ ⊗K Q with
the property that v(C) = G′(R).
We leave it to the reader to verify that Conjecture 1.2.6 implies Conjecture 1.2.2.
1.2.3 The origins
Mazur’s conjecture for abelian varieties is point of departure of Waldschmidt’s article
[39] from 1992 on the density of rational points on commutative group varieties.
Conjecture 1.2.1 is proved there under the weaker hypopaper that rankZA(Q) ≥
(dim A)2−dim A+1. Twelve years later, in 2004, Diaz [10] applied the technique of
restrictions to scalars to improve transcendence results in elementary cases, though
admittedly without referring to Weil restrictions in an explicit manner. In the
elementary setting of the exponential function it was sufficient to simply consider
conjugate numbers. Despite many further sources treating the “density of rational
points” from various points of view, as far as we know the two quoted articles are the
only ones where restrictions of scalars are applied to transcendence problems. And
it is not hard to see that the potential of this technique has not yet been exhausted.
1.3 Outline of the paper
In the second chapter we conceptualize the density problem by introducing the
notion of descent to K and then formulate six theorems about real-analytic one-
parameter homomorphism with arithmetic properties. The results of this chapter
are stated mainly without proof. The chapter is rather a continuation of the intro-
duction: We make precise what we indicated above and develop the formal theory.
Sect. 2.1 and Sect. 2.2 prepare the reader with the background needed to understand
our definition of descent. We recall all important concepts from geometry in the first
two sections. This is meant to synchronize terminology.
In Sect. 2.3 the definition of descent to K and weak descent to K is given and
elaborated. The main criterion for descents formulated in Subsect. 2.5.3 plays an
important role in this paper.
The underlying object of a descent to K is a real-analytic one-parameter homo-
morphism Ψ with values in the set of complex points of an algebraic group. In
Sect. 2.4 we consider a refined descent problem. We take a surjective homomor-
phism π : G −→ U of algebraic groups, a homomorphism Ψ to G(C), and ask under
which conditions π∗(Ψ) descends (weakly) to K? The two theorems formulated in
this section are technical, but very useful when it comes to applications. Together
with the main criterion for descent to K they form the kernel of our “machinery”.
The results from Sect. 2.1-Sect. 2.4 do not rely on transcendence theory. By way
of contrast, in Sect. 2.5 we shall combine our “machinery” with the methods of
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Schneider, Gel’fond and Baker. The outcome is a “matrix” of two times three tran-
scendence results. By this we mean that respectively two theorems are assigned to
one of the three approaches. The respectively first result assigned to an approach
is a statement about descent to K, whereas the respectively second one deals with
weak descent to K. The technical, repetitive and maybe unusual shape of our tran-
scendence theorems will be justified later by a quite fruitful list of applications. The
last section of this chapter is informal. There we give a further hint how to deal
with our approach.
The first half of Ch. 3 is devoted to conjugate varieties and, what comes along with
the latter, conjugate sheaves and morphisms. In the second half we show the exis-
tence of Weil restrictions for finite Galois extension F/K and recall some functorial
properties. In particular, we study the Lie algebra of the Weil restriction of a group
variety. The results stated in this chapter are not new, although some aspects seem
not yet been elaborated in literature. This is the only regular chapter of the paper
whose statements are not essentially ”self-made”.
The overall aim of the fourth chapter to prove the main criterion for descent and weak
descent to K (Theorem 2.3.5). In Sect. 4.1 we introduce the notion of a plurisimple
algebraic group. We call an algebraic group variety over a field plurisimple if it is
isogenous to a product of simple algebraic groups. We show that each group variety
over a field admits a universal homomorphism onto a maximal plurisimple quotient
which factors each further homomorphism onto a plurisimple algebraic group. The
study of morphisms to commutative algebraic groups with universal properties is not
a new idea. In particular, our notion of a universal homomorphism is a special case of
a “morphisme universel” as introduced in Serre [31]. But this is not the point. The
crucial observation is that plurisimple groups and universal homomorphisms onto
maximal plurisimple quotients constitute appropriate tools to solve descent prob-
lems. The challenge here can be sketched as follows: For a group variety G over F
the Weil restrictionNF/K(G) ”controls” morphisms w : V′⊗KF −→ G from varieties
definable over K to G. But descents deal with homomorphisms v : G −→ G′ ⊗K F
from G to algebraic groups definable over K. In Proposition 4.3.1 it is shown that
Weil restrictions also ”control” the latter, provided that F/K is a Galois extension
of degree [F : K] = 2. Roughly speaking, the proposition is an abstract reformula-
tion of our main criterion. In Sect. 4.4 we then deduce the main criterion.
In Ch. 5 we prove Theorem 2.4.2 and Theorem 2.4.3. These two theorems rely on
Theorem 2.3.5 and are a major component of our transcendence results. Sect. 5.1
and Sect. 5.2 deal with two abstract propositions arising in the context of inherited
descents. As we will show in Sect. 5.3, these two propositions imply the theorems.
Concerning Ch. 3-Ch. 5 we remark the following: Most of the results from these
three chapters do not involve analytic concepts and are formulated in a rather ab-
stract fashion. This abstract approach is justified, because it enables to generalize
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our ”machinery” to the ultrametric setting and to obtain p-adic analogs of the tran-
scendence theorems from Sect. 2.5. On the other hand, an elaboration of this would
involve plenty of modifications and would require a further paper. Therefore we
shall not touch this here.
The sixth chapter is dedicated to the transcendence results from Sect. 2.5. In
Sect. 6.1 we collect auxiliary lemmas which do not rely on transcendence theory.
Each of the following three sections is then devoted to the proof of respectively
two theorems associated to one of the three methods from the introduction. As is
expected, the proofs are repetitive to a large extent. On the other hand, each of
the three transcendence methods has its own specifics which need to be considered
separately.
In Ch. 7 we state applications of the six transcendence theorems. On the one hand,
these applications serve as motivation for our Ansatz. On the other hand, they
rely in part on arguments from Ch. 3-Ch. 5 and from the appendices. Therefore we
postponed the applications to the last regular chapter of the paper. However, an
interested reader will want to have a look at them first or after skimming through
the second chapter. The applications are divided into three sections. In the first
section we investigate consequences of Theorem 2.5.7 and Theorem 2.5.8 (Baker’s
method), whereas Sect. 7.2 and Sect. 7.3 are on a par with Schneider’s and Gel’fond’s
method respectively. This is not quite consistent with the historical order from the
introduction. The reason is that some results from Sect. 7.2 and Sect. 7.3 are based
on our results about linear independence of algebraic logarithms. As to our knowl-
edge all applications formulated in this chapter are new.
There are three appendices. App.A is dedicated to the question when a complex
group variety is definable over a subfield of the reals. The results in App.A are not
new and we apply them rather sporadically. In App.A we treat extensions of abelian
varieties by linear groups. The contents of this appendix contribute to the proofs
of the applications. In App.A.1 we list some general facts. Then, in App.A.2, we
shall consider conjugate extensions of an abelian variety over R. The third section
of App.A is dedicated to standard uniformizations of linear extensions of elliptic
curves. Except Proposition B.2.2 the results in App.A are not new. In the last
appendix we fix a Galois extension F/K of degree [F : K] = 2 and investigate Weil
restrictions over K of simple abelian varieties over F . We obtain a useful crite-
rion to decide whether a simple abelian variety over F is isogenous to an abelian
variety with model over K (PropositionC.0.4). This criterion seems new and also
contributes to the applications.
1.4 List of new definitions
Since we build up a new theory, we will introduce some non-standard definitions.
Here is a list of those definitions which are indispensable for the understanding of
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the paper.
model over K Sect. 2.1
the twin Ψ[i] Sect. 2.2
the conjugate Ψh Sect. 2.2
ΨN = Ψ×Ψh Sect. 2.2
descent to K Sect. 2.3
weak descent to K Sect. 2.3
plurisimple group Sect. 4.1
maximal homomorphism Sect. 4.1
universal homomorphism Sect. 4.1
δ-invariant Sect. 4.1
1.5 List of important symbols
N,M natural numbers
k, l, i, j integer indices
r a real parameter
⊂ “is contained in or equal to”
( ”is contained in but not equal to”
Q field of rational numbers
R field of real numbers
C field of complex numbers
Q algebraic closure of Q in C
F a field, mostly a subfield of C stable
with respect to complex conjugation
K a subfield of F , mostly F ∩ R
Gal(F |K) the Galois group of F/K
if F/K is a Galois extension
h an element in Gal(F |K),
mostly the complex conjugation
Ga,F = specF [t], the additive group over F
Gm,F = specF [t, t−1], the multiplicative group over F
ANF = specF [t1, ..., tN ], the affine N -space over F
PNF = projF [t0, ..., tN ], the projective N -space over F
SF = specF [x, y]/(x2 + y2 − 1), the torus over F
G,H,U,V varieties over F , mostly group varieties
A an abelian variety over F
E an elliptic curve over F
L mostly a linear group over F
T a torus over F
OG the sheaf of regular functions
with values in F
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G(C) the complex manifold of C-
valued points if F ⊂ C
G′ variety over K, often the K-model of G
G′(R) the real-analytic manifold of
R-valued points if K ⊂ R
cl(G) set of closed points of G
u, v, w, µ, ν morphisms between varieties, often
isogenies between algebraic groups
v♯ the homomorphism of structure sheaves
associated to a morphism v
V′ ⊗K F = V′ ×specK specF
u⊗K F = u×specK idspecF
e, eG the neutral element of G
[k]G the multiplication with k on G
g the Lie algebra of G over F
g(F ′) = g⊗F F ′ for an extension F ′ of F
g′ the Lie algebra of G′ over K
t a subspace of g over K
tN see Subsect. 6.1.2
∂ a vector field in g
Λ the kernel of expG, often a lattice in C.
Ψ a real-analytic homomorphism
from R to G(C)
Ψ∗ the induced R-linear homomorphism
of Lie algebras
Ψh the conjugate of Ψ
Ψ[i] the twin of Ψ
ΨN = Ψ×Ψh
Φ a complex-analytic homomorphism,
mostly the complexification of Ψ
π : G −→ U a surjective homomorphism
NF/K(G) the Weil restriction of G over K
pG the functorial map from NF/K(G)⊗K F to G
N (v) the map from V′ to NF/K(G) associated
to a morphism v : V′ ⊗K F −→ G
vN the morphism between Weil restrictions over K
induced by a morphism v of varieties over F
H(−) see Sect. 3.3
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Chapter 2
Descent to real subfields
2.1 Algebraic varieties, complex conjugates and analytic struc-
tures
Let F denote a subfield of C and let W be the scheme specF . For a field exten-
sion j♯ : F −→ F ′ we consider the induced F -scheme W′ = specF ′ with structure
morphism j = spec(j♯). A variety over F is a scheme over F which is irreducible,
separated and of finite type over F . A variety over F is smooth if it is regular as
a scheme. We denote by G a smooth variety over F and let G(F ′) be the set of
morphisms from W′ to G over F . An element of G(F ′) is called a point over F ′
or an F ′-rational point. As usual a point ξ : W −→ G over F will be identified
with its closed image im ξ ∈ G. If F ′ ⊂ F ′′ are two extensions of F , then the
pull-back defines an inclusion of G(F ′) into G(F ′′), and we will eventually not dis-
tinguish between G(F ′) and its image in G(F ′′) to keep the notation short. For the
same reason we will not distinguish between G(F ′′) and the F ′′-rational points of
G⊗F F ′ = G×spec F W′.
Let K be a subfield of F . A model of G over K is an algebraic variety G′ over K
such that G is isomorphic to G′⊗K F . The variety G is definable over K if it admits
a model over K. It is important to note that, in general, G may have several models
over K which are pair-wise non-isomorphic over K (see App.A.2).
Let h ∈ Gal(C|R) be the complex conjugation and j : G −→ W the structure
morphism of G. We denote by G the scheme underlying G. The scheme G together
with the morphism jh = spec(h) ◦ j to specF h define a variety over F h = h(F ).
It is called the complex conjugate of G and is denoted by Gh. The identity map
on G induces a morphism ρ from G to Gh over K = F ∩ R where we consider G
and Gh as schemes over K. If ξ : W −→ G is an F -rational point of G, then
ρ∗(ξ) = ρ ◦ ξ ◦ spec(h) defines an F h-rational point of Gh.
Let G be again a smooth variety over a subfield F of C. The set of complex points
G(C) of G is endowed with the structure of a complex manifold and, consequently,
with the structure of a real-analytic manifold. For this we refer to Shafarevic´ [27,
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Ch.VII] and to App.A.1. The complex- and the real-analytic structures are deter-
mined by the complex algebraic variety G⊗F C. In Subsect. 3.2.1 we shall show
Proposition 2.1.1. The map ρ∗ : G(C) −→ Gh(C) from above is a real-analytic
isomorphism.
If the field F is contained in R, then the set of real points G(R) is a proper
real-analytic submanifold of G(C) of dimension dim G(R) = dim G and it is dense
in G(C) with respect to the Zariski topology. This assertion follows from Silhol [32,
p. 31]; it is in general wrong for singular varieties over R.
2.2 Algebraic groups and one-parameter homomorphisms.
Definition of Ψ[i],Ψ
h and ΨN
A group variety over F is a group object in the category of varieties over F with
the additional property that the neutral element of the group law is a point over F .
We consider a group variety G over F . We denote by e = eG ∈ G(F ) the neutral
element and define g to be the Lie algebra of left-invariant vector fields on G. For
a field extension F ′ of F we write g(F ′) = g ⊗F F ′. The space g is an algebraic
object. However, each algebraic vector field defines a holomorphic vector field on the
complex Lie group G(C), and we obtain a natural inclusion g into the Lie algebra
of G(C). For dimension reasons this yields an identification of g(C) with the Lie
algebra of the complex Lie group G(C). As recalled in App. A.2 we get then a
unique exponential map expG : g(C) −→ G(C).
Proposition 2.2.1. Let Gc be a complex Lie group and let Ψ : R −→ Gc be a real-
analytic homomorphism. Then there exists a unique holomorphic homomorphism
Φ : C −→ Gc such that Φ|R = Ψ.
The proof of the proposition is left to the reader. In what follows we will mostly
consider real-analytic homomorphisms Ψ from R to the analytic manifold induced
by a group variety G. By Lie group theory the extension Φ admits then a unique
differential Φ∗ : C −→ g(C) such that Φ = expG ◦ Φ∗.1 This is recalled in App.A.
The restriction of Φ∗ to R defines an R-linear homomorphism to g(C) which will
be denoted by Ψ∗. Next we define the twin of Ψ by Ψ[i](r) = Φ(ir). The complex
conjugate of Ψ is Ψh = ρ∗ ◦ Ψ. Moreover, we set ΨN = Ψ× Ψh and get this way a
homomorphism into the set of complex points of G×Gh.
2.3 Descent to real subfields
2.3.1 Descent
Let F be a subfield of C, set K = F ∩R and consider a commutative group variety
G over F . Let Ψ : R −→ G(C) be a real-analytic homomorphism. We say that Ψ
1More precisely, Φ∗ is defined on LieC = C ddz . But, as usual, we shall identify a tangent vector c
d
dz
with the
complex number c.
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descends to K if Ψ is non-zero and if there is an algebraic group G′ over K and an
isogeny v : G −→ G′⊗KF of algebraic groups over F such that v∗(Ψ) = v◦Ψ factors
through the inclusion of G′(R) in G′(C). In other words, we get a commutative
diagram
R
Ψ //
v∗(Ψ)

G(C)
v

G′(R) 
 / G′(C).
(2.3.1)
A diagram as above does not exist in general. To get a rough picture of this phe-
nomenon, we look at two easy examples.
Example 2.3.1. Let F = C, let G′ be Ga,R and write G for Ga,C. Then G′(R) =
R and G(C) = C. A non-zero real-analytic homomorphism Ψ : R −→ G(C) is
multiplication with Ψ(1) ∈ C∗. Hence, if we set v(z) = z/Ψ(1), then v∗(Ψ) takes
values in G′(R) = R.
The example throws some light on our definition of descent to K. We see that the
definition is only interesting if the considered algebraic group G has a sufficiently
rich geometric structure. But it is not sufficient that G admits a model over R, as
the following example shows.
Example 2.3.2. Let F = C and let T be the complex torus Gm,C. Then
Ψ : R −→ T(C),Ψ(r) = e(1+i)r
does not descend to R. In fact, by Example A.2.1 below there are two isomorphism
classes of tori T′ over R of dimension dim T′ = 1 with complexification isomorphic
to T. One is represented by the multiplicative group over R and the other one by
the commutative group variety SR where
S = specZ[x, y]/(x2 + y2 − 1) (2.3.2)
is the algebraic torus over with neutral element (1, 0) from Sect. 1.2. The set S(R)
is compact, whereas the image of Ψ is not. Thus, if Ψ descends to R, then there
is an isogeny v of T such that v∗(Ψ) takes real values. But each isogeny of the
multiplicative group is multiplication with an integer and maps the image of Ψ to
itself. Therefore Ψ cannot descend to R.
The reader will find more on descents in App.A.3.
2.3.2 Weak descent and “defects”
As above we let F be a subfield of C and set K = F ∩R. We consider a commutative
group variety G over F and a real-analytic homomorphism Ψ : R −→ G(C). In this
subsection we shall formulate a refined notion of descent. We say that Ψ descends
weakly to K if Ψ is non-zero and if there is an algebraic group G′ of positive dimension
over K and a surjective homomorphism v : G −→ G′⊗KF of algebraic groups over F
such that v∗(Ψ) factors through the inclusion of G′(R) in G′(C). Roughly speaking,
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the definition of weak descent to K is the same as the definition of descent to K,
except that the isogeny in Diagram (2.3.1) is replaced by a homomorphism onto
a positive dimensional algebraic group. In particular, descent to K implies weak
descent to K. The converse is not true, as the following example shows.
Example 2.3.3. Let A be a complex abelian variety which is not isogenous to an
abelian variety definable over R and set T′ = Ga,R and T = Ga,C. Consider non-zero
real-analytic homomorphisms Ψ1 : R −→ A(C) and Ψ2 : R −→ T′(R) and let v be
the projection from A × T to T. Then the homomorphism Ψ = Ψ1 × Ψ2 does not
descend to R, whereas the image of v∗(Ψ) = Ψ2 is contained in T′(R).
We suppose now that F is stable with respect to complex conjugation and that
[F : K] = 2. Then the Lie algebra g = LieG is a vector space of dimension
dimK g = 2dim g over K. In the following proposition a central theme of the paper
is thematized: the connection between ”defects” and weak descents to real subfields.
Proposition 2.3.4. Let Ψ : R −→ G(C) be a non-zero real-analytic homomorphism.
Consider g as a vector space over K and let t ⊂ g be the smallest subspace over K
such that Ψ∗(R) ⊂ t⊗KR. If Ψ descends weakly to K = F ∩R via v : G −→ G′⊗KF ,
then the ”defect” dimK g− dim t is larger than or equal to the dimension of G′.
Proof. The Lie algebra g′ = LieG′ is identified with a proper subspace over K of
the Lie algebra of G′ ⊗K F (viewed as a vector space over K). We will show in
Corollary 3.3.3 below that (v ◦Ψ)∗(R) is contained in g′(R). Since R is a faithfully
flat K-module and as v∗ is K-linear, it follows that v∗(t) is contained in g′. Hence,
t is a proper subspace of g over K and dimK g− dim t ≥ dim g′ = dim G′.
Conversely it is not true in general that a positive ”defect” implies weak descent to
K. We will show later that the this holds provided that F = Q (see Corollary 7.1.17).
2.3.3 The main criterion for descent and weak descent
We denote by F a subfield of C and define K to be the intersection F ∩R. It is again
assumed that F is stable with respect to complex conjugation and that [F : K] = 2.
We let G be an algebraic group variety over F and let Ψ : R −→ G(C) be a non-zero
real-analytic homomorphism with Zariski-dense image in G(C). Recall the definition
of ΨN from Sect. 2.2. We write H for the smallest algebraic subgroup of G × Gh
such that ΨN (R) ⊂ H(C). The algebraic group H equals the intersection
⋂
V of all
algebraic subgroups V ⊂ G×Gh with the property that ΨN (R) ⊂ V(C). In Sect. 4.4
we shall prove
Theorem 2.3.5. The homomorphism Ψ descends to K if and only if dim H =
dim G. And Ψ descends weakly to K if and only if dim H < 2 dim G.
The first part of the main criterion is not a deep result, but it will be used
everywhere. The condition in the second part means nothing but that H is proper
in G × Gh. Although the second assertion is also standing to reason, its proof is
quite involved and occupies almost all of the fourth chapter.
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2.4 Inherited descent to real subfields
Many applications in transcendence theory involve not only a single algebraic group
G but a homomorphism π : G −→ U of algebraic groups. To be more precise,
one tries to deduce transcendence properties of U from transcendence properties
of G. Typically, G is an extension of U by an “auxiliary” linear group and π is
the projection to U. Similar situations will appear in our real-analytic setting and
this section is devoted to an axiomatic approach to such situations. The problem
here can be formulated as follows. Let F be a subfield of C and let π : G −→ U
be a surjective homomorphism of commutative group varieties over F . Consider a
commutative diagram of non-zero real-analytic homomorphisms
R
Ψ //
π∗(Ψ)
&&NN
NN
NN
NN
NN
NN
N G(C)
π

U(C)
(2.4.1)
If Ψ descends (weakly) to K = F ∩ R, when does π∗(Ψ) descend (weakly) to K?
Example 2.4.1. Let U = A and Ψ1 be as in Example 2.3.3 and let π : A×Ah −→ U
be the projection. As we will learn in the next chapter, Ψ = (Ψ1)N descends to R,
whereas π∗(Ψ) = Ψ1 cannot descend to R.
In the example the group Hom(ker π,Uh) is infinite. The following two theorems
which are proved in Ch. 5 show that this is one essential obstruction for inherited
descents. In the statements we suppose that F is stable with respect to complex
conjugation.
Theorem 2.4.2. If Ψ descends to K and if Hom
(
ker π,Uh
)
= {0}, then π∗(Ψ)
descends to K.
Example 2.3.3 (with π the projection to U = A) illustrates that the theorem does
not generalize literally to weak descents. For a correct generalization of the previous
theorem to weak descents we need to consider the smallest algebraic subgroup H ⊂
G×Gh such that Ψ(R) ⊂ H(C).
Theorem 2.4.3. If dim G + dim U > dim H and if Hom
(
Uh,M
)
= {0} for each
quotient M of ker π, then π∗(Ψ) descends weakly to K.
The inequality in the last theorem cannot be improved, as the following example
demonstrates.
Example 2.4.4. Consider Example 2.3.3 once again and let π be the projection from
A × T to U = A. Then π∗(Ψ) = Ψ1 and ker π ⋍ T. The assumption that A is
not isogenous to an abelian variety definable over R implies by Theorem 2.3.5 that
(Ψ1)N has a Zariski-dense image. On the other hand, as will become clear in the
third chapter, T = Gm,C coincides with Th and Ψ2 = v∗(Ψ) equals its conjugate.
Hence, here we have H = A × Ah × ∆ where ∆ ⊂ T × T = T × Th is the one-
dimensional diagonal. Therefore,
dim H = dim A + dim Ah + dim ∆ = 2dim U + dim ker π = dim G+ dim U.
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And since U is an abelian variety, whereas ker π ⋍ T is linear, we have Hom
(
Uh,M
)
=
0 for each quotient M of ker π.
2.5 Applying transcendence theory
In what follows we will combine the above theory with the approaches of Schneider,
Gel’fond and Baker. This yields six transcendence results where respectively two are
aligned to one of the three approaches. The six theorems are all situated in the same
Setting. The symbol F denotes an algebraically closed subfield of C which is
stable with respect to complex conjugation and we let K be the intersection F ∩R.
We consider a surjective homomorphism π : G −→ U of algebraic groups over F and
denote by Ψ : R −→ G(C) a real-analytic homomorphism with Zariski-dense image.
This leads to a diagram as in (2.4.1). The homomorphism Ψ induces two invariants
r = rankZΨ
−1
(
G(F )
)
+ rankZΨ
−1
[i]
(
G(F )
)
and k = rankZ kerΨ. Finally we define
t ⊂ g to be the smallest subspace over K with the property that Ψ∗(R) ⊂ t⊗K R.
The respective first theorem of the next three subsections deals with inherited de-
scents to K, and the respective second theorem with weak descents to K. We let
H ⊂ G × Gh be the smallest algebraic subgroup with the property that ΨN (R) ⊂
H(C). The algebraic group H will not appear in the hypotheses of the theorems any-
more, but it plays a central backstage role. The theorems have then the following
shape.
(∗) We require that F, r, k and dim t are such that transcendence theory leads
to the estimate dim G ≥ dim H. If in addition the hypotheses of Theorem
2.4.2 are satisfied, then π∗(Ψ) descends to K.
(∗∗) We require that F, r, k and dim t are such that transcendence theory leads
to the estimate dim G + dim U > dim H. If in addition the hypotheses
of Theorem 2.4.3 are satisfied, then π∗(Ψ) descends weakly to K.
2.5.1 Two real-analytic theorems about transcendence
(Schneider’s method)
In this subsection we shall modify Schneider’s theory in the above style and state
real-analytic versions of Theorem 1.1.1. We set F = Q and apply the above setting.
In addition we consider a decomposition G ⋍ Gc×Ggaa,Q×G
gm
m,Q
with natural numbers
gm, ga ≥ 0 and an algebraic group Gc over Q. Taking care of a refined decomposition
is not quite aesthetic, but once more enlarges the radius of applications.
Theorem 2.5.1. If Hom
(
ker π,Uh
)
= {0} and
(r− 2) · dim G ≥ 3− (2ga + gm)− k,
then π∗(Ψ) descends to K.
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Note that, as indicated in the introduction, the inequality in the theorem is
weaker than the one from Theorem 1.1.1.
Theorem 2.5.2. If Hom
(
Uh,M
)
= {0} for each quotient M of ker π and if
(r− 2) · (dim G + dim U) ≥ r− (2ga + gm)− k + 1,
then π∗(Ψ) descends weakly to K.
Remark 2.5.3. If G is linear, then the summand “−(2ga + gm)” on the right hand
side can be replaced by “−(2ga + gm + dim U)”. We will prove this in Ch. 6, right
after proving the theorem.
2.5.2 Two real-analytic theorems about algebraic independence
(Gel’fond’s method)
The two results of this subsection mirror the impact of our theory on Gel’fond’s
method. We assume that F is an algebraically closed field which is stable with
respect to complex conjugation and with transcendence degree ≤ 1 over Q. As
above, we consider a refined decomposition G ⋍ Gc ×Ggaa,F ×Ggmm,F . The dimension
of Gc is abbreviated by gc and we define
δ =
{
1 if ga > 0 and dim t = 1
0 otherwise
Theorem 2.5.4. Assume that
(1 + k)r · (dim G− dim t) + kr ≥
(
2 +
1
gc + 1
)
gc + gm + 1 + δ.
If Hom
(
ker π,Uh
)
= {0}, then Ψ descends to K.
The next theorem is analogous to Theorem 2.5.2.
Theorem 2.5.5. Assume that
(1 + k)r · (dim G + dim U− dim t)− r ≥ 2gc + 2dim U + gm + δ.
If Hom
(
Uh,M
)
= {0} for each quotient M of ker π, then π∗(Ψ) descends weakly to
K.
Remark 2.5.6. (compare Remark 2.5.3) If G is linear, then the summand “2 dim U”
on the right hand side can be replaced by “dim U”.
2.5.3 Two real-analytic theorems about linear independence of algebraic
logarithms (Baker’s method)
This subsection is devoted to two results which are inspired by the Analytic Sub-
group Theorem and deal with linear independence of real and imaginary parts of
algebraic logarithms. Here F is the field of algebraic numbers Q and and the twin
Ψ[i] of Ψ is defined as in Sect. 2.2.
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Theorem 2.5.7. Assume that the image of Ψ or Ψ[i] contains a non-trivial algebraic
point in G
(
Q
)
and that dim G ≥ dim t. If Hom(ker π,Uh) = {0}, then dim U =
dim π∗(t) and π∗(Ψ) descends to K.
The last theorem is again about inherited weak descents.
Theorem 2.5.8. Assume that the image of Ψ or Ψ[i] contains a non-trivial algebraic
point in G
(
Q
)
and that dim U + dim G > dim t. If Hom
(
Uh,M
)
= {0} for each
quotient M of ker π, then π∗(Ψ) descends weakly to K.
Recall Statement (∗) following Theorem 1.1.3. There we reformulated the Ana-
lytic Subgroup Theorem by means of an inequality involving r, k and dim G. The
same is possible with respect to Theorem 2.5.7 and Theorem 2.5.8. To this end,
note that the image of Ψ or Ψ[i] contains a non-trivial algebraic point in G
(
Q
)
if
and only if r > 0. Hence, the first hypopaper in Theorem 2.5.7 holds if and only if
r(dim G−dim t) ≥ 1− r. And the first condition in Theorem 2.5.8 is fulfilled if and
only if r(dim G+ dim U− dim t) ≥ 1.
2.6 Instead of a user’s manuel
There is no unique best possible way to warm toward our Ansatz. However, a rather
disadvantageous approach is by meditating on the statements of the transcendence
results and trying to gain insight from this. Certainly, it is possible to build up the
theory in a different style, but most probably this will lead to a presentation which
is as formal as ours. A better way is by trying out examples and asking: What
can classical theory say? And what is reached, in contrast to the latter, with the
approach presented here?
Let’s consider the following example which is related to linear independence of log-
arithms. We take an abelian variety A and an abelian threefold B over Q. It is
assumed that the two algebraic groups are simple. Set G = A × B and choose
an algebraic logarithm ω ∈ g(C) whose image ξ = expG(ω) ∈ G(Q) generates a
Zariski-dense subgroup of G(C). Let t be the smallest subspace of g over K with
the property ω ∈ t ⊗K R. Suppose that ω is such that dim t is minimal among all
logarithms in exp−1G (ξ). Finally let p : G −→ A and q : G −→ B be the projections
and set Ψ(r) = expG(ωr).
Here is what classical theory tells us: The subspace t generates g over Q and there-
fore dim t ≥ 5.
And this is what can be inferred with the above approach: If t = g, then Ψ, p∗(Ψ)
and q∗(Ψ) cannot descend to K = Q ∩ R. On the other hand, if t 6= g, then there
are three possibilities:
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1. It holds that dim t = 8. Then the homomorphism p∗(Ψ) descends
to K, but q∗(Ψ) does not.
2. We have dim t = 7. The homomorphism q∗(Ψ) descends to K, but
p∗(Ψ) does not.
3. The equality dim t = 5 holds. Then all three homomorphisms Ψ,
p∗(Ψ) and q∗(Ψ) descend to K.
Obviously, the above list is comparatively richer in content than the answer of
the classical theory. We suggest to the reader to elaborate
Exercise 2.6.1. Derive the above list of possibilities.
While solving the exercise, one will notice that no statement is deduced from just
one among the above theorems. For the proof of the three possibilities one has to
apply Proposition 2.3.4, the main criterion for descents to K together with Theorem
2.5.7 and Theorem 2.5.8 in a combined manner. We will meet again this structure
of inferring in the proofs of the applications. At the end of Sect. 7.1 a solution of
Exercise 2.6.1 is given.
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Chapter 3
Conjugate varieties and Weil
restrictions
3.1 Conjugating varieties, morphisms and sheaves
Let F be a field with fixed algebraic closure F . We consider a variety G over F
with underlying scheme G and sheaf of F -algebras OG. We emphasize right in the
beginning that we will always assume that OG is the sheaf of regular functions
with values in F , that is, algebraic morphisms to A1F . This is certainly no loss of
generality, because the structure sheaf of a variety G over F is isomorphic (as a
sheaf of F -algebras) to the sheaf of regular functions on G with values in F .
Let U ⊂ G be an open set, let f ∈ Γ(U,OG) be a regular function on U and let F ′ be
a field extension of F . Then f induces a regular function f⊗F F ′ : U⊗F F ′ −→ A1F ′,
hence an element in Γ(U⊗F F ′,OG⊗FF ′). Via restriction one receives then a function
in Γ(V,OG⊗F F ′) for each open subset V ⊂ U⊗F F ′. The elements of OG⊗FF′ arising
from functions in OG form a subsheaf of OG⊗FF′ : it is the subsheaf of functions
defined over F .
After we have clarified this for the convenience of the reader, we proceed to the
definition of conjugate varieties. To this end, let K be a subfield of F and fix a
homomorphism h ∈ HomK(F, F ). For c ∈ F h = h(F ) and a local section f of OG
we define a scalar multiplication on the sheaf OG by c ∗ f = h−1(c)f . This way the
structure of an F h-variety on G is established. It is called the h-conjugate of G and
denoted by Gh. As agreed above, we replace the sheaf (OG, ∗) of F h-algebras by the
sheaf of regular functions with values in F h and consider Gh with the latter in what
follows.
If j : G −→ W is the structure morphism of G to W = specF , then the structure
morphism of Gh equals jh = spec (h−1) ◦ j and its image is Wh = specF h.1 As
already indicated in Sect. 2.1, the identity on G implies a commutative diagram of
1Compare the definition given in Sect. 2.1. There h was the complex conjugation. In this special case there is no
distinction between h and its inverse h−1.
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schemes over K
G
ρ //
j

Gh
jh

W
spec (h−1)
//W h
Here the morphism ρ depends on h and G, but this is supressed as long as h and G
are fixed.
To an algebraic morphism v : G −→ H of varieties over F we associate the conjugate
morphism vh : Gh −→ Hh of varieties over F h. To define the conjugate morphism,
fix h and let ρG resp. ρH be the morphisms ρ as above, associated to h and G resp.H.
Then we get a commutative diagram
Gh
ρ−1G //
jh

G
v //
j

H
ρH //
j

Hh
jh

W h
spec h
//W
id. //W
spec (h−1)
//W h
It results that vh = ρH ◦ v ◦ ρ−1G is a morphism of varieties over F . This is the
conjugate morphism. It is then clear from the construction that, for all ξ ∈ G(F ),
vh satisfies
vh
(
ξh
)
= ρ
(
v(ξ)
)
=
(
v(ξ)
)h
. (3.1.1)
Conjugation of morphisms in particular implies conjugation of regular functions and
conjugation of points over F : Let U ⊂ G be an open set. Then conjugation yields
an isomorphism of rings between Γ(U,OG) and Γ(Uh,OGh). Here for f ∈ Γ(U,OG)
and ξ ∈ G(F ) it holds that h(f(ξ)) = f h(ξh). And if ξ : W −→ G is a point over
F , then its conjugate ξh : Wh −→ Gh is the point ρ∗(ξ) = ρ ◦ ξ ◦ spec (h).
Finally we shall study conjugation of sheaves of abelian groups. So, let L be a
sheaf of abelian groups on G. If U ⊂ G is an open subset, then Uh is an open subset
of Gh in a natural way. We set Γ
(Lh,Uh) = Γ(L,U). Using the same restriction
maps we receive a sheaf of abelian groups on Gh. If L is a sheaf of OG-modules,
then its conjugate is an OGh-module in a natural way. Namely, for f ∈ Γ
(OGh ,Uh)
and σ ∈ Γ(Lh,Uh) = Γ(L,U) a multiplication ’∗’ is defined by f ∗ σ = f (h−1)σ. In
particular, the conjugate of the structure sheaf OG is canonically isomorphic to the
structure sheaf of regular functions OGh as OGh -module. Conjugation of sheaves
leads to an exact and fully faithful functor of sheaves of abelian groups and thus im-
plies a conjugation in sheaf cohomology. To be more precise, for k ≥ 0 the identity
induces isomorphisms of cohomology groups
hk(ρ) : Hk
(
U,L) −→ Hk(Uh,Lh). (3.1.2)
Moreover, a homomorphism u : L1 −→ L2 of sheaves of abelian groups on G induces
a homomorphism uh satisfying
uh
(
σh
)
=
(
u(σ)
)h
(3.1.3)
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for all local sections σ ∈ Γ(U,L1) on an open set U ⊂ G. Since u is a global section
of the sheaf of homomorphisms between L1 and L2, the definition of uh is a special
case of conjugation of sheaves.
3.2 More about conjugate varieties
3.2.1 Realization in the affine case
Assume that G is a subvariety of the N -dimensional affine space with associated
prime ideal JG ⊂ F [X1, ..., XN ] and let JhG ⊂ F h[X1, ..., XN ] be the conjugate prime
ideal. Then the affine F h-algebra
(
F [X1, ..., XN ]/JG, ∗
)
is naturally isomorphic to
the affine F h-algebra
(
F h[X1, ..., XN ]/J
h
G, ·
)
with usual multiplication ’·’. To be
more precise, an isomorphism arises from assigning to the class of a polynomial the
class of the polynomial with conjugated coefficients. Therefore Gh is canonically
identified with the subvariety of ANFh associated to the ideal J
h
G. With respect to
this identification the map ρ∗ is uniformized by conjugation of affine coordinates by
h.
If H is a further affine variety embedded into M-dimensional affine space then a
morphism v : G −→ H is represented by polynomials Q1, ...,QM ∈ F [X1, ..., XN ].
With respect to the above realization of affine conjugate varieties, the polynomials
with conjugate coefficients Q1
h, ...,QM
h ∈ F h[X1, ..., XN ] define then the conjugate
morphism vh.
3.2.2 Conjugate varieties and base extensions
Consider a commutative square of field extensions
F1
  / F2
K1
  /  /
?
O
K2
?
O
Let h2 ∈ HomK2(F2, F 2) and set h1 = h2|F1 ∈ HomK1(F1, F 1).
Lemma 3.2.1. For all varieties G over F1 there is a canonical isomorphism
Gh1 ⊗
F
h1
1
F h22 ⋍
(
G⊗F1 F2
)h2 .
Proof. Left to the reader.
3.2.3 Conjugate varieties and Galois actions
In this subsection F/K is a finite Galois extension and G′ denotes a variety over K
with base extension G = G′⊗K F . We let p : G −→ G′ be the projection of schemes
and fix a h ∈ Gal(F |K). The previous lemma applied to K1 = K2 = F1 = K and
F2 = F yields identifications
G = G′ ⊗K F = G′ ⊗K F h = (G′ ⊗K F )h = Gh.
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The morphism ρ of K-schemes associated to h coincides with the p-equivariant
automorphism idG′×K spec (h−1). This way an action of Gal(F |K) on the scheme G
underlying G is defined. As seen in the previous subsection, it extends to an action
of points over F which fixes G(K) = G′(K).2
Lemma 3.2.2. Let F/K be a Galois extension of fields and let G′ and H′ be varieties
over K. Consider an algebraic morphism v : G′ ⊗K F −→ H′ ⊗K F . Then v = vh
for all h ∈ Gal(F |K) if and only if v is defined over K, that is, if and only if there
is an algebraic morphism v′ : G′ −→ H′ such that v = v′ ⊗K F .
Proof. Well known.
3.3 Conjugate group varieties and the exponential map.
Canonical actions
In this section we shall work out the previous constructions in the case of a group
variety over a subfield of C and shall relate them to the exponential map.
We let F be a subfield of C and set K = F ∩ R. It is assumed that [F : K] = 2
and that F is stable with respect to complex conjugation h. We denote by G a
group variety over F with neutral element e ∈ G(F ), multiplication µ and inversion
morphism i. We leave it to the reader to verify that the conjugates of e, µ and i
define the structure of an algebraic group over F h on Gh. Since the three morphisms
and their conjugates are identical as morphisms of schemes over K, the real-analytic
isomorphism ρ∗ : G(C) −→ Gh(C) from Proposition 2.1.1 constitutes then an iso-
morphism between the real Lie groups G(C) and Gh(C).
We denote by g the Lie algebra of left-invariant vector fields of G. A vector field
∂ ∈ g is an endomorphism of OG, so that conjugation induces an isomorphism of
vector spaces over K
Lie(ρ) : g −→ gh,Lie(ρ)(∂) = ∂h
such that ∂ and ∂h satisfy (3.1.3). To be more precise, if Uh ⊂ Gh is an open set
and ∂ ∈ g, then ∂h = Lie(ρ)(∂) acts on F h-valued functions f h on Uh by
∂hf h(eh) = ∂hf h
(
ρ∗(e)
)
= h
(
∂f(e)
)
. (3.3.1)
The isomorphism extends to an R-linear isomorphism between g(C) and gh(C) which
is defined the same way. It will be denoted by the same symbol.
Lemma 3.3.1. The isomorphism Lie(ρ) : g(C) −→ gh(C) is defined over K and
coincides with the differential of ρ∗. That is, we get a commutative diagram
g(C)
exp

Lie(ρ) // gh(C)
exp

G(C)
ρ∗ // Gh(C)
.
2As explained in the introduction, we identify G(K) with a subset of G(F ).
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Proof. It is sufficient to prove the assertion in the case when F = C. We shall
assume first that G is a subvariety of ANC and that e = 0. The Lie algebra g is
identified with the tangent space TeG at the unit element. This is the vector space
of C-derivations of of the local ring OG,e. Using standard coordinates zj , we receive
then an embedding of g into T0(ANC ) =
∑N
j=1C∂j . Here ∂j acts as ∂jf =
∂
∂zj
f(0).
Let hN be the real-analytic map arising from complex conjugation of standard co-
ordinates on AN (C). Then hN (e) = hN(0) = e. According to Subsect. 3.2.1 we have
ρ∗ = hN |G(C). Statements (3.1.1) and (3.3.1) imply that a tangent vector ∂ ∈ g
(viewed as an element in
∑N
j=1C∂j) is mapped to the tangent vector with conjugate
affine coordinates. Indeed, a regular function f on G is represented by a complex
polynomial in N variables, and the conjugate regular function f h is represented by
the polynomial with conjugate coefficients. So, (∂hf h)(e) = h
(
(∂f)(e)
)
for all regu-
lar functions f if and only if ∂h = hN (∂). The assertion follows in this situation. And
if G is an arbitrary group variety, then the same argument works after embedding
an open neighborhood of the origin into affine space.
For a vector space t+ over K we define the canonical action of Gal(F |K) on
t = t+ ⊗K F with respect to t+ by h(v ⊗ c) = v ⊗ h(c) for v ∈ t+ and c ∈ F . If,
conversely, t is a vector space over of finite dimension over F then H(t) shall denote
the set of K-subspaces t+ ⊂ t such that dimF t = dimK t+ and t = F−span of t+.
Given t+ ∈ H(t), t is identified with t+ ⊗K F . Hence, t+ defines a canonical action
of Gal(F |K) on t.
Let now G′ is a commutative group variety overK and write G for the base extension
of G′ to scalars over F . Then the Lie algebra g′ of G′ is canonically contained in
the Lie algebra g = g′(F ) of G. Therefore, g′ ∈ H(g).
Lemma 3.3.2. The canonical action of Gal(F |K) on g with respect to g′ coincides
with the action of Gal(F |K) on g defined (3.3.1).
Proof. Let ∂′ ∈ g′, c ∈ F and write ∂ = ∂′ ⊗ c. For all regular functions f ∈ Oe,G
over K we have then f(e) = h
(
f(e)
)
and (∂′)hf(e) = h
(
∂′f(e)
)
= ∂′f(e).3 Hence,
∂hf(e) = h
(
c · ∂′f(e)) = h(c) · ∂′f(e) = (∂′ ⊗ h(c))f(e).
As each left-invariant vector field in g is determined by the values it takes on func-
tions f ∈ Oe,G over K, it follows that Lie(ρ)
(
∂
)
= ∂′ ⊗ h(c) for all ∂ ∈ g′ and all
c ∈ F .
Corollary 3.3.3. Let G′ be a commutative group variety over K. Then the image
of g′(R) under the exponential map is the connected component of unity Go(R) of
G′(R).
Proof. Write G = G′ ⊗K F . Since G = Gh, Lemma 3.3.1 implies that ρ∗ ◦ expG =
expG ◦ Lie(ρ). As seen in the previous lemma, Lie(ρ) acts trivially on g′(R). And
by Subsect. 3.2.3 the set of real points G′(R) is fixed by ρ∗. Altogether we find
that g′(R) is mapped into Go(R). The assertion follows then because the two real
3The notion of a regular function over K = R was defined in the first subsection of this chapter.
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manifolds g′(R) and Go(R) have equal dimension and as the exponential map is a
local diffeomorphism.
3.4 Definition of the Weil restriction
Let F/K be an extension of fields and consider a variety G over F . The Weil
restriction of G over K is a pair (NF/K(G), pG) consisting of a variety NF/K(G)
over K and a morphism pG : NF/K(G) ⊗K F −→ G over F such that, for all
varieties V′ over K and all morphisms v : V′ ⊗K F −→ G over F , there is a unique
morphism N (v) : V′ −→ NF/K(G) with the property that v = pG ◦
(N (v) ⊗K F ).
That is, we have a unique commutative diagram of morphisms over F
V′ ⊗K F N (v)⊗KF //
v
,,YYYYY
YYY
YYY
YYY
YYY
YYY
YYY
YYY
YYY
YYY
YYY
YY
NF/K(G)⊗K F
pG

G
It follows from the definition that NF/K(G) is unique up to isomorphism over K. To
formulate an alternative definition of Weil restrictions, assume that F/K is a finite
Galois extension. Theorem 3.5.2 below shows that in this situation the restriction
to scalars over K exists for every variety G over F . Let VarF resp.VarK be the
category of varieties over F resp. over K and consider the bi-functors
F1 : VarK × VarF −→ Sets,F1(V′,G) = MorK
(
V′,NF/K(G)
)
and
F2 : VarK ×VarF −→ Sets,F2(V′,G) = MorF
(
V′ ⊗K F,G
)
For each variety G over F choose a Weil restriction NF/K(G). Then the collection
{NF/K(G), pG}G∈VarF defines a pair
(NF/K ,FF/K) consisting of a covariant functor
NF/K : VarF −→ VarK
and an equivalence of functors FF/K : F1 −→ F2 given by FF/K(v) = N (v). The
Weil restriction is thus the left adjoint of the functor ’−⊗K F ’.
3.5 Existence and basic properties of the Weil restriction
In this section we show the existence of Weil restrictions for finite Galois extensions
and state further properties of the latter. To start with, we recall the notion of
a descent datum. We let F/K be a finite Galois extension of fields and set W =
specF . A variety G with underlying scheme G and structure morphism j : G −→ W
together with an action χ : Gal(F |K) −→ Aut(G) is called a descent datum if, for
all h ∈ Gal(F |K), the following diagram of morphisms of schemes commutes
36
G χh //
j

G
j

W
spec (h−1) //W
In Subsect. 3.2.3 we defined a canonical action of Gal(F |K) on varieties of the form
G′ ⊗K F . We denote such an action by χ′.
Theorem 3.5.1. Let F/K be a finite Galois extension and let G, χ be a descent
datum associated to F/K. Then there is a model G′ of G over K and an isomorphism
v : G −→ G′⊗KF of varieties over F which commutes with the actions of Gal(F |K),
that is, such that v ◦ χ = χ′ ◦ v.
Proof. The theorem is shown in Weil [42]. Since Weil did not use the language of
schemes, we also cite Grothendieck [14, Exp. 190] for a modern reformulation.
With this we can state the existence result from Weil [42]. For the convenience
of the reader we recall that if Gj are varieties over F and ξj ∈ Gj are points with
Zariski-closure Vj ⊂ Gj , then
∏
j{ξj} defines a point in the fibre product
∏
j Gj.
This is the generic point of the product
∏
j Vj ⊂
∏
j Gj.
Theorem 3.5.2. If F/K is a finite Galois extension, then each variety G over F
admits a Weil restriction (NF/K(G), pG) over K with the following properties.
1. NF/K(G)⊗K F equals
∏
h∈Gal(F |K)G
h.
2. pG : NF/K(G)⊗K F −→ G is the projection to G = Gid..
3. For τ ∈ Gal(F |K) and a point∏h{ξh} ∈ ∏hGh the Galois action onNF/K(G)⊗K
F is given by (∏
h
{ξh}
)τ
=
∏
τh
{ξτh}.
Here ξτh = ρτh,h(ξh) where ρτh,h : G
h −→ Gτh is the morphism of schemes over
K stemming from conjugation with τ .
Sketch of proof. We only sketch the proof. Next to the above cited sources, a short
modern proof can be found in Huisman’s paper [15, p. 27].
On the product
∏
h∈Gal(F |K)G
h a descent datum
χh :
∏
τ∈Gal(F |K)
Gτ −→
∏
τ∈Gal(F |K)
Gτ
is defined by requiring that
prτ ◦ χh = ρτ,h−1τ ◦ prτ−1h
for all h ∈ Gal(F |K). Here ρτ,h−1τ refers to the morphism Gτ−1h −→ Gτ over K
arising from conjugation with τ . Let N be the variety over K associated to this
descent datum. Then N ⊗K F =
∏
hG
h. It was shown in Weil [42] that N together
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with the projection pG = prid. is a Weil restriction. The idea of proof is the following.
A morphism v : V = V′ ⊗K F −→ G implies a morphism w =
∏
h v
h : V −→ ∏hGh
such that if ξ′ ∈ V is fixed by Gal(F |K), then w(ξ′) ∈
{∏
h∈Gal(F |K){ξh}; ξ ∈ G
}
.
It follows from Lemma 3.2.2 that w is defined over K, that is, w = wN ⊗K F for a
morphism wN over K.
Let F/K be a finite Galois extension and let G be a variety over F . Consider
the Weil restriction N = NF/K(G) over K. Let cl(G) (resp. cl(N )) be the subset of
closed points of G (resp. of N ). Theorem3.5.2 implies the following set-theoretical
relations.
Corollary 3.5.3. We have canonical identifications
cl(N ) =
{∏
h
{ξh}; ξ ∈ cl(G)
}
and
N (K) =
{∏
h
{ξh}; ξ ∈ G(F )
}
.
Corollary 3.5.4. Let F/K be a finite Galois extension of fields and let G and H be
varieties over F . Then an algebraic morphism v : G −→ H induces a morphism vN :
NF/K(G) −→ NF/K(H) of Weil restrictions over K such that v◦pG = pH◦(vN⊗KF ).
Proof. It follows from Corollary 3.5.3 that u =
∏
h v
h maps cl
(NF/K(G)) to cl(NF/K(H)).
Hence, u(ξ) =
(
u(ξ)
)h
= uh(ξh) = uh(ξ) for all h ∈ Gal(F |K) and all ξ ∈
cl
(NF/K(G)). Since the sets of closed points are Zariski-dense, u = uh for all h.
This and Lemma 3.2.2 imply that u = vN ⊗K F with a morphism vN over K.
The next lemma summarizes further properties of Weil restrictions in case of its
existence. Since these basic properties will be applied throughout in what follows,
the reader should focus on the statement for a moment.
Lemma 3.5.5. Let F/K be a finite Galois extension of fields and let G,G1 and G2
be varieties over F .
1. There is a natural isomorphism NF/K(G) ⋍ NF/K(Gh) and pGh = (pG)h for all
h ∈ Gal(F |K).
2. dim NF/K(G) = [F : K] · dim G.
3. There is a natural isomorphism NF/K(G1 ×F G2) ⋍ NF/K(G1)×K NF/K(G2).
4. If Ko ⊂ F is an extension of K such that [FKo : KKo] = [F : K], then the
Weil restriction of Go = G ⊗F (FKo) over KKo exists and there is a natural
isomorphism NF/K(G)⊗K (FKo) ⋍ NFKo/KKo(Go).
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Proof. The first two statements result from Theorem 3.5.2. Statement 3. follows
from the universal properties of products. We proceed to the proof of Statement 4.
The Weil restriction NFKo/KKo(Go) arises from a descent datum
χFKoh :
∏
τ∈Gal(FKo|KKo)
Gτo −→
∏
τ∈Gal(FKo|KKo)
Gτo
and the restriction to scalars NF/K(G) is associated to a descent datum
χFh :
∏
τ∈Gal(F |K)
Gτ −→
∏
τ∈Gal(F |K)
Gτ .
Here the two data are as in the proof of Theorem 3.5.2. Since we have a canonical
isomorphism Gal(FKo|KKo) ⋍ Gal(F |K), the datum χFKoh is equivalent to the
descent datum χFh ⊗K (KKo). Hence, NFKo/KKo(Go) is isomorphic to NF/K(G)⊗Ko
(KoK). This is Statement 4.
3.6 Weil restrictions of group varieties
3.6.1 The Lie algebra of a Weil restriction
We denote by F/K a finite Galois extension of fields.
Lemma 3.6.1. Let G be a group variety over F with multiplication law µ, inversion
morphism i and neutral element e.
1. NF/K(G) together with the multiplication law µN , inversion morphism iN and
neutral element eN is a group variety and, for all varieties V′ over K,
NF/K : HomF
(
V′ ⊗K F,G
) −→ HomK(V′,NF/K(G)),NF/K(v) = vN
is a homomorphism of groups.
2. There is a natural identification
LieNF/K(G) =
{∑
h
∂h; ∂ ∈ g
}
with h varying over Gal(F |K). Here we view LieNF/K(G) as a subset of
Lie (G×Gh) = g⊕ gh.
Proof. It is left to the reader to verify that, for each h ∈ Gal(F |K), µh and ih
define group structures on Gh. So,
∏
h µ
h and
∏
h i
h define group structure on
NF/K(G)⊗K F . It follows from Lemma 3.2.2 that these morphisms are defined over
K. So, they arise from an addition µN and an inversion iN on the Weil restriction.
It is then clear by construction that NF/K is a homomorphism of groups. Statement
1. follows. For the proof of Statement 2. we define
V =
{∑
h
∂h; ∂ ∈ g
}
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with h varying over Gal(F |K). Write N = NF/K(G) and consider an affine open set
U ⊂ G containing the unit element. The affine algebra Γ(NF/K(U),ON ) is spanned
over K by functions
f =
∑
τ
(⊗
σ
fσ
)τ
with σ, τ varying over Gal(F |K) and fσ ∈ p∗Γ
(
Uσ,ON⊗KF
)
. Here p is the projection∏
h
Gh −→ Gσ. For an arbitrary ∑
h
∂h ∈ V we have
f′ :=
∑
h
∂hf =
∑
h,τ
(
∂h
(⊗
σ
fσ
)τ)
=
∑
h,τ

(∂hf ττ−1h)⊗ ⊗
σ 6=τ−1h
f τσ

 .
On the right hand side we replace τ−1h by h. Then statement (3.3.1) together with
the fact that F/K is a Galois extension yield
f′(e) =
∑
h,τ
(
∂hfh(e)
)τ ·
(⊗
σ 6=h
fσ(e)
)τ
∈ K.
Since f was arbitrary, it follows that the vector stalk of
∑
h
∂h at the unit element
e = eN defines a K-derivation of ON ,e. This shows that
∑
h
∂h ∈ LieN where we
view LieN as a subspace of Lie (G×Gh). But ∑
h
∂h was chosen arbitrary, so that
V ⊂ LieN . (3.6.1)
Since for each h ∈ Gal(F |K) the map Lie(ρ)(v) = vh is defined over K, V is a vector
space over K of dimension dimK V = [F : K] · dim G. Hence,
dimK V = [F : K] · dim G = dim N = dim LieN (3.6.2)
Statements (3.6.1) and (3.6.2) imply Statement 2.
3.6.2 Simple algebraic groups and Weil restrictions
If a monic polynomial P(x) of positive degree with real coefficients is irreducible
in R(x), then there is a complex number α such that P(x) = (x − α) or P(x) =
(x− α)(x− h(α)) with the complex conjugation h. The following lemma states an
analog of this for Weil restrictions of group varieties.
Lemma 3.6.2. Let F/K be a Galois extension of fields of degree [F : K] = 2 and
denote by h the generator of Gal(F |K). Let G′ be a simple algebraic group over K.
Then G = G′⊗K F is either a simple algebraic group over F or there exists a simple
algebraic group U over F such that G is isogenous to U× Uh.
Proof. Let π : G −→ U be a surjective homomorphism onto a simple algebraic group
U of positive dimension over F . Since G′ is simple, the induced homomorphism
N (π) : G′ −→ NF/K(U) defines an isogeny between G′ and its image H′ ⊂ NF/K(U).
If H′ = NF/K(U), then G is isogenous to U × Uh = NF/K(U) ⊗K F . And if H′ 6=
NF/K(U), then H = H′ ⊗K F is a proper group subvariety of the product of simple
groups U × Uh. Thus, H is simple over F . As G is isogenous to H, the corollary
follows.
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3.6.3 Exact sequences of group varieties and Weil restrictions
As the following lemma shows, the functor of Weil restrictions can be extended to
exact sequences of algebraic groups.
Lemma 3.6.3. Let F/K be a finite Galois extension of fields. Then the functor
NF/K extends to the category of exact sequences of group varieties over F . That is,
to an exact sequence L
i−→ G π−→ A of group varieties over F there is associated
an exact sequence
NF/K(L) iN−→ NF/K(G) πN−→ NF/K(A)
of group varieties over K in a functorial manner.
Proof. Clear.
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Chapter 4
The main criterion for descent and
weak descent
The aim of this chapter is to prove the main criterion for descent and weak descent
(Theorem 2.3.5). It turns out that the proof is purely algebraic in nature. In the
first section we shall formulate some auxiliary lemmas about plurisimple algebraic
groups (to be defined below). In particular, for an algebraic group G we will define
the maximal plurisimple quotient G = G/Gps and the δ-invariant δ(G). These
two notions seem of general interest. The second section deals with intermediate
applications to Weil restrictions. Afterwards we formulate and prove an abstract
version of the main criterion (Proposition 4.3.1). In the last section we shall derive
the main criterion.
4.1 Plurisimple groups and the maximal plurisimple quo-
tient
Definition and general properties
We let F be a field. A commutative group variety G over F is called plurisimple if
it is isogenous to a product of simple algebraic groups over F .1
Lemma 4.1.1. Let G be a plurisimple group variety over F and H be a connected
algebraic subgroup of G.
1. H is plurisimple.
2. G/H is plurisimple.
3. Let v : G −→ ∏kj=1Gj be a maximal homomorphism. If dim G > 0, then
the number δ(G) of factors depends only on the isogeny class of G and is an
invariant of G.
1It would be more reasonable to call such groups semi-simple, quasi-simple or even almost simple. These notions,
however, are already reserved.
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4. H admits a complement V, that is, a connected algebraic subgroup V ⊂ G with
the property that the sum H+V taken in G equals G and such that H ∩V has
dimension zero.
5. The δ-invariant is additive, that is, δ(H) + δ(G/H) = δ(G).
Statement 5. holds with the convention that δ(G) = 0 if dim G = 0. The proof of
the lemma is lengthy and left to the reader. We proceed to general group varieties.
Lemma 4.1.2. Let G be a commutative group variety of positive dimension over F .
Then there is a connected linear subgroup Gps ⊂ G such that each homomorphism
over F from G onto a plurisimple algebraic group factors through the quotient map
onto G/Gps.
Proof. If a connected subgroup Gps with the universal property exists, then it is
linear. In fact, since abelian varieties are plurisimple (by Poincare´’s irreducibility
theorem) and as the quotient of G by its maximal linear subgroup L is abelian (by
Chevalley’s theorem), it follows that Gps ⊂ L. So, Gps must be linear. We are left
to prove the existence of Gps.
We start with an arbitrary algebraic homomorphism π′1 : G −→ G′1 onto a plurisim-
ple algebraic group G′1 and let π1 : G −→ G1 be the Stein factorization of π′1. If
π1 factors all further algebraic homomorphisms π
′
2 : G −→ G′2 onto a plurisim-
ple algebraic group G′2, we are done. Otherwise, there exists a homomorphism
π′2 onto a plurisimple algebraic group G
′
2 which is not factored by π1. Let G
′
2 be
the image of the homomorphism π1 × π′2 to G1 × G′2. Let π2 be the Stein fac-
torization of the homomorphism π1 × π′2 to G′2. The homomorphism π1 factors
through π2. So, ker π2 ⊂ ker π1. If ker π1 = ker π2, then π1 would factor π2
and π′2. Therefore, ker π1 ( ker π2. Since π1 and π2 are connected, we infer that
dim ker π2 < dim ker π1 (dimension of algebraic groups). By the above the image
of π2 is a plurisimple algebraic group G2. If π2 factors all further homomorphisms
π′3 : G −→ G3 onto a plurisimple group G3 which are distinct from π1 and π2, then
Gps = ker π2 is as required. Otherwise, there exists a homomorphism π
′
3 onto a
plurisimple algebraic group such that the Stein factorization π3 of π2 × π′3 satis-
fies dim ker π3 < dim ker π2. For dimension reasons this process must stop. So,
for some natural number l, dim ker πl = dim ker πl+1 for all choices of algebraic
homomorphisms π′l+1. Then Gps = ker πl fulfills the universal property.
For a group variety G over F any surjective homomorphism π : G −→ G with
kernel equal to Gps will be referred to as universal. As mentioned in the introduction,
the notion of universal morphisms (“morphismes universels”) appears already in
Serre [31, de´f. 3] and our definition is a special case of that.
A homomorphism v : G −→ ∏kj=1Gj onto a product of simple algebraic groups
Gj of positive dimension is referred to as maximal if k is maximal among all such
homomorphisms. For formal reasons we extend this definition to a group variety e
of dimension zero over F . We call any surjective homomorphism v : e −→ ∏kj=1Gj
maximal. Maximal homomorphisms v : G −→ ∏kj=1Gj are not unique in general.
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But, as will follow from the next lemma and its corollary, the Stein factorization of
a maximal homomorphism is unique up to isomorphism.
Corollary 4.1.3. Let G be a commutative group variety of positive dimension over
F and let v : G −→∏kj Gj be a maximal homomorphism. Then the Stein factoriza-
tion of v is universal and δ(G) = k. Moreover, dim G > 0.
Proof. As Gps is connected, π has connected fibers. Moreover, the Stein factorization
St(v) of a maximal homomorphism v factors through the quotient map π : G −→
G/Gps as, say St(v) = u ◦ π. If u is no isogeny, then Lemma 4.1.1 teaches that
δ(G/Gps) is strictly larger than the number k of simple factors Gj. Hence, v is not
maximal. This yields the second assertion by contradiction. For the last statement,
let H ⊂ G be a proper subgroup of maximal dimension. Then G/H must be simple
and dim G/H > 0. Hence, Gps ⊂ H and dim G/Gps > 0. The corollary follows.
The above results show that the number δ(G) = δ(G) is an invariant which
depends only on the isogeny class of G. If, more generally, G is an arbitrary algebraic
group over F , then the connected unity component Go of G is a group variety over
F , and we set δ(G) = δ(Go). We will call it the δ-invariant of G.
Lemma 4.1.4. Let k ≥ 1 be an integer and let Gj, j = 1, ..., k, be commutative
group varieties of positive dimension over F with universal homomorphisms πj :
Gj −→ Gj onto plurisimple algebraic groups Gj. Then π =
∏k
j=1 πj is a universal
homomorphism of the product group G =
∏k
j=1Gj.
Proof. Let p : G −→ G be a universal homomorphism. Then π factors through p
as, say
π = u ◦ p. (4.1.1)
If u is no isomorphism, then u is no isogeny for the fibers of π are connected. So, if
u is no isomorphism, then Lemma 4.1.1 implies that we can choose a complement
V ⊂ G of ker u. We consider then the quotient map µ : G −→ G/V. Taking a
simple quotient U of G/V of positive dimension, we receive a surjective non-trivial
homomorphism µ : G −→ U such that
V ⊂ ker µ. (4.1.2)
Write v = µ ◦ p and, for j = 1, ..., k, let G∗j be the copy of Gj in G =
∏k
j=1Gj. Since
π =
∏k
j=1 πj , it follows that π|G∗j is universal. Hence, v|G∗j factors through π|G∗j . This
in turn implies that v factors through π. Statements (4.1.11) and (4.1.12) imply
then
p−1(ker u) + p−1(V) ⊂ ker v.
But, as V + ker u = G, we have G = p−1(ker u) + p−1(V). As a result, v = 0. We
get a contradiction and infer that u is an isomorphism. This yields the lemma.
Lemma 4.1.5. Let G be a commutative group variety with universal homomorphism
p : G −→ G and let H a proper algebraic subgroup of G. Then the image p(H) is a
proper algebraic subgroup of G.
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Proof. Let u : G −→ G/H −→ V be a surjective homomorphism onto a simple
quotient V of N /G of positive dimension. Now, if p(H) = G, then u does not factor
through the universal homomorphism u. Contradiction. The result follows.
Addendum: An analogy to rings
Let R be a commutative ring with unit element. Then the intersection of all maximal
ideals of R is the Jacobson radical J(R). It turns out that for a commutative group
variety G over a field F the universal kernel Gps has a similar meaning. We call an
algebraic subgroup H of G maximal, if H is a connected proper subgroup and if for
every infinite algebraic subgroup Γ ⊂ G the algebraic group generated by H and Γ
equals H or G. This definition is in analogy to the one of a maximal ideal of R. The
set of all maximal subgroups of G is denoted by max G. Finally we define
ǫ(G) = min
k≥1
{
There are k groups Hj ∈ max G, j = 1, ..., k,
such that
(
Gps +
⋂k
j=1Hj
)
/Gps is finite
}
.
Lemma 4.1.6. The group Gps is contained in
⋂
H∈max GH, the quotient
⋂
H∈max GH/Gps
is finite and the identity δ(G) = ǫ(G) holds.
Proof. We start by proving the first two assertions. The equality is clear if dimG =
1. So, we shall assume that dim G ≥ 2. If H ∈ max G, then G/H is simple. The
universality of Gps implies that Gps ⊂ H. Hence, Gps ⊂
⋂
H∈max GH. Next let
v : G −→∏kj=1Gj be a maximal homomorphism and write pj :∏kj=1Gj −→ Gj for
the projection. Let Hj be the connected unity component of ker (pj ◦ v). Then Hj ∈
max G and
⋂k
j=1Hj = ker v. It follows from Corollary 4.1.3 that
(⋂k
j=1Hj
)
/Gps is
finite. Hence,
(⋂
H∈max GH
)
/Gps is finite.
Next we verify the equality of numbers. It holds for sure if k = 1. So, assume
that k ≥ 2. Then the proof of the second assertion shows that δ(G) ≥ ǫ(G),
because
(⋂k
j=1Hj
)
/Gps is finite. On the other hand, if Γ =
(⋂k−1
j=1 Lj
)
/Gps is
finite for a suitable choice of maximal groups L1, ...,Lk−1 ∈ max G, then we set
Gj = G/Lj and let wj : G −→ Gj be the quotient map. We get a surjective
homomorphism w =
∏k−1
j wj onto the product
∏k−1
j=1 Gj of simple groups. As Γ
is finite, w has the property that its factorization u : G −→ ∏k−1j=1 Gj through the
universal homomorphism π : G −→ G is a finite morphism. Hence, w is maximal
and Lemma 4.1.1 implies that k = δ(G) = k − 1. The contradiction shows that
δ(G) = ǫ(G).
4.2 The image of a subgroup H′ ⊂ N under the universal
homomorphism. Plurisimplicity of Weil restrictions
We return to the theory of Weil restrictions and denote by F/K a finite Galois
extension of fields. Here we state two immediate applications of the previous section.
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Proposition 4.2.1. Let G be a commutative group variety over F with universal
homomorphism π : G −→ G. Let H′ be a proper algebraic subgroup of NF/K(G).
Then πN (H′) is a proper algebraic subgroup of NF/K(G).
Proof. Let h ∈ Gal(F |K). Then the properties of conjugate morphisms from
Sect. 3.1 imply that πh is universal. By Lemma 4.1.4 the morphism πN ⊗K F =∏
h π
h is universal. The proposition follows then from Lemma 4.1.5 applied to
H = H′ ⊗K F .
In the next proposition we assume that [F : K] = 2 and let h be the generator
of the Galois group Gal(F |K). In the applications F will be a subfield of C which
is closed with respect to complex conjugation and K will be the intersection F ∩R.
Proposition 4.2.2. Let G be a commutative group variety over F and assume that
G is plurisimple. Then NF/K(G) is plurisimple.
Proof. In a first step one reduces to the case when G is a product of simple groups∏k
j=1Gj. Since by Lemma 3.5.5N = NF/K(G) is canonically isomorphic to
∏k
j=1NF/K(Gj),
the assertion is then reduced further to the case when G is simple. We will assume
this from now on.
If N contains no proper simple algebraic subgroup of positive dimension, then N
is simple and hence plurisimple. If N is not simple, then there is a proper simple
algebraic subgroup L′ ⊂ N of positive dimension. We set L = L′ ⊗K F , U′ = N /L′
and U = U′ ⊗K F . Moreover, we let p′ : N −→ U′ be the quotient map and write p
for p′⊗K F . Since δ(N ⊗K F ) = 2, it follows that δ(L) = δ(U) = 1. In other words,
L and U are simple. Recall that N ⊗K F = G×Gh and set V = G× {eGh}. Then
L 6= V for L = Lh, whereas Vh = {eG} ×Gh 6= V. Hence, V is a simple complement
of L in N ⊗K F . This in turn implies that the restriction of the quotient morphism p
to V is an isogeny. Let u : U −→ N ⊗K F be a homomorphism with image imu = V
and such that p◦u is multiplication with an integer k. Recall that V is contained in
N ⊗F K and write v for pG ◦ u. The universal property of Weil restrictions implies
the existence of a morphism N (v) : U′ −→ N such that v = pG ◦ (N (v)⊗K F ). We
know from the proof of Theorem 3.5.2 that vN ⊗K F coincides with the morphism
(v, vh) : V = Vh −→ G×Gh, (4.2.1)
and it follows from (3.1.1) and Theorem 3.5.2 that (v, vh) = u + uh. Since p = ph
and [k]U =
(
[k]U
)h
, we find
(p′ ◦ vN )⊗K F = p∗(v, vh) = p∗(u) + p∗(uh) = p∗(u) +
(
ph
)
∗(u
h) =
p∗(u) +
(
p∗(u)
)h
= [k]U +
(
[k]U
)h
= [2k]U.
Therefore, the subgroup vN (U′) ⊂ N is not equal to L′ = ker p′. A simplicity
argument shows that vN (U′) is a complement of L′ inN . As δ(N ) ≤ δ(N⊗KF ) = 2,
this in turn implies that N is isogenous to vN (U′)×L′, and hence is plurisimple.
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4.3 Subgroups of Weil restrictions of plurisimple groups.
From subobjects to quotients
We let F/K be a Galois extension and fix a group variety G over F . In this
subsection we study the question whether there exists a surjective homomorphism
v : G −→ G′ ⊗K F onto a group variety of positive dimension with model G′ over
K. We shall solve this problem using the Weil restriction of G for the case when
[F : K] = 2. At first glance this seems surprising, because the Weil restriction deals
with subobjects: it “controls” morphisms from a variety definable over K with tar-
get G. In contrast to this, we ask whether there are morphisms from G to a variety
definable over K. The answer throws a new light on Weil restrictions and is also
the final ingredient for the proof of Theorem 2.3.5 in the next section. Although the
theorem involves real-analytic Lie groups, the proposition and its proof are purely
algebraic.
Proposition 4.3.1. Suppose that [F : K] = 2 and let G be a group variety over F .
Let H′ be a proper algebraic subgroup of NK/F (G) and assume that pG(H) = G for
H = H′ ⊗K F . Then there exist a group variety G′ of positive dimension over K
and a surjective homomorphism v : G −→ G′ ⊗K F such that v∗
(
pG|H
)
= v ◦ pG|H is
defined over K.2
It is easy to see that a homomorphism v : G −→ G′ ⊗K F leads to a proper
algebraic subgroup H′ of the Weil restriction N = NF/K(G). Namely, letting ∆′ be
the proper algebraic subgroup N (id.)(G′) of the Weil restriction of G′ ⊗K F , one
can set H′ = v−1N (∆
′).3 The proposition thus states the converse of this observation.
It asserts that the existence of a proper algebraic subgroup H′ is indeed sufficient
for the existence of a homomorphism v.
4.3.1 Three auxiliary lemmas
The proof of the proposition is unfortunately lengthy and divided into three auxiliary
lemmas (Lemma 4.3.2, Lemma 4.3.6 and Lemma 4.3.8).
Lemma 4.3.2. Assume that G is a product
∏k
j=1Gj of k ≥ 2 simple algebraic
groups Gj of respectively positive dimension. Let H
′ be a proper algebraic subgroup of
NK/F (G) =
∏k
j=1NF/K(Gj) and suppose that pG(H) = G for H = H′⊗K F . We as-
sume that δ(H) is even and that H′ projects surjectively onto N2 =
∏k
2=1NF/K(Gj).
1. There exist a group variety G′ of positive dimension over K and a surjective
homomorphism v : G −→ G′ ⊗K F such that v∗
(
pG|H
)
is defined over K.
2. There are distinct i, j = 1, ...., k with the property that Gi is isogenous to the
conjugate Ghj .
2The notion of ”being defined over K” was explained in Lemma 3.2.2.
3The symbol “N (v)” has been defined in Sect. 3.4.
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Recall that the identification NK/F (G) =
∏k
j=1NF/K(Gj) is justified by Lemma
3.5.5. Since this and the next two lemmas are situated in the same setting, we shall
fix some symbols before going into the proof. As long as not otherwise stated, they
will be used throughout this subsection.
Table of symbols used during the proof
h the generator of Gal(F |K)
G a product
∏k
j=1Gj of simple algebraic groups
N = NF/K(G) =
∏k
j=1NF/K(Gj)
N1 = NF/K(G1)
N2 =
∏k
j=2NF/K(Gj).
µj for j = 1, 2 the projection H
′ −→ Nj
U′j = ker µj
Uj = U
′
j ⊗K F
The symbols N2, µj ,U′j and Uj are not well-defined unless k ≥ 2. By way of contrast,
below we will also treat the case when k = 1. In this situation we shall denote by
N2 the finite group variety e′ = specK and let, for j = 1, 2, µj be the unique
homomorphism from H′ to e′ over K. Then U′j and Uj are defined as in the table.
Proof of Lemma 4.3.2. We begin by verifying Statement 1. The proof is divided into
several claims.
Claim 4.3.3. The kernel U′2 has dimension zero.
Proof. The variety N1 ⊗K F is a product of two simple algebraic groups over F .
Since H′ is proper in N and as µ2 is surjective, U′2 is a proper algebraic subgroup
of N1. Hence, if U′2 has positive dimension, then δ(U′2) = δ(U2) = 1. On the other
hand, as [F : K] = 2, the δ-invariant of N2 ⊗K F is even. It follows from the
additivity of the δ-invariant that if U′1 has positive dimension, then δ(H) is odd. We
infer the claim by contraposition.
If µ2 is surjective and if U
′
2 is finite, then there exists an isogeny µ : N −→ N
with the property that V′ = µ(H′) is the graph of a homomorphism w′ : N2 −→ N1
over K. Namely, we have
U′2 = H
′ ∩ (N1 × {eN2}) = U′′ × {eN2}
with an algebraic group U′′ ⊂ N1. If U′2 is finite, then there is an integer k such that
[k]N1(U
′′) = 0. Hence, if we take µ = [k]N1 × id., then V′ ∩
(N1 × {eN2}) is trivial.
In this situation V′ is the graph of a homomorphism w′ as claimed.
Claim 4.3.4. For the proof of the lemma one can assume without loss of generality
that µ is the identity.
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Proof. Let V′ = µ(H′) and let u : G −→ G be the isogeny u = [k]G1 × id. Since the
δ-invariant depends only on the isogeny class, δ(V′⊗K F ) = δ(H) is even. Moreover,
with the above choice of µ and as G = G1 ×
∏k
j=2Gj, we have
pG(V) =
(
pG ◦ µ
)
(H) =
(
u ◦ pG
)
(H) = u(G) = G.
So, after we have constructed a homomorphism v such that v∗(pG|V) is defined over
K, we can replace v by v ◦ u and establish in this way the assertion for H.
We will suppose that µ is the identity map and shall write w for w′⊗KF . Recalling
Corollary 3.5.3, we consider then closed points
ξ =
(
(ξ1, ξ
h
1), ..., (ξk, ξ
h
k)
) ∈ H′.
Since N2 ⊗K F =
∏k
j=2
(
Gj × Ghj
)
, there are, for each j = 2, ..., k, algebraic homo-
morphisms wj : Gj −→ G1 and vj : Gj −→ Gh1 such that
ξ1 =
(
pG1 ◦ w
)
(ξ) =
k∑
j=2
wj(ξj) +
k∑
j=2
vhj (ξ
h
j ).
Hence, for all closed points ξ ∈ H′ we have by (3.1.1)
ξ1 −
k∑
j=2
wj(ξj) =
k∑
j=2
vhj (ξ
h
j ) =
(
k∑
j=2
vj(ξj)
)h
. (4.3.1)
Claim 4.3.5. The homomorphism u : H −→ G1 defined by
u(ξ) = ξ1 −
k∑
j=2
wj(ξj)
for a closed point ξ ∈ H is surjective. Moreover, there exists a j = 2, ..., k such that
the homomorphism vj is not trivial.
Proof. Since G1 is simple, it suffices to show that u 6= 0. But if u = 0, then pG(H)
is contained in the proper subgroup of G defined by the relation ξ1 =
∑k
j=2wj(ξj).
This contradicts the hypotheses of the lemma. So, u 6= 0. The second statement is
a direct consequence of the first and (4.3.1).
We define the homomorphism
v : G −→ G1 ×Gh1, v(ξ1, ..., ξk) =
(
ξ1 −
k∑
j=2
wj(ξj),
k∑
j=2
vj(ξj)
)
.
It holds that h = h−1 because [F : K] = 2. So, it results from (4.3.1) that v∗(pG)
maps closed points ξ ∈ H′ to closed points (ξ, ξh) ∈ NF/K(G1). Since the set of
closed points cl(H′) is Zariski-dense in H′, this implies that v∗(pG) =
(
v∗(pG)
)h
. It
follows from Lemma 3.2.2 that v∗(pG) is defined over K. So, if v is surjective, then v
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is as required for Statement 1. On the other hand, if v is not surjective, then Claim
4.3.5 implies that pG1 ◦ v ◦ pG = u is surjective. Therefore, the algebraic subgroup
U′ = (v ◦ pG)
(
H′
)
of N1 has positive dimension. Proposition 4.2.2 teaches that N1
is plurisimple, and it results from Lemma 4.1.1 that U′ admits a complement V′ in
N1. Hence, if v is not surjective, then we can replace v by the composition of v with
the quotient map N1 ⊗K F −→ (N1/V′) ⊗K F , and receive a homomorphism as
required. The first statement follows. And Statement 2. results directly from Claim
4.3.5.
Next we prove
Lemma 4.3.6. Assume that G is a product
∏k
j=1Gj of simple algebraic groups Gj
of respectively positive dimension. Let H′ be a proper algebraic subgroup of NK/F (G)
and suppose that pG(H) = G for H = H
′ ⊗K F . If k = 1 or if k = 2 and δ(H) = 3,
then there exist a group variety G′ of positive dimension over K and a surjective
homomorphism v : G −→ G′⊗K F such that G′⊗K F is simple over F and with the
property that v∗
(
pG|H
)
= v ◦ pG|H is defined over K.
Proof. If k = 1, then H = U1 = U2 and δ(H) = δ(G) = 1. So, pG|H must be an
isogeny. Any isogeny v : G −→ H such that v ◦pG|H is multiplication with an integer
satisfies the requirement with G′ = H′.
If k ≥ 2 and δ(H) = 3, then we fix a j = 1, 2. If U′j is finite, then H′ is isogenous to
µj(H
′). As a result, H is isogenous to µj(H′)⊗K F . In this situation we would have
δ(H) ≤ 2. It follows by contraposition that U′j is infinite. Moreover, if µj(H′) is a
proper algebraic subgroup of Nj, then we replace G by Gj and H′ by µj(H′), and
reduce this way to the situation when k = 1 and δ(H′) = 1. Since this was treated
above, we receive the first part of the following claim.
Claim 4.3.7. 1. For the proof of the lemma we may suppose that µj is surjective
and U′j is infinite for each j = 1, 2, .
2. If the reduction from the first statement holds, then δ(H′) = 3.4
Proof. We only have to show Statement 2. Since H′ is a proper algebraic subgroup
of N , it follows from the surjectivity of µ2 that U′2 6= N1 × {eN2}. So, δ(U′2) =
δ
(
U2
)
= 1. The same argument yields that δ(U′1) = δ
(
U1
)
= 1. Moreover, as the
intersection U′1 ∩ U′2 is trivial by definition, the two algebraic groups U′1 × U′1 and
U′1 + U
′
2 ⊂ H′ are isogenous. And the same argument yields that the two algebraic
groups U1 × U1 and U1 +U2 ⊂ H′ are isogenous. Therefore,
δ(U′1 +U
′
2) = δ(U1 +U2) = 2. (4.3.2)
From the additivity of the δ-invariant we deduce then
δ
(
H′/(U′1 +U
′
2)
) ≤ δ(H/(U1 +U2)) = 3− 2 = 1. (4.3.3)
Statement (4.3.3) implies that U1 +U2 6= H. Hence, U′1 +U′2 6= H′ and
1 ≤ δ(H′/(U′1 +U′2)). (4.3.4)
4By Proposition 4.2.6 H′ is plurisimple. And a priori we have δ(H′) ≤ δ(H) = 3.
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We deduce the claim from Statements (4.3.2)- (4.3.4).
Let U = ker pG|H and recall that we suppose that k = 2 and δ(H) = 3. There are
two possibilities:
1. U coincides with its conjugate Uh ⊂ H. Then U = U′ ⊗K F with an algebraic
subgroup U′ ⊂ N . It results that G is isomorphic to (H′/U′)⊗K F . To be more
precise, there is an isomorphism u : G −→ (H′/U′) ⊗K F with the property
that u ◦ pG arises from the quotient map H′ −→ H′/U′ by extension of scalars.
The additivity of the δ-invariant implies
δ(U) = δ(H)− δ(G) = 3− 2 = 1.
A fortiori,
δ(U′) = δ(U) = 1.
This and the previous claim give
δ(H′/U′) = δ(H′)− δ(U′) = 2 = δ(H)− δ(U) = δ(H/U).
Thus, there is a simple quotient G′ of H′/U′ such that δ(G′⊗K F ) = 1. Let v be
the composition of u with the quotient map to G′ ⊗K F . Then v is a required.
2. U does not coincide with its conjugate Uh ⊂ H. Then V = U + Uh is a
subgroup of H which coincides with its conjugate. As a result, there is a
subgroup V′ ⊂ H′ with the property that V = V′⊗K F . Since δ(U) = 1, U∩Uh
is finite. So, δ(V) = 2 and δ(H/V) = 1. Moreover, as U = ker pG|H , it follows
that δ
(
pG(V)
)
= δ(Uh) = 1. Consequently,
δ(H/V) = 1 = 2− 1 = δ(G)− δ(pG(V)) = δ(G/pG(V)). (4.3.5)
Recall that pG restricts to a surjective homomorphism H −→ G. Taking quo-
tients, we receive a surjective homomorphism
u : H/V −→ G/pG(V).
Because of (4.3.5) the homomorphism u is an isogeny. We choose an inverse
isogeny ν with the property that ν ◦u is multiplication with an integer k. Next
we let p : G −→ G/pG(V) and q′ : H′ −→ H′/V′ be the quotient maps, and
write q = q′ ⊗K F . Then ν ◦ u ◦ pG|H = q ◦ [k]H is defined over K. Hence,
v = ν ◦ p is a required.
The lemma is proved.
The final lemma in our trilogy is derived by considering subcases.
Lemma 4.3.8. Assume that G is a product
∏k
j=1Gj of simple algebraic groups Gj
of respectively positive dimension. Let H′ be a proper algebraic subgroup of NK/F (G)
and suppose that pG(H) = G for H = H
′ ⊗K F . If δ(H) is odd, then there exist
a group variety G′ of positive dimension over K and a surjective homomorphism
v : G −→ G′ ⊗K F such that G′ ⊗K F is simple over F and with the property that
v∗
(
pG|H
)
= v ◦ pG|H is defined over K.
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Proof. Because of the previous lemma we may assume that k ≥ 2. We consider
three subcases:
If k ≥ 2 and if U′2 is finite, then U2 is finite and H is isogenous to H∗ = µ2(H′)⊗K F .
Hence, δ(H∗) = δ(H) and δ(H∗) is odd. Since [K : F ] = 2, δ(N2 ⊗K F ) is even.
It follows that H∗ is a proper algebraic subgroup of N2 ⊗K F . Replacing G by
G∗ =
∏
2
j=2Gj and H
′ by µ2(H′), we infer the statement by induction on k.
If k ≥ 2 and if U′2 = N1 × {eN}, then H∗ must be a proper subgroup of N2 for
otherwise H′ would not be a proper subgroup of N . As δ(N1 ⊗F K) = 2, we find
that
δ
(
H∗
)
= δ(H)− δ(N1 ⊗K F ) = δ(H)− 2.
So, δ
(
H∗
)
is odd and H∗ is a proper subgroup of N2 ⊗K F . Replacing G by
G∗ =
∏
2
j=2Gj and H
′ by µ2(H′), we deduce the claim by induction on k.
There is one subcase left: Assume that k ≥ 2 and that U′2 is infinite, but a proper
subgroup of N1×{eN }. Recall that N =
∏k
j=1NF/K(Gj) and consider the subgroup
H′2 ⊂ NF/K(G2) arising from projection of H′ ⊂ N to NF/K(G2). There are two
possibilities:
1. H′2 is a proper algebraic subgroup of NF/K(G2). Then H′2 cannot be finite for
otherwise pG|H would not be surjective. So, H′2 is an infinite proper algebraic
subgroup NF/K(G2). Replacing G by G2 and H′ by H′2, we reduce to the case
k = 1 and δ(H) = 1 which was treated in the previous lemma.
2. H′2 equalsNF/K(G2). Then we writeN ∗2 forNF/K(G2). We replace G by G1×G2
and H′ by its image V′ in N1 ×N ∗2 arising from the projection. Moreover, we
replace µ2 : H
′ −→ N2 by the projection µ∗2 : V′ −→ N ∗2 . Let then V = V′⊗KF
and observe that U′2 = ker µ2 is canonically isomorphic to the kernel of µ
∗
2. The
assumptions of our last case imply that δ(U2) = 1. As a result,
δ(V) = δ
(
U2
)
+ δ(N ∗2 ⊗K F ) = 1 + 2 = 3.
In other words, we have reduced ourselves to the case treated in the previous
lemma.
Everything is proved.
4.3.2 Proof of the proposition. Two corollaries
The three lemmas imply the main result of this section.
Proof of Proposition 4.3.1. Because of Proposition 4.2.1 we may assume that the
commutative group variety G from the statement of Proposition 4.3.1 equals the
maximal plurisimple quotient G = G/Gps. Then G is isogenous to a product∏k
j=1Gj of simple algebraic groups Gj of respectively positive dimension. Since
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the δ-invariant is constant on an isogeny class, the proposition is then reduced fur-
ther to the case when G equals
∏k
j=1Gj. In other words, we have reduced ourselves
to the setting of the three lemmas above. If in this situation δ(H) is even and if µ2
is surjective, then k ≥ 2 and the proposition follows from Lemma 4.3.2. If δ(H) is
even and if µ2 is not surjective, then k ≥ 2 and there are three possibilities:
1. The algebraic group U′2 = ker µ2 is finite. Then H
′ and µ2(H′) are isogenous.
We replace G by G∗ =
∏k
j=2Gj and H
′ by µ2(H′). The proposition is then
deduced by induction on k.
2. The algebraic group U′2 equals N1 × {eN2}. Then, letting H∗ = µ2(H′) ⊗K F ,
δ(H∗) = δ(H)− δ(N1⊗K F ) = δ(H)− 2 is even and we infer the proposition by
induction on k as in the first case.
3. The algebraic group U′2 is infinite, but a proper subgroup of N1×{eN2}. Then
δ(H∗) = δ(H) − δ(U2) = δ(H) − 1 is odd, and we infer the proposition using
Lemma 4.3.8.
So far, we have shown the proposition in the case when δ(H) is even. Finally, if δ(H)
is odd, then the proposition follows from Lemma 4.3.8.
Let G be a commutative group variety over F and let w : G −→ ∏kj=1Gj be a
maximal homomorphism.
Corollary 4.3.9. Assume the situation of the proposition. Suppose that, with no-
tations as in the proposition, for each v such that v∗(pG|H) is defined over K the
image im v = G′⊗K F is not simple. Then there are distinct i, j = 1, ...., k with the
property that Gi is isogenous to G
h
j .
Proof. As was observed in the proof of the proposition, we may suppose that w is
the identity. Moreover, we may assume that, for all j = 1, ..., k, w(H′) = H′ projects
surjectively onto NF/K(Gj). For otherwise we can reduce to the situation where
k = δ(H) = 1, and Proposition 4.3.1 yields then a homomorphism v with necessarily
simple image.
We will adopt the notations from the proof of the three lemmas and the proposition.
If the image of µ2 is not surjective, then k ≥ 2 and we replace G by G∗ =
∏k
j=2Gj
and H′ by µ2(H′), so that the assertion follows by induction on δ(G). Thus, we will
suppose that µ2 is surjective. If ker µ2 has dimension zero, then δ(H) is even and the
assertion follows from Lemma 4.3.2. If U′2 = ker µ2 has positive dimension, then, as
µ2 is surjective and H
′ is proper, U′2 is a proper algebraic subgroup of N1 × {eN2}
of the form U′′ × {eN2}. The resulting quotient group H = H/U′2 is the graph of a
non-trivial quotient map w : N2 −→ N1/U′′ over K. Hence, for j = 2, ..., k there are
algebraic homomorphisms wj, vj : Gj −→ (N1/U′′)⊗K F , not all trivial, such that
w(ξ) =
k∑
j=2
wj(ξj) +
k∑
j=2
vhj (ξ
h
j ) (4.3.6)
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for each closed point
ξ =
(
(ξ2, ξ
h
2), ..., (ξk, ξ
h
k)
) ∈ N2.
Recall that Gj is a simple algebraic group for all j = 2, .., k. So, a homomorphism
wj resp. vj is non-zero if and only if it is an isogeny. Furthermore, the two simple
subgroups V = G1 × {eGh1} and U = U′′ ⊗K F of N ⊗K F are distinct for V 6= Vh,
whereas U = Uh. Hence, they have finite intersection. Consequently, if there is a
j∗ = 2, ..., k such that wj∗ 6= 0, then wj∗ is onto. is surjective. As
(N1/U′′)⊗K F is
isogenous to G1 via the map
G1
id.×0−→ G1 × {eGh1} →֒
(N1/U′)⊗K F,
the corollary follows by choosing i = 1 and j = j∗. On the other hand, if always
wj∗ = 0, then Statement (4.3.6) implies that there is a j∗ = 2, ..., k such that vj∗ 6= 0.
Replacing wj∗ by vj∗ in the last argument, we infer the corollary in this situation.
Everything is proved.
From Lemma 4.3.8 one also gets
Corollary 4.3.10. Assume the situation of the proposition. Suppose that, with
notations as in the proposition, for each v such that v∗(pG|H) is defined over K the
image im v = G′ ⊗K F is not simple. Then δ(H) is even.
4.4 Proof of the main criterion for descent and weak de-
scent. Two corollaries
We denote by F a subfield of C and setK = F∩R. It is assumed that F is stable with
respect to complex conjugation and that [F : K] = 2. We let G be a commutative
group over F and consider a non-zero real-analytic one-parameter homomorphism
Ψ with values in G(C). The assertion of the main criterion for (weak) descent to K
(Theorem 2.3.5) is that the homomorphism Ψ descends (weakly) to K if and only if
H, the Zariski-closure of ΨN , has dimension equal dim G (resp. is a proper algebraic
subgroup of G×Gh).
Proof of Theorem 2.3.5. Let N = NF/K(G). By Corollary 3.3.3 the homomorphism
ΨN takes values in N (R). As the morphism ρ∗ : N (C) −→ N (C) from Sect. 2.2
fixes real points (see Sect. 2.3), we find that ΨN (R) =
(
ΨN (R)
)h
. So, H = Hh. It
follows that H admits a model H′ ⊂ N over K.
If dim H = dim G then w = pG|H is an isogeny. Any isogeny v : G −→ H such
that v ◦ w is multiplication with an integer is then as required in the definition of
descent to K. This shows the first part of the theorem.
The assertion concerning weak descents has an easy and a more difficult direction.
The easy direction is the if-part. Namely, if there is a homomorphism v : G −→
G′⊗K F onto an algebraic group of positive dimension such that v∗(Ψ)(R) ⊂ G′(R),
55
then W = Wh for W = G′ ⊗K F . As the morphism ρ∗ : G′(C) −→ G′(C) fixes real
points, we find that
v∗(Ψ) = ρ∗ ◦ v∗(Ψ) =
(
v∗(Ψ)
)h
.
Hence, the image of
(
v∗(Ψ)
)
N is contained in the the set of real points of the diagonal
∆ = N (id.)(G′)⊗K F ⊂W ×W = W×Wh = NF/K
(
V
)⊗K F.
So, H ⊂ v−1N (∆) is a proper algebraic subgroup in G × Gh. The easy direction is
shown.
We proceed to the proof of the more difficult direction which rests on the results
from the two previous sections. To this end, we let H′ be as in the previous proof
and let π : G −→ G be the universal homomorphism. Proposition 4.2.1 teaches that
V′ = πN (H′) is a proper algebraic subgroup of NF/K(G). Since pG ◦ (πN ⊗K F ) =
π ◦ pG, we have G = pG(V) for V = V′ ⊗K F . So, Proposition 4.3.1 applied to V′
implies then the only-if-part in Theorem 2.3.5. Theorem 2.3.5 follows.
In the definition of weak descent to K (see Sect. 2.3) one can assume that the
target group G′ is simple over K. For if G′ is not simple, then G′ admits a simple
quotient of positive dimension and one may replace v by the composition of the
quotient map with v. According to Lemma3.6.2, if G′ is simple, then G′ ⊗K F is
either simple over F or it is isogenous to a product U×Uh with U a simple algebraic
group over F . In view of applications, it is important to examine when the first
possibility can be achieved.
Example 4.4.1. Let A be a simple complex abelian variety of positive dimension.
Assume that A is neither isogenous to its conjugate nor to an abelian variety de-
finable over R and let ψ : R −→ A(C) be a non-zero real-analytic homomorphism.
We know from the last chapter that the homomorphism Ψ = ψN to (A × Ah)(C)
descends to R. On the other hand, the assumptions on A imply that there is no
algebraic group G′ over R of dimension 0 < dim G′ < dim A×Ah such that G′⊗RC
is a quotient of A×Ah. Hence, Ψ cannot descend weakly to R via a simple quotient
G′ ⊗R C.
Situations similar to the one in the example will appear frequently in applications,
and the corollaries below are designed to deal with them. As in Theorem 2.3.5 we
assume that F is stable with respect to complex conjugation and that [F : K] = 2.
We consider a homomorphism Ψ to G(C) and let H be the Zariski-closure of ΨN (R)
over F . Let v : G −→ ∏k1=j Gj be an arbitrary maximal homomorphism.
Corollary 4.4.2. If H is a proper algebraic subgroup of G × Gh, then Ψ descends
weakly to K via a simple quotient G′⊗K F unless there are two distinct i, j = 1, ..., k
such that Gi and the complex conjugate of Gj are isogenous.
Corollary 4.4.3. If δ(H) is odd, then Ψ descends weakly to K via a simple quotient
G′ ⊗K F .
These two consequences follow from Corollary 4.3.9 and Corollary 4.3.10.
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Chapter 5
Inherited descent
This chapter is devoted to the proof of Theorem 2.4.2 and Theorem 2.4.3. We first
formulate two algebraic results which, morally speaking, form the skeleton of the
two theorems. Then, in the third section, we show Theorem 2.4.2 and Theorem
2.4.3.
5.1 Inhertited K-structures
We let F/K be a Galois extension of fields of degree [F : K] = 2 and denote by h
the generator of Gal(F |K). We consider a surjective homomorphism π : G −→ U
of group varieties over F . The first proposition arises in the context of inherited
descents.
Proposition 5.1.1. Assume that there is an algebraic group G′ over K such that
G is the extension G′⊗K F to scalars over F . If Hom
(
ker π,Uh
)
is a torsion group,
then there is an algebraic group U′ over K and an isogeny v : U −→ U′ ⊗K F with
the property that v∗(π) = v ◦ π is defined over K.
We recall once again that by Lemma 3.2.2 the homomorphism v∗(π) = v ◦ π is
defined over K if and only if v∗(π) =
(
v∗(π)
)h
.
5.1.1 Table of symbols used during the proof
N = NF/K(G) i = i′ ⊗K F
N (U) = NF/K(U) H = H′ ⊗K F
L = ker π H′L = H
′ ∩ N (L)
N (L) = NF/K(L) = ker πN HL = H′L ⊗K F
i′ = N (id.), the hom. from G′ to N p = πN ⊗K F
H′ = i′
(
G′
)
q = π∗(pG) = π ◦ pG
Note that pG ◦ i is the identity of G, so that pG|H is an isomorphism.
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5.1.2 Two auxiliary lemmas
The proof of the proposition is divided into two lemmas.
Lemma 5.1.2. With notations as above the equality dim HL = dim L holds.
Proof. We have a commutative diagram of exact sequences
0 // N (L)⊗K F //
pL

N ⊗K F p //
pG

N (U)⊗K F
pU

0 // L // G //
π // U
Let W be the subgroup H∩p−1G (L) of L×Gh. Observe that HL ⊂W. Our first task is
to show that W/HL is finite. Since pG|H is an isomorphism, the restriction u = pG|W
is an isomorphism onto its image L. The inverse map u−1 yields a homomorphism
µ = πh ◦ pGh ◦ u−1 = qh ◦ u−1
form L to Uh. The hypotheses of the proposition imply that µ(L) is a finite torsion
group in Uh. Since qh(W) = µ(L), we get that qh(W) is a finite torsion group
in Uh. The same holds for the image q(W) ⊂ U because W ⊂ L × Gh and as
pG(L×Gh) = L = ker π. As p = πN ⊗K F = (π, πh)1, it follows that
dim p(W) = 0. (5.1.1)
Recall that
HL = H ∩
(N (L)⊗K F ) = H ∩ ker p. (5.1.2)
We observed above that HL ⊂W. This implies together with Statement (5.1.1) and
Statement (5.1.2) that W/HL is finite. So, dim HL = dim W. Moreover, since W
isomorphic to L via pG|W, we get that dim W = dim L. It follows that dim HL =
dim L.
We set V′ = πN (H′), V = V′ ⊗K F and let w : V −→ U be the restriction of pU
to V.
Lemma 5.1.3. The homomorphism w is an isogeny.
Proof. We have
dim U′ = dim H′ − dim (H ∩ ker πN ) (by additivity of dimension)
= dim H′ − dim H′L (by definition)
= dim G− dim L (by the previous lemma)
= dim U. (by additivity of dimension)
Moreover, since the restriction pG|H is surjective, so is the composition π ◦ pG|H.
Recalling that pU ◦ p = π ◦ pG, it follows that w is surjective. This and the above
identity of dimensions imply the lemma.
1For the meaning of “(π, πh)” compare (4.2.1).
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5.1.3 Proof of the proposition
We define ν ′ = πN ◦ i′ and ν = ν ′ ⊗K F . Then ν ′ is a homomorphism from G′
to V′ ⊂ N (U). Finally we choose an isogeny v : U −→ V such that v ◦ w is
multiplication with an integer k. Recalling that π ◦ pG = pU ◦ p and that pG ◦ i is
the identity on G, we calculate then
v∗(π) = v ◦ π = v ◦ (π ◦ pG) ◦ i
= v ◦ (pU ◦ p) ◦ i = v ◦ pU ◦ (p ◦ i)
= v ◦ pU ◦ ν = v ◦ w ◦ ν = [k]V ◦ ν.
Hence, is v∗(π) = [k]V ◦ ν defined over K. Letting U′ = V′, v is then as required.
5.2 Inherited weak K-structures
The next proposition is related to weak inherited descents. The setting is the same
as in the previous section.
Proposition 5.2.1. Let H′ ⊂ NK/F (G) be a connected algebraic subgroup and set
H = H′⊗KF . If dim H < dim G+dim U and if Hom
(
Uh,M
)
= {0} for each quotient
M of ker π, then there is an algebraic group U′ of positive dimension over K and a
surjective homomorphism v : U −→ U′ ⊗K F with the property that v∗(π ◦ pG|H) is
defined over K.
5.2.1 Table of symbols used during the proof
We start by fixing the most important symbols. They are quite the same as in the
previous proof and repeated here for the convenience only.
N = NF/K(G) HL = H′L ⊗K F
N (U) = NF/K(U) p = πN ⊗K F
L = ker π q = π∗(pG) = π ◦ pG
N (L) = NF/K(L) = ker πN V′ = πN (H′)
H = H′ ⊗K F V = V′ ⊗K F
H′L = H
′ ∩N (L)
5.2.2 An auxiliary lemma
We begin the proof of the proposition with an auxiliary result.
Lemma 5.2.2. If V′ = N (U), then pL(HL) = L.
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Proof. If V′ = N (U), then πN (H′) = N (U). Consider the commutative diagram of
exact sequences
0 // HL _

// H
w //
 _

N (U)⊗K F
id.

// 0
0 // N (L)⊗K F //
pL

N ⊗K F p //
pG

N (U)⊗K F
pU

// 0
0 // L
j // G //
π // U // 0
Let L = L/pL(HL), G = G/pG(HL) and H = H/HL. Taking quotients, we receive a
commutative diagram
H
w //
v

N (U)⊗K F
pU

0 // L
j // G //
π // U
Observe that w is an isomorphism and let
s : U −→ N (U)⊗K F = U× Uh and sh : Uh −→ N (U)⊗K F
be the natural inclusions onto the first and second factor. Then σ1 = v ◦ w−1 ◦ s
is a section of π, so that σ1(U) ∩ j(L) = 0. Hence, the lower sequence in the last
diagram splits and there exists a homomorphism µ : G −→ L such that µ ◦ j is the
identity and with the property that µ ◦ σ1 is trivial. Since the restriction pG|H is
surjective, so is v = pG|H. Write σ2 = v ◦ w−1 ◦ sh. As v is surjective, we get
σ1(U) + σ2(U
h) = (v ◦ w−1)(N (U)⊗K F ) = v(H) = G.
Recalling that σ1(U) ∩ j(L) = 0, we infer that (µ ◦ σ2)(Uh) = L. The hypotheses
of the proposition applied to M = L yield µ ◦ σ2 = 0. Hence, L = 0. The claim
follows.
5.2.3 Proof of the proposition
Assume that V′ = N (U). The assumptions of the proposition imply that
dim L + dim N (U) = dim L + 2 dim U = dim G + dim U > dim H′. (5.2.1)
Additivity of dimensions yields
dim V′ = dim H′ − dim H′L. (5.2.2)
And from the last lemma it results that
V′ = N (U) =⇒ dim H′L ≥ dim L. (5.2.3)
Statements (5.2.1)-(5.2.3) show that
V′ = N (U) =⇒ V′ 6= N (U).
So, V′ 6= N (U). Proposition 4.3.1 applied to V′ (instead of H′) completes the proof.
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5.3 Proof of the theorems about inherited descent
Let Ψ and G be as in Theorem2.4.2. Then there exists an isogeny v : G −→ G′⊗KF
such that v∗(Ψ) takes values in G′(R). Let w : G′⊗K F −→ G be an inverse isogeny
with the property that v ◦ w is multiplication with an integer. Since w is e´tale, Ψ
factors through the map w : G′(R) −→ G(C) as, say Ψ = w∗(Ψ′). One hypopaper
of the theorem is that Hom
(
ker π,Uh
)
= 0. As w is finite, replacing π by π∗(w) and
Ψ by Ψ′ affects this hypopaper to the effect that Hom
(
ker π∗(w),Uh
)
is a (maybe
non-trivial) torsion group. Proposition 5.1.1 implies that (π ◦ w)∗(Ψ′) = π∗(Ψ) de-
scends to K. Theorem2.4.2 follows.
For the proof of Theorem2.4.3 we recall that H ⊂ G is the smallest algebraic sub-
group with the property that ΨN (R) ⊂ H(C). We have seen in the proof of Theorem
2.3.5 that H admits a model H′ ⊂ NF/K(G). With this the theorem is then an im-
mediate consequence of Proposition 5.2.1.
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Chapter 6
Proof of the transcendence
theorems
We recall the setting of our theorems. We consider a surjective homomorphism
π : G −→ U of algebraic group varieties over an algebraically closed subfield F of
C which is stable with respect to complex conjugation h. We let Ψ : R −→ G(C)
be a real-analytic homomorphism with Zariski-dense image and denote by t ⊂ g
the smallest subspace over K = F ∩ R with the property that Ψ∗(R) ⊂ t ⊗K R.
The respectively first theorem is about descents of π∗(Ψ), whereas the respectively
second theorem deals with weak descents of π∗(Ψ).
6.1 Preparations for the proofs
6.1.1 Some auxiliary lemmas
The results stated in this section do not rely on transcendence theory and will be
used several times in the proof of the theorems. Together with Theorem 2.4.2 and
Theorem 2.4.3 they exhibit the purely geometric input of the story.
We set N = NQ/K(G) and n = LieN . The symbol ΨN was defined in Sect. 2.2. We
also remark that most of the lemmas hold true even if F is not algebraically closed.
Lemma 6.1.1. The real-analytic homomorphism ΨN : R −→ N (C) has the follow-
ing properties.
1. The image of ΨN is contained in N (R) and the image of (ΨN )∗ is contained
in n(R).
2. pG ◦ΨN = Ψ and Ψ−1
(
G(F )) ⊂ Ψ−1N
(N (K)).
3.
(
ΨN
)
∗(R) = {(v, vh); v ∈ Ψ∗(R)}.
4. If ΦN is the complexification of ΨN according to Proposition A.1,
then Ψ−1[i]
(
G(F )) ⊂ Φ−1N
(N (F )).
Proof. Theorem3.5.2 and Corollary 3.3.3 yield Statement 1. Theorem3.5.2 and
Corollary 3.5.3 imply Statement 2. To show the third assertion, we consider the
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commutative diagram
R
ΨN

Ψ
**UUU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
N (R)   // N (C) = (G×Gh)(C) pG // G(C)
By Corollary 3.3.3 it induces a commutative diagram of Lie algebras
R
(
ΨN
)
∗

Ψ∗
**TTT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
n(R)   // n(C) =
(
g⊕ gh)(C) (pG)∗ // g(C)
.
We have n(R) = {(∂, ∂h); ∂ ∈ g(C)} by Lemma 3.6.1. With this Statement 3. follows.
We move to the fourth assertion. By Faltings-Wu¨stholz [11] we can choose an embed-
ding of G into PNF . Then the real-analytic homomorphism Ψ is locally uniformized
by tuples of power series (∑
l≥0
al0r
l, ...,
∑
l≥0
alNr
l
)
.
It follows then from Subsect. 3.2.1 that Ψh is locally uniformized by tuples(∑
l≥0
h(al0)r
l, ...,
∑
l≥0
h(alN )r
l
)
.
Let r ∈ R be such that Ψ[i](r) ∈ G(F ). Then∑
l≥0
alj(ir)
l
/∑
l≥0
alk(ir)
l ∈ F
for all j = 0, ..., N and all k = 0, ..., N such that
∑
l≥0 akl(ir)
l 6= 0. As a result,∑
l≥0
h(alj)(−ir)l
/∑
l≥0
h(alk)(−ir)l ∈ F h = F.
Hence,
(
Ψ[i]
)h
(−r) ∈ Gh(F ). So,
ΦN (ir) = Ψ[i](r)×
(
Ψ[i]
)h
(−r) ∈ (G×Gh)(F ),
and we deduce Statement 4.
We denote by tN ⊂ n the smallest subspace over K such that (ΨN )∗(R) ⊂
tN ⊗K R.
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Lemma 6.1.2. The equality dim tN = dim t holds.
Proof. Recall the homomorphism
Lie(ρ) : g(C) −→ gh(C),Lie(ρ)(v) = vh
from Sect. 3.3 and the canonical isomorphisms
n(C) =
(
g⊕ gh)(C) and n(R) = {(v, vh); v ∈ g(C)}
from Lemma3.6.1. Lemma 3.3.1 implies that Lie(ρ) is defined over K, that is,
Lie(ρ)
(
g
)
= gh where we identify g (resp. gh) with its canonical image in g(C)
(resp. gh(C)). Together with Statement 3. in Lemma6.1.1 we find that
tN ⊗K R ⊂
{(
v, vh
)
; v ∈ t⊗K R
}
.
The claim follows by linear algebra.
The K-vector space tN generates a linear subspace T = tN + itN of n over F . We
denote by dim T its dimension over F .
Lemma 6.1.3. The vector space T has the following properties.
1. T is defined over F and it is the smallest subspace of n over F
which contains tN .
2. (ΨN )∗(R) ⊂ T⊗F C.
3. dim t = dim T. 1
Proof. The first two statements are clear. We move to the third statement. Since
ΨN (R) ⊂ N (R), we have tN ⊂ n by Corollary 3.3.3. As n ∈ H
(
n(F )
)
, a basis of
tN over K is also basis of T over F .2 Together with the previous lemma we find
dim t = dim tN = dim T.
We let H be the Zariski-closure of ΨN (R) in N ⊗K F , that is, H is the smallest
algebraic subgroup of N ⊗K F such that ΨN (R) ⊂ H(C). Recall the projection
pG : NF/K(G)⊗K Q −→ G.
Lemma 6.1.4. The homomorphism pG|H : H −→ G is surjective and there is an
algebraic subgroup H′ ⊂ N with the property that H = H′⊗K F and ΨN (R) ⊂ H′(R).
Proof. The first statement holds, because Ψ has a Zariski-dense image in G(C). Since
ΨN (R) is contained in N (R), we have H = Hh. This has been already observed in
Sect. 4.4. The second assertion follows.
We define ΦN to be the complexification of ΨN according to Proposition A.1 and
let r = rankZΨ
−1
(
(G(F)
)
+ rankZΨ
−1
[i]
(
G(F)
)
.
Lemma 6.1.5. The following assertions hold.
1For the proof of the theorems one only needs the obvious estimate “dim T ≤ dim t.” The equality will be used
once in the proof of Corollary 7.1.19.
2The symbol “H(−)” has been defined in Sect. 3.3.
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1. ΦN (C) ⊂ H(C) and
(
ΦN
)
∗(C) ⊂ T⊗F C.
2. rankZΨ
−1
N
(N (K)) ≥ rankZΨ−1(G(F )).
3. rankZΦ
−1
N
(N (K)) ≥ r.
Proof. The first inclusion in Statement 1. is a consequence of the previous lemma.
The second one follows from Statement 2. in Lemma 6.1.3 by tensoring with C. The
remaining assertions result from Statement 1. and Statement 3. in Lemma 6.1.1.
Lemma 6.1.6. Let k = rankZ kerΨ. Then k = rankZ kerΨN .
Proof. Since (Ψ(r))h = Ψh(r) for all r ∈ R, we have kerΨN = kerΨ. This gives the
lemma.
Finally, we consider a decomposition
G ⋍ Gc ×Ggaa,F ×Ggmm,F (6.1.1)
with an algebraic group Gc over F . Let Nc = NF/K(Gc), Na = NF/K (Ga,F ) and
Nm = NF/K (Gm,F ). By Lemma 3.5.5 we get from (6.1.1) a product decomposition
N ⋍ Nc ×N gaa ×N gmm (6.1.2)
such that after base change to F the projection pG maps each of the three factors
in (6.1.2) to the respective factor in (6.1.1).
Lemma 6.1.7. If F is algebraically closed, then there is an algebraic group Hc over
F and a decomposition
H ⋍ Hc ×Ghaa,F ×Ghmm,F (6.1.3)
such that:
1. ha ≥ ga and hm ≥ gm.
2. hc = 0⇐⇒ gc = 0.
3. 1 ≥ ga.
Proof. The first assertion is the most difficult one. Since Ga,F and Gm,F coincide
with their conjugate varieties, N gaa ⊗K F is isomorphic to a power of Ga,F and the
base change N gmm ⊗K F is isomorphic to a power of Gm,F . We identify G with
the group on the right hand side of (6.1.1) and let u : G −→ Ggaa,F × Ggmm,F be the
projection. Set H′u = uN (H
′) and define Hu = H′u ⊗K F . These two algebraic
groups are linear. Moreover, since N gaa is unipotent and as N gmm is a torus, we have
Hu = La × Lm with algebraic subgroups La ⊂ N gaa ⊗K F and Lm ⊂ N gmm ⊗K F . As
F is algebraically closed, La is isomorphic to a power G
ha
a,F and Lm is isomorphic to
a power Ghmm,F . Set w = uN ⊗K F and recall that pG respects the decompositions in
(6.1.1) and (6.1.2). So, since u ◦ pG = p(Ggaa ×Ggmm ) ◦ w, it follows that
ha ≥ ga and hm ≥ gm. (6.1.4)
In the next step we show that there is a section σ : Hu −→ H. To prove the existence
of σ, let Hl be the maximal linear subgroup of H. Taking quotients, we obtain a
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surjective homomorphism w : H/Hl −→ Hu/w(Hl). By the theorem of Chevalley
the quotient H/Hl is an abelian variety. In contrast to this, Hu/w(Hl) is linear. So,
w = 0 and Hu = w(Hl). It follows now from Serre [30, Ch.VII, 6., Lemma 2] that
the restriction w|Hl admits a section τ . Composing τ with the inclusion of Hl into
H, we receive a section σ. In the last step we define Hc = H/σ(HL). Using σ we get
a decomposition
H ⋍ Hc × σ(La × {em})× σ({ea} × Lm).
as in (6.1.3). Statement 1. follows from (6.1.4). Statement 2. concerning hc and gc
is clear from the construction. We move to the last statement. The proof is by way
of contradiction. Assume that ga ≥ 2 and consider the projection u : G −→ Ggaa,F .
Then u∗(Ψ) has no Zariski-dense image in Ggaa (C), and Ψ has no Zariski-dense image
in G(C). This is a contradiction to the assumptions. Hence, ga ≤ 1.
6.1.2 Table of symbols used during the proof
For the convenience of the reader we list all important symbols appearing in the
proof of the theorems once again.
F an algebraically closed subfield of C, stable with respect to h
K = F ∩ R
π a surjective homomorphism from G to U
g the Lie algebra of G
u the Lie algebra of U
Ψ a real-analytic homomorphism to G(C)
r = rankZΨ
−1
(
G(F )
)
+ rankZΨ
−1
[i]
(
G(F )
)
k = rankZ kerΨ=rankZ kerΨN (Lemma 6.1.6)
t ⊂ g the smallest subspace over K with the
property that Ψ∗(R) ⊂ t⊗K R
N = NQ/K(G)
n = LieN
tN ⊂ n the smallest subspace over K such that
(ΨN )∗(R) ⊂ tN ⊗K R
T = tN + itN ⊂ n(F )
H′ ⊂ N the Zariski-closure of ΨN (R) over K
H = H′ ⊗K F
ΦN the complexification of ΨN
6.2 Proof of the two theorems about transcendence
6.2.1 Proof of Theorem 2.5.1
We let F = Q and consider a decomposition G ⋍ Gc ×Ggaa,Q,G
gm
m,Q
. We assume that
(r− 2) · dim G ≥ 3− (2ga + gm)− k. (6.2.1)
With notations as in Lemma 6.1.7 we have
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Lemma 6.2.1. If dim H > dim G, then
(dim H− 1) · r− 1 ≥ 2 dim H− (2ha + hm)− k.
Proof. We suppose that s = dim H−dim G ≥ 1. We have k ≤ 1 for otherwise kerΨ
would not be discrete in R. Moreover, ga ≤ 1 by Lemma 6.1.7. This and (6.2.1)
yield that r ≥ 2. Hence, we get from (6.2.1)
(r− 2) · (dim H− 1) = (r− 2) · (dim G+ s− 1) ≥ 3− (2ga + gm)− k.
And Lemma 6.1.7 implies that ha ≥ ga and hm ≥ gm. This yields the claim.
Theorem1.1.1, Lemma 6.1.5 and Lemma 6.2.1 imply that if dim H > dim G,
then ΦN has no Zariski-dense image in H(C). By contraposition we infer that
dim H ≤ dim G. (6.2.2)
Lemma 6.2.2. The homomorphism pG|H is an isogeny.
Proof. As follows from Lemma 6.1.4, pG|H is surjective. This and Statement (6.2.2)
imply that dim H = dim G. Hence, pG|H is an isogeny.
It results that Ψ descends to K via an isogeny v : G −→ H = H′ ⊗K F with
the property that v ◦ pG|H is multiplication with an integer. Finally we recall our
technical assumption that Hom
(
ker π,Uh
)
= {0}. Theorem 2.4.2 implies that π∗(Ψ)
descends to K.
6.2.2 Proof of Theorem 2.5.2 and Remark 2.5.3
Proof of the theorem
By assumption G is decomposed as G ⋍ Gc ×Ggaa,Q ×G
gm
m,Q
and the estimate
(r− 2)(dim G + dim U) ≥ r− (2ga + gm)− k + 1 (6.2.3)
holds. Lemma 6.1.7 implies the existence of an induced decomposition of H as in
(6.1.3). As in the proof of Lemma 6.2.1 one shows
Lemma 6.2.3. If dim H ≥ dim G+ dim U, then
(dim H− 1) · r− 1 ≥ 2 dim H− (2ha + hm)− k.
Theorem 1.1.1, Lemma 6.1.5 and Lemma 6.2.3 yield the inequality dim H <
dim G + dim U by contraposition. Since we assume that Hom
(
Uh,M
)
= {0} for
each quotient M of ker π, it follows then from Theorem 2.4.3 that π∗(Ψ) descends
weakly to K. This proves the theorem.
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Proof of the remark
We may assume that the decomposition Gc×Ggaa,Q×G
gm
m,Q
is such that the dimensions
gm and ga are maximal, whereas gc is minimal. So, if G is linear, we have 2 dim G−
(2ga + gm) = gm. Replacing “−(2ga + gm)” by “−(2ga + gm + dim U)” in (6.2.3),
we get
r · (dim G + dim U− 1)− 1 ≥ gm + dim U− k. (6.2.4)
Furthermore, the Weil restriction of G is linear, too. A fortiori, H is linear and
Lemma 6.1.7 yields
hm = 2dim H− (2ha + hm). (6.2.5)
Let L = ker pG|H and write lm for the dimension of the multiplicative factor of L.
Because of Lemma 6.1.4 we have a short exact sequence of linear groups
0 −→ L −→ H pG|H−→ G −→ 0. (6.2.6)
It follows from Serre [30, Ch.VII, 6., Lemma 2] that hm = gm + lm. Setting s =
dim L− dim U, we infer
hm ≤ gm + dim U + s. (6.2.7)
We can now complete the proof of the remark: We have dim H = dim G+dim U+s
and the assumption of the theorem is that dim H ≥ dim G+ dim U. So, s ≥ 0 and
Statement (6.2.4) yields
r · (dim G + dim U + s− 1)− 1 ≥ gm + dim U + s− k. (6.2.8)
This and Statements (6.2.5)-(6.2.7) lead to the estimate
r · (dim H− 1)− 1 ≥ 2 dim H− (2ha + hm)− k.
The result follows then the same way as above.
6.3 Proof of the two theorems about algebraic independence
6.3.1 Proof of Theorem 2.5.4
The proof of Theorem 2.5.4 goes along the same lines as the one of Theorem 2.5.1,
except that instead of Theorem1.1.1 we use Theorem1.1.2. We saw in Subsect. 6.2.1
that it suffices to show that the Zariski-closure H′ of ΨN (R) in N = NF/K(G) has
dimension dim H′ ≤ dim G. We begin the proof by recalling some hypotheses. The
symbol F denotes an algebraically closed subfield of C which is stable with respect
to complex conjugation and with transcendence degree ≤ 1 over Q. We consider a
decomposition G ⋍ Gc ×Ggaa,F ×Ggmm,F and assume that
(1 + k)r · (dim G− dim t) + kr ≥ 2gc + gc
gc + 1︸ ︷︷ ︸
=:γ′
+gm + 1 + δ. (6.3.1)
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Here gc = dim Gc and
δ =
{
1 if ga > 0 and dim t = 1
0 otherwise
It is clear from the estimate in (6.3.1) that we may suppose that ga, gm are maximal
and gc is minimal under all possible decompositions of G as above. We then define
γ = 1 if gc 6= 0 and γ = 0 if gc = 0. Note that if gc 6= 0 then 0 < γ′ = gcgc+1 < 1.
(6.3.1) is an estimate between integers. Hence, (6.3.1) holds with γ′ (in its original
form) if and only if it holds with γ′ replaced by γ. In other words, we may replace
(6.3.1) by
(1 + k)r · (dim G− dim t) + kr ≥ 2gc + gm + 1 + γ + δ. (6.3.2)
Next we show
Lemma 6.3.1. The estimate (1 + k)r ≥ 2 holds.
Proof. We have ga ≤ 1 by Lemma 6.1.7. Using this and (6.3.2) we get the estimate
(1 + k)r · (dim G− dim t) + kr ≥ dim G.
If (1 + k)r ≤ 1, then kr = 0 and dim G − dim t ≥ dim G. But this contradicts the
fact that dim t > 0. Hence, (1 + k)r ≥ 2.
We recall that T ⊂ n denotes the smallest linear subspace over F with the
property that
(
ΦN
)
∗(C) ⊂ T ⊗F C. We consider the product decomposition H ⋍
Hc ×Ghaa,F ×Ghmm,F from Lemma 6.1.7.
Lemma 6.3.2. If dim H > dim G, then
(1 + k)r · (dim H− dim T)− r ≥ 2hc + hm + δ.
Proof. Lemma 6.1.2 implies that dim T equals dim t. Moreover, gc = 0 if and only
if hc = 0 by Lemma 6.1.7. Let s = dim H− dim G. For s = 1 one gets
(1 + k)r · (dim H− dim T)− r = (1 + k)r · (dim G− dim t) + kr. (6.3.3)
Since (1 + k)r ≥ 2, the expression
(1 + k)r · (s + dim G︸ ︷︷ ︸
=dim H
− dim T)− r− 2(s− 1)− 1− γ − 2gc − gm − δ (6.3.4)
is monotonically increasing in s. Finally, a short exact sequence as in (6.2.6) gives
2hc + hm ≤ 2(s− 1) + 1 + γ + 2gc + gm. (6.3.5)
Statements (6.3.2)-(6.3.5) imply the required estimate.
It results from Theorem1.1.2, Lemma 6.1.5 and Lemma 6.3.2 that if dim H >
dim G, then ΦN has no Zariski-dense image in H(C). By contraposition we infer
that dim H ≤ dim G. As mentioned in the beginning of the proof, the theorem
follows.
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6.3.2 Proof of Thm. 2.5.5 and Remark 2.5.6
The proof of Thm. 2.5.5 and the remark is very similar to the proof of Theorem 2.5.2
and Remark 2.5.3. After all it is left to the reader.
6.4 Proof of the two theorems about linear independence of
algebraic logarithms
6.4.1 Proof of Theorem2.5.7
We apply the notations from Sect. 6.1 with F = Q and set h = LieH. Because of
Corollary A.3.3 and because of the hypotheses we may assume here and in the next
subsection that rankZΨ
−1
(
G(F )
) ≥ 1. Lemma 6.1.3 and Theorem1.1.3 applied to
T yield then T = h. In particular,
dimT = dim H. (6.4.1)
The assumptions of the theorem, Lemma 6.1.3 and Statement (6.4.1) give the esti-
mate
dim G = dim t = dim T = dim H. (6.4.2)
The same way as in the proof of Lemma 6.2.2 we get
Lemma 6.4.1. The homomorphism pG|H is an isogeny.
As seen already twice above, the assumptions and Theorem 2.4.2 imply then that
π∗(Ψ) descends to K. This is one part of the theorem.
For the remaining part concerning the identity “dim U = dim π∗(t)” we write
ψ = π∗(Ψ) and fix an isogeny w : U −→ U′ ⊗K Q such that w∗(ψ) takes values
in U′(R). Statement (6.4.2) and Lemma 6.4.1 yield
Lemma 6.4.2. With assumptions as in Theorem 2.5.7, we have dim t = dim G.
Consider the smallest subspace s ⊂ u = LieU over K such that ψ∗(R) ⊂ s⊗K R.
Since Ψ∗(R) ⊂ π−1∗ (s)⊗K R and as π−1∗ (s) ⊂ g is defined over K, the minimality of t
implies that t∩π−1∗ (s) = t. On the other hand, s ⊂ π∗(t) because π∗(t) is defined over
K in u. Hence, s = π∗(t). Moreover, u′ = LieU′ is a subspace of Lie (U′ ⊗K Q) over
K. So, w−1∗ (u
′) is defined over K. Corollary 3.3.3 implies that (w◦ψ)∗(R) ⊂ u′⊗KR.
Thus, s ⊂ w−1∗ (u′) by minimality of s. We infer that
dim s ≤ dim u′ = dim U′ = dim U. (6.4.3)
We replace G by U, π by the identity morphism, Ψ by ψ and t by s = π∗(t).
Because of (6.4.3) this new setting satisfies the hypotheses of Theorem 2.9.7. Lemma
6.4.2 implies that dim U = dim π∗(t). This is the remaining part of the theorem.
Everything is proved.
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6.4.2 Proof of Theorem2.5.8
Recall that during the proof of Theorem 2.5.7 in the previous subsection we showed
using the Analytic Subgroup Theorem that the Zariski-closure H of ΨN (R) has
dimension ≤ dim t. Since we assume that dim G + dim U > dim t, we get by the
same argument
Lemma 6.4.3. We have dim t = dim H and the estimate dim G+dim U > dim H
holds.
The proof of the theorem is then completed with the help of Theorem 2.4.2 as in
the previous subsections.
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Chapter 7
Applications and further theorems
We can now proceed to the long awaited applications. Throughout we will use the
following
Notations. We let L = exp−1 (Q) be the Q-vector space of algebraic logarithms
and set i =
√−1. For a lattice Λ ⊂ C we define ℘Λ = ℘ to be the associated Weier-
straß function with invariants g2 = g2(Λ) and g3 = g3(Λ). The complex elliptic curve
associated to Λ is denoted by E. By abuse of notation, we will sometimes identify E
with its Weierstraß model over F = Q(g2, g3). We will also identify the exponential
map expE with ℘ and the Lie algebra e(C) = (Lie E
)
(C) with C. Then the standard
coordinate z = x + iy on C defines a coordinate of e(C) over F . And if F = F
is stable with respect to complex conjugation, then x and y yield coordinates over
K = F ∩ R on e(C).1 The set of elliptic logarithms ω ∈ ℘−1(F ∪ {∞}) is denoted
by LΛ. As above h is the complex conjugation and we shall write Λh instead h(Λ).
Note that Λh has invariants h(g2), h(g3), so it is the lattice associated to the complex
conjugate Eh of E. We shall also use the Weierstraß functions σ = σΛ, η = ηΛ and
ζ = ζΛ. The most important properties of these functions are listed in Waldschmidt
[37]. As sketched in App.B, these Weierstraß functions uniformize linear extensions
of E. For some applications the reader will need to have a look at the appendices,
especially at App.B.3.
As mentioned in the outline, in this chapter we shall not follow the historical or-
der from the first part of the introduction anymore and begin with applications
concerning real and imaginary parts of linear logarithms.
1Warning! If F is not algebraically closed, this is not true in general. For instance, if F = Q(
√−2), then y is
not defined over K = F ∩ R = Q.
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7.1 Linear independence of real and imaginary parts of al-
gebraic logarithms
From Schneider to Masser
Let Λ be a lattice in C with algebraic invariants. In 1936 Th. Schneider succeeded
in proving the transcendence of non-zero algebraic logarithms ω ∈ LΛ. With the
help of the main theorems we are able to generalize the famous result in an essential
manner. This is the content of the next three corollaries. In this section K denotes
the field Q ∩ R.
Corollary 7.1.1. Let Λ be a lattice in C with algebraic invariants and let ω ∈ LΛ.
Suppose that Zω + Λ is dense in C with respect to the analytic topology. Then
Rω ∩Q = {0}.
Proof. Let Ψ(r) = ℘(ωr) and ξ = ℘(ω). The group Zξ ∈ E(Q) is dense in E(C)
with respect to the analytic topology, so that Ψ does not descend to R. On the
other hand, the image of Ψ contains an algebraic point distinct from the neutral
element. If α ∈ Rω ∩ Q 6= {0}, then Ψ∗(R) ⊂ t ⊗K R for t = Kα. Theorem 2.5.7
implies then that Ψ descends to K, and hence to R. It follows by contraposition
that Rω ∩Q = {0}.
Corollary 7.1.2. Let Λ be a lattice in C with algebraic invariants. Then E is
isogenous to a curve over R if and only if there is a non-zero algebraic logarithm
ω ∈ LΛ such that ω/|ω| ∈ Q.
Proof. Let Ψ(r) = ℘( ω|ω|r). If ω/|ω| ∈ Q, then Ψ∗(R) = t⊗K R for t = Kω/|ω| and
Ψ(R) contains a non-trivial algebraic point ξ ∈ E(Q). It results from Theorem 2.5.7
that E is isogenous to a curve over R. Conversely, if E is isogenous to a curve over
R, then Corollary A.3.1 implies that E is isogenous to a curve E′ over K. We may
assume that E′ is in Weierstraß form. The associated lattice Λ′ has real invariants
and is stable with respect to complex conjugation. Hence, Λ′ contains a real element
λ′ 6= 0. Thus, there is a period λ ∈ Λ and an algebraic number α representing an
isogeny v : E′ −→ E such that αλ′ = λ. As a result, λ/|λ| = α/|α| ∈ Q.
Corollary 7.1.3. Let Λ be a lattice in C with algebraic invariants and let ω ∈ LΛ
be a non-zero algebraic logarithm. If Reω is algebraic, then Reω = 0.
Proof. We define G = E×Ga,Q and let π be the projection to U = E. We consider
the homomorphism Ψ(r) =
(
℘(ωr), r
)
to G(C). Then Ψ(Q) is contained in G(Q).
If Reω is algebraic, then there exists a subspace t ⊂ g over K of dimension 2 < 3 =
dim G+dim U with the property that Ψ∗(R) ⊂ t⊗K R. Theorem 2.5.8 implies that
π∗(Ψ) descends weakly to K. And it follows from Proposition 2.3.4 that the real
subspace Rω of e(C) = C is defined over K. This means that Reω and Imω are
linearly dependent over K. Now, Reω is algebraic by assumption. So, if Reω 6= 0,
then Imω is algebraic. Hence, if Reω 6= 0, then ω is algebraic. This contradicts
Schneider’s theorem (see [37, Thm. 20]). Therefore, Reω = 0.
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We also have the following related criterion.
Corollary 7.1.4. Let Λ be a lattice in C with algebraic invariants and choose an
arbitrary basis λ1, λ2 ∈ Λ. Then E is isogenous to a curve with model over K if and
only if either λ2/|λ2| is algebraic or there are integers d1, d2, d3 such that d1 6= 0 and
|d1λ1 + d2λ2| = |d3λ2|.
Proof. If λ2/|λ2| is algebraic, then the assertion follows from the previous corollary.
If λ2/|λ2| is transcendental, then Ψ(r) = ℘( λ2|λ2|r) cannot descend to K. Indeed,
otherwise it would follow from Proposition 2.3.4 that Rλ2 ⊂ C is defined over
K. But the latter is equivalent to the statement that λ2/|λ2| is algebraic, and we
would receive a contradiction. So, since Ψ does not descend to K, Corollary B.1.2
implies that τ = λ1/λ2 has irrational real part Re τ . In particular, τ is not a
quadratic irrationality. Since j(τ) is algebraic, τ is transcendental by the theorem
of Schneider ([37, Thm. 20]). The assertion follows now from Corollary C.2.1 and
RemarkC.2.2.
For a complex number ω we have ω/|ω| ∈ Q if and only if ω and h(ω) are linearly
dependent over Q. The latter holds if and only if Reω and Imω are linearly
dependent over K. Based upon this observation Theorem2.5.8 allows the following
result. The proof illustrates once again how to deal with the technically complicated
theorem.
Corollary 7.1.5. Let Λ be a lattice in C with algebraic invariants and suppose that
αΛ * Λh for all non-zero algebraic numbers α. Let ω1, ω2 ∈ LΛ be two non-zero
algebraic logarithms which are linearly independent over Z. Then, for all non-zero
ω′ ∈ L ⊗Q, the six numbers
1, ω′, Re ω1, Imω1, Re ω2, Imω2
are linearly independent over Q.
Note that the assertion is wrong if Λ = Λh, because in this case we can set
ω2 = h(ω1).
Proof. Recall that a complex number u lies in L if and only if Reu and i · Imu lie
in L. Hence, we can write
Reω′ = α(1)1 σ
(1)
1 + ....+ α
(1)
k1
σ(1)k1 + iβ
(1)
1 τ
(1)
1 + ...+ iβ
(1)
l1
τ (1)l1
where α(1)j , β
(1)
j ∈ K, σ(1)j ∈ L ∩ R and τ (1)j ∈ L ∩ iR. We may even assume that
this representation of Reω′ enjoys the property that k1 + l1 is minimal. We find
a similar representation for Imω′ involving numbers α(2)j , β
(2)
j , σ
(2)
j and τ
(2)
j . Recall
the algebraic torus S from (2.3.2). It was explained in Sect. 1.2 that the exponential
map of S(R) is canonically identified with eir. This in mind, let U = E × E,G =
U×Ga,Q ×Gk1+k2m,Q × Sl1+l2Q and write π : G −→ U for the projection. We shall work
with the homomorphism
Ψ(r) =
(
℘(ω1r), ℘(ω2r), r, e
σ
(1)
1 r, ..., e
iτ
(2)
l2
r
)
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to G(C). We claim that Ψ has Zariski-dense image. Using disjointness of the factors
of G, it suffices to verify that the ratio ω1/ω2 is not algebraic. By assumption ω1/ω2
is irrational. Hence, if E is not a CM-curve, then Schneider’s theorem ([37, Thm. 20])
implies that ω1/ω2 is not algebraic.
Claim 7.1.6. If αΛ * Λh for all algebraic numbers α 6= 0, then E is not a CM-curve
and not isogenous to its complex conjugate.
Proof. Since αΛ * Λh for all algebraic α 6= 0, E is not isogenous to its complex
conjugate. On the other hand, it follows from Corollary B.3.1 that CM-curves are
isogenous to curves with models over R. And Proposition C.1.4 implies that elliptic
curves, which are definable over R, are isogenous to their complex conjugates. We
infer the claim.
Hence, ω1/ω2 is transcendental and Ψ has Zariski-dense image. This in mind,
suppose that the assertion of the corollary is wrong. Then there is a non-trivial
relation over K between 1 and the non-vanishing real and imaginary parts of the
numbers ω′, ω1, ω2. Since these real and imaginary parts arise from coordinates over
K of an algebraic logarithm in g(C), our converse assumption implies that there is
a subspace t ⊂ g over K of dimension
dim t < k1 + l1 + k2 + l2 + 1 + 4 = dim G + dim U.
Recalling that π is the projection to U, it follows from Theorem 2.5.8 that π∗(Ψ)
descends weakly toK. By Corollary 4.4.2 this is only possible if E is either isogenous
to a curve which is definable over R or if E is isogenous to its complex conjugate.
Proposition C.1.4 implies that if the latter holds, then E must be isogenous to
its complex conjugate. This contradicts Claim 7.1.6. So, the corollary follows by
contraposition.
Next we establish a real version of Masser’s result on the linear independence of
elliptic periods and quasi-periods. To formulate the result, let Λ = Zλ1 + Zλ2 be
a lattice in C with algebraic invariants and set η1 = η(λ1) and η2 = η(λ2). In 1975
Masser [19, Ch. II, Ch. III] proved that
dimQ{1, λ1, η1, λ2, η2, 2πi} = 2 + 2 dimQ{λ1, λ2}.
Corollary 7.1.7. Let Λ = Zλ1 + Zλ2 be a lattice in C with algebraic invariants.
Then
dimQ{1, Re λ1, Imλ1, Re η1, Im η1, Re λ2, Imλ2, Re η2, Im η2, 2πi}
= 2 + 2 dimQ{Reλ1, Imλ1, Re λ2, Imλ2}.
Proof. Unfortunately, the proof is a little involved. We divided it into three steps:
1. E is not isogenous to its complex conjugate, and hence it is not
isogenous to a curve with model over K (Proposition C.1.4).
2. E is isogenous to its complex conjugate, but without complex multiplication.
3. E is a CM-curve.
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For the proof in the first case, we apply the uniformizations from App.B.3. We
define U = Gt to be the extension in Ext(E,Ga,Q) associated to t = 1. Because of
Lemma C.1.4 Gt is not isotrivial. We set G = G
2
t×SQ×Ga,Q and let π : G −→ U be
the projection. For j = 1, 2 we denote by τj the vector (tηj , λj). Finally, we define
Ψ(r) =
(
expGt(τ1r), expGt(τ2r), e
2πir, r
)
=
(
Ψo(r), r
)
Lemma B.3.1 teaches that Zτ1 + Zτ2 is the kernel of expGt . Hence, τ1 and τ2 are
independent over C for otherwise expGt
(
Cτ1
) ⊂ Gt(C) would be an elliptic curve,
contradicting that Gt is not isotrivial. Since Gt and Gm,Q are disjoint, it follows
that Ψo has Zariski-dense image and non-trivial kernel. Moreover, if u : G −→ Ga,Q
is the projection to the additive factor, then u∗(Ψ) = id. is injective. This in turn
implies that Ψ = Ψo × id. has Zariski-dense image. Suppose now that the assertion
of the corollary is wrong. Then there is a subspace t ⊂ g over K with dimension
dim t < 2 + 4 = dim U + dim G
and such that Ψ∗(R) ⊂ t⊗K R. Theorem2.5.8 implies that π∗(Ψ) descends weakly
to K. We will assume the latter and derive a contradiction.
To start with, we show
Claim 7.1.8. The homomorphism ψ(r) =
(
℘(λ1r), ℘(λ2r)
)
to E2(C) does not de-
scend weakly to K.
Proof. If ψ(r) =
(
℘(λ1r), ℘(λ2r)
)
descends weakly toK, then Corollary 7.1.5 implies
that E is either isogenous to a curve with model over K or it is isogenous to its
complex conjugate. This is a contradiction to the assumption in the first case (see
1. above).
Claim 7.1.9. The equality
dimK{Reλ1, Imλ1, Re λ2, Imλ2} = dimQ{Reλ1, Imλ1, Re λ2, Imλ2} = 4
holds.
Proof. Recalling that the four numbers in the left equality are coordinates over K
of algebraic logarithms, it follows that if
dimK{Reλ1, Imλ1, Re λ2, Imλ2} < 4 = 2 dim E2,
then there is a proper subspace s ⊂ e2 over K such that ψ∗(R) ⊂ s⊗K R. We apply
Theorem 2.5.7 to ψ, E2, the identity morphism and to s. It results that ψ descends
weakly to K. But this contradicts Claim 7.1.8. The equality on the left hand side
follows. The identity on the right hand side is clear, because the four numbers are
real.
Let p : G2t −→ E2 be the projection. Lemma 4.1.4 implies that p is universal in
the sense of Sect. 4.1. Since π∗(Ψ) descends weakly to K, it results then from Theo-
rem 2.3.5 that
(
π∗(Ψ)
)
N has no Zariski-dense image. Observe that ψ = p∗
(
π∗(Ψ)
)
.
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Universality of p and Proposition 4.2.1 imply then that ψN has no Zariski-dense
image. By Theorem 2.3.5 the homomorphism ψ descends weakly to K. We receive
a contradiction to Claim 7.1.8. So, the assertion follows in the case when E is not
isogenous to its complex conjugate.
We proceed to the proof in the second case. We begin by showing
Claim 7.1.10. If E is isogenous to its complex conjugate, but without complex mul-
tiplication, then
dimQ{Reλ1, Imλ1, Re λ2, Imλ2} = 2
and
dimQ{1, λ1, η1, λ2, η2, 2πi} − 2 = dimQ{λ1, η1, λ2, η2, } = 4.
Proof. If E is isogenous to a curve with model over K, then there exist a non-zero
algebraic number β such that a sublattice Λ′ of βΛ is stable with respect to complex
conjugation. Then Λ′ = Zλ′1 + ZΛ
′
2 with λ
′
1 ∈ R and λ′2 ∈ iR. As QΛ′ = Q(βΛ),
the first identity follows in this situation. Next assume that E is not isogenous
to a curve with model over K and let α 6= 0 be an algebraic number such that
αΛ ⊂ Λh. It follows that αd1λ1 + αd2λ2 = λh1 with rational d1, d2 ∈ Q. If d2 = 0,
then λ1/|λ1| ∈ Q. But then E would be isogenous to a curve with model over K,
as follows from Corollary 7.1.1. Hence, d2 6= 0. This implies the first identity in
the case when E is not isogenous to a curve with model over K. So, the first
identity is proved. And the second identity results from Masser’s result preceding
the corollary.
By the assumptions of the second case there is an isogeny v : Eh −→ E. We
identify Eh with the curve corresponding to the lattice Λh. Using identifications as
in App.B.3, we let then Hs be the extension v
∗[Gt] in Ext(Eh,Ga,Q) associated to
a s ∈ Q = H1(E,OE). We consider the induced isogeny w : Hs −→ Gt over v. For
j = 1, 2 we write ηhj = ηΛh(λ
h
j ) and σj = (sη
h
j , λ
h
j ). By Lemma C.3.1 Zσ1 + Zσ2
equals the kernel of expHs. The differential w∗ is defined over Q and maps the kernel
Zσ1 + Zσ2 of expHs into a cofinite submodule of the kernel Zτ1 + Zτ2 of expGt . We
conclude that
ηh1 , λ
h
1, η
h
2 , λ
h
2 ⊂ Qη1 +Qλ1 +Qη2 +Qλ2.
The definition of the Weierstraß functions (see [37], e.g.) implies that for j = 1, 2
the number ηhj is in fact the complex conjugates of ηj. Hence, for j = 1, 2 we have
Re ηj, Re λj, Im ηj , Imλj ⊂ Qη1 +Qλ1 +Qη2 +Qλ2. (7.1.1)
Claim 7.1.11. For l = 1, .., 4 there exist ⊙l ∈ {Re, Im} such that
Qη1 +Qλ1 +Qη2 +Qλ2 = Q(⊙1η1) +Q(⊙2λ1) +Q(⊙3η2) +Q(⊙4λ2). (7.1.2)
Sketch of the proof. By Claim 7.1.10 the space Qη1+Qλ1+Qη2+Qλ2 has dimension
four over Q. Since λ1 and λ2 are both non-zero, it follows from Claim 7.1.9 that for
a suitable choice of ⊙2 and ⊙4 we have
Qη1 +Qλ1 +Qη2 +Qλ2 = Qη1 +Q(⊙2λ1) +Qη2 +Q(⊙4λ2)
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and
Q(⊙2λ1) +Q(⊙4λ2) = Qλ1 +Qλ1.
Using Claim 7.1.9 and Statement (7.1.1) together with the fact that η1 and η2 are
non-zero, one deduces that for a suitable choice of ⊙1 and ⊙3 the identity in (7.1.2)
holds. This amounts to a lengthy, but straightforward verification based on linear
algebra.
The second equality in Claim 7.1.9 and Claim 7.1.10 imply the assertion of the
corollary in the second case.
After all we only sketch the proof in the third case, that is, when E is a CM-curve.
If E admits complex multiplication, then E is isogenous to a curve with model over
K. Applying an isogeny to a curve over K together with a calculation as above, one
shows the two identities
dimQ{Reλ1, Imλ1, Re λ2, Imλ2}
= dimQ{λ1, λ2}
and
dimQ{1, Re λ1, Imλ1, Re η1, Im η1, Re λ2, Imλ2, Re η2, Im η2, 2πi}
= dimQ{1, λ1, η1, λ2, η2, 2πi}
hold. The assertion follows then from Masser’s result. This was the last open case.
Everything is proved.
Corollary 7.1.12. Let Λ be a lattice in C with algebraic invariants and let λ ∈
Λ \ {0}. Then the following assertions are equivalent.
1. Reλ−1Λ * Q.
2. For each ω ∈ LΛ \QΛ the numbers ζ(ω)λ− η(λ)ω, λ and
their complex conjugates are linearly independent over Q.
Proof. For a general ω ∈ LΛ \QΛ we define
fω(z1, z2) =
σ3(z2 − ω)e3ζ(ω)z2+z1
σ3(z2)σ3(ω)
.
With notations as in App.B.3, let π : Gω −→ E be the extension of E by Gm,Q
associated to ω. By Lemma C.1.4 Gω is not isotrivial. The extension admits a
uniformization expGω : C
2 −→ P5(C) over Q given by
expGω(z1, z2) =
[
℘(z2) : ℘
′(z2) : 1 : ℘(z2−ω)fω(z1, z2) : ℘′(z2−ω)fω(z1, z2) : fω(z1, z2)
]
.
Set y = ζ(ω)− η(λ)
λ
ω. Lemma B.3.1 teaches that (−3yλ, λ) is a period of expGω . Let
Ψ(r) = expGω(−yλr, λr). Statement 2. is wrong if and only if the real and imaginary
parts of the two complex numbers in the statement are linearly dependent over K.
The latter holds if and only if there is a proper subspace t ⊂ gω = LieGω over K with
the property that Ψ∗(R) ⊂ t⊗K R. By Theorem 2.5.7 this implies that Ψ descends
weakly to K. Then, either Ψ descends to K or Ψ descends weakly to K, but not
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in the strong sense. In the first case Theorem 2.8.2 teaches that also ψ = π∗(Ψ)
descends to K. In the second case the homomorphism v : G −→ G′ ⊗K Q in the
definition of weak descent has kernel of positive dimension. Hence, v must factor
through π as, say v = w ◦π. Since E = imπ has dimension one, it follows then that
ψ = π∗(Ψ) descends to K via w. CorollaryA.1.2 and CorollaryA.3.2 imply that ψ
descends to K if and only if the first statement is wrong. So far, we have shown that
if the second statement is not true, so isn’t the first. On the other hand, if the first
statement is wrong, so that ψ descends weakly to K as just observed, then it follows
from Proposition 2.3.4 that Statement 2. is wrong. The corollary is proved.
The corollary implies that if ζ(ω)λ−η(λ)ω|ζ(ω)λ−η(λ)ω| is algebraic for some ω ∈ LΛ \ ΛQ and
some λ ∈ Λ, then E is isogenous to an elliptic curve over R. Conversely:
Corollary 7.1.13. Let Λ be a lattice in C with algebraic invariants and suppose
that αΛ * Λh for all non-zero algebraic numbers α. Then, for all λ ∈ Λ \ {0} and
all ω ∈ LΛ \QΛ, the number
ζ(ω)λ− η(λ)ω
|ζ(ω)λ− η(λ)ω|
is transcendental.
Slightly more advanced is the following version of Corollary 7.1.12. It demon-
strates the utility of PropositionB.2.2.
Corollary 7.1.14. Let Λ be a lattice in C with algebraic invariants and let ω ∈
LΛ \ Λ be an algebraic logarithm such that ω − h(ω), ω + h(ω) /∈ QΛ. Then, for all
λ ∈ Λ \ {0}, the three numbers Re (ζ(ω)λ− η(λ)ω), Im (ζ(ω)λ− η(λ)ω) and λ are
linearly independent over Q.
Sketch of the proof. We use notations as in the proof of Corollary 7.1.12. We con-
sider the homomorphism Ψ(r) = expGω(yλr, λr) and let π : Gω −→ E be the
projection. Using arguments as in the proof of Corollary 7.1.6, one can show that
the assertion of the corollary is true if and only it is true after the three numbers
have been replaced by their pendants
Re
(
ζ ′(ω′)λ′ − η′(λ′)ω′), Im (ζ ′(ω′)λ′ − η(λ′)ω′) and λ′
arising from an isogeny v : E −→ E′. So, if π∗(Ψ) descends toK, then after transition
to an isogeny we may assume that E is defined over R and that λ ∈ R = e′. If
in this situation the three numbers are linearly dependent over Q, then they are
linearly dependent over K. But then there is a proper subspace t ⊂ gω of dimension
dim t = dimGω = 2 over K such Ψ∗(R) is contained in t ⊗K R. Theorem 2.5.7
implies that Ψ descends to K. And PropositionB.2.2 yields that expE(ω + h(ω))
or expE(ω − h(ω)) is a torsion point. This contradicts the assumption. On the
other hand, if π∗(Ψ) does not descend to K, then we infer from Corollary C.2.2 that
Reλ−1Λ * Q. The claim follows then from Corollary 7.1.12.
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Let t be a non-zero algebraic number and Λ a lattice in C with algebraic invari-
ants. If ω ∈ LΛ \ Λ, then it follows from the definition of expGt that the value
expGt
(
tζ(ω), ω
)
is an algebraic point of the extension Gt in Ext(E,Ga,Q). More-
over, the projection πt : Gt −→ E is the universal homomorphism. Using these two
facts together with Theorem2.5.7 and Corollary 4.4.2, one proves the next corollary.
Details are left to the reader.
Corollary 7.1.15. Let k ≥ 1 be an integer and let Λ be a lattice in C with algebraic
invariants. Suppose that αΛ * Λh for all non-zero algebraic numbers α. Let ωj,
j = 1, ..., k, be algebraic logarithms in LΛ \ Λ which are linearly independent over
Z. Then the real and imaginary parts of the numbers ωj, ζ(ωj), j = 1, ...., k, are
linearly independent over K.
Generalizations of a theorem of Diaz
In his 2004 paper [10], Diaz found an elementary proof for the following special case
of the theorem of Gel’fond and Schneider from the introduction.
Theorem 7.1.16. If ω ∈ L is an algebraic logarithm such that the real and the
imaginary part of ω are linearly dependent over K, then ω is either real or purely
imaginary.
With the help of our main results we are able to generalize Diaz’ theorem into
several directions.
Corollary 7.1.17. Let G be a commutative group variety over Q and let ω ∈ g(C)
be the logarithm of an algebraic point ξ ∈ G(Q). Let t be the smallest subspace
of g over K such that ω ∈ t ⊗K R. If t 6= g, then there exists a homomorphism
v : G −→ G′ ⊗K Q onto a commutative group variety of positive dimension with
model G′ over K such that v(ξ) ∈ G′(R).
Proof. This is immediate from Theorem 2.5.7 by setting Ψ(r) = expG(ωr) and
π = id.
An interesting consequence of Corollary 7.1.17 is
Corollary 7.1.18. Let G be a simple commutative group variety over Q of dimen-
sion g. For j = 1, 2 let ωj ∈ LG be an algebraic logarithm and let tj be the smallest
subspace of g over K with the property that ωj ∈ tj ⊗K R. If tj 6= g for j = 1, 2,
then t1 ∩ t2 = {0} or t1 = t2.
Proof. Fix a j = 1, 2. We apply Theorem2.5.8 to Ψj(r) = expG(ωr), πj = id.
and tj and deduce that there is a non-zero homomorphism wj : G −→ G′j ⊗K Q
such that (wj)∗(Ψj) takes values in G′j(R). The simplicity of G implies that wj is
an isogeny, and we infer that (wj)∗(tj) ⊂ g′j . It follows from Theorem 2.5.7 that
dim tj ≥ dim G = dim g′. So, (wj)∗(tj) = g′j . Next, let v1 : G′j ⊗K Q −→ G be
an isogeny with the property that w1 ◦ v1 is multiplication with an integer and set
v2 = w2. The previous yields
(v1)∗
(
g′1
)
= t1 and (v2)∗
(
t2
)
= g′2.
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Define v = v2 ◦ v1. Then
v
(
G′1(R)
) ∩G′2(R) ⊃ v2(expG(t1 ∩ t2))
is a positive dimensional real Lie group. Let ξ ∈ G′1(R) be an element which
generates a Zariski-dense subgroup of G′1(R) and such that v(ξ) ∈ G′2(R). Then
v(ξ′) = vh(ξ′) for each ξ′ ∈ Zξ. A density argument yields v = vh. It follows from
Lemma 3.2.2 that v is defined over K. This in turn implies that t1 = (v1)
−1
∗
(
g′1
)
=
(v2)
−1
∗
(
g′2
)
= t2.
Proposition 2.3.4 and Corollary 7.1.18 imply
Corollary 7.1.19. Conjecture 1.2.2 is equivalent to Conjecture 1.2.3.
The verification of this is left to the reader.
Corollary 7.1.20. Let A be an abelian variety of dimension g over Q and let u =
u(A) be the smallest dimension of a non-trivial simple algebraic subgroup of A.
Let z1, ..., zg be linear coordinates on a(C) over Q. Suppose a non-zero algebraic
logarithm
ω = (ω1, ..., ωg) ∈ LA = exp−1A
(
A(Q)
)
with the property that the numbers
Reω1, Imω1, ...., Re ωg, Imωg
generate a space of dimension n over K such that either n ≤ u or 2g− u ≤ n < 2g.
Then A contains a simple algebraic subgroup of positive dimension which is isogenous
to an algebraic group with model over K.
Sketch of the proof. Let Ψ(r) = expG(ωr). As in the proof of Theorem 2.5.7 (Sub-
sect. 6.2.1) one shows that n equals the dimension of the Zariski-closure H ⊂ NQ/K(G)⊗K
Q = A×Ah of ΨN (R). The algebraic groups A× Ah and H are plurisimple. More-
over, u(A) = u(Ah) = u(A× Ah). So, the hypotheses imply that δ(H) is odd. The
claim follows then from Corollary 4.4.3 and because A is plurisimple.
On Waldschmidt’s theorem about the density of rational points
As mentioned in the introduction, Mazur’s conjecture is the motivation for Wald-
schmidt’s article [39]. In this paper, Waldschmidt considers first a commutative
group variety G over a real number field and treats the question when a subgroup
Γ ⊂ Go(R) ∩ G(K) is dense in the connected component of unity Go(R) of the real
Lie group G(R). In the last part of [39] the assumption that G is defined over a real
subfield is dropped. Instead, the Weil restriction NQ/K(G) is introduced which en-
ables to apply the previously established density criterions to subgroups Γ ⊂ G(Q).
The trick is to replace Γ by the subgroup ΓN = {(γ, γh), γ ∈ Γ} of NQ/K(G). A spin
off of this idea is [39, Corollary 5.4 a)]:
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Theorem 7.1.21. Let A be a simple abelian variety of dimension g over Q and
let Γ ⊂ A(Q) be a group of rank ≥ 4g2 − 2g + 1. Then Γ is dense in A(C) unless
there is an abelian subvariety A′ ⊂ NQ/K(G) such that ΓN/
(
ΓN ∩ A′(R)
)
has rank
< g2 − g − 1.
Using our results, we are able to simplify the condition in Theorem7.1.21 con-
cerning ΓN .
Corollary 7.1.22. Let A be a simple abelian variety of dimension g over Q and let
Γ ⊂ A(Q) be a group of rank ≥ 4g2−2g+1. Then Γ is dense in A(C) unless there is
a proper subspace t ⊂ a over K = Q∩R with the property that Γ/(Γ∩expG(t⊗KR))
has rank < g2 − g − 1.
Proof. Define ΓN = {(γ, γh), γ ∈ Γ}. Because of Theorem7.1.21 we need to show
(∗) If a proper subspace t over K exists such that Γ/(Γ∩ expG(t⊗K R)) has
rank < g2−g−1, then there is an abelian subvariety A′ ⊂ NQ/K(A) such
that ΓN/
(
ΓN ∩A′(R)
)
has rank < g2 − g − 1.
It suffices to prove (∗) for a free subgroup Γ′ = Zξ1 + ... + Zξk of finite index in
Γ. We may even assume that ξ1, ..., ξl ∈ expG
(
t ⊗K R
)
for some l ≤ k such that
0 ≤ k − l < g2 − g − 1.
For j = 1, ..., l let ωj ∈ t ⊗K R be an algebraic logarithm of ξj. Let tj ⊂ t be the
smallest vector space over K such that ωj ∈ tj ⊗K R. We apply Theorem 2.5.8 to
G = A, π = id., Ψj(r) = expG
(
ωjr) and tj. We infer using simplicity of A that Ψj
descends to K via an isogeny vj : A −→ A′j ⊗K F . In particular, (vj)∗tj ⊂ a′j , so
that dim tj ≤ dim A′. Theorem 2.5.7 yields that dim tj = dim A. In particular,
dimK a = 2dim A = dim tj + dim ti
for all i, j = 1, ..., l. So,
dim t < dimK a = dim tj + dim ti
for all i, j = 1, ..., l. Thus, ti ∩ tj 6= {0} for all i, j = 1, ..., l. Corollary 7.1.18 implies
that ti = tj for all i, j = 1, ..., l. It follows that
v1(ξj) ∈ A′1(K) (7.1.3)
for all j = 1, ..., l. Let w : A′1 ⊗K F −→ A be an isogeny such that v1 ◦ w is
multiplication with an integer. Since A′1 is simple, the functorially induced mor-
phism N (w) : A′1 −→ NQ/K(A) defines an isogeny onto its image A′ = N (w)
(
A′1).
Statement (7.1.3) implies that Γl = w
−1(Zξ1 + ... + Zξl) ∩ A′1(K) has rank l. As
the isogeny N (w) is defined over K, the group N (w)(Γl) ⊂ A′(K) has rank l, too.
Define Γ˜ = N (w)(w−1(Γ)). The previous implies that the group Γ˜/(Γ˜∩A′(R)) has
rank ≤ k − l. Moreover, as w is an isogeny and as N (w)⊗K Q = (w,wh), ΓN is a
cofinite subgroup of Γ˜. Assertion (∗) follows.
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Solution to Exercise 2.6.1
If t 6= g, then Theorem 2.5.8 applied with π = id. and U = G yields that Ψ descends
weakly to K. Since A and B are disjoint, each positive dimensional quotient of G
has dimension ≥ 2. It follows from Proposition 2.3.4 that dim t ≤ 8. Assume that
p∗(Ψ) descends to K, but q∗(Ψ) does not. Then dim t = 8 for otherwise Theorem
2.5.8 applied with π = q and U = B would imply that q∗(Ψ) descends to R. Next
suppose that q∗(Ψ) descends to K, but p∗(Ψ) does not. Reversing the roles of A
and B and applying Proposition 2.3.4, we infer that dim t = 7. Finally if p∗(Ψ) and
q∗(Ψ) descend to K, then dim t ≤ 2+3 = 5 by Proposition 2.3.4, and Theorem 2.5.7
with π = id. and U = G implies that Ψ descends to K. From the same theorem we
deduce then that dim t = 5.
7.2 Real-analytic generalizations of the six exponentials the-
orem
In this section we state some nice consequences of Theorem 2.5.3 which is inspired
by the six exponentials theorem from Sect. 1.2.
Corollary 7.2.1. Let Λ be a lattice in C with algebraic invariants and let aj, j =
1, 2, 3, be three complex numbers not in Λ which are linearly independent over Z, but
collinear over R. Then, for all non-zero complex numbers b such that either b/|b| is
transcendental or ba1 /∈ R ∪ iR, at least one among the six numbers ebaj , ℘(aj) is
not algebraic.
Proof. Suppose that all six numbers are algebraic. Set G = Gm,Q × E and let p
(resp. q) denote the projection to Gm,Q (resp. to E). Then one deduces from Theorem
2.5.1 applied with gm = 1, ga = 0, r ≥ 3 and k ≥ 0 that the homomorphism
Ψ(r) =
(
eba1r, ℘(a1r)
)
to the set of complex points of G descends to R.2 Because of
Theorem 2.4.2 the latter is only possible if the two homomorphisms p∗(Ψ) and q∗(Ψ)
both descend to R. We saw in the previous section that if q∗(Ψ) descends to R, then
a1/|a1| is algebraic (∗). It follows from Corollary A.3.1 that if p∗(Ψ) descends to R,
then ba1 ∈ R ∪ iR (∗∗). The assertions (∗) and (∗∗) imply that b/|b| is algebraic.
The claim results by contraposition.
Next we prove a variation of the six exponential theorem for elliptic curves.
Corollary 7.2.2. Let Λ1 and Λ2 be two lattices in C with algebraic invariants. Let
aj, j = 1, 2, 3, be three complex numbers not in Λ1∪Λ2 which are linearly independent
over Z, but collinear over R. Suppose that Λ2 is neither isogenous to Λ1 nor to Λh2.
Then, for all complex numbers b such that ba1/|ba1| is transcendental, at least one
among the six values ℘1(baj), ℘2(aj) is defined and not algebraic.
The statement of this corollary is similar to the statement of the previous one,
but the strategy of proof is rather different.
2Recall that we identify ℘(z) with the exponential map of E for brevity.
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Proof. We define Ψ1 : R −→ E1(C) to be the homomorphism Ψ1(r) = ℘j(ba1r) and
let Ψ2 : R −→ E2(C) be the homomorphism Ψ2(r) = ℘2(a1r). Moreover, we set
G = E1 × E2 × Eh2 and U = E1. We consider the projection π : G −→ U and define
Ψ = Ψ1×(Ψ2)N . The hypotheses imply that the image of Ψ is Zariski-dense in G(C).
If now all six numbers in question are algebraic, then the group Ψ−1
(
G(Q)
)
has rank
≥ 3. In this situation it follows from Theorem 2.5.2 applied with gm = ga = 0, r ≥ 3
and k ≥ 0 that Ψ1 = π∗(Ψ) descends to R. As seen in the previous section, the ratio
ba1/|ba1| is then algebraic. Contradiction.
The third result in this section is more abstract.
Corollary 7.2.3. Let A be a simple abelian variety over Q and let Ψ : R −→ A(C)
be a non-zero real-analytic homomorphism such that the group of algebraic logarithms
Ψ−1
(
A(Q)
)
has rank ≥ 3. Let C be the closure of Ψ(R) with respect to the analytic
topology. Then C is a real Lie group of dimension dim C ≤ 3.
Proof. We apply Theorem 1.1.1 to G = A, to the complexification Φ of Ψ and with
gm = ga = 0, r ≥ 3 and k ≥ 0. It follows that dim A ≤ 3. Next we apply Theorem
2.5.2 to the same setting (without Φ) and with π = id. It results that Ψ descends
weakly to K if dim A ≥ 2. Since A is simple, Ψ descends weakly to K if and only
if it descends to K. Now, in general for an abelian variety A′ over R the dimension
of the real Lie group A′(R) equals dim A′. So, the assertion of the corollary follows
if dim A ≥ 2. On the other hand, if dim A ≤ 1, then dim C ≤ 2. The claim is
proved.
7.3 Algebraic independence of values connected to ez and
Weierstraß elliptic functions
On a theorem of Chudnovsky
Between 1974 and 1981 Chudnovsky proved striking results of algebraic indepen-
dence related to elliptic functions. One among these results was the algebraic inde-
pendence of the two numbers
ζ(ω)− η(λ)
λ
ω,
η(λ)
λ
for a lattice Λ in C with algebraic invariants, an algebraic logarithm ω ∈ LΛ \ QΛ
and associated values η(λ), ζ(ω). In [37, Con. 38] Waldschmidt states a conjecture
which generalizes Chudnovsky’s theorem.
Conjecture 7.3.1. Let Λ be a lattice in C and λ ∈ Λ\{0}. If ω /∈ Qλ∪Λ is a complex
number, then two among the numbers
g2, g3, ℘(ω), ζ(ω)− η(λ)
λ
ω,
η(λ)
λ
are algebraically independent.
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The conjecture is closely related to extensions of E by Ga. In the direction of the
conjecture we prove the following results.
Corollary 7.3.2. Let Λ be a lattice in C with real, but not algebraic invariants and
let λ ∈ Λ \ {0} be such that Reλ−1Λ * Q. If ω ∈ (R ∪ iR)λ \ (Qλ ∪ Λ), then two
among the numbers
g2, g3, ℘(ω), ζ(ω)− η(λ)ω, η(λ), λ
are algebraically independent.
Proof. With notations as in App.A.3 we let t = 1 and consider the homomorphism
Ψ(r) = expGt
(
η(λ)r, λr
)
to the extension G = Gt of U = E by the additive group. It follows from Lemma
B.3.1 that Ψ is 1-periodic. We let F1 be the algebraically closed field generated by the
six numbers g2, g3, ℘(ω), ζ(ω)− η(λ)ω, η(λ), λ and define F2 to be the algebraically
closed field generated by F1 and the conjugates of the six numbers. Then
Z+ Zω ⊂ Ψ−1(Gt(F2)) ∪Ψ−1[i] (Gt(F2)).
We write π for the projection from G to U and apply Theorem2.5.5 with dim t = 1,
gc = 2, gm = ga = 0, r ≥ 2 and k ≥ 1. It follows that π∗(Ψ) descends weakly
to K if trdegQF2 = 1. Since g2, g3 are real, but not both algebraic, it holds that
if trdegQF1 ≤ 1, then trdegQF2 ≤ 1. Consequently, if trdegQF1 ≤ 1, then π∗(Ψ)
descends weakly to K. For dimension reasons π∗(Ψ) descends weakly to K if and
only if π∗(Ψ) descends to K. And if π∗(Ψ) descends to K, then Reλ−1Λ ⊂ Q by
CorollaryB.1.2. We infer the claim by contraposition.
Similarly we get
Corollary 7.3.3. Let Λ be a lattice in C and let λ ∈ Λ∩R∗ be such that Reλ−1Λ *
Q. If ω ∈ (R ∪ iR) \ (Qλ ∪ Λ), then two among the numbers
g2, g3, ℘(ω), ζ(ω)− η(λ)
λ
ω,
η(λ)
λ
and their complex conjugates are algebraically independent.
On the algebraic independence of pi and an elliptic period
Let Λ be a lattice in C with algebraic invariants. A ”folklore” problem in tran-
scendence theory it the question whether π and a lattice element λ ∈ Λ can be
algebraically dependent. It is known that this is not the case if Λ admits complex
multiplication (see Waldschmidt [37]). In this direction we can state the following
result.
Corollary 7.3.4. Let Λ be a lattice in C with algebraic invariants and suppose that
Reλ−1Λ * Q for some λ ∈ Λ \ {0}. Let ω ∈ L \ iπQ be a real or purely imaginary
number and set c = λω
iπ
. Then
trdegQQ
(
π/|λ|, λ/|λ|, ℘(c)) ≥ 2
86
and
trdegQQ
(
π, λ, ℘(c)
) ≥ 2.
Proof. Let U = E, G = U×Gm,Q and define π : G −→ U to be the projection. Set
Ψ(r) =
(
℘
(
λr
|λ|
)
, eiπr/|λ|
)
. The field F = Q( π|λ|) is closed with respect to complex
conjugation and if ℘(c) ∈ F , then
Z|λ|+ Ziω|λ|/π ⊂ Ψ−1(G(F ))+Ψ−1[i] (G(F )).
CorollaryA.1.2 and Theorem2.5.5 applied with dim t = 1, gc = gm = 1, ga = 0, r ≥
2 and k ≥ 1 give then the first assertion. The second estimate follows similarly by
considering F = Q(π), Ψ(r) =
(
℘ (λr) , eiπr/λ
)
and Z+ Ziω/π.
Density of algebraically independent points
The final three results of this subsection are not a logical consequence of our theo-
rems, but are proved with the very same techniques. They amend Diaz’ observation
from Subsect. 7.1.2.
Theorem 7.3.5. Let G be a simple commutative group variety over a subfield F of
C which is countable and closed with respect to complex conjugation. Let Ψ : R −→
G(C) be a real-analytic homomorphism. If trdegFF (ξ, ξ
h) < 2 dim G for uncountably
many ξ ∈ Ψ(R), then Ψ descends to R.
Proof. Let K = F ∩ R and N = NF/K(G). Suppose the statement is wrong. Then
there is an uncountable set S ⊂ R such that trdegFF (ξ, ξh) < 2 dim G for ξ = Ψ(r)
and all r ∈ S. There exists, for all r ∈ S, a proper subvariety Cr ⊂ G × Gh
over F with minimal dimension and the property that ΨN (r) ∈ Cr(C). However,
the number of pair-wise distinct subvarieties among the Cr is at most countable.
Consequently, there is an uncountable subset So ⊂ S and a proper subvariety
C ⊂ G ×Gh over F with the property that ΨN (So) ⊂ C(C). It is an easy exercise
to check that So admits a point of culmination ro such that ξo = ΨN (ro) ∈ C(C).
Let U be an affine neighborhood of ξo together with a function f ∈ F [U] defining
C ∩ U. It follows that f ◦ ΨN ≡ 0. Hence, ΨN (R) ⊂ C(C). Since G is simple,
this in turn implies that C is an algebraic group H which is the Zariski-closure of
infinitely many points in ΨN (R) ∩ N (R). Therefore H = Hh, so that H admits a
model H′ ⊂ N over K with the property that ΨN (R) ⊂ H′(R). It follows that Ψ
descends to K.
Corollary 7.3.6. Let u ∈ C \ (R ∪ iR). Then, for r ∈ R outside a countable set,
eru and its complex conjugate are algebraically independent.
Proof. The condition on u guarantees that Ψ(r) = eru does not descent to R. This
is a consequence of Corollary B.3.1. We apply the previous corollary and infer the
result.
Corollary 7.3.7. Let Λ be a lattice in C with algebraic invariants and let u ∈ C\Q
be such that |u| = 1. Then, for r ∈ R outside a countable set, ℘(ru) and its complex
conjugate are algebraically independent.
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Improvements and analoga of a theorem of Gel’fond
A classical theorem of Gel’fond from 1947 asserts that for an algebraic α 6= 0, 1
and a cubic β the two numbers αβ, αβ
2
are algebraically independent. In the next
four corollaries we study results concerning the exponential function which combine
Gel’fond’s idea of proof with our real-analytic approach. We shall then return to
our main play ground, the elliptic world, and derive elliptic analoga of his theorem.
Corollary 7.3.8. Let β be a quadratic irrationality and ω be a non-zero complex
number such that ω/h(ω) /∈ Q(β).
1. If ω|ω| is transcendental, then two of the three numbers
ω
|ω| , e
ω, eβω
are algebraically independent.
2. If ω|ω| is algebraic, then two among the numbers e
ω, eβω and their
conjugates are algebraically independent.
3. If ω|ω| and one of the numbers e
ω/|eω|, eβω/|eβω| is algebraic, then
the two numbers eω, eβω are algebraically independent.
Proof. We write Q(β) = Q + Qα with α ∈ R ∪ iR and note that Q(β) is closed
with respect to complex conjugation. To show the first statement, we shall apply
Remark 2.5.6. To this end, we set G = Gm,Q ×Gm,Q and consider
Ψ(r) =
(
eωr/|ω|, eβωr/|ω|
)
.
Claim 7.3.9. The homomorphism Ψ does not descend weakly to R.
Proof. The hypotheses imply that Reω, Imω, βReω and βImω are Z-linearly in-
dependent. Hence, ΨN has a Zariski-dense image. Theorem 2.3.5 implies then the
assertion of the claim.
Next we observe that the two numbers ω|ω| ,
h(ω)
|ω| are algebraically dependent and
that they generate an algebraically closed field F1 which is stable with respect to
complex conjugation. Let F2 be the algebraically closed field generated by
ω
|ω| , e
ω, eβω
and their complex conjugates. Then F1 ⊂ F2 and
Z+ Zα ⊂ Ψ−1(G(F2)) ∪Ψ−1[i] (G(F2)).
If trdegQF2 = 1, then F1 = F2. We apply then Remark 2.5.6 with π = id., dim t = 1,
r ≥ 2, gm = 2, gc = ga = 0 and k ≥ 0. It is inferred that Ψ descends weakly to
K = F1 ∩ R. But this is excluded because of the last claim. Hence, trdegQF2 ≥ 2.
Statement 1. follows.
For the remaining statements we recall Theorem7.1.16. It implies that eω and
eβω are transcendental if ω/|ω| is algebraic. Then the proof goes along the same
lines.
The corollary admits some nice applications. Since their derivation is straight-
forward to an large extend, the proofs are only sketched. The first application is a
reminiscent of a problem stated in Waldschmidt [38, p. 594].
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Conjecture 7.3.10. If ω ∈ L is a non-zero algebraic logarithm and β is a quadratic
irrationality, then ω and eβω are algebraically independent.
In the direction of the conjecture we can show
Corollary 7.3.11. Let ω ∈ L be an algebraic logarithm and β be a quadratic irra-
tionality. If ω/|ω| and eβω are algebraically dependent, then ω ∈ R ∪ iR.
Proof. If ω /∈ R∪ iR, then Theorem7.1.16 implies that ω/|ω| is transcendental, and
the claim follows from the first statement in Corollary 7.3.8.
Corollary 7.3.12. Let α > 0 be an algebraic number and d ≥ 2 be a square-free
integer. Then π/ log α and α
√
de
√−dπ are algebraically independent.
Proof. Set ω = iπ + log α and β =
√
d. Baker’s theorem implies that ω/|ω| is not
algebraic. Using that π/ log α and ω/|ω| are algebraically dependent, one completes
the proof with the help of Statement 1. in Corollary 7.3.9.
Corollary 7.3.13. Let β /∈ Q(i) be a quadratic irrationality. Then eπ and eβ(1+i)π
are algebraically independent.
Proof. Let ω = iπ+ π. Note that eπ+iπ ∈ Q(eπ) and derive the result with the help
of the third statement in Corollary 7.3.8.
The next consequences are, to some effect, elliptic analoga of Gel’fond’s result.
They amend Masser-Wu¨stholz [22, Corollary 1] where a similar result for elliptic
curves with complex multiplication is given.
Corollary 7.3.14. Let β be an algebraic real number with degree 4 over Q. Let
Λ be a lattice in C with algebraic invariants and consider an algebraic logarithm
ω ∈ LΛ \Λ such that ω/|ω| /∈ Q. Then the four values Im℘(βω), Re℘(βω), ℘(β2ω)
and ℘(β3ω) are defined and two of them are algebraically independent.
Proof. Let l = 1, 2, 3. Denote by F the algebraically closed field generated by
cl = ℘(β
lω) and the conjugate h(c1) over Q. We will suppose that F has transcen-
dence degree ≤ 1 and will derive a contradiction.
The number ℘(βω) is transcendental by the theorem of Schneider. Hence, since
F has transcendence degree ≤ 1 over Q, then the field F is the algebraic closure of
Q
(
c1, h(c1)
)
and it is stable with respect to complex conjugation. We set G = E3,
define
Ψ(r) =
(
℘(ωr), ℘(βωr), ℘(β2ωr)
)
and consider
Z+ Zβ + Zβ2 + Zβ3 ⊂ Ψ−1(G(F ))+Ψ−1[i] (G(F )).
Since ω/|ω| /∈ Q, ω and its complex conjugate are not linearly dependent over Q.
Claim 7.3.15. The homomorphism Ψ does not descend weakly to K.
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Proof. Because of Theorem 2.3.5 it suffices to show that the homomorphism ΨN
has Zariski-dense image. Assume first that E has no complex multiplication. With
notations as in Sect. 3.3 we have Lie(ρ)(ω) = h(ω). If ΨN has no Zariski-dense
image, then we receive an equation
0 = (a0 + a1β + a2β
2)ω + (b0 + b1β + b2β
2)αh(ω)
with rational aj , bj and where α ∈ Q represents an isogeny in End(Eh,E) ⋍ Z. Since
ω and its complex conjugate are linearly independent over Q, we get a contradiction.
Finally, if E has complex multiplication by, say
√−d, then Q(β,√−d) has degree 8
over Q for β is real. Using this the proof follows similarly.
Recall that F is stable with respect to complex conjugation and set K = F ∩R.
The hypotheses imply: There is a subspace t of e2 over K of dimension dim t = 2
such that the image of Ψ∗ is contained in t⊗K R. From Theorem2.5.5 applied with
π = id., r ≥ 3, gc = 3, gm = 0, ga = 0 and k ≥ 0 we infer that Ψ descends weakly to
K. But the latter contradicts the previous claim.
Corollary 7.3.16. Let β be a cubic real irrationality. Let Λ be a lattice in C with
algebraic invariants and consider an algebraic logarithm ω ∈ L such that ω/|ω| /∈ Q.
Then two of the three numbers Reω, ℘(βω) and ℘(β2ω) are algebraically indepen-
dent.
Proof. Since ω/|ω| is transcendental, Corollary 7.1.3 implies that so is Reω. Set
G = E3 ×Ga,Q, consider the projection π to E3 and define
Ψ(r) =
(
℘(ωr), ℘(βωr), ℘(β2ωr), (Reω)r
)
.
Using arguments as in the previous proof, one derives the assertion from Theorem
2.5.5.
Corollary 7.3.17. Let Λ be a lattice in C with algebraic invariants and complex
multiplication by τ /∈ Q(i). Consider a non-zero algebraic logarithm ω ∈ LΛ such
that ω/|ω| /∈ Q. Then ω/|ω| and ℘(iω) are defined and algebraically independent.
Proof. We will sketch the proof only in the case when τ =
√−d for a square-free
integer d > 1. The general case is readily reduced to this. We consider the group
|ω|(Z+ iZ+ τZ+√dZ) of rank four and the homomorphism
Ψ(r) =
(
℘
(
ω
|ω|r
)
, ℘
(
i ω|ω|r
))
to the set of complex points of G = E2. The proof runs then as follows: First
one verifies that Ψ has Zariski-dense image in G(C). Next one defines F to be the
algebraically closed field generated by ω|ω| , ℘(
√
dω) and ℘
(
iω
)
. Since ω|ω| and its
conjugate are algebraically dependent, it follows that if F has transcendence degree
≤ 1, then it is stable with respect to complex conjugation. In the third step one
applies Theorem2.5.5 with π = id., dim t = 1, gc = 2, gm = ga = 0, r ≥ 4 and
k ≥ 0. One derives that F has transcendence degree ≥ 2. As ℘(τ√d ω) = ℘(idω)
and ℘(τiω) = ℘
( − √dω), it results then in the last step that ω|ω| and ℘(iω) are
algebraically independent.
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Appendix A
Complex group varieties and real
fields of definition
In this appendix we state and prove some mostly known results which link the analytic theory of algebraic
groups to the problem of definability over real subfields.
A.1 Real fields of definition
In what follows we denote by G a complex commutative group variety.
Proposition A.1.1. Let t+ ∈ H(g) be such that Λ is stable with respect to the canonical action of Gal(C|R)
on g = t+ ⊗R C. Then there is an algebraic group G′ over R and an isomorphism v : G −→ G′ ⊗R C of
complex algebraic groups with the property that expG(t
+) ⊂ v−1(G′(R)).
The notion of a “canonical action” and the symbol “H(g)” were defined in Sect. 3.3.
Proof. The statement is readily reduced to
(∗) Let Φ : Cg −→ G(C) be an e´tale and holomorphic homomorphism,
and denote by Λ its kernel. Suppose that Λ is stable with respect to
complex conjugation. Then there is an algebraic group G′ over R and
an isomorphism v : G −→ G′ ⊗R C of complex algebraic groups with
the property that Φ(Rg) ⊂ v−1(G′(R)).
We set N = NC/R(G) and write Ψ = Φ|Rg . Because of Proposition the real-analytic homomorphisms
Ψh = ρ∗ ◦Ψ and ΨN = Ψ×Ψh can be extended to holomorphic maps Φh : Cg −→ G(C) and ΦN : Cg −→
N (C). As above we will suppose that G is embedded into PNF as a quasi-projective subvariety. Then Φ
is locally represented by power series
∑
aIjz
I , where j = 0, ..., N , and Φh is locally represented by the
conjugate power series
∑
h(aIj)z
I . Since Λ is stable with respect to complex conjugation, it follows that
Λ = kerΦ = kerΦh = kerΦN . Let C = ΨN (R). Taking quotients, the map ΦN induces a commutative
diagram of holomorphic maps
G(C)
G(C)
id.
77nnnnnnnnnnnnn
''PP
PP
PP
PP
PP
PP
ΦN // N (C)
pG
OO
p
Gh

Gh(C)
By construction we have
(
pG(ξ)
)h
= pGh(ξ) for all ξ ∈ ΦN (C). Corollary 3.5.3 implies that ΦN (C) ⊂ N (R).
Moreover, the image ΦN (C) is a Zariski-dense subset of the algebraic subgroup H = imΦN (C) of N ⊗R C.
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Since ΦN (C) =
(
ΦN (C)
)h
, we have H = Hh. Consequently, there is a group variety H′ ⊂ N such that
H = H′ ⊗R C. Letting v =
(
ΦN
)−1
and G′ = H′, (∗) follows.
Proposition A.1.1 is specified in the context of elliptic curves by the following result. For a τ in the
upper half plane H we write Λτ = Z + τZ and let E = Eτ be the associated complex elliptic curve in
Weierstraß form. Then Lie E is identified with C and the exponential map expE with [℘τ : ℘
′
τ : 1].
Corollary A.1.2. The following assertions are equivalent.
1. Re τ ∈ Q.
2. There is an elliptic curve E′ over R and an isogeny
v : E −→ E′ ⊗R C with the property that v∗(R) = LieE′.
Proof. ’1. =⇒ 2.’ Let k > 0 be such that k(Re τ ) ∈ Z. Then Λ = Z + Zki(Imτ ) is a sublattice of Λτ
which is stable with respect to complex conjugation and such that the fix locus of the complex conjugation
is Λ ∩ R = Z. We apply Proposition A.1.1 to Λ and infer the existence of an isogeny w : E′ ⊗R C −→ E
with the property that w∗(Lie E′) = R. Any inverse isogeny v : E −→ E′⊗RC with the property that v ◦w
is multiplication with an integer is then as required for Statement 2.
’2. =⇒ 1.’ Write e′ = LieE′ and let Λ′ ⊂ e′(C) be the kernel of the exponential map expE′ . Corollary
3.3.3 implies that Gal(C|R) admits a canonical action on e′ ⊗ C which restricts to an action of Λ′ and
which fixes e′. For c ∈ C consider the action µh(c) = v−1∗
((
v∗(c)
)h)
of Gal(C|R) induced by v∗. As
R = v−1∗ (e
′), it follows that µh is complex conjugation. As a result, the lattice Λ∗ = v−1∗
(
Λ′) in C is stable
with respect to complex conjugation. Thus, Λ = (deg v)Λ∗ is a sublattice of Λτ and stable with respect
to complex conjugation. This in turn implies the existence of integers d1, d2, d3 such that d1 6= 0 and
d1 · h(τ ) = d2 + d3τ . Looking at imaginary parts, we find that d1 = −d3. Consequently, 2d1(Re τ ) = d2.
Statement 1. follows.
Let now F be an algebraically closed subfield of C which is stable with respect to complex conjugation
h.
Proposition A.1.3. Let G be a semi-abelian commutative group variety over F and let Gr be a real model
of the complexification of G. Then Gr is definable over K = F ∩ R.
Proof. Let v : Gr ⊗R C −→ G⊗F C be an isomorphism. We have to prove
(∗) There is an algebraic group G′ over K and an isomorphism of algebraic
groups w : G −→ G′ ⊗K F over F such that (w ⊗F C) ◦ v is defined
over R.
Set A = Gr ⊗R C and B = G ⊗F C. We consider the embedding N (v) : Gr −→ NC/R(B) over R. We
define N = NF/K(G). By Lemma 3.5.5 there is a canonical isomorphism NC/R(B) ⋍ N ⊗K R and we
shall identify these varieties. Consider the algebraic group variety H =
(
imN (v))⊗K C ⊂ N ⊗K C. Since
N ⊗K C = A×Ah is semi-abelian, Htor is Zariski-dense in H(C). And Htor is contained in N (F ). We infer
that H is definable over F , that is, H = Hf ⊗F C with a subvariety Hf ⊂ N ⊗K F. Moreover, H is stable
with respect to the action of h. It follows from Subsect. 3.1.5 that Hf is stable with respect to the action of
h on N ⊗K F. Hence, there is a group variety H′ ⊂ N such that Hf = H′⊗K F . Let pGf : N ⊗K F −→ Gf
be the projection from Theorem 3.5.2. Setting G′ = H′ and w =
(
pGf |H
)
−1
, (∗) follows.
A.2 Complex twins
Next we let F be an algebraically closed subfield of C and write K = F ∩R. We assume that the extension
F/K has degree [F : K] = 2 and that F is stable with respect to complex conjugation h. In this section we
associate to a commutative group variety G′ over K its complex twin G′[i], a group variety over K which
becomes isogenous to G′ ⊗K F after base change to F .
We define Λ ⊂ g(C) to be the kernel of the exponential map expG and let Lie(ρ) be as in Sect. 3.3. Then
G = Gh and, as seen in Corollary 3.3.3, Λ = Λh = Lie(ρ)
(
Λ
)
. We note that the set G(iR) = expG
(
i ·g′(R))
is the fixed locus of the real-analytic map ρ∗ ◦ [−1]G : G(C) −→ G(C). Here ρ∗ is as defined in Sect. 2.2.
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Let Λ1 = Λ ∩ g′(R) and Λ2 = Λ ∩ i · g′(R). Then Λ1 + Λ2 has finite index in Λ.
First construction. Set Λ[i] = iΛ1 + iΛ2. The subgroup Λ[i] of g(C) is stable with respect to the
canonical action of Gal(C|R) induced by g′(R) ∈ H(g(C)) (see Sect. 3.6). The analytic quotient g(C)/Λ[i]
is isogenous to G(C) (an isogeny is induced by multiplication with i) and hence inherits the structure of
a group variety over F . We denote the variety in question by G[i]. As follows from Proposition A.1.1
and Proposition A.1.3 the action of Gal(C|R) on (g(C),Λ[i]
)
descends to an action on G[i] and defines a
K-structure on G[i].
Second construction. Consider g(C) with the canonical action of Gal(C|R) with respect to i · g′(R) ∈
H(g(C)). Since Λ1 + Λ2 is stable with respect to this action, Proposition A.1.1 and Proposition A.1.3
imply that the group variety G[i] defined by the analytic quotient g(C)/(Λ1 + Λ2) carries a K-structure.
Both constructions lead to canonically isomorphic group varieties over K. We identify these two vari-
eties and call the resulting single variety the complex twin of G′. It is denoted by G′[i]. From the first
construction it is clear that multiplication with i leads to a canonical isogeny [i] : G[i] −→ G over F which,
however, is never defined over K if dim G > 0.
Example A.2.1. Recall the algebraic group S from (2.3.2). Then SR =
(
Gm,C
)
[i]
and NC/R(Gm,C) is
isogenous to Gm,R × SR.
Example A.2.2. Let E′ be an elliptic curve over R and write E = E′⊗RC. Then End(E′) is identified with
the subgroup of isogenies v ∈ End(E) such that v∗(g′) = g′. Hence, End
(
E′) ⋍ Z. The curve E′ and its
twin E′[i] are isogenous over R if and only if there is a v ∈ End
(
E) such that v∗(g′) = i · g′. The latter
holds if and only if E is a CM-curve. It follows that if E has complex multiplication, then N = NC/R(E) is
isogenous to the power E′×E′ and End(N ) ⋍ Mat2(Z). And if E admits no complex multiplication, then
N = NC/R(E) is isogenous to the product of the two non-isogenous twins E′ × E′[i] and End
(N ) ⋍ Z× Z.
A.3 Applications to descents
We consider a commutative group variety G over C together with a non-constant real-analytic homomor-
phism Ψ : R −→ G(C). In the next proposition we reformulate the definition of decent to R in terms of
the Lie algebra.
Corollary A.3.1. The homomorphism Ψ descends to R if and only if there exists a subspace t+ ∈ H(g)
such that Ψ∗(R) ⊂ t+ and such that the canonical action of Gal(C|R) on g with respect to t+ satisfies
h(Λ) ⊂ k−1Λ with an integer k > 0.
Proof. This is a straightforward application of Proposition A.1.1.
Since arithmetic problems are our objective, we are interested in algebraic groups over a fixed alge-
braically closed subfield F of C.
Corollary A.3.2. If F is algebraically closed and stable with respect to complex conjugation and if G is
semi-abelian, then Ψ descends to K if and only if it descends to R.
Proof. The assertion results directly from Corollary 3.3.3 and Proposition A.1.3.
We keep assuming that F is an algebraically closed subfield of C and define r = rankZ Ψ−1
(
G(F )
)
+
rankZ Ψ
−1
[i]
(
G(F )
)
. Recall the definition of Ψ[i] from Sect. 2.2.
Corollary A.3.3. If F is algebraically closed and if r > 0, then Ψ descends to K if and only if Ψ[i] does.
Proof. For F = C the claim is a direct consequence of the previous section. Hence, Ψ descends to R if and
only if Ψ[i] does. We will show that under the additional assumption that r > 0 the lemma follows from this.
To this end, we let φ be the complexification of ΨN . Since r > 0, there are two possibilities:
1. We have rankZ Ψ
−1
[i]
(
G(F )
)
> 0. Then rankZ φ
−1
(N (F )) > 0 by Statement 2. in Lemma 6.1.1.
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2. We have rankZ Ψ
−1
(
G(F )
)
> 0. Since Ψ = (Ψ[i])[i], Statement 4. in Proposition 6.1.1 implies that
rankZ φ
−1
(N (F )) > 0.
Hence, rankZ φ
−1
(N (F )) > 0. By Lemma 3.3.4 we may identify N ⊗K R with NC/R(G ⊗F C). As
rankZ φ
−1
(N (F )) > 0, it follows that the Zariski-closure V of imφ in N ⊗K C is definable over F . To be
more precise, there is a group variety Vf ∈ N ⊗K F with the property that V = Vf ⊗F C. Moreover,
since ψN (R) ∈ N (R), we have ψN (R) =
(
ψN
)h
(R). So, V equals Vh. By Subsection 3.2.2 this implies
that Vf = V
h
f . Hence, Vf is definable over K, that is, Vf = Vr ⊗K F for a group variety Vr ⊂ N . Once
we know that V is definable over K, the proof of the lemma can be completed as follows:
If Ψ descends to K, then, as noticed in the beginning of the proof, Ψ[i] descends to R. As seen in the
previous chapters, the Zariski-closure V of (Ψ[i])N inN⊗RC is then isogenous to G⊗RC. An isogeny is given
by the restriction to V of the projection p(G⊗FC). In view of our identification N ⊗K R = NC/R(G⊗F C),
we have p(G⊗F C) = pG⊗F C. Moreover, as seen above, V = Vr ⊗K C for some Vr ⊂ N . It results that the
restriction to Vr⊗K F of the projection pG is an isogeny onto G. Theorem 2.3.5 implies that Ψ[i] descends
to K. Since Ψ(r) = (Ψ[i])[i](−r), reversing the roles of Ψ and Ψ[i], we deduce that if Ψ[i] descends to K,
then so does Ψ. The corollary follows.
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Appendix B
Linear extensions of abelian
varieties
B.1 Some general facts
A reference for this section is the seventh chapter of Serre’ book [30]. We consider an abelian variety A
over an algebraically closed subfield F and let L be a commutative linear algebraic group variety over F .
An extension of A by L is a short exact sequence of algebraic groups
0 −→ L j−→ G π−→ A −→ 0.
For brevity we will eventually consider triples (G, j, pi) to denote an extension, or even identify an extension
with its fiber space G. Two extensions (G1, j1, pi1) and (G2, j2, pi2) are isomorphic if there exists an algebraic
homomorphism v : G1 −→ G2 such that the following diagram commutes
0 // L
j1 //
id.

G1
π1 //
v

A //
id.

0
0 // L
j2 // G2
π2 // A // 0
The isomorphism classes [(G, j, pi)] of linear extensions over F of A by L form a group Ext(A,L). The group
structure can be realized in the following way. Recall that a rational map f : A × A 99K L is a rational
symmetric factor system if f(ξ1, ξ2) = f(ξ2, ξ1) and if f(ξ2, ξ3)− f(ξ1+ ξ2, ξ3)+ f(ξ1, ξ2+ ξ3)− f(ξ2, ξ2) =
eL for all ξ1, ξ2, ξ3 on a Zariski-dense subset of A(F ). A factor system f(ξ1, ξ2) is said to be trivial if
f(ξ1, ξ2) = g(ξ1 + ξ2) − g(ξ1) − g(ξ2) for a rational map g : A 99K L. The group of classes of rational
symmetric factor systems is denoted by H2rat(A,L)s. There is a natural map χ : Ext(A,L) −→ H2rat(A,L)s
defined in the following way. For an extension G choose a rational section σ : A 99K G and let fσ(ξ1, ξ2) =
σ(ξ1, ξ2)− σ(ξ1)− σ(ξ2). Then fσ is a rational factor system and χ[G] = class of fσ.
Lemma B.1.1. The map χ is well-defined and an isomorphism of groups.
Proof. See Serre [30, Ch. VII, 4]
The symbol Ext(·,A) is a covariant functor from the category of linear groups into groups, whereas
Ext(L, ·) is a contravariant functor from the category of abelian varieties into groups.1 This is made precise
in what follows.
1The two functors, of course, extend to arbitrary algebraic groups, but we restrict ourselves to the subcategory
of linear commutative groups resp. abelian varieties.
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• If v : A −→ B is a homomorphism of abelian varieties over F , then a homomorphism of groups
Extv : Ext(B,L) −→ Ext(A,L) is defined by Extv[G] = [G×B A].
• If u : L1 −→ L2 is a homomorphism of linear groups, then, for each extension G1 of A by L1 there,
exists a commutative diagram
0 // L1
j1 //
u

G1
π1 //
v

A //
id.

0
0 // L2
j2 // G2
π2 // A // 0
We set Extu[G1] = [G2]. This way a homomorphism Extu : Ext(A,L1) −→ Ext(A,L2) is defined.
• If
0 // L1
j1 //

G1
π1 //
w

A //
v

0
0 // L2
j2 // G2
π2 // A // 0
is a commutative diagram of extensions, then w factors through Extv[G2] and we obtain a diagram
0 // L1
j1 //
u

G1
π1 //

A //
id.

0
0 // L2 // Extv[G2] // A // 0
In other words, Extu[G1] = Ext
v[G2].
Lemma B.1.2. Let A and B be abelian varieties over F and v : A −→ B be an isogeny.
1. If L = Ga,F , then Ext(A,L) is canonically isomorphic to H1(A,OA) and endowed with the structure
of a vector space over F . The homomorphism Extv is identified with the induced map in cohomology
h1(v) : H1(B,OB) −→ H1(A,OA).
2. If L = Gm,F , then Ext(A,L) is canonically isomorphic to Pico(A), the group underlying the dual
abelian variety A∗. The homomorphism Extv is identified with the induced dual isogeny v∗ : B∗ −→
A∗.
Proof. See Serre [30, p. 163] and [30, Ch.VII, 14-17].
Lemma B.1.3. Let
0 // L
j1 //
wL

G1
π1 //
w

A //
id.

0
0 // L
j2 // G2
π2 // A // 0
be a commutative diagram of extensions in Ext(A,L) and assume that w is an isogeny.
1. If L = Gka,F with a k ≥ 1, then w is an isomorphism.
2. If L = Gm,F , then ±
(
deg wL
) · [G1] = [G2] ∈ Ext(A,L).
Proof. Note that wL is an isogeny. If L = Gka,F , then wL is an isomorphism. Writing out two exact
sequences one checks that w must be bijective. This is the first statement.
To prove Statement 2., choose a rational section σ1 : A 99K G1. Then σ2 = v ◦σ1 defines a rational section
of pi2, and wL ◦ fσ1 = fσ2 . But L = Gm,F , so that there exists an integer k 6= 0 such that wL = [k]L.
Lemma B.1.4. Let i = 1, 2 and let w : G2 −→ G1 be an isogeny of fiber spaces associated to the extensions
in Ext(Ai, L).
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1. There is a commutative diagram
0 // L
j1 //
wL

G1
π1 //
w

A1 //
v

0
0 // L
j2 // G2
π2 // A2 // 0
such that v is an isogeny.
2. If L = Ga,F , then the fiber space of the extension h1(v)[G2] is isomorphic to G1 as an algebraic
group.
3. If L = Gm,F , then v∗[G2] = ±
(
deg wL
) · [G1].
Proof. Let pi : G1 −→ A be the Stein factorization of pi2 ◦ w. Then pi defines an extension in Ext(A,L).
However, G1 is an extension in one unique way up to isomorphism. Hence, on the level of isomorphism
classes we have pi = pi1. This yields the first statement. Moreover, we get a factorization
G1
w //
π1

Extv[G2]
prA1

// G2
π2

A1
id. // A1
v // A2.
The last two claims thus follow from the previous two lemmas.
Lemma B.1.5. Let
0 // L
j1 //
wL

G1
π1 //
w

A //
id.

0
0 // L
j2 // G2
π2 // A // 0
be a commutative diagram of extensions with w an isomorphism.
1. If L = Ga,F , then [G1] ∈ [G2]F ∗ where we use the structure
of a vector space on H1(A,OA).
2. If L = Gm,F , then [G1] = ±[G2].
Proof. We know that w is determined by wL up to isomorphism. We start by proving the first statement.
Using the identification Ga(F ) = F , wL is multiplication with a number c ∈ F ∗. Representing G1 by a
rational symmetric factor system, we receive the first claim.
If L = Gm,F , then wL is either the identity or the inverse morphism i : L −→ L. By Serre [30, p. 164] we
have [(G1, j1, pi1)] = −[(G1, j1 ◦ i, pi1)]. This shows the second statement.
B.2 Conjugate extensions and real fields of definition
We denote by F/K a Galois extension of fields. We assume that F is algebraically closed and fix an element
h ∈ Gal(F |K). Let A be an abelian variety and L be a linear group over F . If (G, j, pi) is an extension
representing an element in Ext(A,L), then the h-conjugate extension is (Gh, jh, pih) and represents an
element in Ext(Ah,Lh).
Lemma B.2.1. The homomorphism h defines an isomorphism of groups
Ext(h) : Ext(A,L) −→ Ext(Ah,Lh)
given by Ext(h)[G] = [G]h = [Gh].
Proof. With notations as preceding Lemma C.1.1 we have
(
χ[G]
)h
=
(
class of fσ
)h
= class of fhσ = χ[G
h].
The lemma follows.
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We assume now that the extension F/K has degree [F : K] = 2 and denote by h the generator of
Gal(F |K). It is still presupposed that F is algebraically closed. We treat the question when an extension
of A by Gm,F is isogenous to its conjugate. This problem is, of course, only reasonable if A is isogenous to
Ah. We will in fact consider the slightly easier problem when A is the extension to scalars of an abelian
variety A′ over K.
Proposition B.2.2. Let pi : G −→ A be an extension of A = A′⊗K F by Gm,F . If there exists an isogeny
w : H′ ⊗K F −→ G of algebraic groups over F such that pi∗(w) is defined over K, then [G] + [Gh] or
[G]− [Gh] is a torsion element in Ext(A,Gm,F ) = Pico(A).
Proof. We set v = pi∗(w) = pi ◦ w and let v′ : H′ −→ A′ be a homomorphism such that v = v′ ⊗K F .
Letting H = H′ ⊗K F and A = A′ ⊗K F , we get a commutative diagram of algebraic groups over F
H
w //
wh

p
$$H
H
H
HH
H
H
HH
H G
π
##G
G
G
G
G
G
G
G
G
Gh
πh
##H
HH
HH
HH
HH
B
µ //
µh

A
A = Ah
Here p is defined to be St(v), the Stein factorization of v = µ ◦ p. The homomorphism p equals p′ ⊗K F
where p′ is the Stein factorization St(v′) of v′. Hence, the extension p : H −→ B is defined over K and
coincides with its conjugate. The assumptions of the proposition imply that also pi∗(w) equals its conjugate(
pi∗(w)
)h
. So,
µ ◦ p = pi ◦ w = (pi ◦ w)h = (µ ◦ p)h = µh ◦ p.
Consequently, µ = µh. This and Statement (3.1.1) yield
µ∗[Gh] =
(
µh
)∗
[Gh] =
(
µ∗
)h
[Gh] =
(
µ∗
)h
[G]h =
(
µ∗[G]
)h
. (B.2.1)
The homomorphism p defines an extension of B by Gm,F . As seen in LemmaC.1.5, p is determined by
a point s ∈ Pico(B) up to multiplication with −1. And since p is defined over K, we have p = ph.
So, s = ±sh by definition of the conjugate extension. Let t ∈ Pico(A) be an element corresponding
to the extension µ∗[G]. Lemma B.1.3 and Statement (C.2.1) imply that, for some k ∈ Z, t = ks. So,
t = ±ks = ±ksh = ±th. Consequently, t+ th = 0 or t− th = 0. So,
µ∗[G]− µ∗[Gh] = 0 or µ∗[G] + µ∗[Gh] = 0.
Since v equals µ ◦ p and as p is the Stein factorization of v, the homomorphism µ is finite. Hence, µ is
an isogeny. It follows that µ∗ is an isogeny. As a result, [G] − [Gh] or [G] + [Gh] is a torsion element in
Pico(A).
In the Ga-case all fiber spaces of extensions along a punctured line F ∗[G] in H1(A,OA) are isomorphic.
In the special case when A is an elliptic curve E, which is one focus of our applications, this means that
all fiber spaces of extensions are isomorphic as soon as they are not isotrivial. Hence, in this special case
it is not reasonable to ask when an extension is isogenous to its complex conjugate.
B.3 Standard uniformizations of extensions of elliptic curves
by Ga and Gm
In this section of the appendix we consider linear extensions of elliptic curves more closely. We stress
standard uniformizations which are represented by elliptic Weierstraß functions, because many of our ap-
plications rely on them. We assume that F is a subfield of C and let E be an elliptic curve over F
in Weierstraß form and associated to a lattice Λ. For the definition of the Weierstraß functions ℘(z) =
℘Λ(z), σ(z) = σΛ(z) and ζ = ζΛ(z) we refer to Waldschmidt [37]. Lemma C.1.2 and the differential of the
exponential map expE =
[
℘ : ℘′ : 1
]
imply natural isomorphisms Ext(E,Ga,F ) ⋍ H1(E,OE) ⋍ LieE ⋍ F.
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Similarly, the same lemma together with the canonical polarization L = OE(eE) yield canonical isomor-
phisms Ext(E,Gm,F ) ⋍ E∗(F ) ⋍ E(F ). Based on these isomorphisms, the Weierstraß functions allow the
following standard uniformization of a class in Ext(E,Ga,F ) resp. in Ext(E,Gm,F ).
Let L = Ga,F and t ∈ F . Consider the functions
ft1(z1, z2) = z1 + tζ(z2)
ft2(z1, z2) = ℘
′(z2)ft1(z1, z2) + 2t℘2(z2)
ft3(z1, z2) = ℘(z2)ft1(z1, z2) + t2℘
′(z2).
The extension pi : G = Gt −→ E associated to t has a standard uniformization
expG(z1, z2) =
[
℘(z2) : ℘
′(z2) : 1 : ft3(z1, z2) : ft2(z1, z2) : ft1(z1, z2)
]
.
Let L = Gm,F and let ω ∈ C represent an element in E(F). Define the functions
fω1(z1, z2) =
σ3(z2−ω)e3ζ(ω)z2+z1
σ3(z2)σ3(ω)
.
fω2(z1, z2) = ℘
′(z2 − ω)fω1(z1, z2)
fω3(z1, z2) = ℘(z2 − ω)fω1(z1, z2).
The extension pi : G = Gω −→ E associated to ω admits a standard uniformization
expG(z1, z2) =
[
℘(z2) : ℘
′(z2) : 1 : fω3(z1, z2) : fω2(z1, z2) : fω1(z1, z2)
]
.
These uniformizations appear in Caveny-Tubbs [8]. The properties of elliptic Weierstraß functions imply
Lemma B.3.1. Let Λ be a lattice in C and E the associated elliptic curve in Weierstraß form. Let t and
ω be complex numbers.
1. The kernel of the homomorphism expGt : C
2 −→ E(C) is generated by elements (tη(λ), λ) with λ ∈ Λ.
2. The kernel of the homomorphism expGω : C
2 −→ E(C) is generated by elements (ζ(ω)λ− η(λ)ω,λ)
with λ ∈ Λ.
Proof. For a λ ∈ Λ we have ζ(z+ λ) = ζ(z) + η(λ) and σ(z+ λ) = −eη(λ)(z+λ)σ(z), see Waldschmidt [37].
The two statements of the lemma follow from these relations by an easy verification.
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Appendix C
Weil restrictions of simple abelian
varieties
C.1 A criterion for the existence of isogenous
models over K
We let F/K be a Galois extension of fields of degree [F : K] = 2. We define h ∈ Gal(F |K) to be the
element generating the Galois group. The symbol A denotes a simple abelian variety over F with Weil
restriction N = NF/K(A) over K. In this appendix we shall examine when A is isogenous to an abelian
variety which is definable over K.
Lemma C.1.1. Let A be a simple abelian variety over F and let A′ be a proper abelian subvariety of N of
positive dimension. Then A′ is a simple abelian variety over K and the projection pA induces and isogeny
v : A′ ⊗K F −→ A. Moreover, conjugation with h induces an isomorphisms of groups
νh : Hom
(
A′ ⊗K F,A
) −→ Hom(A′ ⊗K F,Ah
)
, νh(u) = u
h.
Proof. Clear.
It follows that N is simple over K unless there exists an isogeny v : A −→ Ah. An isogeny v induces
an endomorphism w : N ⊗K F −→ N ⊗K F . To be more precise, for (ξ1, ξ2) ∈ A×Ah = N ⊗K F we define
w(ξ1, ξ2) =
(
vh(ξ2), v(ξ1)
)
. Recall (3.1.1) and Corollary 3.5.3, and let (ξ, ξh) ∈ cl(N ).1 We calculate
w
(
ξ, ξh
)
=
(
vh(ξh), v(ξ)
)
=
((
v(ξ)
)h
, v(ξ)
)
∈ N .
Since the set cl(N ) of closed points in N is Zariski-dense, we conclude that w = wh. By Lemma 3.2.2 the
homomorphism w is actually defined over K, that is, w results from an endomorphism of N which will be
denoted by the same letter.
Lemma C.1.2. Let A be a simple abelian variety over F with ring of endomorphisms End(A) ⋍ Z. Let
v : A −→ Ah be an isogeny of minimal degree. Then End(N ) is generated over Z by the identity and the
induced isogeny w. If N is simple over K, then End(N ) is an order in a real quadratic number field.
Proof. Let µ′ ∈ End(N ) and write µ for the endomorphism µ′ ⊗K F ∈ End
(
A × Ah). Since End(A) ⋍
Hom(A,Ah) ⋍ Z and as v is minimal, there are integers d1, d2 such that, for all closed points (ξ1, ξ2) ∈
A×Ah, (pA◦µ)(ξ1, ξ2) = d1ξ1+d2v(ξ2). As µ is defined over K, we have µ = µh and pAh ◦µ =
(
pA
)h◦µh =(
pA ◦ µ
)h
. Statement (3.1.1) implies
(
pAh ◦ µ
)
(ξh2 , ξ
h
1 ) = d1ξ
h
2 + d2v
h(ξh1 ). As a result, µ = d1 · id.+ d2 ·w.
We infer that End(N ) = Z[w].
Next we observe that vh ◦ v is multiplication with an integer k, because End(A) ⋍ Z. The next lemma
implies that k > 0. It results that w2 = [k]N . Hence, if N is simple, then End(N ) is an order in the real
quadratic number field End(N )⊗Q.
1The symbol “cl(-)” refers to the set of closed points. See Corollary 3.3.3.
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It follows from the universal properties of Weil restrictions and from Lemma C.1.1 that A is isogenous
to an abelian variety with model overK if and only if N is not simple. In this context we have the following
criterion.
Lemma C.1.3. Let A be a simple abelian variety over F . If the Weil restriction N is not simple over
K, then there exists an isogeny v : A −→ Ah such that deg v = k2 dim A and vh ◦ v = [k2]A with a natural
number k > 0.
The lemma was suggested to us by Wu¨stholz in the case of elliptic curves (oral communication).
Proof. Assume that there is a proper abelian subvariety B′ of N over K and let u = pA|B be the restriction
to B = B′ ⊗K F of the projection pA. Lemma D.1.1 implies that u is an isogeny. There exists an inverse
isogeny µ : A −→ B with the property that u ◦ µ is the multiplication [k]A with a natural number k.
Moreover, ker uh =
(
ker u
)h
. Hence,
k2 dim A = deg
(
u ◦ µ) = (deg u)(deg µ) = (deg uh)(deg µ).
It follows that v = uh ◦ µ is an isogeny of degree deg v = k2 dim A. We are left to show that vh ◦ v is
multiplication with k2. Now, [k]A = u ◦ µ, so that
(µ ◦ u) ◦ µ = µ ◦ [k]A = [k]B ◦ µ.
Since µ is epi, we get [k]B = µ ◦ u. Recalling that B is defined over K,
[k]B =
(
[k]B
)h
=
(
µ ◦ u)h = µh ◦ uh.
Moreover,
vh ◦ v = (u ◦ µh) ◦ (uh ◦ µ) = u ◦ (µh ◦ uh) ◦ µ
Thus, we get
vh ◦ v = u ◦ [k]B ◦ µ = [k]A ◦
(
u ◦ µ) = [k2]A.
Everything is proved.
In the special case when End(A) ⋍ Z the last lemma can be improved to
Proposition C.1.4. Let A be a simple abelian variety over F such that End(A) ⋍ Z. Then the following
assertions are equivalent.
1. A is isogenous to an abelian variety with model over K.
2. The Weil restriction N is not simple over K.
3. There exists an isogeny v : A −→ Ah with the property that deg v = k2 dim A for a natural number
k > 0.
4. Hom(A,Ah) 6= 0 and for all v ∈ Hom(A,Ah) we have deg v = k2 dim A with a natural number k > 0.
Proof. ’1.⇐⇒ 2.’ The direction “=⇒” results from the universal property of Weil restrictions. The con-
verse holds by Lemma C.1.1.
’2.⇐⇒ 3.’ The direction “=⇒” was proved in the previous lemma. To show the converse direction, let
v : A −→ Ah be an isogeny with the property that deg v = k2 dim A. Then vh ◦ v lies in End(A) ⋍ Z and
deg (vh ◦ v) = deg vh ◦ deg v = (deg v)2. Together with the previous lemma it follows that vh ◦ v = [k2]A.
The definition of w preceding Lemma C.1.2 yields w2 = [k2]N . Thus,
(
w − [k]N
) ◦ (w + [k]N
)
= [0]N . As
w 6= [± k]N , End(N ) is no division ring. Therefore N is not simple. The second statement follows.
’3.⇐⇒ 4.’ Let v be as in Statement 3. Since the Z-module Hom(A,Ah) is isomorphic to End(A) ⋍ Z,
there is then a generator vo of End(A) and an integer m such that v = [m]Ah ◦ vo. Since [m]Ah has degree
m2dim A, there exists an integer k1 > 0 such that deg v = k
2 dim A
1 if and only if deg vo = k
2 dim A
2 with an
integer k2 > 0. In other words, Statement 3. implies Statement 4. The converse direction is obvious.
There are examples of abelian varieties A with complex or real multiplication such that an isogeny v
of degree deg v 6= k2 dim A exists, although N is not simple.
Example C.1.5. If F = C and A is the elliptic curve E√−2 = C/(Z +
√−2Z), then A = Ah and N is not
simple over K. However, multiplication with
√−2 induces an isogeny v : A −→ Ah of degree 2.
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The reader should not confuse either the existence of an isogeny between conjugated group varieties
with the existence of an isogenous group variety admitting a model over K.
Example C.1.6. Let F = C, τ =
√
3(1 + i) and let A be the associated elliptic curve Eτ = C/(Z + Zτ ).
Then its complex conjugate is E−h(τ). An isogeny v : Eτ −→ E−h(τ) is induced by multiplication with
h(τ ). We have deg v = τ · h(τ ) = 6, and the last lemma implies that N = NC/R
(
Eτ
)
is simple.
C.2 An application: The j-invariant and real fields of defi-
nition
Corollary A.1.2 and Proposition C.1.4 admit the following nice application. In the statement we consider
the modular j-function j : H −→ C on the upper half plane H.
Corollary C.2.1. Let τ ∈ H. Then the elliptic curve Eτ = C/(Z+Zτ ) is isogenous to a curve with model
over R if and only if Re τ is rational or if there exist integers d1, d2 such that d1 is non-zero and |d1τ + d2|
is rational.
Proof. The assertion is clear if τ is a quadratic irrationality. We may thus assume that τ is not a quadratic
irrationality and that Eτ and E−h(τ) are not CM-curves. If Eτ is isogenous to a curve with model over R,
then it is isogenous to its complex conjugate E−h(τ). As a result, there exists a number σ ∈ H ∪ R such
that σ(Z+ Zτ ) is a sublattice of Z + Zh(τ ). If σ is real, then σ is an integer. In this situation we find as
in the proof of Corollary A.1.2 that Re τ is rational. If σ ∈ H, then σ = d1h(τ ) + d2 with integers d1, d2
such that d1 < 0. We set β = h(σ). It follows that
β(Z+ Zσ) ⊂ Z+ Zh(σ) and h(β)(Z+ Zh(σ)) ⊂ Z+ Zσ.
Hence β represents an isogeny v : Eσ −→ E−h(σ) and βh(β) represents the endomorphism vh ◦ v. Since
the curve Eσ is isogenous to E−h(τ), it has no complex multiplication either. So, v
h ◦ v is multiplication
with an integer and has degree
(
βh(β)
)2
. Consequently, the isogeny v has degree
√
(deg v)2 =
√
(deg v)(deg vh) =
√
(deg v ◦ vh) = βh(β) = |β|2 = |β|2 dim Eσ .
It follows from Proposition C.1.4 that |β| = |d1τ + d2| ∈ Z. This shows one direction (if-part).
For the converse direction we may suppose that Re τ is irrational for otherwise the claim follows from
Corollary A.1.2. By assumption there are then integers d1 6= 0 and d2 such that |d1τ + d2| is rational.
Then there exists a further integer d3 6= 0 such that, letting σ = d3d1τ + d3d2 and β = h(σ), we have
σ ∈ H, β(Z + Zσ) ⊂ Z + Zh(σ) and |β| ∈ Z. The isogeny between Eσ and E−h(σ) = Ehσ represented by β
has degree |β|2 = |β|2 dim Eσ . It follows from Proposition C.1.4 that Eσ is isogenous to a curve with model
over R. And so is Eτ .
Remark C.2.2. If τ takes an algebraic value j(τ ), then τ is either a quadratic irrationality or a transcen-
dental number. In the latter case the numbers Re τ and |d1τ + d2| cannot both be rational unless d1 = 0.
For otherwise Imτ is algebraic, and so is τ = Re τ + i · Imτ .
103
104
Bibliography
[1] Baker, A., The theory of linear forms in logarithms in: Transcendence theory: advances and applica-
tions, A. Baker and D.W. Masser (eds.), Academic Press, London New York 1977
[2] Baker, A., Linear forms in the logarithms of algebraic numbers. III, Mathematika. A Journal of Pure
and Applied Mathematics 14. 220-228 (1967)
[3] Baker, A., Linear forms in the logarithms of algebraic numbers. II, Mathematika. A Journal of Pure
and Applied Mathematics 14, 102-107 (1967)
[4] Baker, A., Linear forms in the logarithms of algebraic numbers. I, Mathematika. A Journal of Pure
and Applied Mathematics 13, 204-216 (1966)
[5] Bertrand, D., Masser, D.W., Linear forms in elliptic integrals, Invent.Math. 58, no. 3, 283-288 (1980)
[6] Brownawell, W.D., Sequences of Diophantine approximations, J. Number Theory 6, 11-21 (1974).
[7] Brownawell, W.D.,The algebraic independence of certain numbers related by the exponential function,
J. Number Theory 6, 22-31 (1974)
[8] Caveny, D.M., Tubbs, R., Well-approximated points on linear extensions of elliptic curves,
Proc. Amer. Math. Soc. 138, no. 8, 2745-2754 (2010)
[9] Colliot-The´le`ne, J.-L., Skorobogatov, A.N., Swinnerton-Dyer, P., Double fibres and double covers:
paucity of rational points, Acta Arith.79 , no. 2, 113-135 (1997)
[10] Diaz, G., Utilisation de la conjugaison complexe dans le´tude de la transcendance de valeurs de la
fonction exponentielle usuelle, Journal de the´orie des nombres de Bordeaux 16, no. 3 , 535-553 (2004)
[11] Faltings, G., Wu¨stholz, G., Einbettungen kommutativer algebraischer Gruppen und einige ihrer Eigen-
schaften, J. Reine Angew.Math. 354, 175-205 (1984)
[12] Gel’fond, A.O. On the algebraic independence of algebraic powers of algebraic numbers,
Dokl. Akad.Nauk. SSSR 4, 14-48 (1949)
[13] Gel’fond, A.O., On Hilbert’s seventh problem, Dokl. Akad.Nauk. SSSR 2, 623-630 (1943).
[14] Grothendieck, A., Fondements de la ge´ome´trie alge´brique (extraits du Se´minaire Bourbaki 1957-1962)
[15] Huisman, J., Real abelian varieties with complex multiplication, doctoral paper, online:
http://dare.ubvu.vu.nl/bitstream/1871/11053/5/5.pdf
[16] Lang, S., Report on diophantine approximations, Bull. Soc.Math. France 92, 177-192 (1965).
[17] Lang, S., Algebraic values of meromorphic functions II, Topology 5, 363-370 (1966)
[18] Lee, D.H., The structure of complex Lie groups, Chapman & Hall/CRC Boca Raton 2002.
[19] Masser, D.W., Elliptic functions and transcendence, Lecture Notes in Mathematics 437, Springer-
Verlag Berlin-New York 1975
[20] Masser, D. W., Wu¨stholz, G., Zero estimates on group varieties I, Invent.Math.64, no. 3, 489-516
(1981)
[21] Masser, D.W.; Wu¨stholz, G., Zero estimates on group varieties II, Invent.Math.80, no. 2, 233-267
(1985)
[22] Masser, D. W., Wu¨stholz, G, Algebraic independence of values of elliptic functions, Math.Ann. 276,
no. 1, 1-17 (1986)
105
[23] Mazur, B., The topology of rational points, Experiment.Math.1, no. 1, 35-45 (1992)
[24] Mazur, B., Speculations about the topology of rational points: an update, Columbia University Number
Theory Seminar (New York, 1992), Aste´risque No.228, no. 4, 165-182 (1995)
[25] Philippon, P., Lemmes de ze´ros dans les groupes alge´briques commutatifs, Bull. Soc.Math. France 114,
no. 3, 355-383 (1986)
[26] Roy, D., Interpolation formulas and auxiliary functions, J. Number Theory 94, 248-285 (2002)
[27] Shavarevic´, I.R., Basic Algebraic Geometry, Springer Berlin-Heidelberg-New York 1977
[28] Schneider, Th., Ein Satz u¨ber ganzwertige Funktionen als Prinzip fu¨r Transzendenzbeweise,
Math.Ann.121, 131-140 (1949)
[29] Schneider, Th., Transzendenzuntersuchungen periodischer Funktionen, J. reine angew.Math.172, 65-
74 (1934)
[30] Serre, J.P., Algebraic groups and class fields, GTM 117, Springer New York 1988
[31] Serre, J.P., Morphismes universels et varie´te´ d’Albanese, Se´minaire Claude Chevalley, tome 4, no. 10,
1-22 (1958/59)
[32] Silhol, R., Real algebraic varieties, LNM 1392, Springer Berlin-Heidelberg-New York 1989
[33] Tijdeman, R., On the algebraic independence of certain numbers, Indag.Math.33, 146-162 (1971)
[34] Tijdeman, R., On the number of zeros of general exponential polynomials, Indag.Math. 33, 1-7 (1971)
[35] Tubbs, R., Algebraic groups and small transcendence degree II, J. Number Theory 35, 109-127 (1990)
[36] Tubbs, R., Algebraic groups and small transcendence degree I, J. Number Theory 25, 279-307 (1987)
[37] Waldschmidt, M., Elliptic functions and transcendence, Surveys in Number Theory, 143-188 (2008)
[38] Waldschmidt, M., Diophantine approximation on linear algebraic groups, Grundlehren 326, Springer
Berlin-Heidelberg-New York 2000
[39] Waldschmidt, M., Densite´ des points rationnels sur un groupe alge´brique, Experimental Mathematics,
Volume 3, 329-352 (1994)
[40] Waldschmidt, M., On the transcendence methods of Gel’fond and Schneider in several variable in:
New advances in transcendence theory, Baker, A. (ed.), Cambridge Univ.Press, Cambridge 1988
[41] Waldschmidt, M., Solution du huitie`me proble`me de Schneider, J. Number Theory 5, 191-202 (1973)
[42] Weil, A., The field of definition of a variety, Am. J. ofMath.78, 509-524 (1956)
[43] Wu¨stholz, G., One century of logarithmic forms. A panorama of number theory or the view from
Baker’s garden, Cambridge Univ.Press, Cambridge 2002
[44] Wu¨stholz, G., Algebraische Punkte auf analytischen Untergruppen algebraischer Gruppen, Ann. of
Math. (2) 129, no. 3, 501-517 (1989)
[45] Wu¨stholz, G., Multiplicity estimates on group varieties, Ann. of Math.129, 471-500 (1989)
106
