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Abstract
This thesis explores the effects that large-scale land-use/cover change (LUCC) and climate change pose
to the terrestrial water cycle, by developing a case study in the Upper Ganges (UG) river basin, in India.
In an area experiencing rapid rates of LUCC and changes in irrigation practices, historic land-use
maps are developed, based on satellite images, to investigate historical trends of LUCC. Future projection
scenarios of LUCC for years up to 2035 are derived from Markov chain analysis. To explore the impacts
of those changes in hydrology, the generated maps are used to force the Land Surface Model (LSM)
JULES.
JULES is found to be reasonably skilful in terms of its ability to reproduce observed streamflow.
However, the results indicate that there is much room left for improved estimates of evapotranspiration
(ET) fluxes, which JULES is found to over-predict. By dynamically coupling JULES with the crop model
InfoCrop, the simulated ET fluxes are improved, compared to the original JULES model. The difference
in mean annual ET between the two models (coupled and original) is approximately 150 mm/yr and
indicates the potential error in ET flux estimations of an LSM without dynamic vegetation.
The impact of LUCC and climate change on the hydrological response of the UG basin is quanti-
fied, by calculating variations in hydrological components (streamflow, ET and soil moisture) during the
period 2000–2035. Severe increases in the high extremes of flows (+40% in the multi-model mean) are
being projected for the nearby future (2030–2035). The changes in all examined hydrological compo-
nents are greater in the combined land-use and climate change scenario, whilst climate change is the main
driver of those changes. These results provide the necessary evidence-base to support regional land-use
planning, advanced irrigation practices and develop future-proof water resource management strategies
under a water-limited environment.
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Introduction
1
Introduction
1.1 Motivation - Research background
The fertile soils of the Ganges basin, the world’s most densely populated river basin, provide a source of
arable land and significant economic opportunities for India.
In recent decades India has undergone substantial environmental change. India’s green revolution
was initiated by the introduction in the mid-1960s of high yielding varieties of rice and wheat across Latin
America and Asia (Singh, 2000; Evenson and Gollin, 2003), with the aim of increasing food security
and promoting sustainable economic development (Pinstrup-Andersen and Hazell, 1985). Combined
with the expansion of agricultural land area to meet the demand of a rapidly increasing population, the
green revolution enabled India to become self-sufficient in food grains (Singh, 2000; Sen Roy et al.,
2007). In the initial stages of the green revolution the growth in agricultural area was achieved through
widespread deforestation (Rai et al., 1994; Singh, 2000). However, since the beginning of the 1990s
India has pursued a policy of afforestation and reforestation combined with conservation of its existing
resources (Ravindranath et al., 2008).
Despite its undeniable positive results, India’s green revolution, combined with agricultural expan-
sion and increased intensification of groundwater extraction in order to meet irrigation needs, has led to
an alarming drop in the water table levels (Briscoe, 2005; World Bank, 2010; GOI, 2010). Even during
the 1970s, the dry season flows of the Ganges were barely sufficient to cover regional irrigation needs
(Smakhtin, 2013). Since then, the pressure on India’s water resources has only mounted and is likely
to increase further with forecast population growth (Tenhunen and Saavala, 2012) together with contin-
ued economic progress and projected greenhouse warming (IPCC, 2013). To add to the water resources
problem, in recent years extreme weather events appear more frequently over India (IPCC, 2007), claim-
ing thousands of lives, and this has been partially attributed to climate change and poor environmental
management (Herring et al., 2014). The recent floods (summer 2013) over northern India have raised
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concerns about how the regional climate variations and human induced changes in landscape are influ-
encing the temporal dynamics of climate-surface-groundwater interactions. On the one hand, land-cover
change is affecting the water resources of northern India in complex ways while several studies have
identified a strong feedback mechanism between soil moisture and precipitation (Koster et al., 2004,
2006; Guo et al., 2006; Seneviratne et al., 2006). On the other hand, the potential impacts of a changing
climate include changing rainfall patterns, floods, droughts, glacier melt, sea level rise, and food security
crisis among others (IPCC, 2014a).
Consequently, in a region characterised by a rapid increase in population which is already facing
water stress, it is essential to understand how land-use change and climate change are influencing the
spatio-temporal dynamics of hydrological fluxes.
1.2 Research aim and objectives
Understanding and monitoring the hydrologic response of watersheds to land-use and climate change
is an important element of water resource planning and management. The scientific challenge of this
research is to propose a methodology for the assessment of the effects that large-scale land-use changes
and climate change pose to the water cycle and flow characteristics and to monitor their representation
in macro-scale hydrological modelling, by developing a case study in the river Ganges. The following
hypotheses drive the research:
1. The use of satellite imagery allows for reconstructing historical land-use patterns and pro-
jecting them into the future. Land-use changes and their effects on landscape patterns can impact
water supply in a watershed by altering hydrological processes such as evaporation, infiltration,
surface runoff, groundwater discharge and stream flow. In order to explore the sensitivity of the
catchment’s response to land-use changes, remote sensing data are used to reconstruct historical
dynamics of land-use change and future projections of change are developed, based on Markov
chain analysis. Analysing land-use change is a prerequisite to studying changes in water resources,
in regions with intensive agriculture such as the Ganges basin, where irrigation is a dominant driver
of change.
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2. Accounting for dynamic crop growth in Land Surface Models (LSMs) significantly improves
the representation of soil and land-surface processes in the Ganges basin. The LSM JULES
that is applied in this study, is coupled with the crop model InfoCrop, to develop a system able
to dynamically simulate crop growth, development and interactions with the land surface. The
coupled model is parametrised for the two main crops of the Upper Ganges (UG) basin (wheat and
rice) to capture well the inter-annual variations in land surface processes. Two sets of simulations
are run:
• JULES with the default C3 grass parametrisation adapted to crops, and
• JULES coupled with InfoCrop, including dynamic crop growth parametrisation.
3. The combined impacts of land-use and climate change will be greater than the impacts posed
by land-use change and climate change individually, on hydrological components. The quan-
tification of land-use and climate change impacts on hydrological fluxes is a challenge in hydro-
logical science and especially in the data sparse tropical regions. Many studies focus on climate
change impacts only and others focus on land-use change impacts only. However, there are just
a few studies that consider the combined effects of climate and land-use change by quantitatively
integrating both. In this study, those relative impacts are investigated by analysing annual varia-
tions of hydrological components (stream flow, evapotranspiration and soil moisture) during the
simulation period, under different land-use and climate change scenarios.
The general literature behind these hypotheses will be discussed in the next Chapter.
1.3 Research Context
This research is associated with a large Changing Water Cycle collaborative project between Indian and
UK partners (Hydroflux-India). The aim of this large project is to understand to what extent the large-
scale, human-induced land-use changes and groundwater depletion that have taken place in India over
the last 50 years, feed back to the hydrological and climate system at a basin scale. This PhD project
fits well with ongoing research on land surface modelling and research conducted by other PhD students
working on the Hydroflux-India project at the Imperial College hydrology group.
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The study area is the Upper Ganges basin (approximately 87,000 km2). However, the hydrological
analysis performed in terms of streamflow estimations is focused in a smaller sub-catchment located in
the north of the UG basin, the Bhimgoda catchment (approximately 23,000 km2). Due to strict policies
of the Indian government regarding the sharing of river flow data, this was the only catchment for which
the Hydroflux-India project was able to receive streamflow data. All other types of analysis / modelling
are applied in the entire UG basin.
1.4 Thesis structure
Chapter 2 presents the scientific background in terms of remote sensing analysis techniques, land-use
change modelling, coupling schemes of LSMs with crop models, feedbacks of land-use change to the
climate, and impacts of climate and/or land-use change on water resources. Chapter 3 provides a descrip-
tion of the study area in terms of geography, land use, geology, hydrology, climate, water management
and data availability. Chapter 4 describes the data used, methods applied and results derived by the his-
toric modelling of land-use change and the application of Markov chain analysis for the development
of future land-use change scenarios. Chapter 5 presents a critical analysis of the JULES LSM, which is
evaluated in terms of its robustness, under a sensitivity and uncertainty analysis framework. This Chapter
also includes a section on precipitation data uncertainties. Chapter 6 describes the methodology followed
to couple JULES with InfoCrop, the modelling experiments and results of this new proposed scheme.
Chapter 7 offers a comparison between land-use change and climate change as drivers of hydrological
change. The future land-use scenarios developed in Chapter 4 are used in combination with future climate
change scenarios in a series of modelling experiments. Finally, Chapter 8 revisits the three hypotheses
that drove this research, summarizes the main outcomes, highlights the research limitations and suggests
future directions of work.
Chapter 2
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Scientific Background
The following sections provide an overview of the current state of knowledge in science relevant to the
hypotheses that drive this research. The purpose is to develop an understanding of the complete and
current state of research in the relevant to the study fields of land-use, hydrology and climate science,
with a particular focus on India.
2.1 Remote sensing analysis of land use / land cover
One of the most essential applications of remote sensing techniques is recording land-use/cover changes
(LUCC) through time (Christensen et al., 1988). The Landsat program, one of NASA’s major Earth ob-
servation initiatives, has been almost continuously recording global land-cover change since it originated
in 1972 (Cohen and Goward, 2004). Landsat Thematic Mapper (TM) was a sensor flying on Landsat 4
and 5 satellites. Landsat 4 was launched in 1982 and ended image acquisition in 1993, while Landsat 5
was launched in 1984 and ended image acquisition in 2013. U.S. Geological Survey (USGS) decided to
decommission the satellite, leaving the orbit open for the new Landsat 8. Landsat 5 had a remote sensing
system that was geared towards providing increased spectral discrimination of different types of vegeta-
tion, soils, water and rocks among others, by monitoring the Earth’s surface through 7 different spectral
bands known as multi-spectral design. Six of the bands were covering the visible and near infrared
wavelengths, and one was covering the thermal infrared wavelengths. The Landsat Enhanced Thematic
Mapper Plus (ETM+) was introduced with Landsat 7 in 1999 and continues operation until today. ETM+
data include new features that facilitate their usage in land-cover monitoring and change studies. The
main new characteristics on Landsat 7 include a panchromatic band with 15-meter spatial resolution,
on-board radiometric calibration and a thermal infrared channel with 60-meter spatial resolution
The fixed acquisition schedule Landsat sensors follow (the satellite revisits the same spot on the
earth every 16 days) has provided a long-term record, representing the longest and one of the most
consistent available datasets in remote sensing history. Its use has extended knowledge of land surface
7
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processes and enhanced scientific research (Cohen and Goward, 2004). Satellite images are widely used
today in land-cover classification and change detection analysis (Ehlers et al., 1990; Westmoreland and
Stow, 1992; Yeh and Li, 1999). However, as a result of management decisions and operational errors,
the availability of Landsat images for northern India is poor (Goward et al., 2006). Furthermore, heavy
cloud cover during the monsoon period (June-September) means that satellite images for this season
frequently cannot be used (Thenkabail et al., 2005; Goward et al., 2006). Because of these shortcomings,
the dynamics of land-cover changes over the Indian subcontinent remain poorly studied. To overcome
this challenge we mainly focus on the study of annual scale land-cover changes.
Recently published regional land-use mapping studies tend to focus on cities of central and southern
India. They use statistical classification approaches in high resolution satellite images acquired by Land-
sat and/or the Indian Remote Sensing (IRS) sensor to study urbanization patterns (e.g., for Ajmer city, Jat
et al. 2008; for Kolkata, Bhatta 2009; for Mumbai, Moghadam and Helbich 2013). Several other recent
studies (Sheeja et al., 2011; Bhagyanagar et al., 2012; Rahman et al., 2012; Raja et al., 2013) that focus
on India are mainly investigating LUCC of small scale systems. Therefore, investigating the dynamics
of LUCC in a large scale system, such as the UG basin, is a challenge for this study.
2.1.1 Pre-processing of satellite images
The accuracy of land-use maps generated from satellite images is highly dependent on the quality of
the interpreted satellite data. Before the analysis and comparison of multi-temporal images, a primary
pre-processing task is required, in which radiometric and atmospheric corrections are applied to each
image.
Digital sensors acquire the intensity of electromagnetic radiation (ER) from each spot viewed on the
Earth’s surface and store this information as an 8-bit satellite quantized calibrated digital number (DN)
for each spectral band. The DN values are affected by parameters such as meteorological conditions at
the moment the image was taken, the Sun’s position, and the viewing geometry of the satellite. (Chavez,
1996). Additionally, solar radiation after its reflection from the land surface interacts with the atmosphere
and is therefore modified. This modification enhanced with absorption and scattering by aerosols, parti-
cles and gases while solar radiation travels through the atmosphere, causes reduction in the contrast of the
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image. Because of scattering the radiance value recorded for a specific pixel incorporates the scattered
radiance value from neighbouring pixels (known as the adjacency effect). Therefore, it is essential to ap-
ply effective radiometric corrections and remove the atmospheric interferences during the pre-processing
analysis of satellite images, in order to make meaningful measures of physical parameters of the Earth’s
surface and to determine true surface reflectance values. Figure 2.1 describes the steps followed during
the radiometric corrections process. These are further described in the following paragraphs.
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Figure 2.1: Radiometric correction process, showing steps followed for converting DN to surface re-
flectance.
Radiometric correction involves the use of standard equations to convert DN values to at-satellite
reflectance. This processing intends to reduce the influence of noise in image brightness values and allow
the development of a common radiometric scale, which will in turn allow merging multiple images and
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comparison with images acquired by different sensors or on different days. The process is completed in
the two following steps:
• DN is converted to at-satellite spectral radiance, and
• At-satellite spectral radiance is converted to at-satellite exo-atmospheric reflectance.
Conversion of spectral radiance to at-satellite exo-atmospheric reflectance facilitates better compari-
son among different scenes, by reducing in-between scene variability for the following three reasons: (a)
The cosine effect of varying solar zenith angles of images acquired on different dates/times is removed
(Chander and Markham, 2003); (b) Accounts for diverse values of exo-atmospheric solar irradiance due
to differences between spectral bands; and (c) Balances the differences in the Earth-Sun distance due to
images acquired on different dates (Chander and Markham, 2003).
At-satellite exo-atmospheric reflectance (which combines the surface and atmospheric reflectance
seen at the satellite) derived from the previous step does not remove the atmospheric effects. The atmo-
sphere is the primary source of noise preventing accurate measurements of surface reflectance (Song and
Woodcock, 2003). Therefore, the key purpose of atmospheric correction is to define the atmosphere’s
optical properties and to then remove the atmospheric effects from the satellite images (Markham and
Barker, 1986; Kaufman, 1989). Various algorithms have been proposed for this aim, including image-
based correction algorithms (Chavez, 1988, 1989, 1996; Liang et al., 2001, 2002; Song et al., 2001; Song
and Woodcock, 2003), which rely on utilization of information derived exclusively from the image to
compensate for atmospheric effects. Further, a number of physically based models that use Radiative
Transfer Codes have been proposed, such as 6S and Modtran, which require detailed in-situ field data of
the atmosphere’s characteristics at the date and time of image acquisition (Kneizys, 1988; de Haan et al.,
1991; Rahman and Dedieu, 1994; Vermote et al., 1997; Hu et al., 2001). These data are not available
for most parts of the world, and therefore the application of Radiative Transfer Codes for atmospheric
corrections is not easy (Lu et al., 2002). Various other simpler methods, based exclusively on the image
itself, have been suggested, such as Dark Object Subtraction (DOS) (Chavez, 1989, 1996; Moran et al.,
1992), histogram matching (Richter, 1996), invariant object (Hall et al., 1991), path radiance (Wen et al.,
1999) and dense dark vegetation (Kaufman and Sendra, 1988; Liang et al., 1997).
DOS is a non-parametric, strictly image-based atmospheric correction method, perhaps the most
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widely used, and is suitable for areas with dense vegetation (Spanner et al., 1990; Jakubauskas, 1996;
Huguenin et al., 1997). It is relatively simple to use and requires only information derived from the image
itself. The method assumes that each image has dark objects with zero or near-zero surface reflectance
(e.g. water, dark vegetation, shadowed areas due to topography) (Kaufman and Sendra, 1988). According
to this method, the darkest DN value counting at least a thousand pixels (Teillet and Fedosejevs, 1995), is
considered as the dark object, in each spectral band. Any signal that the sensor records from those dark
objects is only due to atmospheric scattering and is subtracted from all the pixels in each spectral band
(Chavez, 1989). The method is further described in Chapter 4, Section 4.3.1.
Studies that compared the accuracy of absolute and relative atmospheric correction algorithms with
respect to classification and LUCC detection results, applied on multi-temporal datasets of Landsat-5
TM images, suggest that the simple DOS method produced improved accuracy in classification and
change detection than the more complicated atmospheric correction algorithms, when consistency over
a common scale is more preferable that accurate surface reflectance measurements (Song et al., 2001;
Hadjimitsis et al., 2004; Chrysoulakis et al., 2010). By bringing the multi-date images to a common
scale, the spectral distance between images acquired on different dates is minimised. This is more im-
portant than precise surface reflectance values when the focus is in classifying the image and detecting
changes through time and space (Song et al., 2001). This simple method is preferred when atmospheric
or meteorological data are not available (Hadjimitsis et al., 2004) and can provide adequate results when
used in applications related to land cover and vegetation (Chrysoulakis et al., 2010).
In the UG basin study, where historical data sets of Landsat images are used to explore LUCC, in
situ measurements of atmospheric parameters describing the atmospheric conditions during the image
acquisitions are impossible to acquire. Consequently, physically based models cannot be employed for
atmospheric correction and therefore the image based DOS method was selected to apply atmospheric
corrections. The DOS method used in this study is described as DOS1 in the study by Song et al. (2001).
2.1.2 Land-use change detection
Change detection methods can be categorized into two types (Lu et al., 2004):
• Those identifying change from non-change without providing any other information about the
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nature of the change (using image differencing, vegetation index differencing, image ratioing and
principal component analysis), by selecting appropriate threshold values (more detailed discussion
in Section 2.1.2.1). Sometimes with these techniques it is not easy to separate between true and
detected change as for instance the different phenological characteristics of crops can often be
misleading.
• Those identifying detailed change from one land-use type to another (using post-classification
change analysis, change vector analysis, and hybrid change detection methods), by providing
a complete matrix of change directions after the development of accurate classification images.
Change detection based on classification methods requires significant effort to be implemented and
to provide accurate results but avoids problems such as the ones mentioned above.
2.1.2.1 Vegetation Index differencing analysis
To identify change from no-change, the method applied in this study is vegetation index differencing
analysis. This algebraic method was selected due to its broad usage across the scientific community and
its computational efficiency. It helps detect possible changes in the vegetation cover and their significance
(Singh, 1989), by highlighting changes in the Earth’s surface spectral response and minimizing effects of
topography and illumination. Based on relationships between different spectral bands, vegetation indices
are more sensitive to the vegetation spectral response than the individual bands. The combination of red
(TM Band 3) and near infra-red (TM Band 4) spectral bands allows for distinguishing vegetation from
soil, because different vegetation covers demonstrate the same spectral behaviour in relation to other
ground features and therefore allow identification of change from no change. Visible radiation in the red
band is absorbed by chlorophyll while radiation in the near infrared band is strongly reflected by leaf
cellular structures (Bannari et al., 1995).
Vegetation indices produced by remote sensing data are extensively used for monitoring land use
(Hadjimitsis et al., 2009, 2010). Based on a literature search of land-cover change studies, the Normalized
Difference Vegetation Index (NDVI), proposed by Rouse et al. (1974), was chosen for this study, to
monitor vegetation dynamics. NDVI is the most well known and commonly used vegetation index and
as previously mentioned by Song et al. (2001) has been applied in several studies to monitor vegetation
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dynamics (Sader, 1987; Lenney et al., 1996; Michener and Houhoulis, 1997). More details about NDVI
are presented in Chapter 4, Section 4.3.1. According to Hadjimitsis et al. (2010), it is really important
to account for atmospheric effects in satellite images before the calculation of any vegetation index,
otherwise large inconsistencies might arise.
2.1.2.2 Post-classification change analysis
Image classification of a multi-band raster image refers to the process of pixel categorization into one of
several land-use classes. The raster produced from image classification can be used to create thematic
maps of land use. There are two broad subdivisions of classification:
• Supervised classification, where the analyst interacts with the computer, identifying examples of
the land-use classes in the imagery, referred to as “training areas”, each of which is a known surface
material that represents a desired spectral class. The computer performs a signature analysis to
determine the average spectral pattern for each training class, by using an algorithm, and classifies
the remaining pixels at the class they resemble most.
• Unsupervised classification, in which the computer generates its own spectral classes and the only
intervention from the analyst is the definition of the number of classes to be produced. Usually,
and as in this study, unsupervised classification is used as a preliminary guide for the selection of
training sites before supervised classification.
After running the supervised classifications, it is easier to identify individual land-use classes and
therefore the analyst is able to detect the main changes occurring in the study area, by overlaying two
independent classifications. By applying a cross-tabulation detection method, a change matrix is pro-
duced showing different combinations of change that are identified. This method was selected because
it is straightforward to implement whilst at the same time provides highly accurate results. Therefore, it
is possible to quantify the changes knowing how much of a given land-cover type has changed and into
what categories.
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2.1.3 Accuracy Assessment
One of the most important steps to be followed after the classification of satellite images is the accuracy
assessment of the classification. The classification algorithm might sometimes misclassify pixels either
due to an analyst’s error during the training procedure of the model or due to a spectral overlap between
different land-use types.
The most widely used method for accuracy assessment is the error matrix, as it is the only way to
effectively compare two maps quantitatively. The matrix consists of a square array of numbers, or cells,
(set out in rows and columns), that express the number of sample units assigned to each land-cover type
as compared to what is on the ground. Ground truth data is the first and most important step in accuracy
assessment since the whole procedure will be pointless if the reference data are not trustworthy. From
an error matrix, it is possible to calculate overall accuracy, Kappa coefficient (Eq. 2.1), omission and
commission errors (Lu et al., 2004). The Kappa coefficient is calculated from the error matrix as:
K =
N
r∑
i=1
xii −
r∑
i=1
(xi+ × x+i)
N2 −
r∑
i=1
(xi+ × x+i)
(2.1)
Where N the grand total of observations, r the number of rows in the matrix , xii the number of obser-
vations in row i and column i, xi+ the marginal total for row i and x+i the marginal total for column
i.
Omission error (also known as producer’s accuracy) is calculated by dividing the total number of
correctly classified pixels in a class, by the total number of pixels of that class in the reference data
(column total). The omission error denotes the probability of a reference data pixel being correctly
classified. Commission error (also known as user’s accuracy) is calculated by dividing the total number
of correctly classified pixels in a class by the total number of pixels that were classified in that class
(row total). The commission error denotes the probability that a pixel is classified on the map to actually
represent the correct class on the ground.
Other methods developed to analyse the accuracy of change detection include accuracy assessment
curves (Morisette and Khorram., 2000), and area-based accuracy assessment methods for the analysis
Scientific Background 15
of change maps (Lowell, 2001). The accuracy assessment is not easy to perform due to the difficult
collection of reliable ground truth data. In recent years, several accuracy assessment methods have been
developed for single-date classified images but nevertheless, the error matrix method is still an important
technique for the validation of change detection performance (Lu et al., 2004).
To perform an accuracy assessment it is useful to obtain a set of field-based data that will be com-
pared against the classified image. Alternatively, the use of aerial photography that is converted to a
reference raster has the advantage of larger sample sizes and variety in the dates of acquisition. In this
study, data from the Geo-Referenced Field Photo Library of the University of Oklahoma were used in the
accuracy assessment. This is a data portal for sharing, visualizing and archiving geo-referenced photos
from ground survey sites around the world (University of Oklahoma, 2011). GPS-derived coordinates
for each of the ground survey sites were used to relate ground land use to the supervised classification
results. In addition, validation points for each land-cover map were selected by visual interpretation of
high-resolution imagery on Google Earth, along with ground truth data collected after a survey of the
study area in 2012. After developing the error matrix, overall accuracy and Kappa Coefficients were
calculated for each classification using techniques described in Congalton (1991).
2.2 Land-use change modelling approaches
2.2.1 Land-use and land-cover change
LUCC models were built to project spatial and temporal LUCC evolution and to define factors that
drive land-use changes. As Brown et al. (2004) mention, it is important to separate between land-cover
change and land-use change models. Land-use change is defined by human activity, while land-cover
change might occur without human intervention (e.g., through climate change). The importance of this
distinction lies in different data requirements and representation of processes, depending on which of the
two types of change is addressed. However, representation of both types is required in order to bring
together human actions and ecological processes (Brown et al., 2004). Brown et al. (2000) suggest a
modelling approach that projects changes in the forested areas as a result of socio-economic changes, by
also taking into account human decision-making.
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Several different LUCC models that have been used to explore changes have been described and re-
viewed in the literature. Some of these review studies offer an historical overview of the LUCC study over
time, by presenting and evaluating selected theories and models of change and suggesting ideas that will
help bridge the gap between policy-makers and LUCC modellers (Briassoulis, 2000; Sohl and Claggett,
2013). Other studies are based on the models’ ability to predict specific changes such as land-use intensi-
fication, deforestation and dryland degradation (Lambin, 1997; Kaimowitz and Angelsen, 1998; Lambin
et al., 2000). There are also review studies that explore the functionality and ability of different models
in terms of scale (both spatial and temporal) and complexity, and how well they incorporate time, space
and human-induced factors (Agarwal et al., 2002), whilst other studies offer reviews of specific types of
modelling systems, such as the studies by Parker et al. (2003); Bousquet and Page (2004), for multi-agent
models.
2.2.2 Model categories
Over the last years, a remarkable increase in the available LUCC modelling tools has been observed (Sohl
and Claggett, 2013). Different approaches such as agent-based models and cellular automata models have
substantially improved the representation of complex systems, offering different levels of modelling com-
plexity, depending on the input data availability (Sohl and Claggett, 2013). As there is a large diversity
of modelling approaches and concepts underlying the models, several studies suggested classification
schemes for the different LUCC models (Verburg et al., 2006). According to Lambin et al. (2000), four
broad categories of LUCC models are distinguished: empirical-statistical, stochastic, optimization and
dynamic (process-based) simulation models.
Empirical-statistical models use multiple linear regression techniques to identify the causes of LUCC
in empirically-derived rates of change. Therefore, although these regression models fit well in specific
regions from where the original data are obtained, they can perform poorly in other regions. In addition,
these models are only able to simulate LUCC types that have already existed at some point in the past.
Examples of such model applications are the studies by Veldkamp and Fresco (1996); Geoghegan et al.
(2001).
Stochastic models are based on transition probabilities (i.e. changes from one land-cover category
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to another) to describe the states of the system. Similarly to empirical-statistical models, stochastic
models can only model transitions that have been observed in the past, which is not always the case. For
example, Luijten (2003) presented a spatially explicit stochastic methodology to simulate LUCC without
describing relationships between human decision-making, environmental processes, and socio-economic
components that affect land-use transitions at the local scale. Another type of stochastic models is the
Cellular Automata (CA). These are grid-based models, in which the land-use state of each cell evolves
according to transition rules defined by the cell’s historic transitions and the state of the neighbouring
cells (Sohl and Claggett, 2013). Indicative descriptions of such models can be found in the studies by
Clarke et al. (1997), White et al. (1997) and Wu (1998). CA models can be relatively straightforward to
implement, and quite often are combined with other models such as agent-based or Markov chain models
in order to minimize their limitations (Sohl and Claggett, 2013).
Optimization models apply optimisation techniques by using linear programming or general equi-
librium models. Such models examine how various policies impact the direction of land-use change.
Objectives and constraints are subject to criteria representing optimal land-use allocation (such as biodi-
versity, sediment loss, erosion, greenhouse gas emissions etc.). However, these models have important
limitations such as human behaviour, which in reality cannot be optimised. Indicative descriptions of
such models can be found in the studies by Kaimowitz and Angelsen (1998) and Fischer and Sun (2001).
While the previously mentioned CA models are focused on representing biophysical landscape change
and historic transition rules, agent-based models (which belong into the optimisation type of models),
such as the one described by Rouchier et al. (2001), focus mostly on human actions by describing the
decision-making processes and influence of individual agents’ behaviour on LUCC (Parker et al., 2003).
Dynamic (process-based) models take into account the feedbacks of biophysical and socio-economic
processes into land-cover changes. In recent years several dynamic process-based LUCC models have
been developed and described in the literature (Parker et al., 2003; Verburg et al., 2009; Stephenne and
Lambin, 2001; Alcamo et al., 1998). Dynamic models are able to represent human decision making,
environmental management policies and take into account the processes that are driving LUCC.
Finally, Lambin et al. (2000) mention a new approach, the Integrated modelling approach, which
is based on combining elements of the above mentioned model categories. Examples of such combined
tools are presented in the next Section.
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2.2.3 Integrated modelling examples
In recent years, an increased number of LULC change modelling tools have been linked with each other,
leading to multidisciplinary modelling frameworks.
For instance, Claessens et al. (2009) coupled the LUCC model CLUE (Conversion of Land Use and
its Effects, Verburg et al., 2002) with the landscape process model LAPSUS (LandscApe ProcesS mod-
elling at mUlti-dimensions and Scales, Schoorl et al., 2002), which simulates water and tillage erosion
and sedimentation, to model interactions and feedbacks between LUCC and geomorphic processes.
The CLUE modelling framework (Veldkamp and Fresco, 1996; Verburg et al., 1999) uses empirically
calculated relationships between land use and its drivers to dynamically model LUCC. The model allows
for simulating multiple land-use classes, which may dynamically interact with each other. A modified
approach of the model for regional applications, named CLUE-s (the Conversion of Land Use and its
Effects at Small regional extent), has also become available (Verburg et al., 2002).
Over the last years, different versions of the CLUE model have been linked to several other mod-
els: Renwick et al. (2013) combined the CAPRI1 (Common Agricultural Policy Regionalised Impact)
and Dyna-CLUE (Overmars et al., 2007; Verburg and Overmars, 2009) models to examine impacts re-
lated to agricultural land-use conversion and modified trade policies across the EU. Verburg et al. (2008)
presented a modelling scheme that would assist policy discussions as formed in the Eurialis project
(Westhoek et al., 2006). Three models are linked together: an extended version of the global economic
model GTAP (Global Trade Analysis Project), the IMAGE (Integrated Model to Assess the Global Envi-
ronment) model and CLUE-s. Their study provides a useful tool in locating hot-spots of land-use change
and in assessing impacts of LULC changes on various environmental indices.
Agent-based models are often linked with other modelling tools, especially CA models, in order to
address the complexity associated with spatial heterogeneity and structural hierarchy for which they don’t
explicitly model (Sohl and Claggett, 2013). According to Parker et al. (2003), this linkage is a promising
direction for future LUCC model development.
Finally, the IMAGE model (Bouwman et al., 2006; Strengers et al., 2004) is an integrated assess-
ment model which explores the long-term dynamics of global environmental change. It takes into account
1The project website www.capri-model.org provides information on the model and a list of its applications.
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basic drivers of LUCC such as demographics, economic development, agricultural demand, energy con-
sumption and production, along with trade and production (Bouwman et al., 2006), and links them with
biophysical and socio-economic processes.
2.2.4 The selected model for the study area
To develop realistic LUCC models it is essential to identify the most important drivers of change (Veld-
kamp and Lambin, 2001). LUCC is driven by socio-economic and biophysical factors (Lambin et al.,
2001). Therefore to make valid predictions about future LUCC it is necessary to understand the causes
of historic LUCC. However, the data requirements of the dynamic and integrated models do not allow
for their implementation in a data scarce region such as the UG basin. Similarly, due to lack of relevant
policy information optimisation models were not possible to apply. Therefore, to overcome this limita-
tion, a stochastic model (Markov chains) was selected. This approach has been extensively applied in
studying land-use change in the past and before applying it the method was tested to evaluate its validity
for projecting land-cover changes in the study area.
Many studies of land-cover change analysis use Markov’s modelling (Drewett, 1969; Lever, 1973;
Bell, 1974; Muller and Middleton, 1994; Weng, 2002; Petit et al., 2001; Wu et al., 2006; Rajitha et al.,
2010; Moghadam and Helbich, 2013). These studies are mainly focused on small areas and based on data
sampled from field work, existing maps or aerial photography. The application of Markovian analysis in
large scale systems such as the UG basin, is a challenge for this study. The usage of satellite images is
expected to reduce uncertainty and improve the analysis. The method is based on the assumption that the
driving forces that produced changes in the past will continue to do so into the future. Future scenarios
for the years up to 2035 were generated based on developed historic land-cover maps. These historic
maps and future scenarios were subsequently used to drive the LSM JULES and analyse the effects of
LUCC on the hydrology of the UG basin.
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2.3 The dynamics of land surface - atmosphere interactions
2.3.1 LUCC feedbacks on water resources and the climate
Understanding the impacts of LUCC on terrestrial hydrology is a prerequisite for optimal management of
water resources (Scanlon et al., 2005) because LUCC can significantly influence catchment hydrological
processes such as infiltration, groundwater recharge, and runoff (Lin et al., 2007). Spatially distributed
hydrological models relate model parameters to observed land-surface properties and therefore provide a
framework to investigate and interpret the relationships between climate, hydrology and human decision-
making (Legesse et al., 2003; Haverkamp et al., 2005). Lately, hydrological models have been widely
used in quantification of the impact of LUCC and different land-use management policies on the hydro-
logic cycle (Bultot et al., 1990). Regionalised conceptual and physics based models have been applied
in different climate regions, for different LUCC scenarios, with the aim of developing a methodology to
assess the effects of LUCC on the hydrologic response of a catchment (Wooldridge et al., 2001; Hun-
decha and Bardossy, 2004; Liu et al., 2009; Kalantari et al., 2014). These effects were found to depend
on the spatial distribution of LUCC as well as the size and timing of storm events (Kalantari et al.,
2014). Another methodology suggested by Lorup et al. (1998), combines common statistical methods
with hydrological modelling in order to distinguish between the effects of climate variability and LUCC
on catchment runoff, by analysing long hydrological time series.
Several studies have shown that anthropogenic LUCC (e.g. deforestation, agricultural expansion,
urbanisation) affects the climate by influencing the land surface properties and the hydrologic cycle (Fo-
ley et al., 2005; Kalnay and Cai, 2003). Deforestation was found to have a significant radiative effect
on global climate (Matthews et al., 2003) via increased surface albedo that leads to increased reflection
of incoming solar radiation and eventually surface cooling. On the other hand, agricultural expansion
causes surface warming resulting from increased release of latent heat flux through the process of evap-
otranspiration. Depending on the location and the season, the relative importance of these two opposite
effects may vary. For instance, Bounoua et al. (2002) found that conversion from forest and grassland
to agricultural areas causes cooling in temperate latitudes and warming in the tropics. When averaged
globally, these opposite effects cancel each other out. Therefore, the regional signal of LUCC is impor-
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tant (Bounoua et al., 2002). The importance of LUCC signature at regional scales has been highlighted
by other authors as well, as often impacts of LUCC in a sub-basin scale cancel each other out at the
catchment scale (Wagner et al., 2013).
2.3.2 Land surface - atmosphere feedbacks in Northern India
The north Indian plains are amongst the most densely populated and intensively cultivated areas in the
world. More than 400 million people depend on monsoon rainfall for their livelihood. Land-cover change
may affect the water resources of northern India in complex ways. In early modelling experiments,
Meehl (1994) showed that the increase in soil moisture at the land surface due to irrigation influenced the
strength of the Asian monsoon. More recently, several studies of the Global Land-Atmosphere Coupling
Experiment (GLACE; Koster et al., 2004, 2006; Guo et al., 2006; Seneviratne et al., 2006), based on an
ensemble of 12 atmospheric general circulation models, identified a strong feedback mechanism between
the land surface (soil moisture) and the atmosphere (precipitation). This arises because the amount of soil
moisture at the land surface affects the partitioning between sensible and latent heat: more soil moisture
increases the latent heat flux and reduces the amount of energy available to warm the air at the near
surface (Pitman, 2003). This, in addition to feedbacks on stomatal conductance in vegetation, alters the
properties of the boundary layer.
Further, high evaporation linked to croplands and irrigation systems, causes increased humidity and
reduced temperatures near the surface, followed by lower actual and potential evaporation. These changes
can lead to local feedbacks in cloud formation and convection. Local feedbacks on convection have
already been observed elsewhere in the tropics, e.g. in the Sahel (Taylor and Ellis, 2006) and in West
Africa (Lavender et al., 2010). However, feedbacks may apply also on larger spatio-temporal scales.
Much evidence already suggests that land-surface conditions in the Indo-Gangetic Plains are coupled to
precipitation patterns. A study by Sen Roy et al. (2010) linked soil moisture from irrigation to increased
precipitation during the dry season. Turner and Annamalai (2012) suggest that the South Asian monsoon
is a fully coupled ocean-land-atmosphere system while previous studies found that croplands play an
important role in determining the local climate. Yamashima et al. (2011) found evidence that the impact
of LUCC on the hydroclimate of the hot spots (as identified by Koster et al., 2004) is high. Therefore,
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the classical theory supporting the claim that the strength of the monsoon systems is a consequence of
the land-sea temperature contrast appears to need to be made much more complex.
Agricultural intensification and irrigation increase the latent heat flux and energy distribution in the
Indian monsoon region. As previously mentioned, this reduces the surface temperature and consequently
alters precipitation patterns over the Indian monsoon region (Douglas et al., 2009). An 11% increase in
mean annual vapour fluxes, attributed to irrigation, highlights the impact of irrigated agriculture on land-
atmosphere interactions in India (Douglas et al., 2006). In the humid tropical regions, the mean climate
was found to be altered by varying crops (Osborne et al., 2009) suggesting a strong feedback of crops
on seasonally arid climates. Several other studies have analysed the climatic impacts of anthropogenic
LUCC and found similar results which highlight the significant impacts of agricultural expansion in
regional temperature and precipitation over India (Zhao et al., 2001; Findell et al., 2007). The conversion
of forested areas to agricultural lands and the resulting agricultural intensification from 1700 to 1850
reduced precipitation during the summer months over India (Takata et al., 2009). LUCC was found to be
the major source of climate disturbance during that period. The impact of those LUCC on the seasonal
cycle of the hydro-climate of India was investigated on a follow-up study by Yamashima et al. (2011).
The authors found that conversion from forested areas to croplands results in decreased precipitation,
evapotranspiration, and soil moisture throughout the year.
The pressure on water resources in India is likely to increase further, with forecast population growth
together with continued economic progress (Tenhunen and Saavala, 2012). Consequently it is essential to
understand historic trends in LUCC and make valid predictions of future changes in order to understand
their effects on water resources and improve water security in the region.
2.4 Introducing dynamic vegetation growth in LSMs
LSMs are tools that represent the exchange of energy and water fluxes between land and the atmosphere,
the above ground gas transfer and below-ground heat and water transfer. Although much progress has
been made in adding detailed physical processes into these models, there is much room left for improved
estimates of evapotranspiration (ET) fluxes, by including a more reasonable and accurate representation
of crop dynamics. As previously mentioned, recent studies suggest a strong land-surface–atmosphere
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coupling over India and since the study area is part of one of the most intensively cultivated areas in the
world, the strong impact of crops on the evaporative flux cannot be neglected.
Changes in climate factors affect the vegetation dynamics and vice-versa. Nowadays, it is common
practice that LSMs are driven with prescribed vegetation dynamics. Vegetation parameters such as Leaf
Area Index (LAI), root depth and canopy height are obtained off-line and they either remain constant
throughout the entire simulation period or can vary temporally and/or spatially depending on data avail-
ability prior to the simulation. However, such a simplified approach is expected to have a negative impact
on the LSM’s performance, by affecting the simulated ET fluxes and ultimately obstructing weather and
climate predictions and assessment of their impact on water resources.
This is especially the case in the Ganges basin, a region which experiences monsoon flooding almost
every year. In that region, the need for better predictions of the water resources regime and understanding
of the land-surface–atmosphere interactions is very important.
To overcome this limitation, several recent studies achieved dynamical coupling of LSMs, climate
or hydrological models with crop growth models (Boegh et al., 2004; Mo et al., 2005; Pauwels et al.,
2007; Osborne et al., 2007; Maruyama and Kuwagata, 2010; Lei et al., 2010; Black et al., 2012; Li et al.,
2013). Efforts have also been made to include dynamic vegetation representation in LSMs (Cox et al.,
2000; Dai, 2003; Van den Hoof et al., 2011) and hydrologic models (Calvet et al., 1998; Calvet and
Soussana, 2001; Li et al., 2011).
Depending on different purposes, these studies achieved the following: (a) improved representa-
tion of the two-way interactions between climate and crop growth (Osborne et al., 2007; Pauwels et al.,
2007; Lei et al., 2010; Van den Hoof et al., 2011; Black et al., 2012; Li et al., 2013); (b) improved
simulated latent heat fluxes (Arora, 2003); (c) investigated the impact of agriculture on the energy bud-
get, carbon and water cycles (Casanova and Judge, 2008; Maruyama and Kuwagata, 2010; Li et al.,
2013); (d) represented the yield and phenology of crops, water consumption and water-use efficiency (de
Noblet-Ducoudre´ et al., 2004; Mo et al., 2005); and (e) investigated the feedbacks of soil moisture and
evaporative demand on photosynthesis (Garcia-Quijano and Barros, 2005).
In this study the LSM JULES (Best et al., 2011) is applied in order to investigate the impact of
inter-seasonal LUCC in the ET fluxes of the UG river basin in India. JULES was developed by the
UK Met Office and is based on MOSES (Met Office Surface Exchange System), the LSM used in the
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Unified Model of the UK Met Office. It is a combined process-based distributed/lumped parameter
model that simulates the exchange of energy, water, and carbon fluxes between land surface and the
atmosphere. However, JULES in its current version does not simulate crop growth2 and C3 grass is often
used by the model as proxy for annual crops (Van den Hoof et al., 2011). This simplified approach has
a disadvantage: parameters which in reality are constantly evolving, remain constant throughout long
periods. Given that the larger part (60%) of the UG basin is occupied by agriculture, such simplification
is expected to lead to errors in the model results. In order to overcome this problem and develop a system
able to dynamically simulate crop development and its interactions with land surface properties, JULES
was coupled with the crop growth model InfoCrop (Aggarwal et al., 2006a). During the growing season,
the new coupled system will allow for consistent variation of crop parameters.
The novelty of my approach lies in the combination of the following points: (1) The potential error
in ET estimations of LSMs with no dynamic vegetation is quantified, by comparing the pre-coupling
and post-coupling modelling results; Most of previous studies did not show modelling results before the
coupling. This allows for testing the sensitivity of an LSM with regard to the dynamics of the vegetation
cover; (2) The large spatial scale of the application; Most of the past studies are focused on small scales,
or even point scales, and validated their results against flux tower sites. The extent of the agricultural areas
in the UG basin, and the lack of in situ measurements make it a very challenging research environment;
(3) The specific focus on impact on evaporative flux, contrasting to most coupling studies that focus on
LAI, crop yield and/or soil moisture fluxes.
The dynamic coupling of an LSM with a crop growth model is expected to improve the modelling
of land surface processes and allow further investigations of the two way interactions between crops and
the atmosphere, whilst quantifying the potential error in ET fluxes generated by LSMs with no dynamic
vegetation.
2The most recent version of JULES (v4.1) that was released on November 2014 includes a crop model, but was not
available during the course of this research
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2.5 The future climate of India
India’s population depends largely on the summer monsoon rainfall for food and energy production,
agricultural activities and industrial development. Over recent years, extreme weather events in South
Asia, such as the July 2002 drought over India (Bhat, 2006), the Pakistan floods of July-August 2010
(Lau and Kim, 2011), and the north India floods of July 2013, have claimed thousands of lives and could
be attributed to a changing climate and poor environmental management. The World Bank in a recent
report (World Bank, 2013) states that an extremely wet Indian summer monsoon which currently occurs
once every 100 years, is projected to occur once every 10 years by the end of this century. Several other
studies, including the IPCC’s Fifth Assessment Report (Intergovernmental Panel on Climate Change
(AR5), IPCC, 2014b), are linking climate change to extreme weather events over south Asia. Given the
rapid increase in population in that region and the need for water and food security, it is essential to
understand how the climate will change in the future and how its change will impact humans and the
environment.
In many regions of India, the increased population is already facing water stress (World Bank, 2013).
The projected impacts of climate change on the Indian subcontinent vary from extreme heat waves,
changing rainfall patterns, droughts, floods, groundwater depletion, glacier melt, sea level rise, to agri-
culture and food security crisis, energy and water security threats, and human health impacts among
others.
Some of the points highlighted by the 5th IPCC report (IPCC, 2013), related to the present and future
climate of India are the following:
• “There is medium confidence that in India modern large floods are comparable or surpass historical
floods in magnitude and/or frequency.”
• “There is medium confidence that overall precipitation associated with the Asian monsoon will
increase but with a north-south asymmetry: Indian monsoon rainfall is projected to increase. There
is medium confidence in that the Indian summer monsoon circulation weakens, but this is compen-
sated by increased atmospheric moisture content, leading to more rainfall.”
• “In India, flood frequencies since 1950 are the largest for the last several hundred years for eight
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rivers, interpreted as a strengthening of the monsoon conditions after the Little Ice Age (LIA)
between 1450 and 1850 (Kale, 2008).”
• “The Himalayan Glaciers’ melting due to climate change is expected to affect water resources in
terms of quantity and quality, leading to increased runoff volumes downstream.”
IPCC AR4 climate model simulations consistently show that warming over land exceeds warming
over sea as a result of greenhouse gas forcing, which is consistent with observations suggesting that
surface temperature over land increases faster than surface temperature over the ocean (Sutton et al.,
2007).
The CMIP5 (Coupled Model Intercomparison Project Phase 5) model projections for the end of this
century suggest an intensification of heavy precipitation events over India under the scenarios with a
continuous rise in radiative forcing (Scoccimarro et al., 2013). The average summer rainfall over India
will increase by around 5-10%, pointing towards a wetter on average summer season (Turner, 2013).
According to these projections, precipitation intensity seems to increase more than mean precipitation
under a warmer climate (Scoccimarro et al., 2013; Meehl et al., 2005), which is physically consistent
with the fact that warmer air can hold more moisture, leading to more intense rainfall when it does
occur (Turner and Annamalai, 2012). Therefore, the suggested increase in the summer monsoon rainfall
is directly related to the projected increase of the land-sea thermal contrast but also to the projected
temperature increase over the Indian Ocean, which will allow for more moisture to be advected towards
India (Hu et al., 2000; May, 2002; Ashrit et al., 2003; May, 2004; Ueda et al., 2006; Turner et al.,
2007; Kripalani et al., 2007; Cherchi et al., 2011; Turner and Annamalai, 2012). Besides, the Indian
Ocean/western Pacific warm pool region has a nearly monotonous warming trend in the past 50 years
(Knutson et al., 2006) and it could potentially allow for an increase in the moisture supply over the Indian
continent (Turner and Annamalai, 2012). More rainfall would increase water availability but on the other
hand, the larger inter-annual variability in summer rainfall could be associated with more frequent/severe
flood and drought events. The spatial patterns of these changes vary from model to model, making it
difficult to project how rainfall might change within India (Turner and Slingo, 2009).
In addition, most of the recent studies suggest a weakening of the summer monsoon circulation, due
to the warming over the tropics in the middle-to-upper troposphere, which is responsible for the reduction
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in the meridional thermal gradient in the Asian region (Ueda et al., 2006).
Another set of studies are considering the effects of aerosol forcing on the Indian summer monsoon
(Lau et al., 2006; Meehl et al., 2008; Collier and Zhang, 2009; Wang et al., 2009; Fatima et al., 2010;
Ganguly et al., 2012; Bollasina et al., 2013). The observed earlier onset of Indian monsoon, which is
responsible for increased June rainfall over India was found to be related to the presence of aerosols
(Bollasina et al., 2013). Aerosols are responsible for the reduction of incoming solar radiation at the
surface, due to absorption and scattering (Charlson et al., 1992) and therefore the weakening of the SST
gradient. It is possible therefore for aerosols to offset the impact of GHG on India’s precipitation patterns,
by limiting monsoon rainfall. According to Ramanathan et al. (2005), aerosols are responsible for 50%
masking of the surface warming due to GHGs and the mitigation of both aerosol and GHG impacts could
explain the lack of an abrupt transition in the seasonal monsoon precipitation (Turner and Annamalai,
2012).
The future daily patterns of weather over India, such as changes in precipitation intensity, number of
dry/wet days, and active-break events, remain still highly uncertain (Turner, 2013). More confidence in
the projections of day-to-day and intra-seasonal variability will arise from (a) better understanding of the
physical processes going on, (b) improved observations, and (c) better simulations in numerical weather
prediction and climate models (Sperber et al., 2013). It is expected that in the near future, high-resolution
multi-model regional climate change projections for India will bring more confidence (Chaturvedi et al.,
2012).
Apart from changes in precipitation, there are significant feedbacks between the carbon and water cy-
cle under climate change conditions. Increased CO2 concentrations would mean that the photosynthetic
carbon fixation rate of the plants would increase, whilst stomatal conductance would decrease. Plants
would get sufficient CO2 uptake and would not need their stomata to be as open as under lower CO2
concentrations (Taub, 2010). That essentially means that plants water use efficiency would be improved,
leading to reduced rates of transpiration. On the contrary, increased air temperature would lead to higher
potential evaporation as warmer air can hold more moisture, counteracting the effects of increased CO2
concentrations on evapotranspiration (IPCC, 2007).
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2.5.1 Bias correction for climate projections
The CMIP5 precipitation projections are likely to provide unreliable estimates of the mean values and
daily variations of precipitation due to inherent limitations of the GCMs (Raty et al., 2014). In addition,
biases have also been identified in simulating the present-day observed Indian summer monsoon clima-
tologies (Sengupta and Rajeevan, 2013). To diminish the impacts of GCM biases, several techniques that
adjust the climate projections have been developed over the last years and plenty of studies have revised
and evaluated these techniques (Fowler et al., 2007; Maraun et al., 2010; Piani et al., 2010; Teutschbein
and Seibert, 2012; Raisanen and Raty, 2013; Raty et al., 2014). There are two broad categories of such
adjusting techniques: a) Delta-change methods, which apply the ratios between simulated historic and
future projections to scale the observed climate, and b) Bias correction methods which adjust the fu-
ture projections based on differences between the observed and simulated historic climate (Raisanen and
Raty, 2013; Raty et al., 2014).
In this study, the delta-change method was applied as it is the simplest approach that can be applied
in multi-model ensembles with small computational effort, given the time-constraints of the present work.
In addition, it is a method broadly used for transforming coarse resolution GCM outputs into finer scale
products suitable for hydrological applications. It calculates the change in time between the control and
future GCM simulations of a variable and applies this change in the baseline climate by simply adding or
scaling the mean climatic change factor (CF) to each day (Fowler et al., 2007). However, this approach
has a number of limitations: a) It assumes a constant GCM bias through time, as it suggests that relative
change is better simulated than absolute values; b) It assumes a constant spatial pattern of the climatic
variable and ignores changes in variability, as the calculated CFs only scale the mean, max and min
values; c) There is no change in the temporal sequence of wet/dry days (Fowler et al., 2007).
2.5.2 Impacts of Climate Change on humankind and the environment
A declining trend of the Indian monsoon rainfall since the 1950s has already been observed but the
frequency of heavy rainfall events has increased (World Bank, 2013; Turner and Annamalai, 2012; Joseph
and Simon, 2005). This change in the variability of monsoon rainfall could be responsible for the biggest
impacts on short time scales as it can be associated with increased floods but also more droughts (World
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Bank, 2013; Turner and Annamalai, 2012).
The consequences of more frequent droughts in a country whose economy is based on crop produc-
tion could be severe. According to the World Bank (2013), more than 60% of India’s agricultural areas
are rain-fed. Drought periods, followed by ground water depletion could have dramatic impacts in the
stability of Indian economy and food production for millions of people. Even a small change of 5-10%
in the Indian summer monsoon could have impacts on the agricultural production and the stocks and
commodities market.
Rivers such as the Brahmaputra and Indus, are mainly glacier-fed rivers and a potential melting of
Himalayan glaciers due to temperature rise could lead to higher spring flows during the snow melt season
(World Bank, 2013). On the other hand, in the rainfall-runoff-dominated UG basin, flows are expected
to increase (at least until 2050) due to a projected increase in precipitation (Lutz et al., 2014). The
contribution of glacier melt in the UG basin is small and the future hydrology largely depends on the
monsoon precipitation signal (Lutz et al., 2014).
Densely populated coastal cities like Mumbai are under high risk of sea water flooding, due to a
potential increase in the sea water levels. The whole India is near the equator and it is expected that it
will be much more affected by rising sea levels than other latitude regions (World Bank, 2013).
Hydro-power stations and thermal power plants, which are the dominant power generation mecha-
nisms in India, are under direct threat by a potential water resources depletion. Less regulated river flows
along with temperature increase could pose major threats to these power generation sources (World Bank,
2013).
Chapter 3
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Study Area Description
3.1 General Characteristics
The river Ganges originates in the southern Himalayan mountains, on the Indian side of the Tibetan
border. It flows through the Gangetic plains of Northern India, and following a south-east direction it
flows into the Bay of Bengal. It has been declared the national river of India and as a source of water
for agriculture, transportation and energy, sustains one of the most densely populated areas of the world.
Its religious significance is immense. It is the most sacred river of India, a spiritual entity and symbol of
purity for the whole country. Some of the most important cities of India are located along its banks (IIT
Kanpur - Gangapedia, 2013).
The study area is the Upper Ganges (UG) basin, which corresponds to the main upper branch of
Ganges and covers an area of 87,000 km2. The domain is located in northern India between longitudes
77◦E to 81◦E and latitudes 25◦N to 32◦N. Elevation ranges from 7400m in the Himalayan mountain peaks
to 90m in the plains (Fig. 3.1). The UG basin lies in the states of Uttaranchal and Uttar Pradesh and the
main physical subdivisions of the area are the northern mountainous regions (Himalayan foothills) and
the Gangetic plains.
In the upstream mountainous regions where the river originates, hydro-power is the main focus
of development with mega and micro projects either already operating or currently under construction
(Bharati et al., 2011). When the river reaches the plains, it becomes subject to a vast irrigation demand
as more than 410 million people are depending on it to cover their daily needs (Verghese, 1993).
The plains are characterised by highly regulated and reduced flows due to the development of nu-
merous water structures (dams, barrages and irrigation canals), as illustrated in Fig. 3.2, which cause
impacts on the water quality and availability whilst at the same time affecting the riverine ecosystems
(Bharati et al., 2011). The two main dams in the UG basin are Tehri and Ramganga (Fig. 3.2). The
three main canal systems are the Upper Ganga canal (starting at Bhimgoda Barrage), the Madhya Ganga
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canal and the Lower Ganga canal (starting from Narora barrage), irrigating 2, 0.18 and 0.5 million ha
respectively (Bharati et al., 2011). Numerous hydro-power plants constructed on the Upper Ganga canal
are using its falls to generate power (Jain et al., 2007). Although there is a rich canal network in the UG
basin, the storage capacity of reservoirs (apart from those at Tehri and Ramganga) is not large enough
to permit preservation of flows during the monsoon season and dry season flows are not sufficient to
maintain ecosystem and other demands (Jain et al., 2007).
Figure 3.1: Location map of the study area in north India and a Digital Elevation Model (DEM) of the
UG basin showing the ranges of the elevations (m altitude). The UG basin was delineated using the 90m
resolution SRTM digital elevation map and the eight-direction (D8) flow model, following an approach
presented in Jenson and Domingue (1988). Kanpur barrage was used as the outlet point.
As shown in Fig. 3.3, areas in the north of the UG basin (Himalayas) are either barren or covered
by snow. The central and northern parts of the catchment are dominated by forests (20% of the total
catchment area). Around 60% of the basin is occupied by agriculture (main crop types include wheat,
rice, maize, sugarcane, bajra and potato). Most of the urban and agricultural areas in the basin are located
towards the south, in the plains of the UG basin.
The soils dominating the upper areas of the catchment are classified as Leptosols (Fig. 3.4). They are
very shallow and erodible soils, formed usually on continuous hard rocks, allowing minimal development
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Figure 3.2: Locations of barrages, reservoirs, environmental flows (EF) sites, climatic stations and flow
measurement stations of the UG basin. From: Bharati et al. (2011); Sapkota et al. (2013)
(Chesworth, 2008). Thicker, more fertile Cambisols and Fluvisols are found in the lowland areas. Most
farms are located in Fluvisol dominated areas because they form easily worked land. These soils are
often wet due to the presence of groundwater or river flood water (Chesworth, 2008). Lixisols, located
on the west part of the UG basin, are characterised by low levels of nutrients, are greatly affected by water
erosion, making agriculture possible only with frequent fertilizer applications. Of alluvial origin is the
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Figure 3.3: Land-cover map of the UG basin, for year 2010, as developed by Tsarouchi et al. (2014).
shallow, fine-textured band of Regosols located in the mid-north parts of the catchment (Encyclopaedia
Britannica inc., 2012a,b). The fertile soils developed on the river’s alluvial deposits are making it a highly
productive agricultural area.
The two main crops grown in that region are wheat and rice. In Uttar Pradesh, rice is predominantly
rain fed and depends largely on the monsoon season rains from June to September (USDA-I, 2013).
However, the intensive wheat/rice crop rotation in the area is responsible for soil degradation and causes
drops in the water table levels (through ground-water extraction for irrigation) in some areas and water-
logging in others, when irrigation is applied in areas without adequate drainage (USDA-I, 2013). In
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Uttarakhand, around 80% of the population depends on agriculture for its survival. Only 20% of the
district’s area is flat, the rest 80% is hilly. Further, only 11% of the agricultural area is irrigated and that
happens mainly in the hilly areas (Kaushal and Kansal, 2011).
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Figure 3.4: The dominant soil types in the Upper Ganges basin as derived from the HWSD soil map
(FAO, 2009).
3.2 Hydrology and Climate of the region
The annual average rainfall in the UG basin ranges between approximately 610 mm and 1810 mm
(Fig. 3.6). The main source of rainfall is the south-west monsoon, which occurs at this location from
July to late September, providing more than 80% of the total annual precipitation (Fig. 3.7, Turner and
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Figure 3.5: Soil texture map of the Upper Ganges basin as derived from the HWSD database.
Annamalai, 2012). The runoff regime in the UG basin is rain dominated, due to the monsoon-dominated
precipitation regime, and the maximum discharge of the river occurs during the monsoon period (Lutz
et al., 2014). However, the fluctuation between monsoon flows and dry period flows is very high and that
means that large areas are subjected to floods and/or droughts every year (Jain et al., 2007), resulting in
huge loss of life and property (e.g. recent northern India floods in Uttarakhand, June 2013).
The Indian monsoon is part of the larger-scale Asian monsoon which is an annually reversing wind
system (Lau et al., 2005). This system is characterised by winds blowing from the south-west direc-
tion during the summer months (June–September) and from the north-east during the winter months
(December–February). The reversal of the wind direction in May brings a rich amount of moisture from
the warm tropical ocean to the Indian continent (Xavier et al., 2002). This reversion is associated with
the temperature difference between sea and land surface. South of the equator, the Indian Ocean is cooler
than the northern Indian Ocean, the northern India plains and the Tibetan Plateau. Therefore, temperature
and pressure gradients are formed from south to north.
The Indian monsoon is characterised by large spatial and intra-seasonal variability. The intra-
seasonal variation of monsoonal precipitation is defined by ‘active’ periods of high rainfall and ‘break’
periods with weak or no rainfall over central India and the west coast (Xavier et al., 2002). The monsoon
trough, which is a low pressure system that lies over the northern plains of India during the monsoon
Study Area Description 37
0km 70km 140km
N27
28
29
30
31
78 79 80 81
lon
la
t
610
710
810
910
1010
1110
1210
1310
1410
1510
1610
1710
1810
Annual prcp (mm)
Figure 3.6: Annual average precipitation distribution in the study area, based on TRMM 3B42v7A
satellite product (years 1998–2011).
season, plays an important role in these variations. When the trough is over the Himalayan foothills,
central India and the west coast are under a ‘break’ period. When the trough is over the northern Indian
plains, central India and the west coast are under an ‘active’ period (Krishnamurthy and Shukla, 2000).
From July to October, the Ganges river water supply depends on the south-westerly monsoonal rains.
From April to June (which is the hot season), the river’s water supply depends on the snow-melting flows
from the Himalayas. The upper parts of the catchment receive a considerable amount of snowfall and
some areas in the Himalyian foothills are permanently covered by snow (Fig. 3.3). Apart from the
monsoons, precipitation also comes in the form of tropical cyclones originating in the Bay of Bengal
during late spring and early autumn. During the winter months, only a small amount of rainfall occurs in
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Figure 3.7: Precipitation monthly climatology in the UG basin based on Tropical Rainfall Measuring
Mission (TRMM) satellite data product 3B42v7A, over the period 1998–2004.
the study area. Temperature in the catchment ranges from −20◦C during the winter in the northern parts,
to 38◦C during the summer in the lowlands.
Since this project is interested in large-scale surface water - climate fluxes and feedbacks, the moun-
tainous headwaters in the north of the basin are not taken into consideration. Although climate change
impacts on glaciers and snow melt are of great concern, they are an intensive field of research, but have
only limited impact on the water resources of the lower plains (Immerzeel et al., 2010). The large down-
stream monsoon-dominated system of the Ganges river basin, in combination with limited upstream
precipitation and small glaciers are the reasons for this minor contribution of snow and glacier water to
the Ganges (Immerzeel et al., 2010).
There is a strong link between the Indian monsoon and the El Nin˜o and Southern Oscillation (ENSO)
phenomena through ocean – atmosphere interactions. Ropelewski and Halpert (1996) identified the
Ganges basin as one of the regions whose precipitation characteristics are related to the ENSO events.
In addition, Whitaker et al. (2001) found a significant relationship between the natural variability of the
Ganges annual flow and the ENSO index.
Goswami et al. (2006) describe north-east India as a region with high mean precipitation and high
variability. Local orography has a strong influence on the rainfall and thus, it is difficult to identify trends
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in rainfall extremes due to a warming environment. However, while there has been no overall trend in
seasonal mean rainfall of the Indian summer monsoon, this masks a complex pattern of reduced frequency
of light-to-moderate rain events, and increased frequency and magnitude of heavy rain events (Goswami
et al., 2006). Similar trends were found by Rajeevan et al. (2008) who suggest that increasing trends
of extreme rainfall events could be related to increasing trends of sea surface temperatures and surface
latent heat fluxes over the tropical Indian Ocean. This is consistent with the general intensification of
the hydrological cycle in the tropics (Trenberth et al., 2003). Increased greenhouse gas concentrations
lead to a warmer climate, which means that the water-holding capacity of the atmosphere increases along
with the concentrations of water vapour, leading to higher potential evaporation. However in terms
of ET, the increased temperature effect offsets the impact of increased CO2 concentrations, which is
reduced plant transpiration (as previously mentioned) due to decreased stomatal conductance, resulting
in increased plant water use efficiency. Besides, increasing groundwater extractions for irrigation have
already strongly decreased groundwater storage (Briscoe, 2005; World Bank, 2010; GOI, 2010) and
increased soil moisture and surface-atmosphere fluxes.
3.3 Threats to water supply
The Ganges basin is the most densely populated river basin in the world, with an average population
density of 520 persons/km2. Between 1991 and 2001, the urban population of India increased by 32%,
and this trend is likely to continue, making the study area subject to rapid land-cover changes (O’Keeffe
et al., 2012). According to the Census 2011 (Office of the Registrar General & Census Commissioner,
India, 2011), the population of India has increased by more than 181 million from 2001 to 2011, reaching
1.21 billion. Population density in Uttar Pradesh has increased by more than 100% from 1971 to 2001,
leading to a sharp increase in water demand (Kaushal and Kansal, 2011). Especially during the dry period,
the pressure is high for the canals to maintain the required flow revels and sustain riverine ecology.
Over the past decades, the Indian subcontinent has undergone one of the largest environmental
changes in human history. India’s green revolution, besides the ubiquitous benefits, has resulted in large-
scale changes in land cover and a significant increase in the exploitation of water resources, including
the vast groundwater aquifers of the Gangetic plains. From 1960 to 1999, irrigation from tube wells and
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other wells grew by more than 400% and currently represents well over half of the country’s irrigated area
(Scott, 2009). At the same time, groundwater provides 50-80% of domestic water demand (Kumar et al.,
2005). Large groundwater irrigated areas increased by 187% from 1970 to 1999 (Zaisheng et al., 2006).
The situation is getting worse as in more recent years the increasing demand for better diet led farmers to
mainly plant high water intensity crops such as wheat, rice and sugarcane (Kaushal and Kansal, 2011).
This has put severe pressure on water resources, whilst groundwater levels show a steady decline (Rodell
et al., 2009).
The pressure on water resources is expected to further increase in the near future. By 2030, India’s
urban population is expected to rise from 286 million (in 2001) to 575 million (Tenhunen and Saavala,
2012). The country eyes double-digit economic growth. At the same time future climate change, and
particularly the reliance of water resources on the highly erratic precipitation patterns of the summer
monsoon, pose significant risks to water supply. Since 80% of India’s rainfall occurs during the sum-
mer monsoon, any change in its timing, intensity and duration, affected by increases in greenhouse gas
concentrations could be seriously detrimental to water supply. Due to a rapidly growing population, this
area is considered at high risk for water shortages in the future. Countrywide evidence cited earlier, sup-
ported by localised studies, already suggests decreased frequency of light-to-moderate rainfall events and
increases in heavy rainfall events, specifically in the central and north-east region, since the early 1950s
(Dash et al., 2009).
Another environmental challenge India has to face is the very poor water quality over large parts of
the Ganges river. Although in the mountainous regions the water is clean, as it reaches the plains, the
water quality issues that arise are huge as municipal waste and industrial sewage are major contributors
to the river’s pollution (Jain et al., 2007).
The World Bank (Briscoe, 2005) has warned India that in order to sustain its current economic
development and manage its water resources system, severe changes need to take place. Otherwise, the
reality of limited water supplies and growing demands could lead to a very serious water crisis.
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3.4 Data availability
When it comes to data availability for research studies, this region is one of the most data scarce regions
in the world. This scarcity arises mainly from political restrictions and to a lesser extent from physical
difficulties. The Himalayan mountainous parts of the catchment are not equipped with gauging stations.
Nevertheless, further downstream, in the plains, there are several measurement stations but India has very
strict data sharing policies due to national security laws. Ganges is a transboundary river and despite the
existence of several official two-sided mechanisms and treaties between India and border countries (such
as the Joint Rivers Commission between India and Bangladesh, the Ganges Treaty of 1996), there has not
been much progress in reforming policies that would allow data sharing, or establishment of organisations
with the purpose to assist cooperation, joint operations and management of these transboundary waters.
As a result, the lack of data accessible by the scientific community is responsible for a general lack of
hydrological and water resources studies in the UG basin area and has been a great challenge for the
present research. There has been an ongoing debate regarding the flow data availability but until this
issue is resolved, all feature studies will have to deal with this limitation.
Chapter 4
Historic and future land use changes
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Historic and Future Land Use Changes
This chapter is an expansion of the work described on the following publication:
Tsarouchi, G., Mijic, A., Moulds, S., Buytaert, W., 2014. Historical and future land-cover changes
in the Upper Ganges basin of India. International Journal of Remote Sensing, 35: 3150-3176.
4.1 Introduction
In this Chapter, trends in land-cover changes are detected and quantified, by developing and analysing
historic land-cover maps and by modelling land-cover change in a region that has undergone one of the
largest environmental changes in human history over recent decades. India’s green revolution, besides
its ubiquitous benefits, has resulted in large-scale changes in land cover. Remarkably strong agricultural
expansion, development activities, urbanization, and deforestation have caused alterations and modifica-
tions in the land-cover status. This is the first study attempting to evaluate and understand the dynamics
of land-cover change processes in this region by monitoring and analysing the spatial patterns of change
at a high resolution, which allowed detailed descriptions of land-cover transitions over time.
The land-cover changes that took place in northern India over the last decades are affecting water
resources in the region in complex ways. The increased demand for irrigation, which follows the agricul-
tural expansion, along with population growth and economic development, are threatening India’s water
supplies (Rodell et al., 2009). As a result, the study of historic land-cover change trends and the gener-
ation of future scenarios of land cover is a step towards a better understanding of the impacts posed by
these changes on water resources and towards improved water security in the region.
The large scale of application is a challenge for this study (previous studies have only focused in
small-scale systems). The lack of available data for dynamic-based land-cover change models led to the
selection of a simple Markov chains model to generate the future scenarios, as previously mentioned.
This Chapter aims to capture historical changes by generating a time-series of land-use maps, after
applying supervised classification techniques on historical data sets of satellite images. Subsequently,
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future spatio-temporal land-cover scenarios are developed, based on Markov chain analysis. The research
methodology is divided into three phases:
1. Image processing of 30m resolution multi-temporal Landsat 5 Thematic Mapper (TM) and Landsat
7 Enhanced Thematic Mapper plus (ETM+) data and land-cover maps preparation.
2. Land-cover change detection and analysis of land-cover changes between 1984 and 2010, by using
post-classification change analysis.
3. Stochastic modelling and future projections of land-cover change with Markov modelling, by gen-
erating transition probability matrices, which indicate transition potentials from one land-cover
class to another.
The results are expected to enhance progress in identifying and understanding the temporal dynamics of
climate-surface-groundwater fluxes as a function of land-cover change.
4.2 Data description
The Data used to prepare the land-cover maps and detect trends of change include:
1. Remote sensing data: Landsat 5 TM and Landsat 7 ETM+ images, 77 in total, for the month
October of years 1984, 1990, 1998, 2000, 2002, 2004, 2006, 2008 and 2010 were acquired from
the US Geological Survey Global Visualization Viewer. Prior to the analysis, the images were
co-registered to the UTM projection zone 44N, WGS 1984 datum and corrected for radiometric
and atmospheric effects. Then the images were classified using a Maximum Likelihood classifier
method with pixel training data sets, resulting in land-cover maps of eight different classes. Further
details are given in the next Section.
2. Field data: The total of 400 validation points for each land-cover map were selected by visual
interpretation of high resolution imagery on Google Earth, along with ground-truth data collected
after a survey of the site in 2012. In addition, online data from the Global Geo-Referenced Field
Photo Library (University of Oklahoma, 2011) were used to relate land cover to the supervised
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classifications results. The field data were also used in the land-cover change detection analysis
to distinguish between areas with and areas without change. All images from Google Earth and
from the Global Geo-Referenced Field Photo Library are labelled with their acquisition date. For
the validation, images acquired on the same month with the Landsat images were selected. If that
was not possible, the images selected were acquired within a month’s difference from the satellite
image acquisition date.
4.3 Description of Methods
4.3.1 Image processing and land-cover maps preparation
The work that’s been carried out is as follows:
Land-cover maps were produced by applying supervised classification techniques on the Landsat
images with a 30m ground resolution. However, the accuracy of the classification is highly dependent
on the quality of the satellite data interpreted. Therefore, and especially in cases where multi-temporal
images (i.e. not acquired on the same date) are to be analysed and compared, a primary pre-processing
task is necessary, in which radiometric and atmospheric corrections are applied to each image.
As previously mentioned, the digital sensors acquire the intensity of electromagnetic radiation (ER)
from each spot viewed on the Earth’s surface and store this information as an 8-bit satellite quantized cal-
ibrated digital number (DN) for each spectral band. Radiometric correction involves the use of standard
equations to convert DN values to at-satellite reflectance. DN is converted to at-satellite spectral radiance
Lλ according to the following expression (Chavez, 1996; Chander and Markham, 2003; Chander et al.,
2007):
Lλ = G×Qcal +B (4.1)
where:
Lλ = Spectral radiance at the sensor’s aperture [W/(m
2 srµm)], where sr is for steradians: units of solid
angle (the full sphere has a solid angle of 4π steradians)
Qcal = Quantized calibrated pixel value [DN],
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G = Band-specific rescaling gain factor [(W/(m2 srµm))/DN], and
B = Band-specific rescaling bias factor [W / (m2 sr µm)].
The G and B factor values can be found in the header records, per specific band.
After conversion to at-satellite spectral radiance, the six bands of optical - reflective data used in
this study (bands 1-5 & 7) have to be converted to at-satellite exo-atmospheric reflectance (which is
the combined surface and atmospheric reflectance seen at the satellite). The conversion assumes cloud-
free conditions and a uniform Lambertian surface according to the following equation (Chander and
Markham, 2003):
ρp =
π × Lλ × d
2
(ESUN× cos(θz))
(4.2)
where:
ρp = Unitless exo-atmospheric reflectance at the satellite (this takes values of 0-1),
d2= Squared Earth-Sun distance in astronomical units,
ESUN = Mean solar exo-atmospheric irradiance [W/(m2 µm)], from Finn et al. (2012), and
θz = Solar zenith angle when the scene was recorded.
An image-based dark object subtraction (DOS) method was used (Chavez, 1989, 1996; Moran et al.,
1992). This method is the simplest yet most widely used approach, suitable for areas with dense vege-
tation (Spanner et al., 1990; Huguenin et al., 1997). As previously mentioned, it assumes that objects
with near zero reflectance exist in each image (Kaufman and Sendra, 1988). The smaller DN value in
each spectral band repeated over at least one thousand pixels (DNmin) is considered to be the dark object
(Teillet and Fedosejevs, 1995). The signal received from those objects is due to atmospheric scattering,
also known as path radiance (Eq. 4.3), and is subtracted from all the pixels of the spectral band (Chavez,
1989). Once DNmin is determined, path radiance, Lp, can be estimated using Eq. 4.3.
Lp = G× DNmin +B −
0.01× [Eo × cos(θz)× Tz + Edown]× Tu
π
(4.3)
where:
Lp = Path radiance resulted from the interaction of the electromagnetic radiance with the atmospheric
components (molecules and aerosols),
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DNmin = Darkest DN value in each spectral band with at least one thousand pixels,
Eo = Exo-atmospheric solar constant corrected for solar distance (Eo = ESUN/d
2),
Tz = Atmospheric transmittance between the sun and the surface in the illumination direction,
Edown = Downwelling diffuse irradiance, and
Tu = Atmospheric transmittance from the target toward the sensor.
The method assumes no atmospheric transmittance loss (Tz and Tu to be unity) and the downwelling
diffuse irradiance (Edown) to be zero (Chavez, 1989).
The DOS model has the following form to calculate the surface reflectance (ρ), where path radiance
(Lp) is subtracted from the at-satellite sensor radiance (Lλ):
ρ =
π × (Lλ − Lp)
Tu × (Eo × cos(θz)× Tz + Edown)
(4.4)
After these corrections, supervised classifications were implemented by using the Maximum Likeli-
hood algorithm. All six optical bands of the TM5 and ETM+ sensors were used (bands 1-5,7). The steps
followed for the supervised classifications included: 1) selection of training regions, 2) calculation of
region’s statistics in order to avoid overlapping between different classes, 3) evaluation of each class and
4) application of the Maximum Likelihood Classifier. A total of 160 training regions, evenly distributed
between the land-cover classes, were chosen by means of on-screen selection for each image (i.e. selec-
tion of training polygons based on the analyst’s judgement, by identifying areas that clearly belong to
a certain class), to ensure that all spectral classes are properly represented in the training statistics (Wu
et al., 2006). Land-cover classes were defined as water, forest, shrubs, grass, crops, urban, snow and
barren.
The Normalized Difference Vegetation Index (NDVI), proposed by Rouse et al. (1974), was used
as an additional data layer in the classification procedure to enhance detection among various land-cover
classes and also to reduce the shadow effect due to the mountainside slopes. Derived from relationships
between different spectral bands, as previously mentioned, NDVI is more sensitive to the vegetation
spectral response than the individual bands. Corresponding cell values in bands TM3 (0.63 − 0.69µm)
and TM4 (0.76 − 0.90µm), can be used to produce this vegetation index according to the following
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expression:
NDV I =
TM4− TM3
TM4 + TM3
. (4.5)
Calculations of NDVI for a given pixel always result in a range from -1 to +1. Pixel values close to 1
indicate the highest possible density of green vegetation, whereas pixel values below 0.1 are considered
as non-vegetated according to Loveland et al. (1991). Although it is possible to obtain NDVI values
from at satellite exo-atmospheric reflectance values, it is more accurate to first apply the atmospheric
corrections and use the surface reflectance values in order to estimate NDVI values.
The classification algorithm might sometimes misclassify pixels, either due to an analyst’s error
during the training model procedure or due to a spectral overlap between different land-cover types.
To determine how accurate the produced maps are, the overall accuracy and Kappa Coefficient were
calculated for each classification, using techniques described in Congalton (1991).
The total of 200 samples for each image date is obtained through visual interpretation of the area.
This is aided by a combination of direct field observation and Google Maps interpretation. Those 200
samples were split by random sampling into training and validation datasets, making sure that all land-
cover types are equally represented in each dataset. The training dataset (160 points, evenly distributed
between the land-cover classes) was used to calibrate the model. The validation dataset (40 points,
evenly distributed between the land-cover classes) was used to test the model’s performance. This cross
validation procedure (i.e. repeated random sub-sampling) was carried out 10 times for each image. The
final error was estimated as the average of the individual errors. Once the cross validation testing was
complete, 400 validation points (see section 4.2) were used to test the performance of the model that gave
the best accuracy during cross validation.
As no ground truth data or aerial photographs were available for the 1984 and 1990 classifications,
validation relied upon manual expert judgement of the classification in the validation points.
4.3.2 Land-cover change detection and analysis
In order to detect and quantify the changes in land-cover patterns from 1984 to 2010, a post-classification
change analysis approach was followed, that produces a change matrix where different combinations
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of change are identified. This allows quantification of the changes by knowing how much of a given
land-cover type has changed and into what categories, as well as to identify trends in land-cover changes
that have taken place in the UG basin since 1984. The classified images are compared on a pixel by
pixel basis and the quality of the change map is very much dependent on the accuracies of the individual
classification maps. Hence, this method requires a very good level of accuracy in both images (Singh,
1989; Lambin and Strahler, 1994). In addition, for the analysis of the location, type and rate of change,
a set of images that indicates the gains and losses per land-cover class was produced.
4.3.3 Stochastic modelling and future projections of land-cover change
To generate future land-cover scenarios, one of the analytical methods of modelling stochastic processes,
Markov chain analysis, was applied. The method is based on the assumption that the driving forces that
produced changes in the past will continue to do so into the future. However, this assumption is not
always true, especially for long periods. Therefore, the decision was taken to apply the method only for
the period from 2000 to 2010, where the frequency of available land-cover maps is high (1 map per 2
years). In theory, a given cell of land may change from any type of land cover to any other.
Before applying the Markovian analysis, the method was tested to evaluate its validity for projecting
land-cover changes in the UG basin. The three assumptions tested were: a) Land cover is not statistically
independent from land cover at the preceding time period; b) This dependence is a 1st order Markovian
dependence and not a 2nd order dependence; and c) The system is stationary, meaning that the driving
factors caused changes in the past will continue to do so into the future.
More analytically, the first test was a statistical independence test. The null hypothesis that land
cover at one point in time (t1) is statistically independent of land cover at the preceding time period (t0)
is being tested (essentially this test is testing for order 0 versus 1st order Markovian dependence). If M
is the number of land-cover classes (here M = 8), Karl Pearson’s χ2 is calculated with (M − 1)2 degrees
of freedom:
χ2 =
∑
i
∑
k
(nik −mik)
2
mik
, (4.6)
where nik the amount of cells that transitioned from class i to k in period 2000 − 2010 for instance;
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and mik the expected amount of cells that transitioned from class i to k under the null hypothesis of
independence, under the constraint that the expected marginal totals are equal to the observed transition
matrix ones; mik is therefore calculated as:
mik =
ni∗n∗k
n
, (4.7)
where ni∗,n∗k the marginal totals (for row and column respectively) and n the sample size.
The test will be called K2 instead of χ2, to differentiate from its distribution (χ2). For (M−1)2 = 49
and a critical region of 0.05, values of K2 less than 66.3 would indicate that the hypothesis of land-cover
independence is true.
If the data are proved to be statistically dependent, the second test will show whether the dependence
is characterised by a 1st or higher order Markov dependence (Weng, 2002). The test for the 1st order
Markov dependence is again a χ2 goodness of fit test, calculated by the Eq. 4.9. The hypothesis that the
data are described by 1st order Markovian dependence is true if for M(M− 1)2 degrees of freedom:
χ2c < χ
2
1−n,M(M−1)2 (4.8)
where
χ2c =
∑
ijk
nij
(
nijk
nij
−
njk
nj
)2
njk
nj
, (4.9)
where nijk is formed similarly to nij .
The third test is a stationarity test. Markov transition probability based models assume that the
probability matrix is stationary over time and space. According to this assumption, changes in land cover
for all tested periods between 2000 and 2010 come as a result of the same transition mechanism. To
test this assumption, the steady state probabilities, which show the equilibrium distributions for these
periods, will be calculated. These distributions are calculated by multiplying the transition matrices by
themselves (Bell, 1974; Bourne, 1976) until they converge to a matrix with identical rows. The values of
the equilibrium matrix represent the amount of each land-cover class at a hypothetical future equilibrium.
Furthermore, this shows that the Markovian process is not a simple linear extrapolation because the
transition potentials change over time as the various transitions reach an equilibrium state.
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The matrices of change produced by the post-classification change analysis show the number of cells
that changed from each land-cover class to another class. These numbers are converted to probabilities
by dividing each element by its equivalent row total. In this study, the probability for each land-cover
class to change to every other class is being represented in a matrix, which (with 8 land-cover classes, and
therefore 64 possible different land-cover transitions) is a 64 cell transition matrix for each discrete time
period. The rows represent the older land-cover categories and the columns the newer ones. The model
applied in this study is a 1st order Markov chain, meaning that the dependence of land-use upon the past
is entirely captured upon the dependence on the exact previous land-use state. The transition predictions
can be determined as functions of current land cover. The mathematical structure of this approach is
based on probabilities of transition between each pair of land covers i and j. The model has the form of:
nt1 = P × nt0 (4.10)
where nt0 and nt1 are vectors representing fractions of each land-cover class at the time t0 and t1, respec-
tively and P is a transition probabilities matrix that indicates the probability of moving from one class i
at time t0 to another class j at time t1. For m land-cover classes, P has a dimension of m×m. Each row
of the matrix must sum to 1. Once the initial transition probability matrix is calculated, it can be used to
project land-cover changes at any time in the future.
The new transition matrix is derived by simply powering the base matrix, if the date to be projected
is an even multiple of the training period. If the future projection date is not an even multiple of the
training period, it is necessary to produce an annual transition matrix. A linear algebra formula of the
power root of matrices has been used in the past to generate this annual matrix but several difficulties
arise by this approach as is discussed in the study of Takada et al. (2010). Therefore, in the present study,
future scenarios are developed based on even multiples of the training periods.
In this study, all 15 available transition matrices of periods between the years 2000 and 2010 were
used to develop different scenarios of the future land-cover status for the year 2020. As the trends in
different matrices vary, the future predictions generated are not expected to be the same. It is by definition
impossible to test the accuracy of a scenario that projects the future; however, to visualize the uncertainty
and identify outliers between those 15 future scenarios, box-plots were created, which help identify the
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spread and skewness of the future predictions.
4.4 Results
4.4.1 Image processing and land-cover maps preparation
Land-cover maps were produced after supervised classification techniques were applied to Landsat im-
ages for the years 1984, 1990, 1998, 2000, 2002, 2004, 2006, 2008 and 2010 (Fig. 4.1). The error
matrix produced by comparing classification results with ground truth data and high resolution images
(Table 4.1) indicates a sufficient level of accuracy, which allows for further analysing and studying land-
cover change trends in the UG basin. The highest overall accuracy achieved was 93.73% for year 2002.
The Kappa coefficient for that year was 0.91, representing a 91% better agreement than if the classifi-
cation was result of a random assignment. Kappa values greater than 0.80 represent strong agreement
(Congalton, 1991) and a widely used, minimum level of acceptable accuracy for land-cover classification
is 85% (Anderson et al., 1976).
Table 4.1: Classification Accuracy assessment for each classification based on ground truth data and high
resolution images. The results were produced by applying techniques described in Congalton (1991).
Image Overall Kappa
1984 87.03 0.86
1990 86.88 0.84
1998 87.15 0.86
2000 90.57 0.88
2002 93.73 0.91
2004 93.21 0.90
2006 92.90 0.90
2008 88.86 0.87
2010 91.72 0.91
4.4.2 Land-cover change detection and analysis
According to the 1984 classification (Fig. 4.1), areas in the north of the UG basin (Himalayas) were
either barren or covered by snow. The central and northern parts of the catchment were dominated by
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Figure 4.1: Image classification results for the examined years. The eight classes identified are: water,
forest, shrubs, grass, crops, urban, snow and barren.
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forests. In the central areas, a combination of dense vegetation and crops is identified along with barren
and grass land. Most of the urban and agricultural areas in the basin are located towards the south, in the
plains of the UG basin.
Looking at changes in land-cover proportions over the periods examined (Fig. 4.2 & 4.3), crop area
increased from 1984 to 2006 but from 2006 to 2010 it decreased. However, the overall change from 1984
to 2010 is an increase of 1.3%. The trends observed in the forest proportion follow the opposite direction:
forest area decreased from 1984 to 1998 but from 1998 to 2010 it increased, achieving a total increase
of 4.7% from 1984 to 2010. Shrub coverage increases from 1984 to 2000 but from 2000 onwards it
decreases and reaches an overall change of −11.6% from 1984 to 2010. Grass and barren lands do not
show a stable trend of increase or decrease in the periods examined between 1984 and 2010. Nevertheless,
they have all been reduced from 1984 to 2010 by 9% and 9.5% respectively. Urban coverage is being
expanded from 1984 onwards and the total increase during the 1984–2010 period is 5.8%.
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Figure 4.2: Land-cover proportions based on the image classification results.
Figure 4.4 shows the contributors to net change from a perspective of land cover. The main con-
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Figure 4.3: Changes in land-cover proportions over the periods examined, based on the image classifi-
cation results.
tributor to the net change in forest area is the conversion to/from shrubs. Barren land is changing due to
conversion to/from water, grass and snow. Crop change occurs due to conversion to/from water, shrubs,
grass and barren. Grass change is due to conversion to/from water, snow and barren land. The main
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contributors to changes in shrubs are forest, snow and barren land-cover classes. Finally, shrubs, grass
and barren land are the main contributors to snow coverage change.
The Landsat classifications indicated that share of forested areas decreased by 4.1% from 1984 to
1990 (Fig. 4.3). The same trend was observed by Gulati and Sharma (2000). This forest loss could be
explained by the conversion to agricultural and other uses, such as heavy grazing, or by forest fires driven
by population growth. During the period 1984–1990 agriculture in the UG basin increased by 0.4%,
urban by 0.7%, grass by 4% and shrubs by 11.8%. According to Figure 4.4, the main reason for the forest
loss during the 1984–1990 period is conversion to shrubs.
The trends in forested area between 2000 and 2006 show an increase of 7% (Table 4.2). This is
consistent with reports that indicate forest growth in India over that period, in the states of Uttar Pradesh
and Uttarakhand where the study area belongs to. Specifically, the State of Forest Report by the Forest
Survey of India (reports of years 2001 and 2009), showed for the state of Uttar Pradesh an increase of
4.33% from year 2001 to year 2007 and for the state of Uttarakhand an increase of 3.17% from year 2001
to year 2007. In addition, the Global Forest Resources Assessment by FAO (2010), showed an increase
of 0.70 % in the forest-cover area of India from 2000 to 2005 and an increase of 0.21% from 2005 to
2010 respectively.
Table 4.2: Land-cover proportions for the developed land-cover maps.
Image water forest shrubs grass crops urban snow barren
1984 0.63 16.35 5.41 6.58 62.62 1.39 2.82 4.20
1990 0.60 15.68 6.05 6.84 62.88 1.40 2.75 3.80
1998 0.56 14.83 6.712 7.13 63.06 1.43 2.70 3.58
2000 0.64 14.99 6.72 6.44 63.12 1.43 2.73 3.94
2002 0.64 15.67 6.12 5.55 63.58 1.46 2.93 4.05
2004 0.61 15.90 5.81 5.85 64.78 1.46 2.99 3.60
2006 0.58 16.04 5.47 5.33 64.05 1.46 3.16 3.91
2008 0.60 16.71 5.13 5.56 63.95 1.47 3.14 3.45
2010 0.59 17.12 4.78 5.99 63.42 1.47 2.83 3.80
In order to analyse the location, type and rate of changes, a set of images that indicate the gains
and losses per land-cover class was produced. Figure 4.5 shows indicative changes for the land-cover
types of forest, snow, grass, crops and shrubs. During the 1984–1998 period, the forest proportion was
decreased in the basin mainly in the north parts (Fig. 4.5d). Contradictory, during the period 1998–2010,
the forest proportion increased (Fig. 4.5a). The crop proportion increased during the 1984–1990 period
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Figure 4.4: Bar plots illustrate the contributors to net change from a perspective of land cover. A positive
value corresponds to land-cover types that contributed to the increase of the proportion of the particu-
lar class during the examined periods. A negative value corresponds to land-cover types to which the
particular class was converted to.
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in the middle and southern parts of the basin, but was also expanding towards the northern areas near
the Himalayan foothills. During the period 2000–2006, the grass coverage was reduced in the northern
part of the study area, while during the same period snow cover was increased (Fig. 4.5b & Fig. 4.5c).
According to Figure 4.4, the most important contributor to the snow growth observed during that period
is conversion from grass land.
Figure 4.5: Indicative gains, losses and areas of land-cover persistence for: a) Forest during the period
1998–2010, b) Snow during the period 2000–2006, c) Grass during the period 2000–2006, d) Forest
during the period 1984–1998, e) Crops during the period 1984–1990 and f) Shrubs during the period
1998–2010.
Trends from literature for other locations in India, such as Kerala and Haryana, for the period 1965 to
1996, confirm the intensification and expansion of cultivated land and the decrease in barren land (Indian
National Science Academy, 2001). According to Rao and Pant (2001), who studied a small watershed in
the mid elevation zone of the central Himalayas (India), between 1986 and 1996 the annual deforestation
rate was 0.57%. During this period, intensification of cultivated land and conversion of natural forests
and grazing lands to agriculture, as well as a constant thinning of available forest was recorded. Semwal
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et al. (2004), report increase in agricultural land use by 30% during the 1963–1993 period, at the cost of
loss of 5% of forest areas in the Pranmati watershed (Uttar Pradesh, India).
4.4.3 Stochastic modelling and future projections of land-cover change
Indicative transition probabilities for the periods 2000–2004, 2000–2010 and 2004–2010 are presented
in Tables 4.5-4.7 at the end of this Chapter. Under the Markovian hypothesis, the expected transition
probability matrices for different periods between 2000 and 2010 were calculated. All obtained Carl
Pearson’s K2 values are shown in Table 4.3. Since all values were greater than the critical number 66.3,
the null hypothesis that land cover at one point in time (t1) is statistically independent of land cover at
the preceding time period (t0) was rejected.
Table 4.3: Carl Pearson’s K2 values and χ2 goodness of fit test values.
K2 χ2
2002-2006 1.07× 105 1.22
2002-2010 1.75× 105 4.85
2004-2010 1.98× 105 4.41
2006-2010 1.95× 105 4.60
2000-2004 0.74× 105 0.99
2000-2006 1.09× 105 1.31
2000-2008 1.13× 105 1.48
2000-2010 1.39× 105 1.88
2002-2008 1.37× 105 2.54
2004-2008 0.94× 105 0.97
The χ2 goodness of fit test for the 1st order Markovian dependence gave values of χ2 as shown in
Table 4.3. For 49 degrees of freedom and 5% level of significance, the critical value of χ2 was equal to
33.93. The dependence was therefore characterised by a 1st order Markovian dependence, in all cases.
Table 4.4 and Fig. 4.6 show the equilibrium distributions of land cover for all tested periods, used
for analysis of the stationarity of the system. These distributions were calculated by Matrix Powering
(Bourne, 1976). According to that method and starting from an initial land-cover distribution n, the
iteration n, n × P , n × P 2, n × P 3,..., converges to a unique stationary distribution. The transition
matrices (P ) are multiplied by themselves (Bell, 1974; Bourne, 1976) until they converge to a matrix
with identical rows. The obtained values indicate the amount of each land-cover class at a hypothetical
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Table 4.4: Steady state probabilities calculated by multiplying the transition matrices by themselves
(Matrix Powering, Bourne, 1976) until they converge to a matrix with identical rows. The values represent
the proportion of each land-cover class at a hypothetical future equilibrium.
Water Forest Shrubs Grass Crops Urban Snow Barren
2000-2002 0.0045 0.2490 0.0466 0.0309 0.5595 0.0210 0.0573 0.0312
2002-2004 0.0032 0.1724 0.0319 0.0341 0.6442 0.0909 0.0139 0.0095
2004-2006 0.0020 0.1515 0.0863 0.0232 0.5776 0.1218 0.0256 0.0120
2006-2008 0.0025 0.1792 0.0160 0.0254 0.3051 0.0952 0.3181 0.0585
2008-2010 0.0044 0.2622 0.0458 0.0740 0.4187 0.0109 0.1264 0.0575
2002-2006 0.0022 0.1736 0.0632 0.0283 0.6123 0.0953 0.0183 0.0068
2002-2010 0.0026 0.2618 0.0363 0.0336 0.4413 0.0130 0.1910 0.0204
2004-2010 0.0029 0.2334 0.0354 0.0324 0.4113 0.0122 0.2297 0.0427
2006-2010 0.0032 0.2353 0.0279 0.0442 0.2559 0.0071 0.3692 0.0571
2000-2004 0.0036 0.2397 0.0379 0.0403 0.6347 0.0133 0.0201 0.0105
2000-2006 0.0022 0.2318 0.0712 0.0228 0.6376 0.0133 0.0161 0.0050
2000-2008 0.0023 0.2814 0.0328 0.0199 0.5069 0.0108 0.1268 0.0192
2000-2010 0.0018 0.2602 0.0310 0.0197 0.3227 0.0914 0.2524 0.0208
2002-2008 0.0022 0.2204 0.0278 0.0222 0.4730 0.1238 0.1103 0.0203
2004-2008 0.0027 0.2089 0.0320 0.0220 0.4829 0.0900 0.1239 0.0377
future equilibrium. Some of the distributions are quite similar to each other but the results do not provide
evidence that the system is stationary since not all of them are similar (Fig. 4.6). As other studies have
shown, transitions are often not constant through long periods. Nevertheless, stationarity can be assumed
to make scenario-based projections and identify the response of the landscape to management and policy
decisions. In the UG basin, the classification results already indicated changes in the land-cover trends
in between the periods examined from 1984 to 2010.
An interesting trend is being observed here regarding the 2000–2002 transition matrix: Although
from 2000 to 2002 a small increase of 0.73% in the agricultural proportion was identified (Fig. 4.3
& Table 4.2), the equilibrium distributions show a decrease in the agricultural proportion which from
63.58% in 2002 is being reduced to 55.96% (Table 4.4). The bar-plots of Fig. 4.4 illustrate that the only
contributors to the crops reduction during the 2000–2002 period are conversion to forests (-0.6%) and
urban (-1.1%). Therefore, in this case, the agricultural decrease suggested by the equilibrium distributions
can be explained by the forest and urban growth noted at the same period (Table 4.4, 2000–2002 period).
The fact that the equilibrium distribution of the 2000–2002 matrix shows an opposite trend in the crop
land cover than the one observed during the 2000–2002 period highlights that the Markovian analysis is
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Figure 4.6: Equilibrium distributions of land cover as they were projected by all transition probability
matrices. The calculated proportions of land cover for year 2010 are shown in the right end for compari-
son purposes.
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not a simple linear extrapolation of trends, as the transition potentials might change over time until the
equilibrium state is reached.
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Figure 4.7: Box plots indicating land-cover trends with uncertainties for year 2010, as developed by
applying Markov chain analysis. The transition probabilities of years previous to 2010 were used to
generate a 2010 scenario. With red colour are illustrated the actual land-cover proportions of year 2010, as
derived from the Landsat classifications. The middle bar of each box shows the median, while the bottom
and top of the box bars show the 25th and 75th percentiles (or first and third quartiles), respectively. The
upper and lower whiskers extend to the highest and lowest values that are within 1.5× IQR of the box’s
top and bottom bars, where IQR is the inter-quartile range. Dots show values beyond the end of the
whiskers.
Before developing future projections of the land-cover status, the method was tested to examine
how accurate it is. As a validation measure of the ability to generate future land-cover scenarios under
Markov chain analysis, transition matrices of years previous to 2010 were used, and future scenarios for
the year 2010 were generated. These scenarios were compared to the historic land-cover map of 2010 as
shown in Fig. 4.7 (with red colour are land-cover proportions of the historic map). The results indicate
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that the generated scenarios for 2010 are quite close to the actual historic proportions. Highest overall
uncertainties are observed for the land-cover classes forest and shrubs. For instance, the actual proportion
of forest in 2010 is 17.12%, while the two most extreme values that were obtained through Markov chain
analysis for forest are 19.98% and 15.20% (Fig. 4.7). This increases confidence in developing other near
future scenarios by applying the same method.
All possible transition probabilities of periods between the years 2000 and 2010, fifteen in total, were
used to generate 15 different scenarios of future projections for the year 2020 (Fig. 4.8). As the trends in
different matrices vary, the future predictions generated were not exactly the same. Whenever 2020 was
not an even multiple of the training period (see section 4.3.3), a simple interpolation (or extrapolation)
was used to calculate the proportions for that year.
Figure 4.9 shows the uncertainty of the projected scenarios. The land-cover types with the higher
values of uncertainty are forest and crops, which was expected given that these are the two dominant
land-cover types of the study area and the key difference between the transition matrices used for the
future scenarios is that some of them are projecting an expansion of forest and/or agricultural areas and
others are projecting a loss in these areas.
Figure 4.10 shows the spatial distribution of the predicted future land cover for year 2020 after
determining the dominant land-cover types by applying the majority rule in the 15 different scenarios.
The main projected trends include forest growth, replacing some of the shrub and grass areas in the
mid-north parts of the UG basin and less grass and barren lands in the north, where the snow coverage
expands. In addition, agricultural expansion and urbanization are being projected mainly for the southern
parts of the study area.
4.5 Chapter Summary
In this Chapter, trends in land-cover changes were detected and quantified by classifying satellite imagery
and modelling land-cover change in a region that has undergone one of the largest environmental changes
in human history over recent decades.
The study focused on a period characterized by dramatic land-cover changes of high complexity. The
hypothesis of a stationary system is therefore unreliable and the future land-cover distributions generated
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Figure 4.8: Projected proportions of land cover for year 2020, based on the 15 scenarios tested as shown
in the x axis labels.
by different transition matrices revealed different trends that do not necessarily represent realistic future
states for the UG basin. However, the Markov chain analysis is a simple method for projection of trends
and regardless of its limitations can indicate potential scales and directions of future changes (Bell 1974).
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Figure 4.9: Box plots indicating future land-cover trends with uncertainties in the future scenarios for
year 2020. The middle bar of each box shows the median, while the bottom and top of the box bars show
the 25th and 75th percentiles (or first and third quartiles), respectively. The upper and lower whiskers
extend to the highest and lowest values that are within 1.5× IQR of the box’s top and bottom bars,
where IQR is the inter-quartile range. Dots show values beyond the end of the whiskers.
The main trends of changes observed in the study region for the period from 1984 to 2010 are
increased areas of forest, agricultural land, and urbanization, and loss of barren, shrubs, and grassland.
Potential future directions of land-cover change in the UG basin vary and depend on the historic time
period selected by the analyst to project past changes into the future. In this study, 15 different scenarios
based on historic land-cover change produced different future projections. The scenario using land-cover
maps for 2008 and 2010 projects future expansion of forest, urban, grass, and shrubland, with a decline
in agriculture and bare soil. More confidence can be placed in this result as it is based on analysis of
the most recent land-cover change. Future work will attempt to improve the prediction of land cover by
applying modelling approaches that utilize biophysical and socio-economic datasets that did not become
available during the course of the study. This is a possible way to reduce uncertainty and provide more
accurate projections for the future status of land cover in the UG basin.
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Table 4.5: Transition probabilities, 2000–2004
Water Forest Shrubs Grass Crops Urban Snow Barren
Water 0.2351 0.1813 0.0729 0.1228 0.3367 0.0005 0.0121 0.0386
Forest 0.0017 0.8528 0.0910 0.0173 0.0366 0.0001 0.0001 0.0004
Shrubs 0.0045 0.6175 0.2482 0.0173 0.1115 0.0001 0.0004 0.0005
Grass 0.0220 0.0345 0.0132 0.7275 0.1213 0.0001 0.0082 0.0732
Crops 0.0019 0.0155 0.0092 0.0033 0.9679 0.0020 0.0001 0.0001
Urban 0.0010 0.0016 0.0006 0.0006 0.0945 0.9015 0.0001 0.0001
Snow 0.0009 0.0001 0.0001 0.0575 0.0001 0.0001 0.8959 0.0453
Barren 0.0051 0.0001 0.0001 0.2385 0.0019 0.0001 0.1539 0.6003
Table 4.6: Transition probabilities, 2000–2010
Water Forest Shrubs Grass Crops Urban Snow Barren
Water 0.2069 0.2577 0.0633 0.0586 0.3631 0.0004 0.0209 0.0291
Forest 0.0009 0.8955 0.0733 0.0073 0.0225 0.0001 0.0001 0.0003
Shrubs 0.0053 0.6701 0.2218 0.0089 0.0931 0.0001 0.0002 0.0005
Grass 0.0147 0.0451 0.0286 0.7108 0.0849 0.0001 0.0175 0.0983
Crops 0.0017 0.0155 0.0134 0.0037 0.9654 0.0001 0.0001 0.0001
Urban 0.0001 0.0001 0.0003 0.0001 0.0001 0.9990 0.0002 0.0001
Snow 0.0005 0.0001 0.0001 0.0040 0.0001 0.0001 0.9706 0.0245
Barren 0.0026 0.0011 0.0003 0.0583 0.0028 0.0001 0.3344 0.6004
Table 4.7: Transition probabilities, 2004–2010
Water Forest Shrubs Grass Crops Urban Snow Barren
Water 0.3137 0.0891 0.0096 0.1193 0.4375 0.0032 0.0212 0.0064
Forest 0.0017 0.8804 0.0824 0.0047 0.0304 0.0002 0.0001 0.0001
Shrubs 0.0050 0.5860 0.3015 0.0152 0.0916 0.0003 0.0003 0.0001
Grass 0.0092 0.0671 0.0211 0.6163 0.0323 0.0002 0.0892 0.1646
Crops 0.0020 0.0111 0.0114 0.0065 0.9665 0.0023 0.0001 0.0001
Urban 0.0001 0.0010 0.0008 0.0002 0.0840 0.9137 0.0001 0.0001
Snow 0.0009 0.0001 0.0003 0.0133 0.0001 0.0001 0.9533 0.0319
Barren 0.0021 0.0029 0.0008 0.1102 0.0018 0.0002 0.1803 0.7017
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Figure 4.10: Land-cover maps of historic year 2010 (on the left) and future scenario for year 2020 (on
the right), as calculated after determining the dominant land-cover types by applying the majority rule in
the 15 different scenarios. Developed by Markov chain analysis.
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A critical analysis of JULES for
water resources applications
5.1 Introduction
In this Chapter, the Land Surface Model (LSM) JULES (Best et al., 2011) is explored and evaluated, in
terms of large scale modelling of the Upper Ganges (UG) hydrologic regime. By performing a sensitivity
and uncertainty analysis, I look into the model’s robustness and how sensitive it is to different processes.
In the sensitivity analysis Section, the model’s sensitivity to precipitation forcing is discussed, as
large precipitation data uncertainties arise from the comparison of various datasets. Further, in an attempt
to assess and improve the parameterisation of JULES, different model parameters and structural schemes
have been perturbed in a series of experiments, the results of which are being presented and discussed.
On the other hand, during the uncertainty analysis I explore whether it is possible to implement
JULES as a hydrological model that provides robust predictions, by taking into account input data and
parameter uncertainties. The model’s potential to bracket observations is explored and quantified, in
terms of streamflow, evapotranspiration (ET) and soil moisture fluxes.
Overall the model is found to be reasonably skilful in terms of its ability to reproduce observed
hydrological fluxes. However, both the sensitivity and uncertainty analysis show that there is much
room left to improve JULES so that it can function as a proper hydrological model for water resources
assessments. Potential ways of addressing the model’s shortcomings are discussed.
This research, undertaken over a large but understudied catchment of the Ganges river, is expected to
provide valuable insights into whether global LSMs and large scale datasets are appropriate for studying
and assessing the hydrological behaviour of tropical river basins.
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5.2 Data
5.2.1 Precipitation datasets
The rainfall datasets used for the precipitation uncertainty analysis are summarised in Table 5.1.
The IMD gridded product was obtained from the Indian Meteorological Department’s (IMD) archive.
The dataset was created by interpolating rain gauge observation data from 1803 stations across India
(Rajeevan et al., 2006).
The APHRODITE gridded product was obtained from the Asian Precipitation Highly Resolved Ob-
servational Data Integration Towards the Evaluation of water resources (APHRODITE) project archive.
The dataset was created by collecting rain gauge observation data across Asia (Yatagai et al., 2009).
NCEP data were obtained from the Princeton Hydrology archive and consist of reanalysis data that
have been post-processed and merged with observations (National Center of Environmental Predictions,
Kalnay et al., 1996; Sheffield et al., 2006).
The Tropical Rainfall Measuring Mission (TRMM) Multisatellite Precipitation Analysis (TMPA)
products, versions 6 and 7, were obtained from the NASA archive 1 (Huffman et al., 2007; Huffman and
Bolvin, 2013), and will be hereafter referred to as TRMMv6 and TRMMv7.
Only 5 stations providing ground observations from the IMD national rain gauge network became
available during the course of this study. They are not enough for spatial interpolation but can provide
useful information when compared to the gridded datasets mentioned above.
5.2.2 Land surface modelling datasets
The datasets used to force the LSM JULES are summarised in Table 5.2. Precipitation data that were
mentioned above, are not included in the table.
Similar to the NCEP precipitation data, NCEP data for other meteorological variables were obtained
from the Princeton Hydrology archive. This product was developed by Sheffield et al. (2006), after
merging reanalysis with ground truth data.
1ftp://disc2.nascom.nasa.gov/ftp/data/s4pa//TRMM_L3/
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Table 5.2: Datasets used to force the LSM JULES
Variable Name Resolution Time step Time
domain
Reference
Radiation NCEP 1◦ 3-hourly & daily 1948–2008 Sheffield et al. (2006)
Air temperature NCEP 1◦ 3-hourly & daily 1948–2008 Sheffield et al. (2006)
Surface pressure NCEP 1◦ 3-hourly & daily 1948–2008 Sheffield et al. (2006)
Specific humidity NCEP 1◦ 3-hourly & daily 1948–2008 Sheffield et al. (2006)
Wind speed NCEP 1◦ 3-hourly & daily 1948–2008 Sheffield et al. (2006)
Land cover 30 m 2 years 1998–2010 Tsarouchi et al. (2014)
Soil properties 0.1◦ K. Bovis, UM–CAP
The land-cover representation is based on high-resolution land-cover maps for northern India, de-
veloped by the authors (Tsarouchi et al., 2014) and based on Landsat satellite imagery, as discussed in
Chapter 4.
Maps of soil parameters were created by the UK Met Office Unified Model Central Ancillary Pro-
gram (UM–CAP) at the model resolution, based on soil texture maps from the HWSD (FAO, 2009) and
ISRIC2 databases. This is further discussed in Section 5.3.2.
The datasets used to evaluate the model’s performance are summarized in Table 5.3.
Table 5.3: Datasets used to evaluate JULES’ performance
Variable Name Resolution Time
step
Time
domain
Reference
Evapotranspiration
MODIS 1 km daily 2000–2010 Mu et al. (2011)
LandFlux-EVAL 1◦ monthly 1989–2005 Mueller et al. (2013)
Streamflow daily 1998–2011 Hydroflux-India
partners
Soil moisture ESV-SM 0.25◦ daily 1978–2010 Liu et al. (2012);
Wagner et al. (2012)
The MODIS global ET dataset was developed as part of the NASA/EOS project to estimate global
terrestrial ET by using satellite remote sensing data. It was developed by Mu et al. (2011) improved
2Observations of soil sand, silt and clay fractions are available from the ISRIC world soil information website:
www.isric.org
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ET algorithm over a previous Mu et al. (2007) paper. The algorithm is based on the Penman-Monteith
(Monteith, 1965) approach.
The LandFlux-EVAL dataset was generated as part of the LandFlux-EVAL initiative of the GEWEX
Data and Assessment Panel (GDAP). Mueller et al. (2013) evaluated and compared existing land ET
products and generated global merged benchmark products based on the analysis of the already existing
datasets. In this study the 1989–2005 period dataset was used, which is based on 14 data sets in total. ET
is derived from satellite products, field observations, LSMs that are forced with observed meteorology or
reanalysis models (Mueller et al., 2013).
Daily records of streamflow for the Bhimgoda barrage in the north of the study area were obtained
through communication with Indian partners of the Hydroflux-India project. Figure 5.1 shows the loca-
tion of the Bhimgoda sub-catchment with red colour, relative to the UG basin.
Figure 5.1: Location map of Bhimgoda sub-catchment (red line), for which daily river flow data were
obtained, and of IMD rainfall stations (black dots) used in this study.
The Essential Climate Variable (ECV) Soil Moisture (SM) dataset was released as part of the Phase
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1 of the European Space Agency (ESA) Climate Change Initiative Soil Moisture project. The global
merged surface soil moisture product is the output of blending soil moisture products derived from active
and passive microwave satellite sensors, at a daily time-step (Liu et al., 2012; Wagner et al., 2012).
All datasets were further spatially disaggregated to 0.1 ◦ × 0.1 ◦ resolution grids, which is the reso-
lution the model is set up, using the bilinear interpolation method.
5.3 Methods
5.3.1 Model overview: JULES Land Surface Model
JULES, the Joint UK Land Environment Simulator, (Best et al., 2011; Clark et al., 2011) is a physics-
based model, which is used as the land surface scheme of the UK Met Office’s Unified Modelling system
(Fig. 5.2).
Figure 5.2: JULES overview, UK Met Office, 2013
The model partitions precipitation into canopy interception and throughfall. In the default runoff
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scheme, surface runoff is generated based on Hortonian Infiltration and there is no representation of
saturation-excess runoff generation.
Surface heterogeneity within JULES is represented by the tile approach (Essery et al., 2003). The
surface of each grid-box comprises fractions of 9 different surface types; five vegetated - Plant Func-
tional Types (PFTs): broad-leaf trees, needle-leaf trees, C3 grasses, C4 grasses and shrubs, and four
non-vegetated: urban, water, bare soils and ice. For each surface type of the grid-box, the energy balance
is solved, and a weighted average is calculated from the individual surface fluxes for each grid-box. In
the subsurface, the soil column is divided into 4 layers, which have a thickness of 0.1m, 0.25m, 0.65m,
and 2m respectively, going from the top to the bottom. The Darcy-Richards equation (Richards, 1931) is
solved using finite difference approximation, to calculate water movement through the soil. Subsurface
runoff is represented by a free drainage from the deepest soil layer. The soil water retention charac-
teristics (relationship between volumetric water content and soil suction) and the relationship between
volumetric water content and hydraulic conductivity follow the relationships of van Genuchten (1980).
An alternative option using Brooks and Corey (1964) relationships is also available. A structural limi-
tation of the current JULES version is that there is no subsurface heterogeneity at the sub-grid scale, in
contrast to on the surface.
Stomatal conductance, transpiration and vegetation biophysical processes, such as photosynthesis,
dynamically interact with hydrological and land-atmosphere energy exchange processes (such as tran-
spiration) through an integrated coupling. Potential evaporation is calculated from an extended version
of the Penman-Monteith equation (Monteith, 1965) that includes a model of conductive heat transfer
through the soil (Cox et al., 1998) . It is assumed that evaporation from saturated parts of the surface
(lakes, wet vegetation canopies and snow) occurs at the potential rate (i.e. subject to an aerodynamic
resistance), while plant transpiration from root water uptake from all 4 soil layers (vegetated areas) is
restricted by stomatal resistance and bare soil evaporation from the top soil layer is restricted by the soil
moisture state (Zulkafli et al., 2013). The stomatal resistance is also responsible for the regulation of
CO2 exchange between plants and the atmosphere (Cox et al., 1999).
For each soil layer (k), the ability of vegetation to extract water is dependent on a soil moisture
stress factor (βk) and root density (rk). For transpiration E, the flux extracted from each soil layer is e
o
kE,
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where:
eok =
rkβk∑
k rkβk
(5.1)
where rk is the fraction of roots extending from depth of soil layer k−1 to depth of soil layer k. For each
soil layer, the soil moisture stress factor is calculated as:
βs =


1 θ ≥ θc
θ−θw
θc−θw
θc > θ > θw
0 θ ≤ θw
(5.2)
where θ is the mean unfrozen soil water content of the soil layer and θc, θw are the critical and wilting
point concentrations of the soil layer, respectively.
According to Eq. 5.2, plant water availability depends on soil water content (θ) and decreases linearly
when θ decreases from its critical point value to its wilting point value, which depends on soil texture
and the hydraulic parameterisation scheme (Van Genuchten or Brooks & Corey).
Because the model does not simulate the dynamic growth of vegetation, agricultural areas are pro-
cessed as natural grass (Van den Hoof et al., 2011). Vegetation parameters such as Leaf Area Index
(LAI), root depth and canopy height are obtained off-line and they either remain constant throughout the
entire simulation period or can vary temporally and/or spatially (apart from the root depth which cannot
vary spatially), depending on data availability prior to the simulation.
The input meteorological data requirements are time-series of incoming short-wave and long-wave
radiation, temperature, specific humidity, wind speed, and surface pressure. These are used in a full
energy balance equation that includes components of radiation, sensible heat, latent heat, canopy heat,
and ground surface heat.
For a more detailed description of the model see Best et al. (2011).
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5.3.2 Model setup
JULES was run in a 0.1◦longitude x 0.1◦latitude grid resolution, for the period 1999–2008. For each grid
point, the full set of input data (model parameters, time-series of meteorological data, land-use and soil
map) were prescribed. Before each run of the model, a spin-up run is performed, to initialise the internal
states. After each spin-up cycle, the model tests whether soil moisture and soil temperature have changed
by more than a specified amount. If the change is greater than this amount, the model repeats the spin-up
cycle. If the change is less, the model is considered to have spun-up, and it then proceeds to the main
run. The maximum specified change for soil moisture is 1kg/m2 and for soil temperature is 1%.
The input data used to force the model are described in Section 5.2 and Table 5.2. The watershed
boundary for the study basin was delineated based on SRTM 90m resolution digital elevation data (Jarvis
et al., 2008).
For the parametrisation of plant functional types and non-vegetated tiles, the default parameters
described by Best et al. (2011) in Tables 5 & 6, were used.
The soil parameters describing hydraulic characteristics of the soil are based on the van Genuchten
(1980) model and listed in Table 5.4. The maps of soil properties are ancillary maps produced by UM–
CAP (based on the documentation by Dharssi et al., 2009), at the model resolution. Soil texture maps
providing fractions of sand (Fs), silt (Fst), and clay (Fc) were produced by blending the HWSD (FAO,
2009) and the ISRIC3 soils datasets. For simplicity and since HWSD comprises the base and the largest
contributor of data, the combined dataset is referred to as HWSD. The van Genuchten parameters were
then calculated, using the HWSD soil textural information and the look-up Table 5.5. In addition, soil
surface albedo was obtained from MODIS.
Soil thermal properties are calculated independently of the soil hydraulics and are described by
two fields: (a) Thermal conductivity, hcon (Jm
−1K−1s−1), and (b) Dry heat capacity, hcap (Jm
−3K−1).
Thermal conductivity is derived based on Eq. 5.3, after Farouki (1981).
hcon = λair
θsatλc
(1−θsat)Fcλs
(1−θsat)Fsλst
(1−θsat)Fst (5.3)
3Observations of soil sand, silt and clay fractions were downloaded from the ISRIC world soil information website:
www.isric.org
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Table 5.4: Soil hydraulic parameters in JULES
Symbol Description units
1/(n− 1) Van Genuchten parameter no units
1/α Air entry matric potential m
θsat Soil moisture content at saturation m
3m−3
θcrit Soil moisture content at field capacity m
3m−3
θwilt Soil moisture content at wilting point m
3m−3
hcon Thermal conductivity Jm
−1K−1s−1
hcap Dry heat capacity Jm
−3K−1
Ksat Saturated hydraulic conductivity Kgm
−2s−1
alb Soil albedo no units
Table 5.5: UM-CAP pedotransfer look-up table, based on Wosten et al. (1999) (Keir Bovis, UK Met
Office, personal communication 22/07/2013)
Textural class Clay (Fc) Silt (Fst) Sand (Fs) Ksat (ms
−1) θsat (m
3m−3) θr (m
3m−3 ) α (m−1) n (-)
Coarse 0.05 0.1 0.85 1.9454× 10−5 0.3824 0 16.014 1.2755
Medium 0.230 0.5 0.2700 2.773× 10−6 0.4581 0 2.5206 1.1508
Medium-Fine 0.2300 0.5000 0.2700 2.773× 10−6 0.4581 0 2.5206 1.1508
Fine 0.5200 0.2700 0.2100 1.520× 10−6 0.4559 0 3.0860 1.0893
Very-Fine 0.5200 0.2700 0.2100 1.520× 10−6 0.4559 0 3.0860 1.0893
Organic 0.5200 0.2700 0.2100 1.520× 10−6 0.4559 0 3.0860 1.0893
where:
λair is the conductivity of air = 0.025 Jm
−1K−1s−1
λc is the conductivity of clay = 1.16 Jm
−1K−1s−1
λs is the conductivity of sand = 1.57 Jm
−1K−1s−1
λst is the conductivity of silt = 1.57 Jm
−1K−1s−1
(5.4)
Dry heat capacity is derived based on Eq. 5.5, according to the documentation provided by the
UM–CAP4.
hcap = (1− θsat)(Fccc + Fscs + Fstcst) (5.5)
where:
cc is the heat capacity of clay = 2.373× 10
6 Jm−3K−1
cs is the heat capacity of sand = 2.133× 10
6 Jm−3K−1
cst is the heat capacity of silt = 2.133× 10
6 Jm−3K−1
(5.6)
4http://www.hpsc.csiro.au/users/dix043/cap_doc/AncilDoc_CAP.html
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The van Genuchten equation, used to derive θcrit and θwilt is:
θ = θr +
θs − θr
(1 + (αh)n)1−1/n
(5.7)
where θs is the soil moisture content at saturation, θr is the residual soil moisture content, α (related to
the inverse of air entry matric potential) and n (measure of the pore-size distribution) are van Genuchten
parameters, and h is the soil water suction (m) calculated as:
h =
ψ
ρwg
(5.8)
where ψ is the soil matric potential, ρw is the density of water and g is the gravitational acceleration.
Soil moisture content at field capacity, θcrit, and soil moisture content at wilting point, θwilt, are
calculated from Eq.5.7 by using soil matric potential5 values ψ = −0.033 MPa and ψ = −1.5 MPa,
respectively. The other hydrological parameters are set according to values read in from the look-up
Table 5.5, as previously mentioned.
The soil hydraulic conductivity (K) is calculated as:
K = KsS
L
e [1− (1− S
(
e(1/m))
m)]2 (5.9)
where Ks is the saturated hydraulic conductivity, Se = (θ − θr)/(θs − θr), m = 1 − 1/n and L = 0.5
(Dharssi et al., 2009).
5.3.3 Runoff routing
JULES generates surface and subsurface runoff for each grid cell, which has to be translated into stream-
flow in order to assess the model’s performance against observational data. The runoff routing method
applied here is a transfer function which assumes that runoff from each grid reaches the catchment’s
outlet point after a time delay ti calculated as:
ti =
xi
c
(5.10)
5soil suction is the negative of soil matric potential
Chapter 5. A critical analysis of JULES for water resources applications 80
where xi is the distance of the i grid point to the outlet and c the flood wave velocity, which is assumed
to be constant.
Following that, the streamflow at the outlet point is calculated as the sum of all contributing local
hydrographs in the basin, lagged in time (Zulkafli et al., 2013):
Qt =
n∑
i=1
Qi1(t−ti1 ) +Qi2(t−ti2 ) (5.11)
where the subscripts 1 and 2 correspond to surface and subsurface runoff respectively.
The surface and subsurface runoff velocities were optimized through a Monte-Carlo simulation. The
optimal values were found to be c1 = 1.1 m/s for surface runoff and c2 = 0.6 m/s for subsurface runoff.
A map indicating the x distances to the outlet point was generated based on the DEM and flow direction
vectors.
5.3.4 Precipitation data uncertainty
The different precipitation products explored comprise of interpolated ground observations from gauge
networks, GCM reanalysis data and satellite remote–sensing estimates and are summarised in Table 5.1.
During the course of this research, the TRMMv7 product was released, after retrospective reprocess-
ing of the TRMMv6 product. TRMMv7 is assumed to be more accurate over land compared to TRMMv6
as it uses the newer version of rain gauge data provided by the Global Precipitation Climatology Centre
(GPCC Prakash et al., 2013). However, over mountainous regions such as the Himalayas, the TRMMv7
product was found to overestimate precipitation compared to its predecessor and to generally provide in-
creased (by 5-9%) precipitation over high precipitation regimes, mainly over the ocean and mountainous
regions (Prakash et al., 2013).
5.3.5 Sensitivity to parameter perturbation
5.3.5.1 Convective rainfall fraction
The total precipitation in JULES is the summary of convective and large scale precipitation. Convective
precipitation is characterised by higher intensity and shorter duration than the large scale precipitation.
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Most tropical rainfall is convective and takes place on spatial scales much smaller than the large scale
precipitation. To account for the size of convective storms compared to gridsize, the parameter ǫr in
the model defines the fraction of the gridbox that receives rainfall when convective precipitation occurs.
In the default parameterisation ǫr is set to 0.3, for convective precipitation. However, for large–scale
precipitation or condensation and point studies this fraction is set to 1 (Best et al., 2011), meaning that the
entire gridbox receives rainfall. In addition, the parameter tForConv is the near-surface air temperature
at or above which the precipitation is assumed to be convective in origin. At lower temperatures than
tForConv, all the precipitation is assumed to be large scale in origin. In the default parameterisation
tForConv is set to be 300 K. The near-surface air temperature at or below which the precipitation is
assumed to be snowfall must be less than tForConv, implying that all solid precipitation is large-scale in
origin (Clark et al., 2010). Here, the model’s sensitivity to the convective rainfall fraction is tested, by
flipping between convective and large scale rainfall, which affects the rainfall intensity.
5.3.5.2 Vegetation canopy interception
The canopy capacity, Cm (kg × m
−2), is the amount of water that can be held on the canopy by the
interception of precipitation and in JULES it is calculated by the following Equation:
Cm = Am +Bm × LAI (5.12)
where Bm is the rate of change of canopy capacity with LAI and Am is the minimum canopy capacity
describing the puddling of water on the soil surface and its interception by leafless plants. The default
parameter values used by JULES are Am = 0.5 and Bm = 0.05. This suggests that there is not much
variance between the interception of a leafless plant and a plant full of leaves because interception is not
that much dependent on the LAI.
However, canopy capacity is very important as it is used to calculate the saturated fraction of the
vegetated tile, fa, at which the evaporation of intercepted water takes place. Evaporation from saturated
surfaces occurs at the potential rate and is only subject to an aerodynamic resistance. In JULES, fa is
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calculated as:
fa =
C
Cm
(5.13)
where C (kg ×m−2) is the canopy moisture content and Cm the canopy capacity as already defined.
A literature review by Breuer et al. (2003), suggests that for global temperate ecosystems, the mean
interception corresponding to Cm for crops is 2.6 mm, for grasses 1.9 mm, for coniferous forests 1.9 mm,
for deciduous forests 1.0 mm, and for shrubs 1.1 mm. The mean LAI values suggested by this review are
3.8, 6.2, 6.3, 5.4, and 3.7 respectively. As also mentioned in the study by Van den Hoof et al. (2013), in
other LSMs such as SiB2 (Sellers et al., 1996) and BATS (Dickinson et al., 1993) the canopy moisture
content is described as: Cm = 0.1× LAI . Based on this information, the existing formula was replaced
with the following one that is more in line with the one suggested by Van den Hoof et al. (2013) and is
expected to increase interception dependence by LAI:
Cm = 0.05 + 0.25× LAI (5.14)
5.3.5.3 Infiltration enhancement factor
Surface runoff (Y) in JULES is calculated as:
Y =


R C
Cm
exp(− ǫrKCm
RC
) +R(1− C
Cm
)exp(− ǫrCm
R∆t
), if K∆t ≤ C
Rexp(− ǫr(K∆t+Cm−C)
R∆t
), if K∆t > C
(5.15)
where R is the rainfall rate that covers ǫr fraction of a grid, C is the canopy moisture content, Cm the
canopy capacity and K is the surface infiltration rate, equal to bs × Ks; Where Ks is the soil saturated
hydrological conductivity and bs an enhancement factor (Best et al., 2011). The default value of bs in
JULES varies dependent on the vegetation type. For trees bs is 4 and for C3 grass, C4 grass and shrubs
it is 2. However, and as also suggested by Van den Hoof et al. (2013), no justification can be found for
different bs values between different PFTs, therefore, here I experimented by setting the value of bs equal
to 1 for all PFTs.
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5.3.6 Sensitivity to structural perturbation
As mentioned earlier, JULES in its default version does not account for sub-grid soil heterogeneities.
However, the model offers two alternative runoff generation schemes, the PDM and the TOPMODEL
parameterization schemes, that introduce heterogeneity in the soil moisture store depths. TOPMODEL
represents heterogeneity throughout the soil column, whereas PDM considers heterogeneity only in the
top soil layer (Best et al., 2011).
5.3.6.1 TOPMODEL runoff generation scheme
In JULES-TOPMODEL, a no-flux condition replaces the free drainage lower boundary condition, and
sub-surface runoff is represented as a lateral “baseflow”, generated from any soil layer below or contain-
ing the top of the water table (Best et al., 2011). The spatial variability of soil moisture is parameterized
in terms of the spatial distribution of the topographic index λ, which determines in what fraction of the
gridbox the water table is above the surface. An extra soil layer is included below the standard 3m soil
column to represent the deep aquifer if the standard total depth is exceeded (Best et al., 2011).
The topographic index λ, calculated from a Digital Elevation Model (DEM), is relating the area
draining through a point from upslope and the point’s hillslope inclination:
λ = ln(a/tan(β)), (5.16)
where a is the area draining to this location per unit contour length and tan(β) is the slope of the land
surface. Maps of the mean topographic index and its standard deviation were generated based on the
DEM of the study area. The maps were used to force JULES when the TOPMODEL configuration was
selected.
In JULES-TOPMODEL, the saturated hydraulic conductivity, Ks, is assumed to decrease with depth
(z) below the surface:
Ks(z) = Ks(0)e
(−fz) (5.17)
where Ks(0) the saturated conductivity at the soil surface and f a decay parameter. A spatial map of
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the decay parameter f was generated and used in JULES-TOPMODEL, based on the following formula
suggested by Fan and Miguez-Macho (2011):
f = (1 + 150s)/100
f = 0.4, when f > 0.4
(5.18)
where s is the grid-averaged slope.
5.3.6.2 PDM runoff generation scheme
JULES PDM calculates saturation excess runoff based on the Probability Distributed Model (PDM,
Moore, 1985). The model assumes that in each gridbox multiple storages of different capacities ex-
ist. The distribution of the soil storage capacity in each gridbox is modelled by a pdf (Clark and Gedney,
2008), allowing for sub-grid variation of storage capacity. A saturated soil store contributes to the frac-
tion of the gridbox that generates surface runoff. The saturated fraction of the gridbox, fsat, is calculated
as:
fsat = 1− (1−
θ
θmax
)
B
(B+1) (5.19)
where θ is the gridbox soil water content, θmax is the storage at saturation and B is a shape parameter
describing the proportion of shallower to deeper stores (Best et al., 2011). The default value of B is 1,
which means that there is equal proportion of high to low capacity soil water stores within a gridbox.
B values higher than 1 imply higher probability of more low capacity water stores within a gridbox. B
values lower than 1 imply higher probability of more high capacity water stores within a gridbox (Moore,
2007).
5.3.7 Sensitivity to temporal resolution of input data
A comparison between simulated fluxes under daily and 3-hourly meteorological forcing is informative
on the model’s sensitivity to sub-daily forcing. JULES initially run at an hourly time-step with daily
weather data (TRMMv7 precipitation data and NCEP data for the rest meteorological variables). In an
alternative simulation type, JULES run at an hourly time-step but this time the original 3-hourly weather
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data were used. It is expected that the 3-hourly data will be able to better capture the diurnal variation
of all meteorological fluxes. The diurnal cycle of variables such as temperature, radiation and convective
precipitation is very important for the description of land surface physical processes such as the energy
and water balance.
5.3.8 Uncertainty analysis
Combinations of the above described model input data, parameter sets and structures were tested. An en-
semble of model simulations, based on different combinations of (1) precipitation forcing, (2) convective
rainfall fraction, (3) vegetation canopy interception, (4) infiltration enhancement factor, (5) runoff gener-
ation mechanism, and (6) temporal resolution of input data, was generated. With the aim to construct a
model that is robust in its predictions, the impact of uncertainties in input data, along with uncertainties
arising from the different parameter combinations is discussed, while the model’s potential to bracket the
observations is presented.
5.3.9 Model validation
Available daily streamflow observations for the Bhimgoda outlet point (period 1999–2008) were used to
assess the model’s performance. The goodness of fit is based on the following performance scores: Mean
Error (ME), Root Mean Square Error (RMSE), Percent Bias (PBIAS), Nash-Sutcliffe Efficiency (NSE),
Pearson’s correlation coefficient (r).
ME =
1
N
N∑
i=1
(Si −Oi) (5.20)
RMSE =
√√√√ 1
N
N∑
i=1
(Si −Oi)
2 (5.21)
PBIAS = 100×
N∑
i=1
(Si −Oi)
N∑
i=1
Oi
(5.22)
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NSE = 1−
N∑
i=1
(Si −Oi)
2
N∑
i=1
(Oi −O)
2
(5.23)
r =
N ×
N∑
i=1
(Si ×Oi)−
N∑
i=1
Si
N∑
i=1
Oi
√√√√[N ×
N∑
i=1
(Si)
2
− (
N∑
i=1
Si)
2][N ×
N∑
i=1
(Oi)
2
− (
N∑
i=1
Oi)
2]
(5.24)
In addition, the modelled ET fluxes were validated against the MODIS and LandFlux equivalent
products, whilst the modelled top layer soil moisture fluxes were validated against the ESV-SM product.
5.4 Results
5.4.1 Precipitation data uncertainty
Before performing any kind of hydrological analysis, and because precipitation is one of the most impor-
tant inputs to an LSM, it was essential to compare different gridded precipitation datasets available for
the study area and make sure that there is an agreement in their estimations.
The analysis of different precipitation products reveals surprisingly large variations between them.
The comparison between gridded and gauge data highlights large uncertainties in both types of products.
As it was not possible to judge the quality of the gridded products, due to the small number of gauge
measurements acquired, all 5 gridded datasets were used to force JULES initially, and based on the
model’s performance scores the most suitable one for the study area was selected.
A comparison between 5 different precipitation datasets (Figs. 5.3 and 5.4) reveals large variations
in the mean annual precipitation and the monthly precipitation climatologies, over the period 1998–2004.
When compared against the 5 IMD rainfall gauge observation datasets, as shown in Figs.5.6 & 5.5, the
gridded products were found to underestimate the high extremes of rainfall in most cases but also to
underestimate the number of dry days. This negative bias is the case especially in Haridwar, Moradabad
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and Chamoli that are located in the northern parts of the catchment and to a lesser extent in Kanpur Nagar
that is located in the most southern part. Although one could argue that the quality of the 5 gauge stations
is questionable, further analysis of the water balance and the daily streamflow time-series confirms that
the total amount of water that precipitates in the study area is underestimated by all gridded products.
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Figure 5.3: Spatial variability of the mean annual precipitation between NCEP, APHRODITE, IMD,
TRMMv6 and TRMMv7 datasets, over the period 1998-2004.
As shown in Fig. 5.10 the simulated streamflow by JULES is underestimated in the rising limb of
the hydrograph and in some cases the peak of the flow, when compared to the observed values available
for the Bhimgoda sub-catchment. Another indication of the data uncertainties arises from the calculated
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Figure 5.4: Monthly precipitation climatologies of the 5 gridded datasets examined, over the period
1998-2004.
runoff ratios as shown in Table 5.8 and Fig. 5.9, which often exceed the value of 0.80, and reach values
up to 2.11 (NCEP dataset, year 2004). According to literature, typical mean annual values of runoff
coefficients for tropical catchments are in the range of 0.5–0.7 (Manoharan and Murugappan, 2012;
Biggs et al., 2007; Campling et al., 2002; Buytaert et al., 2006) and IMD seems to be the dataset better
reproducing these values. However, this indicates that apart from the previously discussed uncertainties
in the precipitation data, uncertainties might also exist in the daily streamflow measurements.
The spatial comparison between mean annual precipitation of TRMMv6 and TRMMv7, as illustrated
in Fig. 5.3, reveals increased precipitation patterns for TRMMv7 in the central and northern mountainous
parts of the catchment but at the same time a slight decrease in the precipitation of the most southern areas.
Temporally, the monthly climatology of the period 1998–2004 (Fig. 5.4) shows increased precipitation
in TRMMv7 compared to TRMMv6 for all months and especially in July. On the other hand, the large
differences between IMD and APHRODITE shown in Fig. 5.3 are rather surprising as both products are
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based on interpolated rain gauges.
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Figure 5.5: Scatter-plots comparing the observed monthly averaged gauge precipitation with the equiv-
alent point values of the 5 gridded datasets examined (values in mm/d).
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Figure 5.6: Precipitation time-series comparing the observed gauge precipitation with the equivalent
point values of the 5 gridded datasets examined.
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5.4.2 Sensitivity analysis
5.4.2.1 Streamflow sensitivity to precipitation forcing
After forcing JULES with each one of the 5 gridded datasets, it is evident that the model is very sensitive
to precipitation forcing. Performance scores indicate that TRMMv7 and IMD are the best available
products to use in the UG basin. The derived NSE values (Fig. 5.7 and Table 5.6) suggest that the best
streamflow simulation results are generated when JULES is forced with the TRMMv7 product (a perfect
fit gives a value of NSE=1). Looking at other performance indices (Fig. 5.8 and Table 5.7), IMD produces
slightly better results than TRMMv7, in terms of ME, PBIAS (%) and r coefficient, in daily, monthly and
annual scale. The worst results are generated by the NCEP reanalysis product, which was not constrained
by observations during its generation, although afterwards it was post-processed and bias corrected by
observations. In addition, the large spatial resolution of this product (1◦ × 1◦) makes it unsuitable for
regional scale studies of lower resolution as it cannot capture well the spatial variations of convective
precipitation above the mountainous regions of the study area (Fig. 5.3).
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Figure 5.7: NSE values of the model run at a daily time-step, calculated per year of simulation, under
different precipitation forcing.
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Table 5.6: NSE values over the total modelling period (1999–2008), derived after forcing JULES with
different precipitation datasets.
Precipitation NSE
TRMM v6 0.35
TRMM v7 0.44
NCEP −0.35
IMD 0.35
APHRODITE 0.21
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Figure 5.8: Performance scores of the model’s ability to simulate streamflow in the Bhimgoda catchment
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However, depending on the time-scale and performance measure of interest, different results arise
regarding the model’s capability to adequately simulate streamflow under different precipitation forcing.
When using the TRMMv7 precipitation product, the model is able to capture well the timing of the
peaks and simulates well the recession limbs of the observed flows (Fig. 5.11). The simulation of rising
limbs of the hydrograph is more problematic as often the increase in discharge is delayed compared to
observations. Interestingly, to some extent, the results generated from forcing JULES with all different
precipitation datasets seem to have similar behaviour, which indicates a model deficiency possibly related
to the infiltration excess surface runoff generation mechanism. Clark and Gedney (2008) point out that
delayed and lower flow peaks are the outcome of a runoff largely generated by drainage through the bot-
tom of the soil column (i.e. subsurface runoff), as infiltration excess surface runoff occurs less frequently
in large grid-scales. Besides, Dingman (2002) suggests that infiltration excess mostly occurs in arid and
semi-arid regions where high intensity rainfall is combined with low surface conductivity, or in regions
where human activity or frost has made the soil near-impermeable. The peak discharge is often underes-
timated and in a smoothed hydrograph, of monthly or annual time scales, a clear low bias in the simulated
streamflows is observed. This is especially noticeable in Fig. 5.13 that shows seasonally divided flows,
where a strong underestimation of flows is observed during the wet summer season. Uncertainties in
precipitation forcing datasets and to a lesser extent the runoff routing function might also be responsible
for this mismatch. However, the simulations forced with IMD precipitation (Fig. 5.12) show problems
in the rising limbs are almost minimised and especially in the monthly time scale, the achieved NSE is
the highest of all. This indicates that precipitation is one of the most important factors that introduce
uncertainties in the modelling. Unfortunately the time period of available gridded IMD precipitation data
overlapping with observed flow data is short (1999–2004), therefore TRMMv7 was chosen as the forcing
precipitation product from now on in this study.
5.4.2.2 Sensitivity to parameter perturbation
Results in this section are often presented as Kernel density plots, which is an effective way to visualise
the distribution of a variable. Kernel density estimation is a non-parametric method to estimate the
probability density function (PDF) of a continuous variable. The PDF values are non-negative and its
integral equals to 1.
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Table 5.8: Annual runoff ratio values for the Bhimgoda catchment under different precipitation datasets
Year TRMMv7 TRMMv6 IMD APHRODITE NCEP
1999 0.86 1.33 0.85 0.99 1.39
2000 0.81 1.09 0.76 0.93 1.16
2001 0.86 0.93 0.75 1.11 1.72
2002 0.80 0.92 0.64 0.74 1.08
2003 0.94 1.10 0.69 0.89 1.51
2004 0.84 0.85 0.78 0.76 2.11
2005 0.89 0.84 1.05 1.93
2006 0.76 0.84 0.75 1.02
2007 0.71 0.87 0.92 1.39
2008 0.98 0.87 1.40
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Figure 5.9: Annual runoff ratio values for the Bhimgoda catchment under different precipitation datasets
Table 5.9: Seasonal Performance scores assessing JULES streamflow-based performance
Performance scores DJF MAM JJA SON
ME -19.75 -72.23 -750.53 10.04
RMSE 123.01 138.06 807.24 129.07
PBIAS -8.3 -22.2 -44.7 1.3
NSE -2.46 -4.58 -10.93 0.23
R2 0.29 0.56 0.32 0.83
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Figure 5.10: Streamflow plots comparing observations (black) versus model results (red) under different
precipitation forcing
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Figure 5.11: Daily, monthly and annual streamflow plots, comparing observations to model outputs of
JULES with its default parameterisation scheme, under TRMMv7 precipitation forcing. On the right
hand side of each plot, various performance scores are indicative of the model’s goodness of fit.
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Figure 5.12: Daily, monthly and annual streamflow plots, comparing observations to model outputs of
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Figure 5.13: Seasonally separated streamflow plots comparing observations (black) to model outputs of
JULES (blue) with its default parameterisation scheme, under TRMMv7 precipitation forcing.
Convective rainfall fraction
The impact of different ǫr values ranging from 0.1 to 1 is examined. The highest value of ǫr = 1
corresponds to large scale precipitation which has lower intensity and longer duration than convective
precipitation.
Figure 5.14 illustrates that as ǫr increases, ET and throughfall are decreased, surface runoff is de-
creased as well although the frequency of high extremes over crops is increased. Subsurface runoff over
crops is increased following the lower intensity precipitation events which allow for more infiltration to
the soil. Over forests, subsurface runoff is decreased possibly due to the large decrease in throughfall. ET
doesn’t vary for ǫr values of 0.3 and 1. Although throughfall is lower for ǫr = 1, leading to higher canopy
evaporation (via higher canopy interception), this is counterbalanced by lower ET rates as less water ends
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Figure 5.14: Kernel density plots, showing distribution of various simulated hydrological fluxes over
agricultural and forested areas. Different colours correspond to different convective rainfall fraction (ǫr)
values, according to the legend.
up in the soil. However, for ǫr = 0.1, the high precipitation intensity is associated with higher through-
fall values (i.e. less canopy interception and therefore evaporation) which are translated into higher soil
evaporation, associated with higher levels of soil moisture, leading to an overall increase in ET.
Vegetation canopy interception
By modifying the canopy capacity according to Eq. 5.14 interception dependence by LAI is increased.
In forests, which have the highest LAI values (7 for broadleef trees), Cm is increased from 0.85 to 1.80.
This increase of canopy capacity, as expected, is causing decreased throughfall in forests (Fig. 5.15). In
croplands however, Cm is reduced slightly from 0.6 to 0.55 due to the smaller LAI value (2 for C3 grass)
and the impact of this change to throughfall is minimum (Fig. 5.15).
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Figure 5.15: Kernel density estimates of various simulated hydrological fluxes over agricultural and
forested areas. Red colour corresponds to the default JULES canopy capacity (Cm) calculated as in Eq.
5.12. Blue colour corresponds to the modified canopy capacity (Cm) calculated as in Eq. 5.14.
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Figure 5.16: Kernel density estimates of various simulated hydrological fluxes over agricultural and
forested areas. Blue colour corresponds to the default JULES infiltration enhancement factor (bs). Red
colour corresponds to the modified infiltration enhancement factor (bs).
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Figure 5.17: Kernel density plots, showing distribution of various simulated hydrological fluxes by
JULES-PDM, over agricultural and forested areas. Different colours correspond to different B parameter
values, according to the legend.
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Figure 5.18: Flow duration curves of JULES-PDM simulated flows, under different B parameter values,
ranging between 0.1 and 3.
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Infiltration enhancement factor
By decreasing the infiltration enhancement factor, bs, in forests from 4 to 1 and in crops from 2 to 1, the
results shown in Figure 5.16 indicate that more surface runoff is generated and less subsurface runoff and
this was expected due to the decrease caused in the surface infiltration rate. What is interesting here is
that although the reduction of bs is greater in forests than in crops, the impacts of this reduction are more
pronounced in crops. This might be related to other parameters such as rainfall rate which differs from
grid to grid, canopy moisture content and/or canopy capacity which is higher in forests.
5.4.2.3 Sensitivity to structural perturbation: TOPMODEL and PDM runoff generation schemes
A sensitivity analysis was performed by testing different B parameter values for JULES-PDM, ranging
between 0.1 and 3. As shown in Table 5.10, the best performance scores in terms of NSE are being
produced when B = 0.1, but in terms of all other performance measures, B = 1 (which is the default
value in JULES) gives the best scores on average. According to Eq. 5.19, higher B parameter values
are associated with higher fsat values, which means that larger faction of the grid area is saturated (lower
storage capacity). This is illustrated in Figs. 5.17 & 5.18 as higher B values result in more surface runoff
and a corresponding reduction in subsurface runoff. However, higher B values result in lower low flow
values (Fig. 5.18), and this is related to the routing and the fact that the subsurface flow component is
delayed longer than the surface component. Because more surface runoff is produced now, most of the
flow volumes will arrive earlier resulting in less regulated flows and a smaller volume of low flows. In
addition, the increase in high flows is balanced by decreased ET fluxes.
For comparison reasons, the default JULES scheme will be hereafter referred to as JULES-Base. In
all cases, the JULES-PDM runoff generation scheme produces higher surface runoff and lower subsurface
runoff and ET compared to JULES-base (Fig. 5.21). The response is a lot more flashy in JULES-PDM
and overall the model’s performance in terms of daily streamflow reproduction is poor compared to
JULES-base, in the Bhimgoda sub-catchment (Fig. 5.19). However, focusing on monthly time-scales
(Fig. 5.23), JULES-PDM is producing the highest achieved NSE value of 0.72.
Similar patterns are observed between JULES-TOPMODEL and JULES-base. Similarly to JULES-
PDM (although to a smaller extent) the TOPMODEL runoff generation scheme produces increased sur-
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Figure 5.19: Daily streamflow simulations of JULES-base (black) versus JULES-PDM (top,red) and
JULES-TOPMODEL (bottom,red).
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Figure 5.20: Inter-annual streamflow variability covering the period 1999–2008, for the Bhimgoda catch-
ment.
Chapter 5. A critical analysis of JULES for water resources applications 106
ET (mm/y) Throughfall (mm/y) Surface Runoff (mm/y) Subsurface Runoff (mm/y)
0.00
0.01
0.02
0.03
0.00
0.01
0.02
0.03
c
ro
p
s
fo
re
s
ts
0
3
0
0
6
0
0
9
0
0
6
0
0
8
0
0
1
0
0
0
1
2
0
0 0
4
0
0
8
0
0
1
2
0
0 0
2
0
0
4
0
0
6
0
0
8
0
0
D
e
n
s
it
y
Base
TOPMODEL
PDM
Figure 5.21: Kernel density plots, showing distribution of various simulated hydrological fluxes, over
agricultural and forested areas. Different colours correspond to different JULES runoff parameterisation
schemes (JULES-base, JULES-PDM, JULES-TOPMODEL), according to the legend.
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Figure 5.22: Average saturated fractions of the grid which are contributing to saturation excess runoff,
under the TOPMODEL runoff parameterisation.
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Figure 5.23: Daily, monthly and annual streamflow plots, comparing observations to model outputs of
JULES-PDM. On the right hand side of each plot, the goodness of fit of the model, based on various
performance scores.
face runoff with more flashiness compared to the default JULES parameterisation. JULES-TOPMODEL
generates lower ET, especially over crops, whilst subsurface runoff is decreased compared to JULES-
base. Figure 5.22 shows that in the north parts of the catchment, 40% of the grid-box surface is saturated
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Figure 5.24: Daily, monthly and annual streamflow plots, comparing observations to model outputs of
JULES-TOPMODEL. On the right hand side of each plot, the goodness of fit of the model, based on
various performance scores.
on average, whilst in the mid-catchment areas this proportion is around 30%. It is clear that these num-
bers are not reasonable, especially for the northern mountainous areas. The model seems to overestimate
the saturated fractions of the grid which are contributing to saturation excess runoff and this results in
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unreasonably increased surface runoff. As shown in Figure 5.20, JULES-TOPMODEL is over-predicting
the dry period flows compared to JULES-base. One of the basic assumptions in the TOPMODEL theory
is that the entire basin contributes to streamflow (water table parallel to topography). However, during
the dry season and especially in a steep catchment, such as the Bhimgoda catchment is, this assumption
is not always valid and might cause overestimation of low flows. Another issue affecting the JULES-
TOPMODEL performance is the topographic index grid scale versus the JULES grid scale. Topographic
index values that have been aggregated over the coarse grids of the model, shift the topographic index
distribution to lower values, leading to increased surface runoff.
5.4.2.4 Sensitivity to temporal resolution of input data
The model’s sensitivity to sub-daily meteorological data was investigated. Figure 5.25 shows that the
differences between various hydrological variables under daily and sub-daily weather forcing are quite
substantial. Throughfall is increased under 3-hourly forcing, which could explain the decrease in ET
over crops. However, over forests ET is increased slightly, despite the increase in throughfall. An ex-
planation for that could be that under the 3-hourly forcing, an expected shorter duration of precipitation
events is associated with longer periods of dried canopy, which allows for transpiration to occur. The
subsequent reduction of surface and subsurface runoff over forests, leads to a poorer streamflow simula-
tion performance under the 3-hourly forcing, in Bhimgoda catchment. On the other hand, surface runoff
over croplands is increased, whilst subsurface runoff remains almost the same. The examined perfor-
mance scores for streamflow generation are in all cases lower when the model was run with 3-hourly
meteorological data compared to daily data.
5.4.2.5 Evapotranspiration simulation
When compared to the MODIS and LandFlux ET products, JULES is overestimating ET throughout the
simulation period (Figs 5.26–5.29). One could argue that differences between the forcing data of JULES
and the data used by the MODIS or LandFlux algorithms to generate the ET products are adding extra
noise to this comparison. But the same general picture of JULES overestimating ET appears even when
JULES was run with the same forcing data as the ones used by MODIS. This is further discussed in the
next Chapter.
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Figure 5.25: Kernel density estimates of various simulated hydrological fluxes over agricultural and
forested areas. Red colour corresponds to daily meteorological driving data. Blue colour corresponds to
3-hourly meteorological driving data.
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Figure 5.26: Kernel density plots, showing distribution of ET values over agricultural and forested areas.
Different colours correspond to different runoff parameterisation schemes within JULES (JULES-base,
JULES-PDM, JULES-TOPMODEL) and the MODIS ET product, according to the legend.
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Figure 5.27: Daily, monthly and annual streamflow plots, comparing observations to model outputs of
JULES-base, when forced with 3-hourly meteorological data. On the right hand side of each plot, the
goodness of fit of the model, based on various performance scores.
As shown in Figure 5.28, the highest differences between JULES and MODIS ET occur in the mid-
catchment areas and the southern plains. These are densely vegetated areas, mainly occupied by crops
and by the moist deciduous forests of the Upper Gangetic plains.
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Figure 5.28: Differences between JULES-base and MODIS annual ET.
Over the agricultural areas, which cover 60% of the study area, JULES simulates an incorrect land
cover with 100% agriculture throughout the entire simulation period, that indeed evaporates more than
the bare soil does. The lack of dynamic crop growth routine in the model means that LAI, root depth
and canopy height are being kept constant. But this is a poor representation of the actual conditions over
the UG basin. In this area, a two-crop rotation system ensures at least 2 cropping seasons per year in
between short fallow land periods. The main crops grown in the study area (district of Uttar Pradesh) are
rice during the summer months ( July–October) and wheat during the winter months (October–March)
(Agropedia, 2013; NFSM, 2013; USDA-I, 2013; FAO, 2013; ICAR, 2013).
JULES tends to overestimate ET mainly during the dry period because then the difference between
the default LAI value of 2 and the actual LAI value of the growing crop (wheat) is larger (Fig 5.31,
top). This is also clearly illustrated on the bottom plot of Fig. 5.31 that shows the mean seasonal cycle
of ET (mmmonth−1) and gives an approximation of the mean bias per month for JULES-base. Similar
trends have been observed by Blyth et al. (2010), who used surface energy flux measurements from 10
FLUXNET sites around the world, representing a range of climate conditions and biome types, and found
that the JULES-base evaporation is higher than that observed. The same results were also found by Van
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den Hoof et al. (2011), who found that the JULES-base latent heat flux is overestimated over croplands in
Europe. One possibility for this bias is an overestimation of canopy interception. Blyth et al. (2011), who
applied a set of benchmark tests in order to quantify the performance of JULES, found indeed that the
model is overestimating evaporation mainly due to the simple approach of using a fixed, predetermined
LAI. The fixed annual LAI could explain the overestimation of ET not only over agricultural areas but
also over the moist deciduous forests of the study area (that cover most of the Uttarakhand and Uttar
Pradesh forested areas), which mainly lose their leaves during the dry winter period.
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Figure 5.29: a: Comparison of the modelled ET with the LandFlux-EVAL product. The shaded area
corresponds to the values between the 25th and 75th percentiles of the distribution. b: Performance
scores of JULES in comparison with LandFlux-EVAL ET.
Similar patterns are observed when outputs of JULES-base over agricultural areas are compared to
the LandFlux product (Fig. 5.29), although at the end of the dry period (months April–May) JULES
produces lower ET values. This underestimation of ET during the dry period could be related to the free
drainage lower boundary condition and associated negative soil moisture biases during dry periods.
Since the largest part of the study area is covered by crops, and given the problematic simulation of
Chapter 5. A critical analysis of JULES for water resources applications 114
ET over agricultural areas, it is important to include dynamic crop growth in the model. The next Chapter
describes this new modelling approach for JULES and how it impacts the simulation of ET.
5.4.2.6 Soil moisture simulation
Due to lack of in situ soil moisture measurements, JULES performance, in terms of soil moisture, is
evaluated by comparing model outputs to the ESV-SM product (Liu et al., 2012; Wagner et al., 2012)
during the simulation period 1999-2008. Figure 5.32 shows that over the crop areas, JULES slightly
underestimates top layer soil moisture compared to the ESV-SM product. This could be related to the
overestimation of ET over crop land, discussed above. However, over the forested areas, JULES generates
higher values of top layer soil moisture compared to the ESV-SM product. Between the different runoff
generation mechanisms, the default JULES-base parameterisation gives the best performance, followed
by JULES-PDM, in both agricultural and forested areas. The overestimation of soil moisture under the
JULES-TOPMODEL scheme in the regions occupied by forest was expected as 40% of the gridbox
surface was found to be saturated, as previously mentioned (Fig. 5.22).
5.4.3 Uncertainty analysis
The above sensitivity analysis, aims to construct a model that is robust in its predictions. The precipitation
input ensemble is used to test the impact of uncertainties in input data, and along with the different
parameter combinations explored above (parameter uncertainties), the model’s potential to bracket the
observations is investigated.
The hydrograph prediction uncertainties shown in Figs. 5.33–5.34, for daily and monthly flows
respectively, in the Bhimgoda catchment, indicate that the model is able to reproduce the observed dis-
charge reasonably well. The light shaded areas denote the spread of modelling uncertainty that originates
from input data uncertainties (precipitation in this case), whereas the dark shaded areas denote mod-
elling uncertainties resulting from combined input and parameter uncertainty. The simulations manage
to bracket the observed discharge throughout most of the time (red line for bracketed values and blue
line for non-bracketed values) , although during some periods the prediction uncertainties are quite large,
indicating that improvements are required so that the model can function as a proper hydrological tool for
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Figure 5.30: Mean annual ET estimated by JULES-base versus modelled by the MODIS product.
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Figure 5.32: Kernel density plots, showing distribution of top layer soil moisture values over agricul-
tural and forested areas. Different colours correspond to different runoff parameterisation schemes within
JULES (JULES-base, JULES-PDM, JULES-TOPMODEL) and the ESV-SM soil moisture product, ac-
cording to the legend.
water resources assessments. When uncertainties are examined on a daily basis, the model brackets 76%
of the observations (Fig. 5.33), whereas looking into monthly discharge, the model is able to bracket
87% of the observations (Fig. 5.34). Uncertainties in the observations were not considered, although
it is possible that they exist as well. The second (and smaller) peak that occurs often in the modelled
streamflows, during the dry season (around January), but does not appear in the observations, is due to
precipitation events that are translated directly into runoff (Fig. 5.34). The fact that the model does not
account for any storage of water in ponds or wetlands (which frequently occurs in the study area), but
instead assumes direct runoff into the river, could therefore be responsible for this second peak.
Figure 5.35 illustrates the ET prediction uncertainties and how they compare with the MODIS and
LandFlux products. Here, the model was not able to bracket the “observations”, as during most of the
time ET is overestimated (blue points indicate months that JULES did not encompass the observations).
When compared to the MODIS product, JULES is able to bracket only 20% of the values, in comparison
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to bracketing 46% of LandFLux values. As previously discussed, this is likely the outcome of a structural
deficiency, mainly caused by the fact that the model is not taking into account the dynamic nature of
vegetation. This is further explored in the next Chapter.
In terms of soil moisture, the prediction uncertainties shown in Fig. 5.36 are partially bracketing
the observations (ESA product), as the model is able to contain 60% of the observations (red colour,
Fig. 5.36). During the dry period the model matches reasonably well the observations but during the
wet season the model is over-predicting the top layer soil moisture fluxes, and that is the period with
the largest uncertainty bands. During the period 2002–2006, the ESA product does not provide a good
coverage over the study area and the missing data do not allow for much interpretation of the results.
5.5 Discussion
Based on the sensitivity and uncertainty analysis, several shortcomings of JULES were identified and are
further discussed. JULES, which is a global LSM, was not built to operate as a hydrological model, whose
results are interpreted in the fine resolutions that water resources applications require for addressing
critical water-cycle science questions. Although it is a much more complex model compared to most
hydrological models, it does not include some key processes, and this limits its potential to be used in a
hydrological and water resources context.
The vertical structure of the model does not allow horizontal water movements, or any horizontal
flux exchange in both surface and subsurface levels. This means that overbank flooding is not explicitly
represented. In addition, the infiltration excess runoff scheme might not be as appropriate as a saturation
excess runoff scheme for soils with high infiltration capacities, and its application leads to lower than in
reality values of surface runoff and higher values of soil moisture.
Plant water availability in JULES is described by a factor (β) that depends on soil moisture content;
the factor decreases linearly when soil moisture decreases from its critical point value to its wilting
point value. However, this method does not describe the full feedbacks between the plant/soil system.
Verhoef and Egea (2014) explore an alternative more sophisticated approach that uses soil water potential,
soil hydraulic and chemical effects that could represent more realistically the soil-vegetation-atmosphere
interactions. Further, Egea et al. (2011) suggested a more adaptable factor (β) that varies in a curvi-linear
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way (and not just linear) to account for the varying sensitivity of stomatal and mesophyllic conductance
as well as biochemical capacity to soil moisture deficit. The authors recommended additional ways to
describe water stress impacts on canopy exchange processes (i.e. not only via stomatal and biochemical
limitations but also through mesophyllic conductance).
At the daily time-scale, additional uncertainty was introduced from the simple runoff routing mech-
anism. The errors are reduced when looking at the outputs on a monthly basis, where the impact of a
simple routing scheme is smoothed. No explicit river channel, wetlands, or ground-water stores are rep-
resented in JULES, whilst the model assumes direct runoff into the river without taking into account the
water retention time in ditches, ponds or swamps.
The fixed depth of the soil column can affect soil moisture storage, runoff and latent heat fluxes.
There is no groundwater component and the lack of its interactions with surface fluxes is crucial for
the accurate representation of flux partitioning. Further, the lack of subsurface grid heterogeneity in the
default JULES scheme means that soil moisture is distributed uniformly on large scales (11 km in this
study), whereas in reality can vary on spatial scales of meters.
The representation of dams and reservoir operations as well as other human interventions, such as
irrigation practices, is not included in the current standard JULES version. Besides, the lack of sub-grid
heterogeneity means that in this study the model could not simulate irrigation practices, as irrigation
would rarely cover an entire gridbox of 0.1◦.
The hydrological properties of soils in JULES are constant across each modelling grid. Same for eco-
physio-biological properties of plants, which remain constant for each PFT, although studies suggest that
75% of the observed variations in PFT characteristics occur within the same PFT (Kattge et al., 2011). An
alternative new approach suggested in the literature (e.g., Van Bodegom et al., 2012), according to which
plants should be described by continuous variations of their attributes instead of fixed PFT parameters,
yields more robust results.
Further, by generating runoff at a point scale, with a single typical soil profile and without consider-
ing the great variations of soil and topographic properties, sharp transitions between high and low flows
are expected to occur (Prentice et al., 2014). Given that heterogeneity is present in all land surface prop-
erties, down to scales of metres, the tiling approach of JULES cannot solve the heterogeneity problem
explicitly, although part of this issue may have been alleviated if JULES were run at a higher resolution.
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Other LSMs (e.g. VIC, Liang et al., 1994) use statistical distributions, which is a more promising ap-
proach to represent spatial variations of various parameters (such as soil moisture and infiltration rate) in
sub-grid scales (Prentice et al., 2014).
Finally, a network of surface flux measurements for the monsoon tropics, would help refine and
validate JULES by constraining its parameters. A lack of detailed observations across India is preventing
a more thorough understanding of the interactions between land-surface and the atmosphere. Model runs
at locations where observed meteorology is available could help develop a more integrated understanding
of land-surface dynamics and determine processes responsible for biases in modelled fluxes, at various
time scales.
5.6 Chapter Summary
In this Chapter, the potential of the LSM JULES was explored, in terms of its ability to simulate hy-
drological fluxes in the UG river basin. As part of the sensitivity and uncertainty analysis, the model’s
sensitivity to different processes was explored and its robustness and ability to encompass the observa-
tions was quantified.
An analysis of different precipitation datasets revealed large variations between the different prod-
ucts. JULES was found to be very sensitive to precipitation forcing and given the large uncertainties in
that forcing, the model’s performance can be unreliable. The lack of available flow data for the entire UG
catchment limited the study of streamflow simulation to the smaller Bhimgoda sub-catchment.
Overall, JULES performance in terms of reproducing streamflow results at a fine temporal scale,
was found to be adequate - given that it is a global LSM, not specifically developed for hydrological
modelling. The uncertainty analysis shows that simulations manage to bracket the observed discharge
throughout most of the time (87% of observations at monthly time-scales), although prediction uncer-
tainties can be high.
In terms of ET and soil moisture, in the absence of actual measurements, a combination of remote
sensing and LSM products were used to validate the model’s performance. JULES generates significantly
overestimated ET fluxes over both croplands and forested areas, whilst it underestimates top layer soil
moisture over croplands. Interestingly, over the forested areas top layer soil moisture is overestimated.
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The model was able to encompass a small fraction of ET the observations (only 20% of MODIS values
was bracketed), whilst was partially able to encompass soil moisture observations (60% of ESA values
were bracketed).
During the structural perturbation of JULES, different runoff generation mechanisms were explored
(PDM, TOPMODEL) but the default scheme of the model was found to outperform them. In terms
of parameter perturbation, a decreased infiltration enhancement factor, which essentially decreased the
surface infiltration rate, achieved the generation of more surface runoff over croplands. By modifying
the canopy capacity in order to increase interception dependence by LAI, decreased throughfall in forests
was the main achievement. However, this was not followed by surface runoff alteration in forests, which
means that the throughfall reduction was mainly translated into a reduction in the soil moisture pool.
Through parameter perturbation the high model bias in the estimation of ET was not improved, which is
suspected to be related to the lack of a dynamic vegetation cycle in the model. This is further explored in
the next chapter.
Chapter 6
Introducing dynamic crop growth in JULES
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Introducing dynamic crop growth in JULES
This Chapter is based on the work described on the following publication:
Tsarouchi, G., Buytaert, W., Mijic, A., 2014. Coupling a Land Surface Model with a Crop Growth Model
to improve ET flux estimations in the Upper Ganges basin, India. Hydrology and Earth System Sciences,
18, 4223-4238.
6.1 Introduction
In recent years, much progress has been made in developing sophisticated Land Surface Models (LSMs),
which are able to represent biophysical and hydrological processes of the land surface as well as their
interaction with the atmosphere. However, one of the significant problems remaining to be addressed is
the adequate representation of evapotranspiration (ET), which is the primary source of water transport
from the land surface to the atmosphere.
In this study the LSM JULES (Best et al., 2011) is applied, in order to investigate the impact of
inter-seasonal land-cover changes in ET fluxes of the Upper Ganges (UG) river basin in India. As pre-
viously mentioned in Chapter 5, JULES does not simulate the dynamic growth of vegetation. It follows
a more simplified approach, where C3 grass is used as a proxy for annual crops, and which does not
allow for constant evolving of parameters such as the LAI, root depth and canopy height. As expected,
in a catchment where the dominant land-use type is crops, such a simplistic approach would have neg-
ative impacts on the model’s performance, as differences in structural and physiological characteristics
between natural and agricultural vegetation, are expected to alter the physical land surface properties and
the bio-geochemical cycles.
Root depth and density determine the ability of vegetation to access moisture at each level in the
soil (Best et al., 2011). LAI, which illustrates the density of the leaves, is an important parameter as it
contributes to the latent heat flux calculation by determining the relative fractions of ET and bare soil
evaporation in vegetative surfaces (Best et al., 2011). For vegetated surfaces, the maximum amount of
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water that can be held by the canopy is a linear function of LAI.
Therefore, a more sophisticated approach that allows for dynamic evolving of those parameters is
expected to improve representation of ET fluxes over agricultural areas.
In this Chapter, the dynamic coupling of the LSM JULES with the crop model InfoCrop (Aggarwal
et al., 2006a) is presented with the aim to quantify the potential error in ET flux estimations of an LSM
without dynamic vegetation. The new coupled system will allow variables to vary consistently with each
other along the growing season. The model is parametrised for the two main crops of the UG basin
(wheat and rice) to capture well the inter-annual variations in land surface processes with subroutines
that represent crop growth using a daily time step from sowing to maturity. A crop calendar based on
available data was developed and added to the coupled system, informing it for the crop type, the sowing
and harvest dates and the fallow land periods, allowing for 2 cropping seasons per year. In the study area
(district of Uttar Pradesh), rice is predominantly rain fed and depends largely on the monsoon-season
rains (June to September).
6.2 Data
The meteorological datasets used to force the models are summarised in Table 6.1.
Table 6.1: Meteorological data used to drive the models.
Variable Name Resolution Time step Time domain Reference
Precipitation TRMM 3B42 v7 0.25◦ × 0.25◦ 3 hourly 2000–2008 Huffman and Bolvin (2013)
MERRA GMAO 0.50◦ × 0.67◦ 3 hourly 2000–2008 GMAO (2004)
Surface temperature, NCEPa 1.00◦ × 1.00◦ 3 hourly 2000–2008 Sheffield et al. (2006)
Wind speed, Radiation,
Surface pressure, Specific
humidity
MERRA GMAO 0.50◦ × 0.67◦ 3 hourly 2000–2008 GMAO (2004)
a Consist of reanalysis data that have been post-processed and merged with observations (US National Center of Environmental Predic-
tions, Kalnay et al., 1996; Sheffield et al., 2006).
The reanalysis dataset from NASA’s Global Modelling and Assimilation Office (MERRA GMAO,
GEOS-5) was used for the development of the MODIS ET dataset (Mu et al., 2011) and was chosen in
this study to facilitate ET comparison between the models and the MODIS ET product.
The land-cover representation is based on the high-resolution land-cover maps developed and pre-
sented in Chapter 4 (Tsarouchi et al., 2014), and based on Landsat satellite imagery.
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Soil parameters were created by the UK Met Office Unified Model Central Ancillary Program (UM–
CAP) at the model resolution, based on soil texture maps from the HWSD (FAO, 2009) and ISRIC1
databases, as has already been described in Chapter 5, Section 5.3.2.
The datasets used to evaluate the model’s performance are summarized in Table 6.2.
Table 6.2: Datasets used to evaluate JULES’ performance
Variable Name Resolution Time step Time domain Reference
Evapotranspiration
MODIS 1 km daily 2000–2008 Mu et al. (2011)
LandFlux-EVAL 1◦ monthly 2000–2005 Mueller et al. (2013)
LAI MODIS
(MOD15A2)
1km 8–daily 2000–2008 Myneni et al. (2002)
All datasets were transformed to 0.1 ◦ × 0.1 ◦ resolution grids, which is the modeling scale.
6.3 Study area
The study area, located in northern India, is part of the UG basin, which corresponds to the upper main
branch of the river Ganges and covers an area of 87 000 km2 (Fig. 6.1), as previously mentioned. Because
the focus of this study is on improving crop growth simulation, the model is applied only in the areas
where the land-use type is agriculture. Hence, in this Chapter as study area I refer to the crop-covered
areas of the UG basin, as shown in Figure 6.2 (purple colour).
6.4 InfoCrop model description
The functions used to calculate crop development, crop growth, LAI and root depth are based on InfoCrop
(Aggarwal et al., 2006a), a crop growth model which has been parametrised for Indian soils and crop sys-
tems. The model requires input meteorological time series of solar radiation, maximum and minimum
air temperature, precipitation, vapor pressure and wind speed. It simulates crop development, photosyn-
thesis, dry matter production and its partitioning, leaf area growth and ET, in response to the effects of
weather, soil properties, sowing dates and crop physiology. Similarly to JULES, the Penman-Monteith
1Observations of soil sand, silt and clay fractions are available from the ISRIC world soil information website:
www.isric.org
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Figure 6.1: a: Digital Elevation Model (DEM) of the UG basin showing the ranges of the elevations (m
altitude) and the river network. b: location map of the study area in north India.
(Monteith, 1965) approach is used to calculate potential evapotranspiration (PET). In the subsurface, the
soil column is divided into 3 layers and a tipping bucket approach is followed for the soil water balance.
Transpiration is calculated as a function of the water availability in the soil, represented by water stress
factors for each soil layer. The values of water stress factors range between 0 and 1. The water contents
at wilting point, critical point and saturation as well as the water content in each soil layer are required
to calculate the water stress factors. Total water uptake is calculated based on the water stress factors of
individual soil layers. Photosynthesis is highly sensitive to water stress. Under insufficient water supply
conditions, CO2 assimilation rate (photosynthesis) and stomatal conductance decrease rapidly below the
potential rates.
The major photosynthesising organs are leafs. The calculation of the photosynthetically active ra-
diation absorbed by the surface area of green leafs is highly dependent on the LAI. This highlights that
for optimized crop growth modelling, the most essential requirement is a correct simulation of the time
course of LAI. After crop emergence, the main parameters affecting leaf area expansion are temperature
and light intensity. In the early stage of juvenile growth, the increase of leaf area over time is approxi-
mately exponential. During later development stages, shading from other plant branches might restrict
the leaf area expansion. Apart from shading, the senescence of leaves in InfoCrop is also dependent on
ageing, nitrogen mobilization, temperature, water stress and death due to pests and diseases (Aggarwal
et al., 2006a).
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Figure 6.2: Land-cover map for year 2000, as developed by Tsarouchi et al. (2014).
In InfoCrop, canopy interception is assumed to be equivalent to 25% of the value of LAI at any given
time (Penning de Vries et al., 1989).
Root depth extension rate is affected by soil water stress, soil bulk density, potential maximum
rooting depth and temperature (low temperatures reduce growth). The maximum rooting depth varies
as a function of thermal time to anthesis; the longer the crop duration the deeper the roots would go in
the soil. If the roots reach a soil layer with moisture content at or below wilting point, root growth is
interrupted. Moisture content near wilting point causes a very low water uptake rate and that leads to
insufficient energy production for maintenance respiration by photosynthesis. In such case the crop dies.
Otherwise, root growth continues until a crop-specific development stage.
The model separates between 3 development stages: a) seedling emergence, b) anthesis and c) ma-
turity. Under temperate climate conditions, the development rate is mainly affected by temperature.
For a more detailed description of the model see Aggarwal et al. (2006a).
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6.5 Model Coupling
The distributed version of JULES was run with a resolution of 0.1◦ and an hourly time step while In-
foCrop was run at a daily time step. To ensure agreement in calculations, the same meteorological and
soil datasets were used for both models.
In the coupled version, the full energy balance scheme of JULES was used to calculate water ex-
change between soil layers, land–atmosphere heat flux exchange, ET etc. in each time step. Every 24
time steps of JULES (i.e. 1 day), the following values (daily averaged) were passed to the crop model:
moisture content, ET, volumetric water content at critical point, at saturation and at wilting point, (of each
soil layer), and plant net photosynthetic uptake. The crop model then simulated the agricultural practices,
processes such as crop growth, dry matter production and partitioning and provided daily values of LAI,
root depth and canopy height. These values were returned to JULES, which continued to the next day
of the simulation (Fig. 6.3 presents a schematic of the coupled system). In this configuration of JULES
the soil carbon content is not varied. The soil column of InfoCrop is transformed into a 4-layer column,
to match exactly the equivalent one of JULES. The coupled JULES-InfoCrop model will be hereafter
referred to as JULES-Info and the original JULES model will be hereafter referred to as JULES-base.
Based on a crop calendar review (Agropedia, 2013; NFSM, 2013; USDA-I, 2013; FAO, 2013; ICAR,
2013), I concluded that the main crops grown in the study area (district of Uttar Pradesh) are rice during
the summer months (July–October) and wheat during the winter months (October–March). Therefore,
the JULES-Info model was parametrized for those crops, (following the parameters suggested by the
developers of InfoCrop Aggarwal et al., 2006a,b), under a two-crop rotation system and a crop calendar
was added to the coupled model. Table 6.3 shows the different parameters used by JULES-Info for rice
and wheat.
Canopy height is calculated based on Eq. (61) in Clark et al. (2011), where W is the carbon content
of the stems, calculated by the crop model.
In JULES-base, the C3 photosynthesis model (Collatz et al., 1991) is a function of the maximum rate
of carboxylation of Rubisco, Vm (HCTN24, 2001, Eqs. 43, 45 and 51). Vm is a function of the potential
maximum carboxylation rate at 25 ◦C, Vmax. In JULES-base, for C3, Vmax = 0.0008× nl, where nl is the
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Figure 6.3: Flow chart of the coupling system for JULES and InfoCrop models.
leaf nitrogen concentration. In the JULES-Info model the following adaptation was made:
Vmax =


0.0008× nl, wheat
0.00036× nl, rice
(6.1)
since Vmax of rice is 45% lower than that of wheat (Mitchell and Hardy, 2000).
In JULES-base, the surface infiltration rate K is equal to βs × Ks; Where Ks is the soil saturated
hydrological conductivity and βs an enhancement factor (Best et al., 2011). The default value of βs for
C3 grass in JULES-base is 2. For the other PFTs, βs is 4 for trees and 2 for C4 grass and shrubs. However,
and as also suggested by Van den Hoof et al. (2013), no justification can be found for different βs values
between different PFTs, therefore, in JULES-Info the value of βs was set equal to 1 for all PFTs.
In JULES-Info, canopy capacity is calculated through an adaptation of the formulas used in JULES-
base and InfoCrop, as follows:
Cm = 0.05 + 0.25LAI (6.2)
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Table 6.3: JULES-Info parameters for wheat and rice
Parameters Wheat Rice Units
Optimal temperature 25 30 ◦C
Maximum temperature 40 42 ◦C
Base temperature for sowing to germination 3.6 7.6 ◦C
Thermal time for sowing to germination 70 50 ◦C× days
Base temperature for germination to 50% flowering 4.5 10 ◦C
Thermal time for germination to 50% flowering 800 1650 ◦C× days
Base temperature for 50% flowering to maturity 7.5 10 ◦C
Thermal time for 50% flowering to maturity 373 430 ◦C× days
Relative growth rate of leaf area 0.005 0.009 days−1
Specific leaf area 0.0020 0.0022 Ha leaf kg−1 leaf
Root extension growth rate 25 12 mm/d
Maximum root depth 2000 400 mm
Index of storage organs formation* 30000 56000 No/kg dry matter
Potential weight of the storage organs 42 22 mg/storage organ
Nitrogen content of storage organ 2 1.4 %
* Index of storage organs formation: Slope of the relationship between storage organs number m−2 and
dry matter accumulated during their formation stage.
This adapted formulation is more in line with the equation suggested by Van den Hoof et al. (2013),
after taking into account what is used in other LSMs and review papers. The new formula is expected to
increase canopy capacity dependence by LAI (Van den Hoof et al., 2013).
InfoCrop calculates dry matter production as a function of the Radiation Use Efficiency (RUE) (Ag-
garwal et al., 2006a). In contrast, JULES-base follows a biochemical approach, which links the calcula-
tion of the leaf level stomatal conductance to the net photosynthetic uptake via a CO2 diffusion equation
(Best et al., 2011). Because in the coupled scheme, the ET calculation mechanism of JULES-base is
maintained, it is sensible that the photosynthesis is calculated from JULES-base as well. In JULES-Info,
the dry matter production is no longer calculated as a function of RUE (according to InfoCrop) but is
based on the net primary productivity (structural dry matter) as calculated by the LSM’s photosynthesis
scheme.
Irrigation in the coupled model has not been included yet and possible impacts of this simplification
are discussed in the Results Section.
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6.6 Model Experiments
The simulations were performed over the study area for a period of 9 years between 2000 and 2008 to
coincide with the periods of available data from NCEP, TRMM, GMAO and MODIS.
Four different model simulations were performed: (a) JULES-base driven with the GMAO meteo-
rological dataset; (b) JULES-base driven with TRMM precipitation data and the post-processed NCEP
dataset for the rest meteorological variables; (c) JULES-Info driven with the GMAO meteorological data-
set; (d) JULES-Info driven with TRMM precipitation data and the post-processed NCEP dataset for the
rest meteorological variables.
The JULES-base simulations were run with C3 crop parameterisation, whilst the JULES-Info simu-
lations were run with dynamic crop growth parameterisation, where its interactions with the environment
were simulated.
To quantify the uncertainty in the ET results derived by an LSM with no dynamic vegetation and the
impact of the applied changes, LAI and ET output values were validated against the equivalent MODIS
and LandFlux-EVAL products. Performance scores tested include the correlation coefficient (r), the
coefficient of determination (R2), the Root Mean Squared Error (RMSE) and the Mean Error.
6.7 Results
The sensitivity of JULES was evaluated with respect to the daily and seasonal dynamics of the vegetation
cover in the study area. When the model runs without a dynamic vegetation growth scheme, it assumes
100 % agricultural coverage throughout the entire simulation period. There is no information about
seedling, emergence or harvesting dates, nor about the duration of fallow land periods between different
cropping seasons. In addition, it is assumed that the cultivated crop is a generic C3 grass. However, when
the model is coupled with the crop growth model (and hence dynamic vegetation growth is included), the
seedling, emergence and harvesting dates are defined, fallow land periods are included in the simulation
and a two crop rotation scheme (wheat vs. rice) is introduced, with different parameterisation for each
crop (Table 6.3).
The MODIS LAI is compared with the JULES-Info (forced by the two different meteorological
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Figure 6.4: a: the MODIS LAI is compared with the JULES-Info (forced by the two different mete-
orological datasets) modelled LAI. JULES-base was run with its default LAI value set to 2 for crops.
b: performance scores JULES-Info with TRMM and GMAO forcing datasets. The results show that
the modelled LAI matches the observed MODIS LAI well. The two peaks per year represent the two
cropping seasons as specified by the crop calendar.
datasets) modelled LAI as shown in Fig. 6.4a. JULES-base was run with its default LAI value set to 2
for crops. The results show that the modelled LAI matches the observed MODIS LAI well. The correla-
tion coefficients for TRMM and GMAO forcing datasets are r = 0.88 and r = 0.70 respectively and the
RMSE values are RMSE = 0.16 and RMSE = 0.27 respectively (Fig. 6.4b). The two peaks per year rep-
resent the two cropping seasons as specified by the crop calendar. The reduced LAI values as calculated
by the JULES-Info model in comparison to the steady value of LAI = 2 used by the JULES-base model
are reducing the canopy storage, which is directly translated into a reduced canopy interception. This is
expected to cause a decrease in the total ET estimation.
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The ET results show that JULES is sensitive to the changes introduced after coupling it with the crop
model. In the JULES-base version, ET fluxes are often higher in comparison to the JULES-Info version
results (Figs. 6.5, 6.7 & 6.8), as was previously discussed in Chapter 5. There is a significant difference
especially when the dry and the fallow land periods are simulated. JULES-base is overestimating ET as
it simulates a false land cover with 100 % agriculture that indeed evaporates more than the bare soil does.
Figure 6.5 shows that JULES-base, after the wet season peak in ET, reproduces a second lower peak in
month October of years 2003–2005. However, JULES-Info in agreement with MODIS and LandFlux-
EVAL (Fig. 6.12) does not reproduce that 2nd peak. This behaviour of JULES-base is possibly related to
a combination of precipitation and temperature patterns as well as the fact that it operates under a constant
LAI of 2. On the other hand, for JULES-Info, October is a month with very low LAI values (near 0.5),
as it is the transition period between rice harvesting and wheat planting according to the developed
crop calendar (Fig. 6.4a). In addition, JULES-Info matches better the MODIS and LandFlux-EVAL
fluctuation and timing of the peak values (Figs. 6.5 and 6.12a). In both plots, the modelled by JULES-
base ET is higher than the MODIS ET. JULES-base tends to overestimate ET mainly during the dry
period because then the difference between the default LAI value of 2 and the actual LAI value of the
growing crop (wheat) is larger. This is also clearly illustrated on Figs. 6.5b and 6.5d which show the mean
seasonal cycle of ET(mmmonth−1) and give an approximation of the mean bias per month for each of the
models. As already discussed in Chapter 5, similar trends of ET overestimation have been observed by
Van den Hoof et al. (2011) and Blyth et al. (2010), who suggest that these errors occur mainly due to the
simple approach of using a fixed, predetermined LAI. Therefore and as expected, the more sophisticated
approach of JULES-Info, which calculates LAI evolution on a daily basis, offers improved accuracy.
The coupled model captures better the seasonal variability of ET. An overall decrease in the modelled
ET (Figs. 6.5, 6.7 & 6.8) compared to MODIS ET is observed. R2 values are significantly improved
compared to the JULES-base equivalent values and RMSE values are reduced (Fig. 6.6): R2 increased
from 0.77 to 0.90 under GMAO forcing data and from 0.71 to 0.87 under TRMM/NCEP data. RMSE
decreased from 16.27 to 10.53 under GMAO forcing data and from 14.78 to 11.27 under TRMM/NCEP
data.
Similar information arises from the spatial comparison of the modelled ET with the MODIS product
shown in Figs. 6.7 & 6.8, for wet and dry periods respectively (TRMM forcing). Within the JULES-base
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Figure 6.5: Comparison between MODIS ET and simulated ET by the two models: JULES-base and
JULES-Info. Figs. a & b are with GMAO forcing data and Figs. c & d with TRMM and NCEP forcing
data. The right-hand plots (b & d) show the mean seasonal cycle of Evapotranspiration (mmmonth−1)
for each of the models, showing the mean bias per month.
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Figure 6.6: Performance scores of the two models (JULES-base and JULES-Info) in comparison with
MODIS ET. Fig. a is with GMAO forcing data and Fig. b with TRMM and NCEP forcing data.
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and JULES-Info models the spatial ET variations are attributable to differences in soil parameters, precip-
itation and other meteorological variables aside from the vegetation parameters, however it is evident that
JULES-Info generates lower ET values that match better the MODIS values, compared to JULES-base.
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Figure 6.7: Spatial comparison of the modelled ET with the MODIS product, for agricultural areas,
averaged over the wet (June–September) months of years 2000-2008.
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Figure 6.8: Spatial comparison of the modelled ET with the MODIS product, for agricultural areas,
averaged over the dry (October–May) months of years 2000-2008.
Looking at the mean annual ET in the study area (Fig. 6.9), JULES-Info is matching quite well
the equivalent MODIS annual ET, whereas JULES-base constantly appears to generate higher values.
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The mean difference in annual ET between JULES-base and JULES-Info is 140mmyr−1 under TRMM
precipitation and 160mmyr−1 under GMAO precipitation. The mean difference in annual ET be-
tween JULES-base and MODIS is 179mmyr−1 under TRMM precipitation, whereas the equivalent
value between JULES-Info and MODIS is 39mmyr−1. The same figures under GMAO precipitation
show the same magnitude of difference (233mmyr−1 difference between JULES-base and MODIS and
73mmyr−1 difference between JULES-Info and MODIS). Those results indicate a high sensitivity of the
model with respect to vegetation dynamics.
In Figs. 6.10 and 6.11 the results are partitioned into wet (June–September) and dry (October–May)
periods. R2 and RMSE values are significantly improved during the wet period (Fig. 6.10), when the
highest ET rates are being noticed in the study area. However, as shown in Fig. 6.11, which illustrates
the magnitude of the Mean Error for both the wet and dry seasons, the main improvement caused by
JULES-Info occurs during the dry period, as the model is no longer constantly overestimating ET. In all
cases JULES-Info achieves lower Mean Error values than JULES-base does.
Figure 6.12 shows the comparison of the modelled ET with the LandFlux-EVAL product. Similar
behaviour is observed here as well. Coefficient of determination with JULES-Info is R2 = 0.82 and is
improved compared to the JULES-base equivalent value (R2 = 0.72). A noteworthy trend observed here
is that during the spring season, both JULES-base and JULES-Info are underestimating ET when com-
pared to the LandFlux-EVAL product. A possible explanation for this could be the fact that irrigation is
not accounted for. Different land-cover maps, or forcing meteorology used by the LSMs that contributed
in the calculation of LandFlux-EVAL ET could be related as well. However, looking at the wet period
ET, JULES-Info provides significantly improved results compared to JULES-base (R2 increased from
0.61 to 0.77).
As shown in Fig. 6.13 (source: USDA-II, 2013) most of the wheat that grows in the study area is
rain-fed. In addition, according to USDA-I (2013), rice in the district of Uttar Pradesh is predominantly
rain fed and depends largely on the monsoon season rains from June to September. Therefore, the sim-
plification of not accounting for irrigation is not expected to affect significantly the results during the dry
period. Furthermore, in JULES transpiration only occurs from the dry fraction of the canopy, which dur-
ing and after a rain event is a very small part of the canopy. That means that transpiration during the wet
season is not expected to change significantly, even if irrigation was applied, since the dry portion of the
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Figure 6.9: Comparison of the mean annual ET within the study area, as derived from JULES-base,
JULES-Info and MODIS.
canopy that transpires will remain the same. Nevertheless, it is possible that incorporation of irrigation
in the coupled model will increase soil evaporation. The application of irrigation in the wet (dry) season
could also have an impact in the dry (wet) season ET, as the soil moisture stores could be higher.
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Figure 6.10: Results showing coefficient of determination (R2) and RMSE values are partitioned into
wet (June–September) and dry (October–May) periods.
6.8 Chapter Summary
The objective of this Chapter was to quantify the potential error in ET flux estimations of an LSM without
dynamic vegetation. For this reason, the full energy, water and carbon balance scheme of JULES (which
describes the exchange between atmosphere - surface - subsurface water fluxes) has been coupled to the
crop growth model InfoCrop, which represents the crop development and other physiological processes.
The model has been parameterized for wheat and rice, the two main crops of the study area, in a two crop
rotating system. A crop calendar was added to the coupled system.
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Figure 6.11: Mean error showing the discrepancy between both versions of JULES and MODIS ET.
The results show that JULES is sensitive to the changes applied and the incorporation of crop dynam-
ics in the model significantly alters the ET fluxes. An overall reduction is observed in the simulated ET
fluxes of the JULES-Info model compared to the original JULES-base model. The seasonal patterns of
ET as simulated by JULES-Info match better the MODIS and LandFlux-EVAL ET products than JULES-
base does. The difference in mean annual ET between JULES-base and JULES-Info is approximately
150 mm/yr and can be considered as an indication of the potential error in surface flux estimations of
LSMs that do not include vegetation dynamics.
Improving the estimation of energy and water fluxes over croplands through a more accurate descrip-
tion of vegetation dynamics is crucial for projecting potential changes in the hydrological cycle under
different climate change scenarios. Increased accuracy of ET estimations is an important step towards
a better understanding of the temporal dynamics of climate-surface-groundwater fluxes as a function of
agricultural production and inter-seasonal land-cover change; while at the same time is vital for advanced
irrigation practices under a water-limited environment.
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Figure 6.12: a: comparison of the modelled ET with the LandFlux-EVAL product. The shaded area
corresponds to the values between the 25th and 75th percentiles of the distribution. b: performance
scores of the two models (JULES-base and JULES-Info) in comparison with LandFlux-EVAL ET. c:
results and performance scores only for wet (June–September) period.
Figure 6.13: Map a is showing the irrigated wheat growing areas of India. Map b is showing the rain-fed
wheat growing areas. Based on the location of the study area as shown in Fig. 6.1, most of the wheat
grown in the UG basin is rain-fed. Source: Adapted from USDA-II (2013).
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Comparing climate change and land-use change
as drivers of hydrological change
7.1 Introduction
Quantifying how land-use changes and climate change affect hydrological components is a challenge in
hydrological science. The Upper Ganges (UG) river basin experiences almost every year monsoon flood-
ing. Studies have shown that there is evidence of strong coupling between the land surface (soil moisture)
and atmosphere (precipitation) in north India, which means that regional climate variations and changes
in landscape are influencing the temporal dynamics of land-atmosphere interactions. This Chapter aims
to quantify how land-use and climate change future projections are affecting the hydrological response
of the UG river basin. Future scenarios of land cover were produced for years up to 2035 using Markov
chain analysis (as described in Chapter 4). Climate change scenarios were derived from downscaled
CMIP5 data from 21 participating models. The LSM JULES was run under different future land-cover
and climate change scenarios, to obtain hydrological projections for the UG basin.
Variations in hydrological components (stream flow, evapotranspiration and soil moisture) are cal-
culated during the simulation period. Significant differences on the nearby-future hydrologic fluxes arise
under future land-cover and climate change scenarios pointing towards a severe increase in high extremes
of flow. The changes in all examined hydrological components are greater in the combined land-use and
climate change scenario.
The results are further presented in a water resources context, aiming to address potential implica-
tions of climate change from a water demand perspective, discussing whether it is likely that demand
thresholds in the UG region will be exceeded in the future.
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Table 7.1: CMIP5 model output used and data resolution
Model Centre Spatial Resolution
(Lon x Lat)
Country
ACCESS1-0 CSIRO-BOM 1.88◦x 1.25◦ Australia
ACCESS1-3 CSIRO-BOM 1.88◦x 1.25◦ Australia
BCC-CSM1-1-M BCC 1.13◦x 1.13◦ China
BNU-ESM BNU 2.81◦x 2.81◦ China
CanESM2 CCCma 2.81◦x 2.81◦ Canada
CNRM-CM5 CNRM-CERFACS 1.41◦x 1.41◦ France
CSIRO-Mk3-6-0 CSIRO-QCCCE 1.88◦x 1.88◦ Australia
INM-CM4 INM 2.00◦x 1.50◦ Russia
IPSL-CM5A-LR IPSL 3.75◦x 1.88◦ France
IPSL-CM5A-MR IPSL 2.50◦x 1.26◦ France
IPSL-CM5B-LR IPSL 3.75◦x 1.88◦ France
MIROC4h MIROC 0.56◦x 0.56◦ Japan
MIROC5 MIROC 1.41◦x 1.41◦ Japan
MIROC-ESM MIROC 2.81◦x 2.81◦ Japan
MIROC-ESM-CHEM MIROC 2.81◦x 2.81◦ Japan
HadGEM2-CC MOHC 1.88◦x 1.25◦ UK
HadGEM2-ES MOHC 1.88◦x 1.25◦ UK
MRI-CGCM3 MRI 1.13◦x 1.13◦ Japan
GFDL-CM3 NOAA-GFDL 2.50◦x 2.00◦ US
GFDL-ESM2G NOAA-GFDL 2.50◦x 2.00◦ US
GFDL-ESM2M NOAA-GFDL 2.50◦x 2.00◦ US
7.2 Data
Atmosphere-Ocean General Circulation Model (AOGCM) outputs from the fifth phase of the Coupled
Model Intercomparison Project (CMIP5) were obtained through the BADC server. All meteorological
variables required by JULES were acquired from the historical, RCP4.5 and RCP8.5 experiments of 21
CMIP5 models shown in Table 7.1.
For the future scenarios of land-use change, maps for years up to 2035 were developed following the
method described in Chapter 4. Figure 7.1 highlights the uncertainties between these 15 future scenarios
for the year 2035 and how their land-cover proportions compare to the historic year 2010. The variations
between the different scenarios are not large and the main trends of change identified are forest growth,
urbanisation, and on the other hand loss of bare soil, grasslands and shrubs.
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Figure 7.1: Box plots indicating land-cover trends with uncertainties for year 2035, as developed by
applying Markov chain analysis. With red colour are illustrated the actual land-cover proportions of
year 2010, as derived from the Landsat classifications. The middle bar of each box shows the median,
while the bottom and top of the box bars show the 25th and 75th percentiles (or first and third quartiles),
respectively. The upper and lower whiskers extend to the highest and lowest values that are within
1.5× IQR of the box’s top and bottom bars, where IQR is the inter-quartile range. Dots show values
beyond the end of the whiskers.
7.3 Methods
As previously mentioned, the CMIP5 precipitation projections are likely to provide unreliable estimates
of the mean values and daily variations of precipitation due to inherent limitations of the GCMs (Raty
et al., 2014). Biases have already been identified in simulating the present-day observed Indian summer
monsoon climatologies (Sengupta and Rajeevan, 2013). Further, Lutz et al. (2014) found large uncer-
tainties and variations between the annually averaged and seasonal precipitation projections over the UG
basin. Therefore, a simple bias correction technique, the delta-change method, was applied to diminish
the impacts of GCM biases. This is a relatively simple approach that calculates the change in time be-
tween the control and future simulations of a variable and applies this change in the baseline (observed)
climate by simply adding or scaling the mean climatic change factor (CF) to each day (Fowler et al.,
2007). This change is relative change for fluxes in order to avoid negative values, and absolute change
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Figure 7.2: Flow chart of Delta Change method.
for state meteorological variables. So, for precipitation, radiation and wind speed the monthly CF is
calculated as:
CF =
¯Vfut
¯Vhist
(7.1)
Where V¯ the monthly climatological mean for a given flux variable. For temperature, pressure, and
specific humidity, which are state variables, the CF is calculated as:
CF = ¯Vfut − ¯Vhist (7.2)
As baseline climate, I used the TRMMv7 precipitation product and for the rest meteorological vari-
ables the NCEP reanalysis product. The mean climatic CFs were based on monthly-mean climatological
conditions over 6-year time slices from 2000 to 2035 and were used to rescale the historical observations
at the daily time-scale. For a flow chart describing the method see Figure 7.2. The CFs were further
interpolated in the 0.1 degree resolution of the modelling setup.
The next step was to force JULES with the bias corrected GCM model outputs and generate future
hydrological projections for the UG basin that go up to year 2035. Two different sets of modelling
experiments were run: In the first one, only climate change was taken into account, as JULES was driven
by the CMIP5 outputs of 21 models, under two emission scenarios (RCP4.5 & RCP8.5), but land use
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was kept constant to historic year 2010. In the second set, both climate change and land-use change were
taken into consideration, as apart from the CMIP5 model outputs, JULES was also forced by a time-series
of future land-use scenarios.
The impact of both climate change and land-use change on the future hydrological variables of the
study area is examined.
7.4 Results
7.4.1 CMIP5 Projection analysis
A basic analysis of the monthly precipitation climatologies for the UG basin reveals large variations be-
tween the different GCM derived precipitation datasets (Fig. 7.3). Interestingly, there are models that are
not able to capture at all the seasonal cycle and the summer monsoon precipitation, but instead reproduce
a flat annual climatology. This illustrates the large uncertainties that these datasets are accompanied with
and questions the ability of some of the models to represent the present-day climate. However, this is no
straightforward indicator of their ability to generate reasonable future climate projections.
The spatial patterns of precipitation change between the periods 1975–2005 and 2070–2100 are
shown in Figure 7.4. For the summer monsoon period (JJA), the multi-model mean (MMM) pattern of
future projections is pointing towards a precipitation increase of around 10-20% throughout India under
scenario RCP4.5. As expected, under scenario RCP8.5, which corresponds to stronger radiative forcing,
the precipitation increase is stronger (around 50%). However, opposite trends are observed for the dry
period (DJF), as the MMM is projecting a decrease in precipitation over areas of northern India (where
the study area is located), which again is stronger under RCP8.5. This means that an amplification of the
annual cycle is being projected for the end of the century, with stronger wet and dry seasons.
Figure 7.5 shows the spatial patterns of temperature change between the periods 1975–2005 and
2070–2100. The projections indicate a robust signal of temperature increase in all examined periods and
under both emission scenarios. The temperature increase ranges from 2 to 4◦C under RCP4.5 and from
4 to 6◦C under RCP8.5.
A way to compute the relative skill of the CMIP5 models used in this study and estimate which
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Figure 7.3: Monthly precipitation climatologies of the 21 CMIP5 models used in this study (black) and
how they compare to the TRMMv7 satellite product (red), over the period 2000–2005.
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Figure 7.4: Multi-model mean % change in precipitation over India between the periods 1975–2005 and
2070–2100. Results are separated under 2 emission scenarios (RCP4.5 & RCP8.5) and three different
time-scales: the monsoon period (June-August, JJA), the dry winter period (December-February, DJF)
and the annual period.
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Figure 7.5: Multi-model mean change in surface temperature over India between the periods 1975–2005
and 2070–2100. Results are separated under 2 emission scenarios (RCP4.5 & RCP8.5) and three different
time-scales: the monsoon period (June-August, JJA), the dry winter period (December-February, DJF)
and the annual period.
Figure 7.6: Taylor diagram that graphically summarises how closely the historic precipitation generated
by each of the 21 CMIP5 models used in this study matches TRMMv7 observed precipitation, over the
period 2000–2005.
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of them perform better, in terms of simulating historical precipitation patterns over the study area, is a
Taylor diagram (Fig. 7.6), which quantifies the similarity between modelled and observed precipitation
in terms of correlation coefficient, standard deviations and centred root-mean-square (RMS) difference
(Taylor, 2001). According to that diagram, the closer a model is to the observation (dark green - squared
dot in the bottom right side of graph), the best it performs. Therefore, and based on the Taylor diagram
(Fig. 7.6) models such as CNRM-CM5, MIROC4h, MIROC5 are perceived to outperform models like
IPSL-CM5B-LR or CSIRO-Mk-3-6-0 in terms of their ability to match historic precipitation well.
Figure 7.7 shows the CFs of precipitation relative to the historic period 2000-2005, averaged in the
UG basin. It is evident that the spread of the results is large, and many models show opposite directions
of change. Nevertheless, all the mean values (blue lines) point towards an increased precipitation for all
months. The uncertainty is higher for the dry months November and December, which have the highest
increase in precipitation relative to historic values. On the other hand, the spread seems to be narrower
for the wet summer months but nonetheless there are still models with contrasting results.
7.4.2 Hydrological Projections
The generated streamflows shown in Figure 7.8 reveal the impact of both climate change and land-use
change in the future flows. The spread of the results is indicative of the uncertainties among different
GCM forcing data. The spread is large under both emission scenarios, which suggests that the GCM
precipitation spread is relatively less sensitive to the level of radiative forcing. Further, it is noticeable that
the agreement in projections of low flows is stronger than that of high flows, because the future projections
of extreme precipitation events have large uncertainties in the tropical regions as also mentioned in the
study by Kharin et al. (2013).
Kernel density plots shown in Fig. 7.9 show the distributions of Q5, Q25, Q50, Q75, Q95, (i.e. flows
exceeded 5%, 25%, 50%, 75% and 95% of time respectively), among different GCMs, when only cli-
mate change is taken into account (Qcl) and when both land-use and climate change are taken into account
(Qcl lu), for the UG basin. The large variations of flows highlight the large spread among GCM outputs
used to force JULES. It is evident that the differences between the two RCPs are greater than the dif-
ferences between Qcl and Qcl lu of the same RCP. As illustrated by the densities shown in Fig. 7.9,
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Figure 7.8: Flow duration curves of the streamflows simulated by JULES for the UG basin, when forced
by CMIP5 model outputs. Red: only climate change is taken into account (Qcl), simulation period
2030-2035, each line represents JULES outputs based on different CMIP5 model forcing. Blue: both
climate change and land-use change are taken into account (Qcl lu), simulation period 2030-2035, each
line represents JULES outputs based on different CMIP5 model forcing. Black: Historical period (Qhist),
simulation period 2000-2005.
the agreement in projections of low flows (Q75, Q95) is stronger than that of high flows (Q5, Q25), as
previously discussed.
However, focusing upon the MMM values (Fig. 7.10), for the entire UG basin, when only climate
change is taken into consideration (red line), the high flows exceeded only 5% of time (Q5) are projected
to increase by 40% compared to historic values, under RCP4.5 and by 59% under RCP8.5 (Table 7.2).
When both climate change and land-use change are taken into account (blue line), the increase in the high
extremes of flows is slightly higher: 41% increase under RCP4.5 and 62% increase under RCP8.5. In
the low flows, the impact of climate change only is not as significant. Low flows exceeded 95% of time
(Q95) are decreased by 2% under RCP4.5 and by 3% under RCP8.5. When land-use change is also taken
into account, Q95 is projected to increase by 1% under RCP4.5 and to decrease by 1% under RCP8.5. So
there is a clear impact of both climate change and land-use change in the high and low extremes of flows.
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Figure 7.9: Kernel density plots showing distribution of Q5, Q25, Q50, Q75, Q95 (i.e. flows exceeded 5%,
25%, 50%, 75% and 95% of time respectively), for the UG basin, under both emission scenarios. Pink:
Only climate change is taken into account (Qcl), simulation period 2030-2035. Green: Both climate
change and land-use change are taken into account (Qcl lu), simulation period 2030-2035.
In the Bhimgoda sub-catchment, when only climate change is taken into account, Q5 is projected
to increase by 21% compared to historic values, under RCP4.5 and by 34% under RCP8.5 (Table 7.2).
When both climate change and land-use change are taken into account (blue line), the increase in the
high extremes of flows is even higher: 22% increase under RCP4.5 and 36% increase under RCP8.5. In
the low flows, the impact of climate change only is not as significant. Q95 is expected to decrease by
2% under RCP4.5 and by 6% under RCP8.5. When land-use change is also taken into account, Q95 is
projected to decrease by 5% under RCP4.5 and by 10% under RCP8.5.
The magnitude of increase in the future projections of streamflows might appear unrealistic, and this
is partly attributed to the downscaling method used that increased precipitation extremes and partly to
the uncertainties of GCM outputs. The mean climatic CFs were calculated from the mean monthly
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Figure 7.10: Flow duration curves of the streamflows simulated by JULES for the UG basin. Red: Multi-
model mean values when only climate change is taken into account (Qcl), simulation period 2030-2035.
Blue: Multi-model mean values when both climate change and land-use change are taken into account
(Qcl lu), simulation period 2030-2035. Black: Historical period (Qhist), simulation period 2000-2005.
climatologies over 6-year time slices. However, given the large variability of precipitation on daily
time-scales compared to the mean monthly climatology, by scaling the high extremes of precipitation
according to the CF, it is inevitable that in some cases precipitation is highly exaggerated in the future
projections. In such a large catchment inflated precipitation extremes would be directly translated by
JULES into unreasonably high runoff values. Nevertheless, there is qualitative similarity between the
results of this thesis and results presented by Lutz et al. (2014), who found that for the UG basin, projected
precipitation increases during the monsoon period, could lead to increases in total annual runoff up to
10% for RCP4.5 and 27% for RCP8.5, during the period 2041–2050.
Although the general patterns of change in the high and low extremes of flows are similar in both the
Bhimgoda and the UG basins, the projected increase inQ5 for the UG basin is almost double the projected
increase for the Bhimgoda basin, whereas the projected decrease in Q95 for Bhimgoda is almost 5 times
higher than the decrease projected for the UG basin. These differences are attributed to climate change
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Table 7.2: Q5 and Q95 flow values (m
3/s) based on the flow duration curves shown in Figure 7.10
Historical RCP4.5 RCP8.5
Qhist Qlu Qcl lu Qlu Qcl lu
Upper
Ganges
Q5 4563 6405 = 1.40×Q5hist 6446 = 1.41×Q5hist 7269 = 1.59×Q5hist 7399 = 1.62×Q5hist
Q95 93 91 = 0.98×Q95hist 94 = 1.01×Q95hist 90 = 0.97×Q95hist 92 = 0.99×Q95hist
Bhimgoda
Q5 2070 2510 = 1.21×Q5hist 2518 = 1.22×Q5hist 2770 = 1.34×Q5hist 2825 = 1.36×Q5hist
Q95 63 62 = 0.98×Q95hist 60 = 0.95×Q95hist 59 = 0.94×Q95hist 57 = 0.90×Q95hist
mainly (as the magnitudes of change between the climate change only scenarios and the scenarios where
both climate change and land-use change are taken into account remain similar). On the other hand, the
changes relative to historic period in both high and low flows are lower under RCP4.5 than under RCP8.5.
Figure 7.11: Flux partitioning in JULES under different land-use types
Useful information regarding the flux partitioning in JULES under different land-use types, is ob-
tained from Figure 7.11. The land-use type water indicates open water (such as lakes). This is not
explicitly modelled by JULES (Best et al., 2011), which assumes that there is enough water to ensure
maintenance of the lake. The evaporative flux is not removed from any moisture store within the model
and also precipitation does not contribute to any water store (there is no infiltration as the lake tile is dis-
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connected to the soil moisture column). A large value for the surface heat capacity (equivalent to water
of 1 m depth) gives a realistic simulation of the diurnal cycle of a lake’s surface temperature (Best et al.,
2011). As evaporation from lake surfaces does not draw on the conserved moisture stores, water conser-
vation and water balance are violated. In urban landscapes and to a lesser extent in bare soil conditions,
most of the precipitation becomes surface runoff. In bare soils, around 43% of precipitation evaporates
whilst in all 5 vegetative land-use types, more than 50% of precipitation becomes ET.
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Figure 7.12: Multi model mean values of the ET fluxes simulated by JULES, for the UG basin and
for each one of the emission scenarios (RCP4.5 & RCP8.5). Blue colour corresponds to the historical
simulation period 2000-2005 (EThist). Pink colour corresponds to the simulation period 2030-2035,
when only climate change is taken into account (ETcl). Green colour corresponds to the simulation
period 2030-2035, when both climate change and land-use change are taken into account (ETcl lu).
The small increase in future streamflows that is attributed to land-use change could be directly related
to urbanisation, which is one of the main land-use change trends being projected for the future. On the
other hand, it is possible that the impacts of urbanisation are cancelled out by the impacts of forest growth
along with bare soil loss, which are less surface runoff and more ET.
In terms of ET fluxes (Fig 7.12), the MMM future projections under RCP4.5 are pointing towards
increased ET for the spring months March and April and decreased ET over the summer period (June-
September). Under RCP8.5, ET follows similar patterns of change, although in August the projection is
pointing towards increased ET compared to historic values. In all cases, it is evident that in the near-term
future projections, the inter-model uncertainty is higher than the scenario uncertainty. This is also shown
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Figure 7.13: Multi model mean values of the SM fluxes simulated by JULES, for the UG basin and
for each one of the emission scenarios (RCP4.5 & RCP8.5). Blue colour corresponds to the historical
simulation period 2000-2005 (SMhist). Pink colour corresponds to the simulation period 2030-2035,
when only climate change is taken into account (SMcl). Green colour corresponds to the simulation
period 2030-2035, when both climate change and land-use change are taken into account (SMcl lu).
in Fig 7.14, which displays monthly percentage changes of ET between historic (2000-2005) and future
period (2030-2035), spatially averaged in the UG basin. The spread of results derived by JULES forced
with different GCM outputs is large under both RCPs but the MMM changes are never higher than 20%.
Spatial changes of ET between the historical (2000-2005) and future projection period (2030-2035),
under both emission scenarios (RCP4.5 & RCP8.5) are shown in Fig. 7.16. Results are split into 3-
month period seasonalities for winter (DJF), spring (MAM) and summer (JJA), under the two types of
experiments: (a) only climate change is taken into account (ETcl), and (b) both climate change and land-
use change are taken into account (ETcl lu). The differences between ETcl and ETcl lu are very small in
all seasons examined. The highest increases in ET (100%) are projected to occur during spring in the
southern agricultural parts of the catchment. The highest decreases in ET (-40%) are projected to occur
during the spring and summer periods, in the mid-north parts of the study area. Nonetheless, those large
% changes of ET, are cancelled out when spatially averaged across the catchment results are presented
(Figs. 7.12 & 7.14).
On the other hand, the MMM future projections of soil moisture under the same scenario (Fig 7.13)
show a decrease in soil moisture from April to September. Interestingly, the changes of soil moisture
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relative to the historic period are smaller under RCP8.5 compared to RCP4.5. The overall agreement
between historic and both future scenarios seems to be better in the soil moisture results compared to the
ET results (see also the spread of results in Figs. 7.14–7.15). Figure 7.15, displays monthly percentage
changes of soil moisture between historic (2000-2005) and future projections period (2030-2035), spa-
tially averaged in the UG basin. Is is shown that the spread of results is larger under RCP4.5 compared
to RCP8.5. This could be explained by the stronger forcing of the RCP8.5, which leads the GCMs to
produce more similar results. In all cases the MMM changes between historic and future projections in
soil moisture are never higher than approximately 20%.
Interestingly enough, in terms of spatial changes of soil moisture, it is shown in Fig. 7.17 that the
MMM changes reach values of 200%. Similarly to the patterns of ET change, the highest increases
in soil moisture (200%) are projected to occur during spring, in the southern agricultural parts of the
catchment. The highest decreases in soil moisture (-80%) are projected to occur during the winter and
summer periods, in the mid-north parts of the study area. However, it seems that these extreme changes
of soil moisture (on the one hand +200% and on the other hand -80%) are cancelled out when spatially
averaged results are presented (Figs. 7.13 & 7.15).
As previously mentioned, it seems that the projected for the future increase in precipitation is trans-
lated as more intense precipitation events (due to the delta-change approach followed here). Besides, the
differences between the two RCP scenarios are not large, especially for the projections of ET and soil
moisture fluxes. In the nearby future period examined here (2030-2035), the relative importance of the
RCPs is far smaller than the GCM model uncertainties.
Overall, climate change is the main driver of hydrological change in the near term future scenar-
ios explored in this study. If no dramatic land-use changes take place in the nearby future, the main
alterations in hydrological fluxes are expected to arise from the change in the meteorology (and mainly
precipitation). The relative contribution of land-use change is of an approximate magnitude of 2% com-
pared to historic values. However, the strong inter-model uncertainties of historic and future projections,
which were possibly amplified by the delta-change bias correction approach, are posing a limitation to
the confidence of these results. Nevertheless, as GCM uncertainties are unlikely to decrease quickly, de-
cisions on the adaptation and mitigation of climate change should not be prevented (Knutti and Sedlacek,
2013).
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7.4.3 Future projections in relation to water demand
This section places the above results in a water resources context, by discussing what are the implications
of climate change on the water resources of the Upper Ganges and whether it is likely that water demand
thresholds of the region will be exceeded in the future.
A recent study by Sapkota et al. (2013) presents mean monthly water demands for irrigation, in-
dustrial and domestic purposes (period 1991-2005), in the UG basin. According to this study, irrigation
water demands from canals (which are much higher compared to industrial and domestic ones) are low
during the monsoon period from June to September and high from November to February. During the
winter months December and January, water demands in the UG basin are already unmet. In recent years
pressure has increased on the river canals to maintain flows during the dry season, due to the introduction
of high water intensive crops, agricultural expansion and population growth (Sapkota et al., 2013).
Here, the mean monthly water demands shown in Fig.4 of Sapkota et al. (2013) are used in combi-
nation with future projections of changes in India’s water demands, as presented in the study by Amaras-
inghe et al. (2007). This study suggests an expected 8% increase in surface water demand for irrigation,
130% increase in surface water demand for domestic usage and 152% increase in surface water demand
for industrial usage, by 2030 under a business as usual scenario, which is mainly extrapolating trends of
recent years (calculations after linearly interpolating results presented for years 2025 and 2050).
Based on the two studies mentioned above, future projections of surface water demand for the UG
basin are generated, on a monthly basis and for the period 2030-2035. Figure 7.18 shows how the future
expected surface water demands compare with the flow volumes as calculated by JULES (period 2030-
2035) under the two examined RCP scenarios, when only climate change is taken into account and when
both climate change and land-use change are taken into account. Since the main months under water
stress are those in the dry season and in order to better visualise the results outside the wet summer
period (which is dominated by high flows), the y axis was limited to values lower than 2000 Million m3
of water.
The future winter months (Dec-Feb) are expected to be the most problematic ones in terms of meet-
ing the surface water demands, with agriculture being the main water user. This poses threats to the river’s
capability to maintain flows at an acceptable ecological level (environmental flows) during those months.
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Sapkota et al. (2013) showed that using less water intense crops in the UG basin, is more efficient than
reducing the total agricultural area by 40%, in reducing the unmet irrigation water demands. Besides, as
previously discussed but also shown in Fig. 7.18, the main driver of future change in water resources is
not land-use change. It is climate change but also the changing practices within certain types of land-use
(i.e. increased irrigation efficiency, upstream dams) that are expected to drive changes in the future water
availability of the UG basin, rather than land-use change per-se.
Understanding the future water availability in India is much more complex than looking from the
perspective of climate and land-use change only. For instance, India is one of the greatest hydropower
generators in Asia. A potential future increase in hydropower capacity, aside from its large benefits in
terms of reducing carbon emissions, brings further environmental concerns regarding river flows, water
quality and eco-diversity. Therefore, the impacts of such water management decisions (e.g. hydrowpower
dam structures) could also play a major role in the water balance of this region.
Figure 7.18: Bars showing future projections of monthly surface water demand, for irrigation, domestic
and industrial usage, during the period 2030-2035, for the UG basin. Box plots indicate monthly flow
volumes calculated by JULES under different GCM forcings, for the same period.
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7.5 Chapter Summary
In this Chapter, the impact of land-use changes and climate change on the future hydrology of the UG
basin was assessed by calculating annual variations in hydrological components (stream flow, evapotran-
spiration and soil moisture).
Large variations between GCM derived precipitation datasets arise from a basic analysis of CMIP5
model outputs. Stronger wet and dry seasons are projected to occur by the end of the century according
to MMM values.
Significant differences between the historic and nearby-future hydrologic fluxes arise under future
land-cover and climate change scenarios, pointing towards a severe increase in high extremes of flow.
During the period 2030–2035, Q5 is projected to increase by 41% under RCP4.5 and by 62% under
RCP8.5, compared to historic values of the period 2000–2005. The changes in all examined hydrological
components are slightly greater in the combined land-use and climate change scenario compared to the
stand-alone climate change scenario. However, the main driver of future hydrological change is climate
change.
In terms of spatial changes in ET and SM, the extremely high changes (200% order of magnitude)
that occur in various parts of the catchment are cancelled out by changes of the opposite direction, occur-
ring in different parts of the catchment, leading to smaller overall changes in terms of aerial averages.
The large uncertainties in the CMIP5 model outputs were possibly amplified by the delta-change
approach followed here and led to a large spread of results for the future hydrological variables. Nonethe-
less, as GCM uncertainties are unlikely to decrease in the near future, this work could help prioritizing
adaptation strategies and regional land-use planning to improve northern India’s water resources.
Finally, the results are presented in a water resources context, with the aim of understanding what
climate and land-use change mean for the future water resources of the UG basin. When looking into
future water availability and demand (period 2030–2035.), the river’s capability to maintain ecological
flows during the dry season is threatened. It is however important to highlight that under a changing
climate, it is not land-use change per se that is expected to drive changes in the water resources availability
but changing practices within certain types of land use (i.e. improved crop water productivity), that could
significantly impact future water needs.
Chapter 8
Conclusions
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Conclusions
8.1 Introduction
This thesis sought to explore the effects of large-scale land-use changes and climate change on the water
cycle and river flow characteristics by developing a case study in the Upper Ganges (UG) river basin. The
three hypotheses that drove the research were: (a) The use of satellite imagery allows for reconstructing
historical land-use patterns and projecting them into the future; (b) Accounting for dynamic crop growth
in Land Surface Models (LSMs) significantly improves the representation of soil and land-surface pro-
cesses in the Ganges basin; (c) The combined impacts of land-use and climate change will be greater than
the impacts posed by land-use change and climate change individually, on hydrological components.
In the following sections each hypothesis is revisited and the main conclusions of the present research
are summarised. The limitation factors of this work are discussed and potential future directions of
research are suggested in aspects that have not been covered in the present work.
8.2 Hypotheses revisited
The use of satellite imagery allows for reconstructing historical land-use patterns and projecting
them into the future:
Historical land-cover changes were captured by generating a time-series of land-use maps, after
applying supervised classification techniques on historical data sets of satellite images. Subsequently,
future spatio-temporal land-cover scenarios were generated based on Markov chain analysis and used to
explore changes in water resources.
The main trends of land-use change observed in the study region for the period from 1984 to 2010
are increased areas of forest (+4.7%), agricultural land (+1.3%), and urbanization (+5.8%), at the same
time as loss of barren soil (-9.5%), shrubs (-11.6%), and grassland (-9%).
Potential future directions of land-cover change in the UG basin vary and depend on the historic
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time period selected by the analyst to project previous changes into the future. In this study, 15 different
scenarios based on historic land-cover change produced different future projections. The scenario using
land-cover maps for 2008 and 2010 projects future expansion of forest, urban, grass, and shrubland, with
a decline in agriculture and bare soil. More confidence can be placed in this result as it is based on
analysis of the most recent land-cover changes.
This is the first study attempting to evaluate and understand the dynamics of land-cover change pro-
cesses in this region by monitoring and analysing the spatial patterns of change at a high resolution,
which allows detailed descriptions of land-cover transitions over time. Analysing the patterns of land-
cover change is a prerequisite to exploring the sensitivity of the catchment’s response to those changes
and analysing their impacts on hydrological processes.
Accounting for dynamic crop growth in LSMs significantly improves the representation of soil and
land-surface processes in the Ganges basin:
The LSM JULES was evaluated in terms of its ability to reproduce hydrological fluxes for the UG
basin. Several structural and parameter perturbations were attempted in order to improve the model’s
performance. Large variations between different precipitation products along with the model’s high
sensitivity to precipitation input are affecting the model’s performance.
Given that JULES is a global LSM, not developed for hydrological purposes, its overall performance
was found to be adequate, in terms of its ability to reproduce streamflow, ET and SM fluxes. The uncer-
tainty analysis shows that streamflow observations fall within the uncertainty range of the simulations for
87% of the time, at monthly time-scales.
One of the model’s limitations was that it overestimates ET over croplands, and this related to the
lack of dynamic crop cycle in the model. To address this issue, JULES is dynamically coupled with
the crop model InfoCrop. The aim is to improve the estimation of ET fluxes over croplands, through a
more accurate description of vegetation and to quantify the potential error in ET flux estimations of an
LSM without dynamic vegetation. An overall improvement is observed in the simulated ET fluxes of the
coupled model compared to the original JULES model. The difference in mean annual ET between the
original and the coupled model is approximately 150 mm/yr and is indicative of the potential error in
surface flux estimations of LSMs without vegetation dynamics. The proposed modelling scheme offers a
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more accurate description of vegetation dynamics over croplands, which is crucial for projecting poten-
tial changes in the hydrological cycle under different climate change scenarios.
The combined impacts of land-use and climate change will be greater than the impacts posed by
land-use change and climate change individually, on hydrological components:
The impact of LUCC and climate change future projections on the hydrological response of the
UG river basin is quantified, by calculating annual variations in hydrological components (stream flow,
evapotranspiration and soil moisture) during the simulation period (2000–2035).
An analysis of CMIP5 precipitation datasets reveals large variations between different GCM outputs.
By the end of the century, the multi-model mean (MMM) future projections of precipitation point towards
an intensified seasonal cycle with stronger wet and dry seasons. The CMIP5 meteorological variables
were bias corrected and subsequently used to force JULES and generate future hydrological projections
for the UG basin (up to year 2035).
Severe increases in the high extremes of flows are being projected for the nearby future (period 2030–
2035), under future land-cover and climate change scenarios. The changes in all examined hydrological
components are greater in the combined land-use and climate change scenario. During the period 2030–
2035, the MMM Q5 is projected to increase by 41% under RCP4.5 and by 62% under RCP8.5, relative
to the period 2000-2005. Nevertheless, climate change is the main driver of those changes between the
historic and near term future scenarios explored in this study. If no dramatic land-use changes take place
in the nearby future, the main alterations in hydrological fluxes are expected to arise from the change
in the meteorology. It is not therefore land-use change per se that is expected to drive changes in the
near-term future water resources of the UG basin. However, changing practices within certain types of
land use could have major impacts on future water demand and availability.
Extremely high changes in ET (100% order of magnitude) and SM fluxes (200% order of magnitude)
arising in various parts of the catchment are cancelled out when results are presented in terms of spatially
averaged values. The main differences appear between the north and south regions of the catchment.
Despite the strong inter-model uncertainties of historic and future projections, this work is expected
to help in prioritizing mitigation and adaptation strategies and regional land-use planning to improve
northern India’s water resources.
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8.3 Limitations and future directions of research
A key limitation of the approach followed for the generation of future LUCC scenarios is that historic
trend analysis only considers two discrete points in time. Moreover, Markov chain analysis is unable
to assimilate ancillary data, which may constrain the rate and direction of change. Land-cover change
is driven by socio-economic and biophysical factors (Lambin et al., 2001). Therefore, to make valid
predictions about future land-cover change it is necessary to understand the causes of historic land-cover
change. For instance, given the observed dependence of the agricultural sector on irrigation, one may
hypothesize that an area of land located near an irrigation canal or well is more likely to be converted
to cropland than land without a reliable water source. Furthermore, the expansion of cropland may be
limited by the presence of the Himalayan mountain range in the north of the basin, where factors such as
elevation and slope may impose physical limits on crop growth. Understanding the objectives of national
and international policies on afforestation in the region may provide a means to constrain future scenarios
of change. These examples demonstrate that land-cover change cannot be modelled unless the underlying
driving factors are taken into account.
Future work could improve the prediction of land cover by applying modelling approaches that
utilize biophysical and socio-economic datasets. This is a possible way to reduce uncertainty and provide
more accurate projections for the future status of land cover in the UG basin. In addition, the development
of historic land-use maps in seasonal or even monthly time-scales (if data become available), as opposed
to the annual scales presented here, could provide useful insights on the study of past land-use change
trends.
The unavailability of historical flow data is one of the main constraints in this work. This limitation
severely impacts the historic and future hydrological model simulations, by restricting the streamflow
validation in only one sub-catchment of the study area, and over a period of 10 years. Due to strict flow-
data sharing policies posed by India, there is a limited number of water resources research studies and
the lack of accessible data has been a great challenge for the present research. Ongoing debates about
this issue have not managed to reform policies and resolve it yet, and this is something all future studies
will have to deal with.
The sensitivity analysis of JULES explored just a few parameter and structural modelling changes,
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while the vast majority of parameters was held constant. However, the results showed that there is much
room left to improve JULES so that it can function as a proper hydrological model and potential ways of
addressing the model’s shortcomings were discussed.
At the daily time-scale, the simple runoff routing mechanism introduced uncertainty to the model
outputs. The errors were reduced when looking at the outputs on a monthly basis, which smoothed
the impact of the simple routing scheme. However, the lack of river channels, wetlands, or ground-
water stores in JULES, along with the fact that the model assumes direct runoff into the river, increased
the errors in the model outputs. This is related to the vertical structure of the model, which does not
allow horizontal water movements, or any horizontal flux exchange in both surface and subsurface levels.
The lack of groundwater component and its interactions with surface fluxes is crucial for the accurate
representation of flux partitioning and is further affecting the model’s performance. The free gravity
drainage assumption does not allow for any amount of moisture to be drawn from the soil when the water
table in the field drops below the maximum soil depth. Coupling JULES to a groundwater model was
not explored during the course of this thesis due to time constraints. It would have been a large project
considering the lack of prior experience in the catchment, and the difficulties of parameterising the model
with limited data.
The importance of in-situ observational datasets has been recognized across the land-surface mod-
elling community. Specifically for India, where surface fluxes are poorly constrained, new observations
could be brought together with historical data, to develop a more integrated understanding of land sur-
face processes. Based on comparisons with new observational datasets, JULES could be evaluated and
its parameters further constrained for the monsoon tropics.
The water management (hydropower, irrigation, industrial and domestic usage) and the dam struc-
tures play a very significant role in the water balance of this region. The impacts of changing management
practices in terms of water usage and storage could be much more important than the impacts posed by
climate change or land-use change in terms of future water availability and demand. This has not been
taken into account in the modelling work undertaken in the present thesis.
The role of feedbacks between the carbon and the water cycle under climate change conditions has
not been extensively discussed in this research. As mentioned earlier, increased CO2 concentrations in
the future would mean that leaf stomatal conductance would decrease. Plants would get sufficient CO2
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uptake and this would improve their water use efficiency by reduced transpiration rates. On the contrary,
the increase in air temperature that is being projected for the future would lead to higher potential evap-
oration as warmer air can hold more moisture, counteracting the above mentioned effects of increased
CO2 concentrations. The importance of these feedbacks between the carbon and the water cycle is sig-
nificant under rising CO2 and temperature conditions, given that their impacts are likely to affect both
food security and water availability. Further, the simulations of future climate scenarios (Chapter 7) took
into account future projections of the meteorological variables used to force JULES, but did not account
for changes in the CO2 concentrations. It would be interesting for future work to look into the relative
effect of changes in precipitation, temperature and CO2 concentration on the water cycle.
Neither JULES nor the new coupled scheme (JULES-Info) account for irrigation. There is lack of
available spatial data that separate between rain-fed and irrigated areas of different crops whilst giving
timely information regarding the amount of irrigation applied throughout the year, over the study area.
Besides, the lack of sub-grid heterogeneity means that in this study the model could not simulate irrigation
practices, as irrigation would rarely cover an entire gridbox of 0.1◦. However, it is recognised that the
impact of irrigation is an extremely important aspect of hydrological modelling in a catchment that is
60% occupied by crops. Work is currently under development, both in respect to more accurate land-use
classification of irrigated/rain-fed areas and irrigation representation in JULES. A very interesting future
direction of research that would shine light onto water management practices and their feedbacks to the
climate would be to compare the behaviour of various hydrological fluxes in irrigated versus rain-fed
areas.
The most recent version of JULES (v4.1) includes the JULES-Crop model (currently undocumented)
and an interesting suggestion for future work would be the comparison of JULES-Crop and JULES-Info.
It is worth exploring how potential differences in the way that crop cycles are represented (global version
of JULES-Crop vs locally parameterised JULES-Info), are affecting the model results.
In terms of climate projections, as previously mentioned, the strong inter-model uncertainties of
GCM-derived data are attributed to inherent limitations of GCMs (Raty et al., 2014). However, these
uncertainties were possibly amplified by the delta-change bias correction approach followed here and
are posing a limitation on the confidence of the climate change impacts results. This method assumes a
constant GCM bias through time, does not retain the change in variability of climatic variables, and does
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not change the temporal sequence of wet/dry days (Fowler et al., 2007).
Alternative directions for future work worthwhile to explore could include utilisation of different
bias-correction approaches (e.g. dynamic downscaling based on regional climate models), consideration
of additional pathway scenarios (RCP2.6 and RCP6) and usage of data outputs from more GCM models,
providing they become available.
Finally, this work has not looked into combining the uncertainties arising from each of the modelling
components (historic and future land-use maps, hydrological simulations, climate projections, forcing
data), to assess whether they result in compounded uncertainty and what is the contribution of each
modelling aspect to the overall uncertainty. Such analysis in the future, could provide useful insights in
identifying and tackling the largest sources of uncertainties.
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