The problem of privacy-preserving data mining has attracted considerable attention in recent years because of increasing concerns about the privacy of the underlying data. In recent years, an important data domain which has emerged is that of graphs and structured data. Many data sets such as XML data, transportation networks, traffic in IP networks, social networks and hierarchically structured data are naturally represented as graphs. Existing work on graph privacy has focussed on the problem of anonymizing nodes or edges of a single graph, in which the identity is assumed to be associated with individual nodes. In this paper, we examine the more complex case, where we have a collection of graphs, and the identity is associated with individual graphs rather than nodes or edges. In such cases, the problem of identity anonymization is extremely difficult, since we need to not only anonymize the labels on the nodes, but also the underlying global structural information. In such cases, both the global and local structural information can be a challenge to the anonymization process, since any combination of such information can be used in order to de-identify the underlying graphs. In order to achieve this goal, we will create synthesized representations of the underlying graphs based on aggregate structural analytics of the collection of graphs. The synthesized graphs retain the properties of the original data while satisfying the k-anonymity requirement. Our experimental results show that the synthesized graphs maintain a high level of structural information and compatible classification accuracies with the original data.
Introduction
The problem of privacy-preserving data mining has gained importance in recent years because of increasing concerns about compromising the safety and security of private information. Consequently, considerable research has been devoted in recent years to the problem of privacy in a variety of data domains [1, 6, 11, 15, 16, 18, 19] . Detailed surveys on privacy may be found in [3] .
A key method in privacy-preserving data mining is that of k-anonymity. In the k-anonymity method, we transform the data such that each record is indistinguishable from at * Tsinghua University, socrates.lee@gmail.com † IBM T.J. Watson Research Center, charu@us.ibm.com ‡ Tsinghua University, jianyong@tsinghua.edu.cn least k other records in the data set. Most k-anonymization work is focussed on continuous and categorical data domains [1, 15, 16, 19] . In this paper, we will discuss the problem of privacy-preservation of graphs and other kinds of structured data. Many important forms of data such as XML, semi-structured data, and web data are naturally expressed in structured form. Recently, some studies focus on the anonymization of graphs, such as [10, 17, 24, 22, 23] . Those methods use techniques such as duplicating, removing, switching or grouping vertices or edges on input graphs. This is because these techniques are focussed on anonymization of nodes or edges of individual graphs, and the identity is associated with portions (i.e. nodes or edges) of a single graph. The focus of anonymization is to apply transformations to this graph such that the privacy of the nodes or edges is maintained. However, in many applications such as semi-structured data, we need to anonymize a collection of graphs rather than a single graph. In such cases, the identity is associated with entire graphs rather than portions of it. The problem of anonymization and de-identification of collections of graphs has not been discussed in past work. Such cases arise in the following kinds of applications: (1) The XML representation of attributes about individuals is in the form of a graph representation. The structure of this graph will vary with the individual. (2) The click-graph derived from a proxy-log in a user-session is typically a sparse graph on the underlying web graph. Each click graph is associated with a particular user. (3) Many GPS based mobile devices in vehicle control systems collect the route of a person traveled in a given vehicle. In general, location-based services are susceptible to privacy attacks [3] . The route for a given individual in a particular time-period can be expressed as a single graph. Such data is useful for a variety of applications (eg. traffic prediction), but it is too sensitive for mining because of privacy concerns. We note that anonymization of entire graphs is an extremely difficult problem, because information about small portions of the graph can expose the identity of the entire graph. In general, if background knowledge is available about a small portion of the structure of the graph for particular individuals, then it can be used in order to mount a privacy-attack. Furthermore, methods such as kanonymization are typically dependent upon some notion of proximity. We note that the notion of proximity is very difficult to define in the case of structured data. This is because structural similarity can often manifest itself in the form of an isomorphism which is a computationally difficult problem to begin with. Since the pairwise isomorphism problem is extremely difficult, the problem of partitioning the data into sets of similar structures (with cardinality at least k) is even more challenging.
We will perform the anonymization of the underlying graphs with the use of a structural similarity approach. The key is to create groups of similar graphs which share common structural properties. We utilize these groups in order to construct a set of super-structures. Each superstructure represents the representative structural properties of the group. Thus, this is a condensed representation of the group. These representative structural properties are used in order to generate synthetic representations of the underlying structures. These synthetic representations retain the aggregate properties of the underlying data, and can therefore be used for a variety of database and data mining applications. In this paper, we will show the utility of this technique for a classification application. We will show that this approach results in an extremely effective representation of the underlying data without losing privacy. This paper is organized as follows. In the remainder of this section, we will discuss related work. In section 2, we introduce some preliminaries and the concept of mapping which is a critical concept used for developing the framework for the condensation approach. In section 3, we will describe our algorithms for anonymization. In section 4, we will present the experimental results of our approach. In section 5, we will present the conclusions and summary.
Related Work
The problem of privacy-preserving data mining has been studied extensively in recent years [3] because of its numerous applications to a wide variety of problems in the literature. One of the earliest methods for privacy-preserving data mining was that of perturbation [6, 7] . In this method, we add noise to the data set in order to mask the sensitive attributes of the underlying data.
While the perturbation method is able to mask sensitive values, it is not designed for de-identification. For this purpose, group-based anonymization [18, 19] is particularly useful. A recent method to avoid the problem of de-identification of data records is that of k-anonymization. The idea in k-anonymization is to reduce the granularity of representation of the underlying data, so that it is impossible to use pseudo-identifiers in order to determine the ownership of the underlying records [19] . The broad concept of group-based data anonymization has been studied extensively [1, 8, 12, 15, 16, 18] in the context of multi-dimensional data. Recently, the problem of graph anonymization [10, 13, 17, 22, 24] has found increasing interest in the literature. However, most of these techniques are focussed on the problem of node and edge identity anonymization in single graphs. In many applications, such as semi-structured data, identities are associated with individual graphs rather than nodes, and the anonymization needs to be performed over a collection of graphs. This paper will explore this difficult case, which has not been handled in previous work on graph anonymization. Graphs pose a special challenge to the anonymization process because of the underlying structural information, which is hard to aggregate and use across multiple graphs with very different structures. Furthermore, graph data is known to be inherently high dimensional, a problem which makes it particularly resistant to methods such as k-anonymization [3] .
A recent method for anonymization is the method of condensation [1] . In this technique, we construct newly generated anonymized records which preserve the aggregate properties of the original data. This allows the use of the records for classification. The use of condensation techniques is particularly resistant to adversarial attacks, because the individual records are freshly generated. However, the technique in [1] is designed only for the case of multidimensional data. In this paper, we will design techniques for generation of representative graphs from the underlying data.
Mapping Techniques for Condensation
In this section, we will first introduce some notations and definitions. Then, we will describe the concept of graph mapping which is used for graph condensation. We assume that the data set D consists of a set of N graph structures which are denoted by G 1 . . . G N . Each graph G i is denoted by the notation (V i , E i ), where V i is the set of nodes and E i is the set of edges between nodes. Each node v contains a label which identifies the properties of that node, denoted by label(v). For example, in an XML document collection, the label could correspond to the attribute-value combination. The set of edges represent the structural relationships between nodes.
We note that our condensation-based technique for anonymization uses similarity-mapping between nodes in order to construct templates for anonymization. Such similarity mappings help in understanding the relationships between nodes of approximately similar graphs. They are also necessary for generating a structural representation of the aggregate behavior of a group of graphs. The most strict notion of similarity is that of an isomorphism between two graphs of equal size. 
, and for any edge e = (v1, v2) ∈ E 1 , we have
In practice, two graphs in a data set are rarely of the same size, and may also have considerable diversity in the labels of the nodes. Therefore, it is necessary to define a similarity mapping between nodes. The similarity value between two vertices is defined in terms of a similarity function of the labels of the vertices in the two graphs. The simplest similarity function is one in which two vertices have a similarity value of 1, when the labels match and 0 otherwise. A graph isomorphism is a case of exact mapping between two graphs of equal size. The concept of a similarity mapping is a relaxation of this exact approach, and can also be used effectively for approximately matching graphs of unequal size, or where one-to-one mappings do not exist in the original graphs. In such cases, we can augment each graph with dummy vertices and dummy edges such that every vertex or edge has a corresponding element in the other graph. The extended graph is denoted by G * (V * , E * ). All the dummy vertices and edges are specially labeled ε. Dummy vertices have greater flexibility in mapping onto any other vertex. With the help of extended graphs, the mapping between two unequal or partially mapped graphs is defined as follows: • ∀e = (v 1 , v 2 ) ∈ E * 1 , we have φ(e) = (φ(v 1 ), φ(v 2 )) ∈ E * 2 , and at least one of them is not a dummy edge.
Graph Closures and the Mapping Algorithm
In this section, we will define the concept of graph closure, which is essential in order to implement the condensation approach. The concept provides a correspondence between the vertices of distinct graphs and is used both for condensed super-structure creation, and for generation of the pseudographs from the condensed super-structure. We will also provide a graph mapping algorithm which is required in order to construct the closures. For graph mapping, we will use a neighbor biased mapping (NBM) technique, which iteratively attempts to use the structural behavior of the neighbors of a partially mapped graph in order to further augment the mapping. The similarity mapping between the different vertices is used in order to relate the aggregate behavior of different graphs in a way which preserves the underlying structural behavior.
The aggregate behavior of a group of graphs is defined in terms of closures of various structural properties of the graph. Therefore, we will first define the concept of graph closure. As discussed earlier, the condensation approach attempts to aggregate the behavior of multiple graphs in order to create an effective template for generation of the underlying pseudo-data. Such structural aggregation concepts are handled by the concept of closure: In order to properly represent aggregate properties, it becomes necessary to associate weights with edges and vertices. All nodes and edges in the original graph are assigned a weight of one. However, dummy nodes and edges are assigned a weight of 0. Next, we define the concept of vertex and edge closure. Next, we will define the concept of graph closure of two graphs G 1 and G 2 of the same size under a one-to-one vertex mapping φ. In the event that the two graphs are not of the same size, or only a partial mapping exists, we can add dummy vertices and edges as discussed in the last section in order to create a one-to-one mapping. Therefore, the assumption of a one-to-one mapping does not lose generality. Let us assume that we have a pair of a graphs such that a oneto-one mapping φ exists between the corresponding pair of vertices. In other words, for any vertex v ∈ G 1 we have a mapped vertex φ(v) ∈ G 2 . Note that a one-to-one mapping between nodes also defines an implicit one-to-one mapping between edges. In cases, where an edge exists in one graph but does not exist in the other, we can assume a dummy edge in the latter with zero weight. Therefore, φ defines a complete one-to-one mapping between both edges and vertices. We can use φ in order to define the graph closure between two graphs. Conceptually, this closure represents a "structural merging" of the two graphs with the use of this mapping. Note that the above definition of graph closure is defined in terms of the mapping φ between the vertices. Since this mapping will be defined on the basis of structural similarity, the concept of closure defines a structural merging which retains the key structural aspects in the underlying graphs. We will discuss slightly later how this mapping φ is determined in terms of a structural similarity-based technique. Similar to the mapping between two graphs, we can define the mapping between a graph closure and a graph. • ∀v'∈ V * , we have φ (v) ∈ V * , and at least one of them is not a dummy vertex closure or a dummy vertex;
and at least one of them is not a dummy edge closure or a dummy edge.
So far, we have described the closure of two graphs. We can also recursively define the closure between a graph closure and a graph. This is needed for successive merging of multiple graphs into a single closure. As before, we can assume (without loss of generality) that both the two structures are of the same size, and a one-to-one mapping exists between the vertices and edges of the two graphs. With the concept of the graph closure between a graph closure and a graph, we can recursively merge a group of graphs into a single graph closure. Thus, the final graph closure results in a substructure-preserved graph mapping. Next, we will describe the NBM method, which is used to construct the one-to-one mapping φ between graphs (graph closures). In the NBM algorithm discussed below, we will output a matchedlist which provides an approximate mapping of vertices between G 1 and G 2 . The min threshold in the input is a constraint that eliminates unqualified pairs of vertices, if they are not matched sufficiently. First, we calculate the similarity for each pair of vertices (u, v), which u ∈ G 1 , v ∈ G 2 , and store them in similarity matrix W, which contains an entry for each pair of vertices. Note that the similarity between nodes is based on the underlying vertex labels. The exact similarity function varies with the method used, and therefore, we will specify it very generally at this stage. Correspondingly, the parameter min threshold will also vary with the method used.
A priority queue PQ is used, which ranks the pairs according to a weight function associated with the pairs. This weight function starts off with the similarity values of the matched vertices, but is successively modified as more and more vertices are mapped to one another across the two graphs. The variables mates and maxWeights store the best matched vertex and the weight of u ∈ G 1 in v ∈ G 2 . We dequeue the maximum weighted unmatched pair of vertices from the priority list PQ in each iteration and add it to the matchedlist. We also add weights to unmatched pairs containing the neighbors of the vertices of the pair. The exact nature of weight addition will depend upon the method used for condensation. The idea of adding such weights to the unmatched neighbor vertex pairs is to encourage successive matching of neighbor vertices, once a given vertex has been matched. This is the "neighbor bias" introduced by the method during the matching process. This approach results in structurally related vertices to be matched effectively in succession. The priority queue is used in order to continuously re-adjust the unmatched pairs based on these modified weights. At the end of the process, a mapping between pairs of vertices is output. The overall algorithm for performing the mapping is illustrated below: 
Structural Anonymization Approach
In this section, we will discuss the anonymization approach for graph data. Since our approach requires anonymization of complete graph collections, this requires us to determine the broad properties of the underlying graphs. We will define these broad properties in terms of the frequent structural behavior of the anonymized groups. Since each such group has size at least k, it follows that k-anonymity is guaranteed as well. The key accuracy issue is to ensure that the anonymized graphs preserve the aggregate properties of the input graphs. This is necessary to ensure that the anonymized data can be effectively used for data mining applications which are dependent upon aggregate characteristics. An example of such an application tested in this paper is that of classification. We propose two methods for constructing the anonymized representations of the graph structures. Both methods contain three phases: (1) In the first phase, we create constrained clusters of size at least k from the underlying data. The key in the first phase is to define clusters which retain the broad structural patterns in the underlying data and are less influenced by the random artifacts in the data. (2) In the second phase, we utilize the groups in order to construct a super-structure to represent the representative structural properties of the group. This super-structure needs to retain the key statistical properties of the underlying group of graphs for the purpose of data generation. Thus, this is a condensed representation of the group. (3) In the third phase, we use these representative structural properties in order to generate synthetic representations of the underlying structures. These synthetic representations retain the aggregate properties of the underlying data, and can therefore be used for a variety of database and data mining applications. In this paper, we will show the utility of this technique for a classification application.
The first and third phases of both methods are almost the same. The second phase of the two methods is however quite different:
(1) In the first method, the super template generated is a graph closure of a group of graphs. Therefore, we refer to this method as ClosureG. (2) In the second method, we construct a graph merged from the set of patterns with respect to a group of graphs. Therefore, we refer to this method as PatternG.
Next, we will discuss the details of these different steps.
Constructing the Anonymized Groups
If we generate synthesized graphs from the global statistical properties of the original graphs in D, the synthetic graphs will not contain useful structural information for mining purposes. This is because of the diversity of the graphs in a given data set. On the other hand, if we generate a synthesized graph with the statistics of a small number of relatively similar graphs, the quality of the generated data will improve, but the anonymity will not meet our demands. This is the natural trade-off between privacy and accuracy, which is encountered in many applications. Therefore, we create groups of graphs which share similar substructures to form an anonymized group, and generate synthetic graphs according to the graphs in the same group. The size of this group k defines the anonymity level of the data set. Since the output graphs are defined only in terms of the statistical characteristics of this group, it can be safely said that the group satisfies the k-anonymity requirement. Clearly, the value of k defines the tradeoff between privacy and accuracy.
We construct the anonymized groups of graphs in D by designing a constrained partitioning algorithm based on frequent substructures. Each anonymized group is a cluster in this partitioning, and the constraint on the partitioning is that each cluster contains at least k graphs. This constraint on the cluster cardinality arises from the corresponding constraint on the anonymity requirement. This additional constraint requires some care in terms of the design of the underlying algorithm. A key step in this process is the determination of the frequent subgraphs in the different clusters. We will see that these frequent subgraphs are very useful in comparing the similarity behavior across different clusters. Therefore, it is helpful to explore the nature of the frequent pattern mining algorithm which will be useful for our purposes.
Frequent patterns are defined in terms of the number of graphs for which a particular pattern is a subgraph. The number of such patterns is referred to as the support. Given a minimal support threshold min sup, a frequent subgraph pattern is a subgraph whose support is no less than a user specified threshold min sup. The problem of mining frequent patterns has been studied extensively in the graph mining literature [4, 5] . In this paper, we will use the technique of closed pattern mining in order to perform the anonymization. A frequent subgraph is closed if there is no supergraph of that pattern with the same support. The set of (closed) frequent subgraphs with respect to the minimal support threshold contained in a graph G i is called the pattern set of graph G i . This pattern set is denoted by P i , and the cardinality of P i is denoted by |P i |. The advantage of using closed pattern mining is that it generates a compact (yet complete) set of patterns for anonymization purposes. We used a very efficient algorithm called CloseGraph [21] in order to mine the frequent patterns for our algorithm. The algorithm outputs the graph structure of each pattern and the graph set which contains the pattern. The pattern set of a graph comprises all the frequent substructures contained in it. Correspondingly, the pattern set of a cluster is the union of all pattern sets of graphs contained in the cluster. We adopt the Jaccard distance on the underlying pattern behavior in order to calculate the distance between two graphs or two clusters. Consider two graphs G i and G j , which contain the pattern sets P i and P j . Then, the pattern-based Jaccard distance between them is defined as follows:
We note that the use of a pattern-based similarity function is much more robust than a technique which simply utilizes matching on individual edges. This is because patternbased distances provide much higher similarity to pairs of graphs containing large sub-structures in common. This helps in increasing the coherence of the distance function, and removing the noise which arises as a result of random artifacts in the underlying data. We can easily extend our similarity function to the case of two clusters of graphs (rather than two graphs). The main difference is that we use the average pair-wise distances between the constituent graphs rather than the clusters themselves. Thus, for two clusters C a and C b containing |C a | and |C b | graphs, the overall distance D(C a , C b ) is defined as follows:
We note that the cardinality constraint on the clusters makes it difficult to adapt most clustering schemes to this problem. In this scenario, a hierarchical clustering technique provides the greatest effectiveness and flexibility in terms of dealing with the cluster cardinality constraint.
We start off with N singleton clusters. We iteratively combine two clusters into a larger cluster, and continue the process until all clusters contain at least k graphs. From the point of view of the tradeoff between anonymity and accuracy, it is important to not have clusters which are too unequal in size. This is because the graphs generated from clusters containing too many graphs may not be of high quality. Therefore, we do not allow merging between pairs which are such that any of the clusters contain at least k graphs. For each iteration step, we will perform the following steps:
• We will compute the distances between each pair of clusters. The distance is computed using Equation 3.2 discussed above.
• We will find a pair of clusters with the minimum distance. As discussed earlier, we exclude those pairs for which the cardinality of any of the clusters is at least k.
• We will merge the two clusters into a larger cluster.
These iterative steps are continued until each of the groups has cardinality at least k, which is also the anonymity requirement. This approach creates groups of records, each of which are anonymized separately. The process of anonymization requires the creation of super-templates from these groups, a process which will be discussed shortly.
Construction of Super-Template from Condensed
Groups In this section, we will discuss the construction of the super-template from the condensed anonymized groups. We will construct a super-template preserving the most structural information of the graphs in an anonymized group. This super-template could then be used in order to generate the anonymized graphs.
In order to facilitate our discussion, we will introduce some notations. Let us consider an anonymized group containing the graphs
, respectively. It is assumed here that l is at least equal to k, since each group has a minimum cardinality of k. The process of anonymized graph generation will be discussed in terms of the above notations. In the next subsections, we will discuss two methods for construction of the super-templates. We refer to these methods as ClosureG and PatternG respectively.
Super-template construction for ClosureG
In the ClosureG method, the super-template of an anonymized group is built as a closure of all the graphs of the group. Consider the edge-weighted graph closure denoted by G = (V, E), where
Each edge closure is associated with a weight which is specific to the edges in the resulting graph.We will see in a later subsection that the weights on these different edges will play a critical role in the synthesis of the anonymized graphs from the super-template. The weight of an edge is the number of times the edge is included in an edge set of the constituent edges in E 1 . . . E l . Clearly, the weight w(e) of an edge e can be no larger than the number of graphs l in that particular group.
In order to build such a graph closure from an anonymized group, we recursively merge graphs into the closure. When merging graph G 1 = (V 1 , E 1 ) into a closure G = (V, E), we use the NBM algorithm discussed in section 2 in order to obtain a matched list (matchedlist) between vertices of a graph and vertex closures of a graph closure. The matches between vertices also implicitly define the matches between edges. We use this implicit matching in order to augment the edge sets and weights of (G) by iteratively processing the edges of the graph G 1 . If no match exists in G for an edge in E 1 , then we add that edge to G, and set its weight to 1. On the other hand, if an edge e ∈ E 1 has a match φe ∈ E, we add 1 to the weight of φ(e).
The NBM subroutine described in section 2 is expressed quite generally in terms of its similarity function. Next, we describe how the similarity function is defined for the case of the ClosureG method. The similarity between two nodes in G 1 and G is computed by comparing their labels. When two vertices have the same label, the corresponding similarity is set to 1. Otherwise, the similarity is set to 0. We note that the NBM algorithm requires a minimum threshold in order to determine the validity of matched pairs. In this case, we set the value of min threshold to 0. This means that any of the vertex-pairs are available for mapping in the algorithm. This non-restrictive approach is used because the underlying graphs may have some diversity in the underlying structure. 
Super-Template Construction for PatternG
In the PatternG method, the super-template of an anonymized group is built as a compact super-graph of all patterns in the pattern set of the cluster corresponding to an anonymized group. The use of patterns rather than the graphs themselves has the advantage that the approach tends to filter out the noise and only preserves the broad trends from the group. These broad trends are used for generation of the anonymized records. We can obtain a super-template by iteratively merging the underlying pattern graphs. In each iteration, we merge a patten graph into the super-template in two steps. First, we determine a vertex mapping between the super-template and the pattern graph with the use of the NBM algorithm discussed in section 2. Then, we use this vertex mapping in order to combine the pattern graph into the super template with the use of graph closure definition. This approach is applied repeatedly in order to create a single super-template.
It remains to discuss how the similarity function and thresholds for the NBM algorithm are defined. For constructing super-templates in PatternG, the similarity computation between two vertices uses both vertex label matching and vertex degree matching. However, we would like to ensure that vertex matching is provided strict precedence over degree matching. In order to achieve this goal, we pick a sufficiently large value b, and use it as a step value. For the purposes of our application, we use the number of vertices in the underlying graph as the value b. The similarity between two vertices is b if the vertex labels are matched, and the similarity between vertices is 2 · b, if both vertex labels and vertex degrees are matched. During the matching process, if we need to add weights to a pair of vertices, we just add 1 to the weight of the pair. The idea is that the parameter b should be large enough such that the operation of adding weights only has marginal influence on the matching process. Specifically, we set min threshold of NBM to b, and if b is large enough, the process of adding weights during the matching process will not affect the similarity sufficiently to allow matching unless the matched vertices have at least the same label.
Since the list corresponding to matchedlist is not exhaustive in terms of vertices, the super-template may not contain some of the vertices and edges. For each unmatched vertex of the pattern graph which is not contained in matchedlist, we will add a corresponding vertex to the supertemplate, which is used for matching to the pattern graph. Therefore, each vertex in the pattern graph has a match in the super template. We denote this mapping by φ t . We use the same procedure for edges. For each edge (e 1 , e 2 ) in the pattern graph, if there is no edge between φ t (e 1 ) and φ t (e 2 ) in the super-template, we add edge (φ t (e 1 ), φ t (e 2 )) to the super template. We ensure every edge in the pattern graph has a corresponding edge in the super-template.
Construction of Anonymized Graphs from Supertemplate
The super template can be used to construct the anonymized graphs. In this subsection we shall discuss two methods of synthesizing anonymized graphs from supertemplates. These two methods correspond to the ClosureG and PatternG techniques respectively. Since the base group of the super-templates contain r input graphs, we need to generate r such anonymized graphs from the super-template for that group. This ensures that the output of the algorithm has the same size as the base data. In the next subsections, we will discuss the approaches for constructing the anonymized graphs in detail.
Generation Techniques for ClosureG
The supertemplates generated the previous phase of the ClosureG method are much larger than the base graphs. On the other hand, we would like the newly generated graphs to be of somewhat similar size to the base graphs. We would also like the label distribution to be similar to the case graphs. In order to achieve this goal, we need to determine which edge closures and vertex labels should remain in the newly generated graphs.
The ClosureG technique constructs a synthesized graph with the use of a probabilistic approach on every edgeclosure in the super-template. For each super-template, we obtain the maximum weight among its edge closures, which is denoted by mw. For each edge closure, we generate a random number in [0, 1]. If it is less than the probability p = w(e)/mw, we include the corresponding edge and its incident vertices into the synthesized graph. Once the choice of edges has been decided, we decide the choice of vertex labels. For each vertex closure connected to an included edge closure, we flip an unbiased coin to decide which label is applied to the vertex of synthesized graph.
An example of the ClosureG method is illustrated in Figure 1 . G 1 , G 2 and G 3 are three graphs in an anonymized group, and the letters in the circle are the labels of the vertices. We illustrate the generation of the corresponding super-template and the generation of an anonymized pseudograph from this template.
Generation Techniques for PatternG
The ClosureG method uses a probabilistic approach in order to decide the whether an edge closure is selected. The graphs synthesized in this way may cause a different degree distribution from the original graphs, and therefore the synthesized graphs may sometimes show some variations in aggregate structural properties. The PatternG method is targeted to synthesize graphs which have a more similar degree distribution. The PatternG method maps the original graphs into super-templates with the NBM algorithm, and uses the information in this mapping in order to better preserve the structural information. Furthermore, we note that the super- templates are themselves constructed from frequent patterns rather than original graphs. This ensures that many of the non-typical edges in an anonymized group are not contained in the super-template. This removes the noise specific to individual graphs, and constructs structures which are based on the high-frequency patterns in the template.
We will use each graph in the base group in order to synthesize an anonymized graph from the super-template. The aim is to ensure that the structural information from the original graph is preserved well. Let us assume that we want to use graph G as the base group to generate an anonymized graph from the super template C. We can perform this operation in two steps. First, we use the NBM algorithm of section 2 in order to create a mapping φ s between a graph G = (V, E) and the super-template G t = (V t , E t ). In the PatternG method, we consider only the degree of the vertices while defining the similarity function for the NBM algorithm. If the vertex degree difference between a vertex of the super-template and the mapped vertex of the graph is no greater than 2, the step value b is added to the weight of the neighboring vertices in the NBM method. The min threshold of NBM is set to 0 in order to provide the greatest flexibility during the matching process.
For V s = {φ s (v i )|v i ∈ V}, we can get an induced subgraph An example of the PatternG approach is illustrated in Figure 2 . The input graphs are the same as those for Figure  1 . We obtain four frequent closed patterns with the support threshold 4, and merge them into a super-template. This super-template is used to generate an anonymized graph with respect to G 2 .
Experimental Results
In this section, we will present the experimental results for our anonymization techniques. In general, we would like to examine whether the structural behavior of the original graphs is preserved, and how the substructure patterns of graphs are affected. We would also like to determine how well the anonymized graphs can be used for a mining application such as classification. This provides us an idea of the utility of the anonymized graphs for a data mining application. We note that all existing work on graph privacy has focussed on anonymization of nodes and edges rather than individual graphs. Since this is the first work on anonymization of a collection of graphs, there is no baseline to compare our technique against. Nevertheless, we can examine the absolute degradation in quality caused by anonymization of the data, and show that a high level of privacy is possible at the expense of a small amount of degradation.
The experiments were conducted on a chemical compound database which can be derived from the DTP AIDS Antiviral Screen database from the National Cancer Institute. These data sets 1 were also used in [21] . The data set is categorized into three smaller data sets, two of which (CA and CM) were used. The CA data set contained 422 graphs, and the CM data set contained 1081 graphs.
The Aggregate Properties
In this subsection, we will compare the aggregate properties of the anonymized and the base graphs. We mine the set of closed patterns with relative support thresholds of 0.0665 and 0.0931. This corresponds to absolute support thresholds of 28 and 39 for the CA data set, and 72 and 101 for the CM data set. The anonymity level k was set to 20.
The summary properties of graphs include the number of vertices and edges across the different graphs as well as the degree distributions of the different graphs. The summary properties of the base and the anonymized graphs from CA are illustrated in Table 1 . The corresponding degree distributions are illustrated in Table 2 . The summary properties of base and anonymized graphs from CM are illustrated in Table 3. From Tables 1 and 3 , we can see that the ClosureG method generates similar number of edges but more vertices than the original graphs. The PatternG method generates similar numbers of edges and vertices to that of the original graphs. Furthermore, it is evident from the degree distribution results in Tables 2, that the PatternG method generates more similar distributions to the original graphs than the ClosureG method. Since the PatternG method uses the structural behavior of the degree distributions, it also results in more similar structural behavior to the original graphs.
We also studied the effect of anonymity level on the effectiveness. We vary the anonymity level k for building anonymized groups, and test the sensitivity of the underlying summary properties. We note that the anonymity level essentially defines the tradeoff between privacy and accuracy. This sensitivity test is performed on the CA data set. The support threshold t for mining frequent closed patterns is set to 44. The summary properties of graphs generated by ClosureG are illustrated in Table 4 , and those generated by PatternG are illustrated in Table 5 . The results show that the summary properties are not very sensitive to the variation in the anonymity level of the underlying data. It is clear that the average degrees are slightly reduced when the anonymity level k increases. Thus, an increase in privacy results in a reduction of accuracy, though the reduction in accuracy is only modest.
Classification Application
In this section, we will test the classification accuracy on the anonymized data sets. As in [12] , we do not split the original data set into a training set and a test set, and anonymize them separately or only one of them. We anonymize the whole data set, and split it into an anonymized training set and an anonymized test set to build classifiers. Each category in the data is anonymized separately, since the category is always available as public information.
For classification, we used LibSVM [9] to classify the data. The anonymized data set is generated by means of the frequent closed pattern set of the original data set with a support threshold t. We will mine the frequent closed patterns from the anonymized data with the same support threshold t, and use the resulting pattern set as features for building the classification model. For each data set, (either original or anonymized), we conducted our experiments using the 10-fold cross validation scheme.
The results for classification accuracy of the ClosureG method are illustrated in Table 6 , and the results for classification accuracy of the PatternG method are illustrated in Table 7 . In each case, we have illustrated the accuracy for varying levels of anonymity and support level. The support levels correspond to the thresholds used for pattern mining during the constrained clustering process. From the results, we can see that the classification accuracies on synthesized data sets of both methods are compatible with those on the original data set. Some accuracies on synthesized data sets are even higher than those on that original data set. This is especially the case for the PatternG method in which some accuracies are nearly 4% higher than the accuracies on the original data set. This is because the PatternG method uses the underlying graph patterns rather than individual edges. This tends to use the aggregate behavior of the underlying data, and avoids much of the noise present in the original data. This has the indirect effect of filtering the noise from the aggregate behavior of the condensed data. As a result, the generated data turns out to be even more effective for classification.
The results of Table 6 and Table 7 also show that the variations in the support level and the anonymized group size do not affect the classification accuracies on the underlying data too much. This suggests that the approach provides a fairly robust classification across a wide variation of the input parameters. For the case of the ClosureG method, the degradations in quality were only marginal with increasing anonymity level. On the other hand, for the case of the PatternG method, the quality improves at higher anonymity levels. This is because the algorithm is able to determine the most relevant patterns for classification at the higher anonymity levels. This increases the robustness with increasing group size. The robustness with the anonymity level is particularly important because it suggests that a high level of anonymity can be achieved with very little additional cost.
Conclusions and Summary
The paper proposes a graph anonymization approach by utilizing the structural behavior of a group of graphs, and generating new anonymized data sets from the super-template of this group. Our approach is a new technique which focuses on generating an anonymized collection of graphs. Previous work has only focussed on the problem of anonymizing nodes and edges in single graphs. This is the first work which examines the anonymity problem in the context of multigraph collections. Such a problem often arises in the context of many new kinds of data which associates individual records in structural form.
We have proposed two methods under our framework, which are referred to as PatternG and ClosureG respectively. Both methods are designed to capture the broad structural properties of the underlying data, and use these properties for synthesizing the anonymized graphs. The experimental results show that the anonymized graphs of both the methods are similar to the original graphs in many summary structural properties. The classification accuracies on the generated data set are also compatible with the accuracies Table 7 : Classification Accuracy on synthesized graphs generated by the PatternG method on the original data set. Thus, the approach provides a high level of anonymity for the underlying graphs at a relatively small cost in terms of accuracy.
