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Kapitel 1
Einleitung
Wie auch die Augen das mit Abstand bedeutendste Sinnesorgan des Menschen zur
Wahrnehmung seiner Umgebung sind, so enthalten im technischen Bereich Kamerabil-
der die detaillierteste und umfassendste Information u¨ber den aufgenommenen Bildaus-
schnitt. Die aktuelle Forschung auf dem Gebiet der Bildverarbeitung befasst sich mit
der Aufgabe, die jeweils gewu¨nschte Information aus den Bildern zu extrahieren. Von
fundamentaler Bedeutung fu¨r zahlreiche Anwendungen ist dabei die Fa¨higkeit, Perso-
nen in beliebigen Szenen zu erkennen, zu beobachten und ihre Handlungen zu verstehen.
Dieses oft unter dem Oberbegriff
”
Looking at People“ zusammengefasste Teilgebiet der
Bilderkennung umfasst Themen wie Personenidentifikation, Personentracking, Gestener-
kennung, Motion-Capturing und Verhaltensinterpretation.
Die vorliegende Arbeit bescha¨ftigt sich mit der Thematik des videobasierten Personen-
trackings. Der Begriff
”
Tracking“1 bezeichnet hierbei das optische Verfolgen einer Person
auf ihrem Weg durch die Szene, also die Bestimmung ihrer Bewegungstrajektorie u¨ber
die Zeit. Dieses soll hier nicht abstrakt in der flachen Bildebene erfolgen, sondern das
Ziel ist die Berechnung der dreidimensionalen Position der Person in der realen Um-
gebung, wozu ein umfassendes ra¨umliches Versta¨ndnis des Bildinhalts erforderlich ist
(Abbildung 1.1). Die Zielsetzung entspricht somit der Entwicklung einer Sensorik zur
Wahrnehmung von Positionen und Bewegungen von Personen im Raum, die Auswer-
tung der resultierenden Daten ist jedoch nicht Bestandteil dieser Arbeit. Ein robustes
Trackingystem bildet die Grundlage fu¨r zahlreiche mo¨gliche Applikationen, die die ge-
wonnenen Informationen anwendungsspezifisch interpretieren und weiterverarbeiten.
Der zur Zeit bedeutendste Anwendungsbereich eines Personentrackingsystems ist die
automatisierte Videou¨berwachung von sensiblen oder von erho¨hter Kriminalita¨t betrof-
fenen Bereichen, wie z.B. in Bahnho¨fen, Flugha¨fen, Zollstationen, Museen, Banken oder
o¨ffentlichen Verkehrsmitteln. Viele solcher Orte werden bereits jetzt videou¨berwacht,
1Der englischsprachige Begriff
”
Tracking“ hat sich auch in der deutschsprachigen Literatur zur Kenn-
zeichnung der optischen Verfolgung von Objekten in Bildsequenzen etabliert. Da zudem die deutsche
Bezeichnung
”
Verfolgung“ eher das physische Verfolgen ausdru¨ckt, wird in dieser Arbeit ebenfalls von
”
Tracking“ gesprochen.
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Abbildung 1.1: Beispielresultat eines Personentrackingsystems. (a) Kamerabild mit detek-
tierten Personen, (b) extrahierte Trajektorien in Raumkoordinaten.
wobei sich die Verwendung der aufgenommenen Bilder meist auf die reine Aufzeichnung
oder die Anzeige auf Monitoren zur Beobachtung durch Wachpersonal beschra¨nkt.
Die Aufzeichnung dient neben der Abschreckung vor allem der Beweisfu¨hrung nach einer
begangenen Straftat. In umfangreichen U¨berwachungssystemen weitla¨ufiger Umgebun-
gen fallen dabei schon in kurzer Zeit enorme Datenmengen an, deren manuelle Sichtung
sehr zeitaufwendig ist. Mit einer automatischen Auswertung des Materials ließen sich
die Videosequenzen effektiv verwalten und indizieren, so dass eine gezielte Suche nach
bestimmten Fragestellungen mo¨glich ist. Dieses
”
Data Mining“ in U¨berwachungsvideos
ist beispielsweise eines der Ziele von IBMs
”
Smart Surveillance System“ [HBC+03], das
zahlreiche mo¨gliche Suchkriterien anhand von Ort, Zeit, Geschwindigkeit, Trajektorien
und gegenseitiger Na¨he von Personen oder Fahrzeugen sowie abgelegten oder entfernten
Objekten zula¨sst. Andere Ansa¨tze zur Erkennung von kritischem oder unu¨blichem Ver-
halten aus den Ergebnissen eines Trackingsystems beschreiben beispielsweise Rota und
Thonnat [RT00], Shet et al. unter Verwendung von ProLog [SHD05] und Dahmane und
Meunier durch Einsatz von Neuronalen Netzen [DM05].
Solche Kriterien ko¨nnen daru¨ber hinaus dazu verwendet werden, die Aufmerksamkeit
des Wachpersonals, das oft u¨ber Stunden hinweg eine große Anzahl von Monitoren beob-
achten muss, gezielt auf bestimmte Ereignisse zu lenken. Bei rein manueller Auswertung
ist der Erfolg eines U¨berwachungssystems stark von der Konzentration des Personals
abha¨ngig. Untersuchungen haben gezeigt, dass diese bereits nach 20 Minuten deutlich
nachla¨ßt, da die Arbeit einto¨nig und langweilig ist [HBC+03]. Der Bedarf an Verfahren
zur intelligenten automatischen Bildauswertung ist daher hoch, um die fru¨hzeitige Er-
kennung von problematischen Situationen zu verbessern, bzw. in vielen Fa¨llen u¨berhaupt
erst kostengu¨nstig zu ermo¨glichen.
Auch außerhalb der Videou¨berwachung gibt es vielfa¨ltige Anwendungsmo¨glichkeiten fu¨r
ein zuverla¨ssiges Verfahren zur Detektion und Verfolgung von Personen in Bildsequen-
zen. So kann es als Vorstufe zur Bestimmung der Ko¨rperhaltung mit Hilfe von Ko¨rper-
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modellen dienen, worauf Anwendungen wie Motion Capturing, Gesten- und Geba¨rdener-
kennung, Gait Recognition (Identifikation von Personen u¨ber ihren Gang) und Verhal-
tensinterpretation aufbauen. Auch fu¨r die biometrische Personenidentifikation anhand
des Gesichtes oder anhand von Ko¨rpermaßen ist es oft notwendig, zuna¨chst zu bestim-
men, wo sich u¨berhaupt Personen im Bild aufhalten. Im Bereich des Sports ließe sich
die Taktik einer gegnerischen Mannschaft durch Personenverfolgung systematisch ana-
lysieren, oder mit zusa¨tzlicher Erkennung der Ko¨rperhaltung das Training in Golf oder
Tennis, sowie die Choreographie in Tanz und Ballett perfektionieren.
Zuku¨nftige Mensch-Maschine-Schnittstellen ko¨nnten durch videobasierte Wahrnehmung
des Benutzers eine deutlich intuitivere Bedienung ermo¨glichen (siehe z.B.
”
Smart Ki-
osk“ [RLW97]). So ko¨nnten auch Avatare in der virtuellen Realita¨t oder Roboter ohne
Zuhilfenahme von sto¨renden Eingabemedien oder am Ko¨rper befestigter Sensorik durch
Gestik und Bewegung direkt animiert und gesteuert werden. Das
”
Easy Living“-Projekt
von Microsoft [KHM+00] oder das
”
House n - House of the Future“ Projekt vom MIT
[MIT07] untersuchen die Implementierung intelligenter Haustechnik unter Zuhilfenahme
von Personenverfolgung. Sofern ein Trackingverfahren nicht auf fest montierte Kameras
angewiesen ist, ist es auch fu¨r autonome Roboter, die sich frei unter Menschen bewegen
sollen, von großer Relevanz.
Die vorliegende Arbeit ist im Rahmen eines Projekts zur kamerabasierten U¨berwa-
chung von Passagieren in Flugzeugkabinen entstanden. Hintergrund des Projekts ist die
Erho¨hung der Flugsicherheit insbesondere in Großraumflugzeugen. Die hohe Anzahl der
Passagiere und die Aufteilung der Kabine in mehrere Abteile und Etagen erschweren hier
die U¨bersicht. Das U¨berwachungssystem soll das Kabinenpersonal dabei unterstu¨tzen,
den sta¨ndigen U¨berblick u¨ber das Verhalten aller Passagiere zu behalten. Ein Teilziel
des Projekts ist das Tracking der Passagiere wa¨hrend des Fluges. Die Kabine soll da-
zu durch mehrere Kameras so u¨berwacht werden, dass alle Sichtfelder zusammen die
gesamte Kabine abdecken, wobei sie sich teilweise u¨berlappen. Hinzu kommen weitere
Kameras zur biometrischen Identifizierung der Passagiere am Sitzplatz, sowie Sitz- und
Gurtsensoren zur Detektion, welcher Platz gerade besetzt ist und welche Anschnallgur-
te geschlossen sind. Ziel ist, dass das System zu jeder Zeit weiß, welcher Passagier sich
gerade wo aufha¨lt.
Das in dieser Arbeit entwickelte Trackingsystem ist jedoch nicht auf diese Umgebung
spezialisiert, sondern wurde fu¨r den Einsatz in beliebigen Innenra¨umen entwickelt, die
a¨hnlich schwierige Bedingungen aufweisen. Dazu za¨hlen unter anderem eine komple-
xe Raumstruktur, verdeckende Objekte im Raum, beengte Verha¨ltnisse und Beleuch-
tungsschwankungen. Existierende Ansa¨tze zum Personentracking in solchen Umgebun-
gen verwenden zur stabilen Bestimmung der Bodenkoordinaten entweder synchronisierte
Mehrkamerasysteme, die die Szene aus mehreren Perspektiven betrachten, oder Stereo-
kameras fu¨r zusa¨tzliche Tiefendaten (vgl. Kapitel 2). Unter realen Einsatzbedingungen
sind die Mo¨glichkeiten zur Anbringung von Kameras jedoch oftmals sehr eingeschra¨nkt.
Dieses betrifft in hohem Maße auch die Flugzeugkabine. Nicht nur aus Kostengru¨nden
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wa¨re daher ein System interessant, das mit mo¨glichst wenigen und mo¨glichst einfachen
Kameras auskommt und so flexibel ist, dass es auch zur automatischen Auswertung der
Videosequenzen bereits existierender U¨berwachungsanlagen eingesetzt werden kann.
Einem menschlichen Beobachter genu¨gen die Bilder einer einzelnen monokularen Ka-
mera pro Szenenabschnitt, um die Positionen und Trajektorien der Personen darin zu
erkennen. Daraus folgt, dass die gewu¨nschte Information prinzipiell im Bild enthal-
ten ist und daher auch automatisch extrahiert werden ko¨nnte. Die vorliegende Arbeit
untersucht die Frage, wie sich aus der zweidimensionalen Ansicht einer beengten In-
nenraumszene mo¨glichst umfassende, genaue Informationen gewinnen lassen. Daru¨ber
hinaus sollen an den Stellen, wo sich die Sichtbereiche mehrerer Kameras u¨berlappen,
die zusa¨tzlichen Daten automatisch zur Verbesserung des Ergebnisses eingesetzt werden.
Das Ziel ist also ein System, das mit einer gegebenen, beliebigen Kamerakonfiguration
ein mo¨glichst genaues Personentracking durchfu¨hrt.
Wie so oft in der Erforschung des maschinellen Bildverstehens, bilden auch in dieser
Arbeit die menschlichen Fa¨higkeiten das Vorbild und die Referenz der entwickelten Ver-
fahren. Wiederholt wird im Laufe der Arbeit analysiert, wie der Mensch ein bestimmtes
Problem lo¨st, um diese Methoden dann unter Beru¨cksichtigung der Einschra¨nkungen
heutiger Computer und der Forderung nach Echtzeitfa¨higkeit nachzubilden. Beispie-
le hierfu¨r sind die Systemarchitektur, die Positionsbestimmung der Personen im Bild
und die beleuchtungsrobuste Farbbeschreibung. Aus diesem Grund ist es angebracht,
zuna¨chst einen Blick darauf zu werfen, wo die Forschung des maschinellen Bildverste-
hens aus anthropomorpher Sicht zur Zeit steht. Was leisten aktuelle Verfahren, wo liegen
die Schwierigkeiten? Wie weit ist die automatische Bilderkennung noch vom menschli-
chen Sehen entfernt? Und vor allem: Wie ordnet sich die Entwicklung eines videoba-
sierten Personentrackingsystems in diesen Forschungsrahmen ein, welche Aspekte des
Bildverstehens werden dabei untersucht? Die Beantwortung dieser Fragen schafft die
Grundlagen fu¨r die anschließende Analyse der Problemstellung, der Zielsetzung und der
Rahmenbedingungen dieser Arbeit.
1.1 Maschinelles Bildverstehen und Personenverfol-
gung unter realen Bedingungen
Seit der Entwicklung programmierbarer Rechenmaschinen in den vierziger Jahren wird
versucht, menschliche Fa¨higkeiten durch Mittel der Informationsverarbeitung nachzuah-
men, ein Forschungsgebiet, das unter dem Oberbegriff
”
Ku¨nstliche Intelligenz“ (KI)
zusammengefasst wird. In der Euphorie zu Beginn der KI-Forschung in den sechziger
Jahren herrschte die Ansicht vor, dass die symbolische Darstellung von ausreichend
Wissen und die Implementierung von Regeln zur Kombination und Auswertung die-
ses Wissens zu intelligentem Verhalten fu¨hren. Vertreter der sogenannten
”
starken“ KI
(Minsky, Newell, Simon, McCarthy) sahen Intelligenzleistung als reines Informationsver-
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arbeitungssystem, das sich methodisch beschreiben und auf Computer u¨bertragen la¨sst.
Die enorme Menge und Komplexita¨t des Weltwissens, selbst in begrenzten Teilbereichen,
fu¨hrte jedoch beim Versuch seiner Darstellung zur sogenannten
”
kombinatorischen Ex-
plosion“, so dass dieser Ansatz mittlerweile als Irrtum betrachtet wird. Die anfa¨ngliche
Euphorie und die hochgesteckten Ziele sind seitdem einem Pragmatismus gewichen, der
sich an konkreten technischen Zielsetzungen orientiert.
Ein bedeutender Teilbereich der KI ist das maschinelle Bildverstehen (Computer Vi-
sion), dessen Ziel die Nachbildung der menschlichen visuellen Wahrnehmung ist. Auch
hier wurden die Schwierigkeiten anfangs bei weitem unterscha¨tzt, was laut Marr [Mar82],
einem der fru¨hen Pioniere auf diesem Gebiet, vor allem daran liegt, dass dem Menschen
das Erkennen seiner Umgebung so leicht fa¨llt und sich intuitive, scheinbar einfache Re-
geln schnell formulieren lassen. So sind auch Laien, die mit den Problemen bei der Bil-
derkennung konfrontiert werden, oft u¨berrascht, dass ein Computer etwas nicht vermag,
was doch so offensichtlich erscheint.
Die Schwierigkeit des Bildverstehens liegt darin, dass der Zusammenhang zwischen der
Eingabe, also dem digitalisierten Bild in Form einer zweidimensionalen Matrix von Farb-
werten, und dem Ziel, der abstrakten Beschreibung des Bildinhalts anhand der erkannten
Objekte bzw. Szenenelemente und ihrer Anordnung, a¨ußerst komplex ist und von einer
Vielzahl von Faktoren beeinflusst wird. Neben der oft hohen Variabilita¨t in dem Erschei-
nungsbild der Objekte selbst za¨hlen dazu Einflu¨sse der Beleuchtungsart und -richtung,
der Beschaffenheit und Reflektivita¨t der Oberfla¨chen, Schatteneffekte, Verdeckungen,
Kameraeinflu¨sse (Bildrauschen, Verzerrungen) und die Projektion der dreidimensiona-
len Realita¨t in die Zweidimensionalita¨t des Bildes. Unter diesen Umsta¨nden kann es sich
schon als eine kaum zu bewa¨ltigende Aufgabe herausstellen, alleine die Konturen von
Objekten im Bild zu bestimmen.
Aus diesen Gru¨nden sind kommerzielle Anwendungen des Bilderkennens bisher nahe-
zu ausschließlich auf hochspezialisierte Aufgabenstellungen unter kontrollierten, genau
definierten Aufnahmebedingungen beschra¨nkt, wie sie z.B. in der industriellen Bildver-
arbeitung zur Produktkontrolle oder der medizinischen Bildverarbeitung gegeben sind.
Der Entwickler abstrahiert dabei das zu erzielende Ergebnis so weit, dass es mit den aus
dem Bild extrahierten Merkmalen mo¨glichst direkt in Verbindung gebracht werden kann.
Zur Merkmalsextraktion steht inzwischen eine umfangreiche Sammlung von Verfahren
und Algorithmen zur Verfu¨gung, die modular gehandhabt werden. Die Herangehens-
weise ist dabei oft heuristisch und intuitiv; der Entwickler betrachtet die Eingabebilder
und formuliert Regeln anhand seiner eigenen Vorgehensweise beim Erkennen der gefor-
derten Resultate. Man kann daher aktuelle Bilderkennungssysteme durchaus als eine
abgewandelte Form von Expertensystemen zur Verarbeitung von Bildmerkmalen be-
trachten, in die der Entwickler sein Wissen um alle mo¨glichen Erscheinungsformen der
gewu¨nschten Ergebnisse und den Ablauf des Erkennungsvorgangs manuell eingebracht
hat. Die Systeme sind daher meist starr und nicht auf gea¨nderte Aufnahmesituatio-
nen u¨bertragbar. Die heutige Literatur sieht das maschinelle Bildverstehen in der Regel
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als Informationsverarbeitung [Mar82, FP03, Dav97, SHB99], wobei oft auch den physi-
kalischen Grundlagen des Abbildungsvorgangs besondere Bedeutung beigemessen wird
[Wan95] oder interdisziplina¨re Forschungsergebnisse zu einer umfassenden Theorie des
menschlichen und maschinellen Sehens kombiniert werden [Pal99].
Gegenstand der aktuellen Forschung ist der Schritt hin zu unkontrollierten oder sogar
unbekannten Umgebungen. Die Kamera schaut hierbei in die Komplexita¨t der realen
Welt und beobachtet natu¨rliche, allta¨gliche Szenen in ihrer gesamten Variabilita¨t und
Dynamik. Weltweit wird derzeit nach Verfahren gesucht, die resultierenden Bilder zu
interpretieren. Die entscheidende Frage, die sich dabei stellt, ist, ob dieser Schritt, wie
in der Literatur oft suggeriert, wirklich nur quantitativer Art ist, also ob sich das finale
Ziel des vollsta¨ndigen Bildverstehens allein durch die Erweiterung des implementierten
Wissens und die Kombination von Algorithmen zur Lo¨sung von Teilproblemen erreichen
la¨sst. Kann das enorme Vorwissen, das der Mensch zum Versta¨ndnis von Bildeindru¨cken
einsetzt, modelliert und in solch ein System eingebunden werden? Oder wiederholt sich
hier gerade der Versuch aus der KI, ein umfassendes Expertensystem aufzubauen, das
schließlich an der kombinatorischen Explosion der Vielfalt der Erscheinungsformen und
der a¨ußeren Einflu¨sse scheitern wird? Fu¨r das Ziel des vollsta¨ndigen Erkennens aller
Elemente in beliebigen Bildern kann diese Frage zur Zeit noch nicht beantwortet werden.
Fest steht aber, dass sich Teilerfolge auch in unkontrollierten, komplexen Umgebungen
erreichen lassen, wenn auf das automatische Erkennen aller Bildelemente verzichtet und
stattdessen konkreten Fragestellungen in fest installierten Systemen nachgegangen wird,
die eine u¨berschaubare, abstrakte Beschreibung des Bildinhalts erlauben.
Die vorliegenden Arbeit beschreibt die Entwicklung eines solchen Systems, dessen Ziel-
setzung die Bestimmung der Positionen und Bewegungstrajektorien von Personen in
ihrer natu¨rlichen Umgebung ist. Das Kamerabild zeigt hierbei die unterschiedlichsten
Konstellationen von Personen und Gegensta¨nden beliebiger Farben und Formen als Pro-
jektion in die zweidimensionale Bildebene. Die einzelnen Bildelemente sind aufgrund von
Verdeckungen oft nur teilweise sichtbar. Der Mensch lo¨st diese Aufgabe durch ra¨umliches
Vorstellungsvermo¨gen und Vorwissen u¨ber den menschlichen Ko¨rper und jedes einzelne
Objekt. Ein automatisches System muss die Aufgabe abstrahieren und Erkennungsleis-
tungen durch Vorwissen ersetzen. Um einen geeigneten Ansatz zu entwerfen, wird im
folgenden Abschnitt zuna¨chst analysiert, wie die Bildsequenzen, mit denen das System
arbeiten soll, aufgebaut sind und welche Situationen darin auftreten ko¨nnen.
1.2 Problemstellung und Rahmenbedingungen
Der Entwurf eines Trackingsystems ist in hohem Maße davon abha¨ngig, in welcher Um-
gebung es eingesetzt werden soll, da die jeweiligen Rahmenbedingungen einen direkten
Einfluß auf die Auswahl der Systemarchitektur, der Algorithmen und des in das System
einzubringenden Vorwissens haben. Beispiele mo¨glicher Einsatzgebiete sind in Abbil-
dung 1.2 gegeben.
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(a) (b) (c)
Abbildung 1.2: Beispielszenarien zum Personentracking. (a) Parkplatzu¨berwachung, (b)
Tracking in Innenra¨umen, (c) U¨berwachung von Menschenmengen.
Die angestrebte Einsatzumgebungen des in dieser Arbeit entwickelten Systems sind ne-
ben der Flugzeugkabine beliebige Innenraumszenarien wie in Abbildung 1.2b, unter
denen das System auch gro¨ßtenteils entwickelt und getestet wurde. In solchen Umge-
bungen sind typischerweise folgende Rahmenbedingungen vorzufinden, die das Lo¨sen
der Aufgabe erschweren:
• U¨berlappungen mehrerer Personen in der Bildebene
Die niedrige Kameraposition, die Na¨he der Kamera zu den Personen und die re-
lative Enge des Raumes fu¨hren dazu, dass sich die beobachteten Personen ha¨ufig
teilweise oder sogar vollsta¨ndig gegenseitig verdecken (Abbildung 1.3a).
• Verdeckungen durch Raumobjekte
In natu¨rlichen Innenraumszenarien sind Personen oft nur teilweise sichtbar, wenn
sie sich hinter Gegensta¨nden wie z.B. Tischen, Stu¨hlen, Trennwa¨nden oder Regalen
befinden (Abbildung 1.2b).
• Personen im Nahbereich der Kamera
Abha¨ngig von der Aufnahmeposition ko¨nnen Personen oftmals sehr dicht vor der
Kamera stehen. Dieses fu¨hrt zum einen dazu, dass sich nur Teile der jeweiligen
Person u¨berhaupt im Sichtfeld der Kamera befinden (Abbildung 1.3b). Zum an-
deren nimmt die Person eine grosse Fla¨che des Bildes ein, so dass bereits geringe
Variationen ihrer Position oder Ko¨rperhaltung zu wesentlichen A¨nderungen im
Bild fu¨hren. So kann z.B. ein ins Bild gereckter Arm leicht fa¨lschlicherweise fu¨r
eine weiter entfernt in der Szene stehende Person gehalten werden.
• Komplexe Raumaufteilung
Raumstruktur und Objekte bestimmen die Bereiche, in denen sich Personen frei
bewegen ko¨nnen, und beschra¨nken damit auch die gu¨ltigen Lo¨sungen der Positi-
onsdetektion und Trajektorienberechnung. Personen ko¨nnen zudem in Tu¨ren oder
hinter Trennwa¨nden im Sichtfeld verschwinden oder auftauchen.
• Variabilita¨t des Personenverhaltens
In realen Einsatzbedingungen muß mit dem unterschiedlichsten Verhalten von Per-
sonen gerechnet werden. Dazu za¨hlt, dass sie theoretisch jede beliebige Ko¨rperhal-
tung einnehmen, Gegensta¨nde jeglicher Gro¨ße transportieren oder miteinander auf
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(a) (b) (c)
Abbildung 1.3: Schwierigkeiten beim Tracking in Innenra¨umen. (a) U¨berlappungen und Ver-
deckungen, (b) unvollsta¨ndige Sichtbarkeit, (c) komplexer Szenenaufbau.
unterschiedlichste Art und Weise interagieren ko¨nnen. All diese Einflu¨sse fu¨hren zu
erheblichen Variationen der Erscheinungsform, was sich besonders im Nahbereich
der Kamera auswirkt.
• Beleuchtungsschwankungen und Schattenwurf
Beleuchtungsvariationen sind ein fundamentales Problem in der Bildverarbeitung,
da sie alle Farbwerte im Bild auf komplexe Weise modifizieren. Sobald Tageslicht
in die beobachtete Szene fa¨llt oder unterschiedliche Beleuchtungskonstellationen
mo¨glich sind, sind signifikante Einflu¨sse wa¨hrend des Betriebs zu erwarten. Hinzu
kommt der Schattenwurf der sich bewegenden Personen.
Fu¨r den Spezialfall des Personentrackings in der Flugzeugkabine, der in Kapitel 5.4
gesondert vorgestellt wird, sind die soeben genannten Schwierigkeiten besonders aus-
gepra¨gt: Verdeckungen und U¨berlappungen treten dort in erho¨htem Maße auf, bedingt
durch die Enge des Raumes und die beschra¨nkten Mo¨glichkeiten zum Einbau der Ka-
meras. Die Bewegungen des Flugzeugs fu¨hren daru¨ber hinaus zu versta¨rkten Beleuch-
tungsschwankungen. Zusa¨tzlich gelten hier die folgenden Rahmenbedingungen:
• Sitzende Personen im Kamerasichtfeld.
Im Bildhintergrund sitzen zahlreiche Personen auf ihren Pla¨tzen. Deren Bewe-
gungen darf das Trackingsystem nicht fehlinterpretieren. Des Weiteren muss das
Aufstehen und Hinsetzen der Personen detektiert werden.
• Enge Ga¨nge und Sitzreihen.
Um eine Person bis zu ihrem Platz zu verfolgen, ist es erforderlich, die von ihr
betretene Sitzreihe korrekt zu erkennen. Die Schwierigkeit wird durch die hohe
Anzahl der im Bild hintereinanderliegenden Sitzreihen erho¨ht (Abbildung 1.3c).
• Feste Personmenge.
Beim Tracking wa¨hrend des Fluges handelt es sich um ein geschlossenes System,
bei dem im Gegensatz zum offenen System die Personenmenge feststeht. Jede sich
bewegende Person muss aus dieser Menge identifiziert werden.
Den aufgeza¨hlten Rahmenbedingungen einer natu¨rlichen Umgebung stehen die Anfor-
derungen gegenu¨ber, die an ein praxistaugliches System gestellt werden:
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• Echtzeitfa¨higkeit.
Das fertige System soll auf aktuellen Rechnern in Echtzeit (> 10 Bilder/Sekunde)
laufen. Fu¨r ein Mehrkamerasystem ist es dabei realistisch, davon auszugehen, dass
pro Kamera ein Prozessor verfu¨gbar ist.
• Mo¨glichst fehlerfreie und genaue Extraktion der Trajektorien.
Die Bodenkoordinaten sollten unter allen Bedingungen so genau wie mo¨glich be-
stimmt werden, auch wa¨hrend U¨berlappungen und Verdeckungen. Referenz ist
dabei die im Bild tatsa¨chlich vorhandene Information, wie sie ein menschlicher
Beobachter herauslesen ko¨nnte.
• Dauerhaft korrekte Zuordnung der Personenidentita¨ten.
Trackingfehler wie z.B. Verwechslungen zwischen Personen sollten sich nicht u¨ber
die Zeit aufaddieren, sondern das System sollte die Fa¨higkeit zur Selbstkorrektur
besitzen.
• Modularita¨t und Flexibilita¨t bzgl. der Kameraanzahl und -anbringung.
In vielen Fa¨llen sind die Mo¨glichkeiten zur Installation von Kameras sehr einge-
schra¨nkt (hier insbesondere auch in der Flugzeugkabine). Daher sollte das System
aus jeder gegebenen Kamerakonfiguration die bestmo¨gliche Information herausho-
len. Es sollte sich zudem modular um beliebig viele Kameras erweitern lassen, und
die Abdeckung gro¨sserer Umgebungen von Kameras sowohl mit u¨berlappenden als
auch mit nicht-u¨berlappenden Sichtfeldern erlauben. Auch Lu¨cken zwischen den
Sichtfeldern sollten toleriert werden. U¨berlappende Sichtfelder sollten automatisch
dazu genutzt werden, die Resultate zu verbessern. Beim Systementwurf kann da-
von ausgegangen werden, dass die Kameraperspektiven statisch sind, die Kameras
also nicht schwenk- oder zoomfa¨hig oder auf mobilen Plattformen angebracht sind.
Ebenso soll der Einsatz von Farbkameras vorausgesetzt werden.
Wie der Literaturu¨berblick in Kapitel 2 zeigen wird, existieren bisher keine Tracking-
systeme, die alle genannten Ziele und Anforderungen unter den gegebenen Rahmenbe-
dingungen beru¨cksichtigen, es werden meist signifikante Einschra¨nkungen gemacht. So
gibt es verschiedene Verfahren zur U¨berwachung von weitla¨ufigen Pla¨tzen (meist Park-
pla¨tze oder Außenbereiche von Geba¨uden) aus einer entfernten, hohen Kameraposition
[HHD00, ZN04, KCM04]. Dadurch werden die erla¨uterten Schwierigkeiten im Nahbereich
inklusive der Notwendigkeit, Personen wa¨hrend gegenseitiger U¨berlappungen separat zu
tracken, vermieden (vgl. Abbildung 1.2a). Andere Verfahren arbeiten lediglich in der
Bildebene, ohne die Positionen der Personen im Raum zu bestimmen [SA01, MJD+00].
In der Literatur vorgestellte Systeme fu¨r das Personentracking in Innenra¨umen unter
vergleichbaren Bedingungen setzen meist zwingend die Verwendung eines Multikame-
rasystems mit u¨berlappenden Bildbereichen oder die Verwendung von Stereokameras
voraus [MD03, Bat04, HL04], womit die praxisnahe Forderung nach Flexibilita¨t in Auf-
stellung und Anzahl der Kameras nicht gegeben ist. Des Weiteren beru¨cksichtigen nur
wenige Vero¨ffentlichungen die Verdeckung von Personen durch Vordergrundobjekte so-
wie die Problematik von Beleuchtungsschwankungen wa¨hrend des Trackings.
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Um den formulierten Zielen mo¨glichst nah zu kommen, mu¨ssen nicht nur geeignete Al-
gorithmen entwickelt oder verbessert werden, sondern es muss vor allem eine Systemar-
chitektur gefunden werden, die mit der Komplexita¨t der Eingangsdaten zurechtkommt.
Ausgehend vom visuellen System des Menschen beschreibt der folgende Abschnitt die
grundlegenden U¨berlegungen, auf denen der in dieser Arbeit verfolgte Ansatz basiert.
Zusa¨tzlich wird ein erster U¨berblick gegeben, aus welchen Elementen das Personen-
trackingsystem zusammengesetzt ist.
1.3 Ein anthropomorpher Ansatz zur videobasier-
ten Personenverfolgung
Als menschliche Betrachter erkennen wir unmittelbar jedes einzelne Element der zweidi-
mensionalen Abbildung einer Szene wie in Abbildung 1.4 und begreifen deren ra¨umliche
Struktur inklusive der eigenen Beobachterposition. Ohne dass wir uns dessen bewusst
sind, hilft uns dabei eine enorme Menge an Vorwissen u¨ber jedes einzelne Objekt, des-
sen typische Lage und Verwendung, sowie u¨ber physikalische Gesetzma¨ßigkeiten, das
wir aus der allta¨glichen, perso¨nlichen Erfahrung der dreidimensionalen Umwelt gewon-
nen haben. Hinzu kommen Kenntnisse der menschlichen Ko¨rperform, die uns auch bei
U¨berlappung mehrerer Personen sichtbare Ko¨rperregionen korrekt zuordnen lassen.
(a) (b) (c)
Abbildung 1.4: Situationsbeispiele zur Positionsbestimmung.
Die dreidimensionale Position einer Person in einer komplexen Umgebung erkennen wir
durch die Kombination mehrerer, situationsabha¨ngig unterschiedlicher Beobachtungen:
Wa¨hrend in Abbildung 1.4a die Fußposition am zuverla¨ssigsten verdeutlicht, wo die Per-
son in der Szene steht, entnehmen wir diese Information in Abbildung 1.4b der Kopf-
position in Verbindung mit der gescha¨tzten Ko¨rpergro¨ße der Person und ihrer Na¨he zur
Kamera. Wir vervollsta¨ndigen also die nicht sichtbaren Teile der Person vor unserem
geistigen Auge und erhalten so eine Vorstellung davon, an welcher Stelle sie auf dem
Boden steht. Auch bei einer Verdeckung wie in Abbildung 1.4c sind wir uns bewusst, wie
sich die Silhouette der Person im verdeckten Bereich fortsetzt. Diese Erga¨nzung durch
Vorwissen steht im Kontrast zu einem Großteil der existierenden Trackingsysteme, fu¨r
die eine Person ausschließlich aus dem sichtbaren Bereich besteht. Das Versta¨ndnis, wo
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im Bild sich nicht-sichtbare Teile der Person befinden, ermo¨glicht uns erst die Identifi-
zierung von Gegensta¨nden, die die Person verdecken, d.h. also ra¨umlich vor der Person
angeordnet sind, wa¨hrend die sichtbaren Teile der Person ein Indiz dafu¨r sind, welche
Gegensta¨nde von ihr verdeckt werden, sich also ra¨umlich hinter ihr befinden. Zusammen
ergibt dieses ein Tiefenintervall, in dem sich die Person aufha¨lt. Nur durch diese Verde-
ckungsanalyse la¨sst sich z.B. in einer Flugzeugkabine eindeutig erkennen, in welcher der
sichtbaren Sitzreihen eine Person steht.
Fu¨r eine derartige anthropomorphe Szenenanalyse ist ein umfassendes Bildversta¨ndnis
erforderlich, von dem die Bildverarbeitung aus bereits genannten Gru¨nden zur Zeit noch
weit entfernt ist. Dennoch wird in der vorliegenden Arbeit die soeben beschriebene Ver-
fahrensweise zur Personenlokalisierung nachgebildet, indem relevante, aber konstante
Erkennungsergebnisse durch statisches Vorwissen ersetzt werden. Dies wird durch fest
installierte, kalibrierte Kameras ermo¨glicht. Von Relevanz bzgl. des Szenenaufbaus ist
neben der Abbildungsgeometrie vor allem die Information, in welcher Distanz sich wel-
ches Szenenelement von der Kamera befindet, um die Verdeckungen einer Person durch
Objekte bzw. umgekehrt interpretieren zu ko¨nnen. Dieses Wissen wird u¨ber ein manuell
erstelltes 3D-Modell der Szene in das System eingebracht. Hinzu kommt Wissen um
das Aussehen der leeren Szene, die menschliche Ko¨rperform, sowie um das wa¨hrend des
Trackings gewonnene Erscheinungsbild jeder Person. Typische Abla¨ufe und Verhaltens-
weisen sind u¨ber Regeln in das System implementiert.
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Abbildung 1.5: Grundlegende Elemente des Trackingsystems.
Neben dem Vorwissen sind die Verfahren entscheidend, nach denen die Bilddaten ver-
arbeitet werden. Abbildung 1.5 gibt einen U¨berblick daru¨ber, welche grundlegenden
Elemente ein Trackingsystem nach dem vorgestellten Ansatz enthalten muss:
• Bildsegmentierung
Der Segmentierungsschritt ordnet jeden Bildpunkt entweder der Szene oder einer
der verfolgten Personen zu. Das resultierende Wissen, welche Bildregion zu welcher
Person geho¨rt, ist die Grundlage fu¨r alle weiteren Verarbeitungsschritte.
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• Beleuchtungsadaption
Aufgabe der Beleuchtungsadaption ist es, die Farbbeschreibungen der Personen
und des Bildhintergrundes an eine sich schnell oder langsam a¨ndernde Beleuchtung
anzupassen.
• Silhouettenrekonstruktion und Verdeckungsanalyse
Dieses Element realisiert das beschriebene Verfahren, die Silhouette einer Person
um ihre nicht-sichtbaren Teile zu erga¨nzen, um damit sowohl eine Scha¨tzung der
verdeckten Kopf- oder Fußposition zu generieren als auch durch eine Verdeckungs-
analyse das gu¨ltige Tiefenintervall zu bestimmen.
• Positionsbestimmung und Trajektorienberechnung
Die Positionsbestimmung nutzt die aus dem zweidimensionalen Bild extrahierte
Information, um die wahrscheinlichsten Bodenkoordinaten jeder Person in der Sze-
ne zu berechnen. Zur Stabilisierung der Ergebnisse und zur Zusammenfassung der
Daten von Kameras mit u¨berlappenden Sichtfeldern erstellt ein u¨bergeordneter
Verarbeitungsschritt gegla¨ttete Trajektorien aus den einzelnen Positionen.
• Personenidentifikation
Farbbeschreibungen der Personen erlauben die Zuordnung und Kontrolle der Iden-
tita¨ten u¨ber die gesamte Trackingdauer. Es ist sinnvoll, eine Wiederidentifikation
nach mo¨glichen Verwechslungssituationen durchzufu¨hren, wie sie z.B. bei signi-
fikanter gegenseitiger U¨berlappung oder dem Wechsel zwischen den Sichtfeldern
mehrerer Kameras auftreten ko¨nnen. Die Identifikation erfolgt im Wesentlichen
anhand der Bekleidung, muss beleuchtungsrobust ausgelegt sein und fu¨r jede An-
sicht der Person, mo¨glichst auch bei teilweiser Verdeckung, funktionieren.
Es stellt sich die Frage, wie eine geeignete Systemarchitektur zur Zusammenfu¨hrung der
beschriebenen Elemente aussehen muss. Jedes Element beno¨tigt theoretisch zur optima-
len Funktionalita¨t sowohl Informationen
”
ho¨herer“, d.h. abstrakterer, als auch
”
niedri-
gerer“, d.h. datenna¨herer Verarbeitungsstufen, um die gegebenen Bilddaten mit dem
statischen Vorwissen und dem aktuellen Szenenzustand zum jeweils gewu¨nschten Re-
sultat zu verbinden. Generell besteht das Kernproblem des maschinellen Bildverstehen
darin, eine Systemarchitektur zu finden, die detaillierte und fehlerbehaftete Bildinfor-
mation auf der untersten und abstraktes Wissen auf der ho¨chsten Ebene robust und
effizient zusammenfu¨hrt. Reine bottom-up-, d.h. datengesteuerte Architekturen haben
oft den Nachteil, dass Fehler auf den unteren Verarbeitungsstufen mangels Versta¨ndnis
des Bildinhalts nicht erkannt und an die folgenden Stufen weitergereicht werden. Dem-
gegenu¨ber stehen reine top-down-, d.h. hypothesengesteuerte Ansa¨tze vor dem Problem,
eine meist sehr hohe Anzahl mo¨glicher Hypothesen am Bildmaterial testen zu mu¨ssen.
In der Erforschung des menschlichen Sehens u¨berwiegt die Ansicht, dass der Prozess
der Bilderkennung bidirektional abla¨uft, d.h. sowohl bottom-up als auch top-down er-
folgt [Pal99, Ull96, CF06]. Ausgedru¨ckt ist dieses auch in dem 4-stufigen Modell des
Bildverstehens nach Palmer (Abbildung 1.6a). Erwartungswerte und Gesetzma¨ßigkeiten
12
1.3 Ein anthropomorpher Ansatz zur videobasierten Personenverfolgung
Bildbasierte
Verarbeitung
Oberflächen-
basierte
Verarbeitung
Objekt-
basierte
Verarbeitung
Kategorie-
basierte
Verarbeitung
Welt
Szene
Bild
Welt-
beschreibung
Bild-
beschreibung
Szenen-
beschreibung
Gruppierung,
3D-Modellaufb.
Bildverarb.,
Segmentation
Aufnahme
Szenen-
auswahl
Interaktion
Fusion,
Integration
Kontrolle
Datenfluss Kontrolfluss
Modell nach Palmer [Pal99] Modell nach Pinz [Pin94]
Abbildung 1.6: Modelle zum Bildverstehen.
einer ho¨heren Stufe stabilisieren dabei die Ergebnisse der untergeordneten Stufe, die
wiederum die Grundlage der Verarbeitung in der ho¨heren Stufe bilden.
Im visuellen System des Menschen la¨uft dieser Prozess stark parallelisiert und dadurch
praktisch simultan ab. In der sequentiellen Arbeitsweise heutiger Computer la¨sst sich
eine vergleichbare Wirkung jedoch nur iterativ erreichen. In [Lib06] wird das Palmer-
Modell zur Szenenerkennung eingesetzt, indem die Verarbeitungskette mehrmals nach-
einander bottom-up und top-down durchlaufen wird. Dies fu¨hrt naturgema¨ß zu hohen
Rechenzeiten pro Bild und kommt daher fu¨r ein Echtzeitsystem, wie es im Rahmen der
vorliegenden Arbeit angestrebt wird, in dieser Form nicht in Frage.
Die Frage ist daher, wie sich die erwiesenen Vorteile der Bidirektionalita¨t auch bei der
Entwicklung eines Echtzeitsystems nutzen lassen. Dies geschieht hier durch zwei Maß-
nahmen. Erstens werden die Iterationen nicht pro Bild durchgefu¨hrt, sondern auf die
Bildsequenz verteilt, so dass pro Frame eine Ru¨ckkopplung aus den ho¨heren Verarbei-
tungsebenen des vorangegangenen Frames stattfindet. Die zweite Maßnahme ist, jeden
Algorithmus so informiert wie mo¨glich ablaufen zu lassen, d.h. alles nu¨tzliche Wissen aus
sa¨mtlichen Hierarchiestufen des Systems zur Verbesserung des jeweiligen Ergebnisses zu
verwenden. Zusa¨tzlich erzeugt jeder Algorithmus mo¨glichst umfassende Information, in-
dem er beispielsweise seine Ergebnisse in ihrer Zuverla¨ssigkeit bewertet. Damit wird das
System transparent und steht so im Gegensatz zu Architekturen, die auf einer Verket-
tung von in sich geschlossenen, als Black Box betrachteten Algorithmen beruhen.
Das gesammelte aktuelle Wissen aus allen Verarbeitungsschritten des Systems steht
zusammen mit dem statischen Vorwissen zentral zur Verfu¨gung und steuert und kon-
trolliert die einzelnen Algorithmen. Damit entspricht die Architektur eher dem zentra-
listischen Modell des Bildverstehens nach Pinz (Abb. 1.6b). Die Verarbeitungskette pro
Frame bleibt hierbei weitgehend unidirektional (bottom-up), was eine schnelle Imple-
mentierung zula¨sst. Der top-down Anteil besteht darin, dass zuna¨chst ein erwarteter
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Zustand der Szene generiert wird unter Verwendung der vorhergesagten Positionen und
des Wissens um Farbverteilungen und Ko¨rperformen. Die Bildverarbeitungsalgorithmen
beruhen auf dieser Erwartung und passen den vorhergesagten Zustand an den aktuellen
Bildinhalt an. Dieses Verfahren wird in Kapitel 2.3 na¨her erla¨utert (vgl. Abb. 2.14b).
Spa¨tere Kapitel dieser Arbeit werden die prinzipielle Notwendigkeit der bidirektionalen
Verarbeitung anhand konkreter Fragestellungen erneut ero¨rtern und die Kompromisse
beschreiben, die zum Erreichen der Echtzeitverarbeitung hierbei eingegangen werden
mu¨ssen. Der folgende Abschnitt fasst abschließend die Zielsetzung der Arbeit zusammen
und beschreibt die Struktur der nachfolgenden Kapitel.
1.4 Zielsetzung und Gliederung
Ziel der vorliegenden Arbeit ist die Entwicklung eines videobasierten Systems zur Be-
stimmung der Bodenkoordinaten und Trajektorien mehrerer Personen in natu¨rlichen
Innenraumumgebungen. Die U¨berwachung der Szene erfolgt dabei u¨ber ein Verbund-
system stationa¨rer Farbkameras, wobei eine U¨berlappung der Sichtfelder einzelner Ka-
meras nicht zwingend erforderlich sein soll. Gegenu¨ber existierenden Verfahren wird eine
gro¨ßere Flexibilita¨t und Praxistauglichkeit der Einsatzbedingungen hinsichtlich Kame-
raaufstellung und -anzahl, Komplexita¨t der Struktur der beobachteten Umgebung sowie
Beleuchtungsvariabilita¨t angestrebt. Die Positionsbestimmung soll auch dann mo¨glich
sein, wenn sich die Personen in geringer Entfernung zur Kamera aufhalten, teilweise
durch Raumobjekte verdeckt werden oder nicht vollsta¨ndig im Bild sind. Konkretes An-
wendungsbeispiel des in dieser Arbeit erstellten Systems ist die Personenverfolgung in
der Kabine eines Großraumflugzeugs.
Die Hauptziele der Arbeit lassen sich wie folgt zusammenfassen:
• Entwicklung eines kamerabasierten, echtzeitfa¨higen Systems zur Personenverfol-
gung in Innenra¨umen komplexer Struktur, in denen observierte Personen teilweise
durch Objekte verdeckt sein ko¨nnen und sich ha¨ufig gegenseitig u¨berlappen.
• Entwurf einer modularen Systemarchitektur, die den Einsatz einer beliebigen An-
zahl flexibel angebrachter Kameras mit u¨berlappenden oder nicht-u¨berlappenden
Sichtfeldern zur Abdeckung der Umgebung zula¨sst.
• Entwicklung eines stabilen Trackingkonzepts unter Einbeziehung von Vorwissen
u¨ber den Raum und die menschliche Silhouette zur mo¨glichst exakten Bestim-
mung der Position einer Person unter allen denkbaren Verdeckungssituationen
und Kamerakonfigurationen.
• Orientierung der Algorithmen und der Systemarchitektur an der Bidirektionalita¨t
des menschlichen Bildverstehens zur Zusammenfu¨hrung von bottom-up und top-
down Verarbeitung.
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• Entwurf eines beleuchtungsrobusten Verfahrens zur mo¨glichst genauen Segmentie-
rung von Personen im Kamerabild.
• Erstellung eines Verfahrens zur Identifizierung von Personen anhand ihrer Beklei-
dung auch bei teilweiser Verdeckung.
• Entwurf einer zentralen Systemlogik, die die extrahierten Daten zusammenfu¨hrt
und die Zuordnung der Personenidentita¨ten fehlerrobust fu¨r die Dauer der Verfol-
gung beibeha¨lt.
• Implementierung und Evaluation einer Beispielapplikation zum Personentracking
in Flugzeugkabinen. Dazu Erweiterung des Systems zur Beru¨cksichtigung sitzender
Personen im Bild sowie die Verarbeitung externer Sensordaten.
Die Arbeit ist folgendermaßen gegliedert: Kapitel 2 stellt zuna¨chst den aktuelle Stand der
Technik der videobasierten Personenverfolgung vor (Abschnitt 2.1) und diskutiert die
dort verwendeten Methoden im Hinblick auf die hier gegebenen Rahmenbedingungen
und Anforderungen (Abschnitte 2.2 und 2.3). Daraus wird anschließend der in dieser
Arbeit verfolgte Ansatz hergeleitet und ein U¨berblick u¨ber den Systemaufbau und die
einzelnen Verfahren gegeben.
Der weitere Aufbau der Arbeit orientiert sich an der Hierarchie des Gesamtsystems und
damit an der logischen Verarbeitungskette der Daten. Die Grundlage fu¨r alle folgenden
Stufen bildet in Kapitel 3 die beleuchtungsrobuste Segmentierung jeder Person im Ka-
merabild durch Farbmodelle der Personen und des Bildhintergrundes. Hier ist ebenfalls
beschrieben, wie die Farbmodelle zur Personenidentifikation eingesetzt werden.
Die Anwendung der Verfahren aus Kapitel 3 in einem Einkamera-Trackingsystem stellt
Kapitel 4 vor. Schwerpunkte sind hier das Einbringen des Vorwissens u¨ber die beobach-
tete Umgebung, die Adaption des Silhouettenmodells, die Berechnung der Bodenkoordi-
naten einer Person im Raum, sowie der Umgang mit Verdeckungen und U¨berlappungen.
In Kapitel 5 erfolgt der Ausbau zu einem modularen Mehrkamerasystem. Hier sind neben
der Systemarchitektur vor allem die Aufgaben der zentralen Systemlogik beschrieben,
wie z.B. die Trajektorienfilterung und die Identita¨tsverwaltung der sich in der beob-
achteten Umgebung aufhaltenden Personen. Daru¨ber hinaus werden die Erweiterungen
des Systems fu¨r den vorgesehenen Einsatz zum Personentracking in der Flugzeugkabine
vorgestellt.
Kapitel 6 beinhaltet die Evaluation des Systems in verschiedenen Umgebungen und
Konfigurationen. Die Arbeit schließt mit einer Zusammenfassung und einem Ausblick
auf mo¨gliche Weiterentwicklungen in Kapitel 7.
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Kapitel 2
Methoden der videobasierten
Personenverfolgung
Ein vollsta¨ndiges System zur videobasierten Personenlokalisierung und -verfolgung be-
ruht auf der Verknu¨pfung von verschiedensten Algorithmen zur Lo¨sung von Teilaufgaben
auf allen Ebenen der Verarbeitungshierarchie. Dieses beginnt bei Low-Level-Verfahren
zur Bildsegmentierung, Beleuchtungsadaption und Detektion von bewegten Objekten,
und erstreckt sich u¨ber Positionsbestimmung, Tracking, die Verwendung von Ko¨rper-
modellen und Personenidentifikation anhand unterschiedlichster Merkmale bis hin zu
High-Level-Methoden zur Zusammenfu¨hrung der Daten in Mehrkamerasystemen sowie
zur Interpretation der gewonnenen Informationen. Zu diesen breit gefa¨cherten Themen-
bereichen existiert jeweils eine umfangreiche Anzahl von Vero¨ffentlichungen, deren In-
halte in die Entwicklung eines Trackingsystems einfließen ko¨nnen. Der U¨bersichtlichkeit
halber wird auf relevante Spezialliteratur zu Teilaufgaben erst an geeigneter Stelle in
den entsprechenden spa¨teren Kapiteln hingewiesen.
Der Literaturu¨berblick in den folgenden Abschnitten (2.1 und 2.2) konzentriert sich
stattdessen auf die Vorstellung und Diskussion der Systemarchitektur, Methodenaus-
wahl und Leistungsfa¨higkeit existierender Komplettsysteme zur Personenverfolgung. Ab-
schnitt 2.3 stellt anschließend den in dieser Arbeit verfolgten Ansatz vor und beschreibt,
welche U¨berlegungen zur Auswahl, Modifikation oder Neuentwicklung von Teillo¨sungen
gefu¨hrt haben.
Einen U¨berblick, wenn auch nicht mehr ganz aktuell, u¨ber die zahlreichen Vero¨ffentli-
chungen auf diesem Gebiet und den damit verwandten Themenbereichen wie Motion
Capturing oder Gait Recognition bieten auch die Zusammenfassungen und Surveys
von Moeslund [Moe99, MG01], Gavrila [Gav99] und Cedras und Shah [CS95]. Eine
Einfu¨hrung in die Algorithmen der videobasierte Personenverfolgung und -erkennung
beschreiben Fillbrandt und Ha¨hnel in [FH06].
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2.1 Existierende Verfahren zur videobasierten Per-
sonenverfolgung
Innerhalb der letzten 10 Jahre hat die Zahl der Vero¨ffentlichungen auf dem Bereich der
automatisierten Videou¨berwachung und hier insbesondere der Verfahren zur Verfolgung
von Personen oder Fahrzeugen rapide zugenommen. Der Hauptgrund ist neben dem ge-
stiegenen Bedarf an Sicherheitstechnik vor allem darin zu sehen, dass die Rechenleistung
gu¨nstiger PC’s inzwischen so hoch ist, dass die zur Datenauswertung beno¨tigten, rechen-
intensiven Algorithmen darauf erstmals in Echtzeit betrieben werden ko¨nnen. Zusammen
mit der mittlerweile ebenfalls kostengu¨nstig mo¨glichen Aufnahme und U¨bertragung von
digitalen Videobildern in den PC ist somit die Grundlage fu¨r kommerziell interessante
Applikationen und Produkte in vermutlich naher Zukunft gegeben.
Die Strukturierung der folgenden U¨bersicht orientiert sich grob an der Leistungsfa¨hig-
keit der vorgestellten Ansa¨tze. Sie beginnt mit Einkamerasystemen, die rein in der Bild-
ebene arbeiten und Personen als 2D-Regionen im Bild verfolgen und endet bei verteilten
Mehrkamera-U¨berwachungssystemen, die die dreidimensionalen Positionen der Perso-
nen in der beobachteten Szene bestimmen. In Abschnitt 2.2 folgt dann ein Vergleich der
Systeme hinsichtlich der hier gegebenen Rahmenbedingungen.
2.1.1 Tracking in der Bildebene
Das Ziel von rein in der Bildebene arbeitenden Verfahren ist es, die Bildregionen von Per-
sonen in der Szene zu bestimmen und zu verfolgen. Bewegungen in die Tiefe des Bildes
werden lediglich u¨ber die adaptive Skalierung der verfolgten 2D-Regionen beru¨cksichtigt.
Die vorgestellten Verfahren unterscheiden sich darin, wie sie mit U¨berlappungen zweier
oder mehrerer Personen in der Bildebene umgehen. Zu Beginn stehen Vero¨ffentlichun-
gen, die eher grundlegende, verschiedenartige Ansa¨tze zur Detektion und zum Tracking
von Einzelpersonen untersuchen und auf interpersonelle U¨berlappungen nicht eingehen.
Meist handelt es sich dabei um modellbasiertes Tracking. Daran anschließend werden
wichtige Vertreter des relativ ha¨ufig anzutreffenden Split & Merge - Trackings beschrie-
ben, in dem u¨berlappende Personen als eine Einheit (Gruppe) und nach Trennung wie-
der separat verfolgt werden. Aufwendiger sind die darauf folgenden Methoden, die ein
separates Tracking der Personen auch wa¨hrend einer U¨berlappung anstreben.
Mehrkamerasysteme zur U¨berwachung von weitla¨ufigen Umgebungen sind bei in der
Bildebene arbeitenden Verfahren selten anzutreffen, da die gemeinsame Schnittstelle
u¨ber Raumkoordinaten fehlt. Dennoch gibt es entsprechende Ansa¨tze, die im letzten
Unterpunkt dieses Abschnitts vorgestellt werden.
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Grundlegende Untersuchungen zum modellbasierten Tracking einer einzel-
nen Person (ohne U¨berlappungen)
• Farbbasiertes Tracking am Beispiel des Pfinder-Systems
Eine der am ha¨ufigsten zitierten Vero¨ffentlichungen im Bereich der Personenver-
folgung ist das Pfinder-(
”
Person-Finder“) System von Wren et al. [WADP97], da
es erstmals das Tracking einer Person anhand von statistischen Farbmodellen so-
wohl der Person als auch des Bildhintergrundes realisiert. Jeder Pixel der von
einer statischen Kamera aufgezeichneten leeren Szene wird im Hintergrundmodell
durch seinen Farbmittelwert sowie die zeitliche Varianz des Kamerarauschens dar-
gestellt. Die Farbbeschreibung der Person ist aus sogenannten Blobs zusammenge-
setzt. Hierbei handelt es sich um 5-dimensionale Gauß-Verteilungen (3 Farb- und
2 Bilddimensionen), die jeweils eine zusammenha¨ngende Farbregion der Person
beschreiben (z.B. Hose, Oberteil, Kopf, Ha¨nde) (Abb. 2.1). Dieses Modell wird
mit einer festen Blob-Anzahl zu Beginn anhand der durch Hintergrundsubtrakti-
on extrahierten Silhouette der Person automatisch erstellt.
In einem neuen Kamerabild wird zuna¨chst die Position jedes Blobs anhand sei-
ner letzten Position und Geschwindigkeit vorhergesagt. Eine Maximum-Likelihood
Klassifikation ordnet dann jeden Bildpunkt entweder dem Bildhintergrund oder
einem Farbblob der Person zu. Aus den zugeteilten Pixeln werden die Blobpa-
rameter neu berechnet, was zu einem Tracking der Farbregionen und damit der
Person durch die Szene fu¨hrt.
• Tracking mit Active Shape Modellen
Basierend auf Form- anstatt Farbmodellen stellen Baumberg und Hogg ein Tracking-
verfahren vor [BD94], auf dem auch spa¨tere Systeme, wie z.B. der Leeds People
Tracker oder der Ansatz von Yilmaz et al. (s.u.) aufbauen. Die Menge mo¨glicher
Silhouettenumrisse einer Person ist hier durch ein Punktverteilungsmodell (Point
Distribution Model, PDM) nach Cootes und Taylor realisiert [CT92], dessen Land-
marken als Stu¨tzpunkte fu¨r B-Splines zur Abrundung der Kontur dienen (Abb.
2.2a). In einem neuen Kamerabild wird zuna¨chst die Person durch Subtraktion
des statischen Bildhintergrunds segmentiert. Nach Vorhersage der Modellparame-
(a) (b) (c)
Abbildung 2.1: Farbbasiertes Tracking am Beispiel des Pfinder-Systems (aus [WADP97]).
(a) Kamerabild, (b) in einzelne Farbregionen segmentierte Silhouette, (c)
Darstellung der Farbcluster.
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ter durch einen Kalman Filter passt sich dann das Silhouettenmodell u¨ber einen
iterativen Suchalgorithmus an die segmentierte Bildregion an. Das Verfahren kom-
biniert die Active Shape Models (ASM) nach Cootes und Taylor mit den Active
Contours (Snakes) nach Kass et al. [KWT87].
• Personentracking mit Cardboard-Modellen
Sogenannte Cardboard-Modelle beschreiben die zweidimensionale menschliche Sil-
houette durch u¨ber Gelenke verbundene, einfache geometrische Formen (meist
Rechtecke). Erstmals vorgestellt wurde dieser Ansatz von Ju et al. [JBY96] am
Beispiel des Trackings eines manuell initialisierten Beines einer Person durch An-
passung zweier Vierecke an den Optischen Fluß (s.u.) im Bild.
Ramanan et al. [RFZ05] verfolgen eine seitlich laufende Person in nicht-statischen
Bildsequenzen, indem sie die Farbverteilung jedes durch ein Rechteck beschriebe-
nen Ko¨rperteils als quaderfo¨rmigen Bereich im RGB-Farbraum modellieren, die
Pixel in einem neuen Bild diesen Farben zuordnen und daran das Gesamtmodell
anpassen. Ergebnisse zeigen erfolgreiche Trackingresultate anhand von Sequenzen
aus dem Spielfilm
”
Lola rennt“. Problematisch ist jedoch die Modellinitialisierung
zu Beginn einer Sequenz, die anhand der Kanten im Bild erfolgt und die manuelle
Festlegung der Personengro¨ße erfordert.
(a) (b)
Abbildung 2.2: (a) Ko¨rpermodellierung als Punktverteilungsmodell des Umrisses (aus
[BD94]), (b) Modellierung menschlicher Bewegungsabla¨ufe durch den Op-
tischen Fluss (aus [FB02]).
• Fußga¨nger-Detektion u¨ber den Optischen Fluss
Unter
”
Optischer Fluss“ (Optical Flow) versteht man das Bewegungsvektorfeld
eines Kamerabildes, das die Positionsa¨nderung jedes Bildpunktes aus dem voran-
gegangenen Frame angibt. Die Berechnung erfolgt z.B. durch Vergleich quadrati-
scher Bildregionen (
”
Template Matching“) und ist recht zeitintensiv. Durch Mo-
dellierung typischer menschlicher Bewegungsmuster lassen sich Personen so auch
in Sequenzen von nicht-statischen Kameras detektieren, wodurch solche Verfahren
z.B. fu¨r die Fußga¨ngerdetektion aus Fahrzeugen interessant sind (Abb. 2.2b).
Polana und Nelson [PN94] detektieren zuna¨chst Bildbereiche, die sich abweichend
zum Rest des Bildes bewegen und vergleichen diese mit vordefinierten Templa-
tes menschlicher Bewegungsabla¨ufe beim Gehen. Wird in aufeinanderfolgenden
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Frames ein zyklischer Durchlauf dieser Bewegungsmuster festgestellt, fu¨hrt die-
ses zur Initialisierung und fortgesetztem Tracking einer Person an dieser Stelle.
Durchschnittliche Grauwerte innerhalb und ausserhalb der Bewegungsregion wer-
den daru¨berhinaus zur exakteren Begrenzung der Silhouette verwendet. Ebenfalls
auf Optischem Fluss basierende Ansa¨tze beschreiben Krahnsto¨ver et al. [KYS01]
sowie Fablet und Black [FB02], wobei sie jeweils eigene Methoden zur Model-
lierung der Bewegungsinformation einsetzen (z.B. Hauptachsentransformation der
Bewegungsfelder und Hidden-Markov-Modelle zur Beschreibung des zeitlichen Ab-
laufs).
Abbildung 2.3: Personenmodellierung und Motion Capturing durch Anpassung von 3D-
Modellen in einem Mehrkamerasystem (aus [GD96]).
• Personentracking und Motion Capturing mit 3D-Ko¨rpermodellen
Vollsta¨ndige 3D-Modelle, die den menschlichen Ko¨rper mehr oder weniger exakt
repra¨sentieren, zielen vor allem auf Applikationen zur Bestimmung der Ko¨rper-
haltung (z.B. Motion Capturing). Zum reinen Tracking einer Person durch eine
Szene sind sie in der Regel nicht erforderlich, daher werden im Folgenden nur ei-
nige Beispiele aus der umfangreichen Literatur auf diesem Gebiet genannt. Allen
Ansa¨tzen ist gemein, dass die Modellanpassung sehr rechenintensiv ist und daher
meist nicht in Echtzeit erfolgen kann. Je detaillierter ein Modell ist, desto mehr
ist eine Initialisierung nahe des Zielzustands erforderlich. Eine Kameraperspektive
reicht in der Regel zur eindeutigen Bestimmung der Modellparameter nicht aus,
so dass kalibrierte Mehrkamerasysteme zum Einsatz kommen.
Gavrila und Davis [GD96] modellieren eine Person aus geometrischen Grundfor-
men wie Zylinder, Kugeln und Ellipsoiden, die sie u¨ber ein iteratives Verfahren an
die Kanten in den Bildern von 4 Kameras adaptieren (Abb. 2.3). Experimente zei-
gen eine erfolgreiche Modelladaption an eine Person, die allerdings farbig speziell
markierte Kleidung tragen muss.
Beliebig gekleidete Personen erlauben Bregler und Malik [BM98], setzen aller-
dings eine manuelle Initialisierung zu Beginn der Bildsequenz voraus. Ellipsoi-
de repra¨sentieren hier die einzelnen Ko¨rperteile, die als kinematische Kette mo-
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delliert sind, d.h. die Bewegung eines Ko¨rperteils (z.B. Oberarm) u¨bertra¨gt sich
hierarchisch auf alle daran anschließenden (Unterarm, Hand). Ergebnisse demons-
trieren den rekonstruierten Bewegungsablauf gehender Personen in Mehrkamera-
Sequenzen.
Ein a¨ußerst detailliertes Polygonmodell des menschlichen Ko¨rpers, bei dem sogar
der Skellettaufbau und die Muskeln simuliert werden, verwenden Pla¨nkers und
Fua [PF01], bei dem aber abha¨ngig von der Bildsequenz nur wenige Freiheitsgrade
variabel sind. Die Adaption erfolgt an Tiefenbilder einer Stereokamera, wobei auch
hier die Initialisierung manuell erfolgen muss.
Verfahren ohne separates Tracking in U¨berlappungen
In der Literatur finden sich zahlreiche Ansa¨tze zum Mehrpersonen-Tracking, die in der
Bildebene u¨berlappende Personen zu einer Gruppe zusammenfassen und bis zur Tren-
nung als eine Einheit verfolgen (
”
Split & Merge“ oder auch
”
Blob-Tracking“). Hierbei
handelt es sich meist um U¨berwachungssysteme, die mit den Bildern von hoch und
entfernt angebrachten Kameras zur Observierung weitla¨ufiger Szenen (Parkpla¨tze, U-
Bahnho¨fe) arbeiten. Dies hat zur Folge, dass zum einen U¨berlappungen eher selten
auftreten und zum anderen der aus der Gruppenbildung resultierende Positionsfehler
vernachla¨ssigbar ist (Abb. 2.4).
(a) (b) (c)
Abbildung 2.4: Beispiel fu¨r Tracking nach dem Split &Merge Prinzip. (a) Separates Tracking
vor der U¨berlappung, (b) gemeinsames Tracking wa¨hrend der U¨berlappung,
(c) separates Tracking durch Wiederidentifikation nach der Trennung.
Die grundlegenden Verarbeitungsschritte dieser Verfahren sind weitgehend identisch
(Abb. 2.5): Zu Beginn steht die Detektion zusammenha¨ngender, beweglicher Vorder-
grundbereiche durch Subtraktion des statischen Bildhintergrunds. Regionen oberhalb
einer Mindestgro¨ße gelten als mo¨gliche Kandidaten fu¨r Personen oder Personengruppen.
Jedem Kandidaten werden dann eine oder mehrere der bisher verfolgten Identita¨ten
durch Merkmalsvergleich zugewiesen. Ha¨ufig verwendete geometrische Merkmale sind
der euklidische Abstand des Mittelpunktes der detektierten Vordergrundregion zur u¨ber
einen Kalman Filter vorhergesagten Position oder einfach die U¨berlappungsrate des die
Person umgebenden Rechtecks an der alten und der neuen Position. Hinzu kommen zahl-
reiche unterschiedliche Farb- oder Intensita¨tsmerkmale zur Personenzuordnung anhand
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des Aussehens. Eine Gruppenbildung liegt vor, wenn eine N-zu-1 Zuordnung detektiert
wurde, eine 1-zu-N Zuordnung markiert eine Trennung. Die Wiederidentifikation nach
der Trennung erfolgt meist anhand der a¨ußeren Merkmale, jedoch gibt es auch Ver-
fahren, die keine Wiedererkennung durchfu¨hren [FV01]. In solchen Fa¨llen soll lediglich
festgestellt werden, wo sich u¨berhaupt Personen im Bild befinden, und nicht, welche
Person bisher welchen Weg zuru¨ckgelegt hat.
t-1
t-1 tt
(a) (b) (c) (d) (e)
Abbildung 2.5: Grundlegende Verarbeitungsschritte eines regionenbasierten Trackingsys-
tems. (a) Hintergrundbild der leeren Szene, (b) Kamerabild, (c) Vorder-
grundsegmentierung durch Hintergrundsubtraktion, (d) Detektion von Per-
sonenkandidaten, (e) Zuordnung der Kandidaten zu den verfolgten Personen.
McKenna et al. [MJD+00] verfolgen mehrere Personen mit einer entfernt positionierten
Farbkamera, indem sie RGB-Farbhistogramme jeder Person erstellen und die Personen
nach Trennung aus einer U¨berlappung durch Histogrammvergleich wiederidentifizieren.
Ein zusa¨tzliches, auf Farbgradienten basierendes Verfahren eliminiert irrtu¨mlich als Vor-
dergrundobjekt detektierte Schatten, sofern sie weiche Kanten besitzen.
Ein a¨hnliches System beschreiben Dahmane und Meunier [DM05]. Sie modellieren die
Farbverteilung von Personen jedoch durch Gauß-Verteilungen. Besonderes Merkmal ih-
res Verfahrens ist die Auswertung der Trajektorien in der Bildebene durch Selbstorgani-
sierende Merkmalskarten (Self Organizing Feature Maps (SOFM), auch: Kohonennetze,
eine Art ku¨nstlicher Neuronaler Netze), um untypisches Verhalten zu erkennen.
Sato und Aggarwal [SA01] verwenden eine SW-Kamera in Seitenansicht zum Verfolgen
sich horizontal bewegender Personen. Diese werden durch Mittelwert und Varianz einer
Kombination von Merkmalen beschrieben (Breite, Fla¨che, vertikaler Intensita¨tsverlauf,
horizontale Silhouettenprojektion) und anhand der Mahalanobis Distanz zugeordnet.
Der Beispielalgorithmus zum Personentracking-Kapitel in [Kra06] verwendet ebenfalls
ein Split & Merge-Verfahren. Personen und Personengruppen werden hier anhand von
Bereichsu¨berlappung in aufeinanderfolgenden Bildern verfolgt. Als A¨hnlichkeitsmaß dient
die in horizontaler Richtung gemittelte vertikale Farbverteilung einer Person.
Ziel des KidsRoom - Projekts am MIT ist ein interaktiver Spielraum fu¨r Kinder, der
u¨ber Projektionen an den Wa¨nden auf Bewegungen und Aktionen der Kinder reagiert
[IDB97]. Als Schnittstelle dient dabei eine einzelne Farbkamera, die an der Decke ange-
bracht ist und senkrecht nach unten schaut, wodurch U¨berlappungen in der Bildebene
minimiert werden (Abb. 2.6). Die u¨ber Hintergrundsubtraktion segmentierten Personen-
regionen (Blobs) werden u¨ber ein mehrstufiges Zuordnungsschema den Personen anhand
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von Merkmalen wie Gro¨ße, Position, Bewegung und Durchschnittsfarbe zugewiesen. Da-
bei wird davon ausgegangen, dass es sich um eine
”
Closed-World“ handelt, d.h. ein ge-
schlossenes System mit einer festen Personenmenge. Khalaf und Intille beschreiben in
[KI01] einen erweiterten Zuordnungsalgorithmus, der auf Multiplen Hypothesen basiert.
Nach manueller Initialisierung verfolgt das System bis zu 4 Personen weitgehend stabil.
Abbildung 2.6: Personentracking mit senkrechter Kameraanordnung (aus [IDB97]).
Ein U¨berwachungssystem fu¨r offene Pla¨tze nach dem hier vorgestellten Prinzip beschrei-
ben Landabaso et al. [LPX04]. Ihr Verfahren verfolgt sowohl Personen als auch Fahrzeu-
ge, wobei das verfolgte Objekt anhand der Form und Gro¨ße klassifiziert wird. Zur Zu-
ordnung verwendete Merkmale getrackter Objekte sind Geschwindigkeit, Mittelpunkt-
Position, Pixelanzahl, Seitenverha¨ltnis, sowie der Haupt-Eigenvektor der Kovarianzma-
trix der Farbverteilung des Blobs. Die Autoren erwa¨hnen Zuordnungsfehler bei schwie-
rigen und la¨nger anhaltenden U¨berlappungssituationen.
Verfahren mit Tracking in U¨berlappungen
Gegenu¨ber den im vorangegangenen Abschnitt vorgestellten Verfahren behalten die fol-
genden Ansa¨tze die Verfolgung einzelner Personen auch wa¨hrend U¨berlappungen in der
Bildebene bei. Durch Hintergrundsubtraktion segmentierte, zusammenha¨ngende Vorder-
grundregionen werden hier also nicht mehr als eine logische Einheit betrachtet, sondern
in ihrer Zusammensetzung analysiert. Dieses erfolgt durch einen zusa¨tzlichen Algorith-
mus, der bei detektierter U¨berlappung (N-zu-1 Zuordnung verfolgter Blobs) aktiviert
wird. Da separates Tracking wa¨hrend U¨berlappungen sehr schwierig ist und keines der
bisher bekannten Verfahren wirklich zuverla¨ssige Ergebnisse liefert, wird in den meis-
ten Fa¨llen auch hier eine Wiederidentifikation der Personen nach Trennung anhand von
Farbmerkmalen vorgenommen.
Einen Grenzfall und die einfachste Variante des separaten Trackings stellt die ausschließ-
liche Verwendung der meist durch einen Kalman Filter vorhergesagten Positionen als
Trackingergebnis im U¨berlappungsfall dar. Beispiele solcher Verfahren sind von Rosales
und Sclaroff [RS98], sowie Niu et al. [NJHW03] beschrieben. Das Hauptproblem dieser
Methode ist, dass sie kurzzeitige U¨berlappungen erfordert, in denen die beteiligten Per-
sonen ihre Bewegungsrichtung konstant beibehalten. Davon kann in realen Situationen
nicht ausgegangen werden.
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(a) (b) (c) (d)
Abbildung 2.7: Separierung von u¨berlappenden Personen. (a) Kamerabild, (b) formbasier-
te Separierung durch Kopfdetektion, (c) formbasierte Separierung durch
Ko¨rpermodelle, (d) farbbasierte Separierung durch getrennte Segmentierung.
Separierung von Personen in U¨berlappungen kann sowohl form- als auch farbbasiert
erfolgen. Bei formbasierter Separierung wird entweder die Kontur der jeweiligen Vorder-
grundregion analysiert, um herausragende Kopfformen zu detektieren (Abb. 2.7b)oder
es wird nach einer zur Region mo¨glichst passenden Anordnung einer entsprechenden
Anzahl von Ko¨rpermodellen gesucht (Abb. 2.7c). Farbbasierte Separierung ordnet jeden
Vordergrund-Bildpunkt einer der u¨berlappenden Personen anhand der A¨hnlichkeit zur
Farbbeschreibung der Person zu (Abb. 2.7d).
Siebel und Maybank [SM02] verfolgen Personen in U-Bahnho¨fen basierend auf dem weiter
oben bereits vorgestellten Active-Shape-Tracking von Baumberg und Hogg. Wa¨hrend ei-
ner U¨berlappungssituation dienen die detektierte Kopfpositionen der Initialisierung der
Active-Shape-Ko¨rpermodelle. Zusa¨tzlich werden stehende Personen dem Hintergrund-
modell hinzugefu¨gt, um die Segmentierung der sich davor bewegenden Personen zu ver-
bessern. Die Autoren geben jedoch keine klare Auskunft u¨ber die Leistungsfa¨higkeit des
Systems in U¨berlappungssituationen.
”
Active Contours“ in Verbindung mit Farbmodellen zum Tracking verwenden Yilmaz
et al. [YLS04]. Der iterative Algorithmus zum Anpassen der verformbaren Konturmo-
delle minimiert die Differenz zwischen erwarteter und tatsa¨chlicher Farbe und Textur
innerhalb und außerhalb des Modells. Nach manueller Initialisierung ko¨nnen so Perso-
nen auch in nicht-statischen Bildsequenzen verfolgt werden. In U¨berlappungen ignoriert
der Algorithmus alle Bildpunkte, die dem jeweils anderen Objekt zugeordnet sind. Die
Autoren demonstrieren des Verfahren anhand des Trackings von zwei Personen.
Ein Beispiel fu¨r farbbasierte Separierung stellen Khan und Shah vor [KS00]. Ihr Ansatz
ist im Prinzip eine Weiterentwicklung des bereits erla¨uterten Pfinder-Algorithmus. Auch
hier werden die verfolgten Personen als eine Zusammensetzung Gaußscher Farbblobs
repra¨sentiert. Der Segmentierungsschritt ordnet jeden Pixel anhand seiner Farbe und
Koordinaten entweder dem Hintergrundmodell oder einem Farbblob einer Person zu.
Dieses fu¨hrt zur individuellen Segmentierung und damit Verfolgung sich u¨berlappender,
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farblich unterscheidender Personen.
Elgammal et al. [ED01] modellieren die Farbverteilung von Personen durch Kernel Densi-
ty Estimation. Hierbei handelt es sich um eine Anzahl zufa¨llig entnommener Farbsamples
aus allen Bereichen einer Person, die jeweils den Mittelpunkt einer Gaußverteilung fes-
ter Varianz bilden. Die Ortswahrscheinlichkeit eines Pixels bezu¨glich der Zugeho¨rigkeit
zu einer Person wird durch Ortshistogramme in vertikaler und horizontaler Richtung
dargestellt. Bei U¨berlappung zweier Personen bewertet das Verfahren zuna¨chst ver-
schiedene mo¨gliche Hypothesen der Anordnung der Personen in der Bildtiefe anhand
der Farba¨hnlichkeit. Anschließend bestimmt es die Zuordnung jeden Pixels, indem es
die Farbverteilung der verdeckenden, vorne stehenden Person ho¨her gewichtet. Dieses
fu¨hrt zu einer besseren Separierung von Personen auch bei a¨hnlicher Bekleidung.
Capellades et al. [CDDC03] setzen Farbhistogramme und Korrelogramme1 zur Per-
sonenbeschreibung ein und verfolgen damit bis zu 5 Personen separat auch wa¨hrend
U¨berlappungen. Zusa¨tzlich detektiert das Verfahren das Aufheben und Absetzen von
Gegensta¨nden.
Ein in der Literatur sehr ha¨ufig zitiertes Verfahren ist das W4-System von Haritaoglu
et al. [HHD00] zur U¨berwachung von Pla¨tzen mit einer hoch und entfernt angebrachten
SW-Kamera. Zuna¨chst als reines Split & Merge - Verfahren mit Hintergrundsubtrakti-
on konzipiert, wurde es spa¨ter durch den
”
Hydra“-Algorithmus erweitert [HHD99], der
durch Konturanalyse die Positionen von Personen in einer Gruppe anhand ihrer aus
der Vordergrundregion herausragenden Ko¨pfe detektiert. Modelliert sind die Personen
durch u¨ber die Zeit gemittelte Bildausschnitte (
”
Temporal Texture Templates“, Abb.
2.8), die laufend adaptiert werden. Als Ko¨rpermodelle dienen Cardboard-Models (s.o.),
deren Zweck die Ermittlung der Ko¨rperhaltung ist. Weitere Erweiterungen und zusa¨tz-
liche Untersuchungen im Rahmen des Systems sind die Detektion von Ko¨rperteilen
durch Analyse des Silhouettenumrisses (
”
Ghost“ [HHD98a]), das Erkennen getragener
Rucksa¨cke und Taschen ebenfalls durch Silhouettenanalyse (
”
Backpack“ [HCHD01]),
sowie die Verwendung einer Stereo-Kamera zur Berechnung der Tiefenposition von Per-
sonen in der Szene [HHD98b]).
Bei dem IBM Smart Surveillance System handelt es sich um eine Sammlung verschie-
dener Programmmodule zur Personen- und Objektverfolgung sowie Datenauswertung,
die sich bedarfsorientiert zu einem videobasierten U¨berwachungssystem kombinieren las-
sen [HBC+05]. Das Verfahren zum Personentracking in der Bildebene a¨hnelt den hier
bereits vorgestellten: Die durch eine aufwendige Hintergrundsubtraktion detektierten
Personen werden u¨ber Position und Aussehen den zuvor verfolgten Identita¨ten zugeord-
net. Separates Tracking in U¨berlappungen erfolgt durch Suche nach den passendsten
Positionen von u¨ber die letzten Frames gemittelten Durchschnittsbildern der u¨berlap-
penden Personen (Template Matching) [Sen02, CSH+04]. Bei Hintergru¨nden mit viel
1Ein Korrelogramm (auch: color coocurrence histogram) ist ein Histogramm HK(ci, cj, d), das fu¨r
jede Farbe ci die Ha¨ufigkeit entha¨lt, mit der eine zweite Farbe cj im Pixel-Abstand d auftritt (siehe
auch [HKMZ99]).
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k = 1 k = 5 k = 50
Abbildung 2.8: Durchschnittsbilder und -silhouetten einer Person (
”
Temporal Texture Tem-
plates“) aus k Einzelbildern.
Bewegung kann alternativ eine bewegungsbasierte Personendetektion eingesetzt werden
(Salient Motion Detection). Zur Auswertung der gewonnenen Daten bietet die auf der
IBM-MILS (Middleware for Large Scale Surveillance) aufbauende IBM Smart Surveil-
lance Engine eine Anzahl verschiedener Kriterien, nach denen das System einen Alarm
generieren kann. Dazu za¨hlen Objektposition, Bewegungscharakteristik, abgelegte oder
entfernte Objekte sowie Anzahl der Objekte in bestimmten Bildregionen. Eine Erweite-
rung des Systems ermo¨glicht durch Breitbasis-Stereo-Aufnahmen auch die Lokalisierung
und Verfolgung von Personen in Raumkoordinaten. Mit einem Zusatzmodul lassen sich
dreh- und zoombare Kameras ansteuern, um ein hochaufgelo¨stes Gesichtsbild einer ge-
trackten Person zur biometrischen Identifikation zu erhalten.
Mehrkamerasysteme ohne Tracking in Raumkoordinaten
Mehrkamerasysteme mit u¨berlappenden Sichtfeldern nehmen beim Tracking in der Bild-
ebene eine Sonderstellung ein, da es eher u¨blich ist, bei einer solchen Kamerakonfigura-
tion mit Raumkoordinaten zu arbeiten. In den meisten Fa¨llen handelt es sich hier um au-
tonome Einkamerasysteme, die zur Vergro¨ßerung des u¨berwachten Bereiches verbunden
sind und u¨ber eine gemeinsame Schnittstelle zur Personenu¨bergabe bei Sichtfeldwechsel
verfu¨gen.
Ein Beispiel hierfu¨r ist das Verfahren von Cai und Aggarwal [CA99]. Ihr verteiltes System
teilweise u¨berlappender Monochromkameras ist insofern kalibriert, als die gemeinsam
abgedeckten Raumbereiche zweier Kameras in den jeweiligen Bildebenen bekannt sind.
Personen in diesen Bereichen werden u¨ber einen Merkmalsvektor aus Grauwerten des
Oberko¨rpers identifiziert und so gegenseitig zugeordnet. Das auf Hintergrundsubtrak-
tion basierende Trackingverfahren verarbeitet U¨berlappungen zweier Personen durch
Extrapolation der bisherigen Trajektorien. Die Autoren erwa¨hnen Schwierigkeiten bei
gegenseitiger Verdeckung insbesondere wa¨hrend des Sichtfeldwechsels.
Bei Chang und Gong [CG01] dienen die fast vollsta¨ndig u¨berlappenden Kamera-Sichtfel-
der nicht der Erweiterung des observierten Bereiches sondern der Stabilisierung des
Trackings bei sich gegenseitig verdeckenden Personen. Die Kalibrierung der zwei Kame-
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ras in Breitbasis-Stereo Anordnung erfolgt anhand vertikaler Landmarken (z.B. Tu¨rrah-
men) im Bild. Horizontale Positionen einer Person in beiden Kamerabildern lassen sich
u¨ber Gleichungen der Epipolar-Geometrie ineinander umrechnen. Gaußsche Farbmodel-
le dienen der eindeutigen Zuordnung der Person. Bei Verdeckungen zwischen Personen
in einer Kamera werden nur die Ergebnisse der anderen Kamera verwendet, sofern die
Personen dort isoliert sichtbar sind.
DasKNIGHTM -System von Javed und Shah [JRAS03] verwendet verbundene Einkamera-
Trackingsysteme mit teilweise u¨berlappenden Bildbereichen zur U¨berwachung einer Um-
gebung aus hohen und entfernten Kameraperspektiven. In einer Initialisierungsphase mit
einer einzelnen Person kalibriert sich das System selbst, indem es die Grenzen der Sicht-
bereiche einer Kamera in den Bildern der benachbarten Kameras bestimmt und daraus
eine Transformation der Bildkoordinaten ableitet. Die bis auf den Sichtwechsel autonom
arbeitenden Einkamerasysteme verfolgen Personen auch hier wieder mit Hintergrund-
subtraktion und Beschreibung der Personen durch Farbhistogramme. Separierung in
U¨berlappungen erfolgt farbbasiert. Die Autoren demonstrieren die Funktionalita¨t des
Ansatzes anhand eines 3-Kamerasystems in dem sich bis zu 3 Personen bewegen.
2.1.2 Tracking in Raumkoordinaten
Im Hinblick auf die Weiterverarbeitung und Auswertung der extrahierten Bewegungs-
muster von Personen sind Verfahren von Vorteil, die die tatsa¨chlichen Positionen in der
beobachteten, ra¨umlichen Szene berechnen. Die sich hieraus ergebenden Trajektorien in
Bodenkoordinaten beschreiben die reale Situation weit besser als die eher abstrakten
Bewegungslinien zweidimensionaler Regionen in der Bildebene, wie es das Ergebnis der
im vorangegangenen Abschnitt vorgestellten Ansa¨tze ist. In Raumkoordinaten lassen
sich Kriterien zur Erkennung von kritischen Situationen pra¨ziser definieren. Des Weite-
ren sind solche Verfahren aufgrund ihres Zusatzwissens um die Tiefenposition verfolgter
Personen besser geeignet, U¨berlappungen zwischen Personen zu interpretieren und diese
in der Bildebene voneinander zu separieren.
Der Nachteil bei diesem Ansatz ist die notwendige Voraussetzung eines kalibrierten Ka-
merasystems. Die Transformationsgleichungen zur Berechnung der Bodenkoordinaten
beno¨tigen die extrinsischen (3D-Position, Blickrichtung, Neigungswinkel) und intrinsi-
schen (O¨ffnungswinkel, Brennweite, Verzerrung) Parameter der eingesetzten Kameras.
Damit la¨sst sich unter anderem die Bodenposition einer Person aus den Koordinaten
ihrer Fu¨ße im Bild bestimmen (siehe Kapitel 4.1). Ein weiteres Problem ist, dass zur
korrekten Ermittlung der Position einer Person diese in der Regel vollsta¨ndig im Bild
sichtbar sein muss, weswegen die meisten Algorithmen keine Verdeckung durch Objekte
in der Szene und keine nur teilweise im Kamerabild sichtbaren Personen erlauben.
Von den Bildverarbeitungsalgorithmen her verwenden auch die hier vorgestellten Verfah-
ren meist das bekannte Schema aus einer Methode zur Subtraktion des statischen Bild-
hintergrunds sowie Zuweisung der Personen zu den detektierten Vordergrundregionen
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anhand von ra¨umlicher Na¨he und Farbmerkmalen. Die folgenden Beschreibungen gehen
daher nur auf die Besonderheiten und alternativen Lo¨sungen der jeweiligen Ansa¨tze ein.
Einkamerasysteme
Verfahren zur Detektion und Verfolgung von Personen in Bodenkoordinaten mit einer
Kamera dienen oft als Grundlage fu¨r Untersuchungen daru¨ber, welche Merkmale und
Kriterien am besten geeignet sind, um verda¨chtige Vorkommnisse zu detektierten. Rota
und Thonnat [RT00] beobachten Personen in U-Bahn-Stationen mit einer erho¨ht an-
gebrachten Farbkamera und extrahieren deren Trajektorien in Bodenkoordinaten. Ein
dreidimensionales Modell des Raumes dient dazu, Objekte wie z.B. Fahrkartenautoma-
ten zu definieren. Die Anzeige kritischer Situationen beruht auf geometrischen Kriterien
wie z.B. Na¨he zu Objekten, Aufenthaltsdauer und Bewegungsabla¨ufe. Damit sollen un-
ter anderem Vandalismus an Automaten oder Sprayer an Wa¨nden erkannt werden. Die
Autoren demonstrieren Ergebnisse mit einer einzelnen unverdeckten Person, erwa¨hnen
jedoch Ungenauigkeiten durch Schatten und Reflektionen.
Abbildung 2.9: Aufnahmesituation und Segmentierung im Trackingsystem von Zhao und
Nevatia (aus [ZN04]).
Zhao und Nevatia [ZN04] verwenden eine hoch aufgeha¨ngte Farbkamera zur U¨berwa-
chung einer Szene im Freien (Abb. 2.9). In jedem Einzelbild detektiert zuna¨chst ein
aufwendiger Segmentierungsalgorithmus die mo¨glichen Personenkandidaten: Die durch
Hintergrundsubtraktion bestimmten Vordergrundregionen werden zuna¨chst auf das Vor-
handensein mehrerer Personen in einer Region untersucht, unter anderem durch sil-
houettenbasierte Kopfdetektion. Jede so detektierte Person wird durch eine Ellipse re-
pra¨sentiert. Zur Elimination von sonnenbedingt starken Schattenwu¨rfen projiziert das
Verfahren die Ellipsen unter Kenntnis des Sonnenstandes auf den Boden und lo¨scht die
entsprechenden Vordergrundregionen. Anschließend wird die Personendetektion wieder-
holt. Die Zuordnung zu den bereits getrackten Personen erfolgt anhand der Bodenpo-
sition (berechnet durch Transformation der Fußkoordinaten) und der Farba¨hnlichkeit
zum Durchschnittsbild (
”
Textural Template“) jeder ra¨umlich nahen Person. U¨berlap-
pungen fu¨hren zu einer erho¨hten Gewichtung der Positionsvorhersage durch eine Kalman
Filter. Zusa¨tzliche, auf dem optischen Fluss basierende Bewegungstemplates der Beine
erlauben die Rekonstruktion der Bewegungsphasen einer Person durch Stabmodelle.
29
2 Methoden der videobasierten Personenverfolgung
Ergebnisse zeigen das erfolgreiche Verfolgen mehrerer Personen bei unterschiedlichen
Wetterverha¨ltnissen, wobei jedoch gelegentlich Fehler durch U¨berlappungen auftreten.
Ebenfalls der U¨berwachung von Pla¨tzen im Freien dient das unter der Bezeichnung Leeds
People Tracker bekannt gewordene System von Remagnino et al. [RBG+97], das sowohl
Personen als auch Fahrzeuge modellbasiert verfolgt. Die Personenverfolgung beruht auf
dem bereits vorgestellten
”
Active Contour“-Tracking von Baumberg und Hogg (s.o.).
Die Position in der Szene wird je nach Verdeckung entweder aus den Fuß- oder den
Kopfkoordinaten einer Person berechnet. Fu¨r die Fahrzeuge existieren dreidimensionale
Modelle unterschiedlicher Typen, die an die segmentierte Bildregion adaptiert werden.
Weder bei den Personen noch bei den Fahrzeugen kommt eine Farbbeschreibung zum
Einsatz. Die Trennung von U¨berlappungen erfolgt formbasiert aufgrund des Wissens,
welches Objekt sich vor einem anderen befindet und dieses dadurch verdeckt. Hierdurch
kann sich die Modelladaption am unverdeckten, sichtbaren Bereich orientieren. Die Au-
toren demonstrieren ihr System anhand unterschiedlicher Bildsequenzen mit mehreren
Personen und Fahrzeugen (Abb. 2.10).
Abbildung 2.10: Beispielsituation des Leeds People Tracker zur Verfolgung von Personen
und Fahrzeugen (aus [RBG+97]).
Mehrkamerasysteme als Verbund aus Einkamerasystemen
Bei den Mehrkamerasystemen zur Personenverfolgung in Bodenkoordinaten gibt es zwei
grundlegend verschiedenen Ansa¨tze. Bei der ersten Art handelt es sich um eine Ver-
knu¨pfung mehrerer weitgehend autonomer Einkamerasysteme zur Vergro¨ßerung des
u¨berwachten Bereiches. Die Schnittstelle zwischen den einzelnen Systemen beschra¨nkt
sich dabei auf die U¨bergabe von Personendaten bei Wechsel des Kamerasichtfeldes. Die
Bestimmung der Positionen im Raum erfolgt auch hier meist durch Koordinatentransfor-
mation der Fußpositionen. Im Folgenden werden zuna¨chst einige Beispiele fu¨r Systeme
dieser Art vorgestellt.
Sato et al. [SMKI94] beschreiben einen fru¨hen Ansatz fu¨r ein System zur Verfolgung
allgemeiner, bewegter Objekte in einer Innenraum-Umgebung mit mehreren Kameras.
Die Sichtfelder der verwendeten Kameras ko¨nnen sowohl isoliert sein als auch sich ge-
genseitig u¨berlappen. Das Tracking erfolgt durch Hintergrundsubtraktion, Extraktion
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isolierter Regionen und Zuordnung anhand der Bodenposition und des mittleren Grau-
werts. Zur Ermittlung der Raumposition dienen die Kopfkoordinaten in Verbindung mit
der berechneten Ho¨he des verfolgten Objektes. Ein Bodenplan der Umgebung legt die
Bereiche fest, in denen sich Personen aufhalten ko¨nnen. In u¨berlappenden Kamerabe-
reichen werden die Ergebnisse der Kamera verwendet, in der das Objekt besser sichtbar
ist, ansonsten fu¨hrt gegenseitige Verdeckung zwischen Objekten zur Extrapolation der
bisherigen Trajektorie. Die Autoren demonstrieren ihr System unter anderem anhand
der Verfolgung von zwei Personen in einem Raum mit 4 Kameras.
Das von der DARPA (Defense Advanced Research Projects Agency, USA) initiier-
te VSAM-Projekt (Visual Surveillance and Monitoring) hat als Ziel die U¨berwachung
weitra¨umiger Außenbereiche durch ein verbundenes Netzwerk aus Kameras, wobei ein
Bereich jeweils von nur einer Kamera observiert wird. Neben der Geba¨udeu¨berwachung
sind die langfristigen Ziele auch milita¨rischer Art (
”
battlefield awareness“). Collins et
al. stellen das von der Carnegie Mellon University entwickelten Trackingsystem vor
[CLK+00], das mit mehreren sehr hoch angebrachten aktiven Kameras arbeitet, die sich
drehen, neigen und zoomen lassen. U¨ber Hintergrundsubtraktion dektektiert das Sys-
tem bewegte Objekte, die es dann nach Form und Gro¨ße als Person, Personengruppe,
Auto oder LKW erkennt. Die Zuordnung zu bereits getrackten Objekten erfolgt anhand
des Abstandes und der u¨ber Histogramme bestimmten Farba¨hnlichkeit. Das System er-
kennt eine notwendige U¨bergabe des Trackings an eine benachbarte Kamera anhand
der Bodenkoordinaten eines Objektes, die es aus dem Fußpunkt des Objektes und einer
Ho¨henkarte des unebenen Gela¨ndes berechnet. Ergebnisse demonstrieren das erfolgreiche
Verfolgen von Personen und Fahrzeugen in einer von zahlreichen Kameras u¨berwachten
urbanen Umgebung.
Mehrkamerasysteme mit u¨berlappenden Sichtfeldern
Die zweite Art Mehrkamerasysteme setzt das Vorhandensein von Kameras mit gro¨ßten-
teils u¨berlappenden Bildbereichen voraus, um die Trackingstabilita¨t bei gegenseitiger
Verdeckung der Personen zu verbessern. Gegenu¨ber Systemen der ersten Art sind hier
mehrere Ansichten derselben Szene erforderlich. Die Verfahren machen davon entwe-
der Gebrauch, um die beste Sicht auf eine verdeckte Person wa¨hlen zu ko¨nnen, oder
um die Bodenpositionen der Personen anstatt durch Koordinatentransformation an-
hand der Schnittpunkte von Sichtlinien zu bestimmen. Abbildung 2.11 verdeutlicht das
grundlegende Prinzip der Positionsbestimmung bei Breitbasis-Stereo-Anordnung zweier
Kameras durch Triangulation.
Eine solche Kamerakonfiguration verwendet zum Beispiel das Modul zum Tracking in
Bodenkoordinaten des bereits vorgestellten IBM Smart Surveillance Systems [HBC+05].
Auch Stillman et al. [STE98] setzen diese Anordnung zur Positionsbestimmung ein. Die
Besonderheit ihres Verfahrens ist, dass es Personen nicht u¨ber Hintergrundsubtraktion,
sondern u¨ber die Erkennung der Hautfarbe ihrer Gesichter im Bild detektiert. Zur Iden-
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Abbildung 2.11: Positionsbestimmung durch Triangulation bei u¨berlappenden Sichtfeldern.
Die x-Koordinate einer Person im Bild entspricht einer Gerade mo¨glicher
Aufenthaltsorte in Bodenkoordinaten. Die Position ergibt sich aus dem
Schnittpunkt zweier (oder mehrerer) solcher Geraden.
tita¨tszuordnung dienen Farbhistogramme, die aus einer rechteckigen Bildregion unter-
halb des Kopfes erstellt werden. Das Verfahren lokalisiert in Experimenten zwei Personen
und steuert zwei weitere, dynamische Kameras an, um hochauflo¨sende Gesichtsbilder zu
erhalten.
Khan und Shah [KS03] beschreiben ein Mehrkamerasystem, das die Personen nicht u¨ber
Farbmerkmale in den verschiedenen Sichtwinkeln einander zuordnet, sondern anhand
ihrer Trajektorien auf dem Boden. Diese werden voneinander unabha¨ngig fu¨r jede Ka-
mera und fu¨r alle dort isoliert sichtbaren Personen ermittelt. Ein u¨bergeordneter Al-
gorithmus erkennt einander entsprechende bzw. aneinander anschließende Trajektorien
und bestimmt so die tatsa¨chlichen Bewegungsmuster in der Szene. Ergebnisse zeigen
die korrekte Extraktion der Bewegung von zwei Personen in einem leeren Zimmer mit
3 Kameras.
Kang et al. [KCM04] nutzen zwei Kameras mit u¨berlappenden Sichtfeldern, um Fußball-
spieler auf dem Spielfeld zu verfolgen. Die Zuordnung der durch Hintergrundsubtraktion
segmentierten Personen erfolgt u¨ber ein zusammengesetztes A¨hnlichkeitsmaß aus Farb-
beschreibung (Durchschnittsfarbe in Kreissegmenten), 2D-Position im Kamerabild sowie
3D-Position in der Szene. Die Autoren machen keine Angaben zur Verwechslungsha¨ufig-
keit der sehr a¨hnlich gekleideten Spieler.
Kurz erwa¨hnt werden soll hier auch das Verfahren von Yang et al. [YGBG03], die vier
Kameras in einem ansonsten leeren Raum dazu einsetzen, die Anzahl der Personen im
Raum wa¨hrend einer la¨ngeren Beobachtungsphase zu bestimmen, allerdings ohne sie
dabei zu verfolgen.
Ein dreidimensional animiertes Gesicht begru¨ßt den Besucher, der sich dem Smart Kiosk
von Rehg et al. [RLW97] na¨hert, und blickt ihn sta¨ndig an, auch wenn er seine Position
wechselt. Des Weiteren kann es zwei sich bewegenden Personen eine Geschichte erza¨hlen,
wobei es an die zweite Person sta¨ndig Nebenbemerkungen richtet. Ermo¨glicht wird dieses
durch ein Trackingsystem aus zwei am Kiosk angebrachten Kameras in Breitbasis-Stereo
32
2.1 Existierende Verfahren zur videobasierten Personenverfolgung
Anordnung (s.o.). Das Verfahren verwendet Hintergrundsubtraktion zur Segmentierung
und erkennt die Personen anhand einer Farbhistogramm-basierten Beschreibung.
Das Trackingsystem von Batista [Bat04] besitzt zwei Verarbeitungsstufen, um Personen
in einem leeren Innenraum mit mehreren Kameras zu verfolgen. Die erste Stufe fu¨hrt
das Tracking in der Bildebene jeder Kamera durch und verwendet hierbei das bereits
vorgestellte
”
Split & Merge“-Prinzip. U¨berlappende Personen werden also lediglich als
eine Gruppe detektiert und nicht separat lokalisiert. Eine u¨bergeordnete Stufe trackt
die Personen in Bodenkoordinaten, wozu sie jeweils in mindestens einer Kamera iso-
liert sichtbar sein mu¨ssen. Ist dies nicht der Fall, scha¨tzt das System ihre Koordinaten
durch die na¨chstliegende Position innerhalb der Sichtlinie der entsprechenden Gruppe
auf dem Boden. Die Identifizierung von Personen erfolgt anhand ra¨umlicher Na¨he und
einer Beschreibung durch Farbhistogramme. Experimente zeigen das Verfolgen von zwei
Personen mit zwei Kameras.
Mittal und Davis stellen mit dem M2-Tracker ein aufwendiges Verfahren zur Verfol-
gung mehrerer Personen in beengten Innenra¨umen vor, wo U¨berlappungen ha¨ufig sind
[MD03]. In allen Bildern der aus mehreren Blickwinkeln beobachteten Szene werden
zuna¨chst die sichtbaren Personen separat segmentiert, basierend auf einer Gaußschen
Farbbeschreibung jeder Person und ihrer vorhergesagten Position in der Szene (vgl.
Khan und Shah [KS00]). Ein iteratives Verfahren verbessert anschließend diese Segmen-
tierung gemeinsam mit den Bodenpositionen, indem es die Bildregionen jeder Person
im dreidimensionalen Raum miteinander schneidet und so eine verbesserte Positionshy-
pothese aufstellt, die wiederum der erneuten Segmentierung dient. Die Autoren unter-
suchen das Ergebnis anhand der Verfolgung von 3 bis 6 Personen in einem sonst leeren
Raum mit 4, 8 und 16 Kameras. Bei 8 und 16 Kameras zeigen sich nur wenige Fehler
auch bei hohen Personenzahlen, bei 4 Kameras sind es deutlich mehr. Trotz Verwendung
von einem Rechner pro Kamera beno¨tigt das System 5 Sekunden zur Auswertung einer
synchronen Aufnahme.
Verfahren mit Stereokameras
Stereokameras sind ein geeignetes Mittel, um beim Personentracking im Nahbereich un-
ter erschwerten Bedingungen (z.B. kein statischer Hintergrund, beengte Innenra¨ume)
Personen separat zu segmentieren und zu verfolgen. Eine Stereokamera liefert zusa¨tz-
lich zum Monochrom- oder Farbbild eine Tiefenkarte, die den ra¨umlichen Abstand jedes
Bildpunktes von der Kamera kennzeichnet. Berechnet wird sie aus dem horizontalen Off-
set identischer Bildteile in beiden Bildern des im Augenabstand nebeneinander liegenden
Kamerapaares.
Zwei der bereits vorgestellten Einkamerasysteme zum Tracking in der Bildebene wurden
in spa¨teren Entwicklungsschritten durch eine Stereokamera erweitert, um als zusa¨tzli-
ches Ergebnis die Tiefenposition der Person(en) im Bild zur ermitteln. Hierzu za¨hlen
die Erweiterung des Pfinder-Systems von Wren et al. zu SPfinder [AWP96] und die
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Weiterentwicklung des W4-Systems von Haritaoglu et al. zu W4S [HHD98b].
Die horizontale Position im Bild und die Entfernung zur Kamera (Bildtiefe) sind die
Positionsangaben, anhand derer Beymer und Konolige [BK99] Personen mit einer mo-
nochromen Stereokamera verfolgen. Die Segmentierung der Personen erfolgt anhand
Hintergrundsubtraktion im Grauwert- und Tiefenbild. Der Trackingalgorithmus iden-
tifiziert die Personen u¨ber die A¨hnlichkeit zu Durchschnittsbildern jeder Person und
die Na¨he der von einem Kalman Filter vorhergesagten Position. Die Autoren evaluieren
ihr System mit 1 bis 5 Personen, wobei die Fehlerrate bei steigender Personen- und
U¨berlappungszahl zunimmt.
Die Zielsetzung des von Krumm et al. (Microsoft) beschriebenen
”
Easy Living“-Projekts
ist die Integration intelligenter, vernetzter Raumtechnik in Wohnra¨umen, die unter an-
derem durch Beobachtung der vorhandenen Personen selbsta¨ndig Anpassungen vor-
nimmt wie z.B. das Anhalten eines DVD-Films, sobald eine Person sich vom Sofa erhebt
[KHM+00]. Hierzu werden zwei an der Zimmerdecke (2,30m hoch) angebrachte Farb-
Stereokameras mit teilweise u¨berlappenden Bildbereichen verwendet. Jeder Kamera ist
ein Bildverarbeitungsmodul zugeordnet, das durch Hintergrundsubtraktion in Farbe und
Tiefe sowie Clustering von Regionen a¨hnlicher Farbe Personen im Bild detektiert. Das
u¨bergeordnete Trackingmodul ordnet die gefundenen Personenkandidaten u¨ber histo-
grammbasierten Farbvergleich und Positionsvorhersage den verfolgten Personen zu. Ein
interessanter Ansatz hierbei ist, dass fu¨r unterschiedliche Positionen im Raum (10x10
- Aufteilung der Bodenfla¨che) eine separate Histogramm-Farbbeschreibung jeder Per-
son generiert wird, um die positionsabha¨ngig stark schwankenden Beleuchtungseffekte
zu kompensieren. Zusa¨tzlich sind im Raum feste Ein- und Ausga¨nge definiert, an denen
Personen initialisiert oder gelo¨scht werden ko¨nnen. Das System la¨uft mit ca. drei Bildern
pro Sekunde und verarbeitet bis zu drei Personen im Raum, wobei die Trackingstabilita¨t
von deren Verhalten und Bekleidungsunterschieden abha¨ngt.
(a) (b) (c)
Abbildung 2.12: Personentracking mit Hilfe von Stereokameras (aus [HL04]). (a) Kamera-
bild, (b) Tiefenbild, (c)
”
occupancy map“: Dichte aller bewegten Raum-
punkte im Bodenplan.
Hauptsa¨chlich die Tiefendaten einer Farb-Stereokamera verwenden Harville und Li (HP
Laboratories) zur Verfolgung mehrerer Personen in einem Innenraum [HL04]. Die Zu-
ordnung von Personen zwischen zwei Frames findet hier in Bodenkoordinaten statt, in
die alle segmentierten Vordergrundpixel projiziert werden (Abb. 2.12). Das Ergebnis
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dieser Projektion wird dargestellt durch eine Ho¨henkarte, die die maximale Ho¨he aller
an einer Bodenposition gefundenen Bildpunkte angibt, sowie eine
”
occupancy map“, die
die Dichte aller Raumpunkte an einer Bodenposition entha¨lt. Neben der reinen Verfol-
gung lassen sich durch diese Darstellung auch grobe Ko¨rperhaltungen erkennen, was
die Autoren durch
”
Eigenpose“-Modellierung basierend auf den Arbeiten von Turk und
Pentland [TP91] realisieren.
2.2 Diskussion existierender Ansa¨tze hinsichtlich der
gegebenen Rahmenbedingungen
In Kapitel 1 wurden die Zielsetzung und die Rahmenbedingungen des in dieser Ar-
beit entwickelten Trackingsystems formuliert. Zusammengefasst besteht das Ziel also
darin, die Bodenkoordinaten und -trajektorien mehrerer Personen in einer komplexen,
mit zahlreichen Gegensta¨nden versehenen Innenraumumgebung u¨ber ein Verbundsys-
tem stationa¨rer Farbkameras zu bestimmen, wobei eine U¨berlappung der Sichtfelder
einzelner Kameras nicht zwingend erforderlich sein soll. Der folgende Abschnitt ordnet
diese Aufgabenstellung in den aktuellen Stand der Technik der videobasierten Perso-
nenverfolgung ein und vergleicht die vorgestellten Systeme.
Tabelle 2.1 gibt einen U¨berblick u¨ber die Rahmenbedingungen und die Leistungsfa¨hig-
keit ausgewa¨hlter Trackingsysteme. Bei der Auswahl der Verfahren fu¨r den Vergleich
wurde neben ihrer Relevanz in der Literatur auch darauf geachtet, dass alle typischen
Systemarten vertreten sind. Die in Abschnitt 2.1 vorgestellten, aber hier nicht aufgefu¨hr-
ten Ansa¨tze a¨hneln jeweils einer der vorhandenen Varianten.
Tabelle 2.2 vergleicht die zum Lo¨sen von Teilaufgaben eingesetzten Verfahren. Diese
werden in Abschnitt 2.3 bei der Vorstellung der in dieser Arbeit verfolgten Ansa¨tze
na¨her diskutiert.
Ein objektiver Vergleich der Leistungsfa¨higkeit der Systeme ist dadurch erschwert, dass
in den Vero¨ffentlichungen kaum verwertbare Aussagen diesbezu¨glich getroffen werden.
Die Autoren beschra¨nken sich meist auf die Erwa¨hnung verschiedener, oft nur weniger
Testsequenzen, die
”
gro¨ßtenteils fehlerfrei“ verarbeitet wu¨rden. Was fehlt sind detaillier-
te Angaben der Abla¨ufe und Personenkonstellationen in der Szene, bei denen das System
funktioniert bzw. Probleme hat. Daher ist auch die bloße Angabe der gleichzeitig verfolg-
ten Personen im Kamerabild, sofern u¨berhaupt vorhanden, wenig aussagekra¨ftig: Fu¨r
nahezu jedes Verfahren lassen sich Sequenzen mit fu¨nf oder mehr Personen aufnehmen,
die problemlos funktionieren, wa¨hrend bestimmte Sequenzen mit nur zwei Personen
schon zu Verwechslungen oder anderen Fehlern fu¨hren ko¨nnen. Die entsprechende Spal-
te in der Tabelle dient daher nur dem Vergleich, mit bis zu wie vielen Personen das
System u¨berhaupt getestet wurde, es bedeutet keineswegs, dass es mit der angegebenen
Personenzahl auch fehlerfrei la¨uft.
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Tabelle 2.1: Vergleich existierender Trackingsysteme nach Einsatzumgebung und Leis-
tung. (Abku¨rzungen: EK= Einkamerasystem,V-EK= verbundenes Ein-
kamerasystem, MK = Mehrkamerasystem mit u¨berlappenden Bildberei-
chen, SK = Stereokameras, F = Farbe, SW = Schwarzweiß; (X) = keine
Angabe, aber theoretisch eingeschra¨nkt mo¨glich)
Trackingsystem Aufnahmesituation Trackingleistung
innen/
außen
Kamera-
system
Kamera-
position
Boden-
koordi-
naten
U¨ber-
lappungs-
trennung
Objekt-
verde-
ckung
Test
Pers.-
zahl
Bilder
pro
Sek.
Pfinder
[WADP97]
innen EK (F) nah - - (X) 1 10
KidsRoom
[IDB97, KI01]
innen EK (F)
senk-
recht
- - - 4 5-7
Landabaso et al.
[LPX04]
außen EK (F)
hoch,
entfernt
- - (X)
meh-
rere
k.A.
Siebel et al.
[SM02]
innen EK (F)
hoch,
entfernt
- X (X)
meh-
rere
5
Khan et al.
[KS00]
innen EK (F) nah - X (X) 2 k.A.
Elgammal et al.
[ED01]
innen EK (F) nah - X (X) 2 k.A.
Capellades et al.
[CDDC03]
innen EK (F) nah - X X 5 k.A.
W4-System /
W4S [HHD00]
außen
EK /
SK(SW)
entfernt - / X X - 5 20
IBM Smart Surv.
[HBC+05]
innen+
außen
V-EK /
MK (F)
entfernt - / X X -
meh-
rere
k.A.
KNIGHTM
[JRAS03]
außen EK (F)
hoch,
entfernt
- X (X) 3 10
Zhao et al.
[ZN04]
außen EK (F)
hoch,
entfernt
X X X
meh-
rere
k.A.
Leeds Tracker
[RBG+97]
außen EK (F)
hoch,
entfernt
X X X 2 k.A.
VSAM
[CLK+00]
außen
V-EK
(F)
hoch,
entfernt
X X -
meh-
rere
k.A.
Kang et al.
[KCM04]
außen MK (F)
hoch,
entfernt
X X - > 10 1
Smart Kiosk
[RLW97]
innen MK (F) nah X k.A. - 2
Echt-
zeit
Batista et al.
[Bat04]
innen MK (F)
hoch,
entfernt
X X - 2 k.A.
M2-System
[MD03]
innen MK (F) nah X X (X) 6 0.2
Easy Living
[KHM+00]
innen SK (F)
nah,
hoch
X X X 3 3.5
Harville et al.
[HL04]
innen SK (F) nah X X (X)
meh-
rere
15
Zielsystem innen V-EK nah X X X 4 > 10
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Tabelle 2.2: Vergleich der Teilverfahren existierender Trackingsysteme (HS = Hinter-
grundsubtraktion). Erla¨uterung und Diskussion siehe Abschnitt 2.3.
Trackingsystem
Segmen-
tierung
Tracking
U¨berlap-
pungsauf-
lo¨sung
Farb-
modell
Form-
modell
Pfinder
[WADP97]
HS mit
Clusterzu-
ordnung
modellbasiert
(top-down)
-
Gauß-
Cluster
Positionen
von Ko¨rper-
teilen
KidsRoom
[IDB97, KI01]
HS bottom-up
Split &
Merge
Farbhisto-
gramme
-
Landabaso et al.
[LPX04]
HS bottom-up
Split &
Merge
Eigenvektoren
der Farbvert.
Rechteck
Siebel et al.
[SM02]
HS bottom-up
Form-
Separierung
-
Active Shape
Models
Khan et al.
[KS00]
HS mit Farb-
Separierung
modellbasiert
(top-down)
Farb-
Separierung
Gauß-
Cluster
-
Elgammal et al.
[ED01]
HS mit Farb-
Separierung
modellbasiert
(top-down)
Farb-
Separierung
Kernel Den-
sity Estima-
tion
Ellipse
Capellades et al.
[CDDC03]
HS bottom-up
Farb-
Separierung
Farbhisto-
gramme und
Korrelogr.
-
W4-System /
W4S [HHD00]
HS bottom-up
Form-
Separierung
Durch-
schnittsbild
Cardboard-
Modelle
IBM Smart Surv.
[HBC+05]
HS oder Op-
tischer Fluss
bottom-up
Template
Matching
Durch-
schnittsbild
Durchschnitts-
silhouette
KNIGHTM
[JRAS03]
HS (mit Gra-
dient)
modellbasiert
Farb-
Separierung
Gauß-
Cluster
2D-Gauß-
verteilung
Zhao et al.
[ZN04]
HS bottom-up
Form-
Separierung
Durch-
schnittsbild
Motion Tem-
plates
Leeds Tracker
[RBG+97]
HS
modellbasiert
(top-down)
Form-
Separierung
-
Active Con-
tours
VSAM
[CLK+00]
HS bottom-up
Split &
Merge
Farbhisto-
gramme
Skelettmodell
Kang et al.
[KCM04]
HS bottom-up
mehrere Per-
spektiven
Farben in
Kreissegmen-
ten
-
Smart Kiosk
[RLW97]
HS bottom-up -
Farbhisto-
gramme
-
Batista et al.
[Bat04]
HS, Bewe-
gungsdetek-
tion
bottom-up
Split &
Merge
Farbhisto-
gramme
Rechteck
M2-System
[MD03]
HS mit Farb-
Separierung
modellbasiert
(top-down)
mehrere Per-
spektiven
Gauß-
Cluster
Durchschnitts-
silhouette
Easy Living
[KHM+00]
HS bottom-up
Multi-
Stereo-Sicht
Farbhisto-
gramme
Rechteck
Harville et al.
[HL04]
HS bottom-up Stereo-Sicht -
Eigenposes
im 3D-Raum
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Was ebenso oft fehlt, sind Angaben zu mo¨glichen Verdeckungen durch Gegensta¨nde in
der Szene. Beispielbilder zeigen meist weitgehend leere Ra¨ume oder Pla¨tze. Wo auf-
grund des Verfahrens oder der Aufnahmesituation davon ausgegangen werden kann,
dass Teilverdeckungen kaum Probleme bereiten, wurde dieses in der Tabelle mit einem
eingeklammerten Kreuz markiert.
Dass das Problem der Evaluierung von Trackingsystemen bekannt ist, zeigt auch der alle
zwei Jahre stattfindende IEEE PETS-Workshop (
”
Performance Evaluation of Tracking
Systems“), auf dem bereits verschiedene Vorschla¨ge zur objektiven Bewertung vero¨ffent-
licht wurden [PS96, BSC+05, JKSG05]. Kapitel 6 dieser Arbeit diskutiert die Proble-
matik eingehender.
Der Systemvergleich zeigt, dass Aufnahmesituation und Trackingleistung der vero¨ffent-
lichten Verfahren jeweils einem bestimmten Typus entsprechen und sie sich daher in
Gruppen zusammengefasst betrachten lassen. Die gro¨ßten Unterschiede hinsichtlich An-
forderungen und Systemkomplexita¨t bestehen zwischen Systemen zur U¨berwachung von
weitla¨ufigen Pla¨tzen und Straßen aus einer hohen und entfernten Kameraperspektive
und solchen, die in ra¨umlich engen, bu¨roa¨hnlichen Umgebungen arbeiten (siehe auch
Kapitel 1.2).
Erstere sind dadurch gekennzeichnet, dass die Personen im Bild nur eine Fla¨che aus we-
nigen Pixeln bedecken und ihre Gro¨ße mit dem Aufenthaltsort kaum variiert. Die Berech-
nung der Bodenposition durch Koordinatentransformation kann hier als Zusatzschritt
zum Tracking in der Bildebene relativ einfach erfolgen; der durch Gruppenbildung verur-
sachte Fehler ist meist vernachla¨ssigbar. Teilweise Verdeckungen durch Szenerieobjekte
sind in der Regel ebenfalls unkritisch, da die berechnete Position in der Szene hierdurch
nicht wesentlich verfa¨lscht wird und die Zuordnung der wenigen verfolgten Personen in
der weitla¨ufigen Umgebung meist eindeutig bleibt. Trackingsysteme im Außenbereich
erfordern jedoch spezielle Algorithmen zur Kompensation von Beleuchtungsschwankun-
gen und zusa¨tzlicher Bewegung im Bild. Systeme dieser Art verwenden meist einzelne
Kameras oder bilden ein Verbundsystem aus Einkamera-Trackingsystemen.
A¨hnlicher zu der in dieser Arbeit untersuchten Aufgabenstellung sind Systeme zur Ver-
folgung von Personen in bu¨roa¨hnlichen Innenra¨umen, insbesondere solche, deren Ziel die
Bestimmung der Bodenkoordinaten ist. Rein in der Bildebene arbeitende Verfahren wie
[WADP97, KS00, ED01, CDDC03] haben den Nachteil, dass ihnen das Zusatzwissen
um die Bildtiefe und den Zusammenhang zwischen Position und Silhouettengro¨ße fehlt,
das zur Stabilisierung in U¨berlappungen herangezogen werden kann. Da sie lediglich
abstrakte zweidimensionale Regionen in der Bildebene verfolgen, sind sie jedoch theo-
retisch unempfindlich gegenu¨ber Verdeckungen durch Raumobjekte, da hierdurch die
verfolgte Region nur verkleinert wird. Sobald das Verfahren jedoch eine Personenidenti-
fikation durch Farbvergleich (z.B. mit Histogrammen) vornimmt, ko¨nnen Verdeckungen
Fehlidentifikationen verursachen.
Die bisher vero¨ffentlichten Verfahren zur Lokalisierung und Verfolgung von Personen
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in Bodenkoordinaten einer solchen Innenraumszene arbeiten entweder mit Stereokame-
ras [KHM+00, HL04] oder betrachten die Szene simultan aus mehreren Perspektiven
[RLW97, MD03]. Zur stabilen Positionsbestimmung wird hier die Tiefenkarte der Ste-
reokamera oder Triangulationsverfahren anstelle von Koordinatentransformation heran-
gezogen. Die Verfahren konzentrieren sich in der Regel auf die Problematik der Positions-
bestimmung bei U¨berlappungen zwischen Personen, Verdeckungen durch Gegensta¨nde
im Raum werden nicht untersucht.
Die Betrachtung existierender Trackingsysteme fu¨hrt zu dem Schluss, dass bisher noch
kein Verfahren beschrieben wurde, das ein Personentracking unter den hier gegebenen
Voraussetzungen realisiert. Das Besondere an der in dieser Arbeit untersuchten Auf-
gabenstellung ist die Kombination aus der Verwendung einer einzelnen monokularen
Kamera pro Raumabschnitt mit der Anforderung, die Bodenkoordinaten aller Personen
in einem beengten Innenraum auch wa¨hrend gegenseitiger U¨berlappung oder beliebiger
Verdeckung durch Raumobjekte so genau wie mo¨glich zu bestimmen. Die Schwierigkeit
dabei ist, dass hier keine festen Merkmale der zweidimensionalen Personenregion de-
finierbar sind, aus denen die Position jederzeit zuverla¨ssig berechnet werden kann, da
diese Fla¨che durch Verdeckungen und Ko¨rperhaltung stark variiert (siehe Kapitel 1).
Fu¨r alle Verarbeitungsstufen des Trackingsystems wie auch fu¨r die Systemarchitektur
selbst mu¨ssen daher Lo¨sungen gefunden werden, die mit den gegebenen Anforderungen
zurechtkommen. Der folgende Abschnitt diskutiert die existierenden Verfahren und stellt
die Grundzu¨ge des in dieser Arbeit verfolgten Ansatzes vor.
2.3 Entwurf eines Systems zur Personenverfolgung
in Innenra¨umen
In diesem Kapitel fließen die bisherigen Erkenntnisse aus dem Stand der Technik und der
Abla¨ufe des menschlichen Bildverstehens zusammen, um den in dieser Arbeit verfolgten
Ansatz zu entwickeln. Bei der Besprechung der Verfahren fu¨r die einzelnen Teilaufgaben
werden die hierzu in den vorgestellten existierenden Systemen eingesetzten Methoden
verglichen und im Hinblick auf die Aufgabenstellung diskutiert (vgl. Tabelle 2.2).
Abbildung 2.13 zeigt eine U¨bersicht der wesentlichen Verarbeitungsschritte des hier ent-
wickelten Systems und des relevanten statischen und dynamischen Wissens, das von den
einzelnen Algorithmen verwendet bzw. erzeugt wird. Die folgenden Abschnitte disku-
tieren alle wesentlichen Aspekte des Systementwurfs im Vergleich zu den existierenden
Verfahren.
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Abbildung 2.13: Struktur des Trackingsystems.
2.3.1 Systemarchitektur und Trackingverfahren
Wie in Abschnitt 1.3 erla¨utert, wird mit der zentralistischen Systemarchitektur eine
Anna¨herung an eine anthropomorphe, bidirektionale Datenverarbeitung angestrebt, so-
weit es die notwendigen Einschra¨nkungen zum Erreichen der Echtzeitfa¨higkeit zulas-
sen. Das Zentrum bildet vor allem die Wissensbasis, auf die bereits die Low-Level-
Algorithmen zugreifen, um mo¨glichst sinnvolle Resultate zu liefern; sie erhalten so eine
Ru¨ckkopplung aus den Ergebnissen u¨bergeordneter Verarbeitungsstufen. Ein zusa¨tzli-
cher zentraler Algorithmenteil, die Trackinglogik, verwaltet das Wissen und steuert die
Bildverarbeitungsverfahren bei daraus folgenden Ereignissen gezielt an.
Den Unterschied zu den in der Literatur zahlreich beschriebenen reinen Bottom-Up-
Methoden verdeutlicht Abbildung 2.14. Solche Systeme detektieren zuna¨chst ohne Vor-
wissen aus der vorangegangenen Sequenz alle Personenkandidaten im Bild und ordnen
diese dann den bisher verfolgten Personen anhand von Merkmalen zu (vgl. auch Abb.
2.5). Ein solcher Ansatz ist unter den gegebenen Rahmenbedingungen nicht realistisch,
da ha¨ufige U¨berlappungen, Verdeckungen und Segmentierungsfehler eine stabile Detek-
tion einzelner Personen verhindern. Aus diesem Grund wird hier ein modellbasiertes
Tracking mit bidirektionaler Datenverarbeitung verwendet (Abb. 2.14b). Das Verfahren
verwendet sowohl Farbmodelle jeder Person als auch ein Ko¨rpermodell, um die zur Per-
son geho¨renden Bildpunkte zu bestimmen und das Ko¨rpermodell an den sichtbaren Teil
anzupassen. Die Positionsbestimmung erfolgt wie bereits erla¨utert anhand mehrerer un-
abha¨ngiger Kriterien, die situationsabha¨ngig gewichtet miteinander verrechnet werden.
In alle Verarbeitungsschritte fließt Vorwissen u¨ber den Raum und die Aufnahmegeome-
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trie mit ein.
Segmen-
tierung
Detektion
Personen-
kandidaten
Personen
Zuordnung
Neue
Positionen
Personen-
merkmale
Positions-
Vorhersage
Positions-
berechnung
Segmen-
tierung
Silhouetten-
rekonstruktion
Positions-
berechnung
Neue
Positionen
Farbmodelle
Personen
Formmodelle
Personen
Raum-
wissen
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prädiktion
Projektionin
Bildebene
Erwartungs-
werte für
- Silhouetten-
region
- Verdeckung
- Überlap-
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(a) (b)
Abbildung 2.14: Vergleich des verbreiteten Bottom-Up-Trackings (a) mit der hier verwende-
ten bidirektionalen Datenverarbeitung des modellbasierten Trackings (b).
Verwandt ist dieser Ansatz mit anderen modellbasierten Trackingverfahren, wobei dort
meist entweder Farbmodelle ([KS00, ED01, CDDC03]) oder Formmodelle ([RBG+97,
SM02]) zum Einsatz kommen. Neu ist hier neben der gleichzeitigen Verwendung beider
Modellarten die Methode zur Positionsberechnung unter den beschriebenen Schwierig-
keiten in beengten Innenra¨umen sowie die Beru¨cksichtigung von Vorwissen u¨ber den
Raum inklusive eines dreidimensionalen Szenenmodells. Erstmals wird hier auch ver-
sucht, allen Algorithmen mo¨glichst viel Wissen und Zwischenergebnisse von anderen
Programmteilen zur Verfu¨gung zu stellen, um deren Ergebnisse zu verbessern und sich
der menschlichen Verfahrensweise beim Lo¨sen der vorliegenden Aufgabe zu na¨hern.
Zur nahtlosen U¨berwachung von Ra¨umlichkeiten sind in der Regel mehrere Kameras
notwendig. Hierzu wurde eine flexible, modulare Systemarchitektur entworfen, die aus
einem Bildverarbeitungsmodul fu¨r jede verwendete Kamera, sowie einem zusa¨tzlichen
zentralen Systemmodul besteht. Jedes Bildverarbeitungsmodul fu¨hrt weitgehend auto-
nom ein lokales Personentracking im sichtbaren Szenenausschnitt durch, wa¨hrend das
zentrale Modul alle ermittelten Daten erha¨lt und zu gegla¨tteten Trajektorien zusam-
mensetzt. Zudem ist es fu¨r die Identita¨tszuordnung der Personen und die Steuerung des
gesamten Systems zusta¨ndig.
2.3.2 Segmentierung und Beleuchtungsadaption
Die Segmentierung des Kamerabildes ist einer der wesentlichen Schritte jedes Tracking-
systems, da sie die Grundlage aller weiteren Verarbeitungsschritte darstellt. Die Zu-
ordnung der einzelnen Bildpunkte zu einer Person oder dem Bildhintergrund kann auf
verschiedene Weise erfolgen. In den vorgestellten Trackingsysteme finden sich Verfahren
zur Hintergrundsubtraktion, Segmentierung anhand der Bewegung im Bild (Optischer
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Fluss) sowie direkte Modellanpassung an die Kanten im Bild. Letztere Verfahren dienen
im modellbasierten Tracking dazu, ein nahe dem Endzustand initialisiertes Ko¨rpermo-
dell anhand der Kantensta¨rken im Bild auszurichten [GD96, BM98, PF01, RFZ05]. Sie
befinden sich zur Zeit noch eher im Experimentalstadium, sind in der Regel recheninten-
siv und beno¨tigen oft manuelle Initialisierung. Daher kommen sie fu¨r die hier angestrebte
Anwendung nicht in Frage.
Personendetektion anhand des Optischen Flusses wird dort eingesetzt, wo der Bildhin-
tergrund starke Bewegung aufweist oder die Kamera nicht stationa¨r ist. Problem hierbei
ist neben der ebenfalls hohen Rechendauer die vergleichsweise hohe Unzuverla¨ssigkeit
und Ungenauigkeit in der Segmentierung. Zudem ko¨nnen mit dieser Methode stehen-
de, bzw. sich nur langsam bewegende Personen nicht detektiert werden. Segmentierung
unter U¨berlappung und Verdeckung ist nur sehr eingeschra¨nkt mo¨glich.
Aus diesen Gru¨nden verwenden nahezu alle Verfahren zur Personenverfolgung eine der
zahlreichen Varianten von Hintergrundsubtraktion zur Segmentierung (vgl. Tabelle 2.2),
was sich bei stationa¨ren Kameras und weitgehend statischen Hintergru¨nden als sehr gut
geeignet erwiesen hat. Die einzelnen Verfahren unterscheiden sich vor allem darin, wel-
chen Farbraum sie verwenden, ob Zusatzinformation wie z.B. das Gradientenbild bei der
Differenzberechnung beru¨cksichtigt wird, und wie durch Schattenwurf verursachte Feh-
ler gemindert werden (siehe Kapitel 3). Auch in dieser Arbeit beruht die Segmentierung
auf einem Hintergrundmodell, beru¨cksichtigt jedoch auch die Farbbeschreibungen der
Personen, wie es bei Farbmodell-basiertem Tracking u¨blich ist ([WADP97] und spa¨tere).
Die in der Literatur verwendeten Hintergrundmodelle sind u¨blicherweise adaptiv ge-
halten, um sich an langsame oder dauerhafte Vera¨nderungen in der Szene anzupassen.
Plo¨tzliche Beleuchtungsa¨nderungen stellen jedoch fu¨r alle Verfahren ein großes Problem
dar. In dieser Arbeit wurde ein neuer Ansatz entwickelt, um sowohl die Farbvertei-
lungen des Bildhintergrunds als auch der Personen beleuchtungsrobust zu modellieren,
plo¨tzliche A¨nderungen zu erkennen und die Modelle an die neue Beleuchtung zu adaptie-
ren. Der Beitrag der Arbeit zu dieser Thematik besteht in einer neuartigen Top-Down-
Herangehensweise an das
”
Color Constancy“-Problem. Dieses Verfahren wird außerdem
zur Identifikation von Personen anhand ihrer Bekleidung bei unterschiedlichen Beleuch-
tungen eingesetzt.
2.3.3 Personenbeschreibung und -modellierung
Wie Tabelle 2.2 zu entnehmen ist, erstellen nahezu alle Trackingverfahren eine indivi-
duelle Beschreibung des Erscheinungsbildes jeder verfolgten Person. Dies ist notwendig,
um die korrekte Zuordnung der Personen auch bei gegenseitiger Na¨he in der Bildebene
und vor allem wa¨hrend und nach U¨berlappungen zu gewa¨hrleisten. Die Verwendung von
Farbmerkmalen hat sich aufgrund der weit ho¨heren deskriptiven Genauigkeit insbeson-
dere bei gro¨ßeren Personenmengen durchgesetzt, nur wenige Verfahren begnu¨gen sich
mit monochromen Merkmalen. Die Auswahl einer geeigneten Modellierung ist wichtig,
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da sie ein wesentlicher Pfeiler der Stabilita¨t des Gesamtsystems ist.
Die Mo¨glichkeiten zur Farbbeschreibung sind zahlreich, praktisch jede Vero¨ffentlichung
zum Personentracking beschreibt ein eigenes oder abgewandeltes Verfahren. Auf ein-
fachste Ansa¨tze wie z.B. die Durchschnittsfarbe in der oberen und unteren Ko¨rperha¨lfte
soll an dieser Stelle nicht weiter eingegangen werden, da sie zur eindeutigen Zuordnung
a¨hnlich gekleideter Personen nicht ausreichen. Recht ha¨ufig zum Einsatz kommt ein
Durchschnittsbild der Person, das aus den jeweils letzten k Frames gemittelt wird und
sich so an lokal unterschiedliche Lichtverha¨ltnisse bei der Bewegung durch die Szene an-
passt (vgl. Abb. 2.8). Nachteile bestehen darin, dass beim Vergleich das Durchschnitts-
bild mo¨glichst exakt u¨ber dem Vergleichsbild positioniert sein muss und dass sich durch
die laufende Forma¨nderung eng benachbarte Farben (z.B. bei einem karierten Hemd)
miteinander vermischen und so unter Umsta¨nden eine hohe Differenz zum Vergleichsbild
ergeben.
Die ebenfalls ha¨ufig verwendeten Farbhistogramme beschreiben die Farbverteilung ab-
strakter und darum generalisierungsfa¨higer. Da sie nicht-parametrisch sind, ko¨nnen sie
jede beliebige Farbverteilung repra¨sentieren. Allerdings enthalten sie keine Ortsinfor-
mation und ko¨nnen daher nicht eine Person mit blauem Pullover und schwarzer Hose
von einer umgekehrt gekleideten Person unterscheiden. Außerdem ist es nicht mo¨glich,
nur teilweise sichtbare Personen zu vergleichen. Generell sind Histogramme sehr be-
leuchtungsempfindlich, da schon kleine Farbverschiebungen große Histogrammdifferen-
zen hervorrufen ko¨nnen.
Als parametrische Modellierung kommen oft Gauß-Verteilungen zum Einsatz, die je-
de signifikante Farbregion einer Person im Farb- und Ortsraum beschreiben. Da diese
Beschreibung recht abstrakt ist, fu¨hrt sie auch bei leichten Beleuchtungsschwankungen
noch zu hohen A¨hnlichkeitswerten. Der Nachteil ist, dass die tatsa¨chliche Farbverteilung
einer Person in der Regel nicht gaußverteilt ist. Daher ist diese Beschreibung relativ un-
genau und fu¨hrt bei vielen Bildpunkten, die eigentlich noch zu der Person geho¨ren,
zu hohen Differenzwerten. Eine genaue Beschreibung ist aber dann wichtig, wenn zwei
Personen a¨hnlich gekleidet sind.
Der in dieser Arbeit verfolgte Ansatz zielt darauf ab, die Vorteile parameterischer und
nicht-parametrischer Farbmodellierung zu vereinen, indem er eine Person zwar auch
in Farbregionen zerlegt, diese Cluster jedoch nicht durch Gauß-Verteilungen sondern
durch Histogramme beschreibt, die jeweils nur einen Teil des Farb- bzw. Ortsraums
abdecken. Zusa¨tzlich wurden A¨hnlichkeitsmaße und Adaptionsalgorithmen entwickelt,
die die Stabilita¨t bei Beleuchtungsschwankungen erho¨hen. Das genaue Verfahren wird
in Kapitel 3 vorgestellt.
Die Modellierung der Form der menschlichen Silhouette dient dazu, stets die vollsta¨ndi-
ge Bildregion einer Person zu bestimmen, auch wenn Teile von ihr verdeckt sind oder
die Segmentierung Fehler durch fehlende oder zusa¨tzliche Bildpunkte aufweist. Ein auf-
wendiges, detailliertes Ko¨rpermodell, das alle wesentlichen Gelenke und Ko¨rperverfor-
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mungen beinhaltet, mu¨sste hier theoretisch zur besten Lo¨sung fu¨hren, zumal auch der
Mensch dieses Wissen zur Interpretation der Kamerabilder nutzt. Die Anpassung sol-
cher Modelle an den Bildinhalt ist jedoch sehr rechenaufwendig und bei teilweiser Ver-
deckung kaum stabil mo¨glich. Vor allem aus Gru¨nden der Geschwindigkeit verwendet
diese Arbeit daher eine statische menschliche Durchschnittssilhouette, die lediglich zur
Anpassung an unterschiedliche Silhouettenbreiten bei frontaler und seitlicher Ansicht
einer Person in horizontaler Richtung gestaucht und gedehnt werden kann. Kapitel 4
diskutiert die Problematik der Ko¨rpermodellierung eingehender.
2.3.4 Positionsbestimmung bei U¨berlappungen und
Verdeckungen
In der Literaturu¨bersicht wurden verschiedene Methoden vorgestellt, um mehrere Per-
sonen auch wa¨hrend gegenseitiger U¨berlappung in der Bildebene separat zu verfolgen.
Kein Verfahren ermittelt allerdings wa¨hrenddessen die Bodenkoordinaten der jeweiligen
Personen im Nahbereich einer einzelnen Kamera in einer beengten Innenraumumge-
bung. Das in dieser Arbeit eingesetzte Trackingprinzip verwendet in U¨berlappungen
sowohl farb- als auch formbasierte Separierung in Kombination mit dem Wissen um die
aktuelle Bildtiefe jeder Person und den dreidimensionalen Szenenaufbau. Verdeckungen
zwischen Personen oder durch Raumobjekte werden dabei a¨hnlich behandelt.
Abbildung 2.15 verdeutlicht das Prinzip am Beispiel der Positionsbestimmung der dort
abgebildeten mittleren Person. Die Farbmodelle aller Personen fu¨hren zuna¨chst zu einer
voneinander getrennten Segmentierung trotz U¨berlappung in der Bildebene. Mit Hil-
fe des Raummodells und der Positionsvorhersagen aller Personen la¨sst sich dann eine
Verdeckungsmaske generieren, die alle Bildbereiche kennzeichnet, die ra¨umlich vor der
Person liegen. Auf Basis dieser Maske und der Segmentierung passt der Algorithmus
zur Silhouettenrekonstruktion ein Ko¨rpermodell (menschliche Durchschnittssilhouette)
an den sichtbaren, also gu¨ltigen Teil der Person an. Die Berechnung der Bodenkoordi-
naten beru¨cksichtigt nach Zuverla¨ssigkeit gewichtet die Fußposition, die Kopfposition,
die aus der bisherigen Trajektorie extrapolierten Bodenkoordinaten sowie das aus der
Verdeckungsanalyse resultierende Tiefenintervall, in dem sich die Person aufhalten muss.
Trotz dieser Maßnahmen sind Verwechslungen nie ganz auszuschließen, insbesondere
bei a¨hnlicher Bekleidung und gleichzeitiger U¨berlappung von mehr als zwei Personen.
Daher analysiert das System zusa¨tzlich, wann Verwechslungsgefahr besteht und nimmt
eine Re-Identifikation der Personen vor, nachdem diese wieder isoliert sind. Bei Be-
trieb mit einer festen Personenmenge ist die zentrale Trackinglogik dafu¨r zusta¨ndig, die
wahrscheinlichste Personenzuordnung zu ermitteln und wa¨hrend des Betriebs laufend
zu kontrollieren.
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Kamerabild Segmentierung
Verdeckungsmaske Silhouettenrekonstruktion Positionsbestimmung
Abbildung 2.15: Verarbeitungsschritte zur Positionsbestimmung am Beispiel der mittleren
Person im Bild. Die Bodenposition wird mittels Koordinatentransforma-
tion aus der vollsta¨ndigen Silhouette einer Person im Bild gewonnen, die
wiederum aus der separaten Bildsegmentierung und der Kenntnis um ver-
deckende Bildregionen rekonstruiert wird.
2.3.5 Beitrag dieser Arbeit
Die vorgestellten Ansa¨tze wurden entworfen, um den genannten hohen Anforderungen
einer natu¨rlichen Innenumgebung, die eine bidirektionale Verarbeitung verlangen, in
Verbindung mit der Forderung nach Echtzeitverarbeitung zu genu¨gen. Auch die einzel-
nen Algorithmen in jedem Verarbeitungsschritt wurden gezielt fu¨r diese Bedingungen
entwickelt, wie bei deren detaillierter Vorstellung in den nachfolgenden Kapiteln ver-
deutlicht wird. Abschließend sollen an dieser Stelle noch einmal die wesentlichen Aspek-
te zusammengefasst werden, wodurch sich das hier entwickelte System vom vorgestellten
Stand der Technik unterscheidet, und worin somit der Beitrag dieser Arbeit besteht:
• Bestimmung der Bodenkoordinaten mehrerer Personen in einer beengten, natu¨rli-
chen Innenraumumgebung mit einer einzelnen Farbkamera.
• Verknu¨pfung von farb- und formbasiertem Tracking zur separaten Verfolgung in
Verdeckungen und U¨berlappungen.
• Positionsbestimmung aus mehreren, situationsabha¨ngig gewichteten Beobachtun-
gen unter Einbeziehung von Vorwissen u¨ber den Raum.
• Orientierung der Systemarchitektur an der bidirektionalen Bildverarbeitungsket-
te des Menschen unter Beru¨cksichtigung einer echtzeitfa¨higen Verarbeitungsge-
schwindigkeit.
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• Neuartiges Verfahren zur Beleuchtungsadaption von Farbmodellen.
• Neuartige Beschreibung der Farbmerkmale von Personen.
• Hintergrundmodell mit der Fa¨higkeit zur Adaption an plo¨tzliche Beleuchtungsa¨nde-
rungen auch bei vorhandenen Vordergrundobjekten.
• Speziell entwickelter Algorithmus zur Trajektorienfilterung aus asynchronen Daten
mehrerer Kameras.
• Beru¨cksichtigung sitzender Personen im Bild, Detektion des Hinsetzens und Auf-
stehens von Personen.
• Anwendung des Verfahrens zur Personenverfolgung in der Flugzeugkabine.
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Kapitel 3
Beleuchtungsrobuste Segmentierung
und Identifizierung von Personen im
Kamerabild
Der erste Schritt zur Interpretation eines Kamerabildes I(x, y) durch ein bildverarbei-
tendes System besteht in der Regel darin, die einzelnen Bildpunkte anhand ihrer Position
(x, y) und ihres Farbwertes [R(x, y), G(x, y), B(x, y)]T in logische Einheiten zusammen-
zufassen und sie damit einer ersten, meist noch recht groben Bedeutung zuzuordnen. Ziel
dieses als Segmentierung bezeichneten Vorgangs ist die Extraktion zusammengeho¨ri-
ger, im Sinne der Aufgabenstellung mo¨glichst aussagekra¨ftiger Bildregionen, um den
Erkennungsprozess auf der na¨chsten, abstrakteren Verarbeitungsstufe regionenbasiert
fortzusetzen.
(a) (b) (c)
Abbildung 3.1: Optimale Bildsegmentierung. a) Originalbild, b) Vordergrundsegmentierung,
c) separate Personensegmentierung.
Ein ideales Ergebnis dieser Stufe fu¨r das Personentracking wu¨rde beschreiben, welche
Bildpunkte Teil von Personen in der Szene sind und welche nicht. Abb. 3.1 zeigt die
optimale Segmentierung eines Bildausschnitts. In Abb. 3.1b ist jeder Bildpunkt ledig-
lich einer der beiden Klassen
”
Person“ bzw.
”
keine Person“ zugeordnet. U¨berlappende
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Personen verschmelzen hier zu einer einzigen Bildregion. Wie bereits erla¨utert, ist es un-
ter den vorliegenden Rahmenbedingungen notwendig, daru¨ber hinaus eine Zuordnung
zu den einzelnen Personen vorzunehmen (Abb. 3.1c), um in der Lage zu sein, die Per-
sonen auch wa¨hrend einer U¨berlappung noch separat zu lokalisieren. Eine mo¨glichst
genaue, robuste Segmentierung ist die Voraussetzung fu¨r ein stabiles Trackingsystem.
Die Echtzeitanforderung verlangt daru¨ber hinaus nach einem schnellen Verfahren.
Um die Pixel jeweils einer der gewu¨nschten Klassen zuordnen zu ko¨nnen, bedarf es der
automatischen Erstellung detaillierter (Farb-)Beschreibungen und der Definition geeig-
neter A¨hnlichkeitsmaße zu diesen Beschreibungen. Hierzu geho¨ren zum einen eine Model-
lierung des statischen Bildhintergrunds der leeren Szene und zum anderen Farbbeschrei-
bungen jeder Person. Die Schwierigkeit besteht darin, dass das Aussehen der Personen
in der Szene nicht starr ist: Faltenwurf der Bekleidung, Schattierung durch variieren-
de Ko¨rperhaltung, unterschiedliche Ansichtsrichtungen und ra¨umlich unterschiedliche
Beleuchtungseinflu¨sse haben signifikante Auswirkungen auf die Farbverteilung. Hinzu
kommen abrupte oder allma¨hliche Beleuchtungsa¨nderungen in der Szene.
Die folgenden Abschnitte beschreiben einen neuartigen Ansatz zur beleuchtungsrobus-
ten Modellierung von Farbbeschreibungen. Abschnitt 3.1 stellt zuna¨chst die Grundlagen
des Segmentierungsverfahrens vor, in Abschnitt 3.2 folgt dann die Vorstellung der Farb-
modelle der Personen und deren Beleuchtungsadaption. Wie diese Farbmodelle zur Per-
sonenidentifikation eingesetzt werden ko¨nnen erla¨utert Abschnitt 3.3. Die Erweiterung
der Farbmodellierung zur Beschreibung eines beleuchtungsadaptiven Hintergrundmo-
dells findet sich in Abschnitt 3.4. Die Anwendung der in Kapitel 3 gelegten Grundla-
gen im Rahmen des Trackingsystems wird anschließend in Kapitel 4 (Abschnitt 4.2)
erla¨utert.
3.1 Bildsegmentierung mit Farbmodellen des Bild-
hintergrundes und der Personen
Das Verfahren der Hintergrundsubtraktion wird in der Bildverarbeitung traditionell ein-
gesetzt, um bewegte Objekte vor einem starren Bildhintergrund zu segmentieren. Diese
Situation ist weitgehend auch in den Kamerabildern des Trackingsystems gegeben. Er-
gebnis der Hintergrundsubtraktion ist eine bina¨re Maske MSeg(x, y), die die Zuordnung
jedes Bildpunkts zu Hintergrund oder Vordergrund beschreibt:
MSeg(x, y) =
{
0 falls Pixel I(x, y) zum Bildhintergrund geho¨rt
1 falls Vordergrundobjekt
(3.1)
In der Literatur finden sich zahlreiche Mo¨glichkeiten, um das zu diesem Zwecke not-
wendige Referenzmodell des Bildhintergrundes darzustellen und die pixelweise Differenz
dazu zu berechnen [Pic04, JSS02, LMDP05, SWFS03]. Die Bandbreite reicht vom ein-
fachen euklidischen Abstand im Farbraum zwischen gegebenem Kamerabild und einem
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Referenzbild der leeren Szene bis zu stochastischen Modellierungen kombinierter Bild-
merkmale. Als Kompromiss zwischen Genauigkeit und Rechenaufwand fiel die Wahl hier
auf die klassische Methode der Darstellung jedes Bildpunkts durch seinen Mittelwert
µk(x, y) und die zeitliche Varianz σ
2
k(x, y) jedes Farbkanals Ik(x, y) mit k ∈ {R,G,B},
um das Farbrauschen der Kamera zu beru¨cksichtigen. Das tatsa¨chliche Hintergrund-
modell ist zu Zwecken der Beleuchtungsadaption aufwendiger, es wird in Abschnitt 3.4
detailliert vorgestellt. Fu¨r eine konstante Beleuchtung entspricht es jedoch dieser Dar-
stellung, die daher zur Erla¨uterung des grundlegenden Segmentierungsverfahrens in die-
sem Abschnitt beibehalten wird. Das Hintergrundmodell wird aus N Trainingsbildern
I(x, y, ti), i ∈ {1, . . . , N} der leeren Szene erstellt:
µk(x, y) =
1
N
N∑
i=1
Ik(x, y, ti) (3.2)
σ2k(x, y) =
1
N
N∑
i=1
(
Ik(x, y, ti)− µk(x, y)
)2
(3.3)
Im Trackingsystem erfolgt diese Trainingsphase entweder bei Start des Systems (z.B.
mit N = 20), oder es wird ein zuvor erstelltes, gespeichertes Hintergrundmodell geladen,
um das System auch mit bereits in der Szene vorhandenen Personen starten zu ko¨nnen.
Unter Annahme eines gaussverteilten Bildrauschens verwendet das Verfahren ein auf
der Mahalanobis-Distanz ∆M basierendes A¨hnlichkeitsmaß SHg(x, y) (Similarity), um
jeden Bildpunkt in Hintergrund und Vordergrund zu klassifizieren:
∆M(x, y, t) =
∑
k∈{R,G,B}
(
Ik(x, y, t)− µk(x, y)
)2
σ2k(x, y)
(3.4)
SHg(x, y, t) = 100− fs ∗∆M(x, y, t) (3.5)
Das hier definierte A¨hnlichkeitsmaß dient im gesamten Trackingsystem dazu, die A¨hn-
lichkeit von Farben und Farbverteilungen zu verschiedenartigen Farbmodellen berechnen
und auf gemeinsamer Basis miteinander vergleichen zu ko¨nnen. Die maximale A¨hnlich-
keit entspricht dem Wert Smax = 100 (willku¨rlich gesetzt), mit zunehmender Farb-
differenz wird der Wert beliebig klein (auch negativ). Der Sinn dieses Maßes wird im
Zusammenhang mit den Farbbeschreibungen der Personen in Abschnitt 3.2.1 na¨her ver-
deutlicht. An dieser Stelle sei nur angemerkt, dass die lineare, additive Natur des Maßes
die Integration von Vorwissen und Regeln zur Verbesserung der Segmentierung verein-
facht.
Der Sensibilita¨ts-Faktor fs in Gl. 3.5 gibt an, wie stark die A¨hnlichkeit mit zunehmender
Mahalanobis-Distanz sinkt. Er ermo¨glicht bei der weiter unten erla¨uterten Hinzunah-
me der Personen-Farbmodelle die Verschiebung der Gewichtung zwischen Person und
Hintergrund. Ausgehend vom A¨hnlichkeitsmaß ergibt sich zuna¨chst die bina¨re Segmen-
49
3 Beleuchtungsrobuste Segmentierung und Identifizierung von Personen im Kamerabild
tierung zu:
M(x, y, t) =
{
1 falls SHg(x, y, t) < θ
0 sonst
(3.6)
Der Schwellenwert θ legt eine starre Entscheidungsgrenze zwischen Vordergrundobjekt
und Bildhintergrund fest. Hierin liegt zugleich auch das Hauptproblem der traditionellen
Hintergrundsubtraktion: Es wird versucht, ein Zwei-Klassen Klassifikationsproblem zu
lo¨sen, wobei eine Klasse - der bewegte Vordergrund - undefiniert ist. Abb. 3.2b,c ver-
deutlicht die Problematik: So fu¨hrt ein niedriger Schwellenwert dort zu Lu¨cken in der
Segmentierung, wo die Person eine a¨hnliche Farbgebung zum Bildhintergrund aufweist.
Die Falschru¨ckweisungsrate (FRR) der bina¨ren Entscheidung ist in diesem Fall hoch. Ei-
ne Erho¨hung des Schwellenwerts vermindert zwar die Segmentierungslu¨cken, fu¨hrt aber
auch zu einer Zunahme unerwu¨nschter Vordergrundbereiche, d.h. die Falschakzeptanz-
rate (FAR) steigt.
(a) (b)
(c) (d)
Abbildung 3.2: Vergleich der Segmentierung von Personen in einer Szene durch Hintergrund-
subtraktion mit niedrigem (b) und hohem (c) Schwellenwert, sowie unter
Verwendung von Personen-Farbmodellen (d).
Das Segmentierungsergebnis la¨sst sich wesentlich verbessern, wenn zusa¨tzlich Farbmo-
delle der Personen im Bild bekannt sind sowie eine na¨herungsweise gu¨ltige Voraussage
der Position jeder Person zum aktuellen Zeitpunkt getroffen werden kann. Gemeinsam
bedeutet das, dass eine Annahme u¨ber die ra¨umliche Farbverteilung des gesamten Bild-
vordergrundes vorliegt. Die Segmentierung wird somit durch einen Top-Down-Schritt
erweitert, der Wissen um den aktuellen Szenenzustand schon auf der untersten Stufe
der Verarbeitung einbringt. Auch andere farbmodellbasierte Trackingsysteme verwen-
den diesen Ansatz in a¨hnlicher Form [WADP97, KS00, ED01, MD03]. Zusa¨tzlich zur
Hintergrund-A¨hnlichkeit SHg(x, y) wird hierbei die Farba¨hnlichkeit eines Bildpunkts zu
jeder der NP Personen im Bild SPn(x, y) mit n ∈ {1, . . . , NP} berechnet. Somit ergibt
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sich eine separate Segmentierung fu¨r jede Person:
MPn(x, y, t) =


1 falls SPn(x, y, t) > SPi(x, y, t) ∀i 6= n
UND SPn(x, y, t) > SHg(x, y, t)
0 sonst
(3.7)
Hinzu kommen diejenigen Bildpunkte, die zwar keiner der vorhandenen Personen zu-
geordnet werden ko¨nnen, aber trotzdem eine hohe Vordergrundwahrscheinlichkeit be-
sitzen. Solche Regionen werden dazu genutzt, neu im Bild auftauchende Personen zu
detektieren:
MV g(x, y, t) =


1 falls SHg(x, y, t) > SPi(x, y, t) ∀i ∈ {1, . . . , NP}
UND SHg(x, y, t) < θ
0 sonst
(3.8)
Der wesentliche Vorteil dieser erwartungsbasierten Segmentierung besteht neben der
Mo¨glichkeit, u¨berlappende Personen anhand ihrer Farben zu separieren, vor allem dar-
in, dass hier kein fester Schwellenwert zwischen Person und Hintergrund unterscheidet,
sondern die Entscheidungsgrenze in Abha¨ngigkeit der an der jeweiligen Stelle zu erwar-
tenden Farben fu¨r jeden Pixel variiert. So ist es mo¨glich, auch Personen mit a¨hnlichen
Farben zum Hintergrund exakt zu segmentieren (siehe Abb. 3.2d). Damit das gut funk-
tioniert, sind genaue Farbbeschreibungen der Personen notwendig, die deren aktuelles
Aussehen bei der an der jeweiligen Position vorherrschenden Beleuchtung repra¨sentie-
ren. Die hierzu entwickelten Farbmodelle und deren Adaption werden in den folgenden
Abschnitten vorgestellt. Die genaue Abfolge der Segmentierungsschritte im Trackingsys-
tem ist in Kapitel 4.2 beschrieben. Diese beinhalten zusa¨tzlich die Beru¨cksichtigung von
Formmerkmalen zur Segmentierung in U¨berlappungen, die Einbringung von Vorwissen
um den Szeneaufbau, das Verfahren zur Schattenreduktion sowie die Nachbearbeitung-
methoden.
3.2 Beleuchtungsadaptive Personenbeschreibung ba-
sierend auf Farbclustern
Die Farbmodelle der getrackten Personen dienen zwei Zielen: Zum einen werden sie,
wie im vorangegangenen Abschnitt erla¨utert, zur Segmentierung des Bildes eingesetzt.
Hierfu¨r ist die Berechnung einer pixelweisen Farba¨hnlichkeit zum Modell notwendig. Des
Weiteren sollen die Farbmodelle der Identifikation der Personen wa¨hrend des Trackings
dienen um sicherzustellen, dass wa¨hrend komplexer U¨berlappungssituationen und an den
Sichtfeldgrenzen der Kameras keine Verwechslungen stattfinden. Zu diesem Zweck ist
ein A¨hnlichkeitsmaß erforderlich, das einen Vergleich der Farbverteilung einer gegebenen
Bildregion mit der Modellierung erlaubt.
Eine geeignete Farbmodellierung muss einerseits so genau sein, dass sie auch geringe Un-
terschiede im Aussehen der Personen noch wiedergibt, andererseits sollte sie aber auch
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ausreichend abstrakt und generalisierungsfa¨hig sein, um die Variationen, die der Fal-
tenwurf der Bekleidung, unterschiedliche Ansichtsrichtungen und nicht zuletzt Beleuch-
tungsschwankungen hervorrufen, verarbeiten zu ko¨nnen. Durch die Na¨he der Personen
zur Kamera in den hier betrachteten Einsatzumgebungen und der daraus resultierenden
großfla¨chigen Bildregion einer Person, die viele Details wiedergibt, ist der Farbumfang
der zur Person geho¨renden Bildpunkte besonders hoch.
Jeder Pixel einer Person definiert einen Punkt im 5-dimensionalen Merkmalsraum (k1, k2,
k3, x˜P , y˜P ) aus drei Farbkana¨len (k1, k2, k3), z.B. k1 = R, k2 = G, k3 = B, und zwei
Ortsdimensionen (x˜P , y˜P ). Letztere Koordinaten seien personenrelativ und skalierungs-
invariant festgelegt mit dem Ursprung x˜P = y˜P = 0 an der Oberkante des Kopfes und
dem Punkt (0, 1) an der Unterkante der Fu¨ße (siehe Abb. 3.3a). Ziel ist es nun, die Ver-
teilung aller Punkte in diesem Raum sowohl detailliert als auch kompakt und flexibel
bezu¨glich der mo¨glichen Variationen zu modellieren. Das Modell soll nicht das exakte
Bild der Person wiedergeben, sondern eine abstrakte, unter verschiedenen Ansichten
und Beleuchtungen gu¨ltige Beschreibung, wie sie sich auch ein menschlicher Beobachter
merken wu¨rde.
xP~
yP~
0-1 1
1
(a) (b)
Abbildung 3.3: a) Personenrelatives Koordinatensystem; b) Segmentierung von Personen in
Farbregionen. In der Abbidung wurde jede Region durch ihre Durchschnitts-
farbe ersetzt.
In Abschnitt 2.3.3 wurden bereits die Vor- und Nachteile bekannter Farbmodellierungen
diskutiert. Das in dieser Arbeit entwickelte Verfahren beschreibt das Erscheinungsbild
einer Person als Ansammlung von Farbregionen (Cluster), indem es im Merkmalsraum
Punktwolken lokal maximaler Dichte zu Clustern zusammenfasst und separat beschreibt.
Ein Farbcluster entha¨lt somit eine Menge von Bildpunkten, die farblich und ra¨umlich
nahe liegen, wobei eine Farbregion nicht zusammenha¨ngend sein muss. Ein blau-gelb ka-
riertes Hemd wird durch jeweils einen blauen als auch einen gelben Farbcluster repra¨sen-
tiert, wa¨hrend schwarze Haare und schwarze Hose zwei separate Cluster aufgrund der
ra¨umlichen Entfernung ergeben. Abb. 3.3b zeigt zwei Beispiele der Aufteilung einer Per-
son in ihre relevanten Farbregionen. Den zugeho¨rige Clustering-Algorithmus beschreibt
Abschnitt 3.2.2.
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Die Farbverteilung innerhalb jedes Clusters wird hier nichtparametrisch durch ein lo-
kales Histogramm repra¨sentiert, das nur den relevanten Teil des Farbraums abdeckt.
Ein weiteres Histogramm beinhaltet die ra¨umliche Verteilung dieser Farbe in vertikaler
Richtung y˜P . Da die Person in der Regel aufrecht steht, ist die vertikale Position der
Farbe ein bedeutendes Merkmal im Gegensatz zur horizontalen Position x˜P , die sich
mit der Drehung der Person um ihre senkrechte Achse verschiebt und daher bei der
Modellierung unberu¨cksichtigt bleibt. Dieser Ansatz der Darstellung wird im folgenden
Unterabschnitt im Detail erla¨utert.
Gegenu¨ber einem globalen Farbhistogramm hat die Clusterbildung den Vorteil, nur Ge-
biete maximaler Informationsdichte im Merkmalsraum zu modellieren, was einer kom-
pakten Beschreibung entgegenkommt. Zudem entha¨lt die hier vorgestellte Modellierung
Informationen u¨ber die vertikale Verteilung der jeweiligen Farbe innerhalb der Person.
Im Vergleich zur parametrischen Darstellung eines Clusters durch eine multivariate
Gauß-Verteilung im verbundenen Farb- und Ortsraum (z.B. [WADP97, KS00, MD03])
ist die histogrammbasierte Modellierung in der Lage, beliebige Verteilungen zu repra¨sen-
tieren. Da ein Farbcluster in der Regel auch Mischfarben mit benachbarten Regionen
entha¨lt und die Verteilungen auch von der Textur der Oberfla¨che beeinflusst sind, ist so
eine wesentlich genauere Darstellung gegeben, die wichtige Merkmale zur Identifikation
entha¨lt.
Eine entscheidende weitere Begru¨ndung fu¨r die clusterbasierte Modellierung liefern die
Abschnitte 3.2.3 und 3.3, die das Verfahren zur flexiblen Beleuchtungsadaption der Farb-
modellierung auf Basis der topologischen Anordnung der Cluster im Farbraum sowie die
darauf aufbauende, beleuchtungsrobuste Personenidentifikation vorstellen.
3.2.1 Histogrammbasierte Darstellung eines Farbclusters
Abbildung 3.4 illustriert die Modellierung eines einzelnen Farbclusters Cn einer Person.
Die Verteilung des Clusters im Farbraum wird repra¨sentiert durch ein dreidimensio-
nales Histogramm Hcol (”
color“) mit 9×9×9 Feldern. Jedes Feld entha¨lt die relative
Anzahl der Bildpunkte, die in seinen Wertebereich fallen. Der Mittelpunkt des Histo-
gramms mcol = (k1,m, k2,m, k3,m) entspricht dem Durchschnitt aller zugeho¨rigen Farb-
werte. Die Feldanzahl ist konstant; zur Repra¨sentation von im Farbraum unterschiedlich
ausgedehnten Verteilungen la¨sst sich das Histogramm in jede der drei Dimensionen un-
abha¨ngig skalieren (Skalierungsfaktoren scol = (s1, s2, s3)). Da der Wert jedes Farbkanals
eines digitalisierten Bildes durch ein Byte dargestellt wird, umfasst jeder Kanal im Farb-
raum den Wertebereich k1,2,3 ∈ [0, 255] mit k1,2,3 ∈ N, was 2(3∗8) = 16, 7 Millionen dar-
stellbaren Farben entspricht. In Abha¨ngigkeit der Skalierungen und des Mittelpunktes
erstreckt sich das Histogramm u¨ber den quaderfo¨rmigen Teilraum mit den gegenu¨berlie-
genden Eckpunkten (k1,m−4s1, k2,m−4s2, k3,m−4s3) und (k1,m+4s1, k2,m+4s2, k3,m+4s3).
Da die Skalierungsfaktoren das gesamte Histogramm in die jeweilige Richtung strecken
oder stauchen, variiert hierbei ebenfalls die Ausdehnung der einzelnen Histogramm-
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felder. Die daraus folgende unterschiedliche Detailauflo¨sung der einzelnen Cluster ist
durchaus beabsichtigt: Die Idee dahinter ist, dass bei schmalbandigen Clustern im Farb-
raum eher die Details der Darstellung von Bedeutung sind, wa¨hrend mit zunehmender
Varianz der Farbe ein ho¨herer Abstraktionsgrad ausreichend und zu Vergleichszwecken
auch erwu¨nscht ist.
yP~
k1
k2
k3
OrtshistogrammHsh Farbhistogramm Hcol
msh
mcol
17*ssh*smin
9*scol,1
9*scol,2
9*s c
ol,3
Abbildung 3.4: Darstellung eines Farbclusters durch eindimensionales Orts- und dreidimen-
sionales Farbhistogramm.
Das gleiche Prinzip wird ebenfalls fu¨r das eindimensionale, aus 17 Feldern bestehende
Histogramm Hsh (”
shape“) zur Repra¨sentation der ra¨umlichen Verteilung der Farbe in
vertikaler Richtung y˜P angewandt. Da hier der mo¨gliche Wertebereich im Gegensatz
zum Farbraum nicht diskret ist, sondern sich kontinuierlich von 0 (Kopf) bis 1 (Fu¨ße)
erstreckt, definiert die Konstante smin die minimale Feldgro¨ße des Histogramms bei
Skalierung ssh = 1. Das gesamte Histogramm erstreckt sich somit u¨ber das Intervall
[msh−8∗ ssh ∗ smin, msh+8∗ ssh ∗ smin] der y˜P -Koordinate. Die hier getroffene Wahl der
Auflo¨sung der Histogramme von 93 bzw. 17 Fa¨chern ist das Ergebnis einer Abwa¨gung
zwischen notwendiger deskriptiver Genauigkeit, Kompaktheit der Darstellung und der
Unterdru¨ckung irrelevanter Details. Ein Farbcluster Cn ist somit vollsta¨ndig beschrieben
durch das 6-Tupel {Hcol,mcol, scol,Hsh, msh, ssh}.
Beno¨tigt wird nun ein Maß, das die A¨hnlichkeit eines gegebenen, auf das Personenko-
ordinatensystem normierten Bildpunkts (k1, k2, k3, y˜P ) mit der durch den Cluster be-
schriebenen Farbe wiedergibt. Im Hinblick auf die zu erwartenden Farbverschiebungen
durch Schatten, Beleuchtungseinflu¨sse oder Vermischungen ist es fu¨r die Robustheit
des Systems wesentlich, dass das Maß auch außerhalb der Histogramme definiert ist
und die A¨hnlichkeit mit zunehmenden Farbunterschied oder ra¨umlichen Abstand sinkt.
Aus diesem Grund ist die Entscheidung auch generell gegen einen alternativ denkba-
ren stochastischen Ansatz basierend auf Zuordnungswahrscheinlichkeiten zum Vergleich
von Farben im Trackingsystem ausgefallen: Da nach den u¨blichen Berechnungsmetho-
den die Farbwahrscheinlichkeit innerhalb leerer Histogrammfelder oder außerhalb des
Histogramms p(k1, k2, k3) = 0 bzw. p(y˜P ) = 0 betragen wu¨rde, liefert sie keine Aus-
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sage daru¨ber, wie una¨hnlich der gegebene Wert zum jeweiligen Cluster ist. Damit ist
eine Klassifizierung von Bildpunkten, die zu allen Farbmodellen una¨hnlich sind, nicht
mo¨glich.
Es wird stattdessen ein abstandsbasiertes A¨hnlichkeitsmaß beno¨tigt, wie es die Maha-
lanobisdistanz fu¨r Gauß-Verteilungen darstellt. Das hier entworfene Verfahren normiert
deshalb zuna¨chst die Histogramme aller Farbcluster auf ein gemeinsames A¨hnlichkeits-
maß. Dieses ist so definiert, dass die durchschnittliche A¨hnlichkeit aller Bildpunkte der
Originalverteilung des Clusters einen konstanten Wert ergibt (hier: 100, in U¨bereinstim-
mung mit dem im vorangegangenen Abschnitt vorgestellten Hintergrunds-A¨hnlichkeits-
maß):
H˜col(k1, k2, k3) = 100 ∗Hcol(k1, k2, k3) ∗
∑
k′1,k
′
2,k
′
3∈Hcol
Hcol(k
′
1, k
′
2, k
′
3)∑
k′1,k
′
2,k
′
3∈Hcol
H2col(k
′
1, k
′
2, k
′
3)
(3.9)
Im Unterschied zur Normierung auf den Maximalwert im Histogramm entfa¨llt hierdurch
die Art der Verteilung aus dem Ergebnis der Durchschnittsa¨hnlichkeit pro Cluster: so-
wohl Gleichverteilungen als auch solche mit einem signifikanten Peak ergeben so eine
konstante Durchschnittsa¨hnlichkeit zum Originalbild, was vor allem im Hinblick auf die
Berechnung der Gesamta¨hnlichkeit zur Personenidentifikation (s.u.) so gewa¨hlt wurde.
Die Normierung des Ortshistogramms zu H˜sh(y˜P ) erfolgt analog. Die A¨hnlichkeit (Si-
milarity) eines einzelnen Bildpunkts zum Cluster ist dann wie folgt definiert:
Scol(k1, k2, k3) =


H˜col(k1, k2, k3) falls (k1, k2, k3) ∈ H˜col UND H˜col(k1, k2, k3) 6= 0
H˜col(kˆ1, kˆ2, kˆ3)− fcol ∗ (|k1 − kˆ1|/s1 + |k2 − kˆ2|/s2 + |k3 − kˆ3|/s3)
sonst
(3.10)
Dabei entspricht der Farbwert (kˆ1, kˆ2, kˆ3) dem Mittelpunkt des zu (k1, k2, k3) na¨chs-
ten Feldes mit einem Wert ungleich 0 innerhalb des Histogramms. Der Faktor fcol legt
fest, wie stark die Farbdifferenz den A¨hnlichkeitswert mindert. Es ist zu beachten, dass
die Differenz pro Dimension mit der invertierten Skalierung des Clusters in die jewei-
lige Richtung gewichtet wird. Dieses entspricht der Normierung auf die Varianz bei
der Mahalanobis-Distanz. Durch die Verwendung der na¨chstliegenden Werte im Histo-
gramm wird zudem die durch das Histogramm abgebildete Verteilung in die Umgebung
projiziert.
Die Berechnung der A¨hnlichkeit der Position des Bildpunktes Ssh(y˜P ) gestaltet sich
analog. Abb. 3.5 illustriert das Prinzip des A¨hnlichkeitsmaßes fu¨r den eindimensionalen
Fall.
Die Gesamta¨hnlichkeit des gegebenen Bildpunkts zum Cluster berechnet sich als ge-
wichteter Durchschnitt, wobei wcol die relative Gewichtung der Farbdifferenz gegenu¨ber
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der Ortsdifferenz festlegt. In der Praxis wurde wcol = 0, 5 gewa¨hlt.
S(k1, k2, k3, y˜P ) = wcol ∗ Scol(k1, k2, k3) + (1− wcol) ∗ Ssh(y˜P ) (3.11)
Bereichdes Ortshistogramms Hsh
yP
~
similarity S (y )sh P
~
msh
0
100
-100
Abbildung 3.5: Berechnung der A¨hnlichkeit eines Bildpunkts zu den Clusterhistogrammen.
Dargestellt ist das eindimensionale Ortshistogramm, das A¨hnlichkeitsmaß
im dreidimensionalen Farbhistogramm ist analog definiert.
Bisher noch nicht angesprochen wurde die Problematik der Wahl eines geeigneten Farb-
raums fu¨r die hier beschriebene Farbmodellierung. Sie kann zwar theoretisch mit je-
dem beliebigen Farbraum verwendet werden, jedoch lassen sich die Genauigkeit und
Effektivita¨t der Beschreibung mit einer passenden Farbtransformation noch optimie-
ren. Digitale Kamerabilder liegen standardma¨ßig im RGB-Format vor, das von den
spektralen Prima¨rvalenzen R = 700 nm (Rot), G = 546 nm (Gru¨n) und B = 437 nm
(Blau) aufgespannt wird. Betrachtet man in diesem Raum die Verteilung der Farben von
allta¨glich gekleideten Personen in natu¨rlichen Bildern, so fa¨llt auf, dass sich die Farb-
werte gro¨ßtenteils entlang der Grauachse, d.h. der Diagonale von Schwarz (0,0,0) nach
Weiß (255,255,255) erstrecken und nicht weit von ihr abweichen (siehe Abb. 3.6). Das
bedeutet, dass die Sa¨ttigung natu¨rlicher Farben nur schwach ist und jeder Farbton vor
allem in seiner Helligkeit variiert. Daraus folgt, dass die Ausrichtung der quaderfo¨rmigen
Farbhistogramme in Richtung der RGB-Achsen ungu¨nstig ist: Es werden gro¨ßtenteils
nur die entlang der Diagonale des Histogramms liegenden Felder gefu¨llt, und Variatio-
nen in der Helligkeit fu¨hren zu hohen Skalierungen in allen drei Dimensionen, wodurch
sich die Histogramme meist gegenseitig u¨berlappen. Optimal wa¨re eine individuelle Aus-
richtung jedes Histogramms entlang der drei Hauptachsen der Farbverteilung in jedem
Cluster, was aufgrund des beno¨tigten Rechenaufwands insbesondere bei Farbvergleichen
jedoch nicht praktikabel wa¨re.
Es muss also ein Farbraum gefunden werden, dessen Achsen in Richtung der wesentli-
chen Varianzen typischer Farbverteilungen liegen. Als Hauptachse bietet sich somit die
Helligkeit I an (Gl. 3.12), wa¨hrend die anderen beiden Achsen zusammen die Chro-
matizita¨t (Farbton und Sa¨ttigung) beschreiben. Der Vorteil einer solchen Darstellung
liegt auch darin, dass sich Farb- und Helligkeitsunterschiede bei Farbvergleichen sepa-
rat gewichten lassen. Der in der Bildverarbeitung oft eingesetzte Farbraum rgI mit
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Abbildung 3.6: Verteilung der Farbwerte von 10 unterschiedlich gekleideten Personen im
RGB-Farbraum (Darstellung des Farbraums in zwei unterschiedlichen An-
sichten zur besseren Veranschaulichung der Verteilung, rechts: Blickrichtung
entlang der Grauachse).
r = R/(R + G + B) und g = G/(R + G + B) hat den wesentlichen Nachteil, dass die
Werte r und g bei dunklen Farben, also mit kleinem R,G und B, instabil sind und daher
Fehler bei der oben beschriebenen A¨hnlichkeitsberechnung hervorrufen wu¨rden. Da die-
se Berechnung von einem kartesischen Farbraum mit euklidischen Absta¨nden ausgeht,
sind auch zylindrische Farbra¨ume wie HSV, HLS oder HSI nicht geeignet, zumal diese
ebenfalls eine Instabilita¨t des Farbtons H (Hue) in der Na¨he der Grauachse aufweisen.
Die der Farbwahrnehmung des Menschen angepassten Farbsysteme CIELuv und CIE-
Lab haben vor allem Nachteile im erforderlichen Rechenaufwand fu¨r die nichtlineare
Transformation aus RGB einerseits und fu¨r die zur verlustfreien Darstellung der Werte
notwendigen Fließkommazahlen andererseits.
Aus diesen Gru¨nden, sowie auf Basis zahlreicher Experimente mit den Farbverteilungen
verschiedener Personen und U¨berlegungen zur Beleuchtungsadaption (s.u.) wurde hier
der Iu˜v˜-Farbraum entworfen. In seiner Grundform handelt sich dabei um ein gegenu¨ber
dem RGB-Farbraum in Richtung der Hauptachsen typischer Farbverteilungen gedrehtes
Koordinatensystem. Die Transformationsgleichungen lauten wie folgt:
I =
R +G+B
3
(3.12)
u˜ =
R +B
4
− G
2
+ 128 (3.13)
v˜ =
R− B
2
+ 128 (3.14)
Die Divisionen durch 2 bzw. 4 lassen sich durch bitweises Verschieben der Bina¨rzahlen
mit geringem Rechenaufwand durchfu¨hren. Abbildung 3.7 veranschaulicht die Lage des
Koordinatensystems gegenu¨ber den RGB-Achsen. Dass das gegenseitige Skalarprodukt
der Basisvektoren ~I = 1/
√
3(1, 1, 1)T , ~u =
√
2/3(0.5,−1, 0.5)T und ~v = 1/√2(1, 0,−1)T
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Abbildung 3.7: Gegenseitige Lage der Iu˜v˜- und RGB-Farbra¨ume.
Null ergibt, zeigt, dass es sich auch hier wieder um ein Orthogonalsystem handelt. Die
Bezeichnung der Achsen u˜ und v˜ bezieht sich auf die grob verwandten Farbwerte u
und v des CIELuv-Systems, die ebenfalls die Farbgegensa¨tze Gru¨n-Rot bzw. Gelb-Blau
darstellen.
I I
u~
v
v
~
~
u~
Abbildung 3.8: Verteilung der Farbwerte aus Abb. 3.6 im Iu˜v˜-Farbraum.
Abbildung 3.8 zeigt ein Beispiel einer in das Iu˜v˜-System transformierten Farbverteilung
mehrerer Personen. Die Wertebereiche aller Kana¨le betragen auch hier wieder diskret
0 bis 255, der neue Farbwu¨rfel umfasst durch die diagonale Lage aber einen gro¨ßeren
Raum als das RGB-System, wodurch Absta¨nde komprimiert werden und Informationen
verlorengehen. Da wie bereits erwa¨hnt natu¨rliche Farben zudem einen hohen Grauanteil
besitzen, lagen bei Experimenten die u˜- und v˜-Werte der Personenfarben meist sehr
nahe der Grauachse u˜ = v˜ = 128. Um die deskriptive Genauigkeit gerade in diesem
wichtige Bereich zu erho¨hen, wurde eine zusa¨tzliche Verzerrung des Farbraums nach der
in Abb.3.9 gezeigten Kurve entworfen, die eine Dehnung im Bereich der ungesa¨ttigten
Farben und eine Stauchung der nur selten auftretenden gesa¨ttigten Farben zur Folge
hat. Die Transformationsgleichungen ergeben sich dann mit den Streckungsfaktoren eu
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und ev zu:
u˜′ =
∆u˜(128 + 128eu)
|∆u˜|+ 128eu + 128 mit ∆u˜ =
R +B
4
− G
2
(3.15)
v˜′ =
∆v˜(128 + 128ev)
|∆v˜|+ 128ev + 128 mit ∆v˜ =
R −B
2
(3.16)
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Abbildung 3.9: Verzerrung des Iu˜v˜-Farbraums zu Iu˜′v˜′ durch Dehnung im Bereich der un-
gesa¨ttigten Farben um u˜ = v˜ = 128.
Abbildung 3.10 zeigt eine Beispielverteilung mit den zugeho¨rigen Cluster-Histogrammen
in diesem, zur Personenbeschreibung im Trackingsystem verwendeten Iu˜′v˜′-Farbraum.
Experimente haben gezeigt, dass dieser Farbraum in Kombination mit der hier einge-
setzten Clusterbeschreibung bessere Ergebnisse als andere Farbra¨ume ergibt, was die
zur Darstellung einer Person beno¨tigte Clusteranzahl, Genauigkeit der Segmentierung
und Personenidentifikation betrifft.
I I
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Abbildung 3.10: Verteilung der Farbwerte aus Abb. 3.6 im Iu˜′v˜′-Farbraum.
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3.2.2 Der Algorithmus zur Erstellung der Farbbeschreibung
Die Erstellung des beschriebenen Farbmodells aus einem oder mehreren Bildern einer
Person ist vor allem eine Clusteringaufgabe. Es muss also ein Algorithmus gefunden
werden, der sowohl die zur Darstellung optimale Anzahl der Farbcluster als auch die
vollsta¨ndige Beschreibung jedes Clusters durch das 6-Tupel {Hcol,mcol, scol,Hsh, msh,
ssh} erzeugt. Eine wesentliche Forderung an den Algorithmus ist eine hohe Geschwin-
digkeit, da die Erstellung des Farbmodells wa¨hrend des Trackings durchgefu¨hrt wird und
sie dieses nicht fu¨r la¨ngere Zeit unterbrechen sollte. Des Weiteren sollte das Verfahren
mo¨glichst robust gegenu¨ber unterschiedlichem Signal-Rauschabstand des Kamerabildes
und unterschiedlichem Kontrast sein, so dass unter abweichenden Bedingungen aufge-
nommene Bilder einer Person weitgehend in der gleichen Clusteranzahl resultieren. Als
Ausgangsdaten fu¨r den Algorithmus dient das segmentierte Bild einer Person. Je nach
Betriebsmodus des Trackingsystems wird die Modellerstellung entweder direkt bei Neu-
detektion einer Person in der Szene oder aber in einem separaten Trainingsdurchlauf
zum Aufbau einer Personendatenbank durchgefu¨hrt (siehe auch Kapitel 4).
Andere Farbmodell-basierte Trackingverfahren setzen ebenfalls Clusteringalgorithmen
zur Modellerstellung ein. So verwenden z.B. Wren et al. [WADP97] sowie Khan und
Shah [KS00] das Expectation Maximization Verfahren zur Bestimmung von Mittelpunkt
und Varianz der eingesetzten Gaussverteilungen. Dieser iterative Algorithmus bestimmt
die Parameter einer vorgegebenen Anzahl Gauss-Cluster so, dass jeder eine Punktwol-
ke mit lokalem Dichtemaximum im Merkmalsraum umfasst. Dazu werden die einzelnen
Cluster zuna¨chst mit Zufallswerten initialisiert (z.B. mit an zufa¨lligen Stellen der Per-
son entnommenen Farbwerten). In jedem Iterationsschritt berechnet das EM-Verfahren
dann eine neue Parameterscha¨tzung unter Verwendung der a-posteriori Wahrschein-
lichkeit der Zugeho¨rigkeit jedes Bildpunkts zu dem jeweiligen Cluster als Gewichtungs-
faktor. Der Nachteil des Verfahrens besteht neben des Rechenaufwands durch die bis
zur Konvergenz notwendigen, zahlreichen Iterationen vor allem darin, dass die Anzahl
der Cluster fest vorgegeben sein muss. Fu¨r beliebig gekleidete Personen kann hieru¨ber
jedoch keine allgemeingu¨ltige Annahme getroffen werden.
Ein weiterer, in der Bildverarbeitung aufgrund seiner guten Ergebnisse gern eingesetz-
ter Algorithmus ist dasMean Shift Clusteringverfahren [CM02]. Dieses fu¨hrt, ausgehend
von jedem Bildpunkt, ein iteratives Gradientenaufstiegsverfahren zum na¨chstliegenden
lokalen Dichtemaximum im Merkmalsraum durch. Hierzu berechnet es pro Iterations-
schritt den Durchschnittswert (mean) aller in einer definierten Umgebung um die aktu-
elle Position liegenden Punkte und verschiebt das Zentrum des Suchbereiches dorthin
(shift). Betra¨gt die La¨nge des Verschiebungsvektors Null, ist das Verfahren konvergiert.
Alle Bildpunkte, die einen gemeinsamen Konvergenzpunkt im Merkmalsraum aufwei-
sen, werden zu einem Farbcluster zusammengefasst. Der Nachteil dieses Verfahrens ist
ebenfalls der Rechenaufwand.
Der hier entwickelte Clusteringalgorithmus beno¨tigt nur einen einzigen Durchlauf u¨ber
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das gegebene Trainingsbild, um es in seine Farbregionen zu zerlegen und die Parameter
der histogrammbasierten Clusterbeschreibung zu definieren. Auf jeden Bildpunkt wird
wa¨hrend des Durchlaufs nur einmal zugegriffen. Ein zweiter Durchlauf dient nur noch
dem Fu¨llen der Histogrammfelder sowie dem Ermitteln weiterer, zur Personenidentifika-
tion und Beleuchtungsanpassung beno¨tigter Werte (s.u.). Das Verfahren hat somit den
Vorteil, dass es schnell ist und zudem direkt mit der hier entworfenen Farbmodellierung
durch kompakte, skalierbare Histogramme arbeitet.
Der Algorithmus ist entfernt verwandt mit den sogenannten ART-Netzen (Adaptive
Resonance Theory), besitzt jedoch mehrere signifikante Unterschiede. Um die zu ver-
deutlichen, soll zuna¨chst kurz das Verfahren der ART-Netze beschrieben werden.
Es handelt sich dabei um einen Typ ku¨nstlicher neuronaler Netze zum unu¨berwachten
Lernen, der naheliegende Trainingsdaten im n-dimensionalen Merkmalsraum zu Grup-
pen zusammenfasst, also ein Clustering durchfu¨hrt. Die Zugeho¨rigkeit zu jeder Klasse
ist definiert durch ein A¨hnlichkeitsmaß mit festem Schwellenwert ρ (Vigilanz), der die
Clustergrenze festlegt. Bei euklidischem Abstandsmaß entspricht ρ dem Radius einer
n-dimensionalen Kugel. Jedes neue Datum wird mit allen bereits vorhandenen Klassen
verglichen. Liegt es innerhalb der a¨hnlichsten Klasse, so wird es dieser hinzugefu¨gt und
fließt in die Parameterberechnung mit ein (Verschiebung der Klassenmitte). Ist das nicht
der Fall, wird eine neue Klasse an der Position des Datums angelegt. Bei diesem Verfah-
ren bestimmt vor allem die Wahl der Vigilanz ρ die Anzahl der resultierenden Cluster
mit konstanter Ausdehnung. Unterschiedliches Kamerarauschen sowie unterschiedlicher
Kontrast wu¨rden hierbei zu variierenden Clusterzahlen fu¨hren.
Wie im vorangegangenen Abschnitt erla¨utert, besitzt jeder Cluster der hier verwendeten
Modellierung eigene Skalierungsfaktoren scol und ssh, die der Ausdehnung der jeweiligen
Region im Farb- bzw. Ortsraum angepasst sind. Die Skalierungen sind diskret, d.h. es
gilt scol ∈ N3 bzw. ssh ∈ N, entsprechend der diskreten Natur der Farbwerte. Es gibt
also pro Cluster keine feste Entscheidungsgrenze, d.h. keine konstante Vigilanz, da die
Ausdehnung jedes Clusters im Merkmalsraum theoretisch beliebig groß werden kann.
Bezu¨glich des zu entwerfenden Clusteringalgorithmus stellen sich hiermit zwei Fragen:
1. Wie muss die Skalierung gewa¨hlt werden, damit das jeweilige Histogramm den we-
sentlichen Teil der Verteilung darstellt, ohne dabei jedoch notwendigerweise alle dem
Cluster zugeordneten Bildpunkte einzuschließen? Es sollte automatisch erkannt werden,
dass die im Merkmalsraum zahlreichen vereinzelten Mischfarben bzw. durch Segmentie-
rungsfehler am Rand der Figur eingeschlossenen Farben fu¨r die Modellierung irrelevant
sind.
2. Wie kann ein mo¨glicher Clusteringalgorithmus verfahren, um Anzahl, Mittelpunkt
und Skalierung der Cluster in einem einzelnen Durchlauf u¨ber die Trainingsdaten ana-
log den ART-Netzen automatisch herzuleiten? Fu¨r jeden neuen Bildpunkt, der außerhalb
der existierenden Cluster liegt, gibt es zuna¨chst ja mehrere mo¨gliche Optionen: Er ko¨nn-
te Teil eines eigenen Farbclusters sein oder aber Teil eines existierenden mit erweiterter
Ausdehnung. Eine unmittelbare Erho¨hung der Clusterskalierung, um ein außenliegen-
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des, aber nahes Datum im Merkmalsraum noch mit einzuschließen, wu¨rde aufgrund der
zahlreichen Mischfarben zwischen benachbarten Farbregionen zu einem unkontrollierten
Wachstum der Cluster fu¨hren.
ErweiterungsbereicheH *sh
yP
~
~H(y )P
msh
0
Ausdehnung des Ortshistogramms H bei Skalierung ssh sh
yP
~
~H(y )P
msh
0
Ausdehnung des Ortshistogramms H bei Skalierung s +1sh sh
(a) (b)
Abbildung 3.11: Erho¨hung der Clusterskalierung wa¨hrend der Modellerstellung, sobald das
Verha¨ltnis der Datenmenge innerhalb des Histogramms und des Erweite-
rungsbereiches einen Schwellenwert u¨berschreitet. a) Hochskalierung not-
wendig, b) keine Hochskalierung erforderlich.
Der entworfene Ansatz sieht folgendermaßen aus: Wie in Abb. 3.11 schematisch fu¨r den
eindimensionalen Fall dargestellt, werden die Farb- und Ortshistogramme von jedem
Cluster um als Puffer dienende Erweiterungsbereiche H∗col bzw. H
∗
sh erga¨nzt, so dass
Hcol ∪ H∗col bzw. Hsh ∪ H∗sh der na¨chstho¨heren Skalierungsstufe scol + 1 bzw. ssh + 1
entsprechen.
Jeder Bildpunkt, der innerhalb des Wertebereiches des erweiterten Histogramms liegt,
wird dem Histogramm hinzugefu¨gt. Das bedeutet, dass sowohl das entsprechende His-
togrammfeld (bzw. der Erweiterungsbereich) um Eins erho¨ht wird, als auch der Mit-
telpunkt gleich dem Durchschnitt aller bisher zugefu¨gten Daten gesetzt wird. Sobald
fext∗
∑
H∗sh >
∑
Hsh gilt (Farbhistogramm analog, jedoch unabha¨ngig in jeder der drei
Dimensionen), wird das Histogramm um eine Stufe hochskaliert und die vorhandenen
Werte entsprechend u¨bertragen. Die Clusterskalierung resultiert somit aus der Dichte-
differenz zwischen Innenbereich und na¨herer Umgebung, die durch den Erweiterungs-
Faktor fext nach unten begrenzt ist. Die Clustergrenzen orientieren sich somit an den
relativen Dichteminima im Merkmalsraum. Abb. 3.11 verdeutlicht dieses Prinzip durch
jeweils ein Beispiel mit und ohne einer folgenden Hochskalierung. Damit bei einem hohen
Aufkommen an Mischfarben, also relativ gleichverteilten Farbu¨berga¨ngen ohne dazwi-
schenliegendes, deutliches Dichteminimum, ein Cluster nicht mehrere Farbregionen um-
fasst, ist fu¨r jede Histogrammdimension zusa¨tzlich eine maximale Skalierung definiert,
die nicht u¨berschritten werden darf.
Der gesamte Algorithmus ist als Flussdiagramm in Abb. 3.12 wiedergegeben. Ein wei-
terer Unterschied zu den ART-Netzen besteht darin, dass ein Bildpunkt nicht nur zu
dem a¨hnlichsten, sondern zu allen Clustern, in deren erweitertem Bereich er sich befin-
det, hinzugefu¨gt wird. Dieses ist notwendig, um ein Zusammenwachsen von mehreren
Clustern zu ermo¨glichen. Da ein neuer Cluster zuna¨chst mit minimaler Skalierung in-
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Abbildung 3.12: Algorithmus zur Erstellung der Farbmodelle.
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itialisiert wird und jeder Bildpunkt, der außerhalb der Erweiterungsbereiche der exis-
tierenden Cluster liegt, zum Anlegen eines neuen Clusters fu¨hrt, entstehen in der Regel
zu Beginn innerhalb einer Farbregion mehrere Cluster. Zwei Cluster werden zu einem
vereinigt, wenn sie sich um mehr als einen festgelegten Schwellenwert im Merkmalsraum
u¨berlappen.
Erste Experimente zeigten gute Clustering-Ergebnisse, die weitgehend mit der Auftei-
lung u¨bereinstimmen, die auch ein menschlicher Betrachter vornehmen wu¨rde. Es ließ
sich jedoch beobachten, dass ein Cluster gelegentlich farba¨hnliche Bereiche, die eigentlich
zu unterschiedlichen Regionen im Bild geho¨rten, zusammenfasste, wie z.B. das Gesicht
mit einem hellgelben Hemd, oder eine schwarze Hose mit ebenfalls schwarzem Pullover.
Um das zu verhindern, wurde eine abschnittsweise Personenbeschreibung eingefu¨hrt,
deren Abschnittsgrenzen gema¨ß Abb. 3.13 an den durchschnittlichen menschlichen Pro-
portionen orientiert sind. Fu¨r jeden der 5 Abschnitte wird ein separates Clustering
durchgefu¨hrt. Diese Maßnahme bietet gleich mehrere Vorteile:
• Die in Abschnitt 3.2.3 erla¨uterte Beleuchtungsadaption basiert auf Annahme, dass
jeder Farbcluster im Wesentlichen ein einheitliches Material mit konstanter spek-
traler Reflektivita¨t repra¨sentiert. Dieses ist durch die forcierte Trennung an den
genannten Abschnittsgrenzen weitgehend sichergestellt.
• Da zur Zuordnung eines Bildpunkts wa¨hrend der Segmentierung oder bei der Per-
sonenerkennung nur noch mit den Clustern im entsprechenden Abschnitt anstatt
mit allen Clustern der Person veglichen wird, ergibt sich eine deutliche Beschleu-
nigung gerade bei mehreren Personen im Bild.
• Die abschnittsweise Beschreibung ermo¨glicht eine Personenidentifikation, auch wenn
nur ein Teil der Person sichtbar ist (siehe Abschnitt 3.3).
Die Aufteilung des Oberko¨rpers in zwei Abschnitte liegt in der Anwendung des Tracking-
verfahrens in der Flugzeugkabine begru¨ndet: Wenn eine Person in einer Sitzreihe steht,
ist meistens nur der obere Abschnitt sichtbar. Wa¨hrend des Trackings werden die Mo-
delle u¨ber mehrere aufeinanderfolgende Frames mit der vollsta¨ndig sichtbaren Person
erstellt, indem mit jedem weiteren Trainingsbild ein erneuter Durchlauf des Algorithmus
nach Abb. 3.12 durchgefu¨hrt wird.
Abb. 3.14 zeigt einige Beispiele der beschriebenen Farbmodellierung. Der Ansatz geht
davon aus, dass die Bekleidung einer Person weitgehend invariant gegenu¨ber unterschied-
lichen Ansichten ist, was in den meisten Fa¨llen auch zutrifft. Sollte das nicht der Fall sein,
so resultiert die Modellerstellung in mehreren, die unterschiedlichen Regionen beschrei-
benden Farbclustern, vorausgesetzt, es sind Ansichten der Person aus verschiedenen
Richtungen wa¨hrend des Trainingsvorgangs verfu¨gbar. Fu¨r die Segmentierung stehen
somit alle in Frage kommenden Farben zur Verfu¨gung, eine korrekte Klassifikation der
Bildpunkte ist daher mo¨glich. Da jedoch nur eine feste Farbverteilung gespeichert ist,
verringert sich bei der Personenidentifikation die Gesamta¨hnlichkeit (vgl. Abschnitt 3.3).
Damit dieser Vorgang jedoch eine Fehlerkennung verursacht, wa¨ren große Differenzen
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Abbildung 3.13: Aufteilung einer Person in Ko¨rperabschnitte, deren Farbregionen separat
modelliert sind.
im Erscheinungsbild einer Person notwendig, was in der Praxis eher selten auftritt. Eine
mo¨gliche Abhilfe wa¨re die Erstellung mehrerer separater Farbmodelle pro Person aus
unterschiedlichen Ansichtswinkeln, die anhand der Bewegungsrichtung gescha¨tzt werden
ko¨nnten. Ein solcher Ansatz wurde jedoch im Rahmen dieser Arbeit nicht implementiert,
da andere die Erkennung beeintra¨chtigende Einflu¨sse (Beleuchtung, Segmentierungsfeh-
ler) weitaus signifikanter sind.
Cluster
yP~
Cluster
yP~
Cluster
yP~
Cluster
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Abbildung 3.14: Beispiele der Farbmodellierung von Personen. Dargestellt sind die Ortshi-
stogramme in der Durchschnittsfarbe des jeweiligen Clusters. Die Histo-
grammbreite ist in jedem Ko¨rperabschnitt proportional der dem Cluster
zugeordneten Pixelzahl.
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3.2.3 Beleuchtungsadaption basierend auf der Topologie der
Farbcluster
In dem in dieser Arbeit verfolgten Ansatz zum Personentracking spielen Farbmodelle
der Personen und des Bildhintergrunds eine Schlu¨sselrolle. Sie bilden die Basis fu¨r die
Bildsegmentierung und die Personenidentifikation, zwei wesentliche Grundpfeiler des
Trackingsystems. Entsprechend wichtig ist es, dass die Modelle jederzeit die im Bild zu
erwartenden Farbwerte mo¨glichst exakt repra¨sentieren. Dazu ist es notwendig, dynami-
sche Einflu¨sse zu beru¨cksichtigen, die die Farbwerte signifikant vera¨ndern, wie z.B. zeitli-
che und ra¨umliche Beleuchtungsvariationen, Schatteneffekte, Faltenwurf der Bekleidung,
sowie Farbunterschiede einer Person im Mehrkamerasystem aufgrund unterschiedlicher
Blickrichtungen und Kamerakalibrierung. Dieser Abschnitt diskutiert zuna¨chst die Farb-
adaption der Personenmodelle, eine Vorstellung des daraus abgeleiteten Konzeptes fu¨r
das Hintergrundmodell folgt in Abschnitt 3.4.
Existierende Trackingverfahren, die auf diese Problematik eingehen, setzen meist auf
eine laufende Modellerneuerung durch die Daten des aktuellen Bildausschnitts der je-
weiligen Person (z.B. [HHD00, MD03, CDDC03]). Fu¨r die hier verwendete Farbmo-
dellierung entspra¨che dies einer fortlaufenden Aktualisierung der Cluster-Histogramme
inklusive der daraus folgenden Anpassung des Cluster-Mittelpunkts und der Skalierung.
Solche adaptiven Modellierungen haben jedoch mehrere Nachteile:
• Eine hohe Gewichtung neuer Farbwerte, also eine hohe Anpassungsrate, kann leicht
zu Instabilita¨t durch Lernen falscher Farben infolge von Segmentierungsfehlern
fu¨hren, die dadurch zunehmend versta¨rkt werden.
• Bei einer niedrigen Aktualisierungsrate kann das Modell nicht ausreichend schnell
auf plo¨tzliche Beleuchtungsa¨nderungen reagieren, z.B. wenn eine Person aus einem
Licht- in einen Schattenbereich tritt.
• Da pro Person kein einheitliches Modell vorhanden ist, ist die Zuordnung der
Personenidentita¨ten im Mehrkamerasystem nur schwer mo¨glich.
• Die Rechenzeit fu¨r eine laufende Aktualisierung der Farbmodelle ist hoch, so dass
insbesondere bei mehreren Personen im Bild die Echtzeitfa¨higkeit des Tracking-
systems beeintra¨chtigt wird.
Aus diesen Gru¨nden verfolgt diese Arbeit einen anderen Ansatz: Es existiert hier wa¨hrend
der gesamten Trackingdauer pro Person nur ein einziges, konstantes Farbmodell, das zu
Beginn, bzw. in einem separaten Trainingsdurchgang, bei beliebiger Beleuchtung erstellt
wird. Dieses Modell kommt sowohl bei der Personenerkennung als auch bei der Segmen-
tierung zum Einsatz. Um eine Berechnung der A¨hnlichkeit mit den durch die genannten
Einflu¨sse modifizierten Farbwerten zu ermo¨glichen, ist eine flexible Transformation des
Modells (oder der gegebenen Bildwerte) im Farbraum erforderlich. Diese kann unmit-
telbar anhand eines einzigen Bildes erfolgen und wird aus Geschwindigkeitsgru¨nden nur
dann durchgefu¨hrt, wenn es aufgrund hoher Farbdifferenzen notwendig erscheint.
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Die Berechnung geeigneter Transformationen, die die Beleuchtungseinflu¨sse eliminieren,
ist das Ziel sogenannter Farbkonstanzalgorithmen. Die wesentlichen bekannten Metho-
den werden im Folgenden kurz vorgestellt und besprochen. Eine Analyse der physi-
kalischen Zusammenha¨nge fu¨hrt dabei zu dem in dieser Arbeit entworfenen Verfahren
zur Farbnormierung. Eine weitere Herleitung und Begru¨ndung des Ansatzes aus einer
anderen Betrachtungsweise beschreibt Abschnitt 3.4: Sie geht erneut vom visuellen Sys-
tem des Menschen aus und betrachtet dessen Fa¨higkeit zum beleuchtungsunabha¨ngigen
Vergleich von Farbverteilungen anhand der Identifizierung von Personen durch ihrer
Bekleidung.
Farbkonstanzalgorithmen und ihre Grenzen
Die Problematik der Farbkonstanz in der Bildverarbeitung bildet einen eigenen umfang-
reichen Forschungsbereich mit zahlreichen Vero¨ffentlichungen. An dieser Stelle kann nur
ein grober U¨berblick gegeben werden, fu¨r weiterfu¨hrende Literatur und Vergleiche der
unterschiedlichen Ansa¨tze sei auf [BCF02, HF04] verwiesen.
Das Ziel von Farbkonstanzalgorithmen ist es, die in dem Kamerabild einer unbekann-
ten Szene vorherrschende Beleuchtung zu bestimmen und die gegebenen Farbwerte auf
eine Referenzbeleuchtung zu normieren. Um die Anzahl der zu bestimmenden Parame-
ter der Transformation gering zu halten, gehen die meisten Verfahren von zahlreichen
Vereinfachungen aus. So wird oft vorausgesetzt, dass eine globale Farbtransformation
na¨herungsweise fu¨r alle Bildpunkte Gu¨ltigkeit hat, die Beleuchtung diffus ist und die
Oberfla¨chen im Bild ideal matt sind. Als Transformationsmodell kommt in vielen Ver-
fahren das sogenannte diagonale Modell zum Einsatz, das den Einfluss der Beleuchtung
durch eine unabha¨ngige Skalierung der drei Farbkana¨le R, G und B mit den sogenannten
Von-Kries-Koeffizienten dR, dG und dB anna¨hert:
 R˜G˜
B˜

 =

 dR 0 00 dG 0
0 0 dB



 RG
B

 (3.17)
Um die fu¨r einen Datensatz optimale Transformation zu bestimmen, wurden zahlrei-
che Verfahren entwickelt. An dieser Stelle sollen nur solche Ansa¨tze betrachtet wer-
den, die ohne Referenzfarbtafeln im Bild auskommen. Eine der am ha¨ufigsten eingeset-
zen Methoden ist das Grey World Verfahren [Buc80]. Es bestimmt die Koeffizienten
der Tranformation als Skalierung der Durchschnittswerte der drei gegebenen Kana¨le
R,G,B zu Mittelgrau (128, 128, 128), bzw. zur Durchschnittsfarbe bei Referenzbeleuch-
tung (Rref , Gref , Bref):
dR =
R
Rref
, dG =
G
Gref
, dB =
B
Bref
(3.18)
Ein weiterer Ansatz ist das von Forsyth entwickelte Gamut Mapping [For90], von dem
mittlerweile zahlreiche Varianten existieren. Hierbei wird zuna¨chst die konvexe Hu¨lle
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(Gamut) aller bei der jeweiligen Beleuchtung auftretenden Farbwerte im dreidimensio-
nalen Farbraum ermittelt und durch geometrische Formen wie z.B. Pyramiden, Polygone
oder Ellipsoide approximiert. Zur Normierung eines unbekannten Bildinhalts muss die
Referenzhu¨lle die Farbwerte aller mo¨glicherweise auftretenden Oberfla¨chen und Objekt-
farben unter der Referenzbeleuchtung umschließen. Die transformierte Farbhu¨lle des
gegebenen Bildes bildet eine Untermenge in diesem Raum, wodurch mehrere mo¨gli-
che Transformationen in Frage kommen. Die verschiedenen Gamut Mapping Verfahren
unterscheiden sich vor allem in der Methode, die optimale Transformation zu wa¨hlen.
Das urspru¨ngliche Verfahren wa¨hlt die Transformation, die das maximale Volumen der
transformierten Hu¨lle im Farbraum ergibt.
Einer der fru¨hesten Algorithmen, der versucht, die menschliche Farbwahrnehmung nach-
zubilden, ist das von Land entworfene Retinex Verfahren [LM71], das ebenfalls zahlreiche
Varianten hervorbrachte. Es beruht auf der aus optischen Ta¨uschungen bekannten Be-
obachtung, dass der Farbeindruck des Menschen stark von den Umgebungsfarben beein-
flusst ist. Der Algorithmus normiert die Farbwerte daher nicht global, sondern berechnet
fu¨r jeden Bildpunkt eine eigene Transformation auf den u¨ber einen zufa¨llig bestimm-
ten, vom Bildpunkt ausgehenden Pfad berechneten Durchschnittswert. Da das Ergebnis
somit stark abha¨ngig von der Farbanordnung und den Absta¨nden im Bild ist, ist die
Anwendung des Verfahrens zur Elimination von Beleuchtungseinflu¨ssen bei beliebigen
Bildern problematisch [BW86].
Des Weiteren existieren zahlreiche Ansa¨tze, um die Beleuchtungsfarbe aus Glanzpunk-
ten im Bild zu bestimmen, da an diesen Stellen die Oberfla¨chenreflektion die Ko¨rper-
reflektion u¨berlagert. Die Problematik besteht hier vor allem darin, solche Bildregionen
zuverla¨ssig zu bestimmen. Zudem mu¨ssen hier zwingend gla¨nzende Materialien vorhan-
den sein, und die Kameraeinstellung muss so gewa¨hlt werden, dass sie an solchen, hellen
Stellen nicht in die Sa¨ttigung geht. In der einfachsten Form verwendet ein solcher Algo-
rithmus die Maximalwerte der Farbkana¨le zur Normierung.
Erwa¨hnenswert ist auch das Color by Correlation Verfahren von Finlayson [FHH01],
das die auftretenden Chormatizita¨tswerte aller im Rahmen der Anwendung mo¨glichen
Beleuchtungen lernt und daraus die Wahrscheinlichkeit fu¨r jede Beleuchtung in einem
unbekannten Bild berechnet. Das Framework des Verfahrens ist so allgemein gehalten,
dass es eine Generalisierung eines Großteils der existierenden Farbkonstanzalgorithmen
darstellt. Noch weiter fu¨hren Verfahren, die versuchen, die physikalischen Gegebenhei-
ten bei der Entstehung der Farbwerte detailliert nachzubilden (z.B. [TCRK01]). Dazu
geho¨ren Raumgeometrie, Sensorrauschen, Materialarten, Oberfla¨chenbeschaffenheit und
Lichtquellen (z.B. Sonne als Punktquelle, Himmel als Fla¨che). In ihrem Extrem ver-
wenden solche Ansa¨tze Raytracing-Methoden und erfordern massives Vorwissen sowie
Rechenzeit.
Vor allem die klassischen Farbkonstanzalgorithmen ohne a priori gelernte Beleuchtungen
oder sonstiges Zusatzwissen wurden in zahlreichen Vero¨ffentlichungen untersucht und
evaluiert [BCF02, HF04, FBM98], in [RMEJ05] auch in Bezug auf Videou¨berwachung.
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Die Ergebnisse unterscheiden sich dabei je nach verwendetem Bildmaterial (synthetisch,
Farbtafeln im Labor oder Realbilder) und Bewertungskriterien. Im Allgemeinen zeigt
sich aber, dass Gamut Mapping basierte Ansa¨tze bessere Ergebnisse erzielen als einfa-
che Grey World Ansa¨tze oder solche basierend auf Glanzpunkten bzw. Maxima/Minima
im Bild. Allerdings zeigt sich auch, dass kein Algorithmus Beleuchtungseinflu¨sse unter
realen Bedingungen vollsta¨ndig zu eliminieren vermag. Funt und Barnard untersuchen
in [FBM98] die Ergebnisse farbbasierter Objekterkennung nach Anwendung von Farb-
konstanzalgorithmen und kommen zu dem Resultat, dass die Beleuchtungsnormierung
zur Berechnung der Farba¨hnlichkeit mit Referenzmodellen nicht ausreicht.
Die Gru¨nde sind neben den zu Beginn genannten Vereinfachungen, die in realen Si-
tuationen nur selten zutreffen, vor allem darin zu sehen, dass der RGB-Farbwert eines
Bildpunkts prinzipiell nicht mehr genug Informationen entha¨lt, um dessen Ko¨rperfar-
be bei einer unbekannten Beleuchtung zu bestimmen. Warum das so ist, verdeutlicht
Abbildung 3.15 in einem idealisierten Beispiel. Es zeigt zwei Farboberfla¨chen mit den
spektralen Remissionsfunktionen S1(λ) und S2(λ), die bei einem Lichtspektrum E1(λ)
identische RGB-Werte zeigen, bei E2(λ) jedoch unterschiedliche (wobei das Licht den
Sensoren beide Male sogar gleich weiß erscheinen wu¨rde). Der Grund liegt darin, dass die
Sensorantwort ρk jedes Sensors k ∈ {R,G,B} mit der spektralen Empfindlichkeitskurve
Rk(λ) ein Integral u¨ber die Wellenla¨nge darstellt:
ρk =
∫
λ
E(λ)S(λ)Rk(λ)dλ (3.19)
Fu¨r jeden RGB-Farbwert existieren somit unendlich viele mo¨gliche spektrale Verteilun-
gen, es sind sogenannte metamere oder bedingt gleiche Farben. Damit existieren auch
unendlich viele Mo¨glichkeiten, wie dieser Farbwert bei gea¨nderter Beleuchtung erscheint.
Eine gemeinsame Transformation fu¨r alle Farbwerte im Bild kann damit nicht gu¨ltig sein.
Dass entsprechende Farbkonstanzalgorithmen trotzdem na¨herungsweise funktionieren,
liegt an der Linearita¨t der spektralen Verteilungen natu¨rlicher Beleuchtungen [JMW64]
und an hinreichend schmalbandigen Sensorfunktionen.
Es existieren jedoch zwei Sonderfa¨lle, in denen das Diagonalmodell zur Beleuchtungs-
adaption vollkommen gu¨ltig ist: Falls die Absoptionsfunktion des Sensors unendlich
schmalbandig ist, also durch die Diracfunktion Rk(λ) = δ(λ − λk) angena¨hert werden
kann, ergibt sich fu¨r die Sensorantwort:
ρk =
∫
λ
E(λ)S(λ)δ(λ− λk)dλ
= E(λk)S(λk)
(3.20)
Damit gilt der konstante Von-Kries-Koeffizient
dk =
ρk,1
ρk,2
=
E1(λk)
E2(λk)
= const. (3.21)
bei einer Beleuchtungsa¨nderung fu¨r alle Bildpunkte. Ein solcher Sensor ist jedoch phy-
sikalisch nicht realisierbar, da die aufgenommene Energiemenge infinitesimal wa¨re.
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Abbildung 3.15: Entstehung der RGB-Farbwerte. Auswirkung einer Beleuchtungsa¨nderung
von E1 nach E2 auf die unter E1 gleich aussehenden Farben S1 und S2.
Der zweite Sonderfall gilt trivialerweise dann, wenn alle transformierten Punkte zum
selben Material geho¨ren, also die gleiche spektrale Remission S(λ) besitzen. Die Punk-
te unterscheiden sich dann lediglich in der relativen Lichtsta¨rke IE , die aufgrund der
dreidimensionalen Ko¨rperform die jeweilige Stelle erreicht. Damit ergibt sich die Senso-
rantwort fu¨r einen Punkt dieses Materials zu
ρk =
∫
λ
IEE(λ)S(λ)Rk(λ)dλ (3.22)
Die Von-Kries-Koeffizienten zur Beleuchtungstransformation der gesamten Farbregion
sind damit auch hier konstant:
dk =
ρk,1
ρk,2
=
∫
E1(λ)S(λ)Rk(λ)dλ∫
E2(λ)S(λ)Rk(λ)dλ
= const. (3.23)
Aus diesen U¨berlegungen folgt der Ansatz, fu¨r den zu transformierenden Bildbereich,
hier also fu¨r das an die vorherrschende Beleuchtung zu adaptierende Farbmodell einer
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Person, keine globale, sondern eine clusterweise lineare Transformation durchzufu¨hren.
Der Ansatz nutzt dabei aus, dass die nach dem beschriebenen Verfahren erstellten Farb-
cluster na¨herungsweise Regionen konstanter Materialeigenschaften umfassen. Dass jeder
Cluster eine eigene Transformation erha¨lt, ermo¨glicht auch eine Anpassung des Perso-
nenmodells an ra¨umlich unterschiedliche Beleuchtungseinflu¨sse, z.B. wenn die Beine der
Person in einen Schatten eintauchen, der Oberko¨rper jedoch weiterhin beleuchtet bleibt.
Das gesamte Modell wird dadurch wesentlich flexibler.
Um nur gu¨ltige Transformationen der gesamten Verteilung zuzulassen und das Verfah-
ren damit gegenu¨ber Segmentierungsfehlern (und bei der Personenidentifikation, s.u.)
zu stabilisieren, wird ausgenutzt, dass die einzelnen Clustertransformationen stark mit-
einander korreliert sind und zwar umso mehr, je ra¨umlich na¨her sich zwei Farbregionen
sind und je a¨hnlicher die Farben zueinander sind. Insgesamt gesehen muss bei einer
gu¨ltigen Transformation die qualitative Topologie der Cluster im Farbraum erhalten
bleiben, d.h. es ist zu verhindern, dass z.B. ein weißes Hemd nach schwarz und gleichzei-
tig die schwarze Hose nach hellgrau transformiert wird. Das zur Beleuchtungsadaption
entworfene Verfahren beschreibt der nachfolgende Abschnitt. Eine weitere Herleitung
und Betrachtungsweise des Ansatzes aus anthropomorpher Sicht ist in Abschnitt 3.4
gegeben.
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Cluster Mittelwert
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Abbildung 3.16: Hierarchische Struktur der Personen-Farbmodelle.
Beleuchtungsadaption durch topologiebasierte Farbtransformation
Die Topologie der Farbcluster wird in einer hierarchischen Struktur nach Abb. 3.16 re-
pra¨sentiert. Die globale Ebene beinhaltet den Mittelwert und die Standardabweichung
der gesamten Farbverteilung des Modells. Die Detailebene entha¨lt die Beschreibung der
Farbverteilung innerhalb eines Clusters, in diesem Fall also die jeweiligen Farb- und
Ortshistogramme. Der Farbmittelwert (R
(c)
m , G
(c)
m , B
(c)
m )1 und die Standardabweichung
(σ
(c)
R , σ
(c)
G , σ
(c)
B ) aller Werte in einem Cluster c sind Teil der Clusterebene, die die ge-
1Der U¨bersichtlichkeit halber werden die RGB-Farbkana¨le in den Gleichungen verwendet, obwohl
das Verfahren auch fu¨r andere Farbra¨ume geeignet ist. Die Adaption der Personenmodelle erfolgt in
dem bereits beschriebenen Iu˜v˜-Farbraum, die des Hintergrundmodells (s.u.) im RGB-Raum.
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nerellen Clusterparameter darstellt. Des Weiteren ist fu¨r jeden Cluster ein lokaler Be-
zugspunkt (R
(c)
r , G
(c)
r , B
(c)
r ) und eine lokale Standardabweichung (σ
(c)
rR , σ
(c)
rG , σ
(c)
rB ) wie folgt
definiert:
Eine Gewichtungsmatrix W (ci, cj) legt zuna¨chst fest, wie eng die Transformation eines
Clusters ci mit der eines anderen Clusters cj korreliert ist:
W (ci, cj) =
1
1 + fcol∆col(ci, cj) + fsh∆sh(ci, cj)
(3.24)
Hierbei ist ∆col(ci, cj) der Abstand der Clustermitten im Farbraum und ∆sh(ci, cj) der
ra¨umliche Abstand in y-Richtung:
∆col(ci, cj) =
∥∥∥∥∥∥∥

 R
(ci)
m
G
(ci)
m
B
(ci)
m

−

 R
(cj)
m
G
(cj)
m
B
(cj)
m


∥∥∥∥∥∥∥ , (3.25)
∆sh(ci, cj) = ‖y(ci)m − y(cj)m ‖ (3.26)
Die benutzerdefinierten Parameter fcol ∈ [0, 1] und fsh ∈ [0, 1] bestimmen die Flexibilita¨t
der topologische Struktur, indem sie die Gewichtung benachbarter Cluster aufgrund des
Farb- bzw. Ortsabstandes festlegen. Der Bezugspunkt eines Clusters sei damit wie folgt
definiert (Gru¨n- und Blaukanal analog):
R(ci)r =
∑N
c=1 n
(c)W (ci, c)R
(c)
m∑N
c=1 n
(c)W (ci, c)
(3.27)
Er entspricht also dem mit W (ci, cj) sowie der Clustergro¨ße (Pixelanzahl n
(c)) gewich-
teten Mittelwert aller N Cluster. Abb. 3.17 veranschaulicht die Lage der Bezugspunkte
bei starker (fcol, fsh klein) und schwacher Bindung (fcol, fsh groß). Ist fcol = fsh = 0,
so ist der Bezugspunkt fu¨r alle Cluster identisch und entspricht dem globalen Mittel-
wert der Farbverteilung. In dem Fall wa¨re die Modellstruktur starr, nur eine globale
Verschiebung und Skalierung im Farbraum wa¨re mo¨glich. Wa¨ren umgekehrt beide Pa-
rameter sehr groß, entspra¨che der Bezugspunkt jedes Clusters seinem Mittelwert und
die einzelnen Clustertransformationen wa¨ren vollkommen unabha¨ngig voneinander.
Der zweite clusterspezifische Bezugswert, die lokale Standardabweichung (σ
(c)
rR , σ
(c)
rG , σ
(c)
rB ),
beschreibt die lokale Clusterdichte in der Umgebung des jeweilige Clusters:
σ(ci)rR =
√√√√∑Nc=1 n(c)W (ci, c)R(c)2m∑N
c=1 n
(c)W (ci, c)
− R(ci)2r (3.28)
Wa¨hrend des im Folgenden beschriebenen Adaptionsvorgangs bleibt die relative Position
eines Clusters zu seinem (verschobenen) Bezugspunkt bestehen, der Abstand wird ledig-
lich proportional zur A¨nderung der lokalen Dichte skaliert. Dadurch bleibt die generelle
Topologie der Farbverteilung erhalten.
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k1
k2
k1
k2
Bezugspunkte
(a) (b)
Abbildung 3.17: Lage der Cluster-Bezugspunkte bei starker (a) und schwacher (b) Bindung.
Ziel der Beleuchtungsadaption ist es, fu¨r jeden Cluster eine eigene Transformation zu
bestimmen. Anstelle des u¨blichen Diagonalmodells (Gl. 3.17) wird hier kanalweise Trans-
lation (t
(c)
R , t
(c)
G , t
(c)
B ) und Skalierung (s
(c)
R , s
(c)
G , s
(c)
B ) verwendet:

 R˜G˜
B˜

 =

 R
(c)
m
G
(c)
m
B
(c)
m

 +

 t
(c)
R
t
(c)
G
t
(c)
B

+

 s
(c)
R 0 0
0 s
(c)
G 0
0 0 s
(c)
B



 R −R
(c)
m
G−G(c)m
B −B(c)m

 (3.29)
Die hierdurch erho¨hte Flexibilita¨t der Adaption ist bei realem Bildmaterial, auf das
die genannten Vereinfachungen nicht zutreffen, von großem Vorteil: So wird eine besse-
re Adaption bei komplexem Reflexionsverhalten des Materials, unterschiedlichem Kon-
trast und abweichender Farbsa¨ttigung bei mehreren Kameras, sowie bei nicht-diffuser
Beleuchtung ermo¨glicht.
k1
k2
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Abbildung 3.18: Anpassung des Farbmodells aus Abb. 3.17 an eine gegebene Vertei-
lung. (a) Initialisierung, (b) globale Translation und Skalierung, (c)
clusterweise Anpassung.
Die Anpassung des Farbmodells an einen gegebenen Bildausschnitt verla¨uft in den fol-
genden Schritten (Abb. 3.18 und 3.19):
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Initialisierungsschritt: Berechnung des globalen Mittelwertes und der Standardabwei-
chung aller gegebenen Bildpunkte. Daraus und mit den entsprechenden Werten des
Originalmodells Bestimmung einer initialen Verschiebung und Skalierung der gesamten
Modellierung im Farbraum (Abb. 3.18b). Dieser Schritt dient einer groben Initialisierung
fu¨r die nachfolgende individuelle Anpassung jedes Clusters in mehreren Iterationen:
1. Iterationsschritt: Zuordnung jedes Bildpunkts zu dem ihm farblich und ra¨umlich a¨hn-
lichsten Cluster durch Berechnung des A¨hnlichkeitsmaßes nach Gl. 3.11. Zur Verringe-
rung der Rechenzeit werden dabei nur Cluster in dem entsprechenden Personenabschnitt
beru¨cksichtigt (siehe Abb. 3.13).
2. Iterationsschritt: Berechnung des neuen Bezugspunkts (R˜
(c)
r , G˜
(c)
r , B˜
(c)
r ) und der neu-
en lokalen Standardabweichung (σ˜
(c)
rR , σ˜
(c)
rG , σ˜
(c)
rB ) eines Clusters aus den ihm zugeordne-
ten Farbwerten nach den Gleichungen 3.27 und 3.28. Bis auf die Gewichtungsmatrix
W (ci, cj) werden in den Gleichungen die aus den aktuell zugeordneten Farbwerten ermit-
telten Gro¨ßen eingesetzt. Das bedeutet, dass sich bei entsprechend gea¨nderter Pixelzu-
teilung n˜(c) der Bezugspunkt an anderer relativer Position innerhalb der Clusterstruktur
befinden kann (Abb. 3.19b). Die Differenz wird im na¨chsten Schritt korrigiert:
3. Iterationsschritt: Die Berechnung der Translation t
(c)
k erfolgt so, dass der Cluster
wieder relativ zum verschobenen Bezugspunkt unter Beru¨cksichtigung der gea¨nderten
lokalen Clusterdichte positioniert wird (Abb. 3.19c):
t
(ci)
R = R˜
(ci)
r − R(ci)r + (
σ˜
(ci)
rR
σ
(ci)
rR
− 1)(R(ci)m − R(ci)r ) (3.30)
Die Skalierung jedes Clusters s
(c)
k ergibt sich aus dem Verha¨ltnis der lokalen Datendich-
ten, berechnet als Standardabweichungen der einem Cluster zugeordneten Farbwerte bei
Originalbeleuchtung (σ
(c)
rR , σ
(c)
rG , σ
(c)
rB ) und aktueller Beleuchtung (σ˜
(c)
rR , σ˜
(c)
rG , σ˜
(c)
rB ):
s
(ci)
R =
∑N
c=1 n˜
(c)W (ci, c)
σ˜
(c)
R
σ
(c)
R∑N
c=1 n˜
(c)W (ci, c)
(3.31)
Die drei Iterationsschritte - Pixelklassifikation, Bestimmung der Bezugspunkte und An-
passung von Clustertranslation und -skalierung - werden mehrmals wiederholt. Versuche
k1
k2
Clustermitte
Bezugspunkt
k1
k2
k1
k2
(a) (b) (c)
Abbildung 3.19: Bezugspunkte und Clusterverschiebung bei neuer Farbverteilung. (a) Ori-
ginalmodell, (b) Pixelzuordnung und Bezugspunkte bei neuer Verteilung,
(c) Clusterverschiebung relativ zur Bezugspunktverschiebung.
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haben ergeben, dass das Verfahren nach drei bis fu¨nf Durchla¨ufen konvergiert. Das Kon-
zept der Bezugspunkte zielt darauf ab, dass sich jeder Cluster unter Beibehaltung der
Topologie so positioniert, dass er den gleichen Anteil Bildpunkte wie zuvor umfasst.
Dies ließe sich durch eine einfache gegenseitig gewichtete Verschiebung der Clustermit-
ten oder durch den bekannten Expectation Maximization Algorithmus nicht erreichen
(siehe Abb. 3.19).
Wa¨hrend des Trackings kann es durchaus vorkommen, dass sich die Beleuchtung a¨ndert
wa¨hrend eine Person gerade teilweise durch Objekte oder den Bildrand verdeckt ist, bzw.
dass eine unbekannte Person bei unbekannter Beleuchtung unter teilweiser Verdeckung
identifiziert werden muss. Eine Beleuchtungsadaption muss also auch dann mo¨glich sein,
wenn nur Teildaten vorliegen. Diese Anforderung wurde folgendermaßen gelo¨st:
Wie in Kapitel 4 noch erla¨utert wird, existiert fu¨r jede Person eine Verdeckungsmaske,
die angibt, welche Bildteile ra¨umlich vor der Person liegen und damit ungu¨ltig sind. Mit
dieser Information und den Ortshistogrammen H
(c)
sh der Cluster la¨sst sich die relative
Sichtbarkeit (visibility) v(c) ∈ [0, 1] jedes Clusters angeben. Die Berechnung der Bezugs-
punkte sowohl bei gegebener als auch bei Originalbeleuchtung gewichtet die Cluster
entsprechend ihrer Sichtbarkeit:
R(ci)r =
∑N
c=1 n
(c)v(c)W (ci, c)R
(c)
m∑N
c=1 n
(c)v(c)W (ci, c)
(3.32)
Die Modifikation der Gleichungen 3.28 und 3.31 erfolgt analog. Die Bezugspunkte liegen
somit nahe den sichtbaren Clustern, deren Translation und Skalierung bestimmt die
Transformation der nicht sichtbaren Farbcluster.
Mit den Inversen der gefundenen Transformationsgleichungen, la¨sst sich ein gegebenes
Personenbild in die Originalbeleuchtung transformieren. Da es auch zahlreiche Bildpunk-
te gibt, die zwischen den Clustern liegen, kann das Ergebnis verbessert werden, wenn
auf jeden Bildpunkt eine interpolierte Transformation angewandt wird, bei der die ein-
zelnen Clustertransformationen mit der jeweiligen A¨hnlichkeit des Bildpunkts zu dem
Cluster gewichtet sind. Eine solche Bildnormierung kommt zwar wa¨hrend des Trackings
nicht zur Anwendung, da dort direkt mit den transformierten Farbmodellen verglichen
wird, es la¨sst damit aber gut veranschaulichen, wie gut das Verfahren die Farbwerte der
Originalbeleuchtung anpasst. Abb. 3.20 zeigt hierzu einige Beispiele2. Durch die iterati-
ve, clusterweise Anpassung und die verallgemeinerte Transformationsgleichung ist eine
Adaption auch an extreme und o¨rtlich variierende Beleuchtungsa¨nderungen mo¨glich. So
ist das Verfahren sogar in der Lage, die urspru¨ngliche Farbgebung in ein Grauwertbild
zuru¨ck zu projizieren, indem sich jeder originale Farbcluster an einen Grauwertcluster
entsprechender Lage und Pixelanzahl anpasst (Adaption 4). Ein solches Ergebnis la¨sst
sich offensichtlich mit einer globalen Bildtransformation und herko¨mmlichen Farbnor-
mierungsverfahren nicht erreichen.
2Fu¨r Farbbilder siehe die elektronische Version dieser Arbeit.
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Adaption3Original 3 Adaption 4
Original 1 Original 2Adaption 1 Adaption 2
Original 4
Abbildung 3.20: Beispiele zur Farbnormierung von Personen. Sie zeigen, wie gut das gegebe-
ne Bild einer Person (Mitte) mittels der beschriebenen topologiebasierten
Farbtransformation an die Farbverteilung unter einer Originalbeleuchtung
(links) angeglichen werden kann.
3.3 Beleuchtungsrobuste Personenidentifikation
Der klassische Weg zur beleuchtungsrobusten farbbasierten Objekterkennung unter Ver-
wendung von Farbkonstanzalgorithmen ist eine Bottom-up-Strategie (Abb. 3.21a): Das
gegebene Kamerabild wird einer globalen Farbtransformation zur Normierung auf eine
Referenzbeleuchtung unterzogen, um anschließend das Objekt anhand der normierten
Farben zu klassifizieren. Wie im vorigen Abschnitt bereits erwa¨hnt, zeigen jedoch Expe-
rimente unter realen Bedingungen wiederholt, dass sich mit Farbkonstanzalgorithmen
die Beleuchtungseinflu¨sse fu¨r eine robuste Objekterkennung nicht ausreichend reduzie-
ren lassen, da diese Einflu¨sse zum einen zu komplex fu¨r die getroffenen vereinfachenden
Annahmen sind und zum anderen der RGB-Farbwert nicht mehr genug Information fu¨r
eine korrekte Normierung entha¨lt.
Ziel von Farbkonstanzalgorithmen ist es, die Adaptionsfa¨higkeit des menschlichen Au-
ges nachzubilden. Tatsache ist jedoch, dass diese ebenfalls eingeschra¨nkt ist, und der
Mensch bei verschiedenen Beleuchtungen auch unterschiedliche absolute Farben wahr-
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Abbildung 3.21: (a) Bottom-up und (b) top-down Verfahren zur beleuchtungsrobusten Ob-
jekterkennung.
nimmt. Laut [Wan95] gleicht das menschliche Auge nur etwa die Ha¨lfte der tatsa¨chlichen
Farba¨nderung aus. Auch physikalisch gesehen ist eine vollkommene Farbnormierung
nicht mo¨glich, da die u¨ber drei verschiedene Zapfenarten im Auge wahrgenommenen
PDT-Farbwerte genauso durch Integration u¨ber die Wellenla¨nge entstehen wie die RGB-
Farbwerte einer Kamera und damit die im vorigen Abschnitt erla¨uterten Probleme der
unbekannten Spektralverteilungen auch hier zutreffen.
Was die menschliche Wahrnehmung so ungeheuer robust gegenu¨ber Beleuchtungsein-
flu¨sse macht ist daher nicht die Adaption des menschlichen Auges, sondern vielmehr
die Fa¨higkeit des menschlichen Gehirns, Farbverteilungen wa¨hrend des Erkennungsvor-
gangs miteinander in Beziehung zu setzen. Bei diesem Top-Down-Verfahren spielt keine
Rolle, was der exakte Farbwert einer Region ist, ob sie Glanzpunkte, Schattierungen
oder Einflu¨sse mehrerer Lichtquellen entha¨lt, es geht vielmehr um die qualitative Be-
ziehung der verschiedenen Farbregionen untereinander: Die Topologie der Farbregionen
bleibt auch bei extremen Lichta¨nderungen erhalten, d.h. dass beispielsweise die Hose
einer bestimmten Person stets
”
dunkler und blauer“ als das Hemd ist.
Dieser Top-Down-Ansatz wurde in dieser Arbeit zur beleuchtungsrobusten Identifikati-
on der getrackten Personen anhand ihrere Bekleidung nachgebildet. Statt
”
Wie a¨hnlich
sind diese allgemeinen, nach einer festen Regel normierten Farbmerkmale zu allen Per-
sonen“ geht dieser Ansatz der Fragestellung nach
”
Wie gut la¨sst sich dieses Aussehen
mit jeder der bekannten Personen assoziieren“. Dazu wird das Farbmodell jeder in Frage
kommenden Person zuna¨chst so gut wie mo¨glich an das gegebene Bild adaptiert und
anschließend ein A¨hnlichkeitsmaß berechnet (Abb. 3.21b). Zur Adaption kommt dabei
der im vorigen Abschnitt vorgestellte Algorithmus zum Einsatz, der ja die erforderliche,
flexible Transformation der einzelnen Farbregionen unter Beibehaltung der Clustertopo-
logie realisiert. Damit wa¨re dieses Verfahren auch aus anthropomorpher Sicht begru¨ndet.
An diesem Punkt stellt sich die Frage, ob eine farbbasierte Objekterkennung auf diese
Weise u¨berhaupt funktionieren kann, schließlich werden die Farben ja jeweils an das
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erst zu erkennende Objekt angeglichen, womit unter Umsta¨nden eine Farba¨hnlichkeit
erzeugt wu¨rde, die gar nicht besteht. Die Antwort liegt im geforderten Topologieerhalt:
der Adaptionsalgorithmus kann das Modell an eine fremde Farbverteilung nicht korrekt
angleichen, was in falschen Farbtransformationen resultiert (siehe Abb. 3.22); bei geeig-
neter Wahl der Flexibilita¨tsparameter fcol und fsh ”
passt“ das Modell nur auf gleiche,
durch die Beleuchtung modifizierte Verteilungen.
Original1 Original 2Adaption 1 Adaption 2
Abbildung 3.22: Beispiele zur Farbadaption von Personen an ein Referenzbild mit unter-
schiedlicher Farbtopologie, die eine vollsta¨ndige Anpassung des Modells
und damit Angleichung der Farben in der Transformation verhindert. Trotz
Farbadaption vor jedem Vergleich bei der Personenidentifikation bleibt hier
daher, wie gewu¨nscht, ein hoher Farbunterschied zwischen Original und ad-
aptiertem Bild vorhanden.
Einen ebenso großen Einfluss auf die Robustheit der Erkennung auch bei konstanter
Beleuchtung hat das gewa¨hlte A¨hnlichkeitsmaß. In Abschnitt 3.2 wurde bereits ein Maß
fu¨r die A¨hnlichkeit S(c)(p) eines Bildpunkts p = (k1, k2, k3, y˜P ) zu einem Farbcluster c
definiert (Gl. 3.11). Eine Gesamta¨hnlichkeit ließe sich hiermit festlegen als die durch-
schnittliche A¨hnlichkeit aller Bildpunkte zum jeweils besten Cluster:
Sges =
1
Nges
Nges∑
i=1
Maxc∈[1,Nc]{S(c)(pi)} (3.33)
Zur Beschleunigung der Rechenzeit und Ausschluss von nicht in Frage kommenden Clus-
tern wu¨rde auch hier wieder nur mit den Clustern des jeweiligen Ko¨rperabschnitts ver-
glichen (vgl. Abb. 3.13).
Um eine robuste Personenerkennung sicherzustellen ist die durchschnittliche Farba¨hn-
lichkeit allein jedoch nicht ausreichend: Ein blauer Pullover verglichen mit dem Farbmo-
dell eines blau-gelb karierten Hemdes ga¨be eine hohe Farba¨hnlichkeit, da alle Bildpunkte
dem blauen Farbcluster mit einem hohen A¨hnlichkeitswert zugeordnet wu¨rden. Ebenso
wichtig ist daher auch der Vergleich des relativen Farbanteils am Gesamtbild, dargestellt
durch ein eindimensionales Histogramm H˜(c), das die relative Anzahl der einem Cluster
c zugeordneten Bildpunkte entha¨lt. Das entsprechende Histogramm H(c) der Original-
verteilung wird zusammen mit dem Farbmodell aus den Trainingsbildern erstellt.
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Abbildung 3.23: Beispiel zweier Histogrammpaare, die nach herko¨mmlichen Berechnungs-
methoden eine identische Differenz aufweisen.
Es stellt sich die Frage, welches Differenzmaß hier zum Histogrammvergleich geeignet ist
und wie es sich mit der durchschnittlichen Farba¨hnlichkeit zu einem fu¨r die Personener-
kennung geeigneten A¨hnlichkeitsmaß verrechnen la¨sst. U¨bliche Histogrammdifferenzen
sind z.B. die u¨ber alle Felder gemittelte Durchschnittsdifferenz oder die sog.
”
histogram
intersection“ nach Swain und Ballard [SB91]. Der Nachteil solcher Verfahren ist, dass
sie nur die Differenzen der einzelnen Histogrammfelder betrachten, aber nicht den Ab-
stand der Daten im Wertebereich des Histogrammindex (hier also die Farbdifferenz):
So wu¨rde z.B. ein Histogrammvergleich nach Abb. 3.23a eine identische Differenz er-
geben wie zwischen den Histogrammen nach Abb.3.23b, obwohl der Datenunterschied
ersterer offenbar geringer ist. Im Hinblick auf Beleuchtungsrobustheit und ein stabiles
Abstandsmaß wa¨re es wu¨nschenswert, dass ein U¨bergang von Pixeln in einen benachbar-
ten, farba¨hnlichen Cluster eine geringere Differenz ergibt als der U¨bergang der gleichen
Pixelmenge in einen farblich vo¨llig unterschiedlichen Cluster. So kann es aufgrund der
automatischen Erstellung des Farbmodells vorkommen, dass z.B. eine eigentlich einfarbi-
ge Hose aufgrund der Schattierungen durch mehrere Cluster dargestellt wird. In anderen
Aufnahmen dieser Person ko¨nnen die Anteile der Cluster stark schwanken, was im Ge-
gensatz zu z.B. der A¨nderung von einem blau-weiß karierten in ein rein weißes Hemd zu
keinem großen Unterschied fu¨hren sollte. Zu diesem Zweck wurde ein Differenzmaß zum
Histogrammvergleich entworfen, das die Abweichung bezu¨glich des Wertebereiches des
Histogrammindex angibt. Das Verfahren soll zuna¨chst verallgemeinert fu¨r beliebige, auf∑
xH(x) = 1 normierte Histogramme H(x) vorgestellt werden. Das zugrundeliegende
Prinzip ist in Abb. 3.24 illustriert.
Die Menge aller Histogrammfelder x werde aufgeteilt in die Menge D derjenigen Felder
des gegebenen Histogramms H˜(x), die einen geringeren Datenanteil als im Referenzhi-
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Abbildung 3.24: Berechnung der Differenz zweier Histogramme als durchschnittliche Distanz
der Datenverschiebung.
stogramm H(x) enthalten (
”
Donatoren“) und die Menge A der Felder, die mehr Daten
enthalten (
”
Akzeptoren“):
D = {xD|H˜(xD) > H(xD)}
A = {xA|H˜(xA) < H(xA)} (3.34)
Felder mit identischem Inhalt werden nicht weiter beachtet. Unter Annahme einer fu¨r
alle Clusterpaare gleichen a-priori Wahrscheinlichkeit des Datenu¨bergangs la¨sst sich die
Datenmenge, die von einem Donator- zu einem Akzeptor-Feld verschoben ist, aus dem
relativen Anteil an den insgesamt verschobenen Daten berechnen:
δ(xD,xA) = (H˜(xD)−H(xD)) H(xA)− H˜(xA)∑
xˆA∈A
H(xˆA)− H˜(xˆA)
(3.35)
Die Distanz zweier Histogrammfelder xi und xj sei gegeben durch eine FunktionDiff (xi,xj)
in Abha¨ngigkeit der durch das Histogramm repra¨sentierten Gro¨ßen, beispielsweise kann
es sich dabei um den euklidischen Abstand der Feldmitten im Orts- oder Farbraum
handeln. Mit diesen Gro¨ßen la¨sst sich dann die indexbezogene Histogrammdifferenz wie
folgt berechnen:
∆(H˜,H) =
∑
xˆA∈A
∑
xˆD∈D
δ(xD,xA)Diff (xD,xA) (3.36)
Dieses Verfahren wird hier zur Personenidentifikation etwas modifiziert eingesetzt, um
die durchschnittliche Farba¨hnlichkeit der Bildpunkte zum Farbmodell (Gl. 3.33) mit der
u¨ber das Histogramm H(c) ermittelten Abweichung der Farbverteilung zu verrechnen.
Die Histogrammindizes c entsprechen hier der Nummer des jeweiligen Farbclusters, an-
stelle des Maßes Diff (ci, cj) wird hier das nach Gl. 3.11 berechnete A¨hnlichkeitsmaß
S(ci, cj) des Farbclusters ci zum Farb- und Ortsmittelpunkt des Clusters cj verwendet.
Sei desweiteren Sc(c) definiert als die durchschnittliche A¨hnlichkeit aller n˜(c) dem Clus-
ter c zugeordneten Bildpunkte, so la¨sst sich die kombinierte Gesamta¨hnlichkeit wie folgt
formulieren:
Sges =
1
Nges
∑
cD∈D
n˜(cD)Sc(cD) +
1
Nges
∑
cA∈A
n˜(cA) ∗ [H(cA)Sc(cA) +
∑
cD∈D
δcD, cAS(cD, cA)]
(3.37)
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Die durchschnittliche Farba¨hnlichkeit aller einem Cluster zugeordneten Bildpunkte wird
in dem Anteil beru¨cksichtigt, wie die relative Datenmenge im Cluster der Originalvertei-
lung entspricht; alle verschobenen Datenanteile fließen mit der jeweiligen Farba¨hnlichkeit
zwischen Donator- und Akzeptorcluster in die Gleichung mit ein.
Die Berechnung der Farba¨hnlichkeit nach Gleichung 3.37 wird abschnittsweise fu¨r jedes
Ko¨rpersegment nach Abb. 3.13 durchgefu¨hrt. Fu¨r jedes Segment existiert somit ein
eigenes Histogramm H(c). Die Gesamta¨hnlichkeit ist die mit der Pixelanzahl in jedem
Segment gewichtete Summe der Segmenta¨hnlichkeiten. Damit ist auch eine (vorla¨ufige)
Identifizierung von nur teilweise sichtbaren Personen mo¨glich, indem nur die vollsta¨ndig
sichtbaren Segmente beru¨cksichtigt werden. Die vorhergehende Beleuchtungsadaption
der Farbmodelle unter teilweiser Verdeckung ist ebenfalls mo¨glich und wurde bereits im
vorigen Abschnitt erla¨utert.
Zur Untersuchung der Personenidentifikation mit dem hier vorgestellten Verfahren in
Verbindung mit der topologschen Beleuchtungsadaption wurden Bilder von 46 unter-
schiedlich gekleideten Personen bei zwei verschiedenen Beleuchtungen aufgenommen:
bla¨uliches Licht von an der Raumdecke befestigten Leuchtstoffro¨hren sowie gelbliches
Licht von zwei links und rechts vor der Person platzierten Scheinwerfern. Abb. 3.25
zeigt einige Beispielbilder der Testmenge, die sowohl deutlich unterschiedlich als auch
sehr a¨hnlich gekleidete Personen entha¨lt. Wie zu erkennen ist, sorgt nicht nur der Farb-
ton der Beleuchtung, sondern auch die unterschiedliche, Schlagschatten verursachende
Beleuchtungsrichtung fu¨r eine deutlich abweichende Erscheinung.
Es wurden jeweils von den manuell maskierten Bildausschnitten der Personen bei einer
Beleuchtung Modelle erstellt, an alle Bildausschnitte der zweiten Beleuchtung adaptiert
Abbildung 3.25: Einige der Testbilder zur Personenidentifikation. Oben: Beleuchtung mit
Leuchtstoffro¨hren, unten: Beleuchtung mit Scheinwerfern.
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und das A¨hnlichkeitsmaß berechnet. Identifikationsergebnis war die Person mit maxi-
maler A¨hnlichkeit. Zur Beurteilung der Auswirkung der Beleuchtungsnormierung wurde
daru¨ber hinaus die Identifikation ohne vorherige Adaption sowie mit Farbnormierung
durch den Gray World Algorithmus durchgefu¨hrt. Tabelle 3.1 zeigt die Ergebnsse.
Tabelle 3.1: Farbbasierte Identifikation von 46 Personen unter gea¨nderter Beleuchtung
mit keiner, Gray World, oder topologischer Beleuchtungsanpassung.
a) Training: Leuchtstoffro¨hren, Erkennung: Scheinwerfer
ohne Adaption Gray World topol. Adaption
Erkennungsrate 34.76% 69.56% 86.96%
Anteil Pixel in Cluster 37.08% 43.49% 65.44%
b) Training: Scheinwerfer, Erkennung: Leuchtstoffro¨hren
Erkennungsrate 41.30% 60.87% 86.96%
Anteil Pixel in Cluster 53.02% 62.00% 69.11%
”
Anteil Pixel in Cluster“ bezeichnet den relativen Anteil der Bildpunkte, die innerhalb
von Cluster-Farbhistogrammen liegen. Dieser Wert gibt an, wie gut das Modell den
gegebenen Daten angeglichen werden konnte. Dabei ist zu beachten, dass auch im Ori-
ginalmodell durchschnittlich nur ca. 70% der Daten innerhalb der Histogramme liegen.
Es zeigt sich, dass die flexible, clusterweise Beleuchtungsadaption in Verbindung mit
dem top-down Verfahren der Adaption jedes Vergleichsmodells eine deutliche Verbes-
serung der Erkennungsraten einer farbbasierten Personenerkennung bei Beleuchtungs-
schwankungen bewirkt. Die fehlklassifizierten Personen sind untereinander sehr a¨hnlich
gekleidet, zudem wurde ihre Farbtopologie mit der Beleuchtung wesentlich vera¨ndert,
so dass aus den Farben alleine praktisch keine korrekte Erkennung mehr mo¨glich ist. Im
Rahmen des Trackingsystems ist die Stabilita¨t der Personenzuordnung durch Erstellen
einer Matrix aller Zuordnungswahrscheinlichkeiten und Berechnen der wahrscheinlichs-
ten Kombination gegenu¨ber einer Einzelklassifikation noch einmal deutlich verbessert
(siehe Kapitel 4 und 5).
Da zuna¨chst prinzipiell eine Anpassung des Farbmodells an beliebig extreme Farbunter-
schiede mo¨glich ist, kann es durchaus vorkommen, dass ein Modell so auf das Bild einer
anderen Person mit einer a¨hnlichen Farbtopologie aber eigentlich ganz unterschiedlichen
Farben adaptiert wird, dass eine hohe Farba¨hnlichkeit und daraus unter Umsta¨nden ei-
ne Fehlklassifikation entsteht (Beispiel Abb. 3.26). Um dieses zu verhindern wurde ein
zusa¨tzlicher Faktor der A¨hnlichkeitsberechnung hinzugefu¨gt, der bei großen Verschie-
bungen im Farbraum die Gesamta¨hnlichkeit mindert.
Ein weiteres Problem ist die geeignete Wahl der Flexibilita¨tsparameter fu¨r die Cluster-
topologie. Eine hohe Flexibilita¨t begu¨nstigt zwar die Anpassung auch an starke Abwei-
chungen der Personenfarben durch verschiedene Einflu¨sse, erlaubt aber auch andererseits
eine bessere Anpassung an a¨hnlich gekleidete Personen, was zu fa¨lschlicherweise hohen
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Original Adaption
Abbildung 3.26: Beispiel einer unerwu¨nschten Farbanpassung an eine Person mit a¨hnlicher
Topologie.
A¨hnlichkeiten fu¨hren kann. In solchen Fa¨llen la¨sst sich die Stabilita¨t der Erkennung
dadurch erho¨hen, dass der Grad der Topologiea¨nderung gegenu¨ber dem global verscho-
benen und skalierten Farbmodell in die Gesamta¨hnlichkeit mit einberechnet wird.
3.4 Beleuchtungsadaptive Hintergrundsubtraktion
Neben den Farbmodellen der Personen ist bei einer Beleuchtungsa¨nderung ebenfalls eine
Adaption des Modells des Bildhintergrunds notwendig. Hier ist eine exakte Repra¨senta-
tion der Farbwerte unter der neuen Beleuchtung fu¨r die Funktionalita¨t des Trackingsys-
tems sogar noch kritischer, da andernfalls fehlerhafte Vordergrundregionen detektiert
wu¨rden, die bei entsprechender Gro¨ße und Form fu¨r Personen gehalten werden ko¨nnten.
Das hier entwickelte Konzept basiert auf den fu¨r die Adaption der Personenmodelle
getroffenen physikalischen und anthropomorphen U¨berlegungen und dem dort entwor-
fenen Verfahren zur clusterweisen, die Topologie bewahrenden Farbtransformation. Es
existieren jedoch einige signifikante Unterschiede:
• Bei den Personenmodellen ko¨nnen alle Pixel des segmentierten Bildausschnitts di-
rekt zur Berechnung der Farbtransformation verwendet werden. Dagegen ist hier
bei einem gegebenen Kamerabild zuna¨chst unbekannt, welche Bildpunkte dem
Szenenhintergrund und welche einer sich bewegenden Person zuzuordnen sind.
Bei einer schlagartigen Beleuchtungsa¨nderung, A¨nderung der Kameraparameter
oder beim Einschalten des Systems bei unbekannter Beleuchtung und unbekannter
Personenzahl weisen zuna¨chst alle Bildpunkte eine hohe Abweichung zum Origi-
nalmodell auf. Der Algorithmus muss dann herausfinden, ob der jeweilige Farbun-
terschied auf die gea¨nderte Beleuchtung oder auf das Vorhandensein eines Vorder-
grundobjektes an dieser Position zuru¨ckzufu¨hren ist. Nur die gu¨ltigen Bildpunkte
sollten dann zur Ermittlung der Farbtransformationen zum Einsatz kommen, die
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Farbwerte verdeckter Pixel und Cluster bei der neuen Beleuchtung mu¨ssten aus
den sichtbaren Bildteilen gescha¨tzt werden.
• Im Gegensatz zu den verformbaren, skalierbaren und um ihre Hochachse rotie-
renden Erscheinungsformen der Personen ist das Hintergrundbild starr, d.h. je-
der Bildpunkt beha¨lt seine (x, y)-Position. Anstelle der verallgemeinernden histo-
grammbasierten Beschreibung ist hier daher eine direkte, bildbasierte Darstellung
des Hintergrundmodells mo¨glich, zudem ist eine Klassifikation der gegebenen Bild-
daten nicht notwendig, da jeder Pixel nur fu¨r einen bestimmten Cluster in Frage
kommt.
• Geht man von einer la¨ngeren Laufzeit des Trackingsystems aus, so ist zu beru¨ck-
sichtigen, dass neben wechselnder Beleuchtung auch Vera¨nderungen in der Szene
auftreten ko¨nnen wie z.B. abgelegte, verschobene oder entfernte Objekte. Daher
ist zusa¨tzlich eine laufende Aktualisierung des Hintergrundmodells notwendig.
...
GlobalerMittelwert
Globale Standardabw.
Cluster-Mittelwert
Cluster-Standardabw.
lokaler Bezugspunkt
lokale Standardabw.
Farbrauschen
Differenzbild
zum Cluster-Mittelwert
...
...
...
globale
Ebene
Cluster-
ebene
Detail-
ebene
Abbildung 3.27: Hierarchische Struktur des Hintergrundmodells.
Die genannten Punkte werden bei dem im Folgenden beschriebenen Verfahren beru¨ck-
sichtigt. Der Aufbau des Hintergrundmodells ist in Abb. 3.27 wiedergegeben, er basiert
auf dem der Personenmodelle (Abb. 3.16). Auch hier wird das gegebene Trainingsbild
der leeren Szene in einzelne Farbregionen (Cluster) zerlegt, die na¨herungsweise die ver-
schiedenen Oberfla¨chen und Materialien im Bild repra¨sentieren. Der hierzu eingesetzte
Algorithmus entspricht dem in Abschnitt 3.2.2 vorgestellten Clusteringverfahren, wobei
hier jedoch ein zweidimensionales Ortshistogramm zum Einsatz kommt. Wie an dem
Beispielresultat einer solchen Segmentierung in Abb. 3.28 zu erkennen ist, tritt dabei
das Problem auf, dass gelegentlich farba¨hnliche Raumelemente in einem Cluster zusam-
mengefasst werden, die eigentlich ra¨umlich weit voneinander entfernt sind. Bei einer
ra¨umlich variierenden Beleuchtung kann der entsprechende Cluster unter Umsta¨nden
nicht korrekt angepasst werden, da Unterregionen innerhalb des Clusters eine unter-
schiedliche Farbtransformation erfordern. Um daher eine noch bessere Separierung der
Oberfla¨chen in der Szene zu erhalten, wurde der Clusteringalgorithmus um eine wei-
tere Raumdimension - die Bildtiefe - erweitert, so dass er letztendlich ein Clustering
im 6-dimensionalen Raum (3 Farb- und 3 Raumdimensionen) durchfu¨hrt (Abb. 3.28).
Das hierzu verwendete Tiefenbild ist ohnehin Teil des vom Trackingsystem beno¨tigten
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Vorwissens u¨ber den Raum (siehe Abschnitt 4.1). Die Aufteilung des Hintergrundbildes
in Farbregionen sei im Folgenden durch die Matrix C(x, y) repra¨sentiert, die fu¨r jeden
Bildpunkt die zugeho¨rige Clusternummer entha¨lt.
Originalbild Clustering2D
(49 Cluster)
Clustering 3D
(77 Cluster)
1 Cluster Separate Cluster
Abbildung 3.28: Clustering des Hintergrundbildes mit 2- bzw. 3 Raumdimensionen.
Die Detailbeschreibung jedes Clusters c sei hier anstelle durch Histogramme durch das
DifferenzbildD(x, y) zu dem Durchschnittsfarbwert µ(c) des jeweiligen Clusters gegeben:
D(x, y) = I(x, y)− µ(C(x, y)) (3.38)
Dieses Differenzbild wird bei der Erstellung des Hintergrundmodells aus einer bestimm-
ten Anzahl Trainingsbilder I(x, y) gemittelt. Auch hier soll wieder fu¨r jeden Cluster eine
eigene Farbtransformation bestehend aus Translation t(c) und Skalierung s(c) ermittelt
werden, womit sich das transformierte, an die Beleuchtung adaptierte Referenzbild zur
Durchfu¨hrung der Hintergrundsubtraktion wie folgt fu¨r jeden Farbkanal k ∈ {R,G,B}
berechnen la¨sst:
I˜k(x, y) = µk(C(x, y)) + tk(C(x, y)) + sk(C(x, y))Dk(x, y) (3.39)
Zum Hintergrundmodell geho¨rt außerdem das mittlere zeitliche Farbrauschen ν(c) der
Kamera in jeder Farbregion. Anstatt durch die u¨bliche Standardabweichung wird es
hier aus Gru¨nden der Rechenzeit durch die durchschnittliche zeitliche Abweichung jedes
Bildpunkts von seinem Mittelwert repra¨sentiert. Um Fehler in Bildregionen, in denen
Farbsa¨ttigung auftritt, zu vermeiden, werden die Rauschwerte aller Cluster, die geringer
als das Durchschnittsrauschen des gesamten Kamerabildes ausfallen, auf dieses zuru¨ck-
gesetzt. Das Bildrauschen spielt fu¨r die Bewertung der Gu¨ltigkeit eines Bildpunkts eine
entscheidende Rolle.
Die wesentlichen Schritte des Algorithmus zur Adaption des Hintergrundmodells an ein
Kamerabild I(x, y) mit unbekannter Beleuchtung und unbekannten Vordergrundobjek-
ten (Personen) ist in Abb. 3.29 im U¨berblick dargestellt. Der Ablauf la¨sst sich wie folgt
zusammenfassen: In einer Initialisierungsphase wird zuna¨chst eine grobe Scha¨tzung vor-
genommen, welche Cluster gu¨ltig sind und welche nicht. Anhand der gu¨ltigen Cluster
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ermittelt der Algorithmus dann analog zur Beleuchtungsadaption von teilweise verdeck-
ten Personen (Abschnitt 3.2.3) fu¨r jeden Cluster eine Farbtransformation unter Beibe-
haltung der Topologie im Farbraum. In mehreren anschließenden Iterationen erfolgt eine
Zuverla¨ssigkeitsbewertung fu¨r jeden einzelnen Bildpunkt und mit den daraus folgenden
Pixel- und Clustergewichtungen eine erneute Berechnung der Transformationen.
Original-
modell
gegebenes
Kamera-
bild
Adaption
desOriginal-
modells
(1)
(2)
(3) (5)
(4)
Farbcluster
Abbildung 3.29: Verfahren zur Beleuchtungsadaption des Hintergrundmodells mit unbe-
kanntem Vordergrundobjekt durch wechselseitige Verfeinerung der Bestim-
mung ungu¨ltiger Bereiche und Verbesserung der Adaption.
Die initiale Bewertung der Zuverla¨ssigkeit jedes Clusters erfolgt in zwei Stufen. Zuna¨chst
wird aus dem Durchschnittswert und der Standardabweichung von allen einem Cluster
zugeordneten Bildpunkten eine initiale Translation t(c) und Skalierung s(c) des Clus-
ters berechnet (Schritt 1 in Abb. 3.29). Die Zuverla¨ssigkeit und damit Gewichtung
w(x, y) ∈ [0, 1] eines Bildpunkts ha¨ngt von der auf das Farbrauschen pro Kanal nor-
mierten Abweichung δ(x, y) des so transformierten Hintergrundmodells (Gl. 3.39) vom
gegebenen Bild ab.
δ(x, y) =
√√√√ ∑
k∈{R,G,B}
(Ik(x, y)− I˜k(x, y)
νk(c)
)2
(3.40)
w(x, y) =


1 falls δ(x, y) < νMin
0 falls δ(x, y) > νMax
νMax−δ(x,y)
νMax−νMin
sonst
(3.41)
Die Gewichtungsfunktion w(x, y) ist in Abb. 3.30 dargestellt. Sie wird durch zwei benut-
zerdefinierte Parameter νMin und νMax bestimmt, die in Verbindung mit dem Rauschwert
des Clusters die Entscheidungsgrenzen fu¨r ungu¨ltige und gu¨ltige Bildpunkte festlegen.
Eine erste Gewichtung w1(c) jedes Clusters ergibt sich aus der durchschnittlichen Ge-
wichtung aller n(c) dem Cluster zugeordneten Bildpunkte:
w1(c) =
1
n(c)
∑
{(x,y)|C(x,y)=c}
w(x, y) (3.42)
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Die Idee hinter diesem Ansatz ist, dass eine teilweise durch ein Vordergrundobjekt ver-
deckte Farbregion durch die transformierte Originalregion nicht korrekt dargestellt wer-
den kann. Die Bildpunkte und damit der Cluster werden ungu¨ltig (Schritt 2 in Abb.
3.29).
nMin nMax
0
1
d(x,y)
w(x,y)
0
Abbildung 3.30: Gewichtungsfunktion fu¨r Pixel und Cluster.
Diese erste Bewertung allein genu¨gt jedoch nicht, da vollsta¨ndig verdeckte Cluster un-
ter Umsta¨nden als gu¨ltig erkannt werden, sollte das verdeckende Objekt eine a¨hnliche
Farbverteilung wie die verdeckte Region aufweisen. Daher wird zusa¨tzlich u¨berpru¨ft,
wie konsistent die Transformationen der Cluster untereinander sind. Zu diesem Zweck
scha¨tzt der Algorithmus die globale Transformation aus den mit ihrer Zuverla¨ssigkeit
und Gro¨ße gewichteten Clustertransformationen (Skalierung analog):
tG =
∑
cw1(c)n(c)t(c)∑
cw1(c)n(c)
(3.43)
Die Abweichung eines Clusters von der globalen Transformation berechnet sich damit
zu
δ(c) = ‖µ(c) + t(c)− µG(c)‖ (3.44)
mit
µG,k(c) = mG,k + tG,k + sG,k(µk(c)−mG,k), k ∈ {R,G,B}, (3.45)
wobei mG den Durchschnittsfarbwert aller Bildpunkte bei Referenzbeleuchtung, also
den Mittelpunkt der urspru¨nglichen Farbverteilung darstellt. Aus δ(c) wird dann mit
der Gewichtungsfunktion nach Abb. 3.30 ein weiterer Scha¨tzwert fu¨r die Gu¨ltigkeit w2(c)
des Clusters ermittelt. Die gesamte initiale Clustergewichtung ist das Minimum beider
Scha¨tzungen: w(c) = Min{w1(c), w2(c)}.
Diese erste grobe Scha¨tzung dient der Initialisierung des folgenden iterativen Verfahrens:
Der erste Schritt einer Iteration nutzt die aktuellen Clustermittelwerte, -skalierungen
und -gewichtungen, um eine Transformation fu¨r jeden Cluster unter Beibehaltung der
Farbtopologie des Hintergrundbildes zu berechnen (Schritt 3 in Abb. 3.29). Der hier-
zu verwendete Algorithmus ist analog zu dem bereits in Abschnitt 3.2.3 vorgestellten,
soll daher an dieser Stelle nicht noch einmal im Detail erla¨utert werden. Unter Verwen-
dung der absoluten (w(c)) und gegenseitigen Clustergewichtung W (ci, cj) berechnet er
wiederum einen Bezugspunkt sowie die lokale Clusterdichte fu¨r jeden Cluster, um aus
deren Verschiebung und Skalierung die Farbtransformation des Clusters zu ermitteln.
Die Gewichtungsmatrix W (ci, cj) wird entsprechend Gleichung 3.24 berechnet, wobei
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der Ortsabstand ∆sh(ci, cj) hier aus dem zweidimensionalen Abstand der Clustermitten,
bzw. bei zusa¨tzlicher Verwendung des Tiefenbildes sogar aus dem dreidimensionalen Ab-
stand gewonnen wird. Bei Beru¨cksichtigung der Dreidimensionalita¨t ist daher je nach
Einstellung des Flexibilita¨tsparameters fsh auch eine Anpassung an im vorderen oder
hinteren Bereich der Szene variierende Beleuchtung mo¨glich.
Der zweite Schritt einer Iteration nutzt das so ermittelte farbtransformierte Hinter-
grundbild I˜(x, y), um gema¨ß Gleichung 3.40 und 3.41 erneut die Gu¨ltigkeit jedes Bild-
punkts und daraus die Zuverla¨ssigkeit jedes Clusters sowie aus den gu¨ltigen Bildpunk-
ten die Clustertranslation und -skalierung zu bestimmen. Da jetzt fu¨r die teilweise oder
vollsta¨ndig verdeckten Cluster eine bessere als die initiale Transformation aus den farb-
lich und ra¨umlich benachbarten, zuverla¨ssigeren Clustern gescha¨tzt sein sollte, ko¨nnen
die verwendbaren Bildpunkte mit ho¨herer Genauigkeit bestimmt werden (Schritt 4 in
Abb. 3.29).
Beide Iterationsschritte werden mehrmals wiederholt (ca. 3 bis 5 Mal), wobei mit jeder
Iteration eine genauere Scha¨tzung der Transformation zu einer genaueren Bestimmung
der gu¨ltigen Pixel fu¨hrt, was wiederum der Ermittlung der Clustertransformation zugute
kommt (Schritt 5 in Abb. 3.29). Im letzten Durchlauf wird nur der erste Schritt zur
Bestimmung der endgu¨ltigen Transformationen durchgefu¨hrt.
Das soeben beschriebene Verfahren realisiert die Anpassung des Hintergrundmodells
an eine sich schnell a¨ndernde Beleuchtung. Es wird im Trackingsystem nur dann auf-
gerufen, wenn ein solcher Fall detektiert wurde (siehe Kapitel 4.2), da es sonst die die
Framerate zu sehr beeintra¨chtigen wu¨rde. Um daru¨ber hinaus eine Adaption des Hinter-
grundmodells an sich langsam a¨ndernde Beleuchtung oder A¨nderungen in der Szene zu
gewa¨hrleisten, fu¨hrt das Trackingsystem mit jedem Kamerabild eine Aktualisierung der
Detailbeschreibung aller Farbregionen mit der Aktualisierungsrate β durch, wobei es die
aktuelle Transformation und Skalierung des Farbclusters beru¨cksichtigt. Das gegebene
Bild wird somit auf Originalbeleuchtung zuru¨cktransformiert.
D′k(x, y) = (1− β)Dk(x, y) +
β
sk(C(x, y))
[Ik(x, y)− µk(C(x, y))− tk(C(x, y))] (3.46)
Die Aktualisierung wird nur in den Bildbreichen durchgefu¨hrt, in denen sich keine Person
aufha¨lt.
Abb. 3.31 zeigt Ausschnitte einer Beispielsequenz fu¨r die Bildsegmentierung durch die
in diesem Kapitel vorgestellten Verfahren. Wa¨hrend der Aufnahme der Sequenz wur-
den laufend die Blende, der Weißabgleich und die Belichtungszeit der Kamera gea¨ndert
(sowohl kontinuierlich als auch schlagartig) um die Anpassungsfa¨higkeit der Farbmodel-
le von Personen und Hintergrund zu testen. Wie die Abbildungen zeigen, kommt das
Verfahren mit derlei modifizierten Farbwerten gut zurecht.
Dennoch unterliegt die Methode diversen Einschra¨nkungen: Um das Hintergrundmodell
ohne jedes Vorwissen an ein unbekanntes Bild zu adaptieren ist es notwendig, dass ein
Großteil des Bildes den Hintergrund zeigt. Andernfalls kann es bei ungu¨nstig gefa¨rbtem
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Abbildung 3.31: Beispiel zur Hintergrundsubtraktion bei dynamischen Farba¨nderungen.
Oben: Bildsequenz mit laufend gea¨nderten Kameraparametern (Weißab-
gleich, Verschlusszeit, u.a.), unten: stabile Segmentierung der Person durch
Adaption des Hintergrundmodells.
Vordergrund vorkommen, dass dessen Farbwerte als zuverla¨ssiger eingestuft werden und
in die Bestimmung der Transformation mit einfließen, was zu Fehlsegmentierungen fu¨hrt.
Eine weitere Bedingung ist, dass die Farbstruktur innerhalb eines Clusters erhalten blei-
ben muss: Entha¨lt z.B. die Bildregion einer weißen Wandfla¨che einen Helligkeitsverlauf
und dieser wechselt bei Beleuchtungsa¨nderung die Richtung oder entha¨lt Schatten von
Objekten, so kann das neue Aussehen nicht durch eine Transformation des Original-
clusters dargestellt werden. Das hat zur Folge, dass der Cluster als ungu¨ltig eingestuft
wird und eine hohe Vordergrundwahrscheinlichkeit besitzt, was ebenso zu Fehlsegmen-
tierungen fu¨hren kann. Voraussetzung ist daher eine diffuse Beleuchtung, oder aber eine
konstante Beleuchtungsrichtung.
Da die nachfolgenden Verarbeitungsstufen jedoch mit Segmentierungsfehlern rechnen
und diesen gegenu¨ber robust ausgelegt sind, fu¨hren auch extreme Beleuchtungsa¨nderun-
gen nicht notwendigerweise zu einem Ausfall des Trackingsystems. In der Regel werden
Fehlsegmentierungen nicht als Personen erkannt und die entsprechenden Bereiche des
Hintergrundmodells daher im weiteren Verlauf aktualisiert. Eine ausfu¨hrliche Evaluation
der in diesem Kapitel vorgestellten Vefahren zur Farbmodellierung und Beleuchtungs-
adaption von Personen und Bildhintergrund im Rahmen des Gesamtsystems wird in
Kapitel 6 vorgenommen.
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Kapitel 4
Personentracking im
Einkamerasystem
Dieses Kapitel erla¨utert die Arbeitsweise der Bildverarbeitungsmodule des Tracking-
systems, die jeder Kamera direkt nachgeschaltet sind und ein weitgehend autonomes
Einkamera-Trackingsystem fu¨r den jeweiligen Szenenausschnitt realisieren. Unter Ver-
wendung der in Kapitel 3 erla¨uterten Verfahren sind hier die Verarbeitungsstufen von
der Segmentierung bis zur Positionsbestimmung jeder sichtbaren Person beschrieben.
Die High-Level-Methoden zur Szenenverwaltung und Datenauswertung eines Mehrka-
merasystems in der zentralen Trackinglogik folgen in Kapitel 5.
Die in den folgenden Abschnitten vorgestellten Aufgaben der Bildverarbeitungsmodule
umfassen im Einzelnen:
• Anwendung der in Kapitel 3 vorgestellten Verfahren zur Bildsegmentierung unter
Beru¨cksichtigung des erwarteten Szenenzustands und Vorwissen u¨ber die Raum-
struktur.
• Extraktion und Rekonstruktion der Personensilhouetten.
• Berechnung der Positionen der sichtbaren Personen in Bodenkoordinaten.
• Feststellen, wann eine Person das Sichtfeld betritt oder verla¨sst.
• Erkennen mo¨glicher Verwechslungssituationen und Bewertung der Zuverla¨ssigkeit
der ermittelten Daten.
Die ebenfalls fu¨r ein Einkamerasystem relevanten Systemelemente der Verwaltung der
Personenidentita¨ten, der Auflo¨sung von mo¨glichen Verwechslungen und der Trajektori-
engla¨ttung erla¨utert Kapitel 5 auf den Fall eines Mehrkamerasystems verallgemeinert.
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4.1 Vorwissen u¨ber den beobachteten Raum und
den Abbildungsvorgang
Wie in der Einleitung zu dieser Arbeit erla¨utert, verlangt die Positionsbestimmung von
Personen in komplex strukturierten Umgebungen, die von Szenenteilen verdeckt sein
ko¨nnen, nach einem vollsta¨ndigen Versta¨ndnis des ra¨umlichen Szenenaufbaus und der
Kenntnis der Beobachterposition und -perspektive. Da eine automatische, ra¨umliche
Szenenanalyse anhand eines zweidimensionalen Kamerabildes in der erforderlichen Ge-
nauigkeit nicht mo¨glich ist, muss dieses Wissen als statisches Vorwissen in das System
eingebracht werden. Die folgenden Abschnitte stellen die verwendeten Elemente und
deren Erstellung vor.
a)Höhenkarte & Kameraparameter b) Bodenplan c) Tiefenmodell
Abbildung 4.1: Vom Trackingsystem beno¨tigtes Vorwissen (Beispiel: Flugzeugkabine). Bo-
denplan (b) und Tiefenmodell (c) werden aus der manuell erstellten Ho¨hen-
karte und den gegebenen Kameraparametern (a) berechnet.
Bodenplan der Szene
Der Bodenplan der u¨berwachten Umgebung ist ein bina¨res Bild in Draufsicht-Perspektive,
das festlegt, an welchen Bodenkoordinaten eine Person in der Szene stehen kann (Abb.
4.1b). Es wird im Trackingsystem sowohl zur Erkennung und Korrektur ungu¨ltiger Koor-
dinaten eingesetzt, wie auch zur Vermeidung fehlerhafter Trajektorien (Durchdringung
von Objekten). Der Bodenplan legt zudem das Referenz-Koordinatensystem fest, in dem
das System arbeitet, d.h. der Ursprung des Bildes entspricht dem Ursprung der Boden-
koordinaten (Abb. 4.2). Der Maßstab des Bildes ist variabel definierbar in Zentimeter
pro Pixel (in der Praxis verwendet: 1 Pixel entspricht 1 cm). Der Bodenplan wird aus
einer manuell erstellten Ho¨henkarte des Raumes generiert.
Tiefenmodell
Bei dem Tiefenmodell handelt es sich um ein Integer-Array in den Abmessungen des Ka-
merabildes (Abb. 4.1c), das fu¨r jeden Bildpunkt des Szenenhintergrunds dessen Entfer-
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nung von der Kamera auf ganze Zentimeter gerundet angibt (zc im Kamera-Koordinatensystem,
Abb. 4.2). Dieses Modell substituiert die fehlende Stereosicht, bzw. das fehlende ra¨um-
liche Versta¨ndnis des Szenenaufbaus. Es ist von großer Relevanz fu¨r praktisch jede Ver-
arbeitungsstufe, angefangen von der Bildsegmentierung u¨ber die Silhouettenrekonstruk-
tion und Positionsberechnung bis hin zur Bestimmung des aktuellen Tiefenintervalls.
Das Tiefenmodell wird aus der Ho¨henkarte der Szene mittels eines Strahlverfolgungs-
algorithmus berechnet. Die Ho¨henkarte ist ein manuell erstelltes 8-Bit Graustufenbild
(Wertebereich [0,255]), das fu¨r jede Bodenposition der Szene dessen relative Ho¨he u¨ber
dem Boden in Zentimeter angibt. Der Maximalwert 255 wird dabei automatisch als
”
Wand“ mit unendlicher Ho¨he interpretiert. Falls notwendig kann bei von der Decke
ha¨ngenden Objekten (z.B. die Ablagefa¨cher in der Flugzeugkabine) eine zusa¨tzliche
Deckenkarte eingesetzt werden, die entsprechend invers zur Ho¨henkarte funktioniert.
Obwohl diese Art der 21
2
D-Modellierung senkrechte Objektra¨nder voraussetzt, hat sie
sich fu¨r alle untersuchten Szenen als hinreichend genau erwiesen. Als Alternative ist
die Verwendung einer vollsta¨ndigen 3D-Modellierung der Raumstruktur mittels CAD
denkbar.
zF
xC
zC
xF
(b)
(a)
(c) x
y
Abbildung 4.2: Definition der drei verwendeten Koordinatensysteme: a) Referenz-
Bodenkoordinaten (xF , zF ) (Einheit: Pixel), b) kamerarelative Bodenkoor-
dinaten (xC , zC) (Einheit: cm), c) Bildkoordinaten (x, y) (Einheit: Pixel)
Kameraparameter und Koordinatentransformation
Innerhalb des Trackingsystems spielen drei verschiedene Koordinatensysteme eine Rolle
(Abb. 4.2): Die Koordinaten des Kamerabildes x = (x, y), das kamerarelative Boden-
koordinatensystem xC = (xC , zC), und das Referenz-Bodenkoordinatensystem xF =
(xF , zF ). Letzteres ist fu¨r alle Kameras eines Mehrkamerasystems identisch und ent-
spricht den Bildkoordinaten des bina¨ren Bodenplans und der Ho¨henkarte.
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Zwischen allen drei Koordinatensystemen lassen sich Transformationsgleichungen aus
der Geometrie des Lochkameramodells herleiten (siehe Anhang A). Diese setzen voraus,
dass die extrinsischen und intrinsischen Kameraparameter bekannt sind. Die extrinsi-
schen Parameter beschreiben die Positionierung der Kamera in der Szene, vollsta¨ndig
definiert durch die Bodenkoordinaten, die Ho¨he, sowie die Blickrichtung (Rotationswin-
kel), den Neigungswinkel und den horizontalen Kippwinkel. Zu den intrinsichen, d.h. den
Abbildungsvorgang des optischen Systems der Kamera festlegenden Parametern za¨hlen
der horizontale und vertikale O¨ffnungswinkel sowie die Brennweite.
Falls die eingesetzten Objektive u¨ber eine signifikante Verzerrung verfu¨gen (z.B. Kis-
senverzerrungen), muss diese ebenfalls herausgerechnet werden. Solche Verzerrungen
treten vor allem bei Objektiven mit großen O¨ffnungswinkeln auf. Im Rahmen dieser
Arbeit kamen Philips SPC900NC Webcams zum Einsatz. Zur Untersuchung der Verzer-
rung wurde ein orthogonales Gittermuster aufgenommen. Wie Abb. 4.3 zeigt, sind die
resultierenden Verzerrungen des Objektivs der SPC900NC kaum sichtbar und konnten
daher vernachla¨ssigt werden.
Die Transformationsgleichungen ermo¨glichen die Berechnung der Bodenkoordinaten aus
gegebenen Bildkoordinaten, sofern die Ho¨he des Punktes u¨ber dem Boden bekannt ist.
Verwendet werden daher die Position der Fu¨ße einer Person im Bild (Ho¨he gleich Null)
sowie die Position der Kopfoberkante (Ho¨he gleich Ko¨rpergro¨ße der jeweiligen Person).
Die Ko¨rpergro¨ße la¨sst sich ermitteln, falls sowohl Kopf- als auch Fußkoordinaten im Bild
festgestellt werden ko¨nnen (Gleichung A.11 in Anhang A). Da die Tiefe eines Punktes
(Kamerakoordinate zc) vor allem aus seiner y-Koordinate im Bild resultiert, wird deren
Berechnung zunehmend instabil, je mehr Kameraho¨he und Punktho¨he einander a¨hneln.
Ist die Kamera genau auf Kopfho¨he einer Person befestigt, so ist die y-Bildkoordinate des
Kopfes fu¨r jede Position der Person in der Szene gleich, eine Positionsbestimmung wa¨re
nur aus den Kopfkoordinaten nicht mo¨glich. Das in Abschnitt 4.4 erla¨uterte Verfahren
zur Positionsberechnung beru¨cksichtigt die aus der Aufnahmegeometrie resultierende
Unsicherheit der ermittelten Koordinaten. Dennoch sollte die Befestigung einer Kamera
nahe der Kopfho¨he mo¨glichst vermieden werden, um genauere Ergebnisse zu erhalten.
Abbildung 4.3: Aufnahme eines orthogonalen Gittermusters mit der Philips Webcam
SPC900NC zur Untersuchung der Verzerrung.
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Abbildung 4.4: Screenshot des Tools zur Kamerapositionierung. Die U¨berblendung zwischen
Kamerabild und Tiefenmodell ermo¨glicht die exakte Bestimmung der extrin-
sischen Kameraparameter. Zusa¨tzlich Anzeige der Sichtbarkeit einer Person
an jeder Raumposition im Kamerasichtfeld (rot = vollsta¨ndig verdeckt, gru¨n
= vollsta¨ndig sichtbar).
Entwurf eines Tools zur Erstellung des Vorwissens und zur Kamerakalibrie-
rung
Zur Bestimmung der extrinsichen Kameraparameter und Erstellung des Tiefenbildes
wurde ein separates Tool entwickelt (Abb. 4.4). Es ermo¨glicht das Definieren einer oder
mehrerer Kameras in einer Szene anhand der Ho¨henkarte des Raumes in einer grafischen
Benutzeroberfla¨che. Die Positionseingabe kann sowohl grafisch als auch manuell in ab-
soluten oder relativen Koordinaten zu einem Referenzpunkt (z.B. Tischecke) erfolgen,
von dem aus die Entfernung in der realen Umgebung gut meßbar ist.
Fu¨r das korrekte Funktionieren der Trackingalgorithmen ist es von großer Bedeutung,
dass das aus der 21
2
D-Modellierung und den Kameraparametern konstruierte Tiefenbild
so exakt wie mo¨glich mit den Kamerabildern u¨bereinstimmt. Aus diesem Grund u¨ber-
blendet das Programm beide Darstellungen (unten rechts in Abb. 4.4). Anhand der so
sichtbaren Differenzen kann der Benutzer die Feineinstellung der Parameter, vor allem
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der Sichtwinkel, vornehmen.
Zusa¨tzlich dient das Programm der Planung der optimalen Kamerakonfiguration zur
U¨berwachung einer gegebenen Umgebung. Zu diesem Zweck kann neben den Sichtfel-
dern der Kameras auch die maximale Sichtbarkeit der Personen an jeder Bodenposition
visualisiert werden (Farbmarkierung des Bodens in Abb. 4.4). Durch diese Simulati-
onsmo¨glichkeit kann bereits im Voraus entschieden werden, welcher Kamera- bzw. Ob-
jektivtyp zur vollsta¨ndigen Abdeckung der Umgebung geeignet ist, wie viele Kameras
notwendig und welche Positionen optimal sind.
4.2 Segmentierung mehrerer Personen im Kamera-
bild
Ziel des ersten Verarbeitungschrittes, der Bildsegmentierung, ist die mo¨glichst exakte
Zuordnung jedes Bildpunkts zu einer Person, dem Bildhintergrund oder dem unbekann-
tem Bildvordergrund. Dieser Abschnitt soll zeigen, wie die in Kapitel 3 vorgestellten
Grundlagen zur Farbmodellierung und Berechnung von A¨hnlichkeitsmaßen hierzu ein-
gesetzt und durch Vorwissen und zusa¨tzliche Verarbeitungsschritte erweitert werden.
Resultat der Berechnungen ist neben der Segmentierung auch eine bina¨re Verdeckungs-
maske pro Person, die festlegt, welche Bildbereiche (Objekte oder andere Personen) sich
ra¨umlich vor ihr befinden und damit fu¨r die weiteren Verarbeitungsschritte bezu¨glich
dieser Person ungu¨ltig sind. Abbildung 4.5 illustriert das im Folgenden beschriebene
Verfahren.
Das gegebene Kamerabild (Abb. 4.5a) wird sequentiell mit den einzelnen Farbmodellen,
beginnend mit dem des Hintergrunds, verglichen. Ein Array S(x, y) in den Abmessun-
gen des Bildes ha¨lt dabei fu¨r jeden Bildpunkt die maximale bisherige A¨hnlichkeit fest.
Erreicht ein nachfolgender Farbvergleich eine ho¨here A¨hnlichkeit, so wird der Bildpunkt
dem entsprechenden Objekt zugewiesen.
Erster Schritt ist die Berechnung der A¨hnlichkeit SHg zu dem an die aktuelle Beleuch-
tung adaptierten Hintergrundmodell gema¨ß Gl. 3.5 und nachfolgender Anwendung eines
Schwellenwerts zur Detektion von Bildpunkten mit hoher Vordergrundwahrscheinlich-
keit (Abb. 4.5b, Gl. 3.6). Dabei tritt das Problem auf, dass von den Personen geworfene
Schatten in der Szene ebenfalls zu signifikanten Differenzen zum Hintergrundmodell
fu¨hren und daher fa¨lschlicherweise als Vordergrund detektiert werden. In den nachfol-
genden Verarbeitungsschritten ko¨nnen entsprechende Fehlsegmentierungen im Bereich
der Fu¨ße von Personen zu einer Verschlechterung der Positionsberechnung fu¨hren; Schat-
ten an Wa¨nden ko¨nnten unter Umsta¨nden sogar die Detektion einer nicht vorhandenen
Person verursachen.
Zur Verringerung solcher unerwu¨nschten Effekte wurde ein Verfahren zur Schattenre-
duktion entworfen. Es beruht auf der Beobachtung, dass in einem Schatten die Helligkeit
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Cluster
k)Farbmodelle der Personen
yP
h) Positionsvorhersage
e) Tiefenmodell
c) Hintergrundmodella) Kamerabild b) Hintergrundsubtraktion
d) Schattenreduktion
g) Personensegmentierung
j) gefilterte Segmentierungi) Verdeckungsmaske
mittlere Person (links)
f) Verdeckungsmaske
hinterste Person (rechts)
Abbildung 4.5: Verarbeitungsschritte zur Segmentierung der Personen und Erstellung der
Verdeckungsmasken.
97
4 Personentracking im Einkamerasystem
eines Bildpunkts sinkt, wa¨hrend seine Farbe weitgehend gleich bleibt. Diese Annahme
trifft zu, sofern die Szene nicht von mehreren, sich farblich deutlich unterscheidenden
Lichtquellen beleuchtet wird. Unter Verwendung des in Abschnitt 3.2.1 vorgestellten
Iu˜v˜-Farbraums seien Intensita¨tsabnahme ∆I und Chrominanz-Differenz ∆C zum Hin-
tergrundbild definiert als:
∆I(x, y) = IHg(x, y)− I(x, y) (4.1)
∆C(x, y) =
√
(u˜Hg(x, y)− u˜(x, y))2 + (v˜Hg(x, y)− v˜(x, y))2 (4.2)
Damit la¨sst sich die Schattenwahrscheinlichkeit pshadow ∈ [0, 1] wie folgt berechnen:
pshadow(x, y) =


0 falls ∆I(x, y) ≤ 0
ODER wI∆I(x, y) < ∆C
wshadow(∆I(x, y))
wI∆I(x, y)−∆C
wI∆I(x, y)
sonst
(4.3)
Mit dem benutzerdefinierten Parameter wI la¨sst sich die Gewichtung der Intensita¨tsdiffe-
renz gegenu¨ber der Chrominanzdifferenz einstellen. Damit ist eine Optimierung des Ver-
fahrens hinsichtlich der Beleuchtungssituation in der Szene mo¨glich. Des Weiteren wird
durch den von der Intensita¨tsabnahme abha¨ngigen Gewichtungsfaktor wshadow beru¨ck-
sichtigt, dass das Vorhandensein eines Schattens bei geringer Verringerung der Intensita¨t
wahrscheinlicher ist als bei starker Verringerung. Damit soll verhindert werden, dass ein
wesentlich dunkleres Objekt, z.B. eine schwarze Hose, eine hohe Schattenwahrschein-
lichkeit erha¨lt.
wshadow(∆I(x, y)) =


1 falls ∆I(x, y) < ∆I,Min
0 falls ∆I(x, y) > ∆I,Max
∆I,Max −∆I(x, y)
∆I,Max −∆I,Min sonst
(4.4)
Vordergrundbereiche, in denen die Schattenwahrscheinlichkeit u¨ber einem bestimmten
Schwellenwert liegt, werden gelo¨scht (Abb. 4.5d). Des Weiteren wurde Gl. 3.5 zur Be-
rechnung der Hintergrunda¨hnlichkeit aus der Mahalanobis-Distanz ∆M(x, y) wie folgt
abgewandelt:
S(x, y) = 100− (1− pshadow(x, y)) ∗ fs ∗∆M(x, y) (4.5)
Schattenbereiche erhalten also eine ho¨here Hintergrunda¨hnlichkeit, wodurch sie weniger
leicht dunkel gekleideten Personen zugeordnet werden.
Nach dem Vergleich jedes Bildpunkts mit dem Hintergrundmodell unter Beru¨cksichti-
gung der Schattenbildung folgt die Berechnung der A¨hnlichkeit zu den aktuellen Farbmo-
dellen aller bekannter Personen im Bild (Abb. 4.5g). Aus den bisherigen Trajektorien der
Personen in der Szene lassen sich die Bodenkoordinaten zum Zeitpunkt der Aufnahme
des aktuellen Kamerabildes extrapolieren (siehe Kapitel 5.2). Eine Koordinatentrans-
formation fu¨hrt unter Kenntnis der Personengro¨ße und des aktuellen Breiten-zu-Ho¨hen-
Verha¨ltnisses ihrer Silhouetten zur Scha¨tzung der rechteckigen Region jeder Person im
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gegebenen Kamerabild (Abb. 4.5h). Jede Region wird mit einem benutzerdefinierten
Faktor erweitert, um eine korrekte Pixelzuordnung auch bei ungenauer Vorhersage durch
nicht gleichfo¨rmige Bewegung der Person zu ermo¨glichen (gestrichelte Rechtecke in Abb.
4.5h). Die Berechnung der A¨hnlichkeit SPn(x, y) eines Bildpunkts mit dem Farbmodell
der n-ten Person wird nur fu¨r die Bildpunkte innerhalb des jeweiligen Rechtecks durch-
gefu¨hrt. Sie entspricht der maximalen Clustera¨hnlichkeit nach Gl. 3.11 aller Farbcluster
des entsprechenden Ko¨rperabschnitts mit in das Personenkoordinatensystem (x˜P , y˜P )
(Abb. 3.3a) transformierten Bildkoordinaten.
Die Pixelklassifizierung nutzt auch den durch das Tiefenmodell ZC(x, y) bekannten Sze-
nenaufbau: Liegt die vorhergesagte Bildtiefe zC(n) der n-ten Person ra¨umlich hinter
einem Szenenteil, so ko¨nnen die Bildpunkte in diesem Bereich nicht zur Person geho¨ren.
Es gelten also fu¨r die Zuordnung eines Bildpunkts zu einer Person die folgenden Bedin-
gungen:
MPn(x, y) =


1 falls SPn(x, y) > S(x, y)
UND zC(n) < Zc(x, y)
0 sonst
(4.6)
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Abbildung 4.6: Verbesserung der Segmentierung u¨berlappender Personen mit a¨hnlichen
Kleidungsfarben. a) Kamerabild (2 Beispiele) b) Segmentierung mit gleich-
gewichteten Farbmodellen, c) Segmentierung unter ho¨herer Gewichtung des
Farbmodells der vorderen Person, d) Schema der zur Personenmitte hin zu-
nehmenden Erho¨hung der Farba¨hnlichkeit der vorderen Person.
Von hoher Bedeutung fu¨r die Trackinggenauigkeit ist die separate Segmentierung von
u¨berlappenden Personen. Schwierig wird diese Anforderung bei a¨hnlich gekleideten Per-
sonen. Wie Abb. 4.6 zeigt, wu¨rden sich bei rein farbbasierter Segmentierung die Bild-
punkte der beiden Personen miteinander vermischen. An dieser Stelle ist es von Nutzen,
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dass das System ja aufgrund der bisherigen Verfolgung der Personen bereits weiß, welche
Person sich ra¨umlich vor der anderen befindet. Diese Person besitzt somit eine ho¨he-
re a-priori-Wahrscheinlichkeit fu¨r die ihr zugeordneten Bildpunkte, und zwar ist diese
umso ho¨her, je na¨her sich ein Punkt horizontal an der vorausgesagten Mitte der Perso-
nensilhouette befindet. Die Personen werden daher nach ihrer Tiefe sortiert verarbeitet,
beginnend mit der vordersten Person. Fu¨r jeden Bildpunkt (x, y), der einer Person nach
Gleichung 4.6 zugeordnet werden konnte, wird die berechnete Farba¨hnlichkeit SPn(x, y)
um einen von der Koordinate x˜P abha¨ngigen Wert erho¨ht (Abb. 4.6):
S(x, y) = SPn(x, y) + dS(1− |x˜P |) (4.7)
Der benutzerdefinierte Parameter dS legt den maximalen A¨hnlichkeitsoffset in der Mitte
der Personensilhouette fest. Eine hintere Person muss also eine entsprechend ho¨here
Farba¨hnlichkeit aufweisen, damit ihr der Bildpunkt zugewiesen wird.
Das Ergebnis der Bildsegmentierung, bestehend aus den bina¨ren Segmentierungsmas-
ken MPn(x, y) fu¨r alle Personen sowie der Maske MV g(x, y) des nicht einer spezifischen
Person zugeordneten Vordergrundes, wird intern kompakt durch eine einzige Matrix
aus Integerwerten repra¨sentiert. Jede Bitstelle eines Integerwertes stellt die Zugeho¨rig-
keit des Bildpunkts zu einer bestimmten Person dar. In einem Pixel mit undefiniertem
Vordergrund sind alle Bitstellen gesetzt, d.h. sie ko¨nnen theoretisch zu jeder beliebigen
Person geho¨ren. Bei der auf bina¨ren Operationen beruhenden Adaption des Silhouetten-
modells (Abschnitt 4.3) werden solche Stellen entsprechend ausgenutzt, da es sich dabei
oft um Personenteile handelt, die entweder zu una¨hnlich dem Farbmodell der Person
sind, oder durch ungenaue Positionsvorhersage der Person nicht zugeordnet wurden.
Um das Segmentierungsergebnis zu gla¨tten, Lu¨cken zu schließen und pixelgroße Vor-
dergrundregionen zu lo¨schen, findet als abschließender Schritt eine Filterung der Seg-
mentierungsmatrix statt. Die Wirkungsweise des Filters ist in Abb. 4.7 dargestellt: Ein
Bildpunkt entha¨lt dabei das Segmentierungsergebnis, das in einer 3x3-Umgebung um
den Bildpunkt am ha¨ufigsten vertreten ist (Resultat siehe Abb. 4.5i).
Hg
Hg Hg
Hg Hg
P1 P1
P1
P1 P1
P1P2 P2 P2
Abbildung 4.7: Zwei Beispiele zur Anwendung eines 3 × 3-Filters zur Gla¨ttung des Seg-
mentierungergebnisses: Jedem Bildpunkt wird die in seiner 3× 3-Umgebung
mehrheitlich vorhandene Bedeutung zugewiesen (Hg = Hintergrund; P1,P2
= Person 1 bzw. 2).
Aus der finalen Segmentierungsmatrix wird die Verdeckungsmatrix V (x, y) erstellt. Auch
diese ist in Integerzahlen codiert: Eine Bitstelle ist dann gesetzt, wenn der Bildpunkt
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fu¨r die betroffene Person gu¨ltig, d.h. nicht verdeckt ist:
VPn(x, y) =


0 falls zC(n) > Zc(x, y)
ODER {∃ m 6= n,MPm(x, y) = 1 UND zC(n) > zC(m)}
1 sonst
(4.8)
Abb. 4.5f,i zeigen zwei Beispiele fu¨r eine resultierende Verdeckungsmaske.
In Kapitel 3 wurden Verfahren zur Beleuchtungsadaption des Hintergrundmodells und
der Personenmodelle vorgestellt. Fu¨r ein gutes Segmentierungsergebnis ist es wichtig,
dass die Modelle jederzeit mo¨glichst exakt das tatsa¨chliche Aussehen der Szene bzw. der
Personen wiedergeben. Es wurden daher mehrere Kriterien entworfen, anhand derer das
Trackingsystem eine Beleuchtungsadaption durchfu¨hrt. Eine Adaption in jedem Bild ist
aufgrund der dazu beno¨tigten Rechenzeit nicht mo¨glich. Das Hintergrundmodell wird
an den aktuellen Bildinhalt angepasst, falls...
• ...das Trackingsystem mit geladenem Hintergrundmodell gestartet wird.
• ...die durchschnittliche Farba¨hnlichkeit in Hintergrundbereichen unter einen be-
stimmten Schwellenwert gesunken ist.
• ...mehr als ein großer Teil des Bildes (z.B. 70%) Vordergrund ist. Falls sich dieser
Anteil auch nach Beleuchtungsadaption nicht verringert, wird das Bild als ungu¨ltig
deklariert (z.B. verdecktes Objektiv).
• ...der Vordergrundanteil sich im Vergleich zum letzten Frame schlagartig signifi-
kant vergro¨ßert hat (z.B. durch beta¨tigten Lichtschalter).
Zusa¨tzlich findet in jedem Frame eine Aktualisierung des Hintergrundmodells in den
Nicht-Vordergrundbereichen statt. Diese dient der Anpassung an dauerhafte A¨nderun-
gen in der Szene (z.B. verschobenes Objekt) sowie an langsame Beleuchtungsa¨nderun-
gen.
Eine Adaption der Personenmodelle wird durchgefu¨hrt, wenn u¨ber die Anpassung des
Hintergrundmodells eine Beleuchtungsvera¨nderung detektiert wurde, die Durchschnittsa¨hn-
lichkeit aller Vordergrundpixel innerhalb der Personensilhouette unter einem bestimm-
ten Wert liegt, oder aber die Person seit der letzten Adaption eine bestimmte Strecke
(z.B. 2 Meter) in der Szene zuru¨ckgelegt hat. Der Grund fu¨r den letzten Punkt sind
die ra¨umlich schwankenden Lichtverha¨ltnisse in der Szene. Ist eine Person nur teilweise
sichtbar, wird wie in Kapitel 3.2.3 beschrieben die Farbverschiebung des gesamten Mo-
dells aus dem sichtbaren Teil gescha¨tzt. Sobald die Person komplett sichtbar ist, erfolgt
erneut eine Modellanpassung. Um eine Fehladaption zu vermeiden, wird die Beleuch-
tungsadaption jedoch nicht durchgefu¨hrt, wenn eine Person gerade mit einer anderen
u¨berlappt, da nicht eindeutig zu bestimmen ist, welche Bildpunkte zu welcher Person
geho¨ren. Das System wartet in dem Fall, bis die betroffene Person wieder isoliert seg-
mentiert werden kann. Aus diesem Grund sind signifikante Beleuchtungsa¨nderungen vor
allem dann kritisch, wenn sich zwei oder mehrere Personen gerade u¨berlappen.
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4.3 Adaption des Silhouettenmodells
Der vorausgegangene Segmentierungsschritt betrachtet jeden Bildpunkt fu¨r sich iso-
liert. Die daraus gewonnene Bildregion einer Person kann daher bei entsprechenden
Farbkonstellationen Fehler in Form von Lo¨chern oder zusa¨tzlichen Bereichen enthalten
(Abb. 4.8c). Eine direkte pixelbasierte Weiterverarbeitung zur Positionsbestimmung,
z.B. durch Detektion der Extrempunkte der Region, wa¨re daher in vielen Situationen
instabil. Hinzu kommt das Problem, dass die segmentierten Pixel bei Verdeckungen und
U¨berlappungen nur beliebige, sichtbare Teile der Personen darstellen.
(a) (b) (c) (d)
Abbildung 4.8: Beispiele zur Bestimmung der Lage der vollsta¨ndigen Silhouette einer Per-
son anhand unterschiedlicher Segmentierungsergebnisse durch Adaption des
Silhouettenmodells. a) Rekonstruktion bei teilweiser Verdeckung, b) Rekon-
struktion bei U¨berlappung, c) Stabilisierung bei schlechter Segmentierung,
d) problematische Modelladaption bei unpassender Ko¨rperhaltung.
Um die einer Person zugeordneten Bildpunkte korrekt zu interpretieren, ist daher die
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Verwendung von Vorwissen um die menschliche Ko¨rperform erforderlich. Es soll da-
zu dienen, die zweidimensionale Lage der Silhouette jeder Person auch bei schlechter
Segmentierung stabil zu bestimmen, sowie in Verbindung mit dem durch die Verde-
ckungsmasken repra¨sentierten ra¨umlichen Szenenaufbau die vollsta¨ndige Silhouette aus
dem sichtbaren Teil zu rekonstruieren. Im Falle einer U¨berlappungen mehrerer Per-
sonen in der Bildebene soll das Formwissen die Farbinformation bei der Separierung
unterstu¨tzen. Die Adaption eines Ko¨rpermodells stellt fu¨r sich ein zweidimensionales,
regionenbasiertes Tracking in der Bildebene dar, aus dessen Ergebnissen, der Lage und
Gro¨ße der Silhouette im Bild, die Bodenkoordinaten berechnet werden.
Ein geeignetes Silhouettenmodell sollte vor allem in den unterschiedlichsten Fehlsegmen-
tierungs- und Verdeckungssituationen stabil in der Anpassung sein und die fu¨r die Po-
sitionsberechnung relevanten Parameter, also Kopf- und Fußkoordinaten einer Person
im Bild, zuverla¨ssig extrahieren. Eine Bestimmung der Ko¨rperhaltung ist im Rahmen
dieser Anwendung nicht erforderlich. Zur Vereinfachung kann davon ausgegangen wer-
den, dass die Personen wa¨hrend des Trackings weitgehend aufrecht stehen oder gehen.
Da eine Modelladaption fu¨r jede Person im Kamerasichtfeld durchgefu¨hrt werden muss,
ist zudem eine Eignung der Modellierung fu¨r einen schnellen Anpassungsalgorithmus
notwendig.
Die genannten Punkte sprechen fu¨r ein mo¨glichst einfaches Modell mit wenigen Para-
metern. Es wurde daher ein starres Bina¨rbild einer aus zahlreichen handsegmentierten
Personenbildern erstellten Durchschnittssilhouette des menschlichen Ko¨rpers gewa¨hlt.
Zur groben Anpassung an unterschiedlichen Ko¨rperbau sowie unterschiedliche Ansichts-
richtungen einer Person la¨sst sich das Modell u¨ber den Parameter shor horizontal dehnen
und stauchen (Abb. 4.9). Zusammen mit dem globalen Skalierungsfaktor s zur Anglei-
chung an die Gro¨ße der Person im Bild sowie den Bildkoordinaten (xM , yM) der Silhou-
ettenmitte ist das Modell somit vollsta¨ndig durch die vier Parameter {xM , yM , s, shor}
definiert. Da eine stabile Modellierung und Detektion der Arme einer Person nur unter
großem Aufwand mo¨glich ist und diese fu¨r die Positionsbestimmung auch nicht weiter
relevant sind, sind sie in dem Modell nicht enthalten und werden quasi als Segmen-
tierungsfehler behandelt. Ein weiterer Vorteil des einfachen Modells ist, dass es auch
an weit entfernte und daher oftmals nur aus wenigen Bildpunkten zusammengesetzte
Personen noch stabil angepasst werden kann. Der fla¨chenbasierte Ansatz ist gerade bei
fehlerhafter Segmentierung einem kantenbasierten (z.B. durch Aktive Konturen) u¨ber-
legen.
Zur Modelladaption wurde ein schneller Algorithmus entwickelt, der nahezu ausschließ-
lich mit booleschen Operationen wie AND- und OR- Verknu¨pfungen sowie mit der Ad-
dition von natu¨rlichen Zahlen auskommt. Er verwendet die bina¨re Segmentierungsmaske
MPn(x, y) sowie die Verdeckungsmaske VPn(x, y) (vgl. Abschnitt 4.2) zur Lokalisierung
der Silhouette der n-ten Person im Bild. Zur Initialisierung des Anpassungsalgorithmus
werden die Parameter xM , yM und s per Koordinatentransformation aus der extrapo-
lierten Bodenposition unter Verwendung der Ko¨rpergro¨ße der Person bestimmt. Der
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(x ,y )M M
shor
s
Abbildung 4.9: Verwendetes Ko¨rpermodell: Starre menschliche Durchschnittssilhouette mit
den 4 Parametern Position (xM , yM ), Gesamtskalierung s und horizontale
Skalierung shor.
Parameter shor zur horizontalen Skalierung wird aus dem vorangegangenen Frame u¨ber-
nommen.
Zur Berechnung der Differenz zwischen Modell und Segmentierung werden die Masken-
punkte bei (x, y) in das Koordinatensystem (x′, y′) des Referenzbildes der Durchschnitts-
silhouette R(x′, y′) anhand der Modellparameter transformiert. Die relevante Differenz
∆(x′, y′) (ebenfalls bina¨r) in den gu¨ltigen, sichtbaren Bildteilen ergibt sich dann aus:
∆(x′, y′) = VPn(x
′, y′) AND (MPn(x
′, y′) XOR R(x′, y′)) (4.9)
Liegen Teile der Silhouette ausserhalb des Kamerabildes, so werden diese Punkte wie
verdeckte Bereiche behandelt, d.h. es gilt VPn(x
′, y′) = 0. Ziel der Modelladaption ist
die Minimierung der Gesamtdifferenz dges =
∑
x′,y′ ∆(x
′, y′) durch Optimierung der Mo-
dellparameter. Der Algorithmus nutzt dabei aus, dass die Maskendifferenz ∆(x′, y′) die
Information entha¨lt, wie die Modellparameter zur Verringerung der Differenz zu mo-
difizieren sind. Damit ist der Algorithmus verwandt mit den auf linearer Regression
beruhenden Modellanpassungsalgorithmen [Fil03, CT99]. Neu ist hier die signifikante
Beschleunigung durch bina¨re Operationen auf eigens erzeugten Verschiebungsmasken
(es entfa¨llt die Fließkommamultiplikation pro Parameter und Bildpunkt mit der Regres-
sionsmatrix) und die Einfu¨hrung der Zuverla¨ssigkeitsbewertung.
Die Verschiebemasken fu¨r die vier mo¨glichen Richtungen - hoch (TUp(x
′, y′)), runter
(TDown(x
′, y′)), links (TLeft(x
′, y′)) und rechts (TRight(x
′, y′)) - werden aus dem gegebe-
nen Referenzbild automatisch durch Translation bis zu einem benutzerdefinierten Ma-
ximalwert (z.B. 10 Pixel) und Differenzbildung erzeugt (Abb. 4.10). Sie definieren fu¨r
jeden Bildpunkt, ob eine Maskendifferenz an dieser Stelle ein Argument fu¨r eine ent-
sprechende Verschiebung ist. Eine als Intervallliste realisierte Zuordnungsfunktion t(d)
ha¨lt fu¨r jede Maske fest, welcher Distanz eine bestimmte Anzahl d an Differenzpixeln
entspricht. Damit ergibt sich fu¨r den unverdeckten Fall aus der Maskendifferenz eine
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links rechts hoch runter
Abbildung 4.10: Verschiebemasken zur Bestimmung der Parameteranpassungen anhand der
Differenz zwischen Silhouettenmodell und Segmentierung.
Verschiebung beispielsweise nach rechts wie folgt:
δx,right = tright(
∑
x′,y′
∆(x′, y′) AND TRight(x
′, y′)) (4.10)
Die tatsa¨chliche Verschiebung des Modells in der Bildebene folgt aus der Differenz der
Verschiebungen nach rechts und links unter Beachtung der momentanen totalen hori-
zontalen Skalierung:
xM ← xM + s ∗ shor ∗ (δx,right − δx,left) (4.11)
Analog gilt fu¨r die Verschiebung in y-Richtung:
yM ← yM + s ∗ (δy,down − δy,up) (4.12)
Die Zuverla¨ssigkeit r ∈ [0, 1] fu¨r jede Verschieberichtung entspricht dem Verdeckungs-
grad der zugeho¨rigen Verschiebemaske, z.B:
rright =
∑
x′,y′ VPn(x
′, y′) AND TRight(x
′, y′)∑
x′,y′ TRight(x
′, y′)
(4.13)
Liegt die gesamte Zuverla¨ssigkeit fu¨r eine Parameteranpassung nach Gl. 4.11 bzw. 4.12
unter einem bestimmten Schwellenwert, so wird keine entsprechende Anpassung vorge-
nommen. Abb. 4.11 zeigt ein Beispiel, in dem die Bestimmung der x-Koordinate zu-
verla¨ssig mo¨glich, die der y-Koordinate aber unzuverla¨ssig ist. Letztere bleibt daher
unvera¨ndert.
Zur Ermittlung der Distanz der Translation aus der Anzahl der Differenzpixel auch
bei teilweiser Verdeckung wird die Zuordnungsfunktion in Gl. 4.10 entsprechend dem
Verdeckungsgrad skaliert:
δx,right = tright(
1
rright
∑
x′,y′
∆(x′, y′) AND TRight(x
′, y′)) (4.14)
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Abbildung 4.11: Beispiel einer Situation mit unzuverla¨ssiger Anpassung und Skalierung des
Silhouettenmodells in y-Richtung aufgrund nicht sichtbarer oberer und un-
terer Kanten. Die Ausrichtung in x-Richtung ist dagegen anhand der linken
und rechten Silhouettengrenze mo¨glich.
Die Adaption der Skalierungsparameter erfolgt analog zur Translation. Existieren so-
wohl Differenzpunkte, die fu¨r eine Verschiebung nach links, als auch solche die fu¨r eine
Verschiebung nach rechts sprechen, la¨sst sich hieraus eine A¨nderung der horizontalen
Skalierung ableiten. Die Masken zur horizontalen und vertikalen Skalierung ko¨nnen da-
her aus den Verschiebemasken wie folgt erstellt werden. Shor,+ entha¨lt dabei die Bild-
punkte, die fu¨r eine horizontale Hochskalierung sprechen, Shor,− diejenigen, bei denen
eine Bilddifferenz bei notwendiger Herunterskalierung vorliegt (vertikal analog):
Shor,+(x
′, y′) = NOT(R(x′, y′)) AND [TLeft(x
′, y′) OR TRight(x
′, y′)]
Shor,−(x
′, y′) = R(x′, y′) AND [TLeft(x
′, y′) OR TRight(x
′, y′)]
(4.15)
Bei der Anpassung der Skalierungsparameter muss beachtet werden, dass die ermittelte
totale A¨nderung der horizontalen Skalierung aus der globalen Modellskalierung und der
relativen horizontalen Skalierung zusammengesetzt ist.
Der Modellanpassungsalgorithmus la¨uft iterativ ab. Da bei einer falschen Lage des Mo-
dells u¨ber der tatsa¨chlichen Silhouette keine gu¨ltigen Skalierungsparameter bestimmbar
sind, erfolgt in jeweils mehreren Iterationen zuna¨chst nur eine Anpassung der Position
und erst anschließend eine gleichzeitige Positions- und Skalierungsoptimierung. Die Ad-
aption bricht entweder nach einer Maximalzahl von Iterationen ab oder bereits fru¨her,
wenn das Verfahren konvergiert, also keine nennenswerte A¨nderung der Position oder
Skalierung mehr stattfindet. Die Beispiele in Abb. 4.8 belegen die Robustheit des hier
vorgestellten Algorithmus in verschiedenen Situationen. Zugleich zeigt Abb. 4.8d aber
auch einen Nachteil der hier gewa¨hlten starren Modellierung: Macht eine Person einen
großen Schritt, so dass ihre Beine in der Silhouette weit auseinander sind, dann passt
das gewa¨hlte Modell nicht gut auf die resultierende Form, der Anpassungsalgorithmus
skaliert es zu weit herunter, um den Fehler zu minimieren. Hieraus folgt eine ungenaue
Fußposition fu¨r diesen Moment. Wie im Folgenden erla¨utert, wurde dennoch auf ein auf-
wendigeres Modell verzichtet und der Problematik mit zwei Maßnahmen begegnet: Zum
einen mit einer nachgeschalteten Feindetektion von Kopf- und Fußposition (Abschnitt
4.4) und zum anderen u¨ber die Trajektorienfilterung (Abschnitt 5.2), die kurzzeitige
Positionsschwankungen gla¨ttet.
106
4.3 Adaption des Silhouettenmodells
Abbildung 4.12: Konzept eines im Rahmen der Arbeit zusa¨tzlich untersuchten detaillierteren
Ko¨rpermodells.
Im Rahmen dieser Arbeit wurde zusa¨tzlich eine aufwendigere Modellierung der mensch-
lichen Silhouette entworfen [Coe06], um zu untersuchen, ob sich durch das detailliertere
Wissen Vorteile bei der Silhouettenrekonstruktion ergeben. Kopf und Torso bestehen
hierbei aus einer u¨ber Parameter einer Hauptachsentransformation a¨hnlich den Active
Shape Models (ASM) verformbaren Fla¨che, wa¨hrend Arme und Beine aus jeweils zwei
Rechtecken zusammengesetzt und an den Gelenken drehbar gelagert sind (Abb. 4.12).
Ein auf linearer Regression basierender iterativer Algorithmus passt das Modell an die
vorhandene Segmentierung einer Person an. Wie Abb. 4.13 zeigt, la¨sst sich so die Sil-
houette einer Person recht genau rekonstruieren. Zusa¨tzlich extrahierte Informationen
sind die Arm- und Beinhaltung sowie die Ausrichtung der Person zur Kamera. Trotz
der guten Ergebnisse mit vollsta¨ndig sichtbaren Personen wurde das Modell innerhalb
des Trackingsystems nicht eingesetzt, da die Anpassung bei Verdeckungen, Segmentie-
Abbildung 4.13: Anpassung des detaillierteren Ko¨rpermodells an unterschiedliche Ko¨rper-
haltungen.
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rungsfehlern, sowie weit entfernten, d.h. gering aufgelo¨sten Personen, zunehmend insta-
bil wird. Des Weiteren ist der Anpassungsalgorithmus ohne massive Optimierung nicht
echtzeitfa¨hig. Zudem zeigten auch die insgesamt guten Trackingergebnisse mit dem ein-
fachen Modell, dass eine genauere Modellierung nicht zwingend erforderlich ist.
4.4 Berechnung der aktuellen Position
Die Bestimmung der Bodenposition einer Person basiert auf den folgenden Daten: Ers-
tens der aus der bisherigen Trajektorie extrapolierten Bodenposition (xF,pred, zF,pred),
zweitens der x-Koordinate der Silhouettenmitte im Kamerabild xSil, drittens der y-
Bildkoordinate der Fu¨ße yFeet und viertens der y-Bildkoordinate der Oberkante des
Kopfes yHead. Diese Werte mu¨ssen nun unter Beru¨cksichtigung ihrer situationsabha¨ngi-
gen Zuverla¨ssigkeiten, der Aufnahmegeometrie und Vorwissen u¨ber den Raum so mit-
einander verrechnet werden, dass das Resultat die plausibelste Position darstellt. Zu
diesem Zweck wurde das im Folgenden vorgestellte Verfahren entwickelt, das zusammen
mit der in Abschnitt 4.5 erla¨uterten Tiefenintervall-Bestimmung die in der Einleitung
zu dieser Arbeit beschriebenen U¨berlegungen zur Nachbildung einer dem Menschen na-
hekommenden Methodik realisiert.
Da die Tiefenposition der Person im Raum aus den y-Bildkoordinaten des Kopfes und
der Fu¨ße resultiert, ist es wichtig, dass diese so genau wie mo¨glich bestimmt werden. Da
der menschliche Ko¨rper auf vielfa¨ltige Art und Weise verformbar ist, stellen die aus der
Adaption des starren Silhouettenmodells gewonnenen Positionen nur eine Na¨herung dar,
die nicht immer pixelgenau ist. Daher wird im Falle einer vollsta¨ndigen Sichtbarkeit des
Kopf- bzw. Fußbereichs eine zusa¨tzliche Feindetektion nachgeschaltet, die in Abb. 4.14
illustriert ist: Innerhalb jeweils eines Suchbereichs um die durch die Silhouettenadaption
detektierten Positionen herum (der im Fußbereich weiter gefasst ist), summiert der Al-
gorithmus alle segmentierten Personenpixel in horizontaler Richtung auf. Abschließend
bestimmt er das jeweilige Minimum dieser Summen, das der initialen Position vertikal
am na¨chsten liegt.
Die Zuverla¨ssigkeiten rx, ry,F eet und ry,Head der drei Bilddaten xSil, yFeet und yHead erge-
ben sich wie im vorangegangenen Abschnitt erla¨utert aus der relativen Sichtbarkeit der
die entsprechende Ausrichtung des Silhouettenmodells steuernde Verschiebungsmaske
(vgl. Gl. 4.13). Dabei gilt:
rx =
∑
x′,y′
VPn(x
′, y′) AND [TRight(x
′, y′) OR TLeft(x
′, y′)]
∑
x′,y′
TRight(x
′, y′) OR TLeft(x
′, y′)
(4.16)
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Abbildung 4.14: Feindetektion der y-Koordinaten des Kopfes und der Fu¨ße im Bild: Ho-
rizontale Aufsummierung der Vordergrundpixel in einem Suchbereich um
die aus der Silhouettenadaption erhaltenen Positionen und Bestimmung
des dazu jeweils na¨chstgelegenen Minimums.
ry,F eet =
∑
x′,y′>0.5∗y′max
VPn(x
′, y′) AND [TUp(x
′, y′) OR TDown(x
′, y′)]
∑
x′,y′>0.5∗y′max
TUp(x
′, y′) OR TDown(x
′, y′)
(4.17)
ry,Head =
∑
x′,y′<0.5∗y′max
VPn(x
′, y′) AND [TUp(x
′, y′) OR TDown(x
′, y′)]
∑
x′,y′<0.5∗y′max
TUp(x
′, y′) OR TDown(x
′, y′)
(4.18)
y′max definiert dabei die Ho¨he des Referenzbildes der Durchschnittssilhouette. Die Fuß-
bzw. Kopfzuverla¨ssigkeit ergibt sich somit aus der Sichtbarkeit der y-Verschiebungsmasken
in der unteren bzw. oberen Ko¨rperha¨lfte. Alle drei Zuverla¨ssigkeiten werden wa¨hrend
des letzten Iterationsschritts der Modelladaption berechnet.
Die Zusammenfu¨hrung der Positionsscha¨tzungen findet im kamerarelativen Bodenko-
ordinatensystem (xC , zC) statt, da hier die xC-Position auf dem Boden direkt mit der
x-Koordinate im Bild und die Tiefenposition zC direkt mit den y-Koordinaten des Kopf-
es und der Fu¨ße korreliert sind. Da die Zuverla¨ssigkeiten beider Richtungen deutlich
voneinander abweichen ko¨nnen, ist so fu¨r xC und zC eine getrennte Berechnung und
Gewichtung der Positionskandidaten mo¨glich.
Das im Folgenden erla¨uterte Verfahren ist in Abb. 4.15 illustriert. Die Bildkoordinaten
des Kopfes (xSil, yHead) und der Fu¨ße (xSil, yFeet) werden zuna¨chst gema¨ß der in An-
hang A hergeleiteten Gleichungen unter Verwendung der bekannten Ko¨rpergro¨ße der
Person in das Bodenkoordinatensystem transformiert. Resultat sind die zwei Positi-
onskandidaten (xC,Head, zC,Head) und (xC,Feet, zC,Feet). Wie die Verdeckungen hat auch
dieser Transformationsschritt einen signifikanten Einfluß auf die Zuverla¨ssigkeitsbewer-
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Abbildung 4.15: Prinzip der Positionsbestimmung aus den transformierten Kopf- und Fuß-
koordinaten und der Pra¨diktion. Gewichtung jeden Wertes durch die theo-
retische Genauigkeit der jeweiligen Koordinatentransformation (Varianzen
in xCundzC) und die aus der Verdeckungssituation folgenden Zuverla¨ssig-
keiten r.
tung beider Positionen: Die Stabilita¨t der Positionsberechnung durch Koordinatentrans-
formation ha¨ngt wesentlich von der jeweils vorhandenen Geometrie ab, die wiederum
von den extrinsischen und intrinsischen Kameraparametern, der Position der Person in
der Szene (Entfernung von der Kamera) und der Personengro¨ße definiert ist. Ein Maß
fu¨r die Stabilita¨t der jeweiligen Transformation ist der theoretische Fehler, der aus der
Abweichung von einem Pixel im Bild resultiert. Seien xC(x, y, h) und zC(y, h) die Trans-
formationsgleichungen in das Bodenkoordinatensystem aus den Bildkoordinaten (x, y)
und bekannter Ho¨he h u¨ber dem Boden und HP die Ko¨rpergro¨ße der Person, dann
ergeben sich die theoretischen Positionsfehler aus:
ex,Head = |xC(xSil − 0.5, yHead, HP )− xC(xSil + 0.5, yHead, HP )|
ez,Head = |zC(yHead − 0.5, HP )− zC(yHead + 0.5, HP )|
ex,Feet = |xC(xSil − 0.5, yFeet, 0)− xC(xSil + 0.5, yFeet, 0)|
ez,F eet = |zC(yFeet − 0.5, 0)− zC(yFeet + 0.5, 0)|
(4.19)
Da die maximale Genauigkeit der detektierten Bildpunkte ein Pixel betra¨gt, beschreiben
die Gleichungen 4.19 auch die maximal von dem Trackingsystem erreichbare Genauigkeit
bei der Berechnung der Bodenposition. In Abb. 4.16 sind fu¨r drei verschieden Aufnahme-
situationen mit einer geringen Bildauflo¨sung von 320×240 Bildpunkten die Fehlerkurven
in Abha¨ngigkeit der Entfernung von der Kamera exemplarisch aufgetragen. Dabei wird
deutlich, dass der Fehler umso gro¨ßer ist, je flacher der Winkel zwischen Punktho¨he
und Kameraho¨he ist. Aus diesem Grund ergeben sich aus der Fußposition wesentlich
zuverla¨ssigere Werte. Es zeigt sich aber auch, dass bei ausreichend hoher Kameraposi-
tion die geringe Bildauflo¨sung zum Personentracking vollkommen ausreichend ist. Um
Echtzeitfa¨higkeit zu erreichen wurde daher im Rahmen dieser Arbeit ausschließlich mit
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einer Auflo¨sung von 320× 240 Bildpunkten gearbeitet.
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Abbildung 4.16: Maximale theoretische Genauigkeit der Berechnung der Tiefenposition zC
aus der Fußposition (oben) und der Kopfposition (unten) einer 170 cm
großen Person in verschiedenen Aufnahmesituationen: a) Kamera 180 cm
hoch, 10o Neigung, b) 200 cm hoch, 20o Neigung, c) 250 cm hoch, 25o
Neigung. Der Fehler entspricht 1 Pixel Abweichung bei einer Bildauflo¨sung
von 320× 240 Bildpunkten und 35o horizontalem O¨ffnungswinkel.
Zur Berechnung der wahrscheinlichsten Bodenposition la¨sst sich jede der drei Positi-
onsscha¨tzungen - Vorhersage (xC,pred, zC,pred), Scha¨tzung aus der Kopfposition (xC,Head,
zC,Head) und Scha¨tzung aus der Fußposition (xC,Feet, zC,Feet) - als Zentrum einer unkor-
relierten, zweidimensionalen Gaußschen Wahrscheinlichkeitsfunktion betrachten, z.B.:
pHead(xC , zC) =
1
2πσx,Headσz,Head
exp−σ
2
z,Head(xC − xC,Head)2 + σ2x,Head(zC − zC,Head)2
2σ2z,Headσ
2
x,Head
(4.20)
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Die Standardabweichungen entsprechen hierbei jeweils den nach Gleichung 4.19 berech-
neten theoretischen minimalen Abweichungen der Koordinatentransformation:
σx,Head = ex,Head, σz,Head = ez,Head (4.21)
Die Standardabweichungen der Pra¨diktion σx,pred und σz,pred ergeben sich aus den theo-
retischen Genauigkeiten und Zuverla¨ssigkeiten der vergangenen Positionen, aus denen
die Vorhersage extrapoliert wurde (siehe Abschnitt 5.2).
Ein Abstandsmaß, das die Distanz zu einer Positionsscha¨tzung unter Beru¨cksichtigung
der Richtungsvarianzen angibt ist die Mahalanobisdistanz:
dM,Head(xC , zC) =
σ2z,Head(xC − xC,Head)2 + σ2x,Head(zC − zC,Head)2
σ2z,Headσ
2
x,Head
=
(xC − xC,Head)2
σ2x,Head
+
(zC − zC,Head)2
σ2z,Head
= dM,Headx(xC) + dM,Headz(zC)
(4.22)
Der Abstand zu allen drei Positionen sei nun definiert als die mit den Zuverla¨ssigkeiten
der jeweiligen Position gewichtete Summe der einzelnen Mahalanobisdistanzen. Da die
beiden Koordinatenrichtungen xC und zC unkorreliert sind, werden sie im Folgenden
separat betrachtet:
Dx(xC) =
rxdM,Headx(xC) + rxdM,Feetx(xC) + rpreddM,predx(xC)
2rx + rpred
(4.23)
Dz(zC) =
ry,HeaddM,Headz(zC) + ry,F eetdM,Feetz(zC) + rpreddM,predz(zC)
ry,Head + ry,F eet + rpred
(4.24)
Die Zuverla¨ssigkeit der Pra¨diktion rpred ist ein benutzerdefinierter Parameter. Sie legt
fest, wie hoch der Einfluß der Vorhersage auf das Ergebnis ist. Ein zu hoher Wert
macht den Trackingalgorithmus tra¨ge gegenu¨ber raschen Richtungswechseln, wa¨hrend
zu geringe Werte die Instabilita¨t in Verdeckungen oder anderen Sto¨rungen erho¨hen. In
der Praxis haben sich Werte um 0.3 bewa¨hrt.
Die wahrscheinlichste Bodenposition (x˜C , z˜C) liegt an der Stelle, an der das Distanzmaß
nach Gl. 4.23 und 4.24 minimal wird. Zusammen mit Gl. 4.22 ergibt sich nach Ableiten
und Nullsetzen:
x˜C =
rx
σ2x,Feet
xC,Feet +
rx
σ2x,Head
xC,Head +
rpred
σ2x,pred
xC,pred
rx
σ2x,Feet
+
rx
σ2x,Head
+
rpred
σ2x,pred
(4.25)
z˜C =
ry,F eet
σ2z,F eet
zC,Feet +
ry,Head
σ2z,Head
zC,Head +
rpred
σ2z,pred
zC,pred
ry,F eet
σ2z,F eet
+
ry,Head
σ2z,Head
+
rpred
σ2z,pred
(4.26)
Setzt man in diese Gleichungen statt der Koordinaten die jeweilige Gewichtung selbst
ein, so ergibt sich ein geeignetes Maß fu¨r die Beurteilung der gesamten Zuverla¨ssigkeit
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der berechneten Position. Es ist unabha¨ngig fu¨r die xC und die zC-Koordinate definiert
und kommt auch bei der Trajektorienfilterung und -extrapolation zum Einsatz:
rxC =
( rx
σ2x,Feet
)2
+
( rx
σ2x,Head
)2
+
( rpred
σ2x,pred
)2
rx
σ2x,Feet
+
rx
σ2x,Head
+
rpred
σ2x,pred
(4.27)
rzC =
( ry,F eet
σ2z,F eet
)2
+
( ry,Head
σ2z,Head
)2
+
( rpred
σ2z,pred
)2
ry,F eet
σ2z,F eet
+
ry,Head
σ2z,Head
+
rpred
σ2z,pred
(4.28)
Das Besondere an diesem Verfahren zur Positionsbestimmung ist, dass es automatisch
jede denkbare Trackingsituation und Kamerapositionierung beru¨cksichtigt, indem es die
Zuverla¨ssigkeiten fu¨r die Bodenpositionen in Blickrichtung der Kamera und orthogonal
dazu separat aus der Verdeckung relevanter Silhouettenkanten und der jeweiligen Stabi-
lita¨t der Koordinatentransformation bestimmt. Sind Kopf und Fuß einer Person sichtbar,
so wird in der Regel die Fußposition ho¨her gewichtet, da der Blickwinkel steiler und da-
mit die Koordinatenberechnung stabiler ist. Je mehr die Fu¨ße verdeckt sind, desto ho¨her
ist die Gewichtung der Kopfposition. Ist eine Person vollsta¨ndig verdeckt, so resultiert
ihre Position allein aus der Extrapolation der bisherigen Trajektorie.
Personen-
radius
aktuelle
Position
vorige
Position
Test-
radius
?
Person1
Person 2
(a) (b) (c)
Abbildung 4.17: U¨berpru¨fung und Korrektur ungu¨ltiger Positionen: a) Strecke von voriger
zu aktueller Position gu¨ltig?, b) Position im Bodenbereich?, c) Position
weit genug von zweiter Person entfernt?
Nachdem die nach Gl. 4.25 und 4.26 berechneten Koordinaten in das Referenz-Bodenko-
ordinatensystem (xF , zF ) transformiert sind, ist der abschließende Schritt der Positions-
berechnung die U¨berpru¨fung der Koordinaten auf Gu¨ltigkeit und gegebenenfalls die
Durchfu¨hrung einer Korrektur. Die gleichen U¨berpru¨fungen werden auch bereits zu-
vor nach jeder der drei Positionsscha¨tzungen angewandt, um eine ho¨here Stabilita¨t bei
einzelnen fehlerhaften Scha¨tzungen (z.B. aus der Kopfposition bei gebu¨ckter Ko¨rperhal-
tung) zu erzielen. Die Positionsu¨berpru¨fung umfasst die folgenden Tests:
• Befindet sich die Bodenposition innerhalb gu¨ltigem, betretbarem Boden, wie er
durch die Bodenkarte des Raumes festgelegt ist? Falls nein: Verschiebung zur
na¨chstgu¨ltigen Bodenposition (Abb. 4.17b).
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• Verla¨uft die Linie zwischen der letzten Bodenposition und der aktuellen inner-
halb gu¨ltigem Bodenbereich (d.h. nicht durch ein Objekt hindurch)? Falls nicht:
Korrektur auf die na¨chstgu¨ltige Position. Um Probleme an Objektecken zu vermei-
den (Abb. 4.17a), testet ein Suchalgorithmus, ob mindestens eine gu¨ltige Position
innerhalb eines Suchradius um die aktuelle Position existiert.
• Befindet sich die Person um mindestens den Ko¨rperradius von Wa¨nden oder an-
deren Personen entfernt? Korrigiere andernfalls die Position entsprechend. Dabei
wird auch u¨berpru¨ft, ob eine Person eine andere unerlaubt
”
durchdringt“ (Abb.
4.17c).
• Betra¨gt die Geschwindigkeit zwischen der aktuellen und der letzten Position mehr
als die maximal plausible Personengeschwindigkeit (benutzerdefinierte Konstan-
te)? Falls ja, verku¨rze die Entfernung zu letzter Position entsprechend.
Bedeutender Teil der Positionsbestimmung ist die Verrechnung mit vorherigen und nach-
folgenden Positionen der Trajektorie, sowie, bei einem Mehrkamerasystem, mit den Da-
ten von anderen Kameras. Die tatsa¨chlich ermittelte Position liegt also erst nach einer
gewissen Latenzzeit vor. Die Trajektorienfilterung dient einerseits der Gla¨ttung der Da-
ten, die aufgrund des Bewegungsablaufs des menschlichen Ganges (auf- und abschwin-
gender Kopf, Voreinandersetzen der Fu¨ße) ein wellenfo¨rmiges Muster aufweisen. Des
Weiteren dient die Filterung auch der Korrektur falscher und der Rekonstruktion un-
sicherer Daten (z.B. bei Verdeckung). Die entsprechenden Verfahren werden in Kapitel
5.2 auf ein Mehrkamerasystem verallgemeinert erla¨utert.
4.5 Tiefenintervall-basiertes Tracking
Wie im vorangegangenen Abschnitt bereits deutlich wurde, ist die Bestimmung der Bo-
denposition per Koordinatentransformation nicht in allen Situationen exakt mo¨glich.
La¨sst sich die horizontale Bodenkoordinate xC in den meisten Fa¨llen noch recht genau
berechnen, so ist die zuverla¨ssige Bestimmung der Tiefenposition, also der Koordinate
zC in Blickrichtung der Kamera, aufgrund ihrer Berechnung aus der y-Koordinate im
Bild weitaus kritischer. Ist z.B eine Person im Bild bis auf ihren Oberko¨rper verdeckt,
so ko¨nnen bereits ein Senken des Kopfes, Beugen des Ko¨rpers oder Segmentierungsfeh-
ler bei ungu¨nstiger Kameraho¨he (nahe der jeweiligen Ko¨rpergro¨ße) zu großen Fehlern
der Tiefenposition fu¨hren. In Umgebungen wie einer Flugzeugkabine kann es dadurch
schwierig sein, auf diese Weise zuverla¨ssig festzustellen, in welcher Sitzreihe sich eine
Person aufha¨lt.
In der Einleitung zu dieser Arbeit wurde bereits erla¨utert, wie ein menschlicher Beob-
achter einer solchen, durch zahlreiche Raumobjekte in der Tiefe gestaffelten Szene die
Position einer Person anhand der Verdeckungskonstellation zwischen Person und Ob-
jekten erkennt: Verdeckt die Person ein Objekt, so befindet sie sich ra¨umlich davor;
wird sie von einem Objekt verdeckt, so befindet sie sich dahinter. Unter Verwendung
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des Tiefenmodells der Szene, der Bodenkarte sowie des menschlichen Silhouettenmo-
dells ist dieses Verfahren hier nachgebildet. Zusa¨tzlich stabilisiert eine die Kontinuita¨t
der Tiefenintervall-U¨berga¨nge beru¨cksichtigende Logik das Tracking der Personen durch
die gegebene Raumstruktur.
x
y x
zC
(1)
(2)
(3)
Abbildung 4.18: Tiefenintervalle einer Beispielszene: Fu¨r jede x-Position im Kamerabild de-
finiert das Intervallfeld alle Abschnitte der zC -Koordinate mit betretbarem
Boden. Eine Verschiebung in x-Richtung kann eindeutige (Fall 1 & 2) oder
nicht-eindeutige (Fall 3) Intervallu¨berga¨nge zur Folge haben.
Die Tiefenintervalle sind auf das Kamerabild bezogen definiert: Fu¨r jede x-Position im
Bild existiert eine Liste aller Intervalle der Tiefenkoordinate zC , in denen sich eine Person
aufhalten kann, d.h. wo sich laut der Bodenkarte betretbarer Boden befindet. Abb. 4.18
illustriert das Konzept des Intervallfelds und dessen Erstellung. Ist die x-Position einer
Person im Bild bekannt (Mittelpunkt des angepassten Silhouettenmodells), so kann aus
der Liste direkt abgelesen werden, welche gu¨ltigen Tiefenintervalle in diesem Bereich
des Raumes u¨berhaupt in Frage kommen. In den meisten Fa¨llen kann das Intervall, in
dem sich die Person aufhalten muss, bereits eindeutig aus der bisherigen Trajektorie
der Person hergeleitet werden: In Fall 1 und Fall 2 (Abb. 4.18) ist die Zuordnung des
Folgeintervalls zu dem vorangegangenen eindeutig. Es ist von den an dieser x-Position
in Frage kommenden Intervallen das einzige, das mit dem vorigen Intervall u¨berlappt.
In solchen Fa¨llen ist keine Erkennung des Intervalls anhand der Verdeckungssituation
erforderlich und wird zur Einsparung von Rechenzeit auch nicht durchgefu¨hrt. Existieren
jedoch mehrere Mo¨glichkeiten eines Folgeintervalls (Fall 3 in Abb. 4.18), da sich z.B. ein
großes Intervall (Gang) auf mehrere kleinere aufteilt (Sitzreihen), ist eine Betrachtung
der Verdeckungsverha¨ltnisse eine robuste Methode zur Wahl des korrekten Intervalls.
Abb. 4.19 veranschaulicht das Funktionsprinzip des entsprechenden Algorithmus. Um
bestimmen zu ko¨nnen, welche Bildteile eine Person verdecken, ist es notwendig, die
Lage der vollsta¨ndigen Silhouette der Person im Kamerabild zu kennen. Diese ist das
Ergebnis der in Abschnitt 4.3 vorgestellten Adaption des Silhouettenmodells an den
sichtbaren Teil der Person. Ausschließlich alle Pixel innerhalb der rekonstruierten Sil-
houette tragen zur Bestimmung des Tiefenintervalls bei: Jeder Bildpunkt wird anhand
seiner Tiefenposition in der Szene dem jeweils ra¨umlich direkt davor liegenden Intervall
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zugeordnet. Ist dieser Bildpunkt als Vordergrund segmentiert, so ist dies ein Argument
dafu¨r, dass sich die Person in dem entsprechenden Intervall i oder einem noch davor
liegenden befindet. Ein zugeho¨riger Za¨hler sum(i) wird um Eins erho¨ht. Ist der Bild-
punkt dagegen der Hintergrundszene zugeordnet, wird sum(i) um Eins erniedrigt. Nach
einem Durchlauf u¨ber alle Bildpunkte der Silhouette wird das vorderste Intervall mit
einem positiven Za¨hlerwert sum(i) > 0 gewa¨hlt. Es mu¨ssen also mehr als die Ha¨lfte aller
anhand der rekonstruierten Silhouette fu¨r das jeweilige Intervall relevanten Bildpunkte
der Person zugeordnet sein. Die Integration u¨ber den gesamten Bereich macht das Ver-
fahren robust gegenu¨ber kleineren Sto¨rungen wie Segmentierungsfehler oder z.B. u¨ber
das vordere Objekt ragende Ha¨nde der Person.
+
+
-
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Vordergrundpixel
Hintergrundpixel
xP
x
zC
xP
Abbildung 4.19: Berechnung des Tiefenintervalls: Bestimmung des Vordergrund- und Hin-
tergrundanteils aller Bildpunkte innerhalb der rekonstruierten Silhouette
fu¨r jedes Tiefenintervall an der aktuellen x-Position.
Die Detektion des Tiefenintervalls wird u¨ber mehrere aufeinanderfolgende Frames durch-
gefu¨hrt, um Fehler gerade an den Intervallgrenzen zu vermeiden. Wa¨hrend des Trackings
findet auch bei eindeutigem Intervallu¨bergang in regelma¨ßigen Absta¨nden eine U¨ber-
pru¨fung des aktuellen Intervalls mit dem beschriebenen Verfahren statt, um etwaige
Fehler zu detektieren. Die per Koordinatentransformation ermittelten Tiefenpositionen
zC werden auf das aktuelle Intervall begrenzt. Erkennt der Algorithmus, dass das ak-
tuelle Intervall falsch ist, wird die gesamte Trajektorie der Person bis zu der Stelle der
Entscheidung fu¨r das falsche Intervall unter Beibehaltung der xC-Koordinaten ru¨ckwir-
kend korrigiert (Abb. 4.20).
Die Ermittlung des Tiefenintervalls nach dem beschriebenen Verfahren kann nicht durch-
gefu¨hrt werden, falls die betroffene Person gerade mit einer anderen in der Bildebene
u¨berlappt, da die Gefahr von Fehlern durch falsch zugeordnete Bildpunkte zu groß ist
oder der sichtbare Teil der Person zur stabilen Durchfu¨hrung des Verfahrens nicht aus-
reicht. Das gleiche Problem tritt auf, wenn zwar verschiedene Tiefenintervalle an der
aktuellen Stelle voriegen, aber innerhalb der rekonstruierten Silhouette keinerlei visuelle
Evidenz fu¨r oder gegen eines oder mehrere der Intervalle vorliegt (z.B. durch Verdeckung
des den Boden verstellenden Objekts durch vordere, ho¨here Objekte). Kann aus diesen
Gru¨nden das aktuelle Tiefenintervall nicht visuell bestimmt werden, so wa¨hlt der Al-
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Abbildung 4.20: Beispiel fu¨r die nachtra¨gliche Trajektorienkorrektur: a) Falsch detektierter
Tiefenbereich (Sitzreihe) aufgrund vollsta¨ndiger Verdeckung der sichtbaren
vorderen Sitzlehne, b) Detektion des korrekten Intervalls nach Zuru¨ckziehen
der Ha¨nde, Korrektur der Trajektorie bis zur Verzweigung aus dem gro¨ßeren
Intervall (Gang).
gorithmus vorla¨ufig das der aktuellen Tiefenposition na¨chstliegende Intervall und fu¨hrt
das beschriebene Verfahren sobald wie mo¨glich durch.
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Abb. 4.21 fasst alle bisher erla¨uterten Verarbeitungsschritte noch einmal zusammen
und zeigt den vollsta¨ndigen Ablauf der Verarbeitung eines Kamerabildes. Bis auf die
Zuordnung und Kontrolle der Personenidentita¨ten, die das u¨bergeordnete Logikmodul
allgemein fu¨r ein System aus beliebig vielen Kameras realisiert (Abschnitt 5.3), sind alle
abgebildeten Schritte im der jeweiligen Kamera nachgeschalteten Bildverarbeitungsmo-
dul implementiert. Abgesehen von der in Abschnitt 5.2 folgenden Trajektorienfilterung,
ist mit den bisher vorgestellten Algorithmen das reine Tracking einer Person innerhalb
einer Szene abgedeckt. Kritische Momente im Trackingablauf sind vor allem die Detekti-
on einer in dem Sichtfeld der Kamera neu auftauchenden Person, die U¨berlappung zweier
oder mehrerer Personen in der Bildebene, sowie das Verlassen des Kamerasichtfelds. Die
Verfahrensweisen in diesen drei Situationen sollen im Folgenden na¨her erla¨utert werden.
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Abbildung 4.21: U¨bersicht der Verarbeitung eines Kamerabildes durch das Bildverarbei-
tungsmodul. Die Elemente rechts werden nur bei Bedarf ausgefu¨hrt.
4.6.1 Detektion und Initialisierung neu auftauchender Perso-
nen
Die korrekte Initialisierung von neu auftauchenden Personen ist deshalb kritisch, da
zuna¨chst noch kein Vorwissen u¨ber den bisherigen Weg der Person und damit u¨ber die
zu erwartenden Tiefenintervalle und Verdeckungsverha¨ltnisse vorliegt. Die Detektion
erfolgt anhand von als Vordergrund segmentierten Bildregionen, die keiner Person zuge-
ordnet werden konnten. Da die Objektfarben im Gegensatz zu der Segmentierung bereits
getrackter Personen hier unbekannt sind, beruht das Segmentierungsergebnis allein auf
der Hintergrundsubtraktion mit festem Schwellenwert, wobei je nach Farbkombination
Segmentierungsfehler versta¨rkt auftreten ko¨nnen.
In manchen existierenden Trackingsystemen sind die Ein- und Ausga¨nge einer Szene im
Bild manuell vordefiniert, nur dort erwartet das jeweilige System auftauchende Perso-
nen. Um flexibler auf Fehler reagieren zu ko¨nnen (z.B. eine Person betritt vollsta¨ndig
verdeckt von einer anderen den Raum) und eine ho¨here Stabilita¨t bei ungewo¨hnlichem
Personenverhalten zu erreichen (z.B. Person hockt sich hinter ein Objekt und erhebt
sich wieder), wurde in dem hier entworfenen System darauf verzichtet. Eine Person darf
somit an jeder beliebige Stelle des Raumes erscheinen.
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Abbildung 4.22: Schwierigkeiten der Personendetektion und -initialisierung anhand von Re-
gionen mit unidentifiziertem Vordergrund (weiß): a) schlechte Segmentie-
rung aufgrund der Bekleidungsfarben, b) zuna¨chst nur Silhouettenteile
sichtbar (hier Bein am rechten Bildrand), c) Betreten des Bildes unter
U¨berlappung mit einer anderen Person, d) Fehlerquellen: falsche Vorder-
grundobjekte, Beleuchtungseinflu¨sse.
Abb. 4.22 zeigt einige typische Beispiele fu¨r die Entstehung von Vordergrundregionen
und verdeutlicht auch, wie komplex die Problematik wird, wenn alle in realen Ein-
satzumgebungen denkbaren Situationen korrekt erkannt und gehandhabt werden sollen.
Einem menschlichen Betrachter hilft bei der Interpretation der gezeigten Bilder um-
fangreiches Detailwissen, dessen Nachbildung in diesem Rahmen nicht mo¨glich ist (z.B.
ko¨nnte statt der Hand in Abb. 4.22d ein beliebiges anderes Objekt vor das Objektiv
gehalten werden). Dem Algorithmus steht nur die gezeigte segmentierte Region und die
bekannte Szenenstruktur zur Verfu¨gung. Auch wenn so nicht alle denkbaren Situatio-
nen erfasst werden ko¨nnen, so lassen sich u¨ber geeignete Heuristiken bereits zahlreiche
Fehler ausschließen und die im realen Betrieb u¨blichen Fa¨lle stabil verarbeiten.
Das Verfahren besteht aus den folgenden Schritten:
• Gelegentlich kommt es vor, dass die Silhouette einer auftauchenden Person nicht
als zusammenha¨ngende Region segmentiert ist, sondern in mehrere separate Tei-
le zerfa¨llt (Abb. 4.22a). Da jede Region fu¨r sich verarbeitet wird und die obere
und untere Begrenzung fu¨r die initiale Positionsberechnung eine große Rolle spielt,
findet zuna¨chst eine Nachbearbeitung der Vordergrundmaske in vertikaler Rich-
tung statt: Betra¨gt der Abstand zwischen zwei Vordergrundpixeln mit gleicher
x-Koordinate weniger als ein bestimmter Grenzwert (z.B. 10 Pixel), so fu¨llt der
Algorithmus die dazwischenliegenden Bildpunkte mit Vordergrund auf. Dadurch
werden Lu¨cken in der Segmentierung geschlossen.
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• Im na¨chsten Schritt detektiert ein Suchalgorithmus zusammenha¨ngende Vorder-
grundregionen, deren Gro¨ße (Pixelzahl) innerhalb eines vordefinierten Intervalls
liegt. Dieses Intervall wird durch die Szenenstruktur (minimale und maximale
Entfernung von sichtbaren Personen) und die Aufnahmegeometrie bestimmt.
• Eine Vordergrundregion gilt nur dann als Personenkandidat, wenn ihr Breite-zu-
Ho¨he Verha¨ltnis innerhalb eines vorgegebenen Wertebereichs liegt, z.B.: 0, 2 <
b
h
< 1, 0. Schon durch diese einfache Regel und die vorangegangene Gro¨ßenbe-
schra¨nkung lassen sich ein Großteil der Sto¨rungen ignorieren.
• Anschließend u¨berpru¨ft der Algorithmus, wie hoch die Wahrscheinlichkeit ist, dass
die Vordergrundregion Teil einer bereits vorhandenen Person ist (z.B. Schatten,
abstehender Arm oder Bein). Die Kriterien hierfu¨r sind das direkte Angrenzen an
eine existierende Silhouette und eine bezu¨glich dieser relativ geringe Fla¨chengro¨ße.
• Handelt es sich nach den bisherigen Kriterien um einen gu¨ltigen Personenkandi-
daten, so wird nun eine erste initiale Position berechnet. Der Ansatz hierfu¨r ist,
zuna¨chst das gu¨ltige Tiefenintervall a¨hnlich wie im vorangegangenen Abschnitt aus
der Verdeckungssituation und des Tiefenmodells des Raumes zu ermitteln. Da hier
noch keine vervollsta¨ndigte Silhouette vorliegt, wird eine begrenzte Region direkt
unter der segmentierten Fla¨che als verdeckt und damit ra¨umlich davorliegend ange-
nommen. Unter Verwendung eines Tiefenmodells, das auch den Fußboden entha¨lt,
fu¨hrt diese Annahme auch bei vollsta¨ndig sichtbaren Personen zu einem korrekten
Ergebnis. Ist die Ausdehnung des so gefundenen Tiefenintervalls gering (unter 1
Meter, z.B. in einer Sitzreihe), so wird einfach die Intervallmitte als initiale Tie-
fenposition gewa¨hlt. Andernfalls berechnet das Verfahren eine genauere Position
aus den y-Koordinaten entweder der Unterkante oder der Oberkante der Region.
Die Oberkante wird unter Verwendung einer durchschnittlichen Ko¨rpergro¨ße dann
gewa¨hlt, falls die Unterkante direkt an ein verdeckendes Objekt oder den Bildrand
angrenzt, so dass es sich wahrscheinlich nicht um die Fu¨sse der Person handelt.
• Ist auf diese Weise eine initiale Position gefunden, wird erneut u¨berpru¨ft, ob die
Abmessungen der Bildregion, vor allem ihre Breite, fu¨r eine Person an dieser
Raumposition plausibel sind.
• Anschließend geht das System der Frage nach, ob es sich bei der detektierten Per-
son um eine im Bild bereits vorhandene Person handeln ko¨nnte, die hinter einer
sie verdeckenden vorderen Person wieder aufgetaucht ist. Ein solcher Fall wird
angenommen, wenn die neue Person in der Bildebene direkt an ein existierendes,
signifikant u¨berlappendes Paar angrenzt und die berechnete Position fu¨r die ver-
deckte Person plausibel ist. Die Bodenkoordinaten der betroffenen Person werden
dann entsprechend korrigiert.
• Sind alle Kriterien erfu¨llt, legt das Bildverarbeitungsmodul einen Datensatz fu¨r
eine neue Person an und verfolgt diese in den folgenden Frames fu¨r eine zuna¨chst
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kurze Testphase (z.B. 1 Sekunde). Durch Anwendung des Silhouettenmodells und
fortgesetzter Tiefenintervall-Detektion im weiteren Verlauf kann so die Bildposi-
tion auch bei anfa¨nglichen Fehlern korrigiert werden sowie u¨berpru¨ft, ob es sich
wirklich um eine menschliche Form handelt (siehe 4.6.3).
• Erst nach Ablauf der Testphase wird die zentrale Trackinglogik u¨ber die entdeckte
Person unterrichtet, und mittels Position und Bildausschnitt deren Identita¨t und
das zugeho¨rige Farbmodell angefragt.
Das beschriebene Verfahren hat sich in der Praxis in den meisten Fa¨llen als zuverla¨ssig
erwiesen. Situationen, die auf diese Weise nicht gelo¨st werden konnten, sind zum einen
la¨nger andauernde Segmentierungsfehler (z.B. durch Beleuchtungseinflu¨sse) in ungefa¨hrer
Personengro¨ße, was eher selten auftritt. Ein o¨fter auftretendes Problem besteht, wenn
zwei oder mehrere Personen einen Raum gleichzeitig so betreten, dass sie sich gegenseitig
gro¨ßtenteils verdecken. Dieses Problem ist nur u¨ber Erkennung von Details und Nutzung
exakter Ko¨rpermodelle lo¨sbar, deren stabile Anpassung nur unter großem Aufwand sta-
bil mo¨glich wa¨re. Mit dem hier implementierten Verfahren entdeckt das System zuna¨chst
nur eine Person und verfolgt diese. Sobald sich eine zweite Person in der Bildebene von
ihr lo¨st, wird auch diese detektiert.
An dieser Stelle kommt die zentrale Trackinglogik und das Mehrkamerasystem ins Spiel:
Wird die gesamte Umgebung u¨ber ein Verbundsystem mehrerer Kameras mit aneinander
angrenzenden Sichtfeldern u¨berwacht, so kann auch aus den Trajektorien der Personen
in Bodenkoordinaten bestimmt werden, wann sie das Sichtfeld einer weiteren Kamera
betreten. In solchen Fa¨llen erha¨lt das Bildverarbeitungsmodul von der Trackinglogik eine
Nachricht, die jeweilige Person wird sozusagen von außerhalb initialisiert. Im finalen Sys-
tem sind beide Initialisierungsmethoden gleichzeitig aktiv. Zusa¨tzliche Information kann
gewonnen werden, sobald mehrere Kameras mit u¨berlappenden Sichtfeldern im Einsatz
sind: U¨berlappen sich zwei Personen in einem Kamerabild, so sind sie aus einer anderen
Perspektive in der Regel separat zu sehen; die Initialisierung wird ebenfalls stabilisiert.
Kapitel 5 geht auf die ein Mehrkamerasystem betreffenden Methoden ausfu¨hrlicher ein.
4.6.2 Verfahren bei U¨berlappungen
U¨berlappungen zweier oder mehrerer Personen in der Bildebene stellen die problema-
tischsten Situationen wa¨hrend des Trackings dar, vor allem dann, wenn die hintere
Person stark oder sogar vollsta¨ndig verdeckt ist und die U¨berlappung u¨ber la¨ngere Zeit
andauert. Niedrige Kamerapositionen versta¨rken die Problematik, da sie den Verde-
ckungsgrad hintereinander stehender Personen erho¨hen. Ist die gegenseitige Verdeckung
eher klein (mehr als die Ha¨lfte jeder Person separat sichtbar) oder bewegen sich die
Personen gleichfo¨rmig aneinander vorbei, so dass die eigentliche U¨berlappung nur kurz-
zeitig andauert und die Trajektorienpra¨diktion gu¨ltig ist, treten in der Regel keinerlei
Schwierigkeiten auf.
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(a) (b) (c)
Abbildung 4.23: Beispiele verschiedener U¨berlappungssituationen und deren Segmentierung:
a) fast vollsta¨ndige U¨berlappung zweier Personen, b) U¨berlappung dreier
Personen, c) U¨berlappung ohne nutzbare Fußposition der vorderen Person.
Abb. 4.23 zeigt einige Beispiele fu¨r verschiedene U¨berlappungssituationen. Die Proble-
matik ergibt sich aus einer Kombination mehrerer Faktoren:
• Tragen die u¨berlappenden Personen sehr a¨hnlich gefa¨rbte Bekleidung, so kann
das trotz ho¨herer Gewichtung der Farben der vorderen Person (Abschnitt 4.2) zu
fehlkassifizierten Pixeln fu¨hren. Inbesondere im Bereich der Ko¨pfe, die meistens
a¨hnliche Farben aufweisen, ko¨nnen so Ungenauigkeiten bei der Adaption des Sil-
houettenmodells entstehen. Kritisch ist dieser Fall vor allem dann, wenn die Fuß-
position nicht nutzbar ist (z.B. Abb. 4.23c), und die Bodenposition rein aus den
Kopfkoordinaten berechnet werden muss. Eine fehlerhafte Position fu¨hrt zu einer
ungenauen Pra¨diktion, die wiederum die Segmentierung und Silhouettenadaption
beeinflusst, was in ungu¨nstigen Fa¨llen zu einer Selbstversta¨rkung der Abweichun-
gen fu¨hren kann.
• Eine vollsta¨ndige Verdeckung durch eine vordere Person u¨ber einen la¨ngeren Zeit-
raum fu¨hrt dazu, dass die Positionen der verdeckten Person und damit deren Tra-
jektorienextrapolation zunehmend unzuverla¨ssig werden. Auch dies ko¨nnte wieder
zu fehlerhaften Segmentierungen fu¨hren, da die Farbcluster unter Umsta¨nden an
falschen Stellen erwartet wu¨rden.
• Bei ungu¨nstiger, niedriger Kameraposition und vollsta¨ndiger Verdeckung kann
ein großer mo¨glicher Aufenthaltsbereich der hinteren Person entstehen. Falls eine
große Person vorne das Sichtfeld verdeckt, ist oft nicht mehr zu erkennen, was in
dem Bereich hinter ihr passiert.
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Nicht in allen Fa¨llen ist es mo¨glich, eine exakte Lokalisierung aller u¨berlappender Per-
sonen sicherzustellen ohne wesentlich aufwendigere Bildverarbeitungsalgorithmen und
Ko¨rpermodelle einzusetzen, um auch noch feine Bilddetails (z.B. eine hinter der ver-
deckenden Person herausragende Hand) zur Positionsbestimmung heranzuziehen. Auch
einem menschlichen Beobachter kann bei vollsta¨ndiger Verdeckung eine genaue Aussa-
ge schwerfallen oder sogar ganz unmo¨glich sein, da einfach die Bildinformation fehlt.
Das Hauptaugenmerk bei der Behandlung solcher Situationen lag daher eher auf der
Vermeidung von Instabilita¨t aufgrund Positionsberechnungen aus nur wenigen sichtba-
ren Bildpunkten sowie der schnellstmo¨glichen Aktualisierung der Daten und Korrektur
etwaiger Fehler bei Auflo¨sung der U¨berlappung. Die Trajektorienfilterung ersetzt im
Nachhinein die unsicheren Koordinaten durch Interpolation aus zuverla¨ssigeren. Des
Weiteren wurden die folgenden Maßnahmen getroffen:
• Wa¨hrend die horizontale Bildposition und damit die kamerarelative xC-Bodenko-
ordinate auch bei U¨berlappungen noch relativ zuverla¨ssig bestimmbar ist, kann
die Ermittlung der Bildtiefe aus nur wenigen sichtbaren oder falsche segmentierten
Bildpunkten instabil sein. Das kann z.B. bei niedriger Kameraposition dazu fu¨hren,
dass die u¨ber einen la¨ngeren Zeitraum vollsta¨ndig verdeckte Person mit hoher
Geschwindigkeit nach hinten
”
wegla¨uft“. Aus diesem Grund wurde eine Da¨mpfung
in zC-Richtung eingefu¨hrt, die vom Verdeckungsgrad abha¨ngt. Sie begrenzt die
maximal mo¨gliche zC-Geschwindigkeit umso sta¨rker, je weniger von der hinteren
Person sichtbar ist.
• Zur Auflo¨sung der U¨berlappung ist es entscheidend, dass das Wiedererscheinen ei-
ner Person aus vollsta¨ndiger Verdeckung korrekt detektiert, d.h. der sichtbare Teil
der hinteren Person richtig zugeordnet wird. Um das sicherzustellen, vergro¨ßert
der Algorithmus den Suchbereich fu¨r Farben der hinteren Person u¨ber die Breite
der verdeckenden Person hinaus (Abb. 4.24).
• Die Initialisierung der Adaption des Silhouettenmodells an der mittleren x-Position
aller einer Person zugeordneten Bildpunkte anstelle der evtl. unsicheren Vorhersa-
ge verhindert, dass das Modell an einer falsch vorhergesagten Stelle
”
klebenbleibt“,
anstatt sich an den wiederauftauchenden Bereich anzupassen (Abb. 4.24).
• Wie im vorangegangenen Abschnitt bereits erwa¨hnt, wird zusa¨tzlich bei jeder neu-
detektierten Person u¨berpru¨ft, ob es sich dabei um eine aus der Verdeckung wieder
erschienenen Person handeln ko¨nnte.
• Trotz aller Maßnahmen kann es bei ungu¨nstiger Farbgebung, Bewegungen eng
aneinander vorbei oder U¨berlappungen von drei oder mehr Personen zu Vertau-
schungen der Identita¨ten kommen. Aus diesem Grund informiert das Bildverarbei-
tungsmodul bei jeder signifikanten U¨berlappung die zentrale Trackinglogik u¨ber
eine mo¨gliche Verwechslung. Sobald alle beteiligten Personen wieder frei stehen,
erfolgt dann eine Wiederidentifikation anhand der segmentierten Bildausschnitte.
Kapitel 5.3 geht auf die entsprechenden Verfahren na¨her ein.
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Abbildung 4.24: Maßnahmen zur Verbesserung der Wiederdetektion einer verdeckten Per-
son: Erweiterung des Segmentierungsbereiches und Initialisierung der Sil-
houettenadaption anhand des Mittelpunktes der zugeordneten Bildpunkte.
Wie bei der Evaluation in Kapitel 6 gezeigt wird, fu¨hren diese Maßnahmen dazu, dass
ein Großteil aller denkbaren U¨berlappungssituationen stabil verla¨uft, insbesondere bei
schon leicht unterschiedlicher Bekleidung. Andernfalls fu¨hrt die Wiederidentifikation zu
einer zu¨gigen Korrektur der Fehler.
4.6.3 Verlassen des Sichtfeldes
Eine Person gilt dann als
”
verloren“, d.h. nicht mehr vom Trackingsystem aktiv verfolgt,
wenn ein Großteil (> 90%) der Bildpunkte innerhalb des angepassten Silhouettenmo-
dells sich entweder außerhalb des Kamerabildes befinden oder durch ein Raumobjekt
(z.B. Zwischenwand) verdeckt sind. Eine Person wird außerdem dann gelo¨scht, wenn ein
Großteil dieser Bildpunkte dem Bildhintergrund zugeordnet sind. In dem Fall befindet
sich an der Stelle der Vorhersage und Silhouettenadaption keine Person mehr. Abb. 4.25
zeigt zwei Beispiele, die zu einem Lo¨schen der verfolgten Person fu¨hren.
124
4.6 Trackingablauf und -regeln im Einkamera-System
(a) (b)
Abbildung 4.25: Beispiele zum Verlassen des Sichtfeldes: a) Verschwinden im Bildbereich
hinter einer Zwischenwand, b) Verlassen des Bildbereichs, hier wa¨hrend
U¨berlappung mit einer anderen Person.
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Kapitel 5
Personentracking im
Mehrkamerasystem
Zur lu¨ckenlosen Erfassung aller Bewegungsvorga¨nge in einer Umgebung reicht eine ein-
zelne Kamera in der Regel nicht aus. Ein Verbundsystem mehrerer Kameras ist deshalb
nicht nur fu¨r ein nahtloses Personentracking u¨ber mehrere Ra¨ume hinweg erforderlich,
auch innerhalb eines Raumes sind meist mehrere Perspektiven zur Vermeidung toter
Winkel notwendig. Unterschiedliche Ansichten eines gemeinsamen Raumbereichs ko¨nnen
zudem die Robustheit und Genauigkeit der Positionsbestimmung mehrerer Personen
verbessern, da die Wahrscheinlichkeit, ein unverdecktes Bild einer Person zu erhalten,
hierdurch erho¨ht wird.
Beim Entwurf der Architektur und der Datenverarbeitung des Mehrkamerasystems in
dieser Arbeit wurden die folgenden Anforderungen zugrunde gelegt:
• Stabile Bestimmung der Trajektorien aller Personen durch Verknu¨pfung der aus
den einzelnen Kamerabildern ermittelten Resultate in Echtzeit. Dabei automa-
tische Beru¨cksichtigung sowohl u¨berlappender Kamerasichtfelder als auch nicht
einsehbarer Raumbereiche.
• Implementierung einer flexiblen, modularen Systemarchitektur, die sich leicht um
weitere Kameras erweitern la¨sst und mit theoretisch beliebig vielen Kameras ar-
beitet.
• Beibehaltung der Personenidentita¨ten wa¨hrend ihrer Bewegung durch die gesamte
u¨berwachte Szene, Identita¨tskontrolle und Fehlerkorrektur bei Verwechslungsmo¨g-
lichkeiten.
• Aufbau einer regelbasierten, zentralen Systemlogik mit der Fa¨higkeit zur Selbst-
korrektur und Ru¨ckkehr in einen stabilen Zustand. Fehler sollten sich nicht fort-
laufend aufsummieren.
Die folgenden Abschnitte beschreiben, wie die im vorangegangenen Kapitel vorgestellten
Bildverarbeitungsmodule zum Personentracking mit einer einzelnen Kamera zu einem
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Mehrkamerasystem verbunden und die gemeinsam ermittelten Daten zentral ausgewer-
tet werden. Abschnitt 5.1 stellt zuna¨chst das generelle Konzept der Systemarchitektur
und des Zusammenspiels aller Elemente des Echtzeitsystems vor, gefolgt von der Berech-
nung gegla¨tteter Trajektorien und der Verwaltung der Personenidentita¨ten im offenen
und geschlossenen Betriebsmodus in den Abschnitten 5.2 und 5.3. Zusa¨tzlich sind hier
die Abla¨ufe der Modulkommunikation und die Regeln beschrieben, nach denen die zen-
trale Systemlogik das System steuert und Fehler erkennt und korrigiert. Abschnitt 5.4
geht abschließend auf den Spezialfall des Personentrackings in der Flugzeugkabine ein
und erla¨utert dabei insbesondere die Verfahren zur Verarbeitung sitzender Personen im
Bild.
5.1 Architektur des Mehrkamerasystems
Abbildung 5.1 zeigt schematisch die modulare Architektur des verteilten Mehrkame-
rasystems. Jeder Kamera ist ein lokales Bildverarbeitungsmodul nachgeschaltet, das
gema¨ß der im vorangegangenen Kapitel vorgestellten Algorithmen ein quasi-autonomes
Personentracking im sichtbaren Szenenausschnitt durchfu¨hrt. In diesen Modulen ist aus-
schließlich das Wissen um die im Sichtfeld zu sehende Szene und die augenblicklich
darin befindlichen Personen vorhanden. Sobald eine Person das Sichtfeld verla¨sst, wird
ihr lokaler Datensatz gelo¨scht; sie ist somit fu¨r das Bildverarbeitungsmodul nicht mehr
existent.
Bildver-
arbeitung,
lokales Tracking
...
...
zentraleSystemlogik
- im Sichtfeld zu
erwartende Personen
- Identifikations-
ergebnisse
- Personendaten
- zusätzliche Positionen
- extrahierte Positionen
- Zuverlässigkeiten
- neu detektierte bzw.
verlorene Personen
- Verwechslungsmöglichkeiten
- Bilddaten zur Identifikation
Bildver-
arbeitung,
lokales Tracking
Abbildung 5.1: Modularer Aufbau des Mehrkamerasystems und wesentlicher Informations-
fluss zwischen den Verarbeitungsebenen.
Alle u¨ber das lokale Tracking hinausgehenden Aufgaben, die das Wissen um alle Per-
sonen in der gesamten u¨berwachten Umgebung und um die Positionen und Sichtfelder
aller verwendeter Kameras beno¨tigen, sind in der zentralen Systemlogik zusammenge-
fasst. Hier laufen die aus den Kamerabildern extrahierten Ergebnisse zusammen, werden
ausgewertet und miteinander verrechnet. Das Modul ist fu¨r die dauerhafte Stabilita¨t des
Gesamtsystems und die notwendige Fa¨higkeit zur Selbstkorrektur zusta¨ndig. Obendrein
beinhaltet es die zentrale Personendatenbank mit dem Farbmodell, der Trajektorie und
dem aktuellen Status jeder Person. Fu¨r die Zuordnung der Identita¨ten zu den in den
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Abbildung 5.2: Grundlegender Ablauf der Modulkommunikation bei der Verfolgung einer
Person.
Bildverarbeitungsmodulen getrackten Personen ist daher allein das Logikmodul verant-
wortlich.
Die Kommunikation innerhalb des Systems findet ausschließlich zwischen der zentra-
len Systemlogik und jedem Bildverarbeitungsmodul statt. Das Logikmodul entscheidet,
ob eine Information (z.B. die erhaltene Position einer Person) fu¨r weitere Bildverar-
beitungsmodul relevant ist und schickt sie gegebenenfalls weiter. Ein normaler Ablauf
eines Trackingvorgangs innerhalb dieser Struktur kann beispielsweise folgendermaßen
aussehen (Abb. 5.2): Ein Bildverarbeitungsmodul detektiert eine neue Person im Kame-
rasichtfeld und schickt das ausgeschnittene Bild der Person mit Angabe der aktuellen
Bodenposition an das zentrale Logikmodul. Dieses identifiziert die Person anhand ih-
rer Farbverteilung und Na¨he zu bereits getrackten Personen und schickt alle relevanten
Personendaten (inklusive des Farbmodells) an das Bildverarbeitungsmodul zuru¨ck. Dort
wird das erhaltene Farbmodell an die vorherrschenden Lichtverha¨ltnisse adaptiert und
die Person im weiteren Verlauf getrackt. Die Trackinglogik erha¨lt jede ermittelte Bo-
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denposition mit ihrer Zuverla¨ssigkeitsbewertung, verarbeitet diese und schickt sie gege-
benenfalls an andere Module, die die gleiche Person tracken, weiter. Verla¨sst die Person
das Kamerasichtfeld, so wird die zentrale Logik daru¨ber benachrichtigt. Eine Person gilt
als
”
verloren“, wenn sie in keinem Bildverarbeitungsmodul mehr aktiv verfolgt wird. Zu
diesem grundlegenden Ablauf existieren zahlreiche Varianten und Sonderfa¨lle, die in den
folgenden Abschnitten detailliert behandelt werden.
Um ein echtzeitfa¨higes Gesamtsystem zu ermo¨glichen, la¨uft jedes Modul auf einem ei-
genen Prozessor. In der Praxis wurden hierzu mehrere, u¨ber Ethernet miteinander ver-
netzte PCs verwendet1 Alle Module arbeiten zeitlich voneinander unabha¨ngig mit der
jeweils ho¨chstmo¨glichen Geschwindigkeit in einer Dauerschleife, die die Abfrage und
Verarbeitung der einlaufenden Nachrichten sowie einen Datenverarbeitungsschritt bein-
haltet. Die individuelle Geschwindigkeit wird vor allem von der Anzahl der Personen im
jeweiligen Bild beeinflusst, aber auch davon, ob gerade eine Personenidentifikation oder
Beleuchtungsanpassung durchgefu¨hrt wird. Der Vorteil der Asynchronita¨t liegt darin,
dass das Gesamtsystem nicht auf die Framerate des langsamsten Moduls abgebremst
wird. So kann sta¨ndig die maximal mo¨gliche Datenmenge extrahiert werden. Ein Nach-
teil der Asynchronita¨t ist, dass die Bodenkoordinaten einer Person im Sichtfeld mehrerer
Kameras nicht direkt miteinander verrechnet werden ko¨nnen, wie es bei gleichzeitiger
Bestimmung der Fall wa¨re. Des Weiteren muss die Modulkommunikation darauf aus-
gelegt sein, dass Nachrichten mit unterschiedlichen Verzo¨gerungen eintreffen oder z.B.
auch einander widersprechende Nachrichten gleichzeitig in entgegengesetzte Richtungen
voneinander unterwegs sein ko¨nnen.
Das gemeinsame Maß zur Verrechnung der Daten untereinander ist die Uhrzeit. Alle
angeschlossenen Rechner mu¨ssen daher eine mo¨glichst exakt gleichlaufende Systemzeit
aufweisen. Diese Forderung wird durch Synchronisation der Rechneruhren mittels des so-
genannten Network Time Protocol, eines iterativ arbeitenden Algorithmus, hinreichend
genau erfu¨llt. Jedem aufgenommenen Bild, jeder ermittelten Position ist fest ein Zeitcode
zugeordnet. Zur Arbeit mit aufgenommenen Videosequenzen wurde ein Aufnahmemodul
geschrieben, das fu¨r jedes Einzelbild die zugeho¨rige Uhrzeit speichert.
1Das Framework zum Betrieb des Gesamtsystems und zur Modulkommunikation basiert auf der
CORBA-Middleware und ist unter Linux implementiert. Es ist nicht Teil dieser Arbeit, sondern wur-
de von einem Projektpartner des zugrundeliegenden Forschungsprojekts zur Verfu¨gung gestellt. Die
Funktionalita¨t des Frameworks beinhaltet im Wesentlichen Elemente zum Starten und Beenden al-
ler angeschlossenen Module, zur Aufnahme und Weitergabe der Kamerabilder sowie zum Senden und
Empfangen von Nachrichten und Datenpaketen zwischen den Modulen. Zur Arbeit mit aufgenommenen
Videosequenzen mehrerer Kameras zwecks Entwicklung und Evaluation an einem einzelnen Arbeits-
platzrechner wurde dieses Framework unter der Windows Entwicklungsumgebung nachgebildet und
simuliert.
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5.2 Trajektorienfilterung und Datenfusion
Die Berechnung einer einzelnen Bodenposition einer Person anhand des Kamerabil-
des ist zahlreichen mo¨glichen Sto¨reinflu¨ssen unterworfen, die eine mehr oder weniger
große Abweichung von der tatsa¨chlichen Position verursachen. Erst die Verrechnung
mit den zeitlich vorangegangenen und nachfolgenden Positionen sowie, falls vorhanden,
mit den Daten weiterer Kameras, ermo¨glicht eine zuverla¨ssige Scha¨tzung der exakten
Position zu diesem Zeitpunkt. Eine Folge auf dieser Weise bestimmter Bodenpositionen
(xT,F (T ), zT,F (T )) ergibt eine gegla¨ttete Trajektorie, die die tatsa¨chliche Bewegung der
Person durch die Szene wiedergibt und damit das endgu¨ltige Ergebnis des Trackingsys-
tems darstellt. T seien hierbei diskrete Zeitpunkte in gleichma¨ßigen Absta¨nden ∆T (z.B.
mit ∆T = 0, 1s).
xF
zF
xF
zF
t1
T1 T2
T3
T4
t3
xC1
(a) (b)
xC2
zC1 zC2
t2
t5
t6
t4
t7
t8
xi,2(T)
xi,1(T)
xT(T)
Datenvon Kamera 1
Daten von Kamera 2
Ausrichtung
Kamera 1
Ausrichtung
Kamera 2
Trajektorie
Abbildung 5.3: Prinzip der Trajektorienfilterung mit den Daten zweier Kameras. (a) Berech-
nung der optimalen Position xT aus den fu¨r den Zeitpunkt T interpolierten
Daten xi anhand ihrer richtungsabha¨ngigen Zuverla¨ssigkeit (hier optisch als
Varianz dargestellt), (b) Bestimmung einer zeitlich a¨quidistanten Trajektorie
(Zeiten Ti) aus den unregelma¨ßigen Originalpositionen (Zeiten τi).
Die Aufgabe besteht nun darin, eine solche Trajektorie aus den zeitlich unregelma¨ßigen,
mit gro¨ßeren oder kleineren Absta¨nden als ∆T eintreffenden Positionen (xF (τ), zF (τ))
der Bildverarbeitungsmodule zu bestimmen. Die Variable τ stelle im Folgenden die
Zeitpunkte dar, an denen Bodenkoordinaten ermittelt wurden. Zusammen mit jeder
Position schicken die Bildverarbeitungsmodule eine Beurteilung ihrer Zuverla¨ssigkeit in
Blickrichtung der Kamera (rzC) sowie orthogonal dazu (rxC). Gema¨ß der in Kapitel 4.4
hergeleiteten Gleichungen 4.27 und 4.28 berechnen sich diese sowohl aus der aktuellen
Sichtbarkeit der Person als auch der theoretischen Genauigkeit der vorgenommenen Ko-
ordinatentransformation. Beide Zuverla¨ssigkeitswerte werden separat erhoben, da die
Bestimmung der xC-Koordinate aus der horizontalen Bildposition in der Regel wesent-
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lich genauer und zuverla¨ssiger mo¨glich ist als die Berechnung der Tiefenposition zC . Es
gilt also in praktisch allen Aufnahmesituationen rxC > rzC . Dieser Umstand soll nun
bei der Verrechnung der Daten mehrerer Kameraperspektiven dahingehend beru¨cksich-
tigt werden, dass je nach Kameraausrichtung αC unzuverla¨ssige Positionen richtungs-
abha¨ngig durch zuverla¨ssigere korrigiert werden. Abb. 5.3 veranschaulicht das Prinzip.
Zusammen mit der aufwendigen Ermittlung der jeweiligen Zuverla¨ssigkeit ermo¨glicht es
eine wesentlich exaktere und fu¨r die Bildverarbeitungsverfahren optimiertere Koordina-
tennachbearbeitung als es durch eine Gla¨ttung mittels eines Gauß- oder Kalman Filters
ohne einzelne Gewichtung der Positionen mo¨glich wa¨re.
Der Algorithmus ist im Detail in Anhang B erla¨utert. Er berechnet die Positionen zu je-
dem Zeitpunkt T der Trajektorie, indem er zuna¨chst alle gegebenen Originalkoordinaten
einer oder mehrerer Kameras mit ihren gerichteten Zuverla¨ssigkeiten in eine gemeinsa-
me Bezugsrichtung transformiert. Fu¨r beide Koordinatenachsen wird dann separat aus
allen Positionspaaren unter Verwendung der jeweiligen Gewichtungen der Wert zum
Zeitpunkt T inter- bzw. extrapoliert. Das finale Ergebnis ist der gewichtete Mittelwert
aller so bestimmter Werte. Das Verfahren wird in a¨hnlicher Form auch zur Pra¨diktion
der Position einer Person aus ihrer bisherigen Trajektorie verwendet.
Abb. 5.4 zeigt ein Beispiel der Trajektorienberechnung nach der hier vorgestellten Me-
thode unter Verwendung der Daten von ein bis drei Kameras (je nach Raumposition).
(a) (b)
Abbildung 5.4: Beispiel zur Trajektorienberechnung aus den Positionsdaten von drei Kame-
ras. (a) durch mehrere Bildverarbeitungsmodule ermittelte Originalkoordi-
naten, (b) gefilterte Trajektorie aus zeitlich a¨quidistanten Positionen.
5.3 Verwaltung der Personenidentita¨ten
Eine wesentliche Anforderung an das Trackingsystem besteht darin, dass es nicht nur
feststellt, wo sich gerade Personen in der u¨berwachten Szene befinden und welchen Weg
sie zuru¨cklegen, sondern auch, um welche der dem System bekannten Personen es sich
dabei handelt. Wa¨hrend des Trackings sollten mo¨glichst keine Identita¨tsvertauschungen
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stattfinden, so dass die ermittelte Trajektorie dem tatsa¨chlichen Pfad einer bestimmten
Person entspricht. Zur Identifizierung von Personen steht das in Kapitel 3.3 vorgestell-
te A¨hnlichkeitsmaß zur Verfu¨gung, das die Topologie der Farbverteilung der Personen
vergleicht. Die hier erla¨uterten Verfahren zur langfristigen Zuordnung der Identita¨ten
laufen robust bei ausreichend unterscheidbar voneinander gekleideten Personen. Sie sind
jedoch hauptsa¨chlich dafu¨r gedacht, die Trackingstabilita¨t unter den in der Szene zeit-
gleich verfolgten, maximal ca. 5 bis 6 Personen, aufrecht zu erhalten2.
Um im verteilten, asynchronen Trackingsystem jederzeit eine eindeutige Zuordnung der
ermittelten Daten zu den Personen zu garantieren, auch wa¨hrend z.B. noch Nachrichten
zur Identita¨tskorrektur oder initialen Identifikation unterwegs sind, wurde ein zweistu-
figes Modell der Identita¨tszuordnung implementiert: Jeder mit einer Kamera aktuell
getrackten Person ist zuna¨chst eine eindeutige Tracking-ID zugeordnet. Die Bildverar-
beitungsmodule kennen nur diese ID und ordnen Nachrichten, die eine bestimmte Person
betreffen, daru¨ber zu. Zusa¨tzlich existiert fu¨r jede dem System bekannte Identita¨t eine
eindeutige Personen-ID, der ein Datensatz in der zentralen Personendatenbank zugeord-
net ist. Eine Zuordnungsmatrix legt fest, welche Personen-ID aktuell welcher Tracking-
ID entspricht. Ist eine Korrektur der Identita¨ten notwendig, so werden lediglich die Da-
ten der Zuordnungsmatrix entsprechend angepasst und die aktuellen Bewegungsdaten
und Positionen der betroffenen Personen ausgetauscht. Die Tracking-IDs bleiben den je-
weils verfolgten Einheiten weiterhin zugeordnet, den Bildverarbeitungsmodulen werden
jedoch die gea¨nderten, zur Bildverarbeitung erforderlichen Personendaten (Farbmodell,
Ko¨rpergro¨ße) mitgeteilt.
Welche Identita¨ten in der zentralen Personendatenbank vorliegen und wie die Identifi-
kation abla¨uft, ist davon abha¨ngig, ob das System im offenen oder geschlossenen Be-
triebsmodus arbeitet. Der offene Modus ist dadurch definiert, dass jederzeit beliebige,
auch bisher unbekannte Personen die u¨berwachte Szene betreten ko¨nnen. Die Perso-
nendatenbank ist hier bei Systemstart zuna¨chst leer und wird dynamisch wa¨hrend des
Betriebs angelegt. Sobald in einem Kamerabild eine freie Sicht auf eine unbekannte
Person mo¨glich ist, wird ihr Farbmodell erstellt sowie die Ko¨rpergro¨ße ermittelt.
Der offene Modus unterteilt sich wiederum in zwei unterschiedliche Betriebsarten: In
der ersten Variante entha¨lt die Datenbank ausschließlich die aktuell in der Szene vor-
handenen Personen. Sobald eine Person die Sichtfelder aller Kameras verla¨sst, wird ihr
Datensatz gelo¨scht. Dieser Modus eignet sich besonders zur U¨berwachung offener Ra¨um-
lichkeiten, in denen lediglich die Bewegungsmuster aktuell in der Szene vorhandener
anonymer Personen erkannt werden sollen.
In der zweiten Variante verbleiben die Datensa¨tze einmal gelernter Personen in der Da-
2Fu¨r eine korrekte Identifikation großer Personenmengen, hohe Beleuchtungsvarianz und sehr a¨hn-
liche oder u¨ber die Beobachtungsdauer vera¨nderliche Bekleidungsfarben, ist eine Identifikation u¨ber
Farbmodelle grundsa¨tzlich nicht ausreichend. Erfordert die Anwendung zusa¨tzlich zur Identita¨tsbewah-
rung wa¨hrend des Trackings eine sichere Personenidentifikation aus einer gro¨ßeren Personendatenbank,
so ist daher die Integration weiterer, z.B. biometrischer Methoden notwendig.
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tenbank. Das Problem hierbei ist es, festzustellen, ob eine die Szene betretende Person
bereits bekannt ist, oder ob es sich um eine neue Person handelt. Es ist nicht mo¨glich,
hier einen Schwellenwert des A¨hnlichkeitsmaßes festzulegen, der in allen Situationen ein
korrektes Ergebnis liefert: Zwischen a¨hnlich gekleideten Personen bestehen oft nur mi-
nimale Unterschiede, wa¨hrend die Abweichungen durch Beleuchtungseinflu¨sse bei einer
Person sta¨rker ausfallen ko¨nnen. Aus diesem Grund ist diese Betriebsart in der Praxis
nicht zu empfehlen.
Im geschlossenen Betriebsmodus des Trackingsystems ist die Personenmenge wa¨hrend
der gesamten Betriebsdauer konstant. Jede verfolgte Person kann nur einer bestimmten
Identita¨t aus der Datenbank entsprechen, es kommen weder weitere Personen hinzu,
noch ko¨nnen welche verschwinden. Ein Beispiel hierzu ist die Anwendung des Personen-
trackings in der Flugzeugkabine wa¨hrend des Fluges. Die Aufgabe eines solchen Systems
ist es, fu¨r alle Personen der festen, bekannten Personengruppe jederzeit die aktuellen
Positionen und Trajektorien zu kennen. Deckt die Kameraanordnung nicht die gesamte,
geschlossene Umgebung ab, so ist es jedoch durchaus mo¨glich, dass Personen zeitweise
nicht sichtbar sind und den Status
”
verloren“ besitzen.
In einem geschlossenen System muss die Personendatenbank, die jeder Identita¨t ein
Farbmodell zur Erkennung zuweist, vor Inbetriebnahme festgelegt sein. Zur Erprobung
der Live-Trackingsysteme in dieser Arbeit wurde daher ein vollautomatisch ablaufender
Trainingsmodus implementiert: Der Benutzer legt zu Beginn fest, welche Kamera zur
Erstellung der Farbmodelle verwendet werden soll und gibt eine Liste mit den Namen
der zu trainierenden Personen ein. In dieser Reihenfolge betreten die Personen dann
nacheinander das Sichtfeld der Kamera und werden dort vom System getrackt (Abb.
5.5b). Sobald die Person stehenbleibt und vollsta¨ndig sichtbar ist, wird ihr Farbmodell
erstellt und die Ko¨rpergro¨ße ermittelt (Abb. 5.5c). Hat die Person das Sichtfeld wieder
verlassen und konnte das Training erfolgreich durchgefu¨hrt werden, erwartet das System
die na¨chste Person.
Problematisch fu¨r die Erstellung der Farbmodelle kann sich ein ungu¨nstiger Bildhinter-
grund oder ein starker Schattenwurf durch gerichtete Lichtquellen auswirken: Eine neu
initialisierte Person wird zuna¨chst allein u¨ber die Hintergrundsubtraktion segmentiert,
da ja noch keine Erwartungswerte bzgl. der Vordergrundfarben vorliegen. Fehlerhafte
Segmentierungen ko¨nnen dann zu falsch gelernten Farbclustern fu¨hren; das Farbmodell
repra¨sentiert nicht das tatsa¨chliche Aussehen der Person und kann so spa¨ter zu Fehli-
dentifizierungen fu¨hren. Aus diesem Grund ist es wichtig, den Trainingsbereich passend
auszuwa¨hlen.
5.3.1 Identifikation neu detektierter Personen
Im Bildverarbeitungsmodul kann eine neue Person auf zwei mo¨glichen Wegen initiali-
siert werden. Die erste Variante ist die Top-down-Initialisierung: Erkennt die zentrale
Trackinglogik, dass sich eine in anderen Modulen getrackte Person mit bekannter Iden-
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(a) (b) (c) (d)
Abbildung 5.5: Ablauf der vollautomatischen Erstellung der Personendatenbank im Trai-
ningsmodus. Oben: Tracking im Kamerabild, unten: Statusanzeige des Trai-
ningmoduls. (a) Warten auf die na¨chste Person in der Liste, (b) Person
betritt das Sichtfeld, (c) Erzeugung des Farbmodells und Ermittlung der
Ko¨rpergro¨ße, sobald Person steht, (d) Person verla¨sst Bildbereich, Training
beendet (bzw. Warten auf na¨chste Person).
tita¨t in das Sichtfeld der Kamera hineinbewegt, so schickt sie alle beno¨tigten Daten der
Person inklusive der bekannten Trajektorie an das Bildverarbeitungsmodul, das darauf-
hin einen lokalen Datensatz der Person initialisiert. Sofern die Person tatsa¨chlich im
Kamerabild an der vorhergesagten Position segmentiert und damit gefunden werden
kann, wird sie bei ihrer weiteren Bewegung durch das Sichtfeld verfolgt.
In der zweiten mo¨glichen Variante detektiert umgekehrt zuna¨chst das Bildverarbeitungs-
modul eine neue Person im Sichtfeld, schneidet den sichtbaren Teil der segmentierten
Silhouette aus dem Kamerabild aus und schickt ihn zusammen mit den berechneten
Bodenkoordinaten an die Trackinglogik. Diese hat nun die Aufgabe, die wahrschein-
lichste Identita¨t der Person anhand dieser Daten und dem Wissen um den aktuellen
Szenenzustand zu bestimmen. Zu diesem Zweck werden alle an dieser Position in Frage
kommenden Identita¨ten ermittelt und die A¨hnlichkeit des segmentierten Bildausschnitts
mit den Farbmodellen der jeweiligen Personen gema¨ß Kapitel 3.3 berechnet. Neben der
Farba¨hnlichkeit Sges (Gl. 3.37) ist zusa¨tzlich eine Positionswahrscheinlichkeit ppos ∈ [0, 1]
definiert, die beschreibt, wie wahrscheinlich es ist, dass die jeweilige Person an der de-
tektierten Position auftaucht. Die Berechnung ha¨ngt von dem momentanen Status des
Personenkandidaten ab. Je nach Situation kommt eine oder mehrere der folgenden Op-
tionen fu¨r die neu detektierte Person in Frage:
• Es kann sich um eine in anderen Bildverarbeitungseinheiten des Trackingsystems
bereits aktiv verfolgte Person handeln, deren Position xF,P sich zur Zeit nahe
der detektierten Position xF,D befindet. Mit einem benutzerdefinierten Radius R,
innerhalb dessen alle vorhandenen Personen gu¨ltige Kandidaten sind, ergibt sich
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die Positionswahrscheinlichkeit zu:
ppos =
{
0 falls |xF,P − xF,D| ≥ R
R− |xF,P − xF,D|
R sonst
(5.1)
Da sich die detektierte Person in der Regel an den Grenzen des Kamerasichtfeldes
befindet und noch kein Farbmodell zur Optimierung der Segmentierung existiert,
kann deren Positionsbestimmung ungenau sein. Der Suchradius muss daher groß
genug gewa¨hlt werden, um solche Ungenauigkeiten noch mit einzuschließen. Er
sollte andererseits aber auch klein genug sein, um nicht Personen von weit ent-
fernten Stellen des Raumes als gu¨ltige Kandidaten in Betracht zu ziehen. In der
Praxis wurde meist ein Radius von 2 Metern gesetzt.
• Es kann sich um eine ku¨rzlich vom Trackingsystem verlorene Person handeln. Diese
zeichnen sich gegenu¨ber den noch getrackten Personen dadurch aus, dass sich der
Radius R(∆t), in dem sie wieder erscheinen ko¨nnen, mit der Zeit ∆t, die seit der
letzten Sichtung vergangen ist, kontinuierlich vergro¨ßert. Ein Beispiel fu¨r einen
solchen Fall wa¨re eine Person, die hinter einem großen Raumobjekt vollsta¨ndig
verschwindet und auf der anderen Seite wieder auftaucht, oder aber eine Person,
die aufgrund einer Lu¨cke zwischen den Sichtfeldern zweier Kameras kurzzeitig
außer Sicht gera¨t. Die Geschwindigkeit, mit der sich der Radius um die zuletzt
bekannte Position vergro¨ßert, entspricht dabei einem zu¨gigen Gehen. Liegt die
detektierte Position innerhalb des aktuellen Radius, so ist die Person ein gu¨ltiger
Kandidat, deren Positionswahrscheinlichkeit analog Gleichung 5.1 berechnet wird.
• Des Weiteren kommt jede vollsta¨ndig verlorene Person in Frage. Hierzu za¨hlen alle
Personen, deren Aufenthaltsort zur Zeit vollkommen unbekannt ist, da sie la¨nger
als eine bestimmte Zeit tmax als verloren gelten, bzw. noch gar nicht durch das
System getrackt wurden (nach Systemstart gelten zuna¨chst alle Personen in der
Datenbank als vollsta¨ndig verloren). Diese Personen erhalten eine feste Default-
Positionswahrscheinlichkeit (z.B. ppos = 0, 5).
• Gelegentlich kann es vorkommen, dass eine verfolgte Person la¨ngerfristig vollsta¨ndig
von einer anderen Person in der Bildebene verdeckt wird, so dass eine Bestimmung
ihrer Tiefenposition nicht zuverla¨ssig mo¨glich ist. Befindet sich in Blickrichtung der
Verdeckung das Sichtfeld einer weiteren Kamera, so kann die Person dort wieder
auftauchen, obwohl ihre aktuelle Position weit entfernt ist. Das zentrale Logik-
modul detektiert auch solche Kandidaten, indem es den Verdeckungsgrad und die
Winkelabweichung zwischen der letzten und der detektierten Position von der Ka-
meraposition aus beru¨cksichtigt. Die Positionswahrscheinlichkeit berechnet sich
wiederum gema¨ß Gl.5.1, nur mit einem entsprechend der durch die Verdeckung
verursachten Unzuverla¨ssigkeit erweiterten Radius.
• Außerdem ist es auch mo¨glich, dass es sich bei der detektierten Position um eine
bereits im eigenen Bildverarbeitungsmodul getrackte Person handelt, die gerade
aus einer U¨berlappung wieder auftaucht. Solche Fa¨lle brauchen hier jedoch nicht
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weiter beachtet werden, da sie bereits im Bildverarbeitungsmodul erkannt und
behandelt werden (vgl. Abschnitt 4.6.1).
Die aufgelisteten heuristischen Regeln implementieren eine weitere Art von Vorwissen im
System, dessen sich auch die menschliche visuelle Wahrnehmung bedient: Kontinuita¨t
in der Bewegung sowie einfache logische Zusammenha¨nge. Um den wahrscheinlichsten
Personenkandidaten zu bestimmen, mu¨ssen die jeweils ermittelte Farba¨hnlichkeit Sges
und die Positionswahrscheinlichkeit ppos zu einem gemeinsamen Vergleichsmaß S˜ mit-
einander verrechnet werden. Dies geschieht hier durch zunehmende Verringerung der
Farba¨hnlichkeit, je unwahrscheinlicher die detektierte Position ist:
S˜ = Sges − (1− ppos) ·∆S (5.2)
U¨ber die benutzerdefinierte maximale Reduzierung ∆S la¨sst sich einstellen, wie stark die
Positionsdifferenz gegenu¨ber der Farba¨hnlichkeit beru¨cksichtigt werden soll. Das zentra-
le Logikmodul wa¨hlt nun die Identita¨t mit der maximalen Gesamta¨hnlichkeit S˜ aus,
sofern diese oberhalb einer geforderten Mindesta¨hnlichkeit liegt. Kommt kein Perso-
nenkandidat in Frage, so wird im offenen Betriebsmodus ein neuer Personendatensatz
angelegt und eine Aufforderung an das Bildverarbeitungsmodul geschickt, sobald wie
mo¨glich ein Farbmodell der Person zu erstellen. Im geschlossenen Betriebsmodus legt
die Trackinglogik zuna¨chst provisorisch eine unidentifizierte Person an, die weiter ge-
trackt und in regelma¨ßigen Absta¨nden weiteren Identifikationsversuchen unterworfen
wird.
5.3.2 Bestimmung einer optimalen Gesamtzuordnung aller Per-
sonen in der Datenbank
Die Zuordnung der verfolgten Personen zu den Identita¨ten in der Personendatenbank
ist mit dem im vorangegangen Abschnitt erla¨uterten initialen Identifikationsverfahren
jedoch noch nicht abgeschlossen. Sie stellt vielmehr eine erste, schnelle Scha¨tzung der
Identita¨t dar, die in den meisten Fa¨llen auch nur auf einer Teilansicht der Person beruht.
Da zudem generell die Robustheit der Personenidentifikation anhand von Farbverteilun-
gen wesentlich durch die Varianz der Bekleidung aller Personen und die Ausgepra¨gt-
heit der Beleuchtungsschwankungen innerhalb der Szene beeinflusst wird, sind an dieser
Stelle durchaus Fehler mo¨glich3. Eine reine Zuordnung nach der momentan maximalen
A¨hnlichkeit genu¨gt daher nicht.
Die Robustheit der Zuordnung la¨sst sich wesentlich verbessern, wenn anstelle einer indi-
viduellen Maximumsentscheidung die bestmo¨gliche Kombination aus allen Identita¨ten
3Hierzu ein Beispiel: Besitzen zwei Personen eine Farbverteilung mit anna¨hernd identischer Farbto-
pologie, von denen die zweite Person jedoch insgesamt etwas dunkler ist, so wu¨rde beiden Personen bei
dunkler Umgebung die Identita¨t der zweiten Person zugewiesen werden. Je nachdem, welche Person als
erste die Szene betritt, sind ihre Identita¨ten daher entweder korrekt oder vertauscht zugeordnet.
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und allen getrackten Personen ermittelt wu¨rde. Zu diesem Zweck erstellt die zentra-
le Trackinglogik eine Tabelle, die die Zuordnungswahrscheinlichkeiten p(PID|TID) jeder
Personen-ID PID zu jeder Tracking-ID TID entha¨lt, wobei
∑
TID
p(PID|TID) = 1 gilt. Um
die Daten einer Tabellenzeile mo¨glichst zuverla¨ssig zu ermitteln, fordert das Logikmodul
ein vollsta¨ndiges, unverdecktes Bild der jeweiligen Person bei den Bildverarbeitungsmo-
dulen an. Dieses wird dann mit den Farbmodellen aller Personen in der Datenbank
verglichen. Die Zuordnungswahrscheinlichkeiten p(PID|TID) ergeben sich durch Begren-
zung der Farba¨hnlichkeit Sges(PID, TID) ∈ (−∞, 100] (vgl. Kapitel 3) auf ein Intervall
[Smin, 100] und Umrechnung auf den Wertebereich [0, 1]:
p(PID|TID) =
{
0 falls Sges(PID, TID) < Smin
Sges(PID, TID)− Smin
100− Smin sonst
(5.3)
Der Schwellenwert Smin legt hierbei fest, welche Farba¨hnlichkeit ein Modell mindestens
aufweisen muss, um als Kandidat fu¨r die jeweilige Person zu gelten (Zuordnungswahr-
scheinlichkeit gro¨ßer als Null). Anschließend werden die so ermittelten Werte der be-
troffenen Zeile auf
∑
TID
p(PID|TID) = 1 normiert. Die folgende Tabelle zeigt hierfu¨r ein
Beispiel mit drei Personen:
p(PID|TID):
TID\PID 1 2 3
1 0,7 0,1 0,2
2 0 0,9 0,1
3 0,1 0,1 0,8
⇒
Zuordnungsmatrix:
TID\PID 1 2 3
1 1 0 0
2 0 1 0
3 0 0 1
Beispiel 1
Ziel ist es nun, aus der Tabelle der Zuordnungswahrscheinlichkeiten die optimale Zuord-
nung von Tracking- zu Personen-IDs zu ermitteln. Die Zuordnung sei hier als Matrix
Z(PID|TID) ∈ {0, 1} dargestellt. Eine theoretisch geeignete Lo¨sung ist diejenige, die die
ho¨chste Verbundwahrscheinlichkeit ergibt:∏
TID ,PID
Z(PID|TID) · p(PID|TID) = Max (5.4)
Da es jedoch bei n Personen in der Datenbank (n!) mo¨gliche Kombinationen gibt, mu¨ss-
ten bei direkter Berechnung (n!)(n− 1) Multiplikationen durchgefu¨hrt und zur Bestim-
mung des Maximums miteinander verglichen werden. Schon bei geringen Personenmen-
gen (ab ca. 10) ergeben sich daraus indiskutable Rechenzeiten, bei gro¨ßeren Zahlen ist
eine Berechnung praktisch nicht mehr durchfu¨hrbar. Aus diesem Grund wurde in dieser
Arbeit zur zu¨gigen Ermittlung einer eindeutigen, mo¨glichst optimalen Zuordnung das
in Anhang C anhand von Beispielen schrittweise erla¨uterte Verfahren entwickelt.
Durch iterative vertikale und horizontale Normierung der Zuordnungswahrscheinlich-
keiten und Streichung eindeutiger Zeilen- und Spalten-Maxima gelingt es so in wenigen
Iterationen, eine Gesamtzuordnung zu ermitteln, die auch bei zuna¨chst nicht eindeutigen
Identifikationsergebnissen die wahrscheinlichste Lo¨sung darstellt (Beispiel 2).
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p(PID|TID):
TID\PID 1 2 3
1 0,1 0 0,9
2 0,6 0,5 0
3 0,7 0,3 0
⇒
Zuordnungsmatrix:
TID\PID 1 2 3
1 0 0 1
2 0 1 0
3 1 0 0
Beispiel 2
5.3.3 Detektion und Auflo¨sung von Verwechslungsmo¨glichkei-
ten
In komplexen U¨berlappungssituationen mit mehreren beteiligten Personen und nur einer
Kameraperspektive ist ein zuverla¨ssiges separates Tracking der einzelnen Personen nicht
immer sichergestellt. Erho¨ht wird die Schwierigkeit durch niedrige Kamerapositionen,
a¨hnliche Bekleidungsfarben und ein enges Durcheinanderlaufen mit ha¨ufigen Richtungs-
wechseln. Trennt sich eine u¨berlappende Personengruppe wieder, kann es daher vorkom-
men, dass die einzelnen Personen mit vertauschten Identita¨ten weiter verfolgt werden.
Um solche Fehler fru¨hzeitig zu erkennen und zu korrigieren, wurde das im Folgenden
beschriebene Verfahren implementiert.
Es basiert im Wesentlichen auf dem soeben erla¨uterten Algorithmus zur Bestimmung
der wahrscheinlichsten Personenzuordnung, der hier jedoch nur fu¨r die betroffene Teil-
gruppe durchgefu¨hrt wird. Die Bildverarbeitungsmodule erkennen zuna¨chst eine Ver-
wechslungsmo¨glichkeit zwischen mindestens zwei Personen anhand des U¨berlappungs-
grades und schicken eine entsprechende Meldung an das zentrale Logikmodul. Dieses
legt daraufhin eine Verwechslungsmatrix an, die die Zuordnungswahrscheinlichkeiten
p(TID,1, TID,2) aufnehmen soll, mit der eine aktuell verfolgte Tracking-ID TID,1 der bis-
herigen ID TID,2 entspricht. Die Zuordnungswahrscheinlichkeiten werden mit na¨herungs-
weise konstanten Werten initialisiert, mit geringfu¨gig ho¨heren Zahlen in der Matrixdia-
gonale, z.B.:
p(TID,1|TID,2):
TID,1\TID,2 1 2 3
1 0.36 0.32 0.32
2 0.32 0.36 0.32
3 0.32 0.32 0.36
Initiale Verwechslungsmatrix mit 3 Personen.
Dadurch ergibt sich zum einen eine jederzeit eindeutige Lo¨sbarkeit der Matrix und
zum anderen eine geringe Bevorzugung der alten Zuordnung, falls im weiteren Verlauf
keine oder nicht ausreichend weitere Daten verfu¨gbar sind. Die Trackinglogik fordert
nun Bilder der betroffenen Personen von den Bildverarbeitungsmodulen an, wobei im
Sinne einer schnellstmo¨glichen Korrektur auch Teilbilder akzeptiert werden. Bedingung
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ist jedoch, dass sich die Person in der Bildebene mit keiner anderen mehr u¨berlappt, um
eine mo¨glichst gute Segmentierung zu erhalten.
Sobald ein Personenbild empfangen wurde, vergleicht das Logikmodul es mit den Farb-
modellen aller mo¨glichen Verwechslungskandidaten und tra¨gt das Ergebnis analog zur
Verfahrensweise bei Vollidentifikation in die Verwechslungsmatrix ein. Mit dem beschrie-
benen Algorithmus wird dann die optimale Kombination ermittelt. So kann also bei
entsprechend eindeutiger Farba¨hnlichkeit bereits dann eine Korrektur durchgefu¨hrt wer-
den, wenn sich nur eine von mehreren Personen aus einer U¨berlappung gelo¨st hat. Eine
Verwechslungssituation gilt jedoch erst als gelo¨st, wenn von jeder beteiligten Personen
entweder ein Bild empfangen und ausgewertet wurde, oder wenn sie die Sichtfelder aller
Kameras verlassen hat. Abb. 5.6 illustriert den Ablauf anhand eines Beispiels.
Zusa¨tzlich zu den Verwechslungen durch Gruppenbildung existieren weitere Fehlermo¨g-
lichkeiten, die im Betrieb mit natu¨rlichen Bildsequenzen praktisch unvermeidbar sind
und nur durch die Wahrnehmung von Details vollsta¨ndig verstanden werden ko¨nnten.
Gerade eine Mehrkamerakonfiguration mit u¨berlappenden Bildbereichen fu¨gt weitere
mo¨gliche Fehlerquellen hinzu. Im Folgenden sollen kurz die vier ha¨ufigsten Fehler ange-
sprochen und die jeweils verfolgten Lo¨sungsansa¨tze vorgestellt werden.
• Personentausch am Bildrand
Ein typisches Problem tritt auf, wenn eine Person den Bildbereich gerade dann
verla¨sst, wenn eine andere Person ihn an der gleichen Stelle betritt (Abb. 5.7).
Fu¨r die Bildverarbeitungsmodule bleibt dieser Austausch unbemerkt, da weiter-
hin eine Vordergrundregion an dieser Stelle besteht, an die das Silhouettenmodell
angepasst und die neue Person so weiterhin als die fru¨here verfolgt wird. Die
vera¨nderten Farben fu¨hren lediglich fu¨r eine kurze Zeitdauer zu einem ho¨heren
Anteil von Bildpunkten aus undefiniertem Vordergrund, bis das Farbmodell dar-
an im Zuge der regelma¨ßig durchgefu¨hrten Beleuchtungsadaption angepasst ist.
( ( ( () ) ) )
0,36 0,32 0,32
0,32 0,32
0,32 0,32
0,36
0,36
0,36 0,32 0,32
0,32 0,32
0,05 0,15
0,36
0,80
0,36 0,32 0,32
0,10 0,25
0,05 0,15
0,65
0,80
0,70 0,20 0,10
0,10 0,25
0,05 0,15
0,65
0,80
1
1
1 1
2
2
223 3 3
3
(a) (b) (c) (d)
Abbildung 5.6: Auflo¨sung einer mo¨glichen Verwechslungssituation. (a) Erkennen der Situa-
tion und Anlegen der initialen Verwechslungsmatrix, (b)-(d) Berechnung der
Farba¨hnlichkeit jeder frei stehenden Person zu allen betroffenen Identita¨ten,
jeweils gefolgt von der Bestimmung der wahrscheinlichsten Personenkombi-
nation
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Um solche Verwechslungen detektieren zu ko¨nnen, schickt das Bildverarbeitungs-
modul ein Vollbild einer Person zur Identita¨tsu¨berpru¨fung an das zentrale Logik-
modul, sobald sie teilweise durch die Raumobjekte oder den Bildrand verdeckt
wurde. Zusa¨tzlich kann vom Logikmodul eine Identita¨tskontrolle veranlasst wer-
den, wenn die tatsa¨chlich verschwundene Person woanders im u¨berwachten Bereich
erscheint und fu¨r ihre Identita¨t nur die scheinbar noch aktiv verfolgte Person in
Frage kommt.
Abbildung 5.7: Beispiel zum Personenaustausch am Bildrand.
• Tracking mehrerer Identita¨ten auf der Silhouette einer realen Person
Unter diesem Fehler ist der Fall zu verstehen, dass an einer Stelle des Kamera-
bildes in Realita¨t nur eine Person tatsa¨chlich vorhanden ist, das Trackingsystem
hier aber mehrere (meist zwei) hintereinander stehende Personen verfolgt (Abb.
5.8). Eine solche Situation kann auf vielerlei Arten entstehen, z.B. wenn eine in
zwei Kameras sichtbare Person als zwei unterschiedliche Identita¨ten erkannt und
deren Positionen dann jeweils in die andere Kamera weitergemeldet werden, da sie
dort ja auch sichtbar sein mu¨ssten. Auch Irrtu¨mer am Bildrand (z.B. eine Person
verla¨sst unter Verdeckung durch eine weitere das Bild, bleibt aber fu¨r das System
hinter der vorderen Person stehen) oder bei der Trennung von U¨berlappungen
(b)(a)
Abbildung 5.8: Beispiel zum Tracking mehrerer Identita¨ten auf der Silhouette von nur einer
realen Person. a) Fehlpositionierung der hintersten Person aufgrund nicht
ausreichender Segmentierungsdaten, b) bei Trennung der Personen bleiben
zwei Silhouetten an der einzeln stehenden rechten Person haften.
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mehrerer Personen ko¨nnen solch eine Situation auslo¨sen. Fu¨r das Trackingsystem
ist anhand eines Einzelbildes nicht zu erkennen, ob sich hier nicht doch zwei Per-
sonen nah hintereinander befinden. Eine la¨ngere gemeinsame Bewegung durch die
Szene eines solchen Paares ist jedoch nicht plausibel, so dass in diesem Fall die
hintere der beiden Personen gelo¨scht und die verbliebene Person neu identifiziert
wird. Alternativ kann eine der Personen in solch einer signifikanten U¨berlappung
sofort gelo¨scht werden, sobald sie an anderer Stelle des u¨berwachten Bereiches
wieder erscheint.
• Tracking einer Identita¨t auf den Silhouetten mehrerer realer Personen in mehreren
Kameras
Dieser Fall stellt die umgekehrte Situation zu der soeben geschilderten dar: Hier
sind in zwei Kameras zwei unterschiedliche Personen sichtbar, denen die gleiche
Identita¨t zugewiesen wurde und die so als eine einzige Person verfolgt werden (Abb.
5.9). Gru¨nde hierfu¨r sind z.B. eine fehlerhafter Identifikation oder eine Weitermel-
dung der auftauchenden Person an einer ungenauen Position, wo im betroffenen
Kamerabild tatsa¨chlich gerade eine andere Person erschien. Solch eine Situation
kann erkannt werden, da die von beiden Bildverarbeitungsmodulen gemeldeten
Positionen bei weiterer Bewegung der Personen mit zunehmendem Abstand aus-
einander liegen. In dem Fall wird die Person in einem Bildverarbeitungsmodul
gelo¨scht und erha¨lt somit bei erneuter Detektion eine eigene Tracking-ID. Von der
verbliebenen Person wird ein Vollbild zur Identita¨tsu¨berpru¨fung an das zentrale
Logikmodul geschickt.
Abbildung 5.9: Beispiel zum Tracking einer Identita¨t auf zwei unterschiedlichen Personen in
zwei Kameras mit u¨berlappenden Sichtfeldern. Die Situation entsteht durch
einen unbemerkten Personentausch am Bildrand der zweiten Kamera (untere
Bildreihe).
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• Tracking einer Identita¨t auf den Silhouetten mehrerer realer Personen in einer
Kamera
Solch ein Fall tritt ein, wenn mehrere Personen das Sichtfeld einer Kamera gleich-
zeitig u¨berlappend betreten (Abb. 5.10). Sofern die U¨berlappung groß genug ist,
detektiert das Trackingsystem hier nur eine Person. Dieser Fehler ist nicht ver-
meidbar, da hierzu eine Erkennung und Auswertung weiterer, komplexer Bildde-
tails notwendig wa¨re. Bewegen sich beide Personen auseinander, so passt sich das
Silhouettenmodell an eine von beiden an, die zweite Person wird neu detektiert.
Anhand der Na¨he der neu detektierten Person in der Bildebene zu der bereits
getrackten erkennt das Trackingsystem diesen Fall und legt eine Verwechslungssi-
tuation zur Identita¨tskontrolle im weiteren Verlauf an.
Abbildung 5.10: Beispiel zum Tracking einer Identita¨t auf der Silhouette von mehreren rea-
len Person durch das gemeinsame Betreten des Sichtfeldes.
Situationen wie die soeben beschriebenen machen deutlich, dass es praktisch nicht
mo¨glich ist, unter allen Bedingungen fehlerfreie Ergebnisse zu erzielen. Die vorgestellten
Maßnahmen fu¨hren jedoch dazu, dass auftretende Verwechslungen und andere Irrtu¨mer
zu¨gig erkannt werden und das System somit nach kurzer Zeit wieder in einen stabilen
und korrekten Zustand zuru¨ckkehrt.
5.4 Personentracking in der Flugzeugkabine: Beru¨ck-
sichtigung sitzender Personen
Alle bisher erla¨uterten Verfahren des Trackingsystems wurden mit Hinblick auf das
dieser Arbeit zugrundeliegende Forschungsprojekt der Positionsbestimmung und des
Trackings von Passagieren in einer Flugzeugkabine entwickelt. Sie beachten die hier
vorliegenden erho¨hten Schwierigkeiten im Vergleich zu anderen Innenraumumgebungen,
wie z.B. enge ra¨umliche Verha¨ltnisse mit vorgegebenen Kamerapositionen, gestaffelte
Tiefenbereiche (Sitzreihen), versta¨rktes Auftreten von Verdeckungen, U¨berlappungen
und Beleuchtungsschwankungen sowie der Betrieb als geschlossenes System mit fester
Personendatenbank. Ein wesentlicher Aspekt wurde bisher jedoch noch nicht na¨her un-
tersucht: das Vorhandensein von sitzenden Personen innerhalb des Kamerabildes. Die
im Folgenden vorgestellten Ansa¨tze sind jedoch nicht nur auf die Flugzeugkabine be-
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schra¨nkt, sondern lassen sich u¨berall dort anwenden, wo fest montierte Sitzgelegenheiten
vorhanden sind (z.B. Wartera¨ume in Bahnho¨fen oder Flugha¨fen).
Die sitzenden Personen verursachen gleich mehrere Schwierigkeiten: Einerseits geho¨rt zu
der Aufgabenstellung der Positionsbestimmung jeder Person in der Szene, dass das Sys-
tem wissen sollte, welche Person gerade auf welchem Platz sitzt. Des Weiteren mu¨ssen
herumlaufende Personen, die mit den sitzenden Personen u¨berlappen, von diesen sepa-
rat segmentiert werden ko¨nnen, d.h. die Bildverarbeitungsalgorithmen mu¨ssen die zu
erwartenden Farben im Sitzplatzbereich kennen. Andererseits ist es aus Gru¨nden der
Echtzeitanforderung nicht mo¨glich, alle sitzenden Personen sta¨ndig mit den vorgestell-
ten Verfahren zu verfolgen. Gerade in der Economy Class ko¨nnen u¨ber 50 Personen
gleichzeitig im Bild sichtbar sein, die Algorithmen sind jedoch auf maximal ca. fu¨nf,
sechs zeitgleich getrackte Personen in einem Bild ausgerichtet. Hinzu kommt, dass die
vorgestellten Trackingverfahren von aufrecht stehenden Personen ausgehen, so dass die
Positionsbestimmung aus der Kopfposition einer sitzenden Person zu falschen Koordi-
naten fu¨hren wu¨rde.
Die Lo¨sung besteht darin, die sitzenden Personen in ein zusa¨tzliches Hintergrundmodell
zu integrieren, das nur im Bereich eines belegten Sitzplatzes aktiv wird. Hierzu, und auch
um angeben zu ko¨nnen, auf welchem Platz gerade welche Person sitzt, beno¨tigt das Sys-
tem die Kenntnis der Positionen und Ausrichtungen aller Sitzpla¨tze in der Szene. Abb.
5.11a zeigt, wie die Sitzbereiche mit einem eigens hierfu¨r programmierten Tool manuell
in den Bodenplan der Szene eingetragen werden. Zusa¨tzlich zur Sitzfla¨che ist ebenfalls
der Bodenbereich vor dem Sitz festzulegen, innerhalb dessen sich eine sich setzende oder
Kamera
Sitzfläche
Boden-
bereich
vorSitzplatz
(a) (b) (c)
Abbildung 5.11: Erzeugung der Sitzmasken. (a) In den Bodenplan der Szene manuell ein-
getragene Sitzfla¨chen und Bodenbereiche vor den Sitzen, (b) aus Quadern
zusammengesetztes Modell des von einer sitzenden Person eingenommenen
Raumbereichs, (c) in das Kamerabild eingezeichnete, automatisch erzeugte
Sitzmasken (u¨berlappende Bereiche sind gelb dargestellt).
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aufstehende Person befindet. A¨hnlich der Bestimmung der Tiefenbilder fu¨r jede Kamera
durch Strahlverfolgungsverfahren, lassen sich nun automatisch Masken erzeugen, die den
Bildbereich definieren, den eine auf einem bestimmten Platz sitzende Person einnimmt
(Abb. 5.11c). Hierzu wird ein aus Quadern bestehendes Personenmodell virtuell auf den
Platz gesetzt, dessen Sitzho¨he ja durch das Ho¨henmodell des Raumes bereits gegeben
ist (Abb. 5.11b).
belegteSitzplätze
Sitzmasken
Maskierung:
dort Anwendung
Kurzzeit-Hintergrundmodell
Kurzzeit-Hintergrundmodell
Abbildung 5.12: Integration sitzender Personen in ein zusa¨tzliches Hintergrundmodell mit
hoher Adaptivita¨t.
Ist dem System bekannt, dass bestimmte Pla¨tze in der Szene belegt sind, so la¨sst sich
in jedem Bildverarbeitungsmodul eine eigene, bina¨re Maske erzeugen, die die durch
sitzende Personen eingenommenen Bildbereiche beschreibt (Abb. 5.12). In diesen Berei-
chen wird das bekannte Hintergrundmodell der Szene zur Bestimmung der Hintergrund-
Farba¨hnlichkeit wa¨rend des Segmentierungsvorgangs nicht mehr verwendet. Stattdessen
kommt hier ein zusa¨tzliches Kurzzeit-Hintergrundmodell zur Anwendung. Es handelt
sich dabei um ein zeitlich gemitteltes Durchschnittsbild, das laufend mit einer hohen
Adaptionsrate innerhalb derjenigen durch die Sitzplatzmaske festgelegten Bereiche, die
nicht durch herumlaufende Personen verdeckt sind, aktualisiert wird (analog Gl. 3.46).
Die Adaptionsrate ist dabei an die eher geringfu¨gigen Bewegungen sitzender Personen
angepasst. Die Berechnung der Farba¨hnlichkeit zu diesem Modell gleicht derjenigen des
Langzeit-Hintergrundmodells, nur dass hier von einer ho¨heren Varianz der einzelnen
Farbpunkte ausgegangen wird. Diese Methode ermo¨glicht eine zuverla¨ssige Segmentie-
rung von getrackten Personen, die sich vor belegten Sitzpla¨tzen entlang bewegen, ohne
dass wesentlich mehr Rechenzeit beno¨tigt wird.
Es bleibt noch die Frage zu kla¨ren, wie das System nun erkennt, dass eine bis vor einen
Sitzplatz verfolgte Person sich hinsetzt, bzw. sich wieder von dem Platz erhebt. Hierzu
wurden zwei unterschiedliche Ansa¨tze implementiert, die entweder auf Bildverarbeitung
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oder aber auf zusa¨tzlicher, externer Sensorik beruhen.
Das Konzept des Bildverarbeitungsverfahrens ist in Abb. 5.13 illustriert. Sobald eine
Person den Bodenbereich vor einem Sitzplatz betritt, gilt sie als mo¨glicher Kandidat
dafu¨r, sich auf diesen Platz zu setzen. Die Tiefenposition der Person wird nun nur noch
aus ihren Fußkoordinaten bestimmt (falls sichtbar) oder aber aus dem anhand der Verde-
ckungssituation bestimmten Tiefenintervall, da die Kopfposition als unzuverla¨ssig einge-
stuft wird. Das Bildverarbeitungsmodul scha¨tzt ab, wo sich bei bekannter Ko¨rpergro¨ße
die Kopfoberkante der vor dem Sitzplatz stehenden sowie der auf dem Platz sitzenden
Person befinden mu¨sste. Letztere Position wird durch Koordinatentransformation des
sich u¨ber der Sitzmitte befindenden Punktes mit der Ho¨he der Sitzplatzfla¨che plus der
Ho¨he des Oberko¨rpers (halbe Ko¨rpergro¨ße) berechnet. Sobald die Kopfoberkante signi-
fikant na¨her der sitzenden Position ist, und dieser Zustand aus Stabilita¨tsgru¨nden eine
Mindestdauer anha¨lt, nimmt das Bildverarbeitungsmodul an, dass sich die Person ge-
setzt hat. Es lo¨scht den Datensatz der Person aus der Liste der lokal getrackten Personen
und schickt eine entsprechende Nachricht an die zentrale Systemlogik, die daraufhin alle
weiteren relevanten Module von dem neu belegten Sitzplatz und der nicht mehr weiter
aktiv zu verfolgenden Person unterrichtet. Die Information, auf welchem Sitzplatz die
Person Platz genommen hat, wird in der zentralen Personendatenbank hinterlegt.
Stehhöhe
Sitzhöhe
Personsteht Person sitzt
Abbildung 5.13: Detektion des Platznehmens einer Person anhand der Kopfho¨he.
Das Aufstehen einer Person wird wie gehabt u¨ber die Neudetektion von Personen durch-
gefu¨hrt. Die fu¨r die Identifikation neu entdeckter Personen zusta¨ndige zentrale Trackinglo-
gik beru¨cksichtigt hier zusa¨tzlich die innerhalb eines bestimmten Radius um die detek-
tierte Position sitzenden Personen als mo¨gliche Kandidaten. Wurde eine solche anhand
ihrer Farba¨hnlichkeit und der analog zu Gl. 5.1 berechneten Positionswahrscheinlichkeit
ausgewa¨hlt, wird der zugeho¨rige Sitzplatz entsprechend freigegeben.
Auch wenn das vorgestellte Verfahren bei vereinzelt in der Szene sitzenden Personen
gut funktioniert, so gelangt es in bestimmten Situationen an seine Grenzen: Sitzen bei-
spielsweise mehrere Personen direkt hintereinander, so ko¨nnen bei ungu¨nstiger Kame-
raperspektive der Kopf der sich setzenden Person mit dem der bereits sitzenden in der
Bildebene u¨berlappen (Abb. 5.14a). Aufgrund der a¨hnlichen Hautfarben ist es mittels
Farbsegmentierung hier nicht mo¨glich, die Kopfoberkante der vorderen Person stabil zu
bestimmen. Fu¨r das System bleibt sie daher stehen. Einen weiteren Problemfall zeigt
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Abb. 5.14b: Sind die Fu¨ße der Person nicht im Bild und la¨sst sich auch nicht anhand
von Verdeckung durch vordere Objekte das Tiefenintervall der Person begrenzen, so ist
anhand der Silhouette kein Unterschied zwischen einer auf dem Platz sitzenden oder
ra¨umlich na¨her an der Kamera stehenden Person erkennbar. Ein Setzen ist auch in
diesem Fall nicht detektierbar. Hinzu kommt, dass eine aufgestandene Person erst au-
ßerhalb der Sitzpla¨tze (z.B. auf dem Gang) und somit unter Umsta¨nden erst relativ
spa¨t detektiert wu¨rde, da im Bereich der sitzenden Personen keine Segmentierung unbe-
kannten Vordergrunds stattfindet, um nicht sich auf dem Sitzplatz bewegende Personen
fa¨lschlicherweise zu detektieren.
(a) (b)
Abbildung 5.14: Probleme bei der Detektion des Platznehmens: (a) Fehlsegmentierung und
damit fehlerhafte Kopfposition durch U¨berlappung mit bereits sitzender
Person, (b) nicht mo¨gliche Unterscheidung zwischen stehender und sitzen-
der Person, wenn die Information zur Bestimmung der Bildtiefe nicht aus-
reicht.
Fu¨r ein stabileres Resultat sieht das Konzept des Trackings innerhalb der Flugzeugkabi-
ne daher die Verwendung zusa¨tzlicher, externer Sensorik vor. Hierbei handelt es sich um
drucksensitive Matten a¨hnlich den im Automobilbereich eingesetzten, die in das Sitz-
polster eingena¨ht sind. Durch entsprechende Integration in die Hardware des Tracking-
systems erha¨lt die zentrale Systemlogik somit die Information, welche Pla¨tze innerhalb
der u¨berwachten Szene gerade besetzt sind. A¨ndert sich der Status eines Sitzplatzes,
wertet das Modul die Information aus und benachrichtigt die betroffenen Bildverarbei-
tungseinheiten u¨ber die zu erwartenden A¨nderungen in der Bildebene.
Meldet die Sensorik, dass ein Sitzplatz belegt wurde, so muss das Trackingsystem ent-
scheiden, um welche Person es sich dabei mit ho¨chster Wahrscheinlichkeit handelt. Be-
findet sich augenblicklich nur eine Person im Bodenbereich vor dem Sitzplatz, so ist
der Fall eindeutig. Mo¨glich sind aber auch Fa¨lle, in denen hier mehrere Personen ste-
hen oder aber aufgrund von Trackingungenauigkeiten gar keine Person in diesem Bereich
vorhanden ist. Im ersteren Fall wird zuna¨chst die zum Sitzplatz na¨chste Person gewa¨hlt,
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zusa¨tzlich aber eine Verwechslungmo¨glichkeit zwischen allen Kandidaten angelegt, die
im weiteren Verlauf wie bereits erla¨utert aufgelo¨st wird, wobei die sitzende Person als
”
verloren“ gilt und somit nur die noch getrackten Personen einem Farbvergleich un-
terworfen werden. Im zweiten Fall sucht das System nach Personen, die sich ra¨umlich
nahe dem Sitz befinden, oder deren Trajektorie kurz zuvor durch den Bodenbereich vor
dem Sitzplatz lief. La¨sst sich u¨berhaupt keine Person bestimmen, so gilt der Sitzplatz
als mit einer unidentifizierten Person belegt, deren Identita¨t nach dem Wiederaufstehen
bestimmt wird.
Das erla¨uterte Verfahren unter Verwendung der zusa¨tzlichen Sensorik ermo¨glicht ein
stabiles Tracking mehrerer Personen in einer komplexen Umgebung, in der zusa¨tzlich
zahlreiche sitzende Personen innerhalb der Kamerasichtfelder vorhanden sein ko¨nnen.
Die folgende Evaluation des in dieser Arbeit entwickelten Gesamtsystems untersucht
anhand unterschiedlicher Einsatzumgebungen, was das Zusammenspiel der vorgestellten,
gro¨ßtenteils hier neu entworfenen Algorithmen und Verfahren leistet und wo die Grenzen
der jeweils verfolgten Ansa¨tze liegen.
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Kapitel 6
Evaluation des Trackingsystems
Im Laufe der Entwicklung des in dieser Arbeit vorgestellten Trackingsystems wur-
den zahlreiche Bildsequenzen in sechs verschiedenen Umgebungen aufgenommen. Da-
zu geho¨ren Aufnahmen sowohl in Laborumgebungen als auch in Nachbauten (Mockups)
von Flugzeugkabinen. Fu¨r die Aufnahmen wurden bis zu drei Kameras eingesetzt. Dieses
Kapitel zeigt, wie das Gesamtsystem mit dem vorliegenden Bildmaterial zurechtkommt,
was das System insgesamt leistet und wo seine Grenzen liegen.
Abschnitt 6.1 erla¨utert zuna¨chst das hier verwendete Evaluationskonzept im Vergleich
zu existierenden Bewertungsmethoden von Trackingsystemen und stellt die einzelnen
Bewertungsmaße vor. Anschließend beschreibt Abschnitt 6.2 die Ra¨umlichkeiten und
Kamerakonfigurationen, unter denen die Testaufnahmen entstanden sind. Es folgt die
Darstellung der Ergebnisse sowohl mit nur einer einzelnen Kamera als auch mit einem
verteilten Mehrkamerasystem in den Abschnitten 6.3 und 6.4. Die Resultate werden
abschließend in Abschnitt 6.5 zusammengefasst und diskutiert.
6.1 Bewertungsmaße
Wie schon bei der Vorstellung des Stands der Technik in Kapitel 2 angedeutet, wird der
Evaluation von existierenden Trackingsystemen in der bekannten Literatur gro¨ßtenteils
ein eher geringer Stellenwert beigemessen. Es fehlen oft Informationen daru¨ber, wie die
verwendeten Testsequenzen zeitlich ablaufen, wie die beobachteten Personen agieren und
welche Situationen den Verfahren Probleme bereiten. Da zudem jeder Autor seine eige-
nen Bewertungsmaße verwendet, ist ein objektiver Vergleich der Systeme untereinander
und auch mit dem hier vorgestellten Ansatz auf quantitativer Ebene nicht mo¨glich.
Die Problematik der Evaluation ist bekannt und hat, gro¨ßtenteils im Rahmen des re-
gelma¨ßig stattfindenden IEEE PETS-Workshops (
”
Performance Evaluation of Tracking
Systems“), mehrere Vero¨ffentlichungen hervorgebracht, die sich damit auseinanderset-
zen. So schlagen Brown et al. in [BSC+05] eine getrennte Evaluation der Vordergrund-
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segmentierung sowie des Trackings vor. Die zur Beurteilung der Trackingstabilita¨t ver-
wendeten Fehlermaße sind dabei der Anteil der ra¨umlichen Trennung (z.B. separates
Tracking der oberen und unteren Ha¨lfte einer Person), die zeitliche Trennung (Lu¨cken
in der Trajektorie durch fehlende Personendetektion), die ra¨umliche Verschmelzung
(Tracking ra¨umlich naher Personen als eine Person), sowie die zeitliche Verschmelzung
(fehlerhafte Verknu¨pfung der Trajektorien verschiedener Personen). Als Referenzdaten
dienen manuell erstellte Rechtecke um jede Person im Bild. Ein weiterer
”
match score“
beschreibt die durchschnittliche Abweichung von den Referenzdaten. A¨hnliche Ansa¨tze
finden sich in [BER03], [SHT+06] und [PS96]. Laut Brown et al. sind dies die einzigen
Vero¨ffentlichungen, die sich mit der Evaluation von Trackingverfahren als Gesamtsystem
befassen und nicht nur z.B. die Segmentierungsqualita¨t beurteilen.
Die genannten Quellen beziehen sich ausschließlich auf das Personentracking als Ver-
folgung bewegter Bildregionen in der zweidimensionalen Bildebene, die vorgeschlagenen
Bewertungsmaße sind dementsprechend ausgerichtet. Als Trajektorie wird dabei meist
die zeitliche Folge der Bildkoordinaten der Regionenmittelpunkte bezeichnet. Die hier
bearbeitete Aufgabenstellung der Positionsbestimmung in der dreidimensionalen Szene
mit Rekonstruktion teilverdeckter Silhouetten und der Kenntnis der Raumstruktur und
Aufnahmegeometrie unterscheidet sich von solchen Verfahren jedoch erheblich, so dass
geeignetere, der Aufgabenstellung entsprechendere Bewertungsmaße erforderlich sind.
A¨hnlich verha¨lt es sich mit Referenzsequenzen, die der vergleichenden Evaluation dienen
ko¨nnten, wie es z.B. die FERET-Datenbank fu¨r die biometrische Gesichtserkennung
tut. Die o¨ffentlich verfu¨gbaren Videosequenzen
”
PETS ’01“ und
”
PETS ’02“ von dem
obengenannten Workshop sollen diesem Zweck dienen. Sie zeigen Bildsequenzen einer
aus einer erho¨hten und entfernten Position aufgenommenen Straßenszene bzw. durch das
Fenster eines Gescha¨ftes in einer U-Bahnstation gefilmte Personen. Das Datenmaterial
zielt auf rein in der Bildebene arbeitende Verfahren, fu¨r die in dieser Arbeit verwendeten
Algorithmen fehlen die notwendigen A-priori-Informationen. Das gilt auch fu¨r das von
Jaynes et al. vorgestellte
”
Terrascope Dataset“ [JKSG05], obwohl es als einziges auch
Mehrkamerasequenzen aus Bu¨roumgebungen entha¨lt, die der Einsatzumgebung dieser
Arbeit entsprechen. Nicht zuletzt aufgrund der Tatsache, dass die erwa¨hnten Sequenzen
bisher kaum in der Literatur zum Einsatz gekommen sind und somit die gewu¨nschte
Vergleichsmo¨glichkeit nicht gegeben ist, wurde bei der folgenden Evaluation auf eigene,
geeignetere Sequenzen gesetzt, die zudem gezielt die gewu¨nschten Einsatzumgebungen
repra¨sentieren.
Obwohl das hier entwickelte Trackingsystem aus zahlreichen Teilverfahren zusammenge-
setzt ist, die jedes fu¨r sich einzeln evaluierbar wa¨ren, soll im Folgenden vor allem die Leis-
tungsfa¨higkeit des Gesamtsystems im Vordergrund stehen. Der Grund hierfu¨r ist, dass
die Verfahren im Hinblick auf das Zusammenspiel und die Verwendung von Informatio-
nen aus allen Systemteilen konzipiert wurden. So bereitet hier z.B. auch eine lu¨ckenhafte
Segmentierung einer Person meist keine Schwierigkeiten, da sie durch die Anpassung des
Silhouettenmodells unter Verwendung des Vorwissens als eine zusammenha¨ngende Ein-
150
6.1 Bewertungsmaße
heit interpretiert wird. Im Fokus der Evaluation steht daher insbesondere das Verha¨ltnis
der Eingangsbilder zu den Trackingresultaten in Form der gefundenen Bodenpositionen
und Trajektorien unter Zuordnung zur jeweiligen Person.
Die Evaluation erfolgt in zwei Kategorien: der datenbezogenen Auswertung und der
ereignisbezogenen Auswertung. Die dabei verwendeten Maße stellen die folgenden Un-
terabschnitte einzeln vor.
(a) (b)
detektierte
Position
Toleranz-
bereich
Trajektorie
Abbildung 6.1: Visuelle Auswertung der Trackingergebnisse anhand des Eingangsbildes mit
den eingezeichneten Personenrechtecken (a) und des Bodenplans mit den
Trajektorien (b).
6.1.1 Datenbezogene Auswertung
Ziel der datenbezogenen Auswertung ist es, die Richtigkeit der vom System ermittel-
ten Resultate, also der einzelnen Bodenkoordinaten jeder Person zu beurteilen. Optimal
wa¨re hierfu¨r die Kenntnis der wahren Bodenposition jeder Person in jedem Einzelbild,
womit sich aussagekra¨ftige Ergebnisse automatisiert erzeugen ließen. Solche Referenz-
daten wa¨ren allerdings nur unter großem Aufwand zu erfassen, fu¨r die verwendeten
Testsequenzen liegen sie nicht vor. Die Auswertung wurde daher stattdessen manu-
ell durch visuellen Vergleich der Kamerabilder mit den optisch in dem Bodenplan des
Raumes dargestellten Ergebnissen durchgefu¨hrt (Abb. 6.1). Fu¨r jedes Einzelbild wurde
die Anzahl und Art der Fehler erfasst, wodurch deren Anteil an den Gesamtdaten be-
stimmt werden kann. Auf diese Weise lassen sich fu¨r jede Sequenz drei Bewertungsmaße
berechnen:
• Anteil der korrekt ermittelten Positionen (KPos)
Dieses Maß bezeichnet den prozentualen Anteil der korrekten Positionen, un-
abha¨ngig davon, welche Identita¨t das System ihnen zugewiesen hat. Eine Position
gilt dann als korrekt, wenn sie nahe der vom Beobachter gescha¨tzten Position ei-
ner Person in der Szene liegt. Der Toleranzbereich betra¨gt dabei anna¨hernd die
Schrittweite einer Person, liegt also in einem Kreis mit einem Radius von ca. 20 bis
30 cm (Abb. 6.1b). Dies ist begru¨ndet durch den Durchmesser der Personen selbst,
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die auseinanderliegenden Fußpositionen auf dem Boden wa¨hrend des Gehens und
durch das natu¨rliche Schwanken und Beugen des Oberko¨rpers.
• Anteil der unter korrekter Identita¨t ermittelten Positionen (KID)
Das Bewertungsmaß KID beschreibt das Ausmaß der Vertauschungen und Fehl-
zuordnungen von Personenidentita¨ten in der jeweiligen Sequenz. Darunter fallen
neben den reinen Fehlidentifikationen auch falsch abwesende sowie falsch anwe-
sende Personen. Sind z.B. zwei Personen in der Szene vorhanden, das System
detektiert und trackt aber nur eine davon, da sie die andere die ganze Zeit u¨ber
verdeckt, so resultiert dies in KID = 50%. Wu¨rden beide Personen detektiert, aber
wa¨hrend der gesamten Sequenz mit vertauschten Identita¨ten getrackt, so erga¨be
sich ein Wert von 0%.
• Anteil der vollsta¨ndig korrekt bearbeiteten Frames (KFr)
Ein Einzelbild (Frame) der Sequenz gilt nur dann als korrekt, wenn es keinerlei
Fehler entha¨lt, weder bezu¨glich der Positionen noch der Identita¨ten. Damit stellt
dieses Maß eine absolute Aussage fu¨r das Funktionieren einer Sequenz dar, unter-
scheidet aber nicht zwischen Fehlern unterschiedlichen Ausmaßes sowie Anzahl der
Fehler in einem Frame: Wird beispielsweise nur einer Person in einer Sequenz eine
falsche Identita¨t zugewiesen, ansonsten aber alle Personen vollkommen korrekt ge-
trackt, erga¨be sich ein Wert von 0%. Dieses Maß dient daher nur der erga¨nzenden
Information in Verbindung mit den beiden vorhergehenden Maßen. Es gilt immer
KFr ≤ KPos und KFr ≤ KID.
Abbildung 6.2: Beispiel einer
”
kurzen“ U¨berlappung: Personen gehen horizontal aneinander
vorbei.
6.1.2 Ereignisbezogene Auswertung
Die Resultate der datenbezogenen Auswertung ha¨ngen stark von der jeweiligen Sequenz
ab. Bereits kleine Unterschiede, z.B. beim Betreten der Szene durch die Personen, ko¨nnen
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hier zu signifikant unterschiedlichen Ergebnissen fu¨hren. Um zu einer verallgemeinerba-
reren Aussage zu kommen, wurde daher fu¨r die Sequenzen der Testumgebung zusa¨tzlich
eine ereignisbezogene Auswertung durchgefu¨hrt. Jede Bildsequenz besteht aus einer Se-
rie von Ereignissen, wie z.B. das Betreten des U¨berwachungsbereiches, Sichtfeldwechsel
oder U¨berlappungen verschiedenen Ausmaßes. Es sind gro¨ßtenteils solche konkret be-
nennbaren Ereignisse, die bei Trackingsystemen zu Fehlern fu¨hren. Aus diesem Grund
wurde in jeder Sequenz festgehalten, wie oft ein bestimmtes Ereignis auftritt und wie oft
es dabei zu Fehlern kommt. Ist das Verhalten eines Trackingsystems bei verschiedenen
Ereignissen bekannt, so kann abgescha¨tzt werden, ob es in einer gegebenen Situation
robust zu betreiben ist. Die statistische Ha¨ufigkeit der Ereignisse ist direkt abha¨ngig
von der Personendichte in der Szene, der Kamerapositionen und der Raumstruktur. Im
Einzelnen wurde das Auftreten der folgenden Ereignisse protokolliert:
Abbildung 6.3: Beispiel einer U¨berlappung
”
mittlerer“ Dauer: U¨berlappung mit Tiefen- oder
Richtungsa¨nderung mindestens einer Person.
• Sichtfeldwechsel einer bereits getrackten Person in den Bildbereich einer weiteren
Kamera
Mo¨gliche Fehler umfassen hier eine fehlende Personendetektion sowie eine Detek-
tion unter falscher Identita¨t.
• U¨berlappungen in der Bildebene
Korrekte Positionsbestimmung und Verfolgung mehrerer Personen wa¨hrend U¨ber-
lappungen geho¨ren zu den anspruchsvollsten Aufgaben eines Trackingsystems.
U¨berlappungen sind daher auch fu¨r einen großen Teil der auftretenden Fehler ver-
antwortlich. Um das Verhalten des Systems diesbezu¨glich zu untersuchen, wurden
nicht nur Anzahl und Fehlertra¨chtigkeit aller U¨berlappungen in den Testsequenzen
festgehalten, sondern auch deren Art. Hierzu za¨hlen die Personenanzahl, der U¨ber-
lappungsgrad (
”
klein“ bei Verdeckung von weniger als der Ko¨rperha¨lfte,
”
groß“ fu¨r
mehr) sowie die U¨berlappungsdauer:
”
Kurz“ bezeichnet ein direktes horizontales
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Aneinandervorbeigehen ohne Geschwindigkeitsa¨nderung, so dass die extrapolier-
ten Positionen gu¨ltig bleiben (Abb. 6.2). U¨berlappungen
”
mittlerer“ Dauer bein-
halten auch A¨nderungen in der Bildtiefe der u¨berlappenden Personen bzw. signi-
fikante Geschwindigkeits- oder Richtungsa¨nderungen wa¨hrend der U¨berlappung
(Abb. 6.3).
”
Lange“ U¨berlappungen bezeichnen schließlich eine la¨nger andauernde
gegenseitige Verdeckung unter meist wesentlicher A¨nderung der Tiefenposition im
Bild (Abb. 6.4).
• Betreten des Bildbereichs unter U¨berlappung
Dieses Ereignis stellt einen Spezialfall der U¨berlappungen dar: Ein Betreten des
Sichtfelds unter einer U¨berlappung mit einer schon in der Szene vorhandenen Per-
son oder aber auch ein gemeinsames Betreten durch mehrere Personen an der
gleichen Stelle verhindert eine korrekte Detektion der betroffenen Personen (siehe
auch Abschnitt 5.3.3). Dies kann unter ungu¨nstigen Umsta¨nden zu Folgefehlern
fu¨hren.
• Austausch am Bildrand
Ein Austausch am Bildrand findet dann statt, wenn eine Person den Sichtbereich
an der Stelle verla¨sst, an dem eine weitere diesen zeitgleich betritt (siehe auch
Abschnitt 5.3.3). Dies fu¨hrt mindestens zu einem kurzfristigen Identita¨tsfehler,
kann in einem Mehrkamerasystem aber auch komplexere Fehler verursachen.
• Hinsetzen und Aufstehen einer Person
In entsprechenden Bildsequenzen wird untersucht, ob eine sich setzende Person
die korrekte Identita¨t zugewiesen bekommt oder ob die Neuinitialisierung beim
Wiederaufstehen zu Fehlern fu¨hrt.
Abbildung 6.4: Beispiel einer
”
langen“ U¨berlappung: Lang anhaltende gegenseitige Verde-
ckung mit gemeinsamer oder entgegengesetzter Bewegung.
6.1.3 Sequenzmerkmale
Eine wichtige Angabe bei der Evaluation jedes bildverarbeitenden Systems ist neben
der Aufstellung der Ergebnisse auch eine mo¨glichst exakte Beschreibung der Quell-
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daten. Dieses ist im vorliegenden Fall besonders relevant, da die Videosequenzen aus
Platzgru¨nden hier nicht abgebildet werden ko¨nnen. Daher wurden fu¨r alle Testsequen-
zen Werte erhoben, aus denen sich die allgemeine Zusammensetzung und der Schwie-
rigkeitsgrad ablesen lassen. Dazu geho¨ren unter anderem die Anzahl der Personen im
u¨berwachten Bereich, in wie vielen Kameras die Personen gleichzeitig sichtbar sind und
wie stark sie sich gegenseitig u¨berlappen, bzw. durch die Szenerie oder den Bildrand
verdeckt werden. Die einzelnen Werte sind in Anhang D.1 na¨her erla¨utert und in der
dort aufgefu¨hrten Detailauswertung fu¨r jede Sequenz angegeben.
6.2 Evaluationsumgebungen und Testsequenzen
Die zur Evaluation eingesetzten Bildsequenzen wurden in sechs unterschiedlichen Um-
gebungen aufgenommen. Teilweise kamen in einer Umgebung mehrere Kamerakonfigu-
rationen zum Einsatz wie z.B. variierende Kamerapositionen (Ho¨hen) oder eine unter-
schiedliche Anzahl von Kameras. Insgesamt ergeben sich damit 11 verschiedene Auf-
nahmesituationen, wodurch sich das Verhalten des Systems unter unterschiedlichen
Bedingungen beurteilen la¨sst. Es wurden in der Summe 85 Bildsequenzen mit einer
Gesamtla¨nge von ca. 101 Minuten ausgewertet. Da den Großteil davon Mehrkamera-
Aufnahmen bilden, entspricht dies einer Anzahl von insgesamt 108150 Einzelbildern
mit manuell evaluierten Resultaten. Zusa¨tzlich zu den Aufnahmen wurden Live-Tests
durchgefu¨hrt.
Gro¨ßtenteils kamen bei den Aufnahmen Webcams zum Einsatz: die Philips ToUCam
PRO II und deren Nachfolger, die Philips SPC 900NC. Die Bildsequenzen wurden in
einer Gro¨ße von 320×240 Bildpunkten aufgenommen, da sich mit ho¨heren Auflo¨sungen
keine Echtzeitfa¨higkeit im Live-Betrieb erreichen la¨sst. Einige Sequenzen entstanden
auch unter Verwendung einer Sony EVI-D70P Videokamera, deren Videosignal mittels
eines Framegrabbers in Einzelbilder mit einer Auflo¨sung von 384 × 288 Bildpunkten
digitalisiert wurde. Alle Aufnahmen besitzen Frameraten zwischen 10 und 20 Bildern
pro Sekunde. Zur Synchronisation von Mehrkamera-Sequenzen wurde die Systemzeit bei
der Aufnahme jedes Einzelbildes mit aufgezeichnet.
In den Aufnahmen bewegen sich bis zu vier Personen gleichzeitig im u¨berwachten Be-
reich. In der Testumgebung mit ca. 3 × 3 Metern Bodenfla¨che ist damit bereits eine
hohe Personendichte erreicht. In Verbindung mit der Na¨he zur Kamera folgt daraus,
dass ein Großteil der Bildfla¨che von Personen eingenommen wird, die sich zudem prak-
tisch sta¨ndig gegenseitig u¨berlappen (siehe auch Beispielsequenz in Anhang E). Gezielt
gestellte Situationen verdeutlichen klar die Grenzen des Systems, so dass auch Tests mit
ho¨heren Personenzahlen keine zusa¨tzlichen Erkenntnisse bringen wu¨rden. Die Personen
tragen teilweise sehr a¨hnliche und teilweise deutlich unterschiedlich gefa¨rbte Bekleidung.
Um die Zuordnung der Identita¨ten wa¨hrend der Evaluation leichter pru¨fen zu ko¨nnen,
wurden die Sequenzen fast ausschließlich im geschlossenen Modus mit vordefinierter Per-
sonendatenbank betrieben, die auch die Namen der Personen entha¨lt. Ausnahme bilden
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hierbei die im offenen Betriebsmodus ausgewerteten Sequenzen in
”
Labor 1“, bei dem
die Datensa¨tze jeder Person erst wa¨hrend des Trackings angelegt und die Farbmodelle
erstellt werden.
Im Hinblick auf das Anwendungsbeispiel der Flugzeugkabine enthalten mehrere Auf-
nahmen sich setzende oder sich von einem Sitzplatz wieder erhebende Personen. Um
diese Abla¨ufe wirklichkeitsnah zu testen, wurden die fu¨r das Zielsystem vorgesehenen
Sitzplatzsensoren simuliert. Das bedeutet, dass in einer zusa¨tzlichen Datei festgelegt
ist, zu welchen Zeitpunkten Sitze belegt oder wieder freigegeben sind. Damit soll u¨ber-
pru¨ft werden, ob das System einerseits die korrekte Person fu¨r den jeweiligen Sitzplatz
auswa¨hlt und ob andererseits die Wiederaufnahme des Trackings nach dem Aufstehen
(z.B. beim Erheben wa¨hrend der Verdeckung durch eine vordere Person) funktioniert.
Des Weiteren soll evaluiert werden, wie gut das System das Tracking unter U¨berlappung
mit sitzenden Personen beherrscht.
Im Folgenden werden die einzelnen Aufnahmesituationen kurz vorgestellt. Tabelle 6.1
gibt einen U¨berblick der Umgebungen und der darin aufgenommenen Sequenzen.
Tabelle 6.1: U¨berblick des zur Evaluation verwendeten Bildmaterials.
Szene
Testum-
gebung
Labor 1 Labor 2
Business
Class
Mockup 1
Business
Class
Mockup 2
Economy
Class
Anzahl
Kameras
1 und 2 1 1 3 1 oder 2 1
Unterschiedl.
Kamerakon-
stellationen
2 2 1 1 2 3
Kameratyp
Philips
SPC
900NC
Sony EVI-
D70P
Philips
ToUCam
PRO II
Philips
ToUCam
PRO II
Philips
ToUCam
PRO II
Philips
ToUCam
PRO II
Kameraho¨hen
285 cm,
246 cm
141 cm,
266 cm
245 cm
210 cm,
211 cm,
220 cm
185 cm,
215 cm
164 cm,
190 cm,
215 cm
max. Personen-
zahl
4 4 3 4 3 2
Sequenzen
insgesamt
36 (2x) 13 3 4 7 6
davon Seq. mit
Setzen
11 (2x) - - 1 4 3
Testumgebung
Die in der Testumgebung aufgenommenen Sequenzen bilden den Schwerpunkt der Eva-
luation. Sie u¨berpru¨fen mo¨glichst umfassend die im realen Betrieb denkbaren Situatio-
nen. Dazu za¨hlen sowohl Sequenzen, in denen die Personen frei herumlaufen, als auch
solche, in denen sie gezielt Problemsituationen nachstellen. Getestet wurden daru¨ber
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Abbildung 6.5: Kameraperspektiven und Bodenplan der Testumgebung.
hinaus Sequenzen mit sitzenden Personen, A¨nderungen am Szenenhintergrund sowie Be-
leuchtungsvariationen. Abb. 6.5 zeigt die hierzu aufgebaute Testszene. Sie entha¨lt Stu¨hle
als verdeckende Vordergrundobjekte und zur Nachbildung der Sitzreihen im Flugzeug.
Die insgesamt 36 Testsequenzen wurden mit zwei Kameras gleichzeitig aufgenommen,
einer frontal vor den Sitzen in einer Ho¨he von 285 cm befestigten Kamera und eine
seitlich davon in einer Ho¨he von 246 cm. Um zu untersuchen, wie sich die Ergebnisse bei
Verwendung von nur einer Kamera (frontale Ansicht) von denen mit beiden Kameras
unterscheiden, wurden alle hier aufgenommenen Sequenzen auf beide Arten ausgewertet.
(a) (b) (c)
Abbildung 6.6: Kameraperspektiven und Bodenpla¨ne der Laborszenen. (a) Labor 1 mit Ka-
meraho¨he 141 cm, (b) Labor 1 mit Kameraho¨he 266 cm und offener Tu¨r,
(c) Labor 2.
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Labor 1
In dieser Szene sind Verdeckungen durch Raumobjekte eher selten, lediglich die das
Sichtfeld von rechts betretenden Personen erscheinen hinter dem Tisch (Abb. 6.6a). Die
Besonderheit der durch eine einzelne Kamera aufgenommenen Sequenzen liegt in der
niedrigen Kameraposition von nur 141 cm Ho¨he, d.h. die Kamera befindet sich unter-
halb der Kopfho¨he der Personen. Daraus folgt, dass eine weiter vorn stehende Person die
hinteren vollsta¨ndig verdecken kann. Diese Situation wurde genutzt, um das Verhalten
des Systems bei allen denkbaren Abla¨ufen der U¨berlappung zwischen zwei Personen zu
testen. Weitere Sequenzen im gleichen Raum verwenden eine Kameraho¨he von 266 cm
und eine offenstehende Tu¨r, die ein Tracking bis zu einer Entfernung von ca. 10 Me-
tern sowie das Auftauchen und Verschwinden von Personen hinter der Zwischenwand
ermo¨glicht (Abb. 6.6b). Auch einzelne Sequenzen mit 3 und 4 Personen wurden hier
aufgenommen.
Labor 2
In dieser Umgebung (Abb. 6.6c) wurden Sequenzen mit drei Personen aufgenommen,
die sich frei durch die Szene bewegen. Zum Einsatz kam dabei eine einzelne Kamera
in einer Ho¨he von 245 cm. Neben den unterschiedlichsten U¨berlappungen in verschie-
denen Tiefenbereichen enthalten diese Sequenzen Beleuchtungsschwankungen durch das
hereinfallende Tageslicht, Reflexionen an den Glastu¨ren der Schra¨nke und ausgepra¨gte
Schatteneffekte durch die Deckenbeleuchtung.
Abbildung 6.7: Kameraperspektiven und Bodenplan des Mockups Business Class 1.
Flugzeugkabinen-Mockup Business Class 1
In dem Nachbau einer Flugzeugkabine wurden Aufnahmen im Rahmen des der Arbeit
zugrundeliegenden Projekts erstellt zur Untersuchung des Trackingsystems in der be-
absichtigten Einsatzumgebung. Die mit drei Kameras in einer Ho¨he von u¨ber 2 Metern
aufgenommenen Sequenzen zeigen bis zu 4 durch die Kabine und den Vorraum laufende
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und sich auf die Sitzpla¨tze setzende Personen. Die unterschiedlich u¨berlappenden Sicht-
felder der Kameras (Abb. 6.71) ermo¨glichen die Beurteilung der U¨bergabe des Trackings
zwischen den einzelnen Bildverarbeitungsmodulen und des laufenden Wechsels zwischen
der Sichtbarkeit in ein bis drei Kameras. Die Kabine verfu¨gte desweiteren u¨ber ein
variables Beleuchtungssystem, so dass auch dynamische Lichtwechsel getestet werden
konnten.
Abbildung 6.8: Kameraperspektiven und Bodenplan des Mockups Business Class 2.
Flugzeugkabinen-Mockup Business Class 2
In einem weiteren Kabinennachbau wurden Sequenzen unter gleichzeitiger Verwendung
von zwei Kameras (Abb. 6.8) erstellt. Dabei besitzt die Kamera im Zwischenraum eine
fu¨r die Koordinatenberechnung aus der Kopfposition ungu¨nstige Ho¨he von 185 cm, was
sich mit dem fru¨hen Zeitpunkt der Aufnahmen in der Projektlaufzeit begru¨nden la¨sst.
Das Besondere an dem Mockup ist eine Gangla¨nge von 25 Metern, die in der vorderen
Kamera komplett sichtbar ist, womit das Tracking von sehr weit entfernten, nur wenige
Bildpunkte großen Personen getestet werden kann.
Abbildung 6.9: Kameraperspektiven und Bodenplan des Economy Class Mockups.
1Um einen Eindruck der Kameraperspektiven und Ra¨umlichkeiten zu geben, ist hier schematisch
das Raummodell abgebildet. Die Kamerabilder selbst sind nicht zur Vero¨ffentlichung freigegeben.
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Flugzeugkabinen-Mockup Economy Class
Dieser Nachbau entha¨lt eine typische Economy-Class-Bestuhlung, die gekennzeichnet ist
durch dicht hintereinanderliegende Sitzreihen und enge Ga¨nge, in denen sich getrackte
Personen aneinander
”
vorbeiquetschen“ mu¨ssen (Abb. 6.9). Typisch ist auch ein Beugen
des Oberko¨rpers zur Bewegung unter den Ablagefa¨chern, so dass die zur Koordinaten-
transformation beno¨tigte Ko¨rperho¨he stark schwankt. Um zu untersuchen, wie stabil
in solchen Verha¨ltnissen die Positionsbestimmung und vor allem die Wahl der korrek-
ten Sitzreihe ist, wurden hier Sequenzen mit ein oder zwei Personen unter Verwendung
von drei verschiedenen Kameraho¨hen (164 cm, 190 cm und 210 cm) mit einer einzelnen
Kamera aufgenommen.
6.3 Evaluation des Einkamera-Systems
Die mit nur einer Kamera aufgenommenen Sequenzen dienen der Untersuchung der
Trackingleistung eines einzelnen Bildverarbeitungsmoduls unter unterschiedlichen Be-
dingungen. Die hierzu verwendeten Aufnahmen sind die Sequenzen der Testumgebung
mit dem Bildmaterial von nur einer der beiden Kameras, die zusa¨tzlichen Laboraufnah-
men in Labor 1 und 2 sowie die Sequenzen aus dem Economy Class Flugzeugkabinen-
Mockup. Der folgende Abschnitt beschreibt zuna¨chst die grundlegenden Beobachtungen
und Resultate, wonach Abschnitt 6.3.2 das Verhalten des Systems bei bestimmten Ereg-
nissen analysiert.
6.3.1 Allgemeine Resultate
Die Tabellen 6.2 und 6.3 stellen die Resultate der datenbezogenen Auswertung aller mit
einer einzelnen Kamera aufgenommenen Sequenzen zusammengefasst dar. Die zugrun-
deliegenden Detailbeschreibungen und -ergebnisse der verschiedenen Sequenzen finden
sich in Anhang D.
Tabelle 6.2: Gesamtergebnis der Testumgebung nach Personenzahl mit einer Kamera.
KPos KID KFr
1 Person 2 P. 3 P. 4 P. 1 P. 2 P. 3 P. 4 P. 1 P. 2 P. 3 P. 4 P.
98% 97% 93% 92% 100% 96% 95% 90% 98% 92% 86% 79%
Die insgesamt guten Ergebnisse trotz der durch die Testpersonen nachgestellten Pro-
blemsituationen in vielen Sequenzen zeigen, dass das in dieser Arbeit verfolgte Kon-
zept prinzipiell funktioniert. U¨ber die internen Zuverla¨ssigkeitsbewertungen einzelner
Zwischenwerte passt sich das System automatisch an die unterschiedlichen Aufnahme-
situationen und Personenkonstellationen an und nutzt flexibel die jeweils vorhandene
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Tabelle 6.3: Gesamtergebnisse der weiteren Szenen mit einer Kamera.
Umgebung KPos KID KFr
Labor 1 98% 91% 88%
Labor 2 96% 98% 93%
Economy Class Mockup 98% 99% 97%
Bildinformation. Je mehr Personen im Sichtfeld vorhanden sind, desto wahrscheinlicher
ist das Auftreten von Ereignissen wie U¨berlappungen, Betreten des Sichtfelds unter
U¨berlappung und Austausch am Bildrand, die Fehler wie Positionsungenauigkeiten oder
Identita¨tsvertauschungen verursachen ko¨nnen (mehr dazu in Abschnitt 6.3.2). Gleich-
zeitig nimmt die Wahrscheinlichkeit ab, einzelne Personen in der Bildebene unverdeckt
zu sehen, was aber zur Korrektur von Verwechslungen oder fehlender Personendetektion
notwendig ist. Dadurch verschlechtert sich das Ergebnis geringfu¨gig mit zunehmender
Personenzahl.
1. 2.
3. 4.
Abbildung 6.10: Ausschnitt einer Sequenz aus Labor 2.
Insgesamt zeigen aber auch die Sequenzen mit drei oder vier Personen im Bild gute
Trackingresultate. Personen werden wa¨hrend U¨berlappung meist selbst dann korrekt
verfolgt, wenn nur wenig von ihnen zu sehen ist (siehe Abb. 6.10, Abb. 6.11 und die
Sequenzausschnitte in Anhang E).
Zu dem generellen Verhalten des Systems ließen sich die folgenden Beobachtungen ma-
chen:
• Personendetektion
Die Detektion von neu das Sichtfeld betretenden Personen funktioniert zuverla¨ssig,
sofern sich eine neue Person nicht oder nur geringfu¨gig mit bereits in der Szene
vorhandenen Personen u¨berlappt (siehe auch Spezialfa¨lle
”
Betreten unter U¨berlap-
pung“ und
”
Austausch am Bildrand“ in Abschnitt 6.3.2). Personen werden auch
dann detektiert, wenn sie nur teilweise im Bild sichtbar sind (z.B. erscheinender
Kopf am unteren Bildrand). Die initiale Position kann in seltenen Fa¨llen aufgrund
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Abbildung 6.11: Ausschnitt einer Sequenz mit 4 Personen in der Testumgebung.
der Segmentierung ohne Farbmodell der Person noch ungenau sein, wird aber an-
schließend in wenigen Frames pra¨zisiert.
• Personenidentifikation
Die Identifikation der Personen anhand der Farbmodelle in der Personendaten-
bank zeigt gute Resultate, es treten nur sehr wenige Verwechslungen aufgrund
von Fehlidentifikationen auf. Diese begru¨nden sich aus a¨hnlich gekleideten Per-
sonen, die nur teilweise im Bild zu sehen sind oder deren Beleuchtung von der
des gelernten Modells signifikant abweicht (z.B. Deckenlicht vor oder hinter einer
Person). Vollsta¨ndig sichtbare Personen werden in den Testsequenzen fast immer
korrekt identifiziert, auch wenn sie sich nur geringfu¨gig voneinander unterschei-
den. Im offenen Betriebsmodus, also ohne vorher bekannte Personendatenbank,
ko¨nnen in ungu¨nstigen Fa¨llen falsche Farben in das bei Erscheinen einer neuen
Person erstellte Farbmodell eingeschlossen werden, z.B. durch starken Schatten-
wurf einer direkt an einer Wand stehenden Person. Dies kann die Segmentierung
oder Identifikation der Person im weiteren Verlauf beeintra¨chtigen, was aber nur
in einer einzelnen Sequenz zu beobachten war.
• Bildsegmentierung
Die Klassifikation der einzelnen Bildpunkte funktioniert dank der adaptiven Farb-
modelle der Personen auch dann gut, wenn die Beleidungsfarben kaum von denen
des Hintergrunds zu unterscheiden sind (siehe z.B. die Hose der vordersten Per-
son in Abb. 6.11). Die Segmentierungsqualita¨t in U¨berlappungen ist weitgehend
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von der Unterscheidbarkeit der Personenfarben abha¨ngig. Durch die Bevorzugung
der Farben der vorderen Person gelingt die Separierung bei zwei Personen jedoch
auch bei a¨hnlichen Bekleidungsfarben meist gut. Die Segmentierung ist aufgrund
der verwendeten Ortswahrscheinlichkeit der einzelnen Farben jedoch stark von
dem Top-Down-Schritt der Vorhersage der Positionen abha¨ngig. Ist diese z.B. auf-
grund falsch angenommener Anzahl von Personen in einer U¨berlappung fehlerhaft,
so fu¨hrt das in der Regel auch zu Segmentierungsfehlern.
Abbildung 6.12: Ausschnitt einer Sequenz aus Labor 1: Korrekte Verfolgung dicht umein-
ander gehender Personen mit a¨hnlichen Bekleidungsfarben.
• Positions- und Trajektorienberechnung
Die dynamische Gewichtung der Bildinformationen ermo¨glicht zusammen mit der
Trajektorienfilterung exakte Trackingresultate sowohl bei voll sichtbaren als auch
bei durch Szenenobjekte oder den Bildrand teilweise verdeckten Personen. Die
Positionen entsprechen meist genau denen, die bei visueller Auswertung auch
ein menschlicher Betrachter einer Person zuweisen wu¨rde. Die guten Ergebnis-
se der Sequenzen aus Labor 1 zeigen, dass die Positionsbestimmung auch funk-
tioniert, wenn die Kamera unterhalb der Ko¨rperho¨he bei 141 cm angebracht ist
(Abb. 6.12). Im Economy Class Mockup sollte vor allem die Funktionsfa¨higkeit
des Tiefenintervall-basierten Trackings anhand der Bestimmung der korrekten
Sitzreihen untersucht werden. Dies funktioniert dank des Raummodells und der
Auswertung der Verdeckungssituation in allen drei erprobten Kameraperspektiven
gleich gut. Erwa¨hnenswert ist auch eine mit nur einer Kamera aufgenommene Se-
quenz aus dem Business Class Mockup 2, in der die Person die gesamte einsehbare
Gangla¨nge von 25 Metern entlanggeht und bis in den hintersten Bereich korrekt
verfolgt wird. Beim Verlassen des Bildbereichs bricht das Tracking erst dann ab,
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wenn die Person vollsta¨ndig verschwunden ist, auch eine geringe Sichtbarkeit wird
noch ausgewertet. Die Trackinggenauigkeit in Spezialfa¨llen wie U¨berlappungen
oder unerwartetem Personenverhalten wird in folgendem Abschnitt in Verbindung
mit der ereignisbasierten Auswertung na¨her beleuchtet.
6.3.2 Verhalten in Spezialfa¨llen
Tabelle 6.4 fasst die Ergebnisse der ereignisbezogenen Auswertung fu¨r die Sequenzen
der Testumgebung mit einer Kamera zusammen. Die Auswirkungen der verschiedenen
U¨berlappungsereignisse sind separat in Tabelle 6.5 aufgefu¨hrt. Das System beno¨tigte
minimal 0,2 und maximal 27,1 Sekunden (Fehlidentifikation bei a¨hnlicher Bekleidung)
bis zur Korrektur von Fehlern, der Durchschnittswert liegt bei 3,8 Sekunden. Die folgen-
den Absa¨tze beschreiben die aus allen Testsequenzen gewonnenen Beobachtungen des
Systemverhaltens in speziellen Situationen.
Tabelle 6.4: Ereignisbezogene Auswertung der Sequenzen in der Testumgebung mit
einer Kamera (Erla¨uterung siehe Abschnitt 6.1.2).
Ereignis Betreten unter
U¨berlappung
Austausch am
Bildrand
Hinsetzen Aufstehen
Anzahl 8 11 117 117
davon korrekt 0 0 115 117
0% 0% 98% 100%
Tabelle 6.5: Auswertung der U¨berlappungssituationen in der Testumgebung mit einer
Kamera (Erla¨uterung siehe Abschnitt 6.1.2).
U¨berlappung 2 Personen 3 Pers. 4 Pers.
klein groß
kurz mittel kurz mittel lang kurz lang kurz lang
Anzahl 30 13 33 38 29 14 19 3 4
davon korrekt 30 13 31 32 21 11 10 1 1
100% 100% 94% 84% 72% 79% 53% 33% 25%
U¨berlappungen
In den Evaluationssequenzen wurden zahlreiche U¨berlappungssituationen von Personen
mit sowohl a¨hnlichen als auch unterschiedlichen Bekleidungsfarben untersucht. Wie Ta-
belle 6.5 zeigt, werden auch schwierige U¨berlappungen zwischen zwei Personen gro¨ßten-
teils korrekt verarbeitet (Abb. 6.13). Die 2-Personen-Sequenzen in der Economy Class
enthalten beispielsweise Situationen wie das Bewegen hintereinander her oder eng an-
einander vorbei im schmalen Gang, oder auch das kurzzeitige Erheben einer Person
von ihrem Sitz, damit eine weitere sich an ihr vorbei durch die Sitzreihe bewegen kann.
Auch solche Situationen werden korrekt verarbeitet. Positionsungenauigkeiten ko¨nnen
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vor allem bei langer U¨berlappungsdauer entstehen, insbesondere wenn die hintere Person
stark verdeckt ist oder beide Personen a¨hnliche Farben aufweisen.
Kritischer sind starke U¨berlappungen von drei oder mehr Personen, bei denen nur noch
wenig von den hinteren Personen zu sehen ist. Dauern solche Situationen u¨ber la¨ngere
Zeit an, beinhalten sie Positionsa¨nderungen in der Bildtiefe und lassen sich die Personen-
grenzen aufgrund a¨hnlicher Bekleidungsfarben nicht exakt feststellen, so kann es hier zu
Positionsfehlern und Identita¨tsvertauschungen kommen. Teilweise liefert eine einzelne
Kameraperspektive in solchen Situationen nicht mehr genug Bildinformation u¨ber stark
verdeckte Personen. Abschnitt 6.4 beschreibt, was sich bei zusa¨tzlicher Verwendung der
zweiten Kamera in der Szene mit den gleichen Bildsequenzen a¨ndert.
Abbildung 6.13: Korrekte Trajektorien trotz langanhaltender U¨berlappung mit gemeinsa-
mer Bewegung.
Die Schwierigkeiten in U¨berlappungen werden dadurch versta¨rkt, dass wa¨hrenddes-
sen keine optische Detektion des Tiefenintervalls und keine Anpassung der Personen-
Farbmodelle an ra¨umliche oder zeitliche Beleuchtungsschwankungen mo¨glich sind auf-
grund zu geringer Bildinformation und unzuverla¨ssiger Zuordnung der Bildpunkte. Pro-
blematisch ist zudem, wenn die Fu¨ße der vorderen Person in der Gruppe außerhalb
des Bildbereichs liegen (Abb. 6.14): Deren Positionsbestimmung ist dann allein von der
korrekten Detektion der Kopfgrenze abha¨ngig, was durch praktisch identische Hautfar-
ben u¨berlappender Gesichter oder der Haarfarbe a¨hnelnde Oberbekleidung der hinteren
Personen erschwert ist.
Sobald die an einer U¨berlappung beteiligten Personen wieder frei im Bild zu sehen sind,
korrigiert das Trackingsystem sowohl Positions-, Trajektorien- als auch Identita¨tsfehler
zuverla¨ssig.
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Beispiel1 Beispiel 2
korrekte
Position
korrekte
Position
Abbildung 6.14: Problematische Positionsbestimmung bei U¨berlappung von mit a¨hnlichen
Farben bekleideten Personen, wa¨hrend die Fu¨ße der vorderen Person nicht
im Bild sind. In beiden Beispielen ergibt sich aus der fehlerhaften Segmen-
tierung eine Abweichung der Tiefenposition der vorderen Person.
Betreten unter U¨berlappung
In mehreren Sequenzen werden gezielt die besonders kritischen Situationen des gemein-
samen Betretens des Sichtfeldes durch mehrere Personen, bzw. des Betretens unter si-
gnifikanter U¨berlappung mit einer bereits in der Szene vorhandenen Person untersucht.
Solche Ereignisse ko¨nnen von dem Bildverarbeitungsmodul zuna¨chst nicht erkannt wer-
den und fu¨hren daher zu falsch abwesenden Personen und dem Tracking einer Person
auf den Silhouetten von zwei oder mehr realen Personen. In ungu¨nstigen Fa¨llen ko¨nnen
daraus Folgefehler wie Positionsungenauigkeiten oder Identita¨tsvertauschungen entste-
hen (Abb. 6.15). Wie schnell eine Korrektur erfolgt ist allein davon abha¨ngig, wie lange
es dauert, bis die Silhouetten der gemeinsam getrackten Personen sich in der Bildebene
voneinander lo¨sen. Die Korrekturdauer in den Testsequenzen betra¨gt bei diesem Fehler-
typ durchschnittlich 4,9 Sekunden.
Austausch am Bildrand
Dieses Ereignis fu¨hrt beim Einkamerasystem zu einem Tracking der neuen Person unter
der Identita¨t der eigentlich aus dem Sichtfeld verschwundenen. Die Vertauschung wird
jedoch korrigiert, sobald die betroffene Person unverdeckt in der Szene zu sehen ist und
somit eine Identita¨tskontrolle anhand des Farbmodells mo¨glich ist. In den Testsequenzen
liegt die Korrekturdauer durchschnittlich bei 2,3 Sekunden.
Beleuchtungsa¨nderungen
Die Adaptionsfa¨higkeit des Systems bei sich dynamisch a¨ndernden Farbwerten in der
Szene wurde in mehreren Sequenzen durch laufende Verstellung der Kameraparameter
untersucht. In Abb. 3.31 (Kapitel 3) wurden bereits Ausschnitte daraus gezeigt. Wei-
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(a) (b) (c)
(d) (e) (f)
Abbildung 6.15: Beispiel zum Auftreten von Folgefehlern durch Betreten unter U¨berlap-
pung. a) Betreten unter U¨berlappung, b) und c) Tracking unter falscher
Vorraussetzung von nur zwei vorhandenen Personen, dadurch Positionsab-
weichungen, d) Detektion der dritten Person nach Trennung, e) Korrektur
der Identita¨ten, f) Korrektur der Position und Trajektorie der hintersten
Person, richtiger Gesamtzustand wieder hergestellt.
tere Sequenzen enthalten A¨nderungen durch hereinfallendes Tageslicht oder automati-
sche Adaption der Kameraparameter. In den Flugzeugkabinen-Mockups war es teilweise
mo¨glich, die Kabinenbeleuchtung wa¨hrend der Aufnahme z.B. von Tag- auf Nachtbe-
leuchtung zu dimmen oder unterschiedliche Lichtstimmungen einzustellen.
In den meisten Fa¨llen passen sich sowohl das Hintergrundmodell als auch das Farbmo-
dell der Personen laufend den neuen Farbverha¨ltnissen an, die Segmentierung und damit
das Tracking bleiben erhalten. Ausnahme bilden dabei Situationen, in denen sich ein-
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zelne Farbregionen des Hintergrundbildes sehr unterschiedlich voneinander a¨ndern, wie
z.B. durch testweise Wegnahme der Farbinformation wa¨hrend des Trackings oder durch
ra¨umlich inhomogene Beleuchtungsa¨nderungen in der Szene. Aufgrund der gea¨nderten
Farbtopologie gelingt nur einem Teil des Hintergrundmodells die Anpassung, so dass
eine Vordergrundregion entsteht, an der das Tracking von Person haften bleiben kann,
bzw. dort voru¨bergehend eine weitere Person detektiert wird. Regeln innerhalb des Sys-
tems erkennen jedoch solche Situationen nach wenigen Sekunden und aktualisieren das
Hintergrundmodell entsprechend.
Signifikante Beleuchtungsa¨nderungen in der Szene wa¨hrend des Trackings mehrerer Per-
sonen sind dann kritisch, wenn sich die Personen wa¨hrenddessen gerade u¨berlappen, da
die Segmentierung auf Basis der alten Personen-Referenzfarben zu Fehlzuordnungen von
Bildregionen fu¨hren kann. Eine Adaption der Farbmodelle an die neuen Lichtverha¨ltnis-
se ist aber wiederum erst dann mo¨glich, wenn die Personen isoliert in der Bildebene zu
sehen sind. Aus den Segmentierungsfehlern ko¨nnen Positionsabweichungen entstehen.
Auch hier fu¨hrt eine Trennung der Silhouetten in der Bildebene zur Korrektur.
Vera¨nderungen in der Szene
Entsprechende Testsequenzen zeigen, dass Vera¨nderungen in der Szene durch Bewegen,
Hinzufu¨gen oder Entfernen von Objekten fu¨r das Trackingsystem kein Problem dar-
stellen, sofern sie nicht zu großfla¨chig sind und dadurch fa¨lschlicherweise fu¨r Personen
gehalten werden ko¨nnten. Durch die laufende Aktualisierung des Hintergrundmodells
verschmelzen die gea¨nderten Bildregionen mit diesem in der Regel nach wenigen Sekun-
den. Bis dahin ko¨nnen die detektierten Vordergrundbereiche bei entsprechender Gro¨ße
jedoch zu Positionsungenauigkeiten von sich im gleichen Bildbereich aufhaltenden Per-
sonen fu¨hren.
Hinsetzen und Aufstehen
Sequenzen mit sitzenden Personen sowohl in der Testumgebung als auch in der Flug-
zeugkabine zeigen gute Resultate. Meldet ein simulierter Sitzplatzsensor das Setzen einer
Person, so wird praktisch immer (in 115 von 117 Fa¨llen) aufgrund der genauen Positio-
nen die richtige Person gewa¨hlt. Die Verwechslungen resultieren daraus, dass mehreren
Personen sehr nah am Sitzplatz sind, sie werden jedoch unmittelbar anschließend durch
Identita¨tskontrolle korrigiert. Das Trackingsystem initialisiert wieder aufgestandene Per-
sonen an der korrekten Position und verfolgt sie bei der weiteren Bewegung.
Das zusa¨tzliche, stark adaptive Hintergrundmodell in den Sitzbereichen ermo¨glicht eine
saubere Segmentierung einer vor einer sitzenden Person entlang gehenden Person, so-
fern sich die Person auf dem Sitzplatz nicht gerade stark bewegt. In den Testsequenzen
wurden solche Situationen stets korrekt verarbeitet. Auch das Aufstehen und Hinset-
zen wa¨hrend einer U¨berlappung fu¨hrt zu keinen Fehlern. Die gebeugte Ko¨rperhaltung
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wa¨hrend des Setzens oder Aufstehens kann jedoch kurzfristige Positionsungenauigkeiten
verursachen. Ausschnitte aus einer Beispielsequenz sind in Abb. E.3 gegeben.
Unerwartetes Personenverhalten
In mehreren Sequenzen fu¨hren die Testpersonen diverse Aktionen aus, um die Robustheit
der Algorithmen zu testen (springen, in die Hocke gehen, auf Stu¨hle klettern, schnelle
Richtungswechsel). Da das Trackingsystem von aufrecht stehenden Personen ausgeht,
ergeben sich teilweise Positionsabweichungen, die aber durch die Kombination mehrerer
Merkmale gro¨ßtenteils gering ausfallen (< 1 Meter). Die Tiefenintervall-Bestimmung
sorgt dafu¨r, dass die korrekte Sitzreihe gewa¨hlt wird, auch wenn eine Person sich bu¨ckt,
auf die Stuhlfla¨che stellt oder springt (Abb. 6.16). Sind die Fu¨ße der Person im Bild zu
sehen, so beha¨lt sie ihre Position auch beim Hinhocken auf den Boden, da der Fußposi-
tion aufgrund der steileren Perspektive eine ho¨here Zuverla¨ssigkeit als der Kopfposition
beigemessen wird. Befinden sich die Fu¨ße jedoch wa¨hrend des Hockens außerhalb des
Bildbereichs, so liegt die berechnete Position zu weit vorn, da in dem Fall nur noch
die Kopfposition genutzt werden kann. Die Robustheit der Algorithmen belegen auch
Fa¨lle des Setzens auf eine Tischplatte oder des O¨ffnens einer Schra¨nktu¨r, die korrekt
gehandhabt werden.
(a) (b) (c) (d)
Abbildung 6.16: Beispielergebnisse bei unerwartetem Verhalten: a) Korrekte Position beim
Hinhocken mit sichtbaren Fu¨ßen, b) zu weit vorne liegende Position beim
Hinhocken mit den Fu¨ßen am Bildrand, c) und d): stabile Bestimmung des
Tiefenintervalls aus der Verdeckung auch bei abweichender Kopfho¨he.
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6.4 Evaluation des Mehrkamera-Systems
Dieses Kapitel beschreibt, wie sich das Trackingsystem beim gleichzeitigen Einsatz meh-
rerer Kameras sowohl mit gro¨ßtenteils u¨berlappenden (Testumgebung) als auch aneinan-
der angrenzenden Sichtfeldern (Flugzeugkabine) verha¨lt. Schwerpunkte sind hier das Zu-
sammenspiel mehrerer Bildverarbeitungsmodule, die U¨bergabe des Trackings zwischen
den Modulen und die Verwaltung der gesamten Szene durch das zentrale Trackinglogik-
modul.
Tabelle 6.6: Gesamtergebnis der Testumgebung nach Personenzahl mit zwei Kameras.
KPos KID KFr
1 Person 2 P. 3 P. 4 P. 1 P. 2 P. 3 P. 4 P. 1 P. 2 P. 3 P. 4 P.
98% 97% 96% 98% 100% 97% 95% 96% 98% 95% 89% 89%
Tabelle 6.7: Gesamtergebnisse der weiteren Szenen mit mehreren Kameras.
Umgebung KPos KID KFr
Business Class Mockup 1 95% 93% 88%
Business Class Mockup 2 89% 88% 84%
6.4.1 Allgemeine Resultate
In der Testumgebung wurde untersucht, wie sich die Ergebnisse der bereits mit einer Ka-
mera ausgewerteten Sequenzen (Abschnitt 6.3) vera¨ndern, wenn die Bilder der zweiten
Kamera hinzugenommen werden. Ein Vergleich zwischen den unter beiden Konfigura-
tionen erstellten Sequenzstatistiken (Tabellen D.1 und D.3 in Anhang D) zeigt, dass
sich durch den zusa¨tzlichen Blickwinkel die durchschnittliche Sichtbarkeit der Personen
erho¨ht und umgekehrt der Anteil der unter U¨berlappung berechneten Positionen ab-
nimmt. Die Wahrscheinlichkeit, eine Person unverdeckt zu sehen, ist hier ho¨her, was
der Gesamtstabilita¨t des Trackingsystems zugute kommt. Durch die Kameraanordnung
sind Personen, die sich im Bildbereich einer Kamera u¨berlappen, im Sichtfeld der zweiten
Kamera getrennt voneinander zu sehen (Abb. 6.17). Weitere Ausschnitte aus Beispiel-
sequenzen mit 4 Personen und 2 Kameras sind in Anhang E abgebildet.
Wie aufgrund dieser Gegebenheiten zu erwarten ist, zeigt auch die Auswertung der
Sequenzen in Tabelle 6.6 im Vergleich zu den Ergebnissen mit einer Kamera (Tabelle
6.2) insgesamt bessere Werte (Detailauswertung siehe Tabelle D.4). Hinzu kommt, dass
durch die zueinander anna¨hernd orthogonale Lage der Sichtlinien der Kameras die zu-
verla¨ssige horizontale Position der Person im Bild einer Kamera die unzuverla¨ssigere
Tiefenposition der anderen Kamera bei Berechnung der Trajektorie korrigiert. Dadurch
entsprechen die resultierenden Trajektorien bei der visuellen Auswertung noch genauer
170
6.4 Evaluation des Mehrkamera-Systems
Abbildung 6.17: Beispiel einer U¨berlappung von 4 Personen mit zwei Kameras: Erst die Zu-
satzinformation der isoliert stehenden Personen in der zweiten Perspektive
(unten) ermo¨glicht in diesem Fall eine korrekte Positionsbestimmung.
den tatsa¨chlichen Bewegungen der Personen als die mit nur einer Kamera gewonne-
nen. Dies zeigt auch die Verbesserung der Stabilita¨t bei den Sequenzen, in denen die
Testpersonen zu unerwartetem Verhalten (springen, hocken, auf Stu¨hle steigen u.a.)
aufgefordert wurden.
Die mit 2 oder 3 Kameras aufgenommenen Bildsequenzen aus den Flugzeugkabinen-
Mockups zeigen ebenfalls gro¨ßtenteils gute Trackingleistungen (Tabelle 6.7, Detailergeb-
nisse in Tabelle D.10). Die Sequenzen sind gekennzeichnet durch ha¨ufige Sichtfeldwech-
sel der Personen zwischen den einzelnen Kameras. Diese werden vom System durchweg
gut gehandhabt, es ergeben sich glatte, stufenlose Trajektorien bei Bewegung durch die
gesamte abgedeckte Umgebung. Aufgrund der Benachrichtigung der Bildverarbeitungs-
module u¨ber im Sichtfeld zu erwartende Personen ist zu beobachten, dass eine Person
oft schon im Kamerabild initialisiert und getrackt wird, wenn sie gerade erst hinter
einer Zwischenwand auftaucht. Fehler entstehen auch in diesen Sequenzen vor allem
wieder durch das Betreten des Kamerasichtfeldes unter U¨berlappung, aber auch durch
Positionsungenauigkeiten in entfernten und stark verdeckten Bildbereichen.
6.4.2 Verhalten in Spezialfa¨llen
Wie sowohl die Verbesserung der Resultate von Sequenzen mit hohem U¨berlappungs-
anteil als auch die ereignisbezogene Auswertung in Tabelle 6.8 und Tabelle 6.9 zeigen,
stabilisiert die zweite Kameraperspektive das Tracking durch die zusa¨tzliche Informati-
on deutlich: die aus U¨berlappungen resultierenden Fehler nehmen ab. Wo es einem ein-
zelnen Bildverarbeitungsmodul nicht mo¨glich ist,
”
Betreten unter U¨berlappung“- oder
”
Austausch am Bildrand“-Ereignisse korrekt zu erkennen, ko¨nnen diese bei mehreren
Kameras durch externe Initialisierung der betroffenen Person im Sichtfeld verarbeitet
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Abbildung 6.18: Beispiel zur Bewa¨ltigung des Betretens der Szene unter U¨berlappung mit
zwei Kameras: Die in der zweiten (unteren) Kamera die Szene unter U¨ber-
lappung betretende Person wird aufgrund ihres Trackings durch die erste
Kamera dort korrekt initialisiert.
werden (Abb. 6.18).
Zusa¨tzliche Kameraperspektiven fu¨hren jedoch nicht in allen Situationen zu einer Stabi-
lisierung des Trackings, gerade bei hohen Personendichten und a¨hnlichen Bekleidungs-
farben kann es zu unterschiedlichen Personenzuordnungen in den einzelnen Ansichten
kommen. Das bedeutet, dass z.B. eine in zwei Kameras sichtbare Person dort jeweils als
zwei unterschiedliche Identita¨ten getrackt wird oder dass das System umgekehrt zwei
unterschiedliche Personen in jeweils einem Kamerabild als die gleiche Identita¨t verfolgt.
Tabelle 6.8: Ereignisbezogene Auswertung der Sequenzen in der Testumgebung mit
zwei Kameras (Erla¨uterung siehe Abschnitt 6.1.2).
Ereignis Sichtwechsel Betreten unter
U¨berlappung
Austausch am
Bildrand
Hinsetzen Aufstehen
Anzahl 152 27 15 117 117
davon korrekt 148 19 5 117 117
97% 70% 33% 100% 100%
Tabelle 6.9: Auswertung der U¨berlappungssituationen in der Testumgebung mit zwei
Kameras (Erla¨uterung siehe Abschnitt 6.1.2).
U¨berlappung 2 Personen 3 Pers. 4 Pers.
klein groß
kurz mittel kurz mittel lang kurz lang kurz lang
Anzahl 60 25 92 60 41 20 20 5 4
davon korrekt 60 25 91 53 37 19 18 4 3
100% 100% 99% 88% 79% 95% 90% 80% 75%
Die Verwechslungen ko¨nnen dazu fu¨hren, dass die zentrale Systemlogik bei Korrektur-
versuchen von den einzelnen Bildverarbeitungsmodulen einander widersprechende Daten
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und Personenbilder erha¨lt. Besonders, wenn die Personen sich in beiden Ansichten im-
mer weiter in laufend neuen Konstellationen u¨berlappen, kann eine Korrektur unter
ungu¨nstigen Umsta¨nden la¨ngere Zeit in Anspruch nehmen. Auch hier gilt, dass eine
Fehlerkorrektur dann durchgefu¨hrt wird, wenn die Silhouetten der beteiligten Personen
in mindestens einer Kameraperspektive isoliert zu sehen sind. Die Korrekturdauer al-
ler Fehler in der Testumgebung betra¨gt minimal 0,1 und maximal 13,8 Sekunden, der
Durchschnittswert liegt bei 2,9 Sekunden. Er hat sich damit gegenu¨ber dem Einkame-
rasystem mit 3,8 Sekunden bei den gleichen Sequenzen verbessert.
6.5 Zusammenfassung der Ergebnisse
Abbildung 6.19 zeigt abschließend einen Vergleich der bei der Evaluation der Sequenzen
aus der Testumgebung erzielten Ergebnisse mit unterschiedlichen Personen- und Kame-
razahlen2. In der Mehrkamera-Ansicht der Testumgebung ergeben sich im Allgemeinen
bessere Resultate als in der Einkamera-Ansicht. Aufgrund der ho¨heren Sichtbarkeit der
einzelnen Personen ist hier die Fehleranzahl insgesamt geringer, die durchschnittliche
Korrekturdauer sinkt von 3,8 Sekunden auf 2,9 Sekunden.
80%
90%
100%
KPos
Personenzahl
inSequenz
1 2 3 4
80%
90%
100%
KID
Personenzahl
in Sequenz
1 2 3 4
80%
90%
100%
KFr
Personenzahl
in Sequenz
1 2 3 4
1 Kamera
2 Kameras
Abbildung 6.19: Zusammenfassung der Resultate der sowohl mit einer als auch mit zwei
Kameras ausgewerteten Sequenzen der Testumgebung mit ein bis vier Per-
sonen. KPos = Anteil korrekter Positionen, KID = Anteil unter korrekter
Identita¨t ermittelter Positionen, KFr = Anteil korrekter Einzelbilder (siehe
Abschnitt 6.1.1).
Fu¨r das gesamte ausgewertete Bildmaterial ergibt sich durchschnittlich ein korrekter
Anteil aller berechneter Positionen von 96,0%. 95,2% aller Positionen wurden unter der
korrekten Identita¨t der Person bestimmt bzw. ohne Fehler wie der falschen Abwesenheit
der Person. Insgesamt wurden 90,8% aller 108150 Einzelbilder ohne jeden Positions-
oder Identita¨tsfehler fu¨r alle im Bild vorhandenen Personen verarbeitet. Der generell
2Die teilweise besseren Resultate mit vier gegenu¨ber drei Personen erkla¨ren sich durch den bei drei
Personen ho¨heren Anteil schwieriger Sequenzen mit a¨hnlichen Bekleidungsfarben.
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hohe Anteil korrekter Trackingresultate unter allen 11 getesteten Konfigurationen zeigt,
dass das in dieser Arbeit entwickelte Konzept funktioniert.
Bei einer geringen Personendichte mit regelma¨ßig getrennt voneinander in der Bild-
ebene sichtbaren Personen arbeitet das Trackingsystem einwandfrei. Auch U¨berlappun-
gen werden gro¨ßtenteils korrekt gehandhabt. Mit zunehmender Anzahl der Personen
in einer U¨berlappung und zunehmender A¨hnlichkeit der Bekleidungsfarben erho¨ht sich
die Fehlerrate3. Als Hauptproblem hat sich das Betreten des Sichtfelds unter U¨berlap-
pung herausgestellt, das eine zuverla¨ssige Detektion der neuen Person verhindert. Da
das Tracking wesentlich auf dem Top-Down-Schritt der Vorhersage des Szenenzustands
beruht, kann die falsch angenommene Ausgangssituation zu Folgefehlern fu¨hren, wenn
sich direkt weitere U¨berlappungen anschließen und so eine Bestimmung der korrekten
Personenzahl im Bild weiter verhindert wird.
Es ist zu beachten, dass das Trackingsystem nicht auf die hier untersuchte absolute An-
zahl von vier Personen in einer Szene beschra¨nkt ist, sondern dass vielmehr die Perso-
nendichte im Kamerabild entscheidend ist. Das bedeutet, dass sich die robust verfolgbare
Personenzahl mit zunehmender Weitra¨umigkeit der Szene, entfernterer Kameraposition
oder gro¨ßerem O¨ffnungswinkel der Kamera vervielfacht.
Das auf einem Prozessor pro Kamera verteilt arbeitende Trackingsystem ist echtzeitfa¨hig.
Es wurde erfolgreich unter Echtzeitbedingungen sowohl in der Testumgebung mit ein
und zwei Kameras als auch in einem Flugzeug-Mockup mit bis zu vier Kameras betrie-
ben. Die Verarbeitungsgeschwindigkeit auf einem handelsu¨blichen PC mit Pentium 4
Prozessor und 3 GHz Taktrate betra¨gt durchschnittlich ca. 20 Bilder pro Sekunde bei
einer Person im Bild und ca. 10 Bilder pro Sekunde bei vier Personen. Sie ist jedoch nicht
nur von der Personenzahl abha¨ngig, sondern verlangsamt sich auch mit zunehmender
Gro¨ße der Personen im Bild sowie mit zunehmender Anzahl der Farbcluster, aus denen
die Farbmodelle der Personen zusammengesetzt sind.
3Neben mo¨glichen Positionsungenauigkeiten durch starke bis vollsta¨ndige Verdeckung der hinteren
Personen sowie durch Segmentierungsfehler beeintra¨chtigt auch die Undurchfu¨hrbarkeit einer Persone-
nidentifikation, der Beleuchtungsadaption des Personen-Farbmodells und der optischen Detektion des
Tiefenintervalls die Trackingstabilita¨t in U¨berlappungen insbesondere von mehr als zwei Personen.
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Kapitel 7
Zusammenfassung und Ausblick
In den Forschungsgebieten des maschinellen Bildverstehens (Computer Vision) nimmt
die videobasierte Betrachtung des Menschen und seiner Aktivita¨ten eine zunehmend
bedeutende Rolle ein. Hierzu za¨hlen neben Verfahren zum Motion Capturing, zur bio-
metrischen Identifikation und zur Gesten- und Mimikerkennung auch Ansa¨tze zur opti-
schen Detektion und Verfolgung von Personen in unterschiedlichen Umgebungen. Außer
dem zur Zeit bedeutendsten Anwendungsziel, der automatisierten Videou¨berwachung
von sicherheitssensitiven Bereichen, lassen sich solche Personentracking-Verfahren auch
als Vorstufe zum Motion Capturing, der Verhaltensinterpretation oder der Personeni-
dentifikation (z.B. anhand des Ganges) einsetzen. In Verbindung mit Gestenerkennung
oder Bestimmung der Ko¨rperhaltung lassen sich auch intuitive Steuerungen in Mensch-
Maschine-Schnittstellen realisieren.
Ein Großteil der existierenden Systeme zum videobasierten Personentracking ist zur
U¨berwachung von weitra¨umigen Arealen wie z.B. Parkpla¨tzen konzipiert und arbeitet
mit hohen und von den Personen weit entfernten Kamerapositionen. Die dazu eingesetz-
ten Verfahren eignen sich jedoch nicht zum Personentracking in beengten Innenra¨umen
wie z.B. Bu¨roumgebungen, die niedrige und nah zu den Personen angebrachte Kame-
raperspektiven erfordern. Solche Umgebungen sind dadurch gekennzeichnet, dass die
Personen im Kamerabild aufgrund von Verdeckungen durch Szenenteile oder den Bild-
rand oft nur teilweise zu sehen sind und dass sie sich in der Bildebene ha¨ufig gegenseitig
u¨berlappen. Ansa¨tze zum Tracking unter solchen Bedingungen arbeiten oft rein in der
Bildebene, d.h. sie segmentieren und verfolgen Personen als bewegte zweidimensiona-
le Bildregionen. U¨berlappende Personen verschmelzen dabei meist zu einer als Einheit
betrachteten Gruppe. Sollen die tatsa¨chlichen Positionen und Trajektorien der Perso-
nen im Raum bestimmt werden, so kommen Mehrkamerasysteme mit u¨berlappenden
Sichtfeldern oder Stereokameras zum Einsatz.
Die vorliegende Arbeit stellt die Entwicklung, Implementierung und Evaluation eines
Verfahrens zur videobasierten Bestimmung der Bodenpositionen und -trajektorien meh-
rerer Personen in einer beengten, komplexen Innenraumumgebung vor. Die Besonder-
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heit ist dabei die Extraktion dieser Daten aus den Bildern einer einzelnen monokularen
Farbkamera. Das System la¨sst sich modular zu einem Mehrkamerasystem mit belie-
big u¨berlappenden oder aneinander angrenzenden Kameraperspektiven erweitern, wobei
die zusa¨tzlichen Daten automatisch zur Pra¨zisierung und Stabilisierung der Resultate
herangezogen werden. Hintergrund der Arbeit bildet ein Projekt zur automatisierten
Bestimmung der Bewegungen aller Passagiere in der Kabine eines Großraumflugzeugs.
Das Konzept der Verarbeitungsstruktur des entworfenen Trackingsystems gru¨ndet auf
Beobachtungen daru¨ber, wie ein menschlicher Betrachter ein derartiges Problem lo¨st
und bezieht Theorien zur menschlichen visuellen Wahrnehmung mit ein. Hierzu za¨hlt
die Nachbildung des bidirektional ablaufenden Erkennungsvorgangs des Menschen durch
kombinierte Top-Down- und Bottom-Up-Schritte. Alle Verarbeitungsschritte greifen auf
zentral vorliegendes dynamisches Wissen um den aktuellen Szenenzustand sowie stati-
sches Vorwissen u¨ber den Raum zuru¨ck. Letzteres dient dazu, das fehlende ganzheit-
liche Szenenversta¨ndnis zu ersetzen: Ein virtuelles Ho¨henmodell des Raumes legt fest,
wo sich Personen aufhalten ko¨nnen und ermo¨glicht in Verbindung mit der bekannten
Aufnahmegeometrie die Berechnung der Tiefenwerte aller Bildpunkte des die leere Szene
zeigenden Kamerabildes. Damit lassen sich Verdeckungsverha¨ltnisse zwischen Personen
und Raumteilen verarbeiten.
Die einzelnen Verarbeitungsschritte gliedern sich in die Bildsegmentierung, die Silhou-
ettenrekonstruktion und die Positions- und Trajektorienbestimmung. Hierzu wurden
gro¨ßtenteils neue Verfahren entwickelt, um die notwendige Leistungsfa¨higkeit fu¨r die
geforderten, realen Einsatzbedingungen zu erreichen.
Das Ziel der Bildsegmentierung ist es, jeden Bildpunkt entweder dem Szenenhinter-
grund, einer spezifischen Person oder aber unbekanntem Vordergrund zuzuordnen. Dies
geschieht durch Vergleich jedes Pixelwertes sowohl mit einem Modell der leeren Hinter-
grundszene unter Beru¨cksichtigung von Schatteneinflu¨ssen als auch mit Farbmodellen
aller aktuell getrackter Personen an den extrapolierten Positionen. In U¨berlappungen
werden die Farben der vorderen Person bevorzugt, um die Trennung von a¨hnlich geklei-
deten Personen zu verbessern. Regionen, die keiner Person zugeordnet werden ko¨nnen
werden bei Erfu¨llung verschiedener Kriterien als neue Personen im Sichtfeld erkannt.
Die Farbmodelle der Personen basieren auf einer Liste von Farbclustern, d.h. signifikan-
ten Farbregionen, deren Verteilung jeweils durch ein eindimensionales vertikales Orts-
und ein dreidimensionales Farbhistogramm beschrieben ist. Die Histogramme besitzen
eine feste Anzahl Felder, decken nur den relevanten Anteil des Wertebereichs ab und sind
in alle Dimensionen verschieb- und skalierbar. Dadurch wird zum einen eine detaillierte,
aber dennoch kompakte Beschreibung einer Person, zum anderen aber auch eine flexi-
ble Adaption des einmal erstellten Modells an zeitlich oder ra¨umlich variierende Licht-
verha¨ltnisse ermo¨glicht. Neben einem fu¨r die Art der Darstellung besonders geeigneten
Farbraum wurden Algorithmen entwickelt zur Erstellung der Farbbeschreibung durch
Clustering in nur zwei Durchla¨ufen u¨ber die Bildwerte basierend auf ART-Netzen, zur
Berechnung der Farba¨hnlichkeit und zur flexiblen Beleuchtungsadaption unter Beibe-
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haltung der Topologie der Farbcluster im Farbraum.
Das Hintergrundmodell entha¨lt eine a¨hnliche, clusterbasierte Struktur. Es kann sich an
plo¨tzliche Farbvariationen durch A¨nderung der Kameraparameter oder der Szenenbe-
leuchtung anpassen, sofern dabei die Topologie der Farbregionen untereinander und die
Bildstruktur innerhalb der Cluster erhalten bleibt. Es wurde ein iterativer Algorithmus
entworfen, der feststellt, ob eine Farbdifferenz in einem Bildpunkt auf dort vorhandenen
Vordergrund oder auf Beleuchtungsa¨nderung zuru¨ckgeht. Eine zusa¨tzliche laufende Ak-
tualisierung des Hintergrundmodells erlaubt Anpassungen an dauerhafte A¨nderungen in
der Szene.
Der anschließende Schritt der Silhouettenrekonstruktion adaptiert ein einfaches Ko¨rper-
modell (horizontal dehn- und stauchbare Durchschnittssilhouette des Menschen) an den
sichtbaren, segmentierten Teil jeder Person unter Beru¨cksichtigung der Tiefenstaffelung
der Bildregionen. Dadurch erkennt das System die vollsta¨ndige Lage der Silhouette ei-
ner Person in der Bildebene, auch wenn nur Teile davon sichtbar sind, und korrigiert
lu¨ckenhaft segmentierte Regionen durch das Wissen um die menschliche Ko¨rperform.
Zur Modelladaption wurde ein schneller Algorithmus entwickelt, der mit booleschen
Operationen auf bina¨ren Bildmasken arbeitet.
Die Positionsbestimmung der Personen erfolgt durch Kombination mehrerer Merkmale.
Hierzu za¨hlen die jeweils aus der Kopf- und der Fußposition einer Person im Bild trans-
formierten Bodenkoordinaten, die gema¨ß ihrer jeweiligen Zuverla¨ssigkeiten mit der aus
der bisherigen Trajektorie interpolierten Position verrechnet werden. Die Zuverla¨ssigkeit
resultiert sowohl aus dem Verdeckungs- und U¨berlappungsgrad als auch der Stabilita¨t
der Koordinatentransformation in der jeweiligen Perspektive. Zusa¨tzlich muß sich die
Person in dem aus der Verdeckungssituation optisch bestimmbaren Tiefenintervall (z.B.
zwischen zwei Tischen oder in einer Sitzreihe) befinden.
Mit jeder Position wird eine horizontale Zuverla¨ssigkeit und eine Zuverla¨ssigkeit in der
Bildtiefe bezogen auf die jeweilige Kameraperspektive bestimmt. Mit diesen Werten be-
rechnet das Trackingsystem die gegla¨ttete Trajektorie einer Person aus den Daten einer
oder mehrerer Kameras. Ein Mehrkamerasystem setzt sich zusammen aus einem Bild-
verarbeitungsmodul pro Kamera, das jeweils quasi autonom ein lokales Personentracking
im Sichtfeld durchfu¨hrt, sowie einem zentralen Logikmodul, das das System steuert und
alle gewonnenen Daten verarbeitet. Alle Module laufen zueinander asynchron, um eine
ho¨chstmo¨gliche Datenrate zu erreichen.
Um die Identita¨t der Personen wa¨hrend ihrer gesamten Bewegung durch die u¨berwachte
Umgebung beizubehalten, wurde ein Verfahren zur beleuchtungsrobusten Identifikati-
on u¨ber die Bekleidung unter Verwendung der genannten Farbmodelle entwickelt. Die
Erkennung basiert auf der Annahme, dass die Farbtopologie einer Person auch unter
unterschiedlichen Beleuchtungen erhalten bleibt. Das Verfahren erreichte in Tests mit
46 Personen eine Erkennungsrate von 87% bei stark unterschiedlicher Beleuchtung und
zahlreichen a¨hnlich bekleideten Personen in der Datenbank. Zur weiteren Verbesserung
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der Identita¨tszuordnung berechnet das Trackingsystem die beste Kombinationswahr-
scheinlichkeit aus allen anwesenden Personen. Es erkennt Fa¨lle mo¨glicher Verwechslun-
gen (z.B. in U¨berlappungen) und u¨berpru¨ft anschließend die Identita¨ten. Das Tracking-
system kann sowohl im geschlossenen Betriebsmodus, d.h. mit fester, bekannter Perso-
nendatenbank, als auch im offenen Modus mit unbekannten Personen betrieben werden.
Im Hinblick auf die Einsatzumgebung in der Flugzeugkabine wurde das System dahin-
gehend erweitert, auch mit zahlreichen sitzenden Personen im Bild zurechtzukommen,
indem die entsprechenden Bildbereiche durch ein weiteres Hintergrundmodell mit hoher
Aktualisierungsrate modelliert sind. Die Detektion des Platznehmens und Wiederauf-
stehens kann sowohl visuell als auch u¨ber externe Sensorik erfolgen.
Die Funktionalita¨t des Gesamtsystems wurde anhand von 85 Bildsequenzen mit einer
Gesamtdauer von 101 Minuten evaluiert, die in 11 unterschiedlichen Aufnahmesitua-
tionen entstanden sind. Hierzu za¨hlen sowohl verschiedene Laborumgebungen als auch
Nachbauten einer Flugzeugkabine. Jede Sequenz beginnt mit dem Betreten des u¨ber-
wachten Bereiches durch die Testpersonen und endet, wenn alle den Bereich verlassen
haben. Es wurden bis zu drei Kameras mit sowohl u¨berlappenden als auch aneinander
angrenzenden Sichtbereichen verwendet, bis zu vier Personen bewegen sich gleichzeitig
durch die meist engen Szenen. Die Testpersonen stellen gezielt verschiedene Problem-
situationen nach. Teilweise enthalten die Aufnahmen auch sitzende Personen sowie Be-
leuchtungsa¨nderungen. Die visuelle Auswertung ergibt insgesamt einen korrekten Anteil
aller vom System ermittelter Positionen von 96%. Der Anteil der ohne jeden Fehler
ausgewerteten Einzelbilder betra¨gt 91%, d.h. es wurden ca. 92 der 101 Minuten Bildma-
terial fehlerlos verarbeitet. Die gro¨ßten Abweichungen entstehen bei signifikanten, lan-
ganhaltenden U¨berlappungen von mehr als zwei a¨hnlich gekleideter Personen, so dass
die Sichtbarkeit der hinteren Personen nicht ausreicht, um diese korrekt zu verfolgen.
Sobald sich die Personen in der Bildebene wieder trennen, korrigiert das System jedoch
auftretende Fehler. Als weitere Schwierigkeit hat sich das Betreten des Bildbereiches
unter U¨berlappung herausgestellt, was eine korrekte Detektion neuer Personen verhin-
dern kann, bis diese frei zu sehen sind. Zusa¨tzliche Kameraperspektiven verbessern die
Trackingstabilita¨t in einer Szene. Insgesamt zeigen die guten Ergebnisse, dass der hier
entwickelte Ansatz funktioniert. Das verteilt implementierte System ist echtzeitfa¨hig,
was auch durch erfolgreichen Echtzeitbetrieb mit bis zu vier Kameras besta¨tigt wurde.
Das in dieser Arbeit entwickelte System ist in seiner gegenwa¨rtigen Form in der Lage,
mehrere Personen in statischen Innenra¨umen weitgehend robust zu verfolgen und deren
Positionen in der Szene zu bestimmen. Voraussetzung dabei ist, dass die Personen-
dichte in der Szene ausreichend niedrig ist, so dass U¨berlappungen zwischen Personen
keinen Dauerzustand darstellen. Mo¨gliche Einsatzumgebungen sind Sicherheitsbereiche,
Bu¨roflure oder andere Umgebungen, in denen sich u¨blicherweise eher wenige Perso-
nen gleichzeitig aufhalten. Fu¨r die Beispielapplikation des Personentrackings in einer
Flugzeugkabine wa¨hrend des Fluges du¨rfte die Robustheit der Trackingalgorithmen in
Verbindung mit Sitzplatzsensorik ebenfalls ausreichen, da hier meist nur wenig Perso-
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nen gleichzeitig unterwegs sind. Fu¨r einen derartigen Einsatz unter realen Bedingungen
mu¨sste jedoch die Stabilita¨t bei inhomogenen Beleuchtungsa¨nderungen weiter erho¨ht
werden. Das System kann sowohl im geschlossenen Modus mit fester, bekannter Per-
sonendatenbank als auch im offenen Modus mit unbekannten Personen betrieben wer-
den. Die modulare Erweiterbarkeit ermo¨glicht eine flexible Anpassung an die gegebenen
ra¨umlichen Bedingungen in unterschiedlichen Umgebungen.
Eine Weiterentwicklung mu¨sste vor allem die Robustheit des separaten Trackings in
U¨berlappungen und der Personendetektion beim Betreten des Sichtfelds unter U¨berlap-
pung weiter erho¨hen. Dies la¨sst sich nur durch detailliertere Ko¨rpermodelle und eine
aufwendige iterative Optimierung der Anordnung der einzelnen Modelle wa¨hrend der
U¨berlappung erreichen. Von einem solchen Ansatz wurde aus Gru¨nden des Rechenauf-
wands in dieser Arbeit abgesehen.
Die Identifikation der Personen fu¨r die Dauer des Trackings u¨ber die Bekleidung setzt
voraus, dass die Personen hinreichend unterschiedlich gekleidet sind. Da davon nicht
grundsa¨tzlich ausgegangen werden kann, sollten weitere Merkmale zur stabileren Iden-
tifikation herangezogen werden, wie beispielsweise Ko¨rpermaße, der Bewegungsablauf
beim Gehen oder auch Gesichtserkennung.
Das jetzige System beno¨tigt manuell erstelltes Vorwissen u¨ber den u¨berwachten Raum
in Form eines virtuellen Szenenmodells. Um sowohl die Einsatzfa¨higkeit flexibler zu ge-
stalten als auch den Einsatz in Szenen vera¨nderlicher Struktur (verschiebbare Einrich-
tungsgegensta¨nde) zu ermo¨glichen, wa¨re die Entwicklung von Verfahren denkbar, die
die entsprechenden Informationen automatisiert erzeugen, z.B. durch Szenenerkennung
oder durch iterative, systematische Auswertung der Bildsegmentierung bei sich durch
die Szene bewegenden Personen. Zusa¨tzlich ist auch eine selbststa¨ndige Ermittlung der
extrinsischen Kameraparameter denkbar.
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Anhang A
Kameramodell und
Koordinatentransformation
Eine mathematische Modellierung des Abbildungsprozesses dient dazu, die Koordinaten
eines Punktes in der dreidimensionalen Szene in die Bildebene zu transformieren und
umgekehrt. Hierzu mu¨ssen die extrinsischen (Kameraposition, Kameraho¨he HC und
Neigungswinkel α) sowie die intrinsischen Kameraparameter (Brennweite, O¨ffnungswin-
kel, eventuell vorhandene Verzerrungen) bekannt sein. Die im Folgenden hergeleiteten
Transformationsleichungen verwenden homogene Koordinaten zur Beschreibung von Po-
sitionen in den einzelnen Koordinatensystemen:
x =


wx
wy
wz
w

 (A.1)
Homogene Koordinaten enthalten zusa¨tzlich zu den realen Koordinaten (x, y, z) einen
Skalierungsfaktor w, so dass fu¨r jede Position unendlich viele Darstellungen mo¨glich
sind. Die Darstellungsweise ist vor allem ein mathematischer Trick, um gebrochen-lineare
Transformationsgleichungen durch lineare Matrixoperationen auszudru¨cken. Zusa¨tzlich
kann so mit Punkten gerechnet werden, die im Unendlichen liegen (w = 0).
Eine Koordinatentransformation mit homogenen Koordinaten hat die allgemeine Form
x˜ =Mx, wobei M die Transformationsmatrix darstellt:
M =


r11 r12 r13 x∆
r21 r22 r23 y∆
r31 r32 r33 z∆
1
dx
1
dy
1
dz
1
s

 (A.2)
Die Koeffizienten rij bezeichnen die Rotation des Koordinatensystems, (x∆, y∆, z∆) die
Translation, ( 1
dx
, 1
dy
, 1
dz
) die perspektivische Verzerrung und s die Skalierung.
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D C
zC
HC
xC
yC
0
0
xC
HP
zC
yI
yC
xI
*
*
*
Abbildung A.1: Lochkameramodell mit erho¨hter und geneigter Kamera. Koordina-
tenbezeichnungen: (xC , yC , zC) = kamerarelative Bodenkoordinaten,
(x⋆C , y
⋆
C , z
⋆
C) = kamerarelatives Koordinatensystem, (xI , yI) = Bildkoordi-
naten
Das optische System der meisten Kameras la¨sst sich durch das Lochkameramodell ap-
proximieren (Abb. A.1). Im Fall von Kissen- oder anderen durch das optische System
verursachten nichtlinearen Verzerrungen muss ein zusa¨tzlicher Entzerrungsschritt durch-
gefu¨hrt werden. Aufgrund der geringen Verzerrung der verwendeten Kameras ist dies
hier jedoch nicht notwendig (vgl. Abb. 4.3).
Als Weltkoordinatensystem wird im Folgenden das kamerarelative Bodenkoordinaten-
system verwendet (Abb. A.1, vgl. auch Abb. 4.2), der zusa¨tzliche Translations- und
Rotationsschritt zur Umwandlung in das Referenz-Bodenkoordinatensystem wird vor-
ausgesetzt. Die Projektion von kamerarelativen Raumkoordinaten (x⋆C , y
⋆
C, z
⋆
C) in die
Bildebene einer Lochkamera wird durch die Transformationsmatrix ML ausgedru¨ckt:
ML =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 − 1
DC
0

 (A.3)
DC bezeichnet die Brennweite des Kameramodells. Da die Bildkoordinaten in Pixelein-
heiten vorliegen, wa¨hrend die Raumkoordinaten z.B. cm verwenden, wird die Umwand-
lung der Einheiten hier in die Koordinatentransformation mit eingeschlossen, indem DC
in Pixeleinheiten ausgedru¨ckt wird. Die Konstante la¨sst sich aus der horizontalen oder
vertikalen Bildauflo¨sung der Kamera rx bzw. ry und den zugeho¨rigen O¨ffnungswinkeln
θx bzw. θy wie folgt berechnen:
DC =
rx
2 tan( θx
2
)
=
ry
2 tan( θy
2
)
(A.4)
U¨blicherweise ist die Kamera in einer Ho¨he yc = HC u¨ber dem Boden angebracht und um
einen Winkel α geneigt. Die zugeho¨rigen Transformationsmatrizen, MR fu¨r die Rotation
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um die xC-Achse und MT fu¨r die Translation in dem bereits rotierten Koordinatensys-
tem, sind gegeben durch:
MR =


1 0 0 0
0 cosα sinα 0
0 − sinα cosα 0
0 0 0 1

 ; MT =


1 0 0 0
0 1 0 −HC cosα
0 0 1 HC sinα
0 0 0 1

 (A.5)
Die gesamte Transformationsmatrix M resultiert aus der Verknu¨pfung aller drei Matri-
zen:
M =MLMTMR =


1 0 0 0
0 cosα sinα −HC cosα
0 − sinα cosα HC sinα
0 sinα
DC
− cosα
DC
−HC sinα
DC

 (A.6)
Das in den Kamerakoordinaten (x⋆C , y
⋆
C , z
⋆
C) vorliegende Transformationsergebnis kann
nun aus den gegebenen Weltkoordinaten (xC , yC, zC) wie folgt berechnet werden:

wCx
⋆
C
wCy
⋆
C
wCz
⋆
C
wC

 =M


xC
yC
zC
1

 =


xC
yC cosα−HC cosα
−yC sinα + zC cosα +HC sinα
1
DC
(yC sinα− zC cosα−HC sinα)

 (A.7)
Mit der Division durch wc ergeben sich die tatsa¨chlichen Werte der Koordinaten zu:
x⋆C = −DC
xC
zC cosα + (HC − yC) sinα (A.8)
y⋆C = DC
(HC − yC) cosα− zC sinα
z cosα + (HC − yC) sinα (A.9)
z⋆C = −DC (A.10)
Der Wert von z⋆C ist eine Konstante und bezeichnet die Bildebene. Mit xI = −x⋆C und
yI = −y⋆C stellen die Gleichungen A.8 und A.9 also die Bildkoordinaten in Pixeleinheiten
und mit dem Ursprung in der Bildmitte dar.
Die inverse Transformation der Bildkoordinaten in die dreidimensionale Szene beno¨tigt
als Vorwissen den Wert einer Dimension, da die Information der zwei Bilddimensionen
sonst nicht ausreicht. Da die Bodenposition (xC , zC) unbekannt ist und berechnet werden
soll, muss dies daher die Ho¨he yC u¨ber dem Boden sein. Das Trackingsystem verwendet
entweder die Fußkoordinaten einer Person, wo yC = 0 gilt oder die Kopfkoordinaten,
wozu die Ko¨rpergro¨ße der Person yC = HP bekannt sein muss. Sie kann berechnet
werden, wenn die y-Bildkoordinaten des Kopfes yI,K und der Fu¨ße yI,F gleichzeitig
bestimmbar sind:
HP = HCDC
yI,F − yI,K
(yI,F cosα+DC sinα)(DC cosα− yI,K sinα) (A.11)
Wa¨hrend des Trainingsvorgangs einer Person, bei dem auch das Farbmodell erstellt
wird, mittelt das Trackingsystem die Ko¨rpergro¨ße aus mehreren Messungen.
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Anhang B
Algorithmus der
Trajektorienfilterung
Jede denkbare Zuverla¨ssigkeitsbewertung (rxC , rzC, αC) einer Position (xF (τ), zF (τ))
kann bei entsprechender Vertauschung von rxC und rzC im Winkelbereich 0 ≤ αC < π2
dargestellt werden (Abb. B.1a). Im Sinne einer eindeutigen Darstellung und zur Ver-
meidung zusa¨tzlicher Rechenschritte, wird im Folgenden von derart normierten Werten
ausgegangen.
aC =0° aC = 20° aC = 45° aC = 70° aC = 110° aC = 20°
rxC
rzC
(a)
(b)
aC = 0°^ aC = 0°^ aC = 0°^ aC = 0°^ aC = 0°^
Abbildung B.1: Zweidimensionale Gewichtung und Umrechnung der Positionszuverla¨ssig-
keit. (a) Unterschiedlich gerichtete Zuverla¨ssigkeiten. Normierung der Dar-
stellung auf den Bereich 0o ≤ αC < 90o. (b) Umrechnung der Richtungs-
Zuverla¨ssigkeiten auf einen gegebene Bezugsrichtung (hier αˆC = 0
o).
Um die gegebenen Positionsdaten miteinander verrechnen zu ko¨nnen, mu¨ssen sie zuna¨chst
in eine gemeinsame Bezugs-Kamerarichtung αˆC ∈ [0, 90o) gedreht werden. Dies betrifft
sowohl die in den Referenz-Bodenkoordinaten vorliegenden Positionen (xF (τ), zF (τ)) als
auch die gerichteten Zuverla¨ssigkeiten. Die transformierten Bodenkoordinaten ergeben
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sich aus:
xˆC(τ) = cos(αˆC)xF (τ) + sin(αˆC)zF (τ)
zˆC(τ) = cos(αˆC)zF (τ)− sin(αˆC)xF (τ) (B.1)
Die Zuverla¨ssigkeiten im gedrehten Koordinatensystem lassen sich aus den entsprechend
der jeweiligen Winkeldifferenz gewichteten Summen der gegebenen Zuverla¨ssigkeitsmaße
berechnen:
rˆxC(τ) =
|αˆC − αC(τ)|
π/2
· rzC +
(
1− |αˆC − αC(τ)|
π/2
)
· rxC
rˆzC(τ) =
|αˆC − αC(τ)|
π/2
· rxC +
(
1− |αˆC − αC(τ)|
π/2
)
· rzC
(B.2)
Es stellt sich die Frage, welche Bezugsrichtung αˆC zur Datenfilterung jeweils am besten
geeignet ist. Wie Abb. B.1b verdeutlicht, sind die Ergebnisse na¨mlich keineswegs da-
von unabha¨ngig: Eine Drehung von 45o zur urspru¨nglichen Kamerarichtung ha¨tte zur
Folge, dass beide Achsen der zugeho¨rigen Position im Bezugskoordinatensystem gleich
gewichtet sind, d.h. es gilt rˆxC(τ) = rˆzC(τ). Die gerichtete Zuverla¨ssigkeit ha¨tte hier
keinen Effekt mehr. Es ist daher wu¨nschenswert, dass das Bezugssystem mo¨glichst in
Richtung der Quelldaten oder orthogonal dazu liegt. Zur lokalen Trajektorienfilterung in
den Bildverarbeitungsmodulen wird daher die Richtung der jeweils angeschlossenen Ka-
mera gewa¨hlt, wa¨hrend bei der finalen Trajektorienberechnung im zentralen Logikmodul
die wesentliche, in der Szene vorherrschende Kamerarichtung gesetzt wird. Alternativ
kann auch fu¨r jeden Trajektorienpunkt die optimale Bezugsrichtung automatisch als die-
jenige Kamerarichtung gewa¨hlt werden, die die Mehrheit der zur Filterung verwendeten
Daten liefert.
Im Folgenden werden die Rechenschritte beschrieben, die zu einer Position xˆT,C(T ),
zˆT,C(T ) (im Bezugs-Koordinatensystem) zum Zeitpunkt T der gegla¨tteten Trajekto-
rie fu¨hren. Das Konzept der Trajektoriengla¨ttung basiert im Wesentlichen darauf, dass
es die gegebenen Daten in einem bestimmten zeitlichen Filterintervall F (T ) um den
Zeitpunkt T sowohl paarweise inter- als auch extrapoliert und die Ergebnisse geeig-
net gewichtet miteinander verrechnet. Dadurch wird verhindert, dass abrupte Rich-
tungsa¨nderungen durch die Gla¨ttung verschwinden. Es findet also keineswegs eine reine
Tiefpassfilterung statt.
Die zu den Zeitpunkten τ vorliegenden Quelldaten werden zusa¨tzlich zu ihrer Zuverla¨ssig-
keit auch mit einer Gaußschen Gewichtungsfunktion w(τ, T ) in Abha¨ngigkeit des zeitli-
chen Abstands zu dem gerade betrachteten Zeitpunkt T gewichtet:
w(τ, T ) = e
−(τ − T )
2
2σ2I (B.3)
Mit der benutzerdefinierten Varianz σ2I la¨sst sich beeinflussen, wie stark der Einfluß
von Positionen mit einer bestimmten zeitlichen Entfernung auf das Endergebnis ist. Zur
Einsparung von Rechenzeit werden nur diejenigen Positionen beru¨cksichtigt, deren Ge-
wichtung gro¨ßer als ein Minimalwert ǫF ist. Die zugeho¨rigen Zeitpunkte liegen innerhalb
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der von T abha¨ngigen Filtermenge F (T ):
F (T ) = {τ |w(τ, T ) > ǫF} (B.4)
Innerhalb dieser Menge werden nun aus allen gu¨ltigen Positionspaaren (τ1, τ2) jeweils
die Koordinaten zum Zeitpunkt T (xˆi,C(T, τ1, τ2), zˆi,C(T, τ1, τ2)) inter- bzw. extrapoliert
(zˆi,C analog):
xˆi,C(T, τ1, τ2) = xˆC(τ1) + (xˆC(τ2)− xˆC(τ1)) · T − τ1
τ2 − τ1 (B.5)
Sind mehrere Kameras die Quelle fu¨r die verwendeten Positionen, kann es durchaus vor-
kommen, dass z.B. zwei Positionen zeitlich beliebig nah zueinander liegen, aber ra¨umlich
eine signifikante Distanz aufweisen. Eine Positionsextrapolation nach Gl. B.5 aus einem
solchen Paar kann zu falschen, sehr weit entfernten Koordinaten fu¨hren, die selbst bei ge-
ringer Gewichtung das gesamte Ergebnis verfa¨lschen wu¨rden. Aus diesem Grund mu¨ssen
die verwendeten Paare eine zeitliche Mindestdistanz von Dt aufweisen. Um zusa¨tzliche
Robustheit auch gegen weit außerhalb der anderen Daten liegenden Positionen zu erhal-
ten, wird auch die Geschwindigkeit zwischen den Koordinaten eines Paares ermittelt.
Nur wenn diese unterhalb eines Maximalwerts Dv liegt, gilt ein Positionspaar als gu¨ltig.
Die Menge aller gu¨ltigen Partner τ zu einer gegebenen Position mit dem Zeitpunkt τ1
la¨sst sich somit unter der Zusatzbedingung τ > τ1 wie folgt darstellen:
P (τ1) =
{
τ
∣∣∣(τ − τ1 > Dt)∧(
√
(xˆC(τ)− xˆC(τ1))2 + (zˆC(τ)− zˆC(τ1))2
|τ − τ1| < Dv
)}
(B.6)
Die finale Trajektorienposition ergibt sich nun als gewichteter Mittelwert aus den Er-
gebnissen der paarweisen Inter- bzw. Extrapolationen, wobei die Gewichtung jeweils
das Produkt aus der zeitlichen Gewichtung nach Gl. B.3 mit den Zuverla¨ssigkeiten bei-
der Originalpositionen eines Paares in der jeweiligen Bezugsrichtung darstellt (zˆT,C(T )
analog):
xˆT,C(T ) =
∑
τ1 ∈ F (T )
[
w(τ1, T )rˆxC(τ1)
∑
τ2 ∈ F (T ) ∪ P (τ1)
w(τ2, T )rˆxC(τ2) · xˆi,C(T, τ1, τ2)
]
∑
τ1 ∈ F (T )
[
w(τ1, T )rˆxC(τ1)
∑
τ2 ∈ F (T ) ∪ P (τ1)
w(τ2, T )rˆxC(τ2)
]
(B.7)
Auf a¨hnliche Weise lassen sich auch die Zuverla¨ssigkeiten der so gefilterten Positionen er-
mitteln, indem anstelle der Interpolationsergebnisse das Minimum der Zuverla¨ssigkeiten
beider Positionen eines Paares eingesetzt wird:
rˆT,xC(T ) =
∑
τ1 ∈ F (T )
[
w(τ1, T )rˆxC(τ1)
∑
τ2 ∈ F (T ) ∪ P (τ1)
w(τ2, T )rˆxC(τ2) ·Min{rˆxC(τ1), rˆxC(τ2)}
]
∑
τ1 ∈ F (T )
[
w(τ1, T )rˆxC(τ1)
∑
τ2 ∈ F (T ) ∪ P (τ1)
w(τ2, T )rˆxC(τ2)
]
(B.8)
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Im Trackingsystem erfolgen die Berechnungen nach den Gleichungen B.7 und B.8 zur
Einsparung von Rechenzeit stufenweise, indem die Berechnung der a¨ußeren Summe auf
die einzelnen Frames verteilt ist: Mit jeder neu erhaltenen Position bildet der Algorith-
mus alle gu¨ltigen Paare mit den bereits existierenden Originalpositionen und rechnet die
Interpolationsergebnisse den Trajektorienpositionen entsprechend gewichtet hinzu. Es
findet also eine fortlaufende Filterung statt, die die Trajektorie innerhalb des relevanten
Zeitintervalls um den aktuellen Zeitpunkt mit jedem neuen Datum weiter verbessert.
In den Bildverarbeitungsmodulen wird die so gefilterte Trajektorie auch zur Pra¨dikti-
on der Position einer Person zum Zeitpunkt des aktuell aufgenommenen Kamerabildes
verwendet. Wie bereits erla¨utert, ist eine gute Voraussage unter anderem fu¨r die Bild-
segmentierung von hoher Bedeutung. Die Berechnung erfolgt praktisch analog zu den
Gleichungen B.7 und B.8, mit dem Unterschied, dass hier die bereits gefilterten Po-
sitionen mit ihren resultierenden Zuverla¨ssigkeiten verwendet werden und eine reine
Extrapolation stattfindet. Im Gegensatz zur Trajektorienfilterung wird hier auch eine
geringere zeitliche Varianz bei der Gewichtung nach Gl. B.3 eingesetzt, um zu¨gig auf
Geschwindigkeits- und Richtungsa¨nderungen reagieren zu ko¨nnen.
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Anhang C
Algorithmus zur Bestimmung der
optimalen Personenzuordnung
Als erstes bestimmt der Algorithmus die maximalen Zuordnungswahrscheinlichkeit in
jeder Zeile, also welcher Identita¨t PID jede getrackte Person TID aufgrund des Farbver-
gleichs am a¨hnlichsten ist. Im Regelfall ergibt sich bereits an dieser Stelle, wie in Beispiel
1 gezeigt, eine eindeutige Lo¨sung.
p(PID|TID):
TID\PID 1 2 3
1 0,7 0,1 0,2
2 0 0,9 0,1
3 0,1 0,1 0,8
⇒
Zuordnungsmatrix:
TID\PID 1 2 3
1 1 0 0
2 0 1 0
3 0 0 1
Beispiel 1
Beispiel 2 zeigt einen Fall, in dem zwei Personen eine maximale A¨hnlichkeit zur gleichen
Identita¨t aufweisen. Eine eindeutige Zuordnung la¨sst sich hier nicht direkt angeben. Als
zweiten Schritt betrachtet der Algorithmus daher anstelle der Zuordnungswahrschein-
lichkeiten p(PID|TID) die umgekehrte Fragestellung, mit welcher Wahrscheinlichkeit jede
getrackte Person einer bestimmten Identita¨t zugeordnet werden kann. Unter der Vor-
aussetzung gleicher a-priori-Wahrscheinlichkeiten fu¨r die Personen p(TID) =
1
n
ergibt
sich mit dem Bayes-Theorem:
p(TID|PID) = p(TID)p(PID|TID)∑
T ′
ID
p(T ′ID)p(PID|T ′ID)
=
p(PID|TID)∑
T ′
ID
p(PID|T ′ID)
(C.1)
Die Spalten der Tabelle werden also auf
∑
PID
p(TID|PID) = 1 normiert (siehe mittlere
Tabelle in Beispiel 3). Der Algorithmus bestimmt nun erneut die Maxima und u¨berpru¨ft
ihre Eindeutigkeit, diesmal allerdings spaltenweise. Im gegebenen Beispiel fu¨hrt dieser
zweite Schritt zu einer eindeutigen Lo¨sung, die ebenfalls der maximalen Verbundwahr-
scheinlichkeit entspricht.
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p(PID|TID):
TID\PID 1 2 3
1 0,1 0 0,9
2 0,6 0,5 0
3 0,7 0,3 0
⇒
p(TID|PID):
TID\PID 1 2 3
1 0,07 0 1
2 0,43 0,57 0
3 0,50 0,43 0
⇒
Zuordnungsmatrix:
TID\PID 1 2 3
1 0 0 1
2 0 1 0
3 1 0 0
Beispiel 2
Einen komplexeren Fall zeigt Beispiel 3. Weder in horizontaler noch in vertikaler Nor-
mierung lassen sich hier zuna¨chst eindeutige Maxima bestimmen (obere Tabellen). Als
dritten Schritt fu¨hrt der Algorithmus nun eine elementweise Multiplikation beider Ta-
bellen durch p(PID|TID) · p(TID|PID). Hierdurch werden Werte versta¨rkt, die in beiden
Betrachtungsweisen hohe Zuordnungswahrscheinlichkeit besitzen und solche gemindert,
bei denen das nicht der Fall ist. Anschließend fa¨hrt der Algorithmus fort, die Matrix
nacheinander horizontal und vertikal zu normieren und jeweils zu untersuchen, ob eine
eindeutige Lo¨sung mo¨glich ist. Falls nicht, werden die Elemente beider Tabellen wieder-
um miteinander multipliziert und das Verfahren iterativ bis zur Lo¨sung fortgesetzt. Im
gegebenen Beispiel ergibt sich nach drei Iterationen eine eindeutige Lo¨sung in vertika-
ler Normierung, die ebenfalls der Lo¨sung u¨ber die maximale Verbundwahrscheinlichkeit
entspricht.
p(PID|TID):
TID\PID 1 2 3
1 0,6 0,3 0,1
2 0,5 0,1 0,4
3 0,1 0,3 0,6
⇒
p(TID|PID):
TID\PID 1 2 3
1 0,50 0,43 0,09
2 0,42 0,14 0,36
3 0,08 0,43 0,55
⇒
p(TID|PID) nach 3 Iterationen:
TID\PID 1 2 3
1 0,49 0,65 0,00
2 0,51 0,00 0,36
3 0,00 0,35 0,76
⇒
Zuordnungsmatrix:
TID\PID 1 2 3
1 0 1 0
2 1 0 0
3 0 0 1
Beispiel 3: iterative Lo¨sung
Das Verfahren la¨sst sich beschleunigen, indem in jedem Iterationsschritt die Zeilen und
Spalten jeder bereits eindeutigen Zuordnung aus der Matrix gestrichen und nur mit
der verbliebenen Teilmatrix fortgefahren wird. Realisiert ist dies, indem eine gefundene
Zuordnung in der Matrix die Zuordnungswahrscheinlichkeit
”
1“ erha¨lt und die restliche
Zeile und Spalte mit Nullen aufgefu¨llt wird. Beispiel 4 zeigt dieses Verfahren erneut an
den Werten von Beispiel 3: Jetzt sind nur noch drei Schritte u¨berhaupt bis zur korrekten
Lo¨sung notwendig, eine Multiplikation der Elemente ist nicht mehr notwendig.
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p(PID|TID):
TID\PID 1 2 3
1 0,6 0,3 0,1
2 0,5 0,1 0,4
3 0,1 0,3 0,6
⇒
p(PID|TID):
TID\PID 1 2 3
1 0,67 0,33 0
2 0,83 0,17 0
3 0 0 1
⇒
p(TID|PID):
TID\PID 1 2 3
1 0,45 0,66 0
2 0,55 0,34 0
3 0 0 1
⇒
Zuordnungsmatrix:
TID\PID 1 2 3
1 0 1 0
2 1 0 0
3 0 0 1
Beispiel 4: Beschleunigung des Lo¨sungsweges durch Wegstreichen eindeutiger
Zuordnungen
Abb. C.1 zeigt das Flußdiagramm des erla¨uterten Algorithmus. Um seine Funktiona-
lita¨t bei verschiedenen Personenzahlen und den unterschiedlichsten Kombinationen von
Zuordnungswahrscheinlichkeiten eingehender zu untersuchen, wurden Matrizen entspre-
chender Gro¨ße mit Zufallszahlen gefu¨llt und mit drei verschiedenen Versionen des Al-
gorithmus die Ergebnisse berechnet. Zum Vergleich dient die ebenfalls ermittelte Zu-
ordnung mit maximaler Verbundwahrscheinlichkeit. Tabelle C.1 zeigt das Resultat. Pro
Gro¨ße wurden 100 Matrizen erzeugt. Die Spalte
”
Eindeutiges Ergebnis“ gibt an, in wie
vielen Fa¨llen das Verfahren konvergiert und eine eindeutige Zuordnung ergibt. Der An-
teil der so ermittelten Zuordnungen, der identisch mit dem Ergebnis aus der maximalen
Verbundwahrscheinlichkeit ist, steht in der Spalte
”
Identische Zuordnungen“. Zusa¨tz-
lich ist angegeben, nach wie vielen Iterationen das Verfahren jeweils durchschnittlich
konvergiert.
AusFarbvergleichen:
Matrix der Zuordnungs-
wahrscheinlichkeiten
horizontale Normierung
p(P |T )ID ID
Eindeutige Maxima
vollständig bestimmbar?
Zuordnungsmatrix
gefunden
ja
nein
vertikale Normierung
p(T |P )ID ID
Eindeutige Maxima
vollständig bestimmbar?
elementweise Multiplikation
p(T |P )p(P |T ) *ID ID ID ID
Zuordnungsmatrix
gefunden
ja
Zeilen und Spalten eindeu-
tiger Zuordnungen streichen
Zeilen und Spalten eindeu-
tiger Zuordnungen streichen
nein
Abbildung C.1: Flussdiagramm des Algorithmus zur Bestimmung einer eindeutigen Zuord-
nung der Identita¨ten zu den getrackten Personen anhand der Zuordnungs-
wahrscheinlichkeiten.
Typ 1 stellt den bis zu Beispiel 3 beschriebenen Grundalgorithmus dar, der auf der
iterativen Anwendung von horizontaler und vertikaler Normierung sowie elementweiser
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Tabelle C.1: Analyse von drei Varianten des Algorithmus zur Bestimmung der opti-
malen Personenzuordnung.
Anzahl Identita¨ten Eindeutiges Ergebnis Identische Zuordnungen Iterationen
1) ohne Elimination eindeutiger Zuordnungen
3 100% 100% 1,84
4 99% 100% 3,12
5 96% 100% 4,18
10 58% 100% 7,17
2) mit Elimination eindeutiger Zuordnungen
3 100% 86% 1,02
4 100% 84% 1,23
5 100% 81% 1,49
10 100% 64% 2,28
3) mit Ru¨cksetzung nicht konvergierender Teilmatrizen
3 100% 100% 1,84
4 100% 99% 3,30
5 100% 99% 4,73
10 100% 91% 11,28
Multiplikation beruht. Obwohl das Verfahren immer in eine konstante Matrix konver-
giert, sind daraus die Zuordnungen nicht immer eindeutig bestimmbar. Der Anteil an
unlo¨sbaren Fa¨llen nimmt zu, je umfangreicher die Zuordnungsmatrizen sind. Es zeigt
sich jedoch, dass die ermittelten Ergebnisse identisch mit denen aus der maximalen Ver-
bundwahrscheinlichkeit sind. Da aber ein eindeutiges Ergebnis unter allen Umsta¨nden
bestimmbar sein muss, ist der Algorithmus in dieser Grundform nicht verwendbar.
Typ 2 unterscheidet sich von Typ 1 durch die in Beispiel 4 beschriebene zusa¨tzliche
Streichung der Zeilen und Spalten jeder bereits eindeutig bestimmten Zuordnung (ent-
sprechend dem Flussdiagramm in Abb. C.1). Diese Maßnahme hat zur Folge, dass das
Verfahren immer eine eindeutige Lo¨sung liefert und diese obendrein sehr schnell erlangt
(ca. 2 Iterationen bei einer 10x10-Matrix). Obwohl die resultierende Personenzuord-
nung hier nicht immer auch die maximalen Verbundwahrscheinlichkeit besitzt, ergibt
sich dennoch ein plausibles Ergebnis unter Beru¨cksichtigung des zusa¨tzlichen Kriteri-
ums, eindeutige Maxima in den Zuordnungswahrscheinlichkeiten zu bevorzugen.
Typ 3 stellt einen weiteren Ansatz dar, die im Grundalgorithmus nicht lo¨sbaren Fa¨lle
zu verarbeiten: Die Iterationen konvergieren hier in einer Matrix, die aus einer Teilma-
trix mit eindeutig lo¨sbaren Zeilen und Spalten besteht, sowie einer Teilmatrix, die keine
eindeutigen Zuordnungen zula¨sst. Sobald ein solcher Fall erkannt wird, setzt der Algo-
rithmus in der nicht lo¨sbaren Teilmatrix alle Werte auf ihren Ursprungswert zuru¨ck.
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Durch den bereits gelo¨sten Teil ergibt sich jetzt auch hier nach weiteren Iterationen
immer ein eindeutiges Ergebnis, das zu einem hohen Grad auch der maximalen Ver-
bundwahrscheinlichkeit entspricht.
Die im Trackingsystem vorkommenden Zuordnungswahrscheinlichkeiten sind natu¨rlich
weit entfernt von Zufallszahlen und daher deutlich unkritischer lo¨sbar. Die Personeni-
dentifikation liefert meist eindeutige Ergebnisse und allenfalls bei a¨hnlich gekleideten
Personen, bzw. extremen Beleuchtungsschwankungen ambivalente Beurteilungen in den
entsprechenden Teilgruppen. In der Praxis konnte daher kein Unterschied zwischen dem
Algorithmus nach Typ 2 und 3 festgestellt werden. Aufgrund seiner ho¨heren Geschwin-
digkeit wurde zuletzt nur noch der auch in Abb. C.1 dargestellte Algorithmus vom Typ
2 eingesetzt.
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Anhang D
Detailergebnisse der Evaluation der
einzelnen Testsequenzen
D.1 Erla¨uterung der angegebenen Werte
Die Bezeichnung der Sequenzen unterliegt folgendem Schema: Der vordere Teil (
”
1P“,
”
2P“ usw.) kennzeichnet die Anzahl der Personen in der jeweiligen Sequenz. Das darauf
folgende Ku¨rzel markiert den Inhalt der Sequenz, gefolgt von einem Za¨hlindex:
”
S“
steht fu¨r allgemeine Sequenzen, in denen sich die Testpersonen frei durch die Szene
bewegen. Komplexe Sequenzen, die gezielt bestimmte Problemsituationen nachstellen,
sind mit
”
Com“ gekennzeichnet.
”
Sit“ markiert Sequenzen mit sitzenden Personen,
”
Li“ solche mit Lichta¨nderungen und
”
Ch“ (change) Sequenzen mit Vera¨nderungen
des Bildhintergrunds durch aufgenommene oder abgelegte Objekte.
Die folgenden Werte wurden fu¨r jede Testsequenz erhoben:
• Sequenzdauer
Angegeben sind sowohl die Anzahl der Einzelbilder als auch die zeitliche Dauer.
Beru¨cksichtigt wurden dabei ausschließlich die Zeiten, in denen Personen in der
Szene sichtbar sind.
• Anteil der Personenzahlen im u¨berwachten Bereich
Die hierunter fallenden Tabellenspalten geben den prozentualen Anteil an der Se-
quenzdauer an, bei denen n Personen gleichzeitig in der Szene vorhanden sind.
• Durchschnittlicher Trackingstatus
Die Spalten
”
1K“ (Tracking in einer Kamera),
”
2K“(Tracking in zwei Kameras)
und gegebenenfalls
”
sitzend“ beschreiben, mit welchem prozentualen Anteil an der
Gesamtzeit alle Personen durchschnittlich in einer oder zwei Kameras zeitgleich
getrackt wurden bzw. auf einem Platz im Sichtfeld gesessen haben. Hieran la¨sst
sich u.a. erkennen, ob es sich um eine Aufnahmesituation mit eher u¨berlappenden
(ho¨here Werte des Mehr-Kamera-Anteils) oder aneinander angrenzenden (ho¨here
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Werte des Ein-Kamera-Anteils) Bildbereichen der Kameras handelt.
• Durchschnittliche Sichtbarkeit
Die hierunter fallenden Spalten geben an, wie viel von den getrackten Personen
bei der Positionsbestimmung durchschnittlich sichtbar ist. Angegeben sind die
Anteile der vier Sichtbarkeitsintervalle 0% bis 25% (
”
1/4“), 25% bis 50%(
”
1/2“),
50% bis 75% (
”
3/4“) und 75% bis 100% (
”
1“). Diese Werte verdeutlichen, wie
stark sich der Szenenaufbau, aber auch die Verdeckungen durch andere Personen
in der jeweiligen Sequenz auswirken.
• Anteil der unter U¨berlappung ermittelten Positionen
Der prozentuale Wert gibt an, welcher Anteil aller ermittelten Positionen unter
U¨berlappung mit einer anderen Person ermittelt wurde. Dieser Wert steigt mit
zunehmender Personendichte in der Szene.
• Durchschnittlicher U¨berlappungsgrad
Die letzte Spalte der Tabelle beschreibt analog zur Sichtbarkeit, wie stark die
U¨berlappungen zwischen den Personen in der Szene durchschnittlich sind. Beru¨ck-
sichtigt wurden nur die Positionen, an denen mindestens eine U¨berlappung von
1% der Personensilhouette detektiert wurde. Niedrige Kamerapositionen fu¨hren
meist zu ho¨heren Werten.
D.2 Ergebnisse der Testumgebung
Tabelle D.1: Eigenschaften der Evaluationssequenzen in der Testumgebung mit einer
Kamera
Sequenz Frames Personen in Szene Trackingstatus Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Dauer) 1 2 3 4 1K
sit-
zend
1/4 1/2 3/4 1 1/4 1/2 3/4 1
1P-
S1
373
(37s)
100% - - - 100% - 1% 2% 36% 61% - - - - -
1P-
S2
306
(31s)
100% - - - 100% - 5% 2% 35% 58% - - - - -
1P-
Com1
268
(27s)
100% - - - 100% - 1% 3% 23% 73% - - - - -
1P-
Li1
479
(48s)
100% - - - 100% - 1% 0% 30% 69% - - - - -
1P-
Sit1
500
(50s)
100% - - - 66% 34% 1% 8% 30% 61% - - - - -
1P-
Sit2
298
(30s)
100% - - - 70% 30% 1% 10% 29% 60% - - - - -
1P-
Sit3
515
(52s)
100% - - - 89% 11% 1% 19% 24% 56% - - - - -
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Sequenz Frames Personen in Szene Trackingstatus Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Dauer) 1 2 3 4 1K
sit-
zend
1/4 1/2 3/4 1 1/4 1/2 3/4 1
2P-
S1
401
(40s)
34% 66% - - 100% - 2% 3% 38% 57% 23% 63% 27% 7% 3%
2P-
S2
283
(28s)
23% 77% - - 100% - 1% 1% 44% 54% 10% 36% 49% 15% 0%
2P-
Com1
478
(48s)
9% 91% - - 100% - 6% 8% 26% 60% 46% 29% 31% 29% 11%
2P-
Com2
757
(76s)
3% 97% - - 100% - 4% 9% 32% 55% 48% 28% 27% 31% 14%
2P-
Com3
551
(55s)
78% 22% - - 100% - 2% 7% 20% 71% 6% 57% 40% 3% 0%
2P-
Com4
362
(36s)
93% 7% - - 100% - 2% 6% 17% 75% 0% 0% 0% 0% 0%
2P-
Com5
517
(52s)
61% 39% - - 100% - 2% 7% 17% 74% 10% 44% 31% 17% 8%
2P-
Ch1
701
(70s)
29% 71% - - 100% - 8% 4% 41% 47% 32% 28% 40% 30% 2%
2P-
Ch2
642
(64s)
21% 79% - - 100% - 1% 5% 33% 61% 14% 48% 34% 13% 5%
2P-
Li1
634
(63s)
6% 94% - - 100% - 3% 9% 31% 57% 40% 32% 33% 27% 8%
2P-
Li2
591
(59s)
9% 91% - - 100% - 6% 11% 31% 52% 41% 48% 24% 19% 9%
2P-
Sit1
619
(62s)
15% 85% - - 55% 45% 4% 8% 42% 46% 6% 50% 19% 22% 9%
2P-
Sit2
701
(70s)
5% 95% - - 46% 54% 2% 7% 30% 61% 15% 50% 38% 12% 0%
2P-
Sit3
671
(67s)
8% 92% - - 62% 38% 1% 5% 27% 67% 16% 32% 31% 23% 14%
3P-
S1
464
(46s)
15% 20% 65% - 100% - 6% 8% 37% 49% 32% 65% 25% 9% 1%
3P-
S2
464
(46s)
12% 6% 82% - 100% - 4% 13% 36% 47% 46% 34% 27% 31% 8%
3P-
Com1
449
(45s)
16% 51% 33% - 100% - 5% 12% 32% 51% 43% 40% 28% 18% 14%
3P-
Com2
479
(48s)
7% 10% 83% - 100% - 3% 8% 34% 55% 43% 43% 32% 20% 5%
3P-
Com3
508
(51s)
11% 11% 78% - 100% - 12% 12% 30% 46% 62% 23% 26% 36% 15%
3P-
Com4
469
(47s)
20% 12% 68% - 100% - 2% 13% 26% 59% 45% 34% 34% 21% 11%
3P-
Sit1
733
(73s)
4% 8% 88% - 45% 55% 2% 7% 39% 52% 19% 43% 27% 22% 8%
3P-
Sit2
998
(100s)
8% 9% 83% - 31% 69% 2% 5% 35% 58% 0% 0% 0% 0% 0%
4P-
S1
481
(48s)
11% 7% 45% 37% 100% - 3% 10% 44% 43% 42% 37% 33% 24% 6%
4P-
S2
446
(45s)
7% 9% 20% 64% 100% - 4% 17% 39% 40% 53% 36% 37% 22% 5%
4P-
Com1
581
(58s)
2% 7% 13% 78% 100% - 6% 16% 29% 49% 70% 22% 31% 35% 12%
4P-
Com2
838
(84s)
2% 2% 19% 77% 100% - 9% 13% 31% 47% 71% 22% 31% 33% 14%
4P-
Sit1
764
(76s)
12% 6% 8% 74% 37% 63% 2% 8% 29% 61% 21% 16% 31% 31% 22%
4P-
Sit2
640
(64s)
7% 7% 20% 66% 53% 47% 2% 8% 37% 53% 29% 52% 27% 17% 4%
4P-
Sit3
714
(71s)
1% 6% 15% 78% 43% 57% 3% 5% 33% 59% 15% 33% 26% 30% 11%
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Tabelle D.2: Einzelergebnisse der Sequenzen in der Testumgebung mit einer Kamera.
Sequenz U¨berl.- KPos KID KFr
anteil
1P-S1 - 100% 100% 100%
1P-S2 - 100% 100% 100%
1P-Com1 - 94% 100% 94%
1P-Li1 - 94% 100% 94%
1P-Sit1 - 100% 100% 100%
1P-Sit2 - 99% 100% 99%
1P-Sit3 - 98% 100% 98%
2P-S1 23% 98% 99% 95%
2P-S2 10% 100% 100% 100%
2P-Com1 46% 98% 100% 96%
2P-Com2 48% 94% 99% 87%
2P-Com3 6% 100% 80% 76%
2P-Com4 0% 100% 97% 97%
2P-Com5 10% 100% 83% 78%
2P-Ch1 32% 99% 100% 98%
2P-Ch2 14% 100% 98% 96%
2P-Li1 40% 88% 93% 84%
2P-Li2 41% 93% 97% 91%
Sequenz U¨berl.- KPos KID KFr
anteil
2P-Sit1 6% 100% 100% 100%
2P-Sit2 15% 98% 99% 97%
2P-Sit3 16% 94% 98% 93%
3P-S1 32% 98% 100% 95%
3P-S2 46% 100% 100% 100%
3P-Com1 43% 93% 98% 84%
3P-Com2 43% 92% 85% 77%
3P-Com3 62% 78% 85% 59%
3P-Com4 45% 81% 91% 70%
3P-Sit1 19% 100% 100% 100%
3P-Sit2 0% 99% 100% 99%
4P-S1 42% 99% 95% 86%
4P-S2 53% 97% 94% 92%
4P-Com1 70% 82% 71% 45%
4P-Com2 71% 77% 78% 51%
4P-Sit1 21% 98% 100% 95%
4P-Sit2 29% 95% 95% 86%
4P-Sit3 15% 98% 100% 97%
Tabelle D.3: Eigenschaften der Evaluationssequenzen in der Testumgebung mit zwei
Kameras
Seq.
Fra-
mes
Personen in Szene Trackingstatus Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Zeit) 1 2 3 4 1K 2K
sit-
zend
1/4 1/2 3/4 1 1/4 1/2 3/4 1
1P-
S1
1194
(42s)
100% - - - 18% 82% - 2% 4% 17% 77% - - - - -
1P-
S2
912
(32s)
100% - - - 30% 70% - 3% 2% 17% 78% - - - - -
1P-
Com1
803
(28s)
100% - - - 8% 92% - 1% 1% 11% 87% - - - - -
1P-
Li1
1510
(53s)
100% - - - 22% 78% - 2% 3% 16% 79% - - - - -
1P-
Sit1
1474
(52s)
100% - - - 6% 65% 29% 1% 3% 16% 80% - - - - -
1P-
Sit2
893
(31s)
100% - - - 2% 70% 28% 1% 5% 13% 81% - - - - -
1P-
Sit3
1527
(54s)
100% - - - 25% 64% 11% 2% 8% 12% 78% - - - - -
2P-
S1
1247
(44s)
37% 63% - - 20% 80% - 2% 4% 21% 73% 12% 61% 26% 8% 5%
2P-
S2
828
(29s)
24% 76% - - 13% 87% - 1% 1% 20% 78% 9% 43% 36% 20% 1%
2P-
Com1
1386
(49s)
9% 91% - - 12% 88% - 3% 5% 16% 76% 27% 26% 37% 28% 9%
2P-
Com2
2219
(78s)
4% 96% - - 17% 83% - 4% 6% 15% 75% 27% 26% 27% 32% 15%
2P-
Com3
1635
(57s)
49% 51% - - 26% 74% - 2% 13% 29% 56% 8% 52% 28% 14% 6%
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Seq.
Fra-
mes
Personen in Szene Trackingstatus Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Zeit) 1 2 3 4 1K 2K
sit-
zend
1/4 1/2 3/4 1 1/4 1/2 3/4 1
2P-
Com4
1041
(37s)
90% 10% - - 8% 92% - 2% 6% 17% 75% 2% 88% 8% 4% 0%
2P-
Com5
1501
(53s)
59% 41% - - 13% 87% - 3% 9% 17% 71% 7% 37% 34% 24% 5%
2P-
Ch1
1945
(68s)
31% 69% - - 8% 92% - 3% 3% 23% 71% 23% 40% 35% 19% 6%
2P-
Ch2
1922
(68s)
16% 84% - - 13% 87% - 2% 4% 19% 75% 16% 49% 33% 14% 4%
2P-
Li1
1848
(65s)
7% 93% - - 20% 80% - 2% 6% 18% 74% 22% 26% 32% 30% 12%
2P-
Li2
1768
(62s)
12% 88% - - 21% 79% - 3% 6% 17% 74% 22% 36% 31% 24% 9%
2P-
Sit1
1810
(64s)
15% 85% - - 14% 41% 45% 4% 4% 19% 73% 4% 33% 35% 20% 12%
2P-
Sit2
2033
(71s)
3% 97% - - 2% 44% 54% 1% 3% 14% 82% 9% 43% 33% 22% 2%
2P-
Sit3
1967
(69s)
9% 91% - - 6% 56% 38% 1% 3% 14% 82% 13% 33% 38% 22% 7%
3P-
S1
1368
(48s)
17% 19% 64% - 25% 75% - 4% 8% 22% 66% 28% 45% 32% 18% 5%
3P-
S2
1342
(47s)
12% 8% 80% - 16% 84% - 3% 9% 19% 69% 37% 36% 33% 25% 6%
3P-
Com1
1307
(46s)
16% 48% 36% - 32% 68% - 4% 11% 20% 65% 24% 40% 34% 21% 5%
3P-
Com2
1400
(49s)
8% 9% 83% - 24% 76% - 3% 7% 19% 71% 30% 37% 32% 22% 9%
3P-
Com3
1479
(52s)
10% 12% 78% - 21% 79% - 4% 7% 16% 73% 33% 35% 28% 28% 9%
3P-
Com4
1334
(47s)
18% 18% 64% - 17% 83% - 3% 8% 18% 71% 40% 42% 32% 22% 4%
3P-
Sit1
2110
(74s)
5% 9% 86% - 5% 40% 55% 2% 5% 19% 74% 18% 31% 29% 29% 11%
3P-
Sit2
2868
(101s)
8% 9% 83% - 3% 28% 69% 1% 3% 17% 79% 6% 47% 35% 17% 1%
4P-
S1
1383
(49s)
12% 5% 33% 50% 20% 80% - 3% 10% 25% 62% 37% 42% 32% 19% 7%
4P-
S2
1312
(46s)
8% 11% 22% 59% 19% 81% - 3% 10% 24% 63% 44% 51% 31% 16% 2%
4P-
Com1
1654
(58s)
3% 7% 7% 83% 13% 87% - 6% 12% 19% 63% 60% 24% 35% 30% 11%
4P-
Com2
2407
(85s)
3% 1% 23% 73% 17% 83% - 6% 14% 20% 60% 65% 23% 30% 33% 14%
4P-
Sit1
2085
(73s)
9% 7% 5% 79% 3% 34% 63% 2% 5% 16% 77% 18% 34% 28% 27% 11%
4P-
Sit2
1832
(64s)
8% 7% 17% 68% 13% 39% 48% 3% 6% 18% 73% 24% 32% 32% 27% 9%
4P-
Sit3
2139
(75s)
7% 6% 11% 76% 7% 39% 54% 4% 5% 19% 72% 24% 35% 30% 24% 11%
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Tabelle D.4: Einzelergebnisse der Sequenzen in der Testumgebung mit zwei Kameras.
Sequenz U¨berl.- KPos KID KFr
anteil
1P-S1 - 100% 100% 100%
1P-S2 - 100% 100% 100%
1P-Com1 - 100% 100% 100%
1P-Li1 - 93% 100% 93%
1P-Sit1 - 100% 100% 100%
1P-Sit2 - 100% 100% 100%
1P-Sit3 - 96% 100% 96%
2P-S1 12% 98% 100% 95%
2P-S2 9% 100% 100% 100%
2P-Com1 27% 100% 100% 100%
2P-Com2 27% 98% 99% 95%
2P-Com3 8% 94% 94% 92%
2P-Com4 2% 96% 94% 94%
2P-Com5 7% 94% 87% 83%
2P-Ch1 23% 100% 100% 100%
2P-Ch2 16% 99% 100% 99%
2P-Li1 22% 88% 88% 85%
2P-Li2 22% 99% 100% 99%
Sequenz U¨berl.- KPos KID KFr
anteil
2P-Sit1 4% 98% 100% 98%
2P-Sit2 9% 96% 100% 97%
2P-Sit3 13% 97% 100% 97%
3P-S1 28% 99% 100% 98%
3P-S2 37% 100% 100% 100%
3P-Com1 24% 95% 86% 71%
3P-Com2 30% 91% 93% 78%
3P-Com3 33% 88% 82% 73%
3P-Com4 40% 97% 100% 93%
3P-Sit1 18% 100% 100% 100%
3P-Sit2 6% 99% 100% 99%
4P-S1 37% 100% 93% 86%
4P-S2 44% 100% 99% 98%
4P-Com1 60% 99% 97% 86%
4P-Com2 65% 89% 94% 69%
4P-Sit1 18% 100% 99% 99%
4P-Sit2 24% 100% 98% 96%
4P-Sit3 24% 99% 96% 93%
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D.3 Ergebnisse der weiteren Laborumgebungen
Tabelle D.5: Eigenschaften der Evaluationssequenzen Labor 1. Sequenzen A: Kame-
raho¨he 141 cm, Sequenzen B: Kameraho¨he 266 cm.
Sequenz Frames Personen in Szene Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Zeit) 1 2 3 4 1/4 1/2 3/4 1 1/4 1/2 3/4 1
A-1P-S1
603
(60s)
100% - - - 1% 9% 3% 87% - - - - -
A-1P-S2
377
(38s)
100% - - - 0% 1% 2% 97% - - - - -
A-2P-S1
314
(31s)
33% 67% - - 1% 0% 4% 95% 0% 0% 0% 0% 0%
A-2P-S2
278
(28s)
29% 71% - - 3% 2% 3% 92% 11% 23% 40% 8% 29%
A-2P-S3
508
(51s)
20% 80% - - 4% 4% 6% 86% 28% 26% 31% 17% 26%
A-2P-Com1
514
(51s)
12% 88% - - 3% 4% 8% 85% 16% 23% 30% 22% 25%
A-2P-Com2
723
(72s)
7% 93% - - 15% 6% 4% 75% 54% 19% 28% 16% 37%
A-3P-S1
596
(60s)
11% 20% 69% - 7% 7% 5% 81% 47% 23% 28% 22% 27%
B-1P-S1
347
(35s)
100% - - - 7% 6% 13% 74% - - - - -
B-1P-S2
430
(43s)
100% - - - 4% 4% 11% 81% - - - - -
B-2P-S1
477
(48s)
44% 56% - - 3% 6% 12% 79% 6% 20% 30% 30% 20%
B-2P-S2
580
(58s)
52% 48% - - 3% 5% 15% 77% 19% 7% 12% 25% 56%
B-4P-S1
868
(87s)
17% 27% 46% 10% 5% 8% 15% 72% 36% 9% 20% 24% 47%
Tabelle D.6: Einzelergebnisse der Sequenzen aus Labor 1.
Sequenz U¨berl.- KPos KID KFr
anteil
A-1P-S1 - 98% 100% 98%
A-1P-S2 - 100% 100% 100%
A-2P-S1 0% 100% 100% 100%
A-2P-S2 11% 100% 100% 100%
A-2P-S3 28% 100% 100% 100%
A-2P-Com1 16% 98% 98% 97%
A-2P-Com2 54% 92% 84% 82%
A-3P-S1 47% 94% 68% 54%
Sequenz U¨berl.- KPos KID KFr
anteil
B-1P-S1 - 100% 100% 100%
B-1P-S2 - 100% 100% 100%
B-2P-S1 6% 98% 69% 69%
B-2P-S2 19% 98% 98% 98%
B-4P-S1 36% 94% 63% 41%
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Tabelle D.7: Eigenschaften der Evaluationssequenzen Labor 2
Sequenz Frames Personen in Szene Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Zeit) 1 2 3 1/4 1/2 3/4 1 1/4 1/2 3/4 1
3P-S1
493
(49s)
16% 19% 65% 3% 8% 15% 74% 43% 53% 25% 14% 8%
3P-S2
468
(47s)
35% 17% 48% 3% 7% 15% 75% 34% 33% 38% 19% 10%
3P-S3
588
(59s)
31% 19% 50% 4% 11% 15% 70% 36% 31% 32% 23% 14%
Tabelle D.8: Einzelergebnisse der Sequenzen aus Labor 2.
Sequenz U¨berl.- KPos KID KFr
anteil
3P-S1 43% 97% 100% 94%
3P-S2 34% 96% 100% 94%
3P-S3 36% 95% 95% 92%
D.4 Ergebnisse der Flugzeugkabinen-Mockups
Tabelle D.9: Eigenschaften der Evaluationssequenzen Business Class Mockup 1
Seq.
Fra-
mes
Personen in Szene Trackingstatus Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Zeit) 1 2 3 4 1K 2K 3K
sit-
zend
1/4 1/2 3/4 1 1/4 1/2 3/4 1
1P-
S1
1143
(39s)
100% - - - 45% 52% 3% - 7% 22% 23% 48% - - - - -
3P-
S1
2437
(82s)
24% 56% 20% - 55% 43% 2% - 9% 23% 30% 38% 22% 43% 29% 18% 10%
3P-
Li1
3686
(124s)
38% 43% 19% - 58% 40% 2% - 13% 16% 26% 45% 22% 45% 21% 23% 11%
4P-
Sit1
3119
(105s)
8% 19% 56% 17% 29% 31% 1% 38% 10% 27% 25% 38% 27% 34% 27% 22% 17%
Tabelle D.10: Einzelergebnisse der Business Class Sequenzen.
Mockup 1 U¨berl.- KPos KID KFr
Sequenz anteil
1P-S1 - 100% 100% 100%
3P-S1 22% 97% 91% 82%
3P-Li1 22% 91% 90% 84%
4P-Sit1 27% 94% 91% 88%
Mockup 2 U¨berl.- KPos KID KFr
Sequenz anteil
1P-S1 - 100% 100% 100%
1P-S2 - 100% 100% 100%
1P-Sit1 - 100% 100% 100%
1P-Sit2 - 94% 100% 94%
3P-S1 33% 70% 60% 55%
3P-Sit1 18% 91% 89% 86%
3P-Sit2 22% 88% 92% 83%
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Tabelle D.11: Eigenschaften der Evaluationssequenzen Business Class Mockup 2
Seq. Frames Pers. in Szene Trackingstatus Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Zeit) 1 2 3 1K 2K
sit-
zend
1/4 1/2 3/4 1 1/4 1/2 3/4 1
1P-S1
408
(20s)
100% - - 100% - - 2% 9% 8% 81% - - - - -
1P-S2
1271
(64s)
100% - - 86% 14% - 7% 18% 25% 50% - - - - -
1P-Sit1
399
(20s)
100% - - 90% - 10% 3% 17% 32% 48% - - - - -
1P-Sit2
343
(17s)
100% - - 80% - 20% 6% 17% 23% 54% - - - - -
3P-S1
1425
(71s)
13% 23% 63% - 92% 8% 10% 35% 31% 24% 33% 21% 31% 27% 21%
3P-Sit1
1862
(93s)
28% 47% 25% 71% 5% 24% 16% 17% 28% 39% 18% 39% 30% 14% 17%
3P-Sit2
1884
(94s)
28% 43% 29% 68% 4% 28% 13% 12% 24% 51% 22% 32% 19% 18% 31%
Tabelle D.12: Eigenschaften der Evaluationssequenzen Economy Class. Kameraho¨hen:
Typ A: 215 cm, Typ B: 190 cm, Typ C: 164 cm.
Seq. Frames Pers. in Szene Trackingstatus Sichtbarkeit
U¨berl.-
anteil
U¨berlappungsgrad
(Zeit) 1 2 1K
sit-
zend
1/4 1/2 3/4 1 1/4 1/2 3/4 1
A-1P-S1
647
(65s)
100% - 100% - 2% 41% 16% 41% - - - - -
A-1P-S2
812
(81s)
41% 59% 100% - 10% 36% 23% 31% 41% 27% 30% 26% 17%
A-2P-Sit1
1192
(120s)
26% 74% 59% 41% 11% 28% 19% 42% 31% 36% 26% 23% 15%
B-1P-Sit1
747
(75s)
100% - 86% 14% 10% 34% 13% 43% - - - - -
B-2P-Sit1
911
(91s)
57% 43% 72% 28% 10% 25% 28% 37% 15% 45% 19% 21% 15%
C-1P-S1
542
(54s)
100% - 100% - 7% 40% 16% 37% - - - - -
Tabelle D.13: Einzelergebnisse der Economy Class Sequenzen.
Sequenz U¨berl.- KPos KID KFr
anteil
A-1P-S1 - 100% 100% 100%
A-1P-S2 41% 98% 100% 97%
A-2P-Sit1 31% 96% 99% 95%
B-1P-Sit1 - 99% 100% 99%
B-2P-Sit1 15% 97% 98% 96%
C-1P-S1 - 95% 100% 95%
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Anhang E
Beispielsequenzen
E.1 Beispielsequenz mit 4 Personen und 2 Kameras
Auszug aus der Sequenz 4P-S2 der Testumgebung.
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E.2 Beispielsequenz mit 3 Personen und einer Kamera
E.2 Beispielsequenz mit 3 Personen und einer Ka-
mera
Auszug aus der Sequenz 3P-S2 der Testumgebung.
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E.3 Beispielsequenz mit 4 teilweise sitzenden Personen und 2 Kameras
E.3 Beispielsequenz mit 4 teilweise sitzenden Per-
sonen und 2 Kameras
Zwei Auszu¨ge aus der Sequenz 4P-Sit1 der Testumgebung.
Diese Seite: Gemeinsames Aufstehen aller Personen am Ende der Sequenz.
Na¨chste Seite: Mittelteil der Sequenz.
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