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Abstract
We determine the possible eigenvalues of elliptic matrices A, B,C in PU (2, 1) satisfying ABC = 1. This is
done by describing geometrically the image of a group-valued momentum map for the (non-compact) group action
of PU (2, 1) by conjugation on C1×C2 where C1 and C2 are fixed elliptic conjugacy classes in PU (2, 1). Contrary
to the compact case, this image is not always convex; rather it is the union of one, two or three convex polygons in
T2/S2. The main motivation was to analyze elliptic triangle groups in PU (2, 1) such as Mostow’s lattices.
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1. Introduction
What we call an elliptic triangle group in PU (2, 1) is a subgroup generated by two elliptic motions
A and B such that the product AB is elliptic. We address in this paper the following question: in such
a group, what are the possible conjugacy classes for the product AB when A and B are each in a fixed
conjugacy class?
It is a classical problem in a linear group to characterize the possible eigenvalues of matrices
A1, . . . , An satisfying A1 . . . An = 1. In the group GL(n,C), this question, known as the
Deligne–Simpson problem, has arisen from the study of so-called Fuchsian differential systems on
Riemann’s sphere CP1 and is closely related to the Riemann–Hilbert problem (Hilbert’s 21st problem);
see [20] for a survey of these questions and the partial answers which are known so far. The antipodal
E-mail address: paupert@math.jussieu.fr.
0040-9383/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.top.2007.01.002
156 J. Paupert / Topology 46 (2007) 155–183
case of the compact group U (n) has also been extensively studied and essentially solved in [3,5,7,18]; it
is related to many surprising branches of mathematics as is pointed out in the surveys [14,19]. The case
of U (n) is also studied in relation with Lagrangian subspaces and reflections of Cn in [12], from which
we have adapted some ideas to the setting of the non-compact group PU (2, 1).
Recall that an elliptic conjugacy class in PU (2, 1) is characterized by an unordered pair of angles
(it lives in a maximal compact subgroup of PU (2, 1) conjugate to U (2)); our question amounts to
investigating the image in the surface T2/S2 of the group product map restricted to a product C1 × C2
of two conjugacy classes. This map is an example of a momentum map on the quasi-Hamiltonian space
C1 × C2, as defined in [2], which is a group-valued generalization of classical (Lie algebra-valued)
momentum maps associated with Hamiltonian group actions on a symplectic manifold. We will not use
this structure in the course of the proofs, and no knowledge of it is necessary.
We describe the image of this momentum map µ˜ (see Section 2.2 for a precise definition of µ˜), and
answer the related question as regards classifying triples of pairwise intersecting Lagrangian subspaces
of H2C (or R-planes). The image turns out to be the union of at most three (possibly overlapping) convex
polygons in the surface T2/S2. In particular it is not always convex (and not even locally convex when
the different polygons overlap).
In the classical case there are general theorems which ensure that the image is convex, the most famous
of which is the Atiyah–Guillemin–Sternberg theorem (see [1,16,17]), which states, in the case of a torus
action on a compact connected symplectic manifold, that the image is a convex polytope, the convex
hull of the image of fixed points under the group action. In the case of non-compact group actions, some
conditions on the target are required (see [27]) to obtain such a convexity theorem.
Our description of the image can be summarized by the two following results; note that in practice
our criteria allow a complete determination of this image for two given elliptic conjugacy classes C1 and
C2. Various examples of these image polygons were described and drawn in the last chapter of [24] (pp.
137–141).
We will denote by Wred ⊂ T2/S2 the image of all reducible groups (in the sense of linear
representations); each line segment of Wred will be called a wall. The complete description of this
reducible framework occupies Section 2.3. Now Wred together with the two axes {0} × S1 and S1 × {0}
disconnect T2/S2 into a union of open convex polygons which we will call chambers (see Section 2.5
for the appropriate notion of convexity). We will also call totally reducible vertices the two points which
are the image of pairs (A, B) generating an Abelian group (i.e. having a common basis of eigenvectors).
Theorem 1.1. Let C1 and C2 be two elliptic conjugacy classes in PU (2, 1), at least one of which is not
a class of complex reflections. Then the image of the map µ˜ in T2/S2 is a union of closed chambers,
containing in a neighborhood of each totally reducible vertex the convex hull of the reducible walls
containing that vertex.
This is reminiscent of the Atiyah–Guillemin–Sternberg convexity theorem (see [1,16,17]), knowing
that in this case reducible groups are what come closest to fixed points under the action of PU (2, 1) by
conjugation (they have the smallest orbits).
As regards the hypothesis on C1 and C2, it is easily seen that two complex reflections always generate
a reducible group because their mirrors (fixed C-planes) intersect in CP2, so in that case the image is a
non-convex union of segments (see figure 4.12 of [24]).
The second result can be stated as follows, but it is based on explicit obstructions for certain chambers
being full, notably the three corners of the half-square as well as all chambers touching the diagonal.
J. Paupert / Topology 46 (2007) 155–183 157
Theorem 1.2. Let C1 and C2 be two elliptic conjugacy classes in PU (2, 1), corresponding to angle
pairs {θ1, θ2} and {θ3, θ4}, with θi ∈ [0, 2pi [, θ1 > θ2 and θ3 > θ4. Let
µ˜ : (C1 × C2) ∩ µ−1({elliptics}) µ−→G pi−→T2/S2
be the associated momentum map. Then,
µ˜ is onto⇐⇒
{
θ1 − 2θ2 + θ3 − 2θ4 > 2pi
2θ1 − θ2 + 2θ3 − θ4 > 6pi.
In contrast, there are no such conditions inGL(3,C): ifC1,C2 andC3 are three semisimple conjugacy
classes of GL(3,C) then there exist matrices Mi ∈ Ci satisfying M1M2M3 = Id, by results of Simpson
(see [20]). In other words, µ˜ is always onto. Note that the semisimple conjugacy classes in PU (2, 1) are
those of elliptic and loxodromic motions.
The last section is devoted to a detailed study of the example which motivated this work, where the
generators A and B have angle pairs {0, 2pi/3} and {2pi/3,−2pi/3}. This corresponds to generators for
Mostow’s lattices Γ (3, t) defined in [21]. The image is in that case a triangle, inside of which the family
considered by Mostow is a segment going from one side to the other; see Figs. 12 and 15 (the lattices
comprise eight points inside this segment). The geometric impression is clear: it would be very surprising
not to find other discrete groups (one hopes, some non-arithmetic lattices) inside this picture; this will
be further investigated in [23].
2. Elliptic triangle groups, a polygon of configurations
2.1. Introduction
In this section we describe the image of our momentum map µ˜ in the surface T2/S2 (see Section 2.2
for a precise definition of µ˜). We first describe in detail the collection of reducible points (in the sense
that these are the images of pairs (A, B) which generate a reducible linear group), the main idea being
that irreducible points project to interior points of the image, so that the image will be a union of the
chambers bounded by the reducible walls (we will make these terms precise later on).
Reducible groups are here of two types, according to whether the fixed point of the action is inside or
outside of complex hyperbolic space (it cannot be on the boundary if the generators are elliptic). When
the fixed point is inside complex hyperbolic space, the group Γ = 〈A, B〉 is conjugate to a subgroup
of U (2) which is the stabilizer of a point in PU (2, 1); in that case we will say that Γ is spherical
reducible. When the fixed point is outside complex hyperbolic space, the group Γ = 〈A, B〉 is conjugate
to a subgroup of P(U (1) × U (1, 1)) which is the stabilizer of a complex geodesic, or C-plane; in that
case we will say that Γ is hyperbolic reducible. There are two special points which are both spherical
reducible and hyperbolic reducible: these are the points where Γ is Abelian (in other words the two
matrix generators have a common basis of eigenvectors). We will call these two groups totally reducible.
The image of all these reducible groups in T2/S2 is then a trivalent graph with two vertices, with
the following properties (which we will prove in Section 2.3). The two vertices are the images of the
two totally reducible groups. They are joined by a line segment of slope −1 which is the image of the
spherical reducible groups. Two other segments emanate from each vertex, one of slope 2 and the other
of slope 1/2, corresponding to the two hyperbolic reducible families containing the vertex. Note that the
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Fig. 1. A configuration of reducibles.
slope of a line is well defined in the torus, but is only defined up to inversion in the quotient T2/S2. Here
we will use once and for all the same affine chart for T2/S2, namely the lower half of the square, as in
Fig. 1. Note that the sides of the square in this chart have a geometric meaning (in other words, the torus
is not homogeneous) because they correspond to special conjugacy classes. In fact there is a subtlety
because a point on one of these sides can represent two distinct conjugacy classes, one comprising C-
reflections (i.e. elliptic elements fixing a C-plane) and the other parabolic transformations; these two
classes are indistinguishable from the point of view of angles or trace (compare with Goldman’s triangle
in the complex plane of traces on pp. 204–205 of [15]; see also chapter 1). This ambiguity is greater
at the three vertices of the triangle (all identified in the quotient) which represent the identity and all
unipotent isometries (these are the Heisenberg translations on the boundary ∂H2C = H3).
2.2. The group product: A group-valued momentum map
The setting is that of the group G = PU (2, 1) which is a real semisimple Lie group, connected but
not simply connected, and non-compact (more precisely, with real rank 1). Each of these characteristics
has its importance in the study of the momentum map which we now introduce. The most basic feature
of this Lie group is its group product; in our setting, we are interested in the behavior (principally, the
image) of this map restricted to a product of two fixed conjugacy classes. More precisely, let C1 and C2
be two conjugacy classes of elliptic elements in PU (2, 1); we consider the map
µ : C1 × C2 −→ G
(A, B) 7−→ AB.
C1 × C2 is a typical example of a quasi-Hamiltonian G-space (the G-action being by conjugation on
each factor), as defined in [2] (see also chapter 4 of [26] for more details) with an associated group-valued
momentummap which is simply the productµ. The classical notion of a momentummap associated with
a Hamiltonian group action on a symplectic manifold can be found for instance in [28], with a survey of
different directions of generalization.
In fact, we are only concerned here with the conjugacy class of the product and we restrict ourselves
to the case when this product is elliptic, so that we consider the map
µ˜ : (C1 × C2) ∩ µ−1({elliptics}) µ−→G pi−→T2/S2
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where pi denotes the projection from G to the set of its conjugacy classes (recall that an elliptic
conjugacy class in PU (2, 1) is characterized by, and identified with, an unordered pair of angles;
see chapter 1 of [24]). Note that we might have lost the quasi-Hamiltonian structure by restricting
µ to µ−1({elliptics}); however when this structure is needed we can restrict a bit more, to
µ−1({regular elliptics}) which is an open subset of C1 × C2 and thus inherits the quasi-Hamiltonian
structure (recall that a regular elliptic element is one whose angles are distinct and non-zero; see [15]
p. 203).
We will analyze in more detail the differential properties of this map in Sections 2.4 and 2.5.
2.3. Walls and reducible groups
In this section we describe in detail the collection Wred of reducible walls. The two elliptic conjugacy
classes C1 and C2 are given by two angle pairs {θ1, θ2} and {θ3, θ4} normalized so that θi ∈ [0; 2pi [. We
will look at the image of µ˜ in the affine chart {(θ5, θ6)|θi ∈ [0; 2pi [, θ5 > θ6} of T2/S2 (we will use
unordered pairs as long as we do not know which coordinate is larger).
As we have said, Wred is a trivalent graph with two vertices D1 = {θ1 + θ3, θ2 + θ4} and D2 =
{θ2 + θ3, θ1 + θ4}; these vertices are joined by the segment U of spherical reducible groups which has
slope −1. If the two vertices have same index as defined in [12] (this means that they are on the same
antidiagonal line in the affine chart), thenU is simply the line segment joining them. If they have distinct
indices (meaning that they are on two parallel antidiagonal lines in the affine chart), thenU is the segment
(disconnected in the affine chart) joining them by going through the sides of the square. Note that in both
cases U is the shortest geodesic segment joining the vertices.
Each vertex is also the endpoint of two segments of hyperbolic reducible groups which go to the
boundary of the square (and may even sometimes wrap once around the torus; see below), one of slope
2 and the other of slope 1/2. We will label these segments C13 and C24 through D1, and C23 and C14
through D2 (the notation will become clear below).
2.3.1. Totally reducible groups: the two vertices
These two points are the angle pairs of the product AB when A and B are simultaneously in
diagonal form. Write these as A = Diag(eiθ1, eiθ2, 1) and B = Diag(eiθ3, eiθ4, 1) and we obtain
D1 = {θ1 + θ3, θ2 + θ4}; using B = Diag(eiθ4, eiθ3, 1), we obtain D2 = {θ1 + θ4, θ2 + θ3}.
2.3.2. Groups fixing a point
The question of eigenvalues of the product of matrices with fixed conjugacy classes in U (2) has been
studied in [6] from the point of view of holomorphic bundles over the projective line, and in [10] from
the point of view of the geometry of Lagrangian triples in C2. We will begin by quoting from [12] the
following description of the allowed region for these eigenvalues, which they obtain by following the
method of Biswas.
Their notation is a bit different from ours because they consider representations in U (2) of the
fundamental group of the thrice-punctured sphere with presentation
〈A, B,C | A.B.C = 1〉.
The conditions involve the notion of index I of a representation which is an integer; in the notation
of [12], I is the sum of angles of all six eigenvalues of the generators, each normalized in [0, 1[. In the
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case of Lagrangian representations (see the next section), this index is in one-to-one correspondence
with the Maslov index (or inertia index) of the Lagrangian triple. In our notation, the index of the
representation (given by A, B and (AB)−1) is written as
I = 2+ 1
2pi
(θ1 + θ2 + θ3 + θ4 − θ5 − θ6).
The result is then that the allowable region for the sextuples of angles is a union of convex polyhedra in
parallel hyperplanes corresponding to admissible integer values of the index I . The explicit inequalities
involve the following quantities:
• MM := Max{θ1, θ2} +Max{θ3, θ4},
• mm := min{θ1, θ2} +min{θ3, θ4},
• Mm := Max{min{θ1, θ2} +Max{θ3, θ4},Max{θ1, θ2} +min{θ3, θ4}}.
Proposition 2.1 (See [6,12]). Let A, B ∈ U (2) with respective angles {θ1, θ2} and {θ3, θ4}, with
θi ∈ [0; 2pi [. Then the possible angle pairs for the product AB are (θ5, θ6) (with θi ∈ [0; 2pi [ and
θ5 > θ6) satisfying one of the following conditions:
• I = 2 (i.e. θ5 + θ6 = θ1 + θ2 + θ3 + θ4) and{
θ5 > Mm
θ6 > mm.
• I = 3 (i.e. θ5 + θ6 = θ1 + θ2 + θ3 + θ4 − 2pi ) andθ5 > MM − 2piθ6 > Mm − 2pi
θ6 6 MM − 2pi.
• I = 4 (i.e. θ5 + θ6 = θ1 + θ2 + θ3 + θ4 − 4pi ) and{
θ5 > Mm − 2pi
θ6 > mm − 2pi.
The geometric picture is not obvious from these inequalities; in fact, for fixed pairs {θ1, θ2} and
{θ3, θ4}, one of the three cases above is empty, if not two. We now translate this result in our setting.
The image is then simply the convex segment joining the vertices D1 and D2, i.e. the shortest geodesic
segment between them; see Section 2.5. Note that this shortest segment is always included in a−1-sloped
line of the torus, even when the segment is disconnected in the affine chart.
Proposition 2.2. Let A, B ∈ U (2) with respective angles {θ1, θ2} and {θ3, θ4}, with θi ∈ R/2piZ. Then
the angles of the product AB are any pair {θ5, θ6} lying in the convex segment of T2/S2 joining the two
totally reducible vertices D1 = {θ1 + θ3, θ2 + θ4} and D2 = {θ2 + θ3, θ1 + θ4}.
Concretely, in the affine chart {(θ5, θ6)|θi ∈ [0; 2pi [, θ5 > θ6} of T2/S2, this segment is:
• the usual Euclidean segment (of slope −1) joining D1 and D2 if these two vertices have same index;
• the union of two Euclidean segments of slope−1, each going from a vertex to the horizontal or vertical
boundary of the chart, if the vertices have different index.
We will call such a configuration of type C (connected) in the first case, and of type D (disconnected)
in the second case; see Fig. 2. Note that the fact that all these points lie on a common line of slope −1 of
the torus simply expresses that the determinant of the product is the product of determinants.
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Fig. 2. Configurations of spherical reducible groups.
2.3.3. Hyperbolic reducible groups
We now focus on the hyperbolic reducible groups, those which stabilize a C-plane (or complex
geodesic), that is a copy of H1C in H
2
C. The description simply comes from analyzing the product of
matrices in block-diagonal form in U (2, 1), together with a characterization of the (oriented) angles of a
triangle in the hyperbolic plane.
The totally reducible groups each stabilize two C-planes intersecting at the common fixed point, so
we expect that, by deformation, the corresponding vertex will be contained in two distinct hyperbolic
reducible families. This is indeed the case, except in the degenerate cases when one generator (or both)
is a C-reflection (one angle is 0) or a complex reflection in a point (two equal angles). For instance, in
matrix form, one hyperbolic reducible family containing the vertex D1, which we will denote by C24, is
given by the following generators:
A =
eiθ1 0 00 eiθ2 0
0 0 1
 and B =
eiθ3 0 00 b1 b2
0 b3 b4

where the conjugacy class of
B˜ =
(
b1 b2
b3 b4
)
∈ U (1, 1)
is given by its eigenvalues: eiθ4 of positive type and 1 of negative type (this simply means that B˜ acts
on H1C by a rotation of θ4). Recall that the type of an eigenvalue refers to the position of its associated
eigenspace relative to the null cone of the Hermitian form (here, in C1,1). The other three hyperbolic
reducible families C23, C14, and C13 are defined in the same way, exchanging the roles via θ1 ↔ θ2 and
θ3 ↔ θ4.
In each family the product AB, as long as it is elliptic, has two angles θC and θN . We denote by θC
the angle of rotation in the stable C-plane; θN is then the angle of rotation in the normal C-planes. The
result is then the following:
Proposition 2.3. Let A, B be two elliptic elements in PU (2, 1) with respective angles {θ1, θ2} and
{θ3, θ4} (with θi ∈ [0, 2pi [), such that the product AB is elliptic. If the group generated by A and B
is hyperbolic reducible, then the angle pair {θC , θN } of AB is in one of the following four segments:
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C24 :
θC = 2θN + θ2 + θ4 − 2θ1 − 2θ3 [2pi ] andθ2 + θ4 < θC < 2pi (if θ2 + θ4 < 2pi)0 < θC < θ2 + θ4 − 2pi (if θ2 + θ4 > 2pi).
C13 :
θC = 2θN + θ1 + θ3 − 2θ2 − 2θ4 [2pi ] andθ1 + θ3 < θC < 2pi (if θ1 + θ3 < 2pi)0 < θC < θ1 + θ3 − 2pi (if θ1 + θ3 > 2pi).
C23 :
θC = 2θN + θ2 + θ3 − 2θ1 − 2θ4 [2pi ] andθ2 + θ3 < θC < 2pi (if θ2 + θ3 < 2pi)0 < θC < θ2 + θ3 − 2pi (if θ2 + θ3 > 2pi).
C14 :
θC = 2θN + θ1 + θ4 − 2θ2 − 2θ3 [2pi ] andθ1 + θ4 < θC < 2pi (if θ1 + θ4 < 2pi)0 < θC < θ1 + θ4 − 2pi (if θ1 + θ4 > 2pi).
Note that each of these four segments has an endpoint which is a totally reducible vertex, the other
endpoint being on one of the sides of the square; it is however possible that the segment wrap once
around the torus before reaching its endpoint (see the examples section in [24]). We leave the inequalities
in this form, which does not make apparent which segments have slope 2 and 1/2, because typically this
can change inside the same family (in the case when the segment bounces off the diagonal of the square).
For instance, if θ1 + θ3 < θ2 + θ4 < 2pi , the segment C24 has slope 2 (at least, close to D1) and C13 has
slope 1/2 (also, close to D1).
Proof. We treat the case of the family C24 whose generators are written out above, A in diagonal form
and B in block-diagonal form. Then the product C = AB is also in block-diagonal form:
C =
ei(θ1+θ3) 0 00 c1 c2
0 c3 c4
 with C˜ = (c1 c2c3 c4
)
∈ U (1, 1)
and C˜ has two eigenvalues of norm 1, say eiψ1 and eiψ2 , with the latter of negative type. Then the angles
of rotation of C are given by dividing the two eigenvalues of positive type by that of negative type. This
is written as{
θC = ψ1 − ψ2
θN = θ1 + θ3 − ψ2.
Now we have again a condition coming from the determinant, which says here that ψ1 + ψ2 =
θ2+ θ4 [2pi ]. Combining these equations, we obtain the condition θC = 2θN + θ2+ θ4−2θ1−2θ3 [2pi ].
The exact range of θC inside this line is given by the geometric condition which says what the possible
third angle is for a triangle in the hyperbolic plane having two prescribed angles. The following lemma
is just an oriented version of the fact that triangles exist in the hyperbolic plane if and only if their angle
sum is less than pi :
Lemma 2.1. Let A˜ and B˜ be two elliptic isometries of H1C, with respective rotation angles θ2 and θ4
(θi ∈ [0, 2pi [). As the fixed points of A˜ and B˜ vary, the rotation angle θC of the product C˜ = A˜ B˜ (when
it is elliptic) ranges over the interval [θ2+θ4, 2pi [ if θ2+θ4 < 2pi , and [0, θ2+θ4−2pi [ if θ2+θ4 > 2pi .
This completes the proof. 
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Fig. 3. Local hyperbolic reducible types.
2.3.4. Classifying the configurations of reducibles
We start by concentrating on the local configuration at each vertex. We have seen that the spherical
reducible configurations are of two types, connected (type C) or disconnected (type D) in the half-square
affine chart. As for the hyperbolic reducible configurations, we have just seen that two segments emanate
from each vertex, one of slope 2 and the other of slope 1/2. The direction of each segment, upward or
downward from the vertex, is determined by the following data (see Proposition 2.3). We define, for
i = 1, 2 and j = 3, 4,
σi j := θi + θ j
(where we have again normalized with θi ∈ [0, 2pi [). Then, at the vertex {σi j , σkl} (see Section 2.3.1),
the segment Ci j goes upward if and only if σi j < 2pi (and Ckl goes upward if and only if σkl < 2pi ).
We will then assign a symbol to each configuration of reducibles, consisting in a letter (C or D) for
the spherical reducible type and four + or − signs, arbitrarily ordered as follows. There are two pairs of
signs, each corresponding to a vertex. The top pair corresponds to the “top” vertex (that with larger θ6 in
the affine chart {(θ5, θ6)|θi ∈ [0; 2pi [, θ5 > θ6}), and in each pair we have put the segment with slope 2
first. A + sign means that the corresponding segment goes upward; see Fig. 3 and examples in Figs. 4
and 5. There are a priori 32 possibilities of such symbols, but in fact only 4 of type C and 4 of type D
correspond to configurations of reducibles which actually occur. They are listed in the following result.
Proposition 2.4. The possible local types of reducible configurations are, with the above notation, C++++ ,
C−−−− , C−+−+ , C+−−+ and D++−+ , D+++− , D−+−− , D+−−− (see Figs. 4 and 5).
Proof. We use three different criteria to discard the non-admissible configurations, then give examples
of the remaining types. This is made easier by the fact that there is a symmetry among types which we
will make explicit, after introducing some useful notation.
The hyperbolic reducible configurations are determined by the position of each σi j = θi + θ j (with
θi ∈ [0, 2pi [ and i = 1, 2, j = 3, 4) relatively to 2pi . This is nicely expressed in terms of the integer
parts ki j of
σi j
2pi , whose value is accordingly 0 or 1. These integers also appear when we normalize the
coordinates of the vertices in the affine chart, as we will see.
The symmetry is then as follows. Recall that each configuration is defined by the choice of two
unordered pairs of angles, {θ1, θ2} and {θ3, θ4}, with θi ∈ [0, 2pi [. The transformation S which we
consider is simply taking each θi to its complementary (or symmetric) angle 2pi − θi . This is interesting
because obviously
θi + θ j < 2pi ⇐⇒ S(θi )+ S(θ j ) > 2pi
(in other words: S(ki j ) = 1−ki j ) so that all the signs of the hyperbolic reducible segments are exchanged.
However we have to be a bit careful to see the effect on the whole configuration, because this also mixes
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Fig. 4. Local configurations of type C .
Fig. 5. Local configurations of type D.
up the vertices and their coordinates. First of all, the spherical reducible types C and D are stable under
this transformation, because of the following characterization of type D (with as above ki j = Int(σi j2pi )):
Lemma 2.2. The two vertices have a different index⇐⇒ k13 + k24 6= k14 + k23.
Proof of Lemma. This follows simply by writing the indices in question. The only thing to note is that
the vertices have coordinates σi j , appropriately normalized in [0, 2pi [ as σi j − 2piki j . Then, denoting as
Ii the index of the vertex Di , we have{
2pi I1 = θ1 + θ2 + θ3 + θ4 + (2pi − (σ13 − 2pik13))+ (2pi − (σ24 − 2pik24))
2pi I2 = θ1 + θ2 + θ3 + θ4 + (2pi − (σ14 − 2pik14))+ (2pi − (σ23 − 2pik23))
so that
I2 − I1 = k14 + k23 − (k13 + k24). 
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Now we note what happens to the vertices when we apply the transformation S. In type D, the two
vertices have different indices and S sends the vertex with lower index to the vertex with higher index,
so that the “top” and “bottom” vertices are exchanged by S. In type C , the two vertices have same index
but for instance the “top” vertex is closer to the diagonal, and this remains unchanged by S so that the
“top” and “bottom” vertices are not exchanged.
Last, at each vertex the two hyperbolic reducible segments are exchanged (because the larger
coordinate of a vertex becomes the smaller one of its image) and, as we have said, the signs are changed.
The following examples will be of particular interest to us:
S(C+−++) = C+−−− S(C+−+−) = C+−+−
S(D+++−) = D+−−− S(D−+−−) = D++−+
S(D−−+−) = D+−++ S(D−−−+) = D−+++ .
Now that we have reduced the number of cases (except for those which are unfortunately stable under
S), we exclude the unwanted configurations. The first thing to notice is that σ13 + σ24 = σ14 + σ23; this
discards the four types C++−− , C−−++ , D++−− and D−−++ . The next criterion follows from the above lemma
which characterizes type D, knowing that ki j = 1 corresponds to a + sign. Thus, in type C the sum
of the two top signs must be equal to that of the bottom signs (where signs are “added” like 0 and 1),
whereas in type D the sums must be different.
This gets rid of half of the cases; now, using the symmetry we have described, we are only left with
the announced admissible types along with four ambiguous cases: C+−+− and C−++− which are symmetric
under S, D−−+− (with its image D+−++), and D−−−+ (with its image D−+++).
The latter four, of type D, are easily discarded by the observation that in that type, the only vertex
which can have a double − sign is the vertex of larger index.
As for the last cases, suppose that we have a configuration of type C with a + and a − sign at each
vertex. We can suppose by reordering that θ1 > θ2, θ3 and θ3 > θ4. The assumption on the signs says
that we have one of two situations:
σ13 > σ23 > 2pi > σ14 > σ24
σ13 > σ14 > 2pi > σ23 > σ24.
We use the following lemma, which follows from reducing the σi j in [0, 2pi [:
Lemma 2.3. A vertex {σi j , σkl} with σi j > 2pi > σkl is of type:
• (−,+) if σkl > σi j − 2pi ;
• (+,−) if σkl < σi j − 2pi .
Now two σi j which share a subscript are certainly in the first case (because σi j − σ jk = θi − θk), so
that a (+,−) couple cannot occur twice in either of the above two situations. This discards type C+−+− .
As for type C−++− , if we have one vertex of type (−,+) and one of type (+,−), the lemma implies that
the top vertex must be of type (+,−) (indeed the top vertex is the one with the smaller difference of
coordinates).
We finish the proof by giving examples of the remaining possible cases (see the last chapter of [24]
for details). We give here only the corresponding values of the pairs {θ1, θ2} and {θ3, θ4}.
The configuration for {2pi3 , 2pi4 }, {2pi5 , 2pi6 } is of type C++++ , and its image under S is of type C−−−− . The
configuration for {2pi3 ,−2pi4 }, {2pi5 ,−2pi6 } is of type C+−−+ (stable under S). Type C−+−+ (stable under S) is
obtained for instance with pairs {2pi − ε, ε}, {2ε, 3ε}, provided that 5ε < 2pi .
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As for types D: D−+−− is obtained with {2pi4 , 2pi6 }, {−2pi5 ,−2pi7 } and its image under S is D++−+ . Finally,
type D+−−− is obtained with {2pi4 ,−2pi6 }, {2pi5 ,−2pi7 } and its image under S is D+++− . 
2.4. Chambers and irreducible groups
In this section we focus on the claim that pairs (A, B) such that the group generated by A and B
is irreducible are sent to interior points of the image. This follows from the fact that the map µ˜ is a
submersion at such a point; in order to ensure that the source is a manifold (and identify its tangent
space) we consider µ˜ restricted to those elements whose product is regular elliptic (in the half-square
affine chart, this means that we consider only the interior points of the triangle):
µ˜r :
{
(C1 × C2) ∩ µ−1({regular elliptics}) µ−→G pi−→T2/S2
(A, B) 7−→ AB 7−→ Angles(AB).
Since the regular elliptic elements of G = PU (2, 1) form an open set (see [15] p. 203), the source is
now an open subset of C1 × C2 and thus is a manifold with the same tangent space. Before going into
the details, we give the result:
Proposition 2.5. Let (A, B) ∈ C1 × C2 such that AB is regular elliptic and the group generated by A
and B is irreducible. Then the differential of µ˜r at (A, B) is surjective and thus µ˜r is locally surjective
at that point.
This phenomenon was brought to our attention through the analog in the compact groupU (n), described
in [12] (see Lemma 2.4 below). Thus µ˜ is of rank 2 at an irreducible pair; we will see in the next section
that it is of rank 1 at a generic reducible pair, and of rank 0 at a totally reducible pair.
Note also that we prove a stronger version of this statement in Section 3.1.1, using only a certain class
of Lagrangian deformations.
Proof. We will consider separately the product map µ and the projection pi from G to its conjugacy
classes, showing that each is a submersion at an irreducible pair. We begin by recalling a few facts about
the Lie group structure of G = PU (2, 1) and its conjugacy classes. Consider a conjugacy class with
a preferred representative A (in our case, the conjugacy class being elliptic, we can choose A to be a
diagonal matrix):
C1 = {P·A·P−1 | P ∈ PU (2, 1)}.
This is a submanifold of G of dimension dim(G) − dim(Z(A)) where the centralizer Z(A) is of
dimension 2 if A is regular elliptic (as can be seen for the diagonal form with three distinct eigenvalues)
and of dimension 4 if A has two equal eigenvalues. Recall that PU (2, 1) has dimension 8; we thus obtain
dimension 6 for the regular elliptic classes, and 4 for the special elliptic classes (note that in all cases the
submanifold consisting of Lagrangian decompositions has half of this dimension; see Section 3). The
tangent space to this conjugacy class at A is then
TAC1 = {X A − AX | X ∈ g} = {(X − AX A−1)A | X ∈ g}.
The latter expression identifies this subspace of TAG with the subspace Im(Id − AdA) of g = T1G
by right translation by A−1 (or the right Maurer–Cartan form). This is the point of view taken in [12],
where the following result is derived, denoting by z(A, B) the Lie algebra of the centralizer of the group
generated by A and B (and taking the orthogonal subspace with respect to the Killing form):
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Lemma 2.4. Im(d(A,B)µ) = z(A, B)⊥·AB.
In the notation of [12], our µ is pi (1); this result can be found in the proof of Prop. 4.2 on p. 23.
We include a short proof for the reader’s convenience. Write, for h1 ∈ TAC1 and h2 ∈ TBC2,
µ(A + h1, B + h2) = AB + Ah2 + h1B + h1h2. This gives the expression for the differential of
µ at (A, B): d(A,B)µ(h1, h2) = Ah2 + h1B. If we translate as before these tangent vectors into
g = T1G by writing h1 = X1·A, h2 = X2·B (with X1 ∈ Im(Id − AdA) and X2 ∈ Im(Id − AdB))
and d(A,B)µ(h1, h2) = X3·AB, we obtain the cocycle relation
X3 = X1 + AdA(X2).
Using an Ad-invariant non-degenerate bilinear form on g such as the Killing form, the lemma follows on
noting that
[Im(Id − AdA)+ AdA(Im(Id − AdB))]⊥ = Ker(Id − AdA) ∩ AdA(Ker(Id − AdB))
= z(A) ∩ z(B).
Now if A and B generate an irreducible group, then z(A, B) = {0} (because PU (2, 1) has trivial
center), so that µ is indeed a submersion at such a point.
Finally, the projection pi restricted to elliptic elements is in coordinates the map which with a matrix
associates its eigenvalues (rather, two linear combinations of its eigenvalues), so that it is classically
differentiable and a submersion at those points which yield distinct eigenvalues: these are the regular
elliptic elements. 
2.5. Which chambers are full?
It follows from the previous section that the images of irreducible pairs under µ˜ form an open subset
of T2/S2. Thus a chamber is either entirely in the image of µ˜ (“full”) or entirely in its complement
(“empty”), because of the following fact:
Proposition 2.6. The image of µ˜ is closed in the space of conjugacy classes of G.
This result is proven in [13] when the source is the product of any two semisimple conjugacy classes
(i.e. elliptic or loxodromic). In fact, in the case of two elliptic classes this image is compact, which can
be seen directly from the following lemma:
Lemma 2.5. Let A and B be two regular elliptic motions, each with a fixed angle pair. If the fixed points
of A and B are sufficiently distant, then the product AB is loxodromic.
This fact is obvious in the hyperbolic plane, but not in higher dimensions. Falbel and Wentworth
prove essentially the same thing, by the argument that normalizing the distance between the fixed points
and letting the curvature tend to −∞ gives an action of Γ = 〈A, B〉 on an R-tree, where the product
of two elliptic isometries is never elliptic. One can also prove the lemma in a more elementary way,
by expressing the trace of the product in terms of the distance between the two fixed points and using
Goldman’s classification of types by trace (see [15], p. 204).
We then have two kinds of arguments for determining which chambers are full and which are empty:
constructive arguments such as local convexity tell us that some chambers must be full, and obstructions
which force other chambers to be empty.
168 J. Paupert / Topology 46 (2007) 155–183
Fig. 6. Local convexity around a totally reducible vertex.
There is a natural notion of convexity in the surface T2/S2 as in any Riemannian manifold (or
orbifold), that of geodesic convexity. The only subtlety arises from the fact that there are (as in the torus)
many geodesic segments joining two points, and sometimes there is no unique shortest path among them.
However, such pairs of points are isolated so we do not really need to worry about them in the definition
of convexity.
Definition 2.1. A subset C of T2/S2 will be called convex if for all pairs of points (x, y) ∈ C2 which
are joined by a unique shortest geodesic segment, this segment is contained in C .
In fact we only need here the notion of local convexity in the neighborhood of a vertex; this notion
is clear because the surface T2/S2 has an affine structure (as a quotient of R2 by a group of affine
transformations). There are two kinds of vertices which appear in the present case: the two totally
reducible vertices which we have already seen and some “accidental” vertices which occur when two
hyperbolic reducible families meet (of course only their images meet). The local structure around the
totally reducible vertices is of fundamental importance and it determines the whole image; as for the
accidental vertices, the two polygons arising from distinct regions of the source seem to overlap without
interfering. Our main argument of local convexity at a totally reducible vertex relies on the differential
properties of µ˜ at such a point; namely we show that the first differential is null, but that if either
A or B is not a complex reflection the second differential is non-null along the reducible segments,
so that the image is locally a convex cone bounded by the reducible walls. The main result is the
following:
Proposition 2.7. If either A or B is not a complex reflection, then the image of µ˜ contains all chambers
which touch a totally reducible vertex and meet the local convex hull of the three reducible walls
containing that vertex. In particular, if these three walls meet with obtuse angles, then the vertex is
an interior point of the image (see Fig. 6).
Proof. We begin with the following lemma which completes what we have seen before, namely that µ˜
is of rank 2 at an irreducible pair:
Lemma 2.6. • If A and B generate a totally reducible group, then d(A,B)µ˜ is null.
• If A and B generate a generic reducible group (i.e. whose image is an interior point of a wall), then
d(A,B)µ˜ is of rank 1.
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Proof of Lemma. We have seen during the study of irreducible points (Lemma 2.4) that
Im(d(A,B)µ) = z(A, B)⊥·AB.
We have also seen that the centralizer of a regular elliptic element is of dimension 2 (that of a special
elliptic being 4), so that if A or B is regular elliptic, the dimension of z(A, B) is 2 at a totally reducible
pair and 1 at a generic reducible pair. It only remains to see that the subspace Im(d(A,B)µ) is tangent to
the fiber of pi at a totally reducible pair and contains the tangent space of the fiber at a generic reducible
pair. But this is clear because Im(d(A,B)µ) = z(A, B)⊥·AB always contains the tangent space of the
fiber which is TABC3 = z(AB)⊥·AB (where C3 denotes the conjugacy class of AB). 
We then focus on a totally reducible vertex where the image will be locally described by the second
differential.
Lemma 2.7. The image of the quadratic differential Q : v 7−→ d2(A,B)µ˜(v, v) is a convex cone in R2.
Proof of Lemma. This is a general fact about quadratic maps; we include a short proof for the case
where the image is of dimension 2. Define B(v,w) = d2(A,B)µ˜(v, w), the associated symmetric bilinear
map, and Q(v) = B(v, v). The image of Q is clearly a cone (because Q(λv) = λ2Q(v) for λ ∈ R). To
show that it is convex, consider two vectors w1 = Q(v1) and w2 = Q(v2) in the image; we show that
the whole segment [w1, w2] is in the image of the plane spanned by v1 and v2. Indeed, suppose that w1
and w2 are linearly independent and write, for λ,µ ∈ R,
Q(λv1 + µv2) = λ2w1 + µ2w2 + 2λµB(v1, v2) = (λ2 + 2λµx1)w1 + (µ2 + 2λµx2)w2
where we have expressed B(v1, v2) = x1w1 + x2w2 in the basis (w1, w2). It suffices to prove that the
ratio of the two coordinates f (λ, µ) = µ2+2λµx2
λ2+2λµx1 surjects R
+. But this is clear because the map f is
continuous outside of the two lines {λ = 0}, {λ+2µx1 = 0} and for instance on a line {µ = pλ} it takes
the value p
2+2px2
1+2px1 which takes all values between 0 and +∞ (in two of the four quadrants where f is
defined). 
It remains to find non-null vectors in the image of Q tangent to the reducible segments.
Lemma 2.8. • If neither A nor B is a complex reflection in a point (i.e. if θ1 6= θ2 and θ3 6= θ4), then
at each totally reducible vertex the spherical reducible family contains paths with a non-null second
derivative.
• If neither A nor B is a complex reflection (i.e. if θi 6= 0 for i = 1 . . . 4) then at its totally reducible
vertex each hyperbolic reducible family contains paths with a non-null second derivative.
Proof of Lemma. We show this by an explicit computation of deformations in the neighborhood of a
totally reducible vertex, along the Lie algebra of U (2) on one hand and of U (1, 1) on the other. In fact,
we compute the second derivative not of the map µ˜ itself (the angle pair) but of the trace of the product
matrix, which is equivalent (at least locally; see chapter 1 of [24]) and simplifies the computation greatly.
Note that we do not normalize the determinant of the product matrix, but this does not matter because it
only depends on θ1, θ2, θ3, θ4 so it is invariant by deformation.
We thus consider A and B in diagonal form (a totally reducible point) and write deformations of B
inside its conjugacy class as a path h(t)·B·h(t)−1 where h(t) is a path in U (2, 1) with h(0) = 1. We
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will then specialize to the cases where h˙(0) is in u(2) or u(1, 1) (with the notation h˙ = dhdt ). We begin by
computing the second derivative, noting that d(h
−1)
dt = −h−1h˙h−1:
d2
dt2
Tr(A·hBh−1)(0) = d
dt
Tr(Ah˙Bh−1 − AhBh−1h˙h−1)(0)
= Tr(Ah¨B − 2Ah˙Bh˙ − AB(−h˙)h˙ − ABh¨ − ABh˙(−h˙))(0)
= 2Tr(ABh˙2 − Ah˙Bh˙)(0)
where we have simplified repeatedly by using h(0) = h−1(0) = 1 and used the fact that A and B
commute. We compute this last expression for h˙(0) ∈ u(2) and then u(1, 1). Recall that
U (2) = {A ∈ GL(2,C) | A.A∗ = 1} so that
u(2) = {A ∈ M(2,C) | A + A∗ = 0} =
{(
r i b
−b si
)
| r, s ∈ R, b ∈ C
}
.
With this latter expression for h˙, writing A and B as diagonal matrices inU (2) (here A = Diag(eiθ1, eiθ2)
and B = Diag(eiθ3, eiθ4)), we obtain
ABh˙(0)2 =
(−(r2 + |b|2)ei(θ1+θ3) (r + s)ibei(θ1+θ3)
−(r + s)ibei(θ2+θ4) −(s2 + |b|2)ei(θ2+θ4)
)
Ah˙(0)Bh˙(0) =
(−r2ei(θ1+θ3) − |b|2ei(θ1+θ4) bi(rei(θ1+θ3) + sei(θ1+θ4))
−bi(rei(θ2+θ3) + sei(θ2+θ4)) −s2ei(θ2+θ4) − |b|2ei(θ2+θ3)
)
so that
Tr(ABh˙2 − Ah˙Bh˙)(0) = |b|2(ei(θ1+θ4) + ei(θ2+θ3) − ei(θ1+θ3) − ei(θ2+θ4)).
This gives us the result for U (2) because this complex number, the sum of four terms of equal norm, is
non-zero as long as (b 6= 0 and) the terms are not pairwise equal (as in a rhombus), that is if θ1 6= θ2 and
θ3 6= θ4. Note that the second derivative is always in the same half-line of the complex plane.
Now we do the same thing for h˙(0) ∈ u(1, 1). Recall that, defining J = Diag(1,−1),
U (1, 1) = {A ∈ GL(2,C) | A.J.A∗ = J } so that
u(1, 1) = {A ∈ M(2,C) | AJ + J A∗ = 0} =
{(
r i b
b si
)
| r, s ∈ R, b ∈ C
}
.
We use this latter expression for h˙(0), and write only the block of A and B corresponding to the stableC-
plane as a diagonal matrix in U (1, 1) (for instance, A = Diag(eiθ2, 1) and B = Diag(eiθ4, 1) correspond
to the family C24 of Proposition 2.3). We obtain
ABh˙(0)2 =
(
(|b|2 − r2)ei(θ2+θ4) (r + s)ibei(θ2+θ4)
(r + s)ib |b|2 − s2
)
Ah˙(0)Bh˙(0) =
(−r2ei(θ2+θ4) + |b|2eiθ2 bi(rei(θ2+θ4) + seiθ2)
bi(reiθ4 + s) |b|2eiθ4 − s2
)
so that
Tr(ABh˙2 − Ah˙Bh˙)(0) = |b|2(ei(θ2+θ4) + 1− eiθ2 − eiθ4).
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As above, this number is non-zero for (b 6= 0 and) θ2 6= 0 and θ4 6= 0. We obtain the analogous condition
for the three other hyperbolic reducible segments. 
This completes the proof of the proposition, except maybe for the cases where either A or B is a
complex reflection, or a complex reflection in a point, and where A and B are complex reflections
in a point, which the preceding lemma excluded. But this is only normal, because in each case the
vanishing second derivative corresponds to a reducible family which is in fact reduced to a point. To
be precise, if one of the generators has two equal angles then the two reducible vertices are equal
and the spherical reducible segment is reduced to this point; if one of the angles is zero then the two
corresponding hyperbolic reducible families collapse to a point (for instance, if θ1 = 0 then C13 and C14
collapse). 
2.6. Which chambers are empty?
We now describe various obstructions for certain chambers. We investigate in particular when the
image of µ˜ contains the three corners of the half-square affine chart, and determine which part of the
diagonal is in the image. This allows us to prove Theorem 1.2.
The main idea is to restore the original symmetry of the problem, by considering simultaneously the
three generators A, B and C which satisfy ABC = 1. We then choose the most convenient pair among
these (for the problem at hand), and consider the associated momentum map. As we will be considering
different maps µ˜ in this section, we will keep track of the generators by writing µ˜{θ1,θ2},{θ3,θ4} instead of
just µ˜. We normalize {θ1, θ2}, {θ3, θ4} so that θi ∈ [0, 2pi [ and θ1 > θ2, θ3 > θ4.
In the present case, we investigate when the diagonal corners of the half-square affine chart are in the
image, so that one of these generators has angle pair {ε, ε} or {2pi − ε, 2pi − ε} for small ε. We use the
fact that the image polygon is easily determined if one of the generators is of this type; we will thus
change generators as described in the following lemma, which is obvious from the definitions:
Lemma 2.9.
{ε, ε} ∈ Im µ˜{θ1,θ2},{θ3,θ4} ⇐⇒ {θ3, θ4} ∈ Im µ˜{2pi−θ1,2pi−θ2},{ε,ε}.
Since {θ1, θ2} remains fixed throughout the section, we will write P{ε,ε} for Im µ˜{2pi−θ1,2pi−θ2},{ε,ε}
(and P{−ε,−ε} for Im µ˜{2pi−θ1,2pi−θ2},{2pi−ε,2pi−ε}).
These two polygons are easily determined, using the fact that they cannot contain points on the
diagonal which are irreducible (this is a special case of Proposition 4.1 below). Their description follows
once we have determined the reducible walls. When one of the generators is a complex reflection in a
point (i.e. has two equal angles), the wall structure degenerates: there is only one totally reducible vertex
which is the endpoint of two hyperbolic reducible segments. We determine these from Proposition 2.3;
with pairs {ε, ε} or {2pi − ε, 2pi − ε} with small ε, the two relevant σi j are either both smaller than 2pi
or both greater. This means that the corresponding hyperbolic reducible segments both go upward (for
{ε, ε}) or both downward (for {2pi − ε, 2pi − ε}). The possible types (by maybe allowing diminishing
of ε) only vary with the position of the vertex (2pi − θ2, 2pi − θ1) (which is the limit vertex for ε → 0)
relative to the two lines {θ1 = 2θ2} and {2(θ1 − 2pi) = θ2 − 2pi}.
We have illustrated the four possibilities in Fig. 7, where both images P{ε,ε} and P{−ε,−ε} are drawn
in each case. This immediately allows us to infer when both corners are in the image of µ˜{θ1,θ2},{θ3,θ4}.
By the above lemma, this means that P{ε,ε} and P{−ε,−ε} overlap for ε small enough, and that the point
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Fig. 7. Auxiliary polygons for the two diagonal corners: the bold point is (2pi − θ2, 2pi − θ1), P{ε,ε} has horizontal hatching,
and P{−ε,−ε} has vertical hatching.
(θ3, θ4) is in the intersection for all smaller ε. Note that this overlapping can happen in case (3) as in
Fig. 7, but also in cases (2) and (2′) (which are symmetric), if the point (2pi−θ2, 2pi−θ1)moves toward
the boundary of the square. We write the equations of the lines corresponding to the reducible walls, and
examine when they intersect. When this is the case, we write under which conditions the point (θ3, θ4)
is in the intersection region. This is elementary and we leave the details to the reader. We obtain the
following conditions:
(∗)
{
2θ1 − θ2 + 2θ3 − θ4 > 6pi
θ1 − 2θ2 + θ3 − 2θ4 > 2pi
which says that the point (2pi − θ2, 2pi − θ1) is in case (3) and the point (θ3, θ4) is in the overlapping
region. For case (2) we obtain
(∗∗)
{
2θ2 − θ1 + 2θ3 − θ4 6 2pi
2θ2 − θ1 + 2θ4 − θ3 6 −2pi
and the conditions (∗∗′) in case (2′) are obtained from the inequalities (∗∗) by sending each θi to 2pi−θi
(which corresponds to the previous S, reflection along the antidiagonal). We have thus proven:
Proposition 2.8. Let θ1, . . . , θ4 ∈ [0, 2pi [ with θ1 > θ2, θ3 > θ4. Then Im µ˜{θ1,θ2},{θ3,θ4} contains pairs{ε, ε} and {2pi − ε, 2pi − ε} for ε arbitrarily small if and only if θ1, θ2, θ3, θ4 satisfy conditions (∗), (∗∗)
or (∗∗′).
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Fig. 8. Auxiliary polygons (reducible framework) for the lower right corner: the bold point is (2pi − θ2, 2pi − θ1).
We then note that in cases (∗∗) (and (∗∗′)) Im µ˜{θ1,θ2},{θ3,θ4} does not contain an internal portion of
the diagonal. This follows from our description, by varying the above pair {ε, ε} for arbitrary ε (in the
picture, this means moving the vertex of the polygon along a diagonal line).
It turns out that the third corner of the half-square (pairs {2pi − ε, ε} for ε arbitrarily small) is also in
the image when condition (∗) is satisfied. In fact we prove the following stronger statement:
Proposition 2.9. When θ1, θ2, θ3, θ4 satisfy condition (∗), µ˜{θ1,θ2},{θ3,θ4} is onto.
This will follow from the constructive arguments of the previous section (namely local convexity
around the totally reducible vertices), once we have shown that the image contains the third corner.
Indeed the reducible walls then have local structure C+−−+ , D+++− or D+−−− (see Section 2.3.4) and in each
of these cases the image is everything if it contains the three corners. We now prove these claims.
Lemma 2.10. If θ1, θ2, θ3, θ4 satisfy condition (∗) then Im µ˜{θ1,θ2},{θ3,θ4} contains pairs {2pi − ε, ε} for
ε arbitrarily small.
Proof. We begin as above by changing generators; the change we use reads in terms of angle pairs as
the following fact (see Lemma 2.9):
{2pi − ε, ε} ∈ Im µ˜{θ1,θ2},{θ3,θ4} ⇐⇒ {θ3, θ4} ∈ Im µ˜{2pi−θ1,2pi−θ2},{2pi−ε,ε}.
We will define as before Im µ˜{2pi−θ1,2pi−θ2},{2pi−ε,ε} by P{ε,−ε}. We are only concerned with the reducible
walls of this image, which are given by the results of Section 2.3. These walls are depicted in the first
part of Fig. 8 (note that the local structure is of type C+−−+ for ε small enough). If we denote by W∞
the limit of this reducible structure as ε tends to 0, the key observation is that the reducible structure of
P{ε,ε} ∪ P{−ε,−ε} degenerates to this same W∞ as ε tends to 0. In other words, for ε tending to 0, the
walls of P{ε,−ε} and P{ε,ε} ∪ P{−ε,−ε} determine the same chambers. By assumption, the point {θ3, θ4} is
in the lower right chamber of P{ε,ε} and P{−ε,−ε} for ε small enough (this is the geometric meaning of
condition (∗)). Thus the lemma is proven as soon as we know that P{ε,−ε} contains the lower right corner
(pairs {2pi − η, η} for arbitrarily small η). We see this again by appropriately changing our generators,
noting that
{2pi − η, η} ∈ Im µ˜{2pi−θ1,2pi−θ2},{2pi−ε,ε} ⇐⇒ {2pi − θ1, 2pi − θ2} ∈ Im µ˜{2pi−η,η},{2pi−ε,ε}.
Now the latter image polygon has a simple reducible wall structure (which is depicted in the second part
of Fig. 8 for small ε and η), from which one infers that the point {2pi − θ1, 2pi − θ2} (which, again by
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Fig. 9. Coxeter diagram for a pair of R-reflections.
Fig. 10. Coxeter diagram for a triple of R-reflections.
assumption, is in case (3) above) is in a chamber adjacent to a totally reducible vertex with obtuse wall
angles. We conclude by Proposition 2.7 that the point {2pi − θ1, 2pi − θ2} is in Im µ˜{2pi−η,η},{2pi−ε,ε} for
small ε and η. 
Lemma 2.11. When θ1, θ2, θ3, θ4 satisfy condition (∗), the reducible walls have local structure C+−−+ ,
D+++− or D+−−− .
Proof. Adding the two inequalities of (∗), one obtains
3(θ1 − θ2 + θ3 − θ4) > 8pi
and in particular σ13 − σ24 > 2pi (recall that σi j := θi + θ j ). By Lemma 2.3 the vertex S1 = {σ13, σ24}
is then of type (+,−). But the only type C configuration containing (+,−) is C+−−+ , and in type D we
obtain D+++− and D+−−− . 
3. Configurations of Lagrangian triples
We consider in this section a more restricted class of elliptic triangle groups, which we will call
Lagrangian or decomposable. Namely these groups are of index 2 in a group generated by three R-
reflections (or antiholomorphic involutions) inR-planes (Lagrangian planes) intersecting pairwise inside
complex hyperbolic space. More precisely, the two generators of the triangle group are products of two
R-reflections, one of these being common to the two generators. This is analogous to the classical idea
of considering (orientation-preserving) triangle groups of the plane (Euclidean, spherical, or hyperbolic)
inside of a group generated by reflections in the sides of a triangle, which is how their geometric
properties are usually analyzed. See [15] or [24] for more background on R-reflections.
Recall that an intersecting pair of R-planes is characterized up to isometry by a pair of (reflection)
angles which are half of the (rotation) angles of the elliptic isometry obtained by composing the two
associated R-reflections. This produces an angle pair {θ1, θ2} with θi ∈ R/piZ, which we write in a
Coxeter-type diagram (see Fig. 9). The question of the possible configurations of pairwise intersecting
triples of R-planes then translates into that of possible angle pairs as labels for the triangle graph of
Fig. 10.
As in the classical case of planar groups, we gain some geometric information by introducing these
R-reflections; in fact we obtain a geometric obstruction which is completely analogous to the planar case
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in the sense that it expresses the admissible Riemannian angles in a geodesic triangle (see Section 3.2).
However, we have not found a way to express this condition on the three angle pairs in an elliptic triangle
group which is not Lagrangian, although we conjecture that the image polygon must be the same (which
in the case of the compact group U (n) is the main theorem of [12]).
Apart from this specific obstruction, everything we have done for elliptic triangle groups carries over
to the Lagrangian setting: on one hand, the restricted momentum map is also of maximal rank at an
irreducible, and on the other, the reducible groups are exactly the same in the two cases. We gain a lot
for practical reasons though, mostly from the smaller dimension count at the source: the dimension of
R-reflections decomposing a given elliptic conjugacy class is 3 (see the last chapter of [24] for an explicit
parametrization), half of that of the conjugacy class itself. This fits in with Schaffhauser’s description
of the space of decomposable groups as a Lagrangian submanifold of the symplectic representation
manifold of a surface group (that of the punctured sphere inside U (n); see [26]). From the practical
viewpoint, R-reflections give us a way of parameterizing a given conjugacy class transversally to the
fibers of our momentum map (with half as many parameters); most notable is the fact that we obtain
(generic) fibers of dimension 1, which is the starting point of our search for discrete groups in this
setting (see the last section).
3.1. Lagrangian triples versus elliptic triangles
We consider here the map µ˜L which is the restriction of the map µ˜ of the preceding section (taking a
pair of elliptic elements (A, B) in fixed conjugacy classes to the angle pair of their product) to pairs
(A, B) which are simultaneously decomposable (into R-reflections). This means that there exist R-
reflections σ1, σ2 and σ3 such that A = σ2σ1 and B = σ3σ2 (it corresponds to Lagrangian representations
in the terms of [12,26]). The angles of the product BA = σ3σ1 are then (double) those of the
corresponding R-planes L1 and L3, which shows that the problems of the image of the Lagrangian
momentum map µ˜L and of possible configurations of triples of R-planes are equivalent.
It is obvious that the image of µ˜L is contained in that of µ˜; we conjecture that, as in the case of
U (n) investigated in [12], these images must be equal. Evidence in favor of this is provided by the
fact that all our constructive arguments from the preceding section (local surjectivity at an irreducible,
description of reducibles and local convexity) carry over to the case of decomposable groups (see also
the experimental pictures in the last chapter of [24], which we have obtained by a parametrization of
decomposable groups).
3.1.1. Irreducible groups project to interior points
We begin by showing that the submanifold of decomposable pairs in C1 × C2 is transverse to the
fibers of the momentum map, so that the restricted map remains locally surjective.
Proposition 3.1. Let (A, B) ∈ C1 × C2 be a simultaneously decomposable pair which generates an
irreducible group with BA regular elliptic. Then the differential of µ˜L at (A, B) is surjective so that µ˜L
is locally surjective at that point.
Proof. We prove this in a way analogous to that followed for the corresponding result when the source
is all of C1 × C2, but the result is more subtle which makes the proof more difficult. We use again
the Lie algebra formalism developed in [12] for the Lagrangian setting. Our starting point is a triple
of R-planes L1, L2, L3 with associated R-reflections σ1, σ2, σ3 such that A = σ2σ1 and B = σ3σ2
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and we study deformations of the conjugacy class of the product BA = σ3σ1. We could write down
explicitly the tangent space of decomposable pairs inside the product C1×C2, but this is not easy to do.
Instead, we will follow the method of [12] and investigate an explicit subclass of deformations around
a decomposable pair such that these deformations remain decomposable and they sweep all directions
in the image. To do this, Falbel and Wentworth introduced two classes of Lagrangian deformations in
U (n), which they called twisting and real bending. The twist deformations are obtained by rotating each
Lagrangian plane by a (central) U (1) factor, while the bending deformations are defined by rotating a
certain number of the planes by an element which stabilizes one of them (an orthogonal transformation).
The twist deformations do not have an obvious analog in the complex hyperbolic setting, whereas the
bending deformations can be directly transposed to this case. In fact, the bending deformations will
suffice for our purposes; we will focus on those around the R-plane L2. To be precise, a real bending
about L2 is a deformation which replaces σ1, σ2, σ3 with σ1, σ2, Oσ3O−1 where O is in the stabilizer
O2 of L2 in PU (2, 1) (a subgroup conjugate to PO(2, 1)). We will prove the following lemma which
implies the statement of the proposition:
Lemma 3.1. The real bendings about L2 sweep all possible deformations of the conjugacy class of
BA = σ3σ1.
This can be seen by computing the relative positions of the tangent space of the fiber of pi and the
image of the bending deformations by the differential of µ in the composite map:
C1 × C2 µ−→G pi−→T2/S2.
These subspaces of the tangent space TBAG can be seen in the Lie algebra g = su(2, 1) by right
translation by (BA)−1.
We will need the following important result (see Prop. 3.1 of [12]):
Lemma 3.2. Let L i and L j be twoR-planes in H2C, σi and σ j their associated R-reflections with product
g = σiσ j . If Oi , O j denote the stabilizers of L i and L j , Z(g) the centralizer of g in PU (2, 1), and oi ,
o j , z(g) the corresponding Lie algebras, then:
• there is an orthogonal decomposition z(g) = (oi + o j )⊥ ⊕ (oi ∩ o j ),
• if g is regular elliptic su(2, 1) = oi ⊕ o j ⊕ z(g).
The first claim is Prop. 3.1 of [12]. We derive the second claim (analogous to their Cor. 3.1) by noting
that if g is regular elliptic the intersection oi ∩ o j is trivial, and that the Killing form is non-degenerate.
Now we can write the deformations of BA = σ3σ1 by a real bending around L2 as paths
O(t)σ3O(t)−1σ1 with O(t) ∈ O2 and O(1) = Id. We differentiate this expression and obtain, translating
back into g by (BA)−1 and writing o = O˙(0),
(oσ3σ1 − σ3oσ1)σ1σ3 = (Id − Adσ3)o
with o ∈ o2. Thus the image of the vectors tangent to the bending deformations spans the subspace
(Id−Adσ3)(o2) of g. Now recall that the tangent space of the fiber of pi at the point BA is Im(Id−AdBA).
We will have shown the surjectivity of the differential of µ˜L = pi ◦ µL if we prove that the sum of
these two subspaces fills the whole tangent space TBAG; equivalently we show that their orthogonal
complements intersect trivially:
((Id − Adσ3)(o2))⊥ ∩ Im(Id − AdBA)⊥ = (Id − Adσ3)(o2)⊥ ∩ z(BA) = {0}.
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Indeed, we show successively:
• z ∈ (Id − Adσ3)(o2)⊥ ⇐⇒ (Id − Adσ3)z ∈ o⊥2 ;
• z ∈ z(BA) H⇒ (Id − Adσ3)z ∈ z(BA);
• o⊥2 ∩ z(BA) = {0};
• (Id − Adσ3)z ∈ o⊥2 ∩ z(BA) and z ∈ z(BA)⇐⇒ z = 0.
The first item is obtained by a computation:
z ∈ (Id − Adσ3)(o2)⊥ ⇐⇒ (∀o ∈ o2)〈o− Adσ3o, z〉 = 0
⇐⇒ (∀o ∈ o2)〈o, z〉 − 〈Adσ3o, z〉 = 0
⇐⇒ (∀o ∈ o2)〈o, z〉 − 〈o,Adσ3z〉 = 0
⇐⇒ (∀o ∈ o2)〈o, z − Adσ3z〉 = 0.
For the second item we compute, for z ∈ z(BA),
(Id − AdBA)(z − Adσ3z) = −(Id − AdBA)Adσ3z
= Adσ3σ1σ3z − Adσ3z = Adσ3(Ad(BA)−1z − z) = 0.
The third item follows from the above lemma, noting that
o⊥2 ∩ z(BA) = o⊥2 ∩ (o1 ⊕ o3)⊥ = (o1 ⊕ o2 ⊕ o3)⊥ = {0}.
The fourth item is obtained by noting that a z ∈ g which satisfies the left-hand side is both in
o3 = z(σ3) and in o1 which have trivial intersection if BA is regular elliptic. This concludes the proof of
the proposition. 
3.1.2. Reducible groups are decomposable
We have just seen that decomposable groups have locally the same image as all elliptic groups near an
irreducible group. The situation is simpler in the case of reducible groups, which are all decomposable
(so the image is obviously the same).
Proposition 3.2. Let A and B be two elliptic transformations with a common fixed point in H2C. Then A
and B are simultaneously decomposable.
This was proven in [11], Theorem 2.1 on p. 224. The result is also valid for hyperbolic reducible
groups (generated by two elliptic elements), which fix a point outside of H2C.
Proposition 3.3. Let A and B be two elliptic transformations which stabilize a common C-plane. Then
A and B are simultaneously decomposable.
Proof. This is easily seen once we recall the characterization of which R-reflections can appear in a
decomposition of an elliptic transformation. Given g ∈ PU (2, 1), we say that an R-plane L decomposes
g if there is a decomposition g = σσ ′ where σ is the R-reflection in L and σ ′ is another R-reflection.
We have proven in [11] (see Proposition 4 on p. 223) that:
• if g is a complex reflection in a point, then any R-plane through its fixed point decomposes g;
• if g is a C-reflection then any R-plane intersecting its mirror in a geodesic decomposes g;
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• if g is regular elliptic, it stabilizes exactly two C-planes (which contain its fixed point); then an
R-plane decomposes g if and only if it passes through its fixed point and intersects each of these
C-planes in a geodesic.
Now the proposition is obvious because if A and B stabilize a common C-plane it suffices to
consider an R-plane containing the geodesic in this C-plane joining the fixed points of A and B if
they are both regular elliptic (the other cases are even easier) to see that A and B are simultaneously
decomposable. 
3.1.3. Local convexity around the totally reducible vertices
All the results of the analogous section on elliptic triangle groups remain valid, because all of our
arguments (and computations) were based on reducible groups.
3.2. A Lagrangian obstruction
There is a condition on the pairs of angles of a triple of R-planes which intersect pairwise inside H2C
coming from the fact that the Riemannian angle between two geodesics, each in an R-plane, is bounded
by the angle pair as follows (see Proposition 1.2.2 and 1.2.3 of [24]):
Proposition 3.4. Let L1 and L2 be two intersecting R-planes with angle pair {θ1, θ2} (θi ∈ [0, pi[) and
let g1 ⊂ L1, g2 ⊂ L2 be two intersecting geodesics, with Riemannian angle λ ∈ [0, pi[. Then the
following inequality holds:
Min{θ1, θ2, pi − θ1, pi − θ2} 6 λ 6 Max{θ1, θ2, pi − θ1, pi − θ2}.
Recall that a characteristic feature of non-positive curvature (not necessarily constant; see [4], p. 6)
is that the sum of Riemannian angles in a geodesic triangle is less than pi . This fact, combined with the
above proposition, gives us the following condition in a Lagrangian triangle:
Proposition 3.5. Let L1, L2, L3 be three pairwise intersecting R-planes with angle pairs {θ1, θ2},
{θ3, θ4}, {θ5, θ6} (θi ∈ [0, pi[). Then the following inequality holds:∑
i=1,3,5
Min{θi , θi+1, pi − θi , pi − θi+1} < pi.
Now if as before we fix the first two angle pairs {θ1, θ2}, {θ3, θ4} and look at the possible values for
{θ5, θ6}; two possibilities can occur, according to the values of
α = Min{θ1, θ2, pi − θ1, pi − θ2} and β = Min{θ3, θ4, pi − θ3, pi − θ4}:
• If α + β < pi2 there is no constraint on {θ5, θ6}, because we always have
Min{θ5, θ6, pi − θ5, pi − θ6} 6 pi2 .
• If α + β > pi2 then {θ5, θ6} must satisfy the inequality
Min = {θ5, θ6, pi − θ5, pi − θ6} < pi − α − β.
This condition forbids a triangular region of T2/S2 near the middle of the diagonal, as in Fig. 11.
Compare with the analysis of which parts of the diagonal were attained in Section 2.6.
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Fig. 11. Obstruction in a Lagrangian triangle.
4. An example: Polygons containing Mostow’s lattices Γ ( p, t)
4.1. The configuration polygon
We consider a degenerate case where at least one of the generators is a complex reflection (one angle
is zero) or a complex reflection in a point (two equal angles); these cases do not exactly fit in the generic
description which we have given, so that we describe them here in detail. In fact in all these cases (except
the non-convex case of two C-reflections) we can prove that the image is exactly the locally convex hull
of the reducibles. The result is the following:
Proposition 4.1. If one of the generators A or B is a complex reflection or reflection in a point, but not
both, then the image of the momentum map is exactly the locally convex hull of the reducible walls. In
particular, if Wred is connected in the affine chart, then the image is a convex polygon. Moreover, for
each point on the boundary of the square which is in the image of irreducible pairs (A, B) by the product
map, the product AB is parabolic.
Recall that in general we do not know whether the latter points (with angles {0, θ}) represent parabolic
elements or complex reflections.
Proof. The argument is the same for both claims; it is simply the fact that if A or B is special elliptic
(a complex reflection or a complex reflection in a point) and if AB is also special elliptic, then the
group is reducible. Indeed, these two motions then each fix pointwise a complex line of CP2, and these
lines must intersect in CP2. Thus all chambers touching the diagonal at more than a reducible point are
excluded. 
A case of particular interest is the case of one complex reflection, since it contains the case which
originally motivated this work, that of Mostow’s lattices Γ (p, t) (see [21,22] and Figs. 12 and 15). We
go into this example in more detail, in the hope of finding new discrete groups in the pictures.
The reducible configuration now consists of the spherical reducible segment together with two non-
degenerate hyperbolic reducible segments (one at each vertex); we know from above that the whole
image is exactly the convex hull of the reducibles (see Fig. 12). In the figure we have also featured a
segment inside the polygon which represents Mostow’s one-parameter family of lattices Γ (p, t) (here,
each integer value of p corresponds to a different picture). We will focus on the case of Γ (3, t) in the
last section (in our notation, this is a segment inside the image for pairs {2pi3 , 4pi3 }, {0, 2pi3 }).
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Fig. 12. The picture for angle pairs { 2pi3 , 4pi3 }, {0, 2pip }, for p = 3 on the left and p = 2, 3, . . . , 10 on the right. The dotted line
and the central triangle represent Mostow’s family Γ (p, t).
4.2. The search for discrete groups
There is an obvious condition that a subgroup of PU (2, 1) must satisfy in order to be discrete (as in
any Lie group acting on a space with compact point stabilizers), namely that elements in this subgroup
which fix a point must be of finite order. For an elliptic element in PU (2, 1), this means that both of its
angles are rational multiples of pi ; in fact it is often safer to ask for integer fractions of 2pi (or for pairs of
the type {2pin , 2kpin }) for some generators if we hope for Poincare´-type tessellation conditions. Our setting
is well adapted to this simple idea because we can simultaneously control the angles of the generators
A, B and of their product. However, this only indicates what might be some interesting candidates for
discrete groups or lattices, and there remains the difficult question of deciding whether or not a given
group (defined by two matrix generators) is discrete.
A first difficulty is then to choose a place to start looking; we have chosen as a first step to further
investigate some cases where lattices or discrete groups were previously known to exist. For the time
being, we have only begun the search in the case of Mostow’s lattices Γ (3, t) (this will appear in [23]).
This case is not typical because one of the generators is a C-reflection, so that there are no fibers: each
point of the image of µ˜ (a triangle) corresponds to a single group (up to conjugacy).
We focus on the groups introduced by Mostow in his 1980 paper [21], which he denoted as Γ (p, t)
(where p = 3, 4, 5 and t is a real parameter); note however that this description also includes, for larger
integer values of p, 22 of the 27 Picard lattices (also known as the Deligne–Mostow lattices of dimension
2), as described in detail in his subsequent paper [22].
We will only describe briefly the construction of these groups, for which we refer the reader to (the
original paper or) [8]. The group Γ (p, t) is generated by three braiding complex reflections of order p
(R1, R2, and R3) which are cyclically permuted by conjugation by a motion J . We consider as in [8]
not exactly Γ (p, t) but the sometimes bigger group Γ˜ (p, t) generated by R1 and J (it contains Γ (p, t)
with index 1 or 3). We have noticed that these two generators are decomposed into R-reflections in the
following way (with the notation from [8]):{
J = σ12σ23
R1 = σ23τ.
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Fig. 13. Diagram of R-reflections for Γ˜ (p, t).
Fig. 14. The discrete groups Γ (3, t).
The elliptic motions R1 and J have respective angle pairs {0, 2pip } and {2pi3 ,−2pi3 }. A computation
using the explicit form for these matrices tells us that the product J R1 = σ12τ is semisimple with
eigenvalues −ηiφ = eipi(1+1/p+1/2−t/3) and ±√−ηiφ = ±eipi(1+1/p+1/2+t/3)/2 where η = eipi/p and
φ = eipi t/3. Thus it is elliptic and its angles are given by dividing the two eigenvalues of positive type by
that of negative type, which is here (by a tedious computation)−eipi(1+1/p+1/2+t/3)/2. We obtain for J R1
the angle pair {pi, pi2 ( 1p − 12− t)} (note that (J R1)2 is a complex reflection). The angles in the Lagrangian
triple are obtained by dividing all of these by two; this gives us the diagram of Fig. 13.
We now consider the case p = 3 and see how the family Γ˜ (p, t) fits into the picture of the momentum
polygon associated with angle pairs {0, 2pip } and {2pi3 ,−2pi3 }. Recall from Proposition 4.1 the complete
description of the momentum polygon in this case (angles {0, 2pi3 } and {2pi3 ,−2pi3 }). The polygon is the
triangle of Figs. 12 and 15, bounded by a spherical reducible segment, a hyperbolic reducible segment,
and the “boundary segment” [2pi, θ] for θ ∈ [2pi3 , 5pi3 ] which comprises parabolic conjugacy classes
(except at its endpoints).
Mostow’s groups Γ˜ (p, t) fit into this triangle as the segment of Fig. 12, which we now enlarge in
order to see the points corresponding to lattices (see Fig. 15). Note that this segment is characterized
by the fact that R1 and its two conjugates R2 and R3 satisfy a braiding relation of order 3 (namely,
Ri R j Ri = R j Ri R j ). There are eight values of the parameter t which yield lattices, listed in the table of
Fig. 14 along with the corresponding values of the (non-trivial) rotation angle of J R1.
An important thing to note is that this angle is closely related to one of the two conditions (the Picard
integrality conditions; see [8]) which ensure the discreteness of the group. Recall that these conditions
come from the analysis of only two conjugacy classes of C-reflections in the group, namely those of
R2R1 J and J−1R1R2; their rotation angle must be a rational multiple of pi if the group is to be discrete,
and it turns out that asking for both to be integer fractions of 2pi suffices to ensure this. Now the former
of these conjugacy classes contains (R1 J−1)2 and the latter contains (J R1)2, because R2 = J R1 J−1,
and so
R2R1 J = J R1 J−1R1 J = J (R1 J−1R1 J−1)J−1 and
J−1R1R2 = J−1R1 J R1 J−1 = J (J R1 J R1)J−1.
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Fig. 15. Mostow’s groups Γ˜ (p, t) inside the momentum polygon.
This means that one of the two discreteness conditions is immediately visible on our picture: the
angle of J R1 which depends on the parameters must be an even integer fraction of 2pi . In fact the
second condition also fits in the same picture, because it so happens that J−1 is conjugate to J , so that
the angles of R1 J−1 are contained in the same picture (but correspond to different points). The value
of the (non-trivial) rotation angle of R1 J−1 in the eight discrete groups is also listed in Fig. 14; the
corresponding points of the picture are in the same segment as the previous ones, to their right (note that
the segment bounces off the boundary, as in Fig. 15). This is an example of different points in the same
picture which yield conjugate subgroups of PU (2, 1); this situation becomes worse if we worry only
about commensurability classes of subgroups. In fact this simple idea of exchanging two among the four
fundamental classes of C-reflections is behind the isomorphisms and commensurabilities among lattices
discovered by Sauter (see [25]) and further investigated in the book of Deligne and Mostow (see [9]).
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