Abstract. High Performance Computing (HPC) is becoming much more popular nowadays. Currently, the biggest supercomputers in the world have hundreds of thousands of processors and consequently may have more software and hardware failures. HPC centers managers also have to deal with multiple clusters from different vendors with their particular architectures. However, since there are not enough HPC experts to manage all the new supercomputers, it is expected that non-experts will be managing those large clusters. In this paper we study the new challenges to manage HPC environments containing different clusters with different sizes and architectures. We review available tools and present LEMMing [1], an easy-to-use open source tool developed to support high performance computing centers. LEMMing integrates machine resources and the available management and monitoring tools on a single point of management.
Introduction
High performance computing (HPC) systems are typically found on universities and research centers. Broadly used to process large-scale scientific experiments and complex simulations, they are also very popular among enterprises. About 62% of the 500 most powerful supercomputers in the world are in the industry sector [2] . Recently, the PetaFlop barrier has been broken [3] . In other words, it is the capacity to sustain more than 10 15 floating point operations per second. That was achieved using supercomputers with more than 100,000 processing cores. They are on the top of the list of the 500 biggest supercomputers in the world. Since 1993, the TOP500.org portal collects information about the 500 world's most powerful systems. It publishes a ranking twice a year with the performance of many supercomputers measured by the LINPACK benchmark [4] . Observing the TOP500 statistics, it is possible to follow the evolution and trends of the HPC technology. Figure 1 shows the historical growth of the number of processors per system to obtain more powerful computers. Today, the vast majority of the TOP500 supercomputers have more than two thousand processors. Nowadays, the development of new technologies produces better hardware. However, the greater the number of nodes in a supercomputer, the greater is the chance of a failure in any of these nodes. Thus, management processes need to be faster and easier to handle failures quickly. Most cluster management and monitoring tools can handle huge supercomputers. However, they usually do not present very organized information and they are not user friendly. For example, most tools present the listing of the compute nodes of a cluster sequentially. On small clusters, it is not a problem, since it is easy to check several nodes listed on a screen. But on huge supercomputers, to find a single node on a sequential list with hundreds or even thousands of nodes is not practical. To solve this problem, the nodes can be easily organized on a hierarchy, but no tool has ever presented such solution. The user interface usability may not be so important for an expert manager, but with the spread of HPC, many supercomputers are managed by non-expert administrators, which may need an easy-to-use interface.
To manage a supercomputer includes ensuring the full access to its functionalities and resources, handling defects and problems as fast as possible. A queue system may be offered to distribute the access between users equally or due to some internal policy. For example, on an engineering company, the engineer group may have greater priority over the development group. It is also interesting to have monitoring tools to show the status of the machines over time and store critical scenarios that may be repeated. HPC centers usually have a complex and non-uniform infrastructure with different types of supercomputers. They use a variety of tools, including their own, to manage their HPC environment. It may be very hard to keep control of many resources using multiple tools. Each tool has its own user interface, web address and
