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Modeling the plastic deformation of metals has historically been achieved by consider-
ing only crystallographic slip, the dominant mode of plastic deformation. While suf-
ficient for materials that deform primarily by means of slip, many metals may exhibit
other modes of plastic deformation, and thus may not be accurately modeled by slip
alone. Deformation twinning is another mode of plastic deformation, characterized by a
rapid, large uniform shear of a discrete region of material, coupled with a reorientation
of the crystal lattice within said region. While witnessed in metals of various crys-
tal symmetries, metals comprised of hexagonal crystals are especially prone to exhibit
twinning, as they may require twinning to accommodate generalized plasticity. Due in
large part to limitations in computational capabilities, models have often ignored defor-
mation twinning. Existing models rely on the homogenization of the responses due to
both slip and twinning via a modified Taylor hypothesis, and thus fail to predict accurate
local states. Additionally, these models consider twin systems as modified slip systems,
obscuring the discrete nature of deformation twinning, as well as the disparity in relative
speeds at which each deformation mode propagates. Advances in computational capa-
bilities and model frameworks have allowed for the possibility to study this deformation
mode in more detail. A parallelized finite element framework is uniquely suited to ap-
proach this problem, as a proven platform for modeling high fidelity, finely discretized
representations of polycrystalline aggregates. A framework is presented, in which grains
within a microstructure are pre-discretized - based on their crystallographic orientation -
into discrete regions that may deform by deformation twinning. A boundary value prob-
lem is solved, in which the displacement of the nodes within a twin region are rapidly
mapped to their twinned location, the region’s crystal lattice is reoriented via three sep-
arate schemes, and the remainder of the body deforms by means of crystallographic slip
to accommodate this deformation. In this way, the extended framework retains the char-
acteristic differences between crystallographic slip and deformation twinning in a way
that existing models do not. Work is calculated due to the changes in local environments
due to twinning. Changes in local stress states are discussed in light of global and local
work measures and various parameters, including twin size and reorientation schemes.
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CHAPTER 1
INTRODUCTION
Metals are the primary material used in engineering applications. Understanding their
deformation response when subjected to loading is crucial in the design of materials,
the design of manufacturing processes, and the design of engineering components [75].
Metals, however, are often complex materials with complex behaviors, and understand-
ing their deformation responses is non-trivial [51, 65]. Primarily, heterogeneity in terms
of a material’s microstructure, as well as complex deformation responses by single crys-
tals [28, 84], contribute to limited understanding of both the elastic and plastic responses
of metals. In light of these characteristics, predicting deformation responses of met-
als quickly becomes unmanageable without the aid of mathematical models [86, 17].
Simulating the deformation of materials by representing their microstructures provides
insight into the development of plasticity at the crystal scale [129, 85, 131], and the
influence that both the microstructure and the crystal behavior have on the resulting
macroscopic behavior [99]. Understanding the microstructure-property relationship of
polycrystalline metals is best achieved through the use of sophisticated crystal scale fi-
nite element simulations performed on high-fidelity representations of microstructures.
Metallic single crystals may appear in many different atomic configurations, chiefly
crystals that exhibit either cubic or hexagonal symmetry. Hexagonal close packed crys-
tals are especially interesting due to their propensity to both appear in high strength
structural metals (such as titanium alloys [75]), as well as exhibit a relatively high de-
gree of anisotropy in terms of their elastic and plastic responses [126, 33, 56, 111, 18,
49, 128, 136]. Metals deform plastically primarily by means of crystallographic slip.
Slip is a spatially diffuse, spatially heterogeneous mode of deformation [131], which
propagates at a rate determined by the local environment, and can cause shear of an
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arbitrary magnitude.
While the plastic deformation response of crystals exhibiting cubic symmetry is of-
ten successfully modeled using only a single family of crystallographic slip systems,
hexagonal crystals often require multiple sets of slip systems to accommodate gen-
eralized plastic deformation [84]. The plastic behavior of many hexagonal crystals
is debated - while the plastic behavior of hexagonal crystals is widely accepted to be
anisotropic, debate centers on the relative strength between slip system families. Simi-
larly, the description of the elastic response of a single hexagonal crystal requires more
parameters than cubic crystals, and it is often difficult to accurately quantify single crys-
tal elastic constants [126]. Deformation responses will vary depending on both the initial
relative strengths, as well as the elastic moduli [60, 33]. As such, metals comprised of
hexagonal crystals are difficult to model, and require robust experimental data to inform
the model [127, 39, 61].
Lending to even further complexity, hexagonal crystals (and indeed crystals of other
symmetries) may exhibit other modes of plastic deformation in addition to crystallo-
graphic slip [28, 84, 51]. Deformation twinning is a distinct mode of inelastic deforma-
tion characterized by the defined, uniform shear of a volume of material, coupled with
a reorientation of the crystal lattice within the volume, which forms nearly instanta-
neously [26, 97]. This is in direct contrast to slip, which is spatially diffuse, has no large
lattice reorientation, and propagates at a rate several orders of magnitude slower than
twinning. Upon activation, the appearance of a twin has the potential to quickly change
local stress states in the vicinity of the twin, as large deformation occurs coupled with
the introduction of new grain boundaries (twin boundaries) [99, 130]. The introduction
of new boundaries and reorientation of the crystal lattice could have effects upon the
strength and ductility of the aggregate at large [97]. Simply put, deformation twinning
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is vastly different from crystallographic slip in nearly every respect.
Twinning has largely been ignored in deformation models for a variety of reasons,
including the propensity of most metals to deform mainly by slip and the lack of robust
experimental data. Primarily, however, limitations in computational capabilities have
hindered the development of computationally intensive models. The discrete nature of
twins were historically difficult to represent, as models did not spatially resolve single
crystals. Additionally, the presence of two deformation modes with disparate time scales
renders a system analogous to a stiff differential equation [90, 116], lending to further
computational complexity. This has resulted in the development of models which trade
away the prediction of local responses to instead focus on accurate prediction of bulk
responses [52, 119, 58]. Historic material modeling employed the Taylor hypothesis,
which considered each material point to represent many single crystals [8, 88]. The
response at each material point would be calculated using a homogenization technique,
considering the various crystal responses at that point. Relatively recent modeling devel-
opments have led to less use of homogenization techniques in favor of fine discretization
of the microstructure, such that discrete grains are modeled [12, 137, 93]. This allows
for the study of heterogeneous intragrain deformation fields.
Various attempts have been made to create models to predict the deformation re-
sponse due to twinning. Chief among them, models which consider twinning as a
“pseudo-slip” system have emerged as the primary method to represent twinning as
a deformation mode [58, 113]. Twin systems are considered at each material point as
additional slip systems. The model homogenizes the deformation at a material point
due to both slip and twinning by considering the “volume fractions” of the material as-
sumed to be deforming by either deformation mode (that is, a homogenization parame-
ter determining the contribution of each deformation mode toward the total deformation
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response). While reportedly successful in predicting bulk responses such as texture evo-
lution and volume fractions of regions that have twinned, the model fails at accurately
predicting fine local deformation fields. Considering a twin system in a similar way
to how slip is modeled obscures the physical differences between the two - namely by
ignoring the discrete nature of twinning, and the relatively high shear rates associated
with twinning. The ability to discretize a grain into multiple elements - and thus the
abandonment of homogenization techniques in these types of simulations - has led to
this class of model being employed beyond its intended scope.
Recent strides in both experimental and computational capabilities have afforded
researchers the ability to study deformation twinning more deeply [121, 14, 123]. Ex-
perimentally, developments in high energy X-ray diffraction have facilitated the ability
for the appearance of twins to be witnessed in situ. The development of fast digital
detectors has allowed for the precise measurement of diffraction peaks associated with
different grains within a microstructure [41, 85], and the ability to track crystals which
may be twins associated with other crystals [120, 121]. The recent advent of high energy
diffraction microscopy, or “near field” diffraction, allows for a non-destructive mapping
of a material’s microstructure [73, 123, 2]. In conjunction with one another, and ex-
pected advancement in both techniques, experimental observation and understanding of
deformation twinning are likely to accelerate [120, 123, 2, 3].
Computational capabilities have increased such that the fidelity of microstructural
representations has allowed for fine microstructural features to be represented [93].
Grains are now commonly discretized into many elements, which allows for complex
local heterogeneous deformation to be studied [131, 61]. Instantiation methods have
similarly been developed to rapidly and reliably instantiate and mesh these aggregates
[93, 94, 92]. Crystal scale finite element frameworks [78, 77] have advanced to be both
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fast and reliable - as parallelization of code has allowed for much larger simulations
to be run, and confidence in existing models has grown with respect to their ability to
model plastic deformation by means of crystallographic slip [60]. Indeed, the major-
ity of contemporary simulations of the deformation of crystalline solids are performed
using crystal plasticity models on three-dimensional representations of microstructures
[99] - a departure from simulations performed even as late as the mid 2000s, where
models were often simplified [8, 88], and microstructural representations were either
low fidelity [129] or reduced to relatively small material volumes [12].
1.1 Overview of Discrete Deformation Twinning Framework
Computational increases have afforded the opportunity to approach the problem of de-
formation twinning in a manner previously hindered by hardware capabilities, which
led to significant modeling assumptions. The focus of this dissertation is to represent
deformation twinning in a fundamentally different way than the most prevalent exist-
ing modeling effort - the pseudo-slip scheme - so as to maintain distinct characteristic
differences between deformation twinning and crystallographic slip. To reiterate, the
pseudo-slip scheme obscures the differences between crystallographic slip and defor-
mation twinning by ignoring twinning’s discrete nature and relatively high shear rate.
The framework proposed in this study intends to utilize recent computational advance-
ments to more accurately represent deformation twinning by focusing on maintaining
these fundamental differences between crystallographic slip and twinning. By eschew-
ing the current assumptions employed in the modeling of deformation twinning, this
novel framework allows for the study of reactions of neighboring regions due to defor-
mation twinning, as well as a test bed for approaching the questions of twin nucleation
and growth. Specifically, this study focuses on the pre-discretization of a three dimen-
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sional polycrystalline aggregate into regions which may be considered for twinning.
Motion due to twinning is considered by mapping the nodal points contained within a
discrete twin region to their expected twinned location at a relatively rapid rate. In these
ways, twinning is more accurately represented than in existing modeling efforts, as the
main characteristic differences between crystallographic slip and deformation twinning
are maintained.
To accommodate the discrete nature of deformation twins, polycrystalline aggre-
gates are pre-discretized into lamellar regions that may be considered for twin activation
at some point during deformation. To achieve this, a domain representing a sample is
discretized into grains, as shown in Figure 1.1(a) (for sake of simplicity, a two dimen-
sional sample is illustrated, though the concept is generalized for three dimensions).
Grains may then be further discretized into lamellar regions (Figure 1.1(b)) utilizing
recent instantiation methods developed in a previous study [61]. Lamellar regions are
oriented to represent twin regions by considering the crystallographic orientation of a
grain, as well as the twin system in question. A robust finite element mesh is gen-
erated (Figure 1.1(c)) for the entire aggregate, including sub-grain lamellar features.
Thus, discrete regions that may be considered for deformation twinning are explicitly
represented, allowing for the simulated motion of discrete twin regions, rather than con-
sidering twinning as an auxiliary slip system and homogenizing the local deformation
response.
The instantiation of discrete regions considered for twinning and the construction of
an attendant finite element mesh allow for the mapping of the nodal coordinates to their
expected twinned locations. At some point in deformation, a twin region is considered
for activation, and it’s elements and nodes identified (Figure 1.2(a)). With knowledge of
the crystallographic orientation of the crystal, along with the twin system in question,
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(a) (b) (c)
Figure 1.1: Illustrations depicting a two dimensional sample (a) discretized into
grain structures, (b) further discretization of a single grain into lamel-
lar sub-grain structures, and (c) attendant finite element mesh of the
geometry including lamellar sub-grain structures.
the shear direction and amount of shear is known. Boundary conditions in the form
of velocities are temporarily applied at the nodal points within a twin region (Figure
1.2(b)). Velocities are chosen such that the shear rate for the twin region is several orders
of magnitude faster than shear rates typically associated with slip. For chosen velocities,
an appropriate time step is calculated such that nodal points are mapped to their expected
twinned locations (Figure 1.2(c)), and the surrounding regions react to the twin event by
deforming via crystallographic slip. Here, the proposed framework differs from existing
modeling efforts in that twins are considered as discrete sub-grain features rather than
considered at material points, and the large relative differences in shear rates between
slip and twinning is maintained, rather than obscured in a homogenization scheme.
In summary, the proposed framework aims to extend beyond the assumptions em-
ployed in current deformation twinning modeling efforts by focusing on both the inser-
tion of discrete twins within a polycrystalline aggregate and maintaining relative rate
differences between slip and twinning. A crystal plasticity finite element framework
is utilized, and is uniquely suited to handle the problem of deformation twins due to
both the ability to represent discrete twin regions, and to map nodal points due to twin
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(a) (b) (c)
Figure 1.2: Illustrations depicting the (a) identification of mesh features within a
twin region, (b) velocity boundary conditions applied at nodes, and (c)
nodes of twin region mapped to expected twinned locations.
motion. Regions which may deform by twinning are represented in high fidelity poly-
crystalline aggregates by discretizing grains into lamellar regions. This is in contrast to
existing methods, which simply homogenize the deformation responses due to crystal-
lographic slip and twinning at local material points, failing to accurately represent the
discrete character of twins. Motion due to twinning is achieved by mapping the nodal
points of the twin region to their expected positions over a relatively short time period,
and reorienting the crystal lattice within the twin region, while the surrounding regions
accommodate this deformation by considering only crystallographic slip. Again, this is
in contrast to existing methods, as the proposed framework maintains discrete motion
mapping and relative rate disparity, which are both obscured in traditional homogeniza-
tion schemes. Additionally, the wholesale reorientation of a discrete region of material
essentially creates a new grain within the aggregate. This changes the spatial distribution
of grains and introduces new grain to grain interactions which are known to influence
the development of plasticity in an aggregate [11, 61].
By considering discrete twins, the framework allows for the detailed study of global
and local effects on the deformation of a polycrystalline aggregate due to the onset of
twinning. The reaction of surrounding regions due to the imposed motion of the twin re-
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gion is calculated, and changes of local deformation fields around the vicinity of a twin
region may be studied. Additionally, global and local energetic metrics - such as the to-
tal and plastic work due to twinning - may be calculated. The framework also serves as
a testbed for studying twin nucleation and growth, and even provides an approach to the
problem of transformation induced plasticity. Existing modeling methods, by consid-
ering deformation twinning as a pseudo-slip system and homogenizing the response at
material points due to both deformation modes - obscures the characteristic differences
between the two modes, and eliminates the possibility of studying similar phenomena
in a way that the proposed framework affords.
In the following chapter (Chapter 2), background of crystallographic slip, deforma-
tion twinning, and material modeling is discussed, including existing efforts to model
deformation twinning. Extension of the framework to include the ability to include
discrete deformation twins is then outlined (Chapter 3), followed by results of key sim-
ulations (Chapter 4), a discussion of the results (Chapter 5), and future extensions of this
study (Chapter 6). A full description of the finite element implementation may be found
in Appendix A. This is followed by two studies which confirm both the validity of the
existing framework with respect to crystallographic slip, as well as highlight the ability
to model heterogeneous intragrain deformation (Appendices B and C), and Appendix C
additionally contains a description of the instantiation method used in this study.
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CHAPTER 2
BACKGROUND
This chapter is devoted to defining modes in which crystals may deform, and formaliz-
ing the terminology and methodology used and discussed in subsequent chapters. While
twinning is observed in crystals of various symmetries, due to the propensity for hexag-
onal crystals to exhibit twinning, focus is given to hexagonal crystals over other crys-
tal types. Discussions herein will be almost exclusively devoted to crystals exhibiting
hexagonal symmetry. However, it should be noted that the theory discussed in this
chapter - in general - is not limited to hexagonal crystals, and the extended framework
described later in this study is not unique to any crystal type. Here, formalism related
to crystallographic slip and deformation twinning in hexagonal crystals is defined. This
is followed by an overview of some experimental observations of twinning and descrip-
tions of physical character. Finally, a full description of the crystal plasticity finite ele-
ment framework employed and extended in this study is presented, as well a description
of the current popular method for modeling deformation twinning.
2.1 Deformation of Hexagonal Crystals
2.1.1 Slip and Twin Formalism
When a load is applied to crystals, the body at first deforms elastically - that is, the
atomic lattice stretches such that the distance between atoms changes, but their location
within the lattice stays the same. In the elastic regime, when load is decreased, the atoms
return to their original relative order and spacings. As load is increased, however, the
lattice will reach a point at which it will no longer continue to stretch, and the atoms’
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positions in the lattice may change irreversibly, such that when the load is removed,
the atoms no longer return to their original position. Plastic deformation of crystalline
solids is often described by crystallographic slip. Figure 2.1(a) depicts a single crystal,
with an enlarged view of a generic atomic lattice. When a load is applied, and the
lattice can no longer accommodate elastic deformation, slip shifts the registry between
crystallographic planes as depicted in Figure 2.1(b). The atomic positions shift, and the
material above the slip plane shifts accordingly to accommodate the shape change due
to deformation. Note that slip is spatially diffuse - in that it can occur anywhere within
the crystal - and the magnitude of slip is not constrained.
(a) (b)
Figure 2.1: Illustrations depicting (a) a single crystal and an enlarged depiction of
a generic lattice, and (b) crystallographic slip.
Plastic deformation is an isochoric process. In general, six strains are necessary
to describe a strain state, though the isochoric constraint reduces the number of inde-
pendent strains to five. Thus, to allow for generalized plasticity - that is, the ability to
describe any shape change - a total of five linearly independent slip systems are neces-
sary [51]. In crystals exhibiting hexagonal symmetry, three families of slip systems are
often considered to meet this requirement. The most common families considered are
the basal, prismatic, and pyramidal slip systems, illustrated in Figure 2.2. The basal and
prismatic slip systems are referred to as 〈a〉-type slip systems - as they allow the crystals
to slip only in the direction of one of the 〈a〉 axes. Similarly, pyramidal slip systems
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are referred to as 〈c + a〉-type slip systems, as they allow for slip in a direction with a
component aligned with the 〈c〉-axis. Slip systems are often described by the direction
of slip, 〈h k i l〉, and the plane on which slip occurs, {h k i l}, using the Miller-Bravais
notation (summarized in Table 2.1).
Figure 2.2: Primary slip systems of hexagonal close packed crystals.
Slip System Name Number of Systems m s
Basal 3 {0 0 0 1} 〈1 1 2 0〉
Prismatic 3 {0 0 1 0} 〈1 1 2 0〉
Pyramidal 12 {0 0 1 1} 〈1 1 2 3〉
Table 2.1: Primary slip systems of hexagonal close packed crystals.
Each slip family has an associated slip strength - that is, a point at which slip is acti-
vated. Slip is commonly observed on 〈a〉-type slip systems due to their ease of activation
(low strength). In some hexagonal close packed crystals, the 〈c + a〉-type systems may
be difficult to activate due to a relatively high strength [75]. This relegates slip to di-
rections perpendicular to the 〈c〉-axis, thus inhibiting general plastic deformation if only
slip is considered. In these metals, deformation twinning may be observed.
Figure 2.3 illustrates a single crystal specimen undergoing deformation twinning.
Note the difference between this mode of deformation and that of slip. Firstly, while the
deformation associated with slip occurs between single lattice planes, in twinning, some
volume of the material experiences a uniform shear (the “twin”) whereas the rest of the
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material remains undeformed (the “parent”). Next, the crystal lattice experiences a large
reorientation in the volume that has sheared due to deformation twinning so as to mirror
across the twin plane. Additionally, the magnitude of twinning is fixed, such that each
twin experiences the same shear of a defined magnitude, while slip is unconstrained in
this measure. Not illustrated is the fact that the shear rate due to twinning is much faster
than that due to slip [99].
Figure 2.3: Illustration of a single crystal deforming by twinning.
Twin systems allow for the necessary deformation in the direction of the crystal 〈c〉-
axis [75, 20] (representative examples shown in Figure 2.4). Similar to slip systems,
twin systems may be broadly described by the direction of twin shear, 〈h k i l〉, and the
plane on which shearing occurs, {h k i l}.
Figure 2.4: Primary twin systems of hexagonal close packed crystals.
In addition to the direction of twin shear and the twin plane (in general, η1 and K1,
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respectively), twins may also be described in terms of a second undeformed plane (K2
in the configuration pre-twinning, K′2 in the configuration post-twinning), a direction
perpendicular to the first undeformed plane on the second undeformed plane (η2 and
η′2 in similar configurations), their width, w, and the shear magnitude, S . These planes
and directions are illustrated for a generic twin in Figure 2.5. Full descriptions of the
twin systems illustrated in Figure 2.4 in terms of these planes and directions are given
in Table 2.2.
Figure 2.5: Illustration of generic twin deformation.
K1 η1 K2 η2 S
{1 0 1 2} 〈1 0 1 1〉 {1 0 1 2} 〈1 0 1 1〉 0.167
{1 1 2 1} 〈1 1 2 6〉 {0 0 0 1} 〈1 1 2 0〉 0.638
Table 2.2: Description of primary twin systems of hexagonal close packed crystals.
Descriptions of this reorientation are often grouped into two main descriptions - so
called twins of the first kind and twins of the second kind [97]. A twin of the second
kind description is described as a 180◦ rotation of the crystal lattice about the twin shear
direction, and is extremely rare (witnessed in uranium and low symmetry geological
materials [22, 97]). Focusing on the twin of the first kind description, the reorientation
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of the lattice is described as a 180◦ rotation of the crystal lattice about the twin plane
normal - or, in other words, a reflection across the twin plane. Figure 2.6 depicts the
parameters necessary to describe a twin of the first kind as well as the undeformed
planes depicted in Figure 2.5.
Figure 2.6: Illustration of a twin of the first kind.
The reorientation of the crystal lattice due to twinning may be very large. For hexag-
onal titanium crystals, twinning on the {1 0 1 2} system produces a reorientation such that
the 〈c〉-axes of the parent and twin crystal deviate by ∼85◦ (see: Chapter 4.2). That is,
a crystal originally with it’s 〈c〉-axis aligned with the loading direction, upon twinning,
reorients such that it’s 〈c〉-axis is nearly perpendicular to the loading direction. This
substantial reorientation of the crystal lattice has the potential to markedly effect the
local response of the material. Figure 2.7 depicts the directional modulus of the hexag-
onal phase of Ti-6Al-4V as a function of the deviation of the crystal’s 〈c〉-axis from the
loading direction [51, 60].
Consider a crystal with its 〈c〉-axis aligned with the loading direction, which has a
directional modulus of ∼170GPa. Upon twinning, the crystal reorients such that it’s di-
rectional modulus is much lower, only ∼120GPa. Additionally, while the parent crystal
is - in this case - unfavorably aligned for crystallographic slip on the weak basal and
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Figure 2.7: Directional modulus of the α phase of titanium alloy Ti-6Al-4V.
prismatic planes, the twinned crystal is favorably aligned for slip on the prismatic slip
systems. The disparate behavior of the twinned crystal with respect to it’s parent, how-
ever, will depend on a number of factors - mainly the parent crystal’s orientation, twin
system, crystal ca ratio, degree of elastic anisotropy, and degree of plastic anisotropy in
terms of crystallographic slip.
2.1.2 Orientation Formalism
Hexagonal crystals are anisotropic - meaning a crystal’s deformation response is depen-
dent on the direction of loading. As such, a consistent method for describing a crystal’s
orientation with respect to some fixed reference is advantageous. Crystallographic ori-
entation is often represented as a rotation to bring to bring one reference frame into co-
incidence with another. This rotation may be described by a rotation matrix constructed
from the basis vectors of the sample frame, e, and the basis vectors for the crystal frame,
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e′, as:
RC,Si j = ei · e′j =

e1 · e′1 e1 · e′2 e1 · e′3
e2 · e′1 e2 · e′2 e2 · e′3
e3 · e′1 e3 · e′2 e3 · e′3
 (2.1)
This rotation is in a “crystal-to-sample” convention, in which the constructed rotation
is one that brings the crystal frame into the fixed sample reference frame. The function
of this rotation is visually represented in Figure 2.8, in which two orthonormal bases
are shown with the rotations necessary to bring each into coincidence with one another.
Here, the superscript “C, S ” denotes a rotation which brings a crystal reference frame
into coincidence with a fixed sample reference frame, while “S ,C” performs the oppo-
site operation.
Figure 2.8: Illustration of a transformation from the crystal basis to a fixed refer-
ence basis.
Orientations may be alternatively described using angle-axis parameterizations [43].
Angle-axis parameterizations represent rotations by considering an axis of rotation, and
a rotation about that axis (an example is shown above in Figure 2.6). Of the existing
angle-axis parameterizations, quaternions and Rodrigues’ vectors are perhaps the most
useful for crystallography and twinning in some respects. First, the Rodrigues’ parame-
terization is described as:
r = tan
(
ω
2
)
n (2.2)
where n is the axis which the body is being rotated about, and ω is the amount of
17
rotation. Rodrigues’ vectors are useful in plotting orientation distribution functions in
orientation space. While Rodrigues’ space is infinite, a fundamental region may be
defined which bounds all unique orientations for a given crystal symmetry. Additionally,
these fundamental regions are bounded by planes, unlike orientation spaces for Euler
angles (see [43, 70]). Finally, a crystallographic fiber - that is, the set of orientations
with a specific crystallographic direction aligned with a specific sample direction - is
represented by a line in Rodrigues’ space.
A quaternion is a four dimensional unit vector defined as:
q =

q0
qn
 =

cos
(
1
2ω
)
sin
(
1
2ω
)
n
 (2.3)
Quaternions are advantageous due to the ease in finding products of multiple rotations,
as well as the fact that quaternion orientation space is finite (limited to the surface of a
four-dimensional sphere).
Descriptions of conversions between many orientation parameterizations - including
rotation matrices, Rodrigues’ vectors, and quaternions - are summarized in [100].
2.1.3 Deformation Twinning Observations
Deformation twinning has been witnessed experimentally in a wide variety of metals
[26], including cubic metals [24, 98, 110, 108] and hexagonal metals [21, 102, 124, 5,
138, 135, 123]. Twinning was historically witnessed primarily in crystals exhibiting
hexagonal symmetry. Cubic crystals were thought not to experience deformation twin-
ning until the mid-1960s [97], when a number of researchers witnessed the formation
of twins in face centered cubic crystals [24, 98], and continued work has reaffirmed the
crystal’s ability to deform by twinning [110, 108]. Body centered cubic crystals may
18
also exhibit twinning [48], though it is often observed at very low temperatures [97, 99].
Twinning has also been observed in other materials (such as geologic materials), or
crystals exhibiting lower symmetry (e.g., orthorhombic uranium [22]).
For decades, researchers have utilized a number of techniques to witness twins -
including optical microscopy [96, 6], transmission electron microscopy [48, 79], elec-
tron backscatter diffraction [124, 14], neutron diffraction [21], and high energy X-ray
diffraction [64, 121, 15, 122, 2]. The latter two methods have been employed in more
recent years, especially high energy X-ray diffraction. The former two experimental
techniques have largely been used to determine the character of twins. Figure 2.9 de-
tails two historic micrographs (reproduced from [96] and [6]) showing twins forming in
metals comprised of crystals exhibiting hexagonal symmetry. The twins in Figure 2.9(b)
are bounded by parallel planes, and thus are of the lamellar type. Some twins also may
form where the twins terminate at a singular point at their ends, referred to as lenticu-
lar twins. Figure 2.9(a) details both lamellar and lenticular twins - note how the larger
twins stay planar throughout their lengths, even when terminating at a grain boundary,
whereas some of the smaller twins experience a reduction in thickness as they approach
their terminal points.
Electron backscatter diffraction additionally affords the ability to measure orienta-
tions of crystals, thus providing validation of twin orientation relationships [14]. Utiliz-
ing a combination of electron backscatter diffraction and high resolution digital image
correlation allows for the study of straining on surfaces, and the investigation of surface
strain states near twin tips. It has been observed that areas of high stress concentrations
form in the vicinity of the tip of a deformation twin, extending into neighboring grains
[4]. High resolution electron microscopy [135] affords information concerning the re-
orientation of the crystal lattice at a much smaller scale. Figure 2.10 (reproduced from
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[135]) details an example crystal lattice reorientation across a twin boundary. Note the
mirroring of the crystal lattice across the twin boundary.
(a) (b)
Figure 2.9: Historic optical micrographs of (a) {1 1 2 2} twins in polycrystalline
zirconium, reproduced from [96], and (b) {1 0 1 2} twins in single crys-
tal titanium, reproduced from [6].
Figure 2.10: High resolution electron microscopy image of a crystal lattice with
twin boundaries marked for a magnesium-titanium alloy with hexag-
onal crystal symmetry (reproduced from [135]).
Some observations have suggested that the development of plasticity by means of
crystallographic slip may be arrested within twins, or at least restrict slip to planes nearly
parallel to the twin planes [58, 102, 99]. This is proposed as an effect of the hardening
of the twin region [102] by means of a combination of both a Hall-Petch effect, and
the so called Basinski mechanism [13, 59] which describes an increase in slip strength
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within a twin. Portions of the parent grain neighboring the twin must accommodate the
deformation, and as such twins may continue to grow, or the surrounding body deforms
by means of crystallographic slip. In some cases, voids or cracks may form if the body
is otherwise unable to accommodate the formation of the twin [97, 122].
Roters outlines three main factors proposed to be linked to the formation of defor-
mation twins - temperature and strain rate, grain size, and stacking fault energy [99].
These mechanisms are also outlined by Christian [26]. Reported findings on tempera-
ture dependence seem to be conflicting, with trends pointing both to a positive corre-
lation between temperature and the formation of twins [76], and a negative correlation
[16]. Similarly, literature is inconclusive on the role that strain rate plays in the forma-
tion of twins. Materials with relatively low stacking fault energies are often observed
to be prone to deform by twinning, and it has been proposed that stacking fault energy
decreases as temperature decreases. Indeed, few models have been proposed, and the
most popular (described later in Chapter 2.3) considers twins to activate in the same way
as slip systems - that is, when the resolved shear stress reaches a threshold - often with
no regard to the above mentioned factors. Christian discusses this pseudo-slip proposal,
detailing various studies with conflicting results [26].
Many of the methods described above are performed on surfaces of specimens, and
performed ex situ - that is, after deformation has occurred. Ideally, in situ tests would
be performed to gather data on the formation of deformation twins in real time. Specif-
ically, high energy X-ray diffraction and high energy diffraction microscopy hold the
greatest promise in developing experimental data sets to study deformation twinning.
High energy X-ray diffraction allows for the deduction of grain average stress states
for polycrystalline aggregates [41, 85, 131]. Twins may be observed to appear as new
diffraction peaks in high energy X-ray diffraction experiments [120]. Developments
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and improvement of the high energy diffraction microscopy method [73, 2, 127] could
allow for the precise spatial locations of twins to be deduced. In conjunction, these
methods have the ability to provide information concerning local grain-averaged stress
states prior to twinning, and the knowledge of when and where deformation twins form
[123]. This data, though not necessarily deterministic in terms of twin initiation, could
be coupled with simulations to better understand possible nucleation mechanisms.
In summary, observations of deformation twins provide insight into their character in
terms of their shape, as well as quantitative measures such as the shear due to twinning
and the reorientation of the lattice. However, observations have yet to provide conclusive
evidence as to the mechanism of twin nucleation or propagation. Whatever mechanism
drives the formation of twins, a robust test-bed must be developed to simulate responses
of discrete twins to gain better insight into their local effects so as to better understand
why they occur.
2.2 Crystal Plasticity Finite Element Method
In this section, the crystal plasticity finite element framework considering only crys-
tallographic slip is discussed. The framework herein uses a rate dependent restricted
slip model [8] and Voce type hardening law [65] to predict the deformation of single
crystals due to slip. Initially developed employing a Taylor hypothesis, and intended
to predict texture evolution, these models were later implemented to predict the defor-
mation of polycrystals in full field simulations [78, 77], assuming isotropic elasticity.
Further developments extended the framework to include anisotropic elastic behavior
and the ability to model intragrain deformation responses by finely discretizing single
crystals (foregoing the Taylor hypothesis), and it was eventually employed on realis-
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tic representations of microstructures [81, 11, 129, 41, 93, 132]. Here, the kinematics
of deformation are discussed, followed by the constitutive models employed, the state
evolution equations, and a brief description of the solution method (finite element im-
plementation). This framework serves as the basis for the current study, and extension to
include deformation by means of twinning is described in later a later chapter (Chapter
3).
2.2.1 Kinematics
Deformation and motion of material is achieved through an elastic stretch, a rotation,
and plastic deformation. The total deformation gradient for a material point is decom-
posed into these three components (elastic, Fe, plastic, FP, and a rotation, FR - shown
schematically in Figure 2.11):
F = FeFRFP (2.4)
The elastic portion of deformation is assumed to be composed of small elastic strains,
Ee, and is approximated by:
Fe = I + Ee
where ‖Ee‖ << 1
(2.5)
To better accommodate rate dependence of plastic flow in the numerical implemen-
tation, kinematics may also be considered in a rate form. To this end, the velocity
gradient, L, is deduced from the deformation gradient:
L = F˙F−1 (2.6)
where “˙” denotes the time rate of change of a given variable - in this case the rate
of change of the deformation gradient. The velocity gradient is decomposed into the
23
Figure 2.11: Illustration depicting kinematic decomposition of the deformation
and motion of material.
deformation rate, D, and spin, W:
L = D + W (2.7)
Substituting Equation 2.4 into Equation 2.6, and separating the deformation rate
into its hydrostatic and deviatoric components yields expanded forms of the deviatoric
deformation rate and the spin (note that the small elastic strain assumption in Equation
2.5 has been employed):
D′ = E˙e
′
+ DˆP
′
+ Ee
′
WˆP − WˆPEe′
and W = WˆP + Ee
′
DˆP
′ − DˆP′Ee′
(2.8)
where “′” denotes the deviatoric component of a given variable. The plastic portions of
the deviatoric deformation rate and the spin are transformed to the plastic intermediate
configuration (denoted by “ˆ”) - illustrated in Figure 2.11 - by means of the rotation
portion of the deformation gradient:
DˆP
′
= FRDP
′
FRT
and WˆP = FRWPFRT
(2.9)
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2.2.2 Constitutive Equations
The elastic portion of deformation is governed by Hooke’s law,
τ = C(r)Ee (2.10)
where the Kirchhoff stress, τ, is related to the elastic strain through the use of a fourth
order anisotropic stiffness tensor, C, which is reduced to reflect the symmetry of the
crystal [84]. Additionally, orientation dependence of the stiffness tensor is included by
means of the Rodrigues parameterization, r, of a crystal’s orientation.
Plasticity is governed by a rate-dependent restricted slip model. The plastic portion
of the velocity gradient is decomposed into the plastic deformation rate and the plastic
spin in a similar fashion to Equation 2.7. The plastic deformation rate, DˆP
′
, is a linear
combination of simple shearing modes:
DˆP
′
=
∑
k
γ˙kPˆk
where Pˆk = sym
(
sˆk ⊗ mˆk
) (2.11)
where γ˙k denotes the shearing rate on a slip system, k, and Pˆk is the symmetric portion
of a slip system’s Schmid tensor - constructed using a slip system’s slip direction, sˆk,
and plane normal, mˆk. Slip systems commonly considered for hexagonal close packed
crystals are shown in Figure 2.2. The plastic spin is defined as:
WˆP = F˙RFRT +
∑
k
γ˙kQˆk
where Qˆk = skw
(
sˆk ⊗ mˆk
) (2.12)
where Qˆk is the skew portion of the Schmid tensor.
The shearing rate of a given slip system is defined using a power law expression
to introduce rate dependence (controlled by m), and relates the shearing rate on a slip
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system to the resolved shear stress of a system, τk:
γ˙k = γ˙0
( |τk|
gk
) 1
m
sgn(τk)
where τk = tr(Pˆkτ′)
(2.13)
Here, the shearing rate on a slip system is scaled by the fixed-state strain rate scaling
coefficient, γ˙0, and is dependent on a slip system’s current strength, gk.
2.2.3 State Evolution
The state of a given point in a material is described using the current crystallographic
orientation and the current slip system strengths. The evolution equations of these vari-
ables are cast in a rate form. First, the evolution of the orientation of a crystal is again
written in terms of its Rodrigues parameterization:
r˙ =
1
2
(ω + (ω · r) r + ω × r) (2.14)
where ω is defined using the plastic portion of spin:
ω = vect
WˆP −∑
k
γ˙kQˆk
 (2.15)
Second, evolution of each slip system strength is defined using a Voce hardening
assumption:
g˙k = h0
(
gks (γ˙) − gk
gks (γ˙) − gk0
)n
γ˙
where gks (γ˙) = g
k
s0
(
γ˙
γ˙s0
)m′
and γ˙ =
∑
k
|γ˙k|
(2.16)
Isotropic hardening is assumed, such that the evolution of hardening of one slip system
causes all other slip systems to harden at the same rate. In other words, the single
crystal yield surface is assume to expand equally in all directions. The instantaneous
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rate of evolution is controlled by the strength hardening rate coefficient, h0, the current
slip system strength, gk, the initial strength, gk0, the saturation strength, g
k
s, and the non-
linear Voce exponent, n. Furthermore, the saturation strength depends on deformation
rate according to a power-law relation with the net rate of slip, γ˙.
2.2.4 Implementation
The above models are implemented in a parallelized finite element framework. Here, the
basics of the algorithm are discussed to achieve a sense of how the method approximates
solutions to the problems above. A complete description of the implementation can be
found in Appendix A.
Broadly speaking, the domain of the polycrystal - including the interior features (i.e.,
grain boundaries) - is discretized into a finite element mesh, comprised of elements and
nodes. Each element of the mesh is assigned a crystallographic orientation, crystallo-
graphic phase, and hardness values based on the grain in which it resides. Boundary
conditions are assigned to nodes on surfaces of the polycrystal’s domain domain. As the
implementation is cast in a rate form, essential velocity boundary conditions are applied
at nodes (traction boundary conditions are not implemented in the current framework).
The existing framework also assumes that nodes assigned essential velocity boundary
conditions retain those assignments throughout the course of deformation (though they
may be scaled in magnitude or reversed in direction).
A solution scheme is outlined below, and a flowchart of the main solution steps of a
simulation step are shown in Figure 2.12. Here, the velocity field, V , nodal coordinates,
X, crystal rotation FR, and crystal hardness, g, are all considered in a global form. For a
given simulation step, n, and a change in time over said step, ∆t:
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1. Make guess for velocity field, Vn = Vg
• If n = 1, use solution of V from isotropic viscoplastic solution
• If n > 1, use converged solution of from previous step, Vn−1
2. Estimate new nodal coordinates, Xg = Xn−1 + ∆tVg
3. Compute velocity gradient at each element
4. Iterate to calculate crystal rotations, FRi , and hardnesses, gi
• For each element, iterate on stress state:
• If n = 1, use stress guess from isotropic viscoplastic solution
• If n > 1, use converged stress from previous step
• Recompute FRi , gi
• Check convergence based on norms of FRi , gi
5. Compute new velocity field, Vi
6. Check residual
• If converged, continue with current Vi
• If not, return to step 2 with Vg = Vi
7. Update the velocity field, nodal points, and state for the end of the time step, n
• Vn = Vi
• Xn = Xn−1 + ∆tVi
• FRn = FRi , gn = gi
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Figure 2.12: Flowchart depicting the overarching steps of a time step in a simula-
tion.
2.3 Existing Twinning Modeling Efforts
The model described in Chapter 2.2, again, considers only crystallographic slip as a
means to model plastic deformation. Attempts have been made, however, to include
twinning as a mode of plastic deformation in similar frameworks. These existing mod-
els are limited in scope due to simplifications necessary in light of historic computa-
tional limitations. This section will briefly summarize the dominant existing model for
considering deformation twinning in a crystal plasticity framework.
In an effort to approximate the bulk deformation response of a material that deforms
by means of both slip and twinning, a model that considers the deformation of a material
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point by a simultaneous combination of both deformation modes has been developed
that considers twinning in a similar fashion as slip. Building on previous work [52, 119],
Kalidindi is credited with popularizing the pseudo-slip model [58]. This class of model
or variations thereof are perhaps among the most widely used to represent twinning in
materials in crystal plasticity simulations [113, 47, 103, 134, 109, 27, 83, 67, 25, 72, 1,
54, 29, 3, 7, 74]. It is an attractive choice, due in large part to its ease in implementation
and marginal computational cost (when compared to modeling plasticity by means of
slip only). This class of model appears in various forms, and has been extended since
its inception - including extension to model transformation induced plasticity [130]. For
sake of brevity, a summary of Kalidindi’s original formulation is discussed here.
Generally speaking, the model considers twinning as a modified additional family of
slip systems with an associated critical resolved shear stress - hence the term “pseudo-
slip”. A fraction of each material point is assumed to deform solely by slip, while the
remainder fraction of the material point is assumed to have twinned. The deformation
response of a material point is then homogenized by considering these fractions as the
weights for the contribution of each deformation mode to the total deformation response.
The magnitude of the volume fraction that is considered to have twinned is evolved over
the course of deformation. The model does not consider spatially discrete deformation
twins, and the relative rate disparity between twinning and slip is obscured due to ho-
mogenization of the deformation responses. This, in turn, prohibits the detailed study
of local deformation responses due to the onset of twinning, and instead only affords an
averaged view of deformation due to both slip and twinning.
The base framework in which this type of model is implemented is similar to that
described in Chapter 2.2, and thus only large deviations from the methodology described
above are highlighted.
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The deformation gradient is again decomposed into an elastic stretch, a rotation, and
a contribution due to plasticity (identical to Equation 2.4). Different in this framework is
that the material point is considered split into two regions or “volume fractions” - those
which have twinned and those which have not - that contribute to the plastic portion
of deformation (shown schematically in Figure 2.13). The illustration shows a twin
boundary represented by a dashed line. Casting kinematics again in a rate form, the
Figure 2.13: Illustration depicting kinematic decomposition of the deformation
and motion of material including twinning at a material point (twin
“boundary” denoted by dashed line).
plastic velocity gradient is a combination of both deformation modes, slip and twinning:
LP =
1 − ntw∑
β
f β
 ns∑
k
γ˙kSk +
ntw∑
β
f˙ βγtwSβ +
ntw∑
β
f β
 ns∑
k
γ˙kSk
 (2.17)
where ns and ntw are the number of slip systems (each represented by k) and the num-
ber of twin systems (each represented by β), respectively. Additionally, f β refers to
the fraction of the crystal that has twinned for a given twin system, γtw refers to the
shear associated with twinning, and S is the Schmid tensor for the slip or twin systems.
Consequently, the first term represents the portion due to slip in regions that have not
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twinned, the second term represents the portion due to twinning, and the final term rep-
resents the portion due to slip in regions that have twinned. It is here that we see that the
volume fraction described above is not a true material volume - as discrete twins are not
modeled - but rather a value used to homogenize the deformation response at a given
material point.
The Cauchy stress, T, for either the un-twinned material (“pt”) or twinned material
(“tw”) are defined as:
Tpt = C(rpt)Ee
Ttw = C(rtw)Ee
(2.18)
where Ee is the elastic strain at the material point, and the reorientation of the twinned
portion of the material point is accounted for in the rotation of the stiffness tensor. The
stress is then averaged over the material point, considering the fraction of the material
point that is considered to have twinned:
T =
1 −∑
β
f β
 Tpt + ∑
β
f βTtwβ (2.19)
where f β is the volume fraction of the grain that has twinned, and Ttwβ is the Cauchy
stress for the βth twin system.
For Equation 2.17, the shear rate of the slip systems may be calculated with any
relevant relationship - a power law relationship (Equation 2.13) is the most common
choice. Hardening may be evolved as well. The rate of change volume fraction of the
crystal that has twinned is calculated using a rate dependent power law (in a similar
fashion to how slip rates are calculated):
f˙ β =

γ˙
γtw
(
τβ
gβ
) 1
m
τβ > 0 and
ntw∑
β
≤ f max
0 τβ ≤ 0 and
ntw∑
β
> f max
(2.20)
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where variables are similar to those described in Equation 2.13. Note that the depen-
dence on the resolved shear stress is unidirectional. In other words, the volume fraction
only evolves (read: the crystal twins) only if the parent grain is sheared in one direction,
or twinning only occurs in one direction related to a twin system (as opposed to slip,
which can happen in either direction for a given slip system). Additionally, the model is
dependent on some maximum volume fraction of a crystal that can have twinned, f max.
At some point, the model assumes twinning is arrested within a grain.
Historically, a simulated polycrystal would be discretized such that one material
point would represent a number of discrete grains, with the solution homogenized con-
sidering the responses from various crystals at each material point. Considering this, this
model was relatively sophisticated when implemented into such frameworks. However,
computational capabilities have increased such that each grain may now be discretized
into many material points rather than vice versa, and consequently such homogenization
may not be entirely appropriate. In other words, full field simulations with finely dis-
cretized grains aim to capture intragrain deformation heterogeneity, while homogeniza-
tion techniques were developed to capture only bulk response. While this pseudo-slip
approach to twinning may succeed in predicting the bulk response and some local effects
due to twinning (volume fraction, and perhaps even average stress), the model fails to
provide refined results. Additionally, by considering twinning as an auxiliary slip sys-
tem, the physical differences between deformation twinning and crystallographic slip
are relaxed. Namely, the discrete nature of twinning is not considered, and the disparate
shear rates between slip and twinning are obscured.
Variations on this model have also been extended to a method intended to model
texture evolution in Rodrigues’ orientation space. Initially developed considering only
crystallographic slip [68, 69, 70], the method aims to capture trends in terms of tex-
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ture evolution by foregoing full-field modeling, and instead focuses on the reorientation
trajectories of crystals in orientation space. The model proves accurate in determin-
ing the reorientation of crystals to preferential orientations when subjected to various
macroscopic loadings. The model was extended [82] to include twinning in a fashion
similar to above, by considering twin systems as pseudo-slip systems, and to track vol-
ume fractions in orientation space. The model predicts “sources” and “sinks” - that is,
orientations of a grain that twins (source) to a new orientation (sink). Sources are orien-
tations which exhibit increasing twin volume fractions. Results may be used to predict
macroscopic stress states [66]. This model, however, only predicts texture evolution,
and purposefully ignores local effects due to twinning by instead focusing directly on
bulk trends.
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CHAPTER 3
A FRAMEWORK FOR DISCRETE DEFORMATION TWINNING
This chapter is devoted to outlining the necessary steps to include the ability to model
discrete deformation twins in the existing framework described in Chapter 2.2. As the
implementation relies heavily on the existing framework, only the points that differ will
be outlined here.
The existing framework is shown to be a robust tool in predicting deformation due
to crystallographic slip in the studies presented in Appendices B and C. The study
presented in Appendix B demonstrates good correlation between the model and experi-
mental results in terms of the initiation of slip activity within a polycrystalline aggregate.
The study further indicates that the spatial arrangement of grains has large effects on the
development of plasticity, and must be included to accurately model the plastic response
at this scale. The study presented in Appendix C introduces a novel multilevel tessella-
tion method to represent sub-grain morphological features, including the discretization
of grains into lamellar regions used to represent a second crystallographic phase. Re-
sults of simulations performed on these multilevel tessellations further indicate that the
spatial arrangement of both grains and crystallographic phases play important roles in
the development of plasticity. The results of both studies provide confidence in the ex-
isting framework, allowing for the extension to include discrete deformation twins, as
well as further indication that discrete twins - which will alter the spatial arrangement
of grains in an aggregate - are necessary for modeling deformation twinning.
The aim of the extended framework is to construct the ability to insert discrete de-
formation twins via into a polycrystalline aggregate at relatively high shear rates. This
is achieved by considering discrete lamellar regions which may twin by pre-discretizing
a polycrystalline aggregate via a multilevel tessellation approach described in Appendix
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C - used here to represent regions which may be considered for twinning, rather than
pre-existing microstructural features. During a twin event, the defined shear due to twin-
ning is applied to a discrete region, and the crystal lattice is reoriented within the region
- all over a time step short enough to provide shear rates several orders of magnitude
faster than those associated with crystallographic slip. The framework distinguishes it-
self from the primary existing method for augmenting slip with deformation twinning
described in Chapter 2.3, which ignores the deformation of discrete regions and the large
disparity between shear rates associated with slip and twinning. Here, both deformation
twinning and crystallographic slip are considered distinct, rather than a single modified
deformation mode. This uniquely allows for the study of complex local deformation
responses due to the onset of twinning in ways that existing frameworks do not afford,
as the motion of a discrete region due to twinning is prescribed, and the reaction of the
surrounding aggregate is modeled.
This chapter is divided into a section describing the pre-discretization of a polycrys-
talline aggregate into regions which may twin, and a section describing the framework
for inserting twins at arbitrary points in deformation.
3.1 Discretization of Twin Regions
The cornerstone of the extended framework presented in this study is the ability to dis-
cretize single grains into regions which may be considered as twin regions at some point
in deformation. Upon discretization of a domain into grains and possible twin regions,
an attendant finite element mesh is constructed, and the framework controls the elements
and nodes of an appropriately shaped twin region. The deformation due to twinning may
be applied, thus, to discrete regions (described in Chapter 3.2), maintaining a key dif-
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ference between crystallographic slip and twinning. In short, a multilevel tessellation
method (Appendix C.3.1) is employed to discretize a domain into a number of grains
and to further discretize grains into regions which may be considered for deformation
twinning. A finite element mesh is constructed for the resulting geometry.
Cottrell described the phenomenon of a region undergoing deformation twinning as
“...lamella in a stressed crystal deforms into a new orientation which is related symmet-
rically about some simple crystal plane or axis to the orientation of the undeformed parts
of the crystal” [28]. Indeed, various experimental studies of deformation twins (Chapter
2.1.3) have witnessed twins forming in regions bounded roughly by parallel planes, or
lamellar regions. While twins of different shapes are known to form (e.g., lenticular
twin regions), this present study focuses entirely on deformation twins of the lamellar
type.
Focusing on lamellar twins allows for the use of existing frameworks to instantiate
samples with twin regions. The multilevel tessellation method described in Appendix
C.3 established the ability to discretize domains into lamellae by means of the insertion
of successive parallel planes into arbitrary domains. Finite element meshes are gener-
ated for these complex regions. Figure C.5 details a multilevel tessellation in which
lamella are instantiated to represent a material’s second phase morphology. Steps 3 and
4 (Figures C.5(c) and C.5(d), respectively) are of particular importance, as they illustrate
the discretization of domains (colonies in the referenced figures) using parallel planes,
and the concatenation of all subsequent domains into a polycrystal.
Similarly, grains may be discretized prior to simulation to include lamella intended
here to represent twin regions. Figure 3.1 details a flowchart of how a multilevel tessel-
lation is employed to instantiate twin regions. A first level of tessellation is generated
(Laguerre or Voronoi) to represent grains in a polycrystal (Figure 3.1(a)). At this point,
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successive levels of tessellations may be generated to represent finer details of the mi-
crostructure (e.g., sub-grains, colonies, etc.). For this study, sub-grain structures are not
considered, and consequently only grains are considered.
(a) (b)
Figure 3.1: A domain discretized into (a) grains, and (b) further discretization into
candidate twin regions.
The final level of tessellation is to generate lamellar regions within grains (or sub-
grains, colonies, et. cetera) to represent twin regions (Figure 3.1(b)). Twin regions
are generated using planar slices, which are defined by plane normals. This requires a
knowledge of the region’s crystallographic orientation - as well as the twin system being
represented - to calculate the twin plane normal in the sample reference frame. Here,
knowledge of the reciprocal lattice vector will be employed to calculate the twin plane
normal given the Miller-Bravais values for a given twin plane.
First, the crystal basis is defined (Figure 3.2) in a reference basis (an orthonormal
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Figure 3.2: Illustration of basis vectors for an hexagonal crystal.
basis, e):
a1 = e1
a2 = cos (θ) e1 + sin (θ) e2
c =
c
a
e3
(3.1)
where θ = 120◦, and ca is the aspect ratio of the crystal [51]. Note, a3 is a redundant axis
as it is not linearly independent, and is thus ignored.
The reciprocal basis is constructed from the crystal basis:
b1 =
2pi
Vb
(a2 × c)
b2 =
2pi
Vb
(c × a1)
b3 =
2pi
Vb
(a1 × a2)
where Vb = a1 · (a2 × c)
(3.2)
and the reciprocal lattice vector is constructed from the reciprocal basis and the Miller-
Bravais indices for a plane, {h k i l}:
ghkl = hb1 + kb2 + lb3 (3.3)
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A plane normal in real space is defined as the normalized reciprocal lattice vector for
that crystallographic plane:
nChkl =
ghkl
||ghkl|| (3.4)
Finally, with knowledge of the crystallographic orientation, and thus the ability to con-
struct a rotation matrix from the crystal to the sample frame, RC,S , the plane normal for
a given crystallographic plane and crystallographic orientation is deduced:
nShkl = R
C,S nChkl (3.5)
This may be calculated for the twin plane normals of any number of twin systems for
a given grain. Procedurally, to instantiate a polycrystal with a pre-determined number
of grains, an orientation set is first generated, with a number of discrete crystallographic
orientations equal to the number of grains. The twin plane normals are then calculated
for each discrete orientation. These normals are used to instantiate the polycrystal. A
tessellation is created, in which each grain, having been assigned a discrete orientation
from the orientation set, is discretized into twin regions using the appropriate twin plane
normals. Polycrystals are generated using the Neper software package [92].
Theoretically, a domain can be divided using any number of sets of planes with
associated normals. Practically, however, this presents challenges. Figure 3.3 illustrates
the primary challenge on three circular, planar crystals. The first crystal (Figure 3.3(a))
is shown subdivided into lamellar regions, while the second and third crystals (Figures
3.3(b) and 3.3(c)) are subdivided into two or three separate sets of lamellar regions,
respectively, all defined by normals, n. The highlighted region (red circle in Figure
3.3(b)) of the second crystal shows the intersection of two lines. Including more planes
increases the number of intersections, and the probability of low-angle intersections, as
shown in the highlighted region of Figure 3.3(c). These regions will necessitate meshes
with selective refinement in regions of low-angle intersections, as well as undesirable
40
elements with poor aspect ratios (which often leads to premature simulation failure).
This concept is even further complicated when extended to three dimensions, as more
complex intersections may form.
(a) (b) (c)
Figure 3.3: Illustration depicting planar crystals subdivided using (a) a single set
of parallel lines, (b) two sets of parallel lines, and (c) three sets of
parallel lines.
Experience gained in the study outlined in Appendix C provided insight on the
instantiation of microstructures with embedded lamella. The intersection of lamellar
planes invariably led to poorly formed elements and mesh refinement near intersection
points. Simulations with finely discretized lamella in every colony failed at relatively
low strains, as the mesh could not accommodate large deformations. Low quality ele-
ments tended to deform in ways that would lead to the calculation of negative determi-
nants of the Jacobian at quadrature points, causing the simulation to fail. The solution
employed in that study was to discretize colonies with a selective lamellar width (“thin-
wide” stacking of neighboring lamella) to minimize the number of intersections, which
can be seen in Figure C.5(d).
Consequently, in this study, grains are divided using only a single set of twin re-
gions (similar to Figure 3.3(a)). This facilitates the creation of a mesh comprised of
high-quality elements, removing the challenges associated with poor meshes. The twin
41
system chosen for this present study is the {1 0 1 2} twin system. Twin plane normals
are calculated with this in mind. Were a grain to necessitate the instantiation of multiple
systems, selective lamellar width could be employed, but would limit twins to a single
spatial location - illustrated in Figure 3.4. This would, additionally, only help for per-
haps two twin systems, and instantiation of three or more systems would still be difficult.
This method, however, is advantageous if the twin system and twin location are known
a priori by means of some experimental data - mesh size will be reduced, decreasing
simulation completion time, and the number of intersections will be reduced, increasing
the quality of the mesh.
(a) (b)
Figure 3.4: Illustration depicting planar crystals subdivided using (a) a single twin
system with selective lamellar width, and (b) two twin systems with
selective lamellar width.
In summary, a multilevel tessellation method is employed to discretize a domain
into grains, and subsequently discretize grains into regions which may be considered
for deformation twinning. Discretization of twin regions is achieved by calculating
the twin plane’s normal in the sample frame, with knowledge of the twin system and
crystallographic orientation of the parent grain. Only a single twin system is considered
in each grain so as to reduce the complexity of the geometry. This ensures the formation
of a finite element mesh with reduced over-refinement, and a reduction of poorly formed
elements. The pre-discretization of grains into lamellae which may be considered for
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twinning during deformation simulation is unique, and is necessary to predict the local
responses due to the onset of twinning. This improves upon existing models, which fail
to consider the discrete nature of deformation twins, and instead simply homogenize
deformation responses due to both slip and twinning at local material points even in
finely resolved simulations.
3.2 Description of Framework
This section outlines the framework to insert deformation twins given a finite element
mesh of a domain discretized into lamellar regions. The section is divided into two
portions, one describing the imposition of the shear on a twin region by applying tem-
porary velocity boundary conditions to the nodes within a lamellar region, and the other
describing the reorientation of the crystal lattice within the twin region to the expected
orientation. The body, otherwise, is permitted to deform by means of crystallographic
slip, utilizing the existing crystal plasticity finite element framework to approximate the
solution.
Treating deformation twinning as a boundary value problem with imposed essential
boundary conditions enforcing the correct motion - and thus correct mapping of nodal
points to their twinned location - allows the solver to model the response of the material
surrounding the twin region. Motion is imposed, the twin reoriented, and the surround-
ing aggregate responds to the deformation. In this way, local states are predicted in a
way that is not captured by existing frameworks. Existing methods apply a simple shear
associated with twinning to local material points (more accurately, a homogenization of
shear due to slip and shear due to twinning), rather than considering discrete regions,
and as such, the surrounding material’s reaction at this scale is not properly predicted.
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Additionally, the imposition of motion due to twinning may be applied at a rate several
orders of magnitude faster than typically exhibited by crystallographic slip. This, too,
is an improvement of existing twin modeling schemes, which obscure the differences in
shear rates between slip and twinning by homogenizing the response at local points.
3.2.1 Application of Boundary Conditions
The discretization of a sample into grains and lamellar twin regions, as described in the
previous section, leads to the generation of an accompanying finite element mesh. The
discretization of lamellar twin regions, consequently, allows for the consideration of a
subset of elements and nodes associated with individual twin regions with an appropriate
geometric morphology. To properly apply the motion due to twinning to a specific
region, the nodal points within a region are considered. In short, this section describes
how the nodal points are moved to their expected twin locations. This is achieved by
temporarily applying essential boundary conditions to the nodes within a twin region
such that the nodal points are properly mapped to their expected locations.
The crystal plasticity finite element framework, as currently constructed, accepts
essential velocity (as the framework is cast in a rate form) boundary conditions. For
an ordinary simulation - such as the uniaxial tension of a single crystal in the shape
of a rectangular prism discretized into a finite element mesh (Figure 3.5(a)) - velocity
boundary conditions are applied to two opposing surfaces. So called “grip” boundary
conditions, for example, are intended to hold the area of the two opposing surfaces fixed,
while one of these surfaces is held motionless and the other is the extension surface.
Velocity boundary conditions are applied as components in the sample basis directions.
For each node, that is, velocities are given as vx, vy, and vz, where x, y, and z are
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the sample directions. As such, imposed velocities can be visualized as triads of their
components.
(a) (b)
Figure 3.5: (a) Mesh of a single crystal instantiation, and (b) applied velocity
boundary conditions at surface nodes, where red arrows denote zero
velocities and blue arrows denote non-zero velocities.
Figure 3.5(b) shows the the applied grip boundary conditions on the surface nodes.
Note that the triads depicting the boundary conditions appear not only at the element
vertices, but at the mid-node locations as well, as the framework utilizes quadratic ele-
ments. The nodes on the bottom surface are fixed in all directions, while the nodes on
the top surface have velocities applied such that the top surface extends away from the
bottom surface yet is fixed in the other directions, satisfying the intended purpose of this
style of boundary condition as described above.
For ordinary simulations, nodes which are given applied boundary conditions retain
them throughout the course of the simulation. To apply the motion of a region due
to deformation twinning, however, this restriction is temporarily relaxed. Boundary
conditions are adaptively placed on the nodes that reside within or on the boundary of
a region to be twinned. Velocities are held constant for nodes in the twin region until
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the nodes within the region reach their expected twinned locations. During this time, all
other nodes with applied boundary conditions are temporarily held in a fixed position
(that is, all velocities at these nodes are temporarily set to zero).
Figure 3.6(a) shows a single crystal discretized into lamellar regions, and its at-
tendant finite element mesh is shown in Figure 3.6(b). Grip boundary conditions are
initially applied to the mesh (similar to Figure 3.5(b)). At some point in deformation
when a twin is inserted, the grip conditions are temporarily held at zero, while bound-
ary conditions are applied to any twin region (Figure 3.6(c)). When the twin motion is
complete, boundary conditions are returned to normal (again, similar to Figure 3.5(b)),
and the simulation continues. Note that the twin boundary conditions are shown to all
(a) (b) (c)
Figure 3.6: (a) Single crystal discretized into lamella, with example twin high-
lighted, (b) its mesh, and (c) boundary conditions during deformation
twinning motion.
be non-zero. In general this is true, though there exists special cases. Consider, for
instance, a twin with its normal and shear directions aligned with two of the coordinate
axes. As the twin motion is only in the shear direction, the boundary conditions for the
twin would have non-zero components only in that direction - the other two would be
fixed.
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The essential velocity boundary conditions imposed on the nodes within a twin re-
gion are calculated as follows: first the deformation gradient for a deformation twin is
defined as [82]:
Ftw = I + S
(
dtw ⊗ ntw) (3.6)
where S is the shear magnitude, dtw is the shear direction, and ntw is the twin plane
normal (associated with S , η1, and K1, respectively, in Table 2.2). The shear magnitude
is constant for a given twin system, the twin normal is calculated in the same manner
as in Chapter 3.1, and the shear direction is directly calculated from its Miller-Bravais
indices with knowledge of the crystal basis and the orientation of the crystal.
Within a twin region, dtw and ntw are calculated for every element. As some misori-
entation will likely develop within a region prior to twinning, elements within a region
will have different values for dtw and ntw, and thus different values for the calculated
Ftw. To ensure compatibility of elements within a twin region, the same deformation
gradient is applied to all elements within a region. This assumption is inconsequential
if the development of misorientation within a region is small - valid at lower strains,
certainly at strains below macroscopic yield. Volume weighted averages for the shear
direction and twin plane normal are calculated so as to arrive at only a single value of F
to be applied to all elements within the region:
dtwavg =
〈
dtw
〉
=
1
V
nelem∑
i
Veli n
tw
i
ntwavg =
〈
ntw
〉
=
1
V
nelem∑
i
Veli d
tw
i
and Ftw = I + S
(
dtwavg ⊗ ntwavg
)
(3.7)
where V is the total volume of the twin region, nelem is the number of elements in a twin
region, and Veli , d
tw
i , and n
tw
i are the volume, calculated shear direction, and calculated
twin plane normal for the ith element within a twin region.
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For all nodes within a twin region, the final location due to the twinning motion, xtw
is calculated:
xtw = Ftwx (3.8)
where x is a vector of the Cartesian coordinates for a node within the twin region prior
to twinning. Thus, the nodal displacement is:
utw = xtw − x (3.9)
To facilitate convergence in the solver, the total displacement is achieved incremen-
tally over a number of steps, nsteps:
uincr =
utw
nsteps
(3.10)
where each step has an equal time step, ∆t. Finally, nodal velocities, vtw, are calculated:
vtw =
uincr
∆t
(3.11)
The time steps are chosen to be several orders of magnitude smaller than normal,
such that the twin is inserted relatively rapidly, maintaining the difference in shear rates
between deformation twinning and crystallographic slip.
In summary, motion due to twinning is applied to individual twin regions by con-
sidering the nodal points within said regions. The nodal points are mapped to their
expected twinned locations via the application of essential boundary conditions in the
form of nodal velocities. These velocities are found with knowledge of the parent crys-
tal’s crystallographic orientation and the twin system in question, via the calculation of
the expected nodal displacement due to twinning, and the assumed time step for the twin
motion to be applied. The twin motion is applied over a number of incremental steps
to aid in convergence of the solution. Application of twin motion to a discrete region
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via essential boundary conditions ensures that a discrete region of the aggregate expe-
riences the proper motion associated with a twin event. This is unique among existing
twin modeling efforts, as existing models consider the shear due to twinning only at
material points rather than across discrete regions.
3.2.2 Lattice Reorientation
In combination with the deformation associated with twinning, the crystal lattice within
the twin region experiences a large reorientation. During a twinning event, the orienta-
tion of the twin must be calculated based on the parent grain’s orientation and the twin
system in question. The orientation of the crystal is described using a rotation from the
crystal to the sample frame, RC,S (see: Chapter 2.1.2). Orientations are considered for
each element in the mesh. As such, all calculations below operate on values for each
element within a twin region.
At some point in deformation, the current orientation of the crystal is likely to change
due to some rotation of the lattice, FR. The current orientation, RC,S , is thus described
as a function of the initial orientation, RC,S0 :
RC,S = RC,S0 F
R (3.12)
Upon twinning, the lattice reorients to a specific configuration. Focusing on the twin
of the first kind description, the reorientation of the lattice is described as a reflection of
the crystal lattice about the twin plane (or, mathematically, a 180◦ rotation about the twin
plane normal, Figure 2.6). This reorientation of a crystal’s rotation matrix is described
by van Houtte [52] as:
RC,Stw = ΘR
C,S
pt (3.13)
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where RC,Stw is the orientation of the twin region, R
C,S
pt the current orientation of the parent
grain which twins at some time step, and Θ is:
Θ = 2ν − I (3.14)
where ν is constructed as the dyadic product between the direction cosines of the twin
plane normal.
For ease of implementation, this same rotation is better represented by an angle-axis
parameterization, especially the quaternion. The rotation for a twin of the first kind, qtw,
is represented by a quaternion with ω = 180◦ and n = ntw, which reduces to:
qtw,pt =

0
ntw
 (3.15)
Similar to Equation 3.13, the reorientation of the lattice due to twinning is defined
as the quaternion product between the reorientation rotation and the orientation of the
crystal that is twinning:
qtw = qtw,ptqpt (3.16)
where qpt is the orientation of the crystal prior to twinning, converted from RC,S of
Equation 3.12. Similarly, qtw may be converted back to a rotation matrix, Rtw.
At this point, current values for the orientation of the lattice and the necessary rota-
tion from the initial orientation may be update in Equation 3.12, such that:
RC,S = Rtw
and FR =
(
RC,S0
)T
Rtw
(3.17)
Here, the current orientation is set to the twinned orientation, and the necessary rotation
is a combination of the twin reorientation and the reorientation accrued prior to the twin
event.
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As the deformation of twin is applied over a number of steps as described in the
previous section, various schemes are considered for reorientation of the lattice due to
twinning:
1. Pre-reorientation
• The lattice is reoriented at the first step imposing twin motion, and held fixed
throughout the imposition of the twin motion
2. Post-reorientation
• The lattice is reoriented at the final step imposing twin motion
3. Incremental reorientation
• The lattice is incrementally reoriented at each step such that it reaches the
twinned orientation after all twin steps
Each of these reorientation schemes are non-physical. Pre-reorientation and post-
reorientation are both unrealistic, as the lattice orientation does not suddenly jump at
the beginning or end of the twin motion. Similarly, an incremental reorientation is un-
realistic as the lattice does not physically rotate about the twin plane to reach a twinned
orientation (the twin of the first kind reorientation description is merely a construct, not
an actual lattice motion). Instead, the crystal lattice is imperfect during the twin motion,
as dislocations deform the lattice throughout the motion until arriving at their new posi-
tion as a “perfect” lattice with a new crystallographic orientation. Discrete dislocations
are not considered in this framework, as it follows a continuum approach to material
modeling. Implementing multiple reorientation schemes, however, allows for the study
of their effect on results, considering the pre-twin and post-twin states.
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In summary, the crystallographic orientation within a discrete twin region is reori-
ented based on the crystallographic orientation of the parent grain and the twin system in
question. This essentially creates new apparent grain boundaries, which will effect the
deformation fields both inside and outside of the twin region. As the twin motion is ap-
plied over a number of incremental steps, various reorientation schemes are considered
to arrive at the final twinned orientation. Again, this is a consequence of considering dis-
crete twin regions rather than homogenizing responses as in existing modeling schemes,
which would not allow for the consideration of new grain to grain interactions.
3.2.3 Calculation of Work
Existing twin modeling schemes - by homogenizing the deformation response at local
points - only allow for the calculation of average work rates at local points. The pre-
sented framework, however, allows for more precise calculations of both local (element
by element) or global energy metrics. This, in turn, allows for the possibility to study of
the energy associated with a twinning event in a way that existing models do not afford.
The work rate for a given deformation step of a simulation is defined using work
conjugate pairs [17] of the Cauchy stress and either the deformation rate or the plastic
deformation rate (whether calculating the total work rate, W˙, or the plastic work rate,
W˙P, respectively). Equation 3.18 details the calculation of the work rates for the each
element following standard integration over an element by means of Gauss quadrature.
W˙ =
nqp∑
i
wiJi (σi : Di)
W˙P =
nqp∑
i
wiJi
(
σi : DPi
) (3.18)
where nqp is the number of Gauss quadrature points in the element. Additionally wi is
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the quadrature weight, Ji is the determinant of the Jacobian, σi is the Cauchy stress, and
Di/DPi the total and plastic deformation rate tensors, all evaluated at the quadrature points
of a given element, i. The expressionsσi : Di andσi : DPi are the inner products between
the Cauchy stress and the deformation rate tensors. A total work rate is calculated for
the entire polycrystal, where nel is the number of elements:
W˙tot =
nel∑
j
W˙ j
W˙Ptot =
nel∑
j
W˙Pj
(3.19)
Work rates are calculated using the stresses and deformation rates printed at the end
of a deformation step. As such, the work for a given step is approximated given the time
step, ∆t, using the trapezoidal rule:
Wstep =
∆t
2
(
W˙tot + W˙totn
)
WPstep =
∆t
2
(
W˙Ptot + W˙
P
totn
) (3.20)
where the quantities W˙totn and W˙
P
totn are the work rates at the end of the previous defor-
mation step.
Additionally, with the work rate and the work known for every time step and for
every element, the global and local changes in temperature may be approximated. As-
suming that the work is entirely converted to heat, the work is related to a change in
temperature as:
∆T =
W
ρVCp
(3.21)
where W is the work for a region, ρ is the density of the material (assumed to be constant
for titanium at ∼ 4430 kgm3 ), V is the volume of a region, and Cp is the specific heat (which
is again assumed to be constant for titanium at ∼ 540 Jkg K [30]).
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3.2.4 Implementation
Figure 3.7 illustrates the flow of a simulation in which deformation twinning is imposed
on a region. After an arbitrary number of deformation steps, a twin is inserted. After
initialization of the first twin step, but prior to iteration for the solution, the bound-
ary conditions are altered to impose the motion of the twin. This is only done on the
first step, as the boundary conditions remain unchanged until reverted back to the orig-
inal boundary conditions on the last twin step. Otherwise, the solver progresses as it
normally would. Various paths are shown for the three different reorientation schemes
(denoted as “R.S.” in the flowchart).
The extended framework relies heavily on the existing crystal plasticity finite ele-
ment framework described in Chapter 2.2. Little is changed to the finite element imple-
mentation detailed in Appendix A, as the solution method in the extended framework
relies on the existing constitutive models. Consequently, detailed discussion of imple-
mentation is omitted, as it is largely redundant. Essentially, the only necessary changes
to the existing routines are to impose new boundary conditions and reorient the lattice
(described in the previous two sections) at some point in deformation to insert the twin,
and to revert back to the original boundary conditions to continue the deformation of the
entire polycrystal after the twin motion has been imposed.
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Figure 3.7: Flowchart depicting insertion of deformation twin during a simulation.
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CHAPTER 4
SIMULATIONS AND RESULTS
This chapter begins with an outline of the simulations performed and their conditions,
followed by representative results. Instantiations, changes to instantiations, and model
parameters are chosen, and their values discussed. Next, results are shown, beginning
with a single crystal simulation to clearly highlight the ability to map the motion of the
twin on a mesh and reorient the crystal within the mesh. The following sections then
focus on a polycrystalline instantiation to study the effects of a twin embedded in an
aggregate. Results from various simulations are shown, including those with changes in
the reorientation scheme, changes in twin width, and changes in the spatial location of
the twin within a grain.
4.1 Simulations
To probe various aspects of the deformation twinning framework, various cases are in-
vestigated. As such, various instantiations are produced. First, a single crystal instan-
tiation is constructed. The domain is chosen as a rectangular prism of initial lengths
lx = ly = 1mm and lz = 2mm and twin regions of width w = 0.1mm. The same orien-
tation is assigned to all lamellar regions within the domain to produce a single crystal.
The orientation of the crystal is chosen as (in the Rodrigues’ parameterization):
r =

0.0
0.0
−0.2679
 (4.1)
which corresponds to a rotation of −30◦ about the crystal’s 〈c〉-axis. The crystallo-
graphic orientation is chosen such that the 〈c〉-axis is aligned with the tensile direction,
56
and the twin direction is in the sample x − z plane, as illustrated in Figure 4.1. Indeed,
the twin plane normal and shear direction are calculated as:
ntw =

0.6757
0.0
0.7372
 ,d
tw =

−0.7372
0.0
0.6757
 (4.2)
For the single crystal simulations, a twin is inserted at a point near the center of the
sample.
(a) (b)
Figure 4.1: (a) Single crystal discretized into lamella, and (b) its mesh.
A Laguerre tessellation is employed to create an aggregate of grains for use in simu-
lations of twins embedded in polycrystalline aggregates. The tessellation is constructed
in a cubic domain of initial edge length l = 1mm. The Laguerre target distributions
for grain size and shape are set to Dirac distributions in an effort to create an equiaxed
microstructure (Figure 4.2(a)). A single grain is chosen for inspection as it resides near
the center of the aggregate (Figure 4.2(b)).
The grain’s orientation is set to the same orientation in Equation 4.1, such that when
discretized into twin regions (Figure 4.3), it has the same twin normal and shear di-
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(a) (b)
Figure 4.2: (a) A domain divided into grains, (b) a single grain at the center of the
aggregate (shown at its location in the domain), which may be further
discretized into twin regions.
rection described in Equation 4.2. Other grain orientations in the aggregate are chosen
at random - that is, the aggregate is otherwise assumed to have a uniform orientation
distribution. As an aside, Laguerre tessellations with multiple grains may also be used
to represent twins embedded within a single crystal by simply assigning the same ori-
entation to all grains within the aggregate. Multiple instantiations are produced with
various twin region widths. Figure 4.3 shows the center grain of the polycrystal shown
in Figure 4.2(a) discretized into twin regions of widths w = 0.0025mm, w = 0.005mm,
and w = 0.01mm.
While Ti-6Al-4V does not exhibit deformation twinning due to its high aluminum
content [75], its model parameters are chosen for this study. This is done as Ti-6Al-4V
possesses elastic and plastic parameters that are representative of a large class of hexag-
onal crystals - specifically in the character of the directional elastic modulus [126], and
relative initial slip system strengths [33]. The high relative strength of the pyramidal
system (nearly twice that of the basal system) would - in similar alloys - facilitate the
development of deformation twinning. Additionally, Ti-6Al-4V exhibits little harden-
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(a) (b)
(c) (d)
Figure 4.3: (a) Grain (with region of interest highlighted) discretized into twin
widths of (b) w = 0.0025mm, (c) w = 0.005mm, and (d) w = 0.01mm.
ing, thus reducing that complication in the present study. Simulation parameters are
detailed in Chapter B.2.2, summarized in Tables B.2.2, B.3 (Strength Set 1), and B.5.
In all cases, only the {1 0 1 2} twin system is considered when instantiating twin re-
gions. All samples are extended in the “z” direction of the sample frame. Grip boundary
conditions, as described in Chapter 3.2.1 are employed for all simulations. All instanti-
ations are extended in their “z” directions with velocities of vz = 0.01mms . Each simu-
lation with gage length l = 1mm is performed with the time steps (displacement steps)
listed Table 4.1 (simulations with gage length l = 2mm follow the same steps, though
each ∆t is double that listed). Note that different time steps are necessary to achieve the
same macroscopic strain due to the different gage lengths. The table is divided with a
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horizontal line at the point at which the twins are inserted - 0.5% macroscopic strain.
The strain state at which twins are inserted is chosen at an arbitrary point in the
macroscopic elastic regime, as plastic flow begins prior to macroscopic yield (Appendix
B), and twins have been witnessed activating prior to the pyramidal slip system. Twins
are inserted over a number of steps, nsteps = 10, with time steps of ∆t = 0.0001s, such
that the twin is inserted over a total time of t = 0.001s. Recall, the extension of the
polycrystal is momentarily paused during the insertion of a twin.
Note that after the twin is inserted, a number of relatively small time steps are taken
to aid in convergence of the solver. The deformation path for the simulations performed
with gage length l = 1mm is illustrated in Figure 4.4. Results are printed at the end of
every step listed in Table 4.1.
Step Numbers ∆t (s) macro (%)
1-5 0.100 0.500
6-10 0.001 0.505
11 0.005 0.510
12 0.040 0.550
13 0.050 0.600
14-27 0.100 2.000
Table 4.1: Deformation paths used in simulations with gage length l = 1mm.
4.2 Results of Single Crystal Simulations
The simulation of the single crystal specimen allows the inspection of the twin state
without the complication of neighboring grains. Specifically, the reorientation and mo-
tion of the twin may be confirmed. The orientation described in Equation 4.1 describes
a crystal with its 〈c〉-axis aligned with the sample’s “z” direction (a deviation of 0◦). The
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Figure 4.4: Illustration of load steps taken in simulations (specifically with gage
length l = 1mm).
expected twin orientation for the assumed twin system is:
r =

−0.2455
0.9162
−0.2679
 (4.3)
This orientation has a 〈c〉-axis deviation of approximately 85◦ for the {1 0 1 2} twin sys-
tem. In other words, the crystal is expected to rotate such that the 〈c〉-axes of the twin
and the parent grain are spread by 85◦. This value is constant for a fixed ca ratio and twin
system.
Average orientations for the parent grain and twin are gathered after the twin event
(at the ends of step 6 in Table 4.1). Table 4.2 lists these orientations, and the calculated
deviation between the 〈c〉-axes of the parent grain and twin. This is seen visually in
Figure 4.5, which shows a twin in a three dimensional polycrystal. Displacements are
exaggerated to highlight the deformation due to twinning.
Results indicate that the simulated spread between the 〈c〉-axes of the simulations
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R.S. Parent ravg Twin ravg Deviation (◦)
1
−0.00060.0024−0.2679

−0.24060.9252−0.2599
 85.2913
2
−0.00070.0028−0.2679

−0.23930.9133−0.2619
 84.4864
3
−0.00070.0024−0.2679

−0.24110.9247−0.2621
 85.2172
Table 4.2: Average parent grain and twin orientations immediately after insertion of defor-
mation twin in a single crystal specimen for the various reorientation schemes
(R.S.). Deviation refers to the angle between the 〈c〉-axes of the crystals.
performed with each reorientation scheme. In each case, the spread is calculated to
within a degree of the expected spread of 85◦. Generally, slight variation from the
theoretical value is to be expected, considering the development of misorientation in
the parent grain that is likely to occur during the application of the twin. Furthermore,
variation between the spreads calculated for each reorientation scheme is expected, as
the development of misorientation in the parent grain during the application of the twin
is dependent on the interaction between the twin and the parent grain.
The motion of the twin is also inspected to confirm that the proper shear due to twin-
ning is applied. The nodal points of the twin region after the twin event are considered
(at the beginning of step 6 in Table 4.1). Expected displacements are calculated using
the deformation gradient calculated using ntw and dtw in Equation 4.2, and a shear of
S = 0.167. Expected and actual displacement magnitudes are compared, and results in
the form of a linear regression correlation coefficients, r, are presented in Table 4.3.
Considering the simulated displacements of the nodes within the twin region and
the theoretical motions reveals correct motion mapping. Table 4.3 shows that both the
displacement directions and magnitudes of the nodes within the twin region are cor-
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R.S. 1 R.S. 2 R.S. 3
rmag 1 1 1
rdir 1 1 1
Table 4.3: Correlation coefficients for the displacement magnitudes, r2mag, and directions,
r2dir, calculated for the various reorientation schemes (R.S.)
rectly mapped using the boundary conditions described in Chapter 3.2.1. Comparing
the expected motion to the motion predicted by the simulation reveals that there is a
one-to-one correlation. This confirms that the boundary conditions are applied properly,
and the solver correctly maps the motion of the twin. Figure 4.5, additionally, shows
that the motion is accommodated by the remainder of the mesh. Reorientation schemes
did not effect the results of the twin motion, as they do not effect the applied boundary
conditions.
Figure 4.5: Deviation of the crystal 〈c〉-axis from the loading direction, θ, at the
point directly after the twinning event plotted on the deformed mesh
(exaggerated 3x). Results from simulation performed with reorienta-
tion scheme 1.
Overall, results indicate that the motion due to deformation twinning is correctly
implemented. Additionally, each reorientation scheme is considered valid in terms of
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their ability to set the twin’s orientation within reasonable degrees of accuracy. Investi-
gation of twins embedded in polycrystalline aggregates can proceed with confidence in
the framework’s ability to insert deformation twins.
4.3 Results of Polycrystal Simulations
Results of the simulations performed on polycrystalline aggregates are summarized
here. First, results showing the reorientation of the crystal lattice within the twin re-
gion are presented (Figures 4.6 and 4.7). Three dimensional visualizations of the grain
after twinning is shown in Figure 4.8, where the deformation is exaggerated to high-
light the deformation due to twinning on a complex, three dimensional domain. This
is followed by a presentation of the stress field prior to the twinning event (Figure 4.9),
and the stress field after the twinning event on an interior slice of the polycrystal at its
center, looking at the “x − z” plane (Figures 4.10, 4.11, and 4.12), for polycrystals in-
stantiated with twin regions of width w = 0.0025mm, w = 0.005mm, and w = 0.01mm,
respectively. Figures 4.10, 4.11, and 4.12 additionally detail the results depending on
which reorientation scheme is employed. Figure 4.13 shows the von Mises stress on a
different slice through the sample (at its center, looking at the “y− z” plane), to highlight
the complex three dimensional stress state surrounding the twin region.
64
(a) (b)
Figure 4.6: (a) Aggregate, and (b) slice through the center of the aggregate with
approximate region of interest outlined, detailing the deviation of the
crystal 〈c〉-axis from the loading direction, θ.
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(a) (b)
(c) (d)
Figure 4.7: (a) Enlargement of grain discretized for twinning, from the same
slice as Figure 4.6. Results from simulations employing reorientation
scheme 1 and a twin width of (b) w = 0.0025mm, (c) w = 0.005mm,
and (d) w = 0.01mm.
66
(a) (b)
(c)
Figure 4.8: Three dimensional visualization of the deviation of the crystal 〈c〉-axis
from the loading direction, θ, at the point directly after the twinning
event plotted on the deformed mesh (exaggerated 3x). Results from
simulations employing reorientation scheme 1, and a twin width of (a)
w = 0.0025mm, (b) w = 0.005mm, and (c) w = 0.01mm. Refer to
Figure 4.3 for visualizations of undeformed structures.
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(a) (b)
Figure 4.9: (a) Aggregate, and (b) slice through the center of the aggregate with
approximate region of interest outlined, detailing the von Mises stress
prior to twinning.
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(a) (b)
(c) (d)
Figure 4.10: (a) Enlargement of grain discretized for twinning detailing the von
Mises stress prior to twinning, and the von Mises stress after twin-
ning for the simulations with twin width w = 0.0025mm employing
(b) reorientation scheme 1, (c) reorientation scheme 2, and (d) reori-
entation scheme 3.
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(a) (b)
(c) (d)
Figure 4.11: (a) Enlargement of grain discretized for twinning detailing the von
Mises stress prior to twinning, and the von Mises stress after twin-
ning for the simulations with twin width w = 0.005mm employing
(b) reorientation scheme 1, (c) reorientation scheme 2, and (d) reori-
entation scheme 3.
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(a) (b)
(c) (d)
Figure 4.12: (a) Enlargement of grain discretized for twinning detailing the von
Mises stress prior to twinning, and the von Mises stress after twin-
ning for the simulations with twin width w = 0.01mm employing (b)
reorientation scheme 1, (c) reorientation scheme 2, and (d) reorien-
tation scheme 3.
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(a) (b)
(c) (d)
Figure 4.13: (a) Enlargement of grain discretized for twinning detailing the von
Mises stress prior to twinning, and the von Mises stress after twin-
ning for the simulations employing reorientation scheme 1, and a
twin width of (b) w = 0.0025mm, (c) w = 0.005mm, and (d)
w = 0.01mm.
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CHAPTER 5
DISCUSSION
This chapter is devoted to the discussion of simulation results. Sections below detail
descriptions and considerations of the simulations detailed in the previous chapter. First,
stress states are investigated, followed by considerations of the work required to insert
twins, and finally the calculation of slip activity within twin regions.
5.1 Stress Observations
Visualizing the von Mises stress allows for a qualitative comparison between the sim-
ulations performed with various twin widths and reorientation schemes. Figures 4.10,
4.11, and 4.12 show that the various reorientation schemes produce stress fields that are
of similar qualitative character. High stress concentrations are observed at the twin tips,
supporting some experimental observations [4]. Additionally, Figure 4.13 details the
von Mises stress on a different slice through the polycrystal, perpendicular to the slice
used in Figures 4.10, 4.11, and 4.12. This highlights the fact that the twin produces
stress concentrations around its entire perimeter, rather than just at the twin tips.
Note the decrease in the effective stress in the parent grain around the twin region
(compare to the stress state prior to twinning) which appears regardless of which re-
orientation scheme is used. While similar, there are clear qualitative differences. To
quantify these differences, the average effective stress within the twin region and parent
grain directly after twinning is calculated, and compared against the average effective
stress in the parent grain prior to twinning (calculated to be approximately 810MPa).
Table 5.1 shows the average von Mises stress within the twin region for each twin width
73
considered, as well as each reorientation scheme, while Table 5.2 shows the same infor-
mation but for the parent grain. Stress states are likely different due to the evolution
σvM (MPa)
w (mm) R.S. 1 R.S. 2 R.S. 3
0.0025 518 604 732
0.005 457 585 659
0.01 444 546 609
Table 5.1: Average von Mises stress within the twin region directly after twinning for the
various simulations.
σvM (MPa)
w (mm) R.S. 1 R.S. 2 R.S. 3
0.0025 720 706 721
0.005 647 630 650
0.01 588 580 595
Table 5.2: Average von Mises stress within the parent grain directly after twinning for the
various simulations.
of the stress states due to the employment of various reorientation schemes. Each sim-
ulation experiences the same nodal motion when the twin is applied, though the crystal
lattice is constrained in various ways depending on which reorientation scheme is em-
ployed. Reorientation schemes 1 and 2 reorient the lattice entirely in one step, while
reorientation scheme 3 reorients incrementally. While the first 2 schemes consider only
the prior orientation and the final orientation, the third scheme considers many orienta-
tions in between - which means the incremental calculation of stress at crystallographic
orientations which could increase the stress. This potentially explains why reorientation
scheme 3 consistently produces higher average stresses within the twin region than the
other two reorientation schemes for this specific test.
Inspecting the stress components reveals more information concerning the stress
field after the twinning event. This is best viewed by transforming the stress states
to a coordinate system aligned with the characteristic twin directions. A frame, etw is
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chosen, where etw1 = d
tw and etw2 = n
tw. Figure 5.1 shows the component of stress in
the direction of shear (the “11” component in the transformed frame) for simulations
performed with reorientation scheme 1 after twinning (step 6 on Table 4.1). Results
from the simulations employing the other reorientation schemes are omitted for the sake
of brevity, but follow similar trends concerning the tension and compression regions at
the twin tips. Note the arrows approximating the motion of the twin. Areas of tension
(a) (b)
(c)
Figure 5.1: Component of stress along the direction of shear, for simulations em-
ploying reorientation scheme 1, with twin width (a) w = 0.0025mm
(with arrows approximating the direction of motion for the twin re-
gion), (b) w = 0.005mm, and (c) w = 0.01mm.
and compression are caused at the twin tips extending into the neighboring grains, due
to the opposing motion on either side of the twin region. As twin width is increased,
75
the volume effected by this motion is increased. Larger areas of neighboring grains are
witnessed to have higher tensile or compressive stresses than the aggregate at large.
Viewing the resolved shear stress on the twin system after the twin event gives a
comparison to similar studies on two dimensional mediums. In a study on two dimen-
sional crystals utilizing a fast Fourier transform (FFT) solution method, Arul Kumar
[71] notes that the resolved shear stress on the twin system experienced a drop within
the twin region, and a sharp increase near the twin tips immediately after the twinning
event. This is reproduced in full field studies utilizing a finite element scheme.
Figure 5.2 shows the resolved shear stress along a line through the center of the twin
in the twin direction for simulations performed with a twin width of w = 0.01mm and
employing the various reorientation schemes, while Figure 5.3 shows the same infor-
mation for simulations with various twin widths employing only reorientation scheme
1. Boundaries of the twin regions are roughly shown with dashed lines. In general - the
resolved shear stress on the twin system drops within the twin region, but experiences a
sharp increase in neighboring grains.
The magnitude of the average drop is dependent on which reorientation scheme is
employed, but more importantly on the width of the twin. Simulations performed with
thinner twin widths experience a smaller average drop in the resolved shear stress within
the twin region than those performed with wider twin widths (compare Figures 5.3(a)
and 5.2(a)). Beyerlein assumes the driving mechanism for twin formation is the resolved
shear stress on the twin plane (employing a pseudo-slip approach for twin nucleation).
They postulate that a drop in the resolved shear stress within the twin region indicates
an aversion to twin growth. As the macroscopic load is increased, and the resolved
shear stress on the twin system increases, it reaches a threshold such that twin growth
is favorable. Under this hypothesis, results here indicate the thin twin’s possible ability
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(a)
(b)
(c)
Figure 5.2: Resolved shear stress for the twin system along a line through the
center of the twin in the twin direction, for simulations performed
with twin width w = 0.01mm, employing (a) reorientation scheme 1,
(b) reorientation scheme 2, and (c) reorientation scheme 3.
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(a)
(b)
(c)
Figure 5.3: Resolved shear stress for the twin system along a line through the cen-
ter of the twin in the twin direction, for simulations employing reori-
entation scheme 1 and performed with twin width (a) w = 0.0025mm,
(b) w = 0.005mm, and (c) w = 0.01mm.
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to grow, as there are regions in the twin with almost no drop in resolved shear stress.
It is important to note that regardless of the driving mechanisms for twin nucleation
or growth, results here concerning the stress states compare well to two dimensional
studies (at least at the center of the twin).
The stresses in neighboring grains due to the twin motion, of course, will depend
on the crystallographic orientations of the neighboring crystals. The maximum resolved
shear stress on the twin systems in neighboring grains will almost certainly be dependent
on the disparity between orientations of the crystal experiencing twinning and its neigh-
bors. This is witnessed in crystals exhibiting crystallographic slip, where slip transmits
across grain boundaries. In the case of slip, two grains must have similar orientations
(“low angle boundaries”) for slip to transmit across boundaries [37, 36].
5.2 Work Observations
Deformation twinning may be inspected in light of the amount of work required to
impose the deformation associated with twinning over a discrete region. The total and
plastic work rate is calculated at the end of every deformation step, and the work is
integrated through time by means of a trapezoidal integration scheme (see: Chapter
3.2.3). The entire body is considered, rather than local subsets, so as to understand
the energetic effect twin insertion has on the polycrystal as a whole. Of interest is the
amount of work taken to activate a twin, and with this in mind, the change in work and
plastic work is calculated between steps 5 and 6. Table 5.3 summarizes results from all
simulations.
Inspecting trends with respect to changes in twin width reveals that the amount of
work (both total and plastic) necessary to insert a twin at this point in deformation in-
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W (mJ) WP (mJ)
w (mm) R.S. 1 R.S. 2 R.S. 3 R.S. 1 R.S. 2 R.S. 3
0.0025 0.0178 0.0185 0.0152 0.0190 0.0209 0.0155
0.005 0.0380 0.0395 0.0329 0.0395 0.0432 0.0325
0.01 0.0689 0.0713 0.0607 0.0661 0.0720 0.0548
Table 5.3: Change in work and plastic work between deformation steps 5 and 6, calculated
for simulations with a twinning event.
creases as twin width increases. This is expected, as larger volumes of material are
displaced, and larger portions of the polycrystal are effected by the onset of twinning.
Changes in reorientation scheme, too, have an effect on the calculated work. Reorien-
tation schemes 1 and 2 have very similar total and plastic values, though reorientation
scheme 2 is consistently marginally higher in both measures. Reorientation scheme 3,
however, consistently measures lower than the other two reorientation schemes, espe-
cially in the plastic work measure.
Work is dominated by the work due to plasticity - which considers the plastic defor-
mation rate tensor, and thus the deformation due to crystallographic slip. For each twin
width and each reorientation scheme, the plastic work accounts for the majority of the
work calculated over the polycrystal. This implies that during the twin event, the body
is deforming largely by crystallographic slip so as to accommodate the deformation due
to twinning. Note how in some instances (e.g., w = 0.01mm, reorientation scheme 2)
the plastic work is greater than the total work, which indicates that the elastic work is
negative over the time the twin is inserted. In this case, more work due to elastic un-
loading occurs during the onset of twinning than due to continued elastic loading over
the entire polycrystal. In cases where the plastic work accounts for the majority of the
total work, this indicates that the work due to elastic loading is nearly equal to the work
due to elastic unloading over the entire domain, as they effectively cancel one another
out.
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Due to the nature of the integration technique, work calculations may be overes-
timated if abrupt elastic unloading occurs. A switch from a positive work rate to a
negative work rate over a deformation step causes error in the integrated work. Nu-
merical integration techniques will fail to capture the true negative work over a step, as
the switch from a positive work rate to a negative work rate creates a saw-tooth curve,
which is difficult to integrate using established techniques. This may be remedied by
taking smaller time steps, thus finer resolving the work rate curve and allowing for more
accurate integration. Consequently, the total work presented in Table 5.3 is likely an
overestimate.
In addition to the simulations performed with a twinning event, simulations are con-
ducted in which a twin is not inserted between steps 5 and 6. This allows for a com-
parison between simulations considering deformation through various modes. Though
no twin is inserted, and thus all three simulations are seemingly identical, changes in
the twin width lead to necessary changes in the finite element mesh. As such, slight
variations in calculated values for work are expected in the three simulations performed
with no twin insertion. These values are summarized in Table 5.4.
w (mm) W (mJ) WP (mJ)
0.0025 0.0064 0.0000
0.005 0.0064 0.0000
0.01 0.0065 0.0000
Table 5.4: Change in work and plastic work between deformation steps 5 and 6, calculated
for simulations without a twinning event.
The calculation of work serves to provide a possible path to determine when a twin
event may occur. The framework allows for the possibility of two simulations to be
performed concurrently - one in which the body deforms at certain points by means of
deformation twinning, and one in which the body deforms entirely by crystallographic
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slip. Integrated values for various metrics (e.g.: work, elastic relaxation, or others) may
be compared between the two simulations at each deformation step, and the mode of de-
formation that is energetically favorable may be chosen as the path which the simulation
continues on.
For the simulations performed, insertion of a twin of any size, and the employment
of any reorientation scheme requires more work than in simulations without a twinning
event. Indeed, the total work is an order of magnitude higher over the twin step. This
may be expected, as the twin was inserted well before the onset of macroscopic plastic-
ity. Localized plastic deformation has yet to become substantial at this point in loading,
as the plastic work calculated for simulations without a twinning event was consistently
negligible over that time step. A large deformation that relies on plasticity to accom-
modate the shape change may not compete in terms of an energetic measure to a body
deforming nearly entirely elastically.
In these simulations, a twin is inserted in an arbitrary crystal, embedded in an ar-
bitrary aggregate, at an arbitrary point in deformation. No care is taken to simulate a
“real” event. As such, it cannot necessarily be expected that the work calculations would
indicate a favorable event. This, however, provides a map for possible indication of twin
nucleation.
Additionally, the change in temperature for a polycrystal at large is calculated per
Equation 3.21. Table 5.5 summarizes the average change in temperature over the entire
polycrystal due to a twinning event, as well as the maximum local change. As twin width
increases, the average temperature increase in the polycrystal increases. Incremental
reorientation of the crystal lattice, additionally, generally leads to a lower temperature
increase than the other reorientation schemes.
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Global ∆T (C) Local ∆T (C)
w (mm) R.S. 1 R.S. 2 R.S. 3 R.S. 1 R.S. 2 R.S. 3
0.0025 0.0074 0.0077 0.0064 43.7 42.6 47.0
0.005 0.0159 0.0165 0.0138 50.5 50.5 50.6
0.01 0.0288 0.0298 0.0254 36.4 33.7 37.2
Table 5.5: Average change in temperature due to twinning event for the entire polycrystal
(“Global”), and the maximum local temperature change (“Local”).
The maximum local increase in temperature is seen to be far greater than the average
increase in temperature over the entire polycrystal. This is expected, as the twinning
event - and the work associated with the event - is highly localized. Results indicate that
the maximum temperature increase may be locally significant. This could necessitate the
investigation of temperature dependent constitutive relations and evolution equations,
though the magnitude of the maximum temperature increase is still relatively low, even
in this worst-case scenario (assuming all work is translated to heat).
5.3 Slip Observations
While some studies postulate that the development of slip within twin regions after the
twin event may be arrested [99], the current framework allows the body to continue
deforming by means of slip everywhere in the domain. To investigate the consequences
of this assumption, the effective plastic deformation rate is considered:
DPe f f =
√
2
3
(DP : DP) (5.1)
Figures 5.4 and 5.5 detail the effective plastic deformation rate on the mesh at 2.0%
macroscopic strain for simulations performed with various reorientation schemes, and
for simulations performed with various twin widths, respectively.
As the plastic deformation rate is clearly non-zero in the twin region at a point later
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(a) (b)
(c)
Figure 5.4: Effective plastic deformation rate at 2.0% macroscopic strain, for sim-
ulations twin width w = 0.01mm employing (a) reorientation scheme
1, (b) reorientation scheme 2, and (c) reorientation scheme 3. Approx-
imate twin boundaries are highlighted.
in deformation, twin region continues to deform by means of crystallographic slip. Table
5.6 details the volume fraction of the twin region considered to have active slip systems
at 2.0% strain, calculated according to Equation C.11. As the model is currently formu-
lated, there is no explicit term that would lead to the arrested development of slip within
a twin region. Additionally, mechanical constraints due to the stress fields surrounding
the twin do not lead to states in which the twin naturally experiences a prohibition of
slip activity.
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(a) (b)
(c)
Figure 5.5: Effective plastic deformation rate at 2.0% macroscopic strain for
simulations employing reorientation scheme 1, with twin width (a)
w = 0.0025mm, (b) w = 0.005mm, (c) w = 0.01mm. Approximate
twin boundaries are highlighted.
Volume Active (%)
w (mm) R.S. 1 R.S. 2 R.S. 3
0.0025 93.5 93.3 90.5
0.005 90.7 91.4 84.1
0.01 90.3 91.4 86.4
Table 5.6: Volume fraction of twin deforming by crystallographic slip at 2.0% macro-
scopic strain.
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Figure 5.6 shows histograms detailing the volume fraction of the twin region de-
forming by each slip family for simulations performed with various twin widths.
Investigating the slip systems active at 2.0% macroscopic strain reveals that slip is
generally dominated by the prismatic family of slip systems. This indicates that slip is
occurring across the width of the twin. In some instances - particularly when reorienta-
tion scheme 3 is employed, volume fractions may sum to values greater than 100%. This
indicates that the twin region is deforming by polyslip. Since the prismatic and pyrami-
dal slip systems are active in large volume fractions of the twin region, this indicates the
volume is deforming largely by polyslip comprised of these two systems.
Chapter 2.1.3 details theory which postulates the possible apparent hardening of slip
systems within the twin region. Results here indicate no natural occurrence of arrested
twin development. Indeed, slip is not restricted to be confined to the twin region, as shear
on prismatic planes is predicted, which contradicts some theoretical thought. Insertion
of multiple twins within a grain could have some effect on the development of plasticity
between twin regions, though the study conducted in Appendix C indicates that this may
not occur naturally do to mechanical constraints imposed on the system due to the spatial
arrangement of grains and phases. However, should future experimental data definitively
prove apparent hardening within twin regions or parent grains, the framework could be
modified to force the hardening of slip systems to arrest the development of plasticity
after a twin event.
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(a)
(b)
(c)
Figure 5.6: Slip system activity within the twin region at 2.0% macroscopic strain
for simulations with (a) w = 0.0025mm, (b) w = 0.005mm, and (c)
w = 0.01mm.
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CHAPTER 6
SUMMARY
6.1 Conclusions
Experimental studies have observed deformation twins forming in many crystals ex-
hibiting hexagonal symmetry. Modeling the plastic deformation response of materials,
however, has largely focused on crystallographic slip. This dissertation provides a map
to include deformation twinning in a crystal plasticity finite element framework. The
existing framework - which largely considers only crystallographic slip - is extended to
include deformation twinning in full field three dimensional simulations by means of
pre-discretization of a representative sample into twin regions, and construction of an
attendant finite element mesh. When deformation twinning is invoked, essential bound-
ary conditions are placed on the nodes within a region such that the nodal points are
mapped to their expected positions due to twinning, and the crystal lattice is reoriented.
This deformation is forced to occur over a very brief duration such that the shear rate
associated with a twinning event is greater than shear rates commonly witnessed due to
crystallographic slip.
The framework distinguishes itself from previous attempts to model deformation
twinning in that it upholds the basic characteristics of the deformation associated with
twinning, rather than collapsing the physical differences between slip and twinning by
modeling twinning as an auxiliary slip system. Specifically, existing twin modeling
efforts largely ignore the discrete nature of twinning by homogenizing deformation re-
sponses due to both slip and twinning at discrete material points. Due to this homoge-
nization, the relative rate differences between slip and twinning are largely obscured.
Additionally, without considering discrete twin regions, existing frameworks fail to
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introduce new grain boundaries that alter the spatial arrangement of grains, which is
known to have large effects on the development of plasticity in aggregates. The pro-
posed framework - by considering discrete twin regions and maintaining the relative
difference in shear rates between slip and twinning - rectifies some of the assumptions
made in previous modeling efforts. This allows for the study of the aggregates response
to the deformation due to twinning, and for the precise study of local - and global -
metrics due to a twinning event in a way that previous modeling efforts do not afford.
A simulation is performed on a single crystal sample, and results highlighted the
proposed framework’s ability to correctly map the motion due to twinning. Lattice re-
orientation is achieved through the use of three different orientation schemes, each of
which prove effective in reorienting the lattice to its expected orientation. With confi-
dence in the ability of the framework to correctly map the motion of the twin and reorient
the crystal lattice, simulations are performed on polycrystalline aggregates. A twin is
inserted into a crystal at the center of the aggregate at an arbitrary point in deformation.
Three different twin widths are considered. Stress fields are inspected after the insertion
of the twin. Results indicate that large stress concentrations form at the twin tips in
neighboring grains and the volume of the regions effected by the twin motion in neigh-
boring grains increases as the twin size increases, echoing some experimental results.
The reorientation schemes considered have an effect on the stress states post-twinning.
Reorienting the lattice entirely at the beginning or end of twinning generally leads to
lower stresses in the twin region than if the lattice is incrementally reoriented. Addition-
ally, the resolved shear stress drops within a twin region, and increases at the twin tips
during a twin event, the degree to which is dependent on both the size of the twin region
and the reorientation scheme employed. This overall result, however, confirms results
from similar two dimensional studies.
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The work necessary to insert a twin is calculated to understand the energy associ-
ated with a twinning event. As twin size increases, the work necessary to insert a twin
increases. Both the total work and plastic work follow this trend. Additionally, how
the crystal lattice is reoriented effects both measures of work. Specifically, inserting
a twin while incrementally reorienting the crystal lattice requires less work than when
the lattice is reoriented entirely at the beginning or end of a twin event. As twin size
increases, the calculated plastic work increases such that it is greater than the total work,
implying a negative elastic contribution. This indicates that some portion of the volume
is elastically unloading, indicating that twinning causes some elastic relaxation within
the polycrystal. This may be seen by comparing the von Mises stress fields before and
after twinning, where a stress drop is witnessed in some portions of the polycrystal -
specifically in portions of the grain which experiences twinning.
Additional simulations are performed without a twinning event to understand the
work required to deform the material without a twin event. For this specific case, the
insertion of a twin invariably led to higher values of work than when the polycrystal
was allowed to deform without a twin event. This is to be expected, as little attention
is paid to modeling a real twin event - all variables associated with this study were cho-
sen arbitrarily. However, a possible path to understanding twin nucleation and growth
is presented. This showcases the ability to run two concurrent simulations over each
deformation step - one in which twinning is considered, and one in which twinning is
ignored. Deformation may proceed choosing whichever deformation mode is energeti-
cally favorable, and different measures may be considered, such as the total work or the
elastic relaxation.
The change in temperature associated with the event is calculated, assuming all of
the work associated with the twin event is converted to heat. Global results indicate that
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the average temperature change in the polycrystal is negligible. However, the maximum
local temperature change reveals sharp increases in temperature in the vicinity of the
twin tip. A temperature increase can lead to changes in the elastic response as well as
the elastic response, necessitating changes in the elastic constants, the slip strengths, the
rate dependence, and the hardening parameters. Results suggest that coupling material
properties with temperature should be investigated, as it could alter the deformation
field, at least locally.
Finally, the development of slip is monitored after the twin event. As the polycrystal
continues to deform, slip is observed to occur in large portions of the twin region. There
is no mechanism inherent in the model to suppress slip in twin regions, and mechanical
constraints on the twin region due to local deformation fields does not naturally suppress
slip. Additionally, slip is witnessed to occur primarily on the prismatic plane, indicating
the development of slip across the width of the twin.
Robust experimental data is necessary to best inform the future development of this
model. Specifically, understanding the deformation field prior to and after a twinning
event is necessary to tune the presented framework, understand the work associated with
a twin event, and to understand the development of plasticity due to crystallographic slip
after a twin event. As described in Chapter 2.1.3, high energy X-ray diffraction methods
hold the greatest promise for providing the necessary data sets. Recent experimental
studies have demonstrated the ability to determine grain average stress states, as well
as characterize the formation of deformation twins. Further studies have shown that
simulations provide a way of understanding the complex heterogeneous deformation
that develops at the sub-grain level. By instantiating crystals to contain observed twins,
and inserting them at the proper spatial location and at the correct point in deformation, a
statistical understanding of the stress states prior to and after twinning may be deduced.
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Machine learning techniques may offer insight into these complex data sets.
6.2 Future Directions
Parametric Study
Experienced gained in the study outlined in Appendix C showed how a rigorous and
methodical parametric study may be performed. Such a study should be performed on
this deformation twinning framework to gauge the response of aggregates to various
changes. Possible parameters to be studied could include:
• Twin width
• Twin location
• Orientation of crystal
• Point in deformation at which twin is inserted
Effects to be gauged should include:
• Effects on macroscopic total work and plastic work
• Effects on macroscopic yield strength and ductility
• Effects on local quantities, such as slip activity
Extension to Various Crystal Types
The framework may be generalized to include twinning for any crystal symmetry, pri-
marily crystals exhibiting cubic symmetry. As it stands, the only change necessary to the
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framework is generalizing the calculation of the reciprocal lattice vector for any crystal
symmetry (Chapter 3.1). This would make the framework more versatile, and open it to
a new class of materials that it can model.
Transformation Induced Plasticity
The presented framework is uniquely positioned to handle the problem of both defor-
mation twinning and transformation induced plasticity. Deformation twinning could (in
some ways) be considered a sub-problem of transformation induced plasticity. While
deformation twinning is characterized by the uniform shear of a discrete region cou-
pled with a reorientation of the crystal lattice within said region, transformation induced
plasticity is different only in that it considers, additionally, a change in crystallographic
phase. Practically, this would require few changes on top of what is already included
in the framework, as elements could essentially be assigned a new phase designation
upon transformation (with a few other minor steps). This is, perhaps, the most exciting
change to be implemented into the code.
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APPENDIX A
FINITE ELEMENT IMPLEMENTATION
Below is a detailed description of the finite element implementation of the crystal plas-
ticity finite element framework utilized in this study.
For ease of implementation of in a finite element framework, quantities described in
Chapter 2.2 must be cast as vectors and matrices. First, consider the following transfor-
mations, taking second order tensors to column vectors:
τ→ {τ} =
{
τ11 τ22 τ33
√
2τ23
√
2τ13
√
2τ12
}T
τ′ → {τ′} =
{
1√
2
(
τ′11 − τ′22
) √
3
2τ
′
33
√
2τ′23
√
2τ′13
√
2τ′12
}T (A.1)
The top applies to all full tensors, while the bottom transformation applies specifically
to deviatoric tensors. In both cases, coefficients on individual terms arise to preserve the
inner product (i.e., such that τ · τ = {τ}T · {τ}).
Similarly, the fourth order stiffness tensor (Equation 2.10) is reduced to a volumetric
component, κ, and a diagonalized deviatoric component [C′], such that (for hexagonal
crystals) κ = 3 (C11 + C12 + C13), and:
[
C′
]
=

C11 −C12
3 (C33 −C13)
C44
C44
C11 −C12

(A.2)
Thus, the volumetric and deviatoric Kirchhoff stresses are calculated as:
tr ({τ}) = κ
3
tr ({Ee})
{τ′} = [C′] {Ee′} (A.3)
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Turning now to time discretization, the rate change of the elastic strain ({E˙e}) may
be approximated from the strains at the beginning ({ee0}) and end ({ee}) of a time step:
{E˙e} = 1
∆t
({Ee} − {Ee0}) (A.4)
Substituting Equation A.4 into the expression of the deviatoric deformation rate in Equa-
tion 2.8 gives:
{D′} = 1
∆t
{Ee′} + {DˆP′} +
[
WˆP
]
{Ee′} − 1
∆t
{Ee′0 } (A.5)
where
{DˆP′} = [M] {τ′} =
∑
k
(
γ˙k
τk
)
{Pk}{Pk}T {τ′} (A.6)
where γ˙k is found through the power law expression of Equation 2.13, τk is the resolved
shear stress, and {Pk} the vector form of the symmetric portion of the Schmid tensor for
the kth slip system. This, together with the knowledge that {τ′} = [C′] {Ee′},
{σ′} = [S ] ({D′} − {H′})
where [S ]−1 =
β
∆t
[
C′
]−1 − β [M]
and {H′} =
[
WˆP
]
{Ee′} − 1
∆t
{Ee′0 }
(A.7)
Here, the deviatoric Cauchy stress is related to the total deformation rate, as well as the
spin and elastic strain at the beginning of the time step, {H′}, through the tensor [S ],
which relies on β - the determinant of the elastic stretch, Fe.
Equilibrium is enforced by ensuring a weighted residual is iteratively driven to zero:
R =
∫
B
ψ · (∇ · σ + b) dB = 0 (A.8)
where ∇ · σ is the divergence of the Cauchy stress, and b are the body forces. This
allows for the formation of the standard weak form:
R =
∫
B
tr
(
σ′∇ψ) dB + ∫
B
pi∇ · ψdB +
∫
∂B
t · ψdΓ +
∫
B
b · ψdB (A.9)
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where pi is the hydrostatic stress, t is the applied traction, and Γ the portion of the domain
with applied traction.
Ignoring body forces and applied tractions (only velocity essential boundary con-
ditions are considered currently), and casting in a matrix form, the residual for each
element of a finite element mesh takes the form:
{Rel} =
[[
Keldev
]
+
[
Kelvol
]]
{V} − { f eldev} − { f elvol} (A.10)
where (each integral below is evaluated by means of Gauss quadrature):[
Keldev
]
=
∫
B
[B]T [X]T [S ] [X] [B] dB[
Kelvol
]
=
∫
B
β
κ∆t
[B]T [X]T {δ}{δ}T [X] [B] dB
{ f eldev} =
∫
B
[B]T [X]T [S ] {H}dB
{ f elvol} =
∫
B
[B]T [X]T
β
κ∆t
{δ}T {Ee0}dB
(A.11)
where [B] are the derivatives of the shape functions of the elements, [X] is an array of
coefficients to ensure proper inner products, {δ} is a matrix trace operator,
[
Keldev
]
is the
deviatoric stiffness matrix,
[
Kelvol
]
is the volumetric stiffness matrix, and { f eldev}/{ f elvol} are
the matrices accounting for the initial elastic strain at the beginning of a step, and the
spin at the beginning of a step, respectively.
Assembling for the entire mesh and enforcing that the residual must vanish for every
element yields a global residual gives:
{R} = [[Kdev] + [Kvol]] {V} − {Fdev} − {Fvol} (A.12)
As both the deviatoric and volumetric stiffnesses, K, are dependent on the velocity
field - and thus Equation A.12 is non-linear - the goal is to iteratively solve for the
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velocity field at step n + 1 by correcting the velocity field from step n:
{V}n+1 = {V}n + {∆V}n+1
where [[Kdev] + [Kvol]] {∆V}n+1 = −{R}n
(A.13)
Here, [Kdev] is either the secant stiffness matrix or tangent stiffness matrix, depending on
whether the solver is currently using Picard’s method or the Newton-Raphson method,
respectively. For a given time step, the solver generally uses Picard’s method for the first
few iterations, followed by Newton-Raphson to solve for final convergence. Note, the
essential velocity boundary conditions are held fixed for a given time step in the above
equation. That is, ∆V is 0 for nodes which have essential velocity boundary conditions.
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APPENDIX B
ON SLIP INITIATION IN EQUIAXED α/β TI-6AL-4V
The following appears in Acta Materialia [60].
Abstract
A computational study of 3D virtual instantiations of microtextured Ti-6Al-4V with
varying initial slip system strengths is presented. Electron backscatter diffraction
(EBSD) scans of a rolled and heat-treated mill annealed plate were used in order to
determine the approximate geometric morphology of both the grain structure and the
microtextured regions. Data from the EBSD experiments were used to calculate repre-
sentative orientation distribution functions (ODFs) and grain size distributions for the α
(HCP) crystallographic phase. Laguerre tessellations were employed to create idealized
geometric representations of the microstructure and microtextured regions, while ori-
entations were sampled from the experimentally derived ODFs. A highly parallelized
crystal plasticity finite element framework was used to model the deformation response
of single phase polycrystals under uniaxial tension, with attention paid to the intragrain
slip system activity. Simulations were conducted with changes in the orientations within
microtextured regions, as well as with various sets of initial slip system strengths to re-
flect differences in reported values in literature. Results were compared to a strength-to-
stiffness parameter designed to predict succession of yield as a function of orientation.
Presented are slip activity trends as a function of microstructure and initial slip system
strengths, as well as results concerning the development of long-range localization of
plasticity as a function of the microstructure. Predictions are compared to slip system
activity measured by digital image correlation.
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B.1 Introduction
Ti-6Al-4V is the most widely produced titanium alloy, used in a wide array of industries
and applications due to good resistance to corrosion, high strength, and low density
[75]. Lending complexity to understanding the deformation response is the presence of
a hexagonal crystallographic phase which exhibits elastic anisotropy and strong plastic
anisotropy [63, 118]. Furthermore, due to the thermomechanical processes used during
manufacture, a wide variety of microstructures are attainable, and thus a wide range
of deformation responses are available from this single alloy. Determining how the
microstructure influences the deformation response is crucial in understanding such a
ubiquitous alloy.
Of the most common microstructures, those produced by the mill annealed process-
ing path exhibit near equiaxed grains of hexagonal crystallographic phase - in contrast to
the complex geometric structures that may form in other variations (e.g. the β annealed
and bi-modal microstructures) [35, 107]. Additionally, the microstructure contains spa-
tial regions comprised of contiguous grains with crystallographic orientations of a sin-
gle crystallographic fiber - microtextured regions - that arise from the unique processing
route of the mill annealed microstructure. The texture of these regions may contribute
to only a portion of the overall texture of the material, and have been experimentally
observed in a number of studies [89, 44, 114, 39]. Due to the microstructural morphol-
ogy and crystallographic texture, the equiaxed mill annealed microstructure exhibits a
different deformation response than other microstructural variations, namely exhibiting
both a higher yield strength and ductility, as well as less variation in both measures.
The plastic behavior of many hexagonal crystals is debated in literature. In order
to accommodate generalized plastic deformation [51], multiple families of slip systems
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- namely the basal, prismatic, and pyramidal families - are required. While the plas-
tic behavior of hexagonal crystals is widely accepted to be anisotropic, the degree of
anisotropy is contested [56, 111, 18, 49, 128, 136]. Specifically, debate centers on the
relative strength of the pyramidal family, as well as whether the basal or prismatic fam-
ily is the weakest slip family. The mechanical response and development of plasticity
within an aggregate comprised of hexagonal crystals will be sensitive to the relative
initial slip system strengths.
Considering the mechanical constraints that exist due to compatibility and equilib-
rium between grains - as well as between microtextured regions - is crucial in deter-
mining the influence of microtextured regions and initial slip system strengths on the
deformation response of the material. Computational simulations provide a window
into the development of plasticity at the crystal scale [8, 78, 77], which can lend insight
into grain-to-grain and region-to-region interactions. This includes other recent work
concerning slip initiation in microtextured materials through the lens of simulated de-
formation data [50]. Developments in parallel computing as well as the creation of large
scale representative geometries and attendant finite element meshes [93] allow for the
simulation of large, highly refined polycrystals, and thus the interrogation of both the
behavior of the aggregate and behavior within grains.
Prediction and explanation of the succession of crystal yield, as evidenced by the
initiation of slip, is achieved through the use of a directional strength-to-stiffness metric
[129]. Considering not only the slip system strengths of an oriented crystal, but also its
directional stiffness, a directional strength-to-stiffness metric has been used to predict
the succession of yield by comparing the relative strains at which different crystals may
reach a critical resolved shear stress in order for slip to activate. Previous work [129] has
focused on understanding the influence of elastic anisotropy on the strength-to-stiffness
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ratio in FCC crystals. For the case of HCP crystals, the directional strength-to-stiffness
metric becomes more complicated with the presence of plastic anisotropy. First or-
der assumptions regarding the crystal stress state allow for computationally inexpensive
baseline predictions of the succession of yield for individual crystals during the onset of
plasticity. When used in highly textured materials that exhibit plastic anisotropy, a di-
rectional strength-to-stiffness metric can also explain the succession of separate families
of slip systems with disparate initial strengths.
In this study, electron backscatter diffraction data in large 2D scans and in 3D
datasets are used to inform the geometric representation of polycrystals through the
use of Laguerre tessellations [61, 94]. These data are also used to functionally represent
orientation distributions. Tessellations and orientation distributions are used together
to create instantiations for use in deformation simulations. A suite of simulations is
conducted to probe both the influence of microtextured regions on the development of
plasticity in the polycrystal, as well as the sensitivity of slip activation to initial slip sys-
tem strengths. Results are compared to previous experimental observations through the
lens of a strength-to-stiffness metric.
B.2 Background
B.2.1 Material Background
Ti-6Al-4V alloys subject to deformation processing and subsequent annealing in the α/β
phase field develop a spectrum of relatively fine-scale α/β microstructures. The material
used in this study (Figure B.1) was homogenized in the β phase field, cooled, and then
rolled into plate at a temperature just below the α/β transus. Subsequently, the plate
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was heat treated at 926◦C for 4 hours and cooled to room temperate at 0.3◦C/minute to
homogenize residual strain present from the hot working steps. Analysis of the top of
the rolled plate details a composition of 6.28 wt% aluminum, 4.09 wt% vanadium, 0.18
wt% oxygen, 0.19 wt% combination iron, carbon, nitrogen, and yttrium, and balance
titanium.
Figure B.1: Backscattered electron (BSE) image of the investigated Ti-6Al-4V
alloy showing the α grains (dark grey) and the β grains (light contrast).
The material is primarily composed of equiaxed α grains surrounded
or partially surrounded by β phase.
Dominant in terms of volume fraction, the α phase - which exhibits HCP crystal
symmetry - represents approximately 92% of the material volume. The geometry of the
microstructure of Ti-6Al-4V is very sensitive to the thermomechanical processes used
during production. Microstructures (e.g. β annealed or bimodal) comprised of primary
grains with complex sub-grain structures are attainable through the use of hot rolling or
long recrystallization steps, and present many challenges with respect to understanding
their deformation responses. The equiaxed mill annealed microstructure represents a ge-
ometrically simple microstructural variation available for Ti-6Al-4V. Electron backscat-
ter diffraction (EBSD) scans elucidate the geometric morphology of the α grains in the
microstructure (Figure B.2(a)), which shows that the mill annealed microstructure is
comprised of α phase grains of both similar size and shape.
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(a) (b)
(c) (d)
Figure B.2: (a) EBSD scan of an equiaxed mill annealed Ti-6Al-4V plate. (b)
Subset of EBSD scan with microtextured regions of interest outlined.
(c) Orientation distribution functions calculated from entire EBSD
scan as well as selected regions, and plotted in the hexagonal symme-
try fundamental region of Rodrigues’ space. (d) Three dimensional
morphology of the equiaxed mill annealed microstructure elucidated
by TriBeam tomography and 3D EBSD reconstruction. All EBSD
images depict only the α crystallographic phase.
Additionally, crystallographic orientations of the grains are gathered from EBSD
scans. Figure B.2(b) details a subset of the EBSD scan in Figure B.2(a), and exhibits
areas of contiguous grains with similar crystallographic orientations (labeled “Region
A” and “Region B”) - or microtextured regions. The two outlined regions show two
different microtextured regions. Similarly oriented microtextured regions appear multi-
ple times through EBSD surface scans covering larger areas B.2(a). The microtextured
regions outlined in Figure B.2(b) were identified visually. Microtextured regions result
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due to the persistence of α phase transformation structures (that arise from high temper-
ature β phase structures) through thermomechanical processing [9, 75].
By considering the orientations measured in the entire scan, as well as only those
within the selected regions, functional representations of the microtextured regions may
be constructed [70]. Figure B.2(c) shows the deduced orientation distribution functions
(ODFs) for the entire scan, as well as each of the identified microtextured regions plotted
in the hexagonal symmetry fundamental region of Rodrigues’ space [43, 70]. Note that
both of the ODFs for the selected regions possess only a single peak - or a distribution
centered on only a single crystallographic orientation. The ODFs for the selected re-
gions represent only portions of the entire sample’s texture - functionally illustrating the
microtextured regions present in the sample. All calculations and plotting in Rodrigues’
orientation space were performed using the ODFPF software package developed by the
Deformation Processes Lab at Cornell University [31].
Three-dimensional characterization was performed by TriBeam, an in-situ FIB-
SEM microscope femtosecond laser based mesoscale tomography technique [40]. The
TriBeam tomography experiment performed on the Ti-6Al-4V alloy in this article in-
volved femtosecond laser sectioning, a fast glancing angle 30kV, 20nA FIB cleaning
step, and collection of both secondary electron images and electron backscatter diffrac-
tion (EBSD) maps. Tomographic sectioning was performed with an in-plane EBSD
imaging resolution of 0.6 µm and a sectioning resolution of 1 µm. Imaging was per-
formed using a 30kV electron beam and a 4x4 binning mode on the EBSD detector. The
3D reconstruction was performed using DREAM.3D [46]. Briefly, the reconstruction
process required a registration (slice alignment step) and a 5◦ segmentation tolerance to
define the grains boundaries.
The 3D characterization (Figure B.2(d)) shows that the microtextured regions run
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lengthwise not only in the rolling direction (as shown in Figure B.2(b)) but also in the
transverse direction. In other words, the microtextured regions are planar regions with
normals in the same direction as the sample ND.
Surface strain measurements were made using a SEM based digital image correla-
tion (SEM DIC) technique in a previous study [39] to determine the relative slip system
activity and the extent and location of strain localization before the onset of plastic-
ity. The SEM DIC technique was developed [115] to measure elastic strains as small as
0.15% at the sub-micron scale, in other words, at resolutions that can resolve the location
of strain localization inside of grains. In a previous article [39], the sequence of slip ac-
tivation was shown in an identical microtextured Ti-6Al-4V alloy as used in the present
study. Loading was performed on a sample at strain rates of 10−3 s−1 to 10−4 s−1 while
DIC measurements were taken at discrete macroscopic strain states before the onset of
macroscopic plasticity. Experimentally, strain localization was observed substantially
earlier than macroscopic yielding (in the macroscopic elastic loading regime) in pref-
erentially orientation grain and microtextured regions. Furthermore, the localization of
plastic straining was observed to occur across entire microtextured regions - notably
with bands of plastic deformation traversing grains and phases (Figure B.3). Slip activ-
ity characterized as a function of the applied macroscopic strain was detected by SEM
DIC, and has been directly compared to the simulations performed in this article.
B.2.2 Simulation Methods
The model employed in this study is an elastic-viscoplastic model embedded in a highly
parallelized finite element framework. This method is capable of modeling large in-
elastic, quasi-static deformations of a polycrystal discretized into a finite element mesh.
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(a) (b) (c)
Figure B.3: Results from (a) EBSD, and (b) SEM DIC experiments detailing grain
and phase structure. (c) Strain distribution at 1.00% macroscopic
strain, which details the localization of plastic strain (white bands)
traversing α phase grains - including those separated by small regions
of β phase (black regions).
The deformation of the material is described using a set of constitutive equations, and we
consider both an elastic response and inelastic response of a single crystal. Anisotropy
is included in the elastic response, as well as the inelastic response, which considers
only rate-dependent crystallographic slip restricted to dominant slip systems. Although
deformation twinning is commonly seen in commercially pure titanium and other tita-
nium alloys, it is not observed in Ti-6Al-4V due to its high aluminum content [75] and
consequently was not modeled. Deformation is considered to be ductile and isothermal
- no heat transfer or fracture models are included. Simulations are performed using the
FEpX software package [32]. Here, a simplified summary of the model is described.
A more complete description of the kinematics and configuration may be found in the
FEpX theory and methods manual [32].
The equations for the elastic and plastic responses are written in a configuration
reached by elastically unloading, without rotation, from the current, or spatial, config-
uration by the inverse of the elastic stretch, ve. The elastic portion of deformation is
governed by Hooke’s law,
τ = C(r)ee (B.1)
where the Kirchhoff stress, τ, is related to the elastic strain, ee. The Kirchhoff stress is
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related to the Cauchy stress, σ, by τ = det(ve)σ; the elastic strain is computed from
the elastic stretch as ee = ve − I, assuming small elastic strains [17, 86]. The stiffness
tensor, C, is dependent on the symmetry of the crystal, and is reduced to reflect said
symmetry [84]. Additionally, the stiffness tensor is a function of the orientation of the
crystal, represented here using the Rodrigues’ vector, r [43].
The plastic portion of deformation is governed by a rate-dependent restricted slip
model. The plastic deformation rate, DP (defined again in unloaded configuration), is a
linear combination of the simple shearing modes defined by the symmetric portion of
the Schmid tensors,
DP =
∑
k
γ˙kPk (B.2)
Pk = sym
(
sk ⊗mk
)
(B.3)
where γ˙ is the shearing rate. For each slip system, k, the Schmid tensor is defined as the
dyadic product between a slip plane normal vector, mk, and a slip direction vector, sk.
Slip systems considered in this study are shown in Table B.1. The α phase utilizes
three slip families to represent those which have been experimentally observed to be
active during the onset of plasticity [39].
Slip System Name Number of Systems m s
Basal (b) 3 {0 0 0 1} 〈1 1 2 0〉
Prismatic (p) 3 {0 0 1 0} 〈1 1 2 0〉
Pyramidal (pi) 12 {0 0 1 1} 〈1 1 2 3〉
Table B.1: Slip systems used for the α phase of Ti-6Al-4V.
The kinetics of slip are defined using a power law relationship between the shearing
rate of a given slip system and the resolved shear stress, τk, on that system:
γ˙k = γ˙0
( |τk|
gk
) 1
m
sgn(τk)
where τk = tr(Pkτ′)
(B.4)
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where τ′ is the deviatoric portion of τ. The resolved shear stress on a slip system is
scaled by the slip system strength, gk. The fixed-state strain rate sensitivity is controlled
by m, and γ˙k0 is the fixed-state strain rate scaling coefficient. For a given element, g
k
evolves at the same rate for all slip systems within a family.
Similarly, for a given element, each slip system within a family will evolve at the
same rate. Evolution of a slip system’s strength is modeled using a linear Voce hardening
assumption [65], while the saturation strength is a function of the sum of the slip system
shear rates for a given element:
g˙k = γ˙h0
(
gks (γ˙) − gk
gks (γ˙) − gk0
)
where gks (γ˙) = g
k
s0
(
γ˙
γ˙s0
)m′
and γ˙ =
∑
k
|γ˙k|
(B.5)
The initial slip system strength and saturation strength are defined by gk0 and g
k
s, re-
spectively, and h0 is the strength hardening rate coefficient. The saturation strength is a
function of the sum of the slip system shear rates for a given element, and is controlled
by the initial saturation strength, gks0, the saturation strength strain rate scaling coeffi-
cient, γ˙s0, and the saturation strength rate scaling exponent, m′. For a given element, the
saturation strengths of all slip systems within a family will evolve at the same rate.
Model parameters were gathered from the analysis of tensile tests on equiaxed Ti-
6Al-4V and from literature on Ti-Al alloys [126, 33, 56, 111, 18, 49, 128, 136]. Single
crystal elastic constants are outlined in Table B.2, and were optimized in an associated
optimization study on the same material studied here [126]. Values used for the vari-
ations on the initial slip system strengths for this study are outlined in Table B.3. The
primary set of initial slip system strengths (Strength Set 1) were also determined in a
related study on the same material [33]. The methodology employed in these studies
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consisted of a combination of high-energy x-ray diffraction experiments with in situ
loading of equiaxed Ti-6Al-4V and coordinated finite element simulations of virtual
polycrystals. Elastic moduli and slip system strengths were determined by matching the
evolution of the dominant modes of harmonic expansions of lattice strain distributions
within the elastic domain for the elastic moduli and through the elastic-plastic transition
for the slip system strengths. As indicated in Table B.3, Strength Set 1 prismatic strength
is slightly higher than the basal strength and the pyramidal strength is moderately higher
than the basal strength.
C11 (GPa) C12 (GPa) C13 (GPa) C44 (GPa)
169.7 88.7 61.7 42.5
Table B.2: Single crystal elastic constants for the α phase of Ti-6Al-4V.
Strength Set g0,b (MPa) g0,p (MPa) g0,pi (MPa)
g0,p
g0,b
: g0,pig0,b
1 390 468 663 1.2 : 1.7
2 390 390 1170 1.0 : 3.0
3 390 351 663 0.9 : 1.7
Table B.3: Variations of initial slip system strengths used for simulating the α phase of
Ti-6Al-4V, including relative ratios normalized by each set’s basal strength.
The relative values of slip system strengths reported in the literature for the hexag-
onal phase of Ti-Al alloys spans a considerable range, as summarized in Table B.4
[56, 111, 18, 49, 128, 136]. Most often the pyramidal systems are moderately to greatly
higher in strength than the basal systems. In contrast, the prismatic systems range from
slightly weaker to slighter stronger than the basal systems. To explore these trends in the
simulations performed here, Strength Sets 2 and 3 were chosen to complement the ratios
existing in Strength Set 1. Strength Set 2 has equal basal and prismatic strengths, and a
substantially higher pyramidal strength. Strength Set 3 has a relatively weak prismatic
strength in comparison to the basal strength and a moderately higher pyramidal strength.
With these definitions for the three strength sets we are able to explore three markedly
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different distributions of strength-to-stiffness ratios, as discussed in the following sec-
tion.
g0,b (MPa) g0,p (MPa) g0,pi (MPa)
g0,p
g0,b
: g0,pig0,b Alloy and Reference
444 392 631 0.9 : 1.4 Ti-6Al-4V [56]
353 397 503 1.1 : 1.4 Ti-6Al-4V [111]
420 370 590 0.9 : 1.4 Ti-6Al-4V [18]
320 322 846 1.0 : 2.6 Ti-6Al Alloys [49]
200 181 758 0.9 : 3.8 Ti-Al Alloys [128]
349 150 1107 0.4 : 3.2 CP Ti [136]
Table B.4: Reported values for the initial slip system strengths for the hexagonal phase
of various Titanium alloys, including relative ratios normalized by each set’s
basal strength.
Other model parameters (Table B.5) were chosen to limit the magnitude of hardening
and effectively suppress evolution of the saturation strength. Recent studies suggest
the possibility that the strain rate sensitivity may be variable across slip families [57].
Doubling the rate sensitivity for the prismatic or pyramidal slip systems leads to only
a 7% change in the slip strength to maintain a constant shear rate at a fixed resolved
shear stress. For experiments and simulations conducted at low fixed strain rates, the
assumption of a single strain rate sensitivity is not expected to have a large impact on
results.
h0 (MPa) gs0 (MPa) m m′ γ˙0 (s−1) γ˙s0 (s−1)
190 530 0.01 0.01 1.0 5 × 1010
Table B.5: Plasticity parameters used for the α phase of Ti-6Al-4V.
B.2.3 Strength-to-Stiffness Formulation
To better predict the succession of grains which have yielded as a function of orientation,
a strength-to-stiffness metric is employed. A strength-to-stiffness metric is critical in
predicting the behavior of crystals in low-strain regimes, and is useful in determining
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the initial development of plasticity throughout a polycrystal. While the strength to
stiffness ratio may not be of critical importance in predicting high strain behavior such
as that experienced during processing, it is absolutely critical to predicting yielding,
fatigue, and ductility. A structural analog is useful in illustrating the importance of
a strength-to-stiffness metric in polycrystalline materials [129]. Consider two masses
loaded in parallel (isostrain) with different directional yield strengths and directional
moduli (Figure B.4(a)). The two masses may not yield in succession as expected when
considering only their directional yield strengths. In this case, the mass with a larger
yield stress also has a larger directional modulus, such that it reaches its yield stress
at a lower strain than the mass with a lower yield stress and lower directional modulus
(Figure B.4(b)). The succession of yield in the two masses is better described by a
strength-to-stiffness metric, which predicts the mass to yield first would be that with the
lower ratio of directional strength to directional stiffness.
(a) (b)
Figure B.4: Illustrations depicting the (a) masses and loading considered in the
structural analog and (b) perfectly elastic-plastic behavior of each
mass loaded separately, showing that the mass with a higher yield
strength would be the first to yield under parallel loading.
The appropriate extension from this illustrative system is to consider many masses
under similar loads, such as a polycrystalline material subjected to uniaxial tension.
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Each grain in the aggregate may have a complex stress state due to the effects of elastic
anisotropy, plastic anisotropy, and the loading of its neighbors. A first-order directional
strength-to-stiffness metric may be calculated, however, assuming a uniaxial stress state
in the same direction as the applied load. Previous study on FCC crystals reveals that
for high degrees of single crystal anisotropy, the isostress assumption leads to the over-
prediction of strength-to-stiffness values for certain crystallographic fibers compared to
those predicted using more specific fiber averaged stress values [129]. For Ti-6Al-4V,
the isostress assumption provides a reasonable estimate for strength-to-stiffness because
the level of elastic anisotropy exhibited by the α phase is relatively low.
To obtain the directional modulus in general, the elastic compliance tensor, S (the
inverse of the stiffness tensor, C, in Equation B.1), is considered in the crystal reference
frame. Crystals exhibiting hexagonal symmetry are elastically transversely isotropic,
meaning the directional stiffness for a uniaxial stress state, Edir, is dependent only on
the angle, θ(r), between the crystal’s c-axis and the loading direction [51]:
1
Edir (r)
=
(
1 − cos2 (θ(r))
)2
s11 + cos4 (θ(r)) s33
+ cos2 (θ(r))
(
1 − cos2 (θ(r))
)
(2s13 + s44)
(B.6)
where si j are components of the symmetry reduced compliance tensor in the crystal
reference frame. Figure B.5 details the directional stiffness as a function of θ.
To obtain the strength for a given orientation, the uniaxial stress state is transformed
from the sample reference frame to the crystal reference frame, and the normalized
resolved shear stresses, τ
k(r)
gk , for each slip system are each computed for an applied
uniaxial stress. From this, the directional strength for a given orientation is defined as
the inverse of the Schmid factor [106]:
S dir(r) =
1
m(r)
=
1
max
( |τk(r)|
gk
) (B.7)
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Figure B.5: Directional stiffness of the α phase in Ti-6Al-4V as calculated from
elastic constants in Table B.2. θ is symmetrically bound between 0◦
(loading along the c-axis) and 90◦ (fully transverse).
where m(r) is the orientation dependent Schmid factor. From the separate evaluations of
stiffness and strength, the directional strength-to-stiffness parameter is constructed as,
rdir(r) =
S dir(r)
Edir(r)
(B.8)
Since the single crystal elastic constants are held fixed in this study, the contribution
of the directional stiffness to the strength-to-stiffness parameter remains constant across
the simulations. However, the relative slip system strengths are variable (Table B.3) and
each strength set will have a unique influence on the strength-to-stiffness values.
Pole distributions are useful in displaying the results graphically. Each point on the
unit sphere corresponds to a crystallographic orientation, in which the c-axis, c, will
form some angle between the loading direction, d - which is in this case parallel to the
RD direction. The computation consists of evaluating the strength-to-stiffness ratio for
each crystallographic orientation defined by the points on the unit sphere, thus defining
a pole distribution. For display, the distribution is presented as a stereographic projec-
tion onto a plane perpendicular to the loading axis. Figure B.6 details the directional
strength-to-stiffness ratios for the various sets of initial slip system strength.
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(a) (b) (c)
Figure B.6: Directional strength-to-stiffness parameters plotted on the (0 0 0 1)
pole figures looking down the RD axis (center of plots represent the
alignment of the (0 0 0 1) crystallographic direction with the sample’s
rolling direction). Plots show strength-to-stiffness parameters calcu-
lated using (a) Strength Set 1, (b) Strength Set 2, and (c) Strength Set
3.
Note that the pole figures are nearly axisymmetric about their RD axes, with only
minor azimuthal fluctuations in magnitude. To this point, Figure B.7 details the direc-
tional strength-to-stiffness assuming both elastic and plastic transverse isotropy to more
compactly illustrate the metric. Practically, this is achieved by calculating averages of
the strength-to-stiffness values azimuthally about the RD axes of the pole figures found
in Figure B.6. Note the general differences - in both character and magnitude - between
the curves of the strength-to-stiffness parameters calculated using different strength sets.
Specifically, note the values when the loading is parallel to the c-axis (θ = 0◦, or the cen-
ter of the pole figures), and when the loading is fully transverse (θ = 90◦, or the periphery
of the pole figures).
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(a) (b) (c)
Figure B.7: Average directional strength-to-stiffness parameters plotted against θ
- the angle between the loading direction and a crystal’s c-axis. Plots
show strength-to-stiffness parameters calculated using (a) Strength
Set 1, (b) Strength Set 2, and (c) Strength Set 3.
B.3 Simulations and Results
B.3.1 Instantiation
Geometric representation of the microstructure is achieved through the use of La-
guerre tessellations. Control over grain size (relative equivalent diameter) was achieved
through the use of a normal distribution with mean 1 and standard deviation 0.045, while
control over grain shape (sphericity) was achieved through the use of a lognormal dis-
tribution with mean -0.145 and standard deviation of 0.03 [61, 94]. These parameters
facilitate a grain morphology comprised of near-equiaxed grains (Figure B.9), similar to
those experimentally observed in Figures B.1 and B.2(a) and representative of the mea-
sured grain size distribution in Figure B.8, which exhibits a roughly normal distribution
of grain sizes for the α phase.
In previous studies [39], the β phase was shown to allow the formation of bands
of localized plastic strain over α grains on either side of a β phase lath (Figure B.3),
contributing to long-ranging strain localization. However, the extent of resistance to
transmission that the β phase presents between neighboring α phases is a complicated
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Figure B.8: Grain size distribution of the α and β phases of equiaxed mill annealed
Ti-6Al-4V, as measured from the 2x1.5 mm EBSD scan in Figure
B.2(a).
(a) (b)
Figure B.9: Polycrystal visualizations of the angular deviation of the (0 0 0 1)
crystal direction from the sample’s rolling/tensile direction (RD). (a)
Instantiation 1, containing an embedded microtextured region sam-
pled from the region B ODF, and (b) Instantiation 2, containing an
embedded microtextured region sampled from the region A ODF. In
both instantiations, regions outside of the embedded microtextured
region were sampled from the other microtextured region’s ODF.
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research topic [19, 105, 117] that can be simplified by investigating single α phase al-
loys. Furthermore, the β phase laths do not fully encapsulate α phase grains, leading to
primarily α-α contact. To alter observed trends, the β phase would have to substantially
alter the stress states in the α phase grains, which is not expected due to the primary
grain contact. Additionally, both the elastic and plastic behaviors of the β phase are
poorly understood or quantified, and inclusion of the β phase would not reduce uncer-
tainty in the present study. As such, simulations focus on only the α phase - β phase
laths between α phase grains are not included in the instantiations. Each instantiation
is comprised of 1200 α phase grains. The mesh contains approximately 1000 elements
per grain, to facilitate the inspection of deformation at the intragrain level.
Grains are assigned to spatial regions based on the spatial location of their centroid.
The microtextured regions at the center of these instantiations are designed to have ap-
proximately four grains across their width to mimic the microtextured regions observed
in EBSD scans. Generally, orientations are assigned to grains by randomly sampling
from the ODFs informed by the EBSD surface scans. Microtextured regions are mod-
eled in the instantiations by assigning grains to spatial regions based on the location of
their centroids. Orientations are then assigned to grains within each spatial region by
sampling from only one microtextured region ODF per region - ensuring localized mi-
crotexturing. Each microtextured region contains approximately 400 grains, or a third
of the total volume.
To account for potential bias introduced by sampling only a single microtextured re-
gion per instantiation, two instantiations are created - one with an embedded microtex-
tured region sampled from the region B ODF (Figure B.9(a)), and one with an embedded
microtextured region sampled from the region A ODF (Figure B.9(b)).
Symmetry boundary conditions are employed [34], where loading is applied in the
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direction of the material’s rolling direction. Three faces are symmetry planes, while one
ND-RD face and one RD-TD face are traction free, and one ND-TD face is the loading
control surface. Velocities are applied for an effective engineering strain rate of 10−3 s−1
to mimic the strain rate of the experiment.
B.3.2 Results
Figures B.10 and B.11 detail (0 0 0 1) pole figures with the discrete orientations of grains
considered to have active slip systems. Two thresholds must be met for a grain to be
considered active for a given family of slip systems. First, a slip system from any family
at each element of the mesh is considered active based on a threshold relating its shear
rate to the applied strain rate (˙app):
γ˙

< 110 |˙app| inactive
≥ 110 |˙app| active
(B.9)
Note that elemental results presented consider the model’s results calculated at an el-
ement’s centroid. Next, a grain is considered active based on a volumetric threshold,
calculated by considering the sum of the volumes of all the elements in a given grain
(Vgrain) and the sum of the volumes of the elements with active slip systems (Vactive):
Vactive

< 110Vgrain inactive
≥ 110Vgrain active
(B.10)
Results were insensitive to either threshold through the range of [0.01 : 0.25], and as
such 0.10 was chosen arbitrarily within this range.
Each plot details the full spherical pole figure from a viewpoint looking down the
rolling direction axis, similar to Figure B.6. Table B.6 details the approximate engineer-
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ing strains at which each slip family first activates for each instantiation and strength
set.
Instantiation,
Strength Set
% Strain
(basal : prismatic : pyramidal) % Strain at Yield
1,1 0.53 : 0.66 : 0.70 0.91
1,2 0.53 : 0.55 : 1.00 0.86
1,3 0.53 : 0.49 : 0.70 0.82
2,1 0.54 : 0.66 : 0.72 0.92
2,2 0.54 : 0.54 : 1.00 0.82
2,3 0.54 : 0.49 : 0.71 0.76
Table B.6: Engineering strains at which slip system families first activate, and engineering
strains at macroscopic yield (0.1% offset method).
B.4 Discussion
In this study the rolling direction is coincident with the loading direction, and henceforth
“rolling direction” will refer to both the rolling direction of the material and the sample’s
loading direction. Additionally, the region between the periphery (outer circumference)
of the pole figure plots and the center of the pole figure plots - that is, the region where
the c-axis is neither aligned nor orthogonal to the rolling direction - will be referred to
as the “intermediary region of the pole figure”.
B.4.1 Pole Figures
Little difference is observed between simulations conducted with Instantiation 1 and
simulations conducted with Instantiation 2, and as such the results are discussed si-
multaneously. Inspection of the pole figures shown in Figures B.10 and B.11 reveals
immediate trends concerning grain activation. Broadly speaking, orientations with the
lowest strength-to-stiffness values are the first to register slip activity, and orientations
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Figure B.10: (0 0 0 1) pole figures depicting grains with active slip systems at var-
ious macroscopic engineering strains for the simulation conducted
using Instantiation 1 and various slip system strength sets (Table
B.3). At each strain, pole figures depict newly active grains - that
is, grains which were not active at a previous strain state.
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Figure B.11: (0 0 0 1) pole figures depicting grains with active slip systems at var-
ious macroscopic engineering strains for the simulation conducted
using Instantiation 2 and various slip system strength sets (Table
B.3). At each strain, pole figures depict newly active grains - that
is, grains which were not active at a previous strain state.
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with higher strength-to-stiffness values activate at higher strains. Key differences, how-
ever, are apparent between each simulated strength set.
Inspecting the pole figures in the first columns of Figures B.10 and B.11 - those
corresponding to the simulations conducted with Strength Set 1 - reveals that crystals
in the intermediary region of the pole figure are the first to activate. This is consistent
with the strength-to-stiffness plot for Strength Set 1 presented at the tops of the first
columns, as the intermediary region of the pole figure has the lowest strength-to-stiffness
values. Orientations with their c-axis orthogonal to the rolling direction are the second
to activate, and orientations with their c-axis aligned with the rolling direction activate
last - again, both consistent with the strength-to-stiffness values.
The pole figures in the second columns of Figures B.10 and B.11 - those corre-
sponding to the simulations conducted with Strength Set 2 - reveal a different trend.
Grains in the intermediary region of the pole figure activate at roughly the same strain
as those with their c-axis orthogonal to the loading direction, while grains with their
c-axis aligned with the rolling direction are again the last to activate - notably at a much
higher strain than in simulations conducted with other strength sets. The strength-to-
stiffness plot for Strength Set 2 presented at the tops of the second columns shows that
the strength-to-stiffness values for the intermediary region of the pole figure are com-
parable to the values for the periphery of the pole figure, while the center of the pole
figure has the highest strength-to-stiffness values. Again, the order in which orientations
activate are supported by the relative values for the strength-to-stiffness parameter.
Finally, the pole figures in the third columns of Figures B.10 and B.11 - those cor-
responding to the simulations conducted with Strength Set 3 - reveal that grains in the
intermediary region of the pole figure again activate at roughly the same strain as those
with their c-axis orthogonal to the loading direction, followed by grains with their c-axis
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aligned with the rolling direction, though at a lower strain than in the pole figures in the
second columns of Figures B.10 and B.11. This again obeys the strength-to-stiffness
plot for Strength Set 3 presented at the tops of the third columns.
B.4.2 Slip System Families
The order in which slip system families activate with relation to the strength-to-stiffness
parameter may also be explored. Table B.6 details the engineering strains at which the
each slip family first registers activity in the polycrystal for each simulated instantiation
and strength set. Again, little difference is noted between simulations conducted with
Instantiation 1 or Instantiation 2. However, differences are evident between simulations
conducted with different strength sets. The strains at which activation is first regis-
tered for each slip family correlates well with the initial slip system strengths used for
each simulation - relative strains at activation match the ordering of relative slip system
strengths.
The pole figures also reveal phenomena pertaining to the clustering of orientations
with the same slip family active. Grains in the center and periphery of the (0 0 0 1) pole
figures are from the microtextured regions sampled from the region A and B ODFs,
respectively, while grains in the intermediary region of the pole figure may come from
either microtextured region. The clustering of like orientations in the center and along
the periphery of the pole figures reveals microtextured regions activating with a certain
slip family. The pole figures in the first column of Figure B.10, for example, reveal
that the grains at the periphery of the pole figure initially activate with only prismatic
slip systems, while grains at the center of the pole figure initially activate with only
pyramidal slip systems. This indicates that grains that exhibit pyramidal activity reside
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in microtextured regions corresponding to the region A ODF, while grains that exhibit
prismatic activity reside in microtextured regions corresponding to the region B ODF.
Grains in the intermediary region of the pole figure initially activate with only basal slip
systems. These trends hold true for the other simulated instantiations and strength sets.
In previous work, high resolution scanning electron microscope images were col-
lected to measure the onset of plastic strain localization, using the digital image cor-
relation technique (SEM DIC) [39, 115]. SEM DIC strain field measurements were
performed on the same Ti-6Al-4V material investigated in this study, in region from the
field of view in Figure B.2(a). Bands of localized plastic deformation and their relative
slip systems were identified from the strain field measurements at 0.65% and 0.71%
engineering strain. Comparison to the experimentally measured slip activity, shown in
Figure B.12(a) [39] reveals good correlation with the simulated results obtained using
Strength Set 1. Experiments were conducted at a limited number of strain steps, and
thus precise strains at which each slip family activates were not obtained. At 0.65%
engineering strain, a relatively large number of grains register basal activity (in the in-
termediary region of the pole figure only), whereas only a few grains register prismatic
activity (on the periphery of the pole figure only), and no grains register pyramidal ac-
tivity. At 0.71% engineering strain, both the intermediary region and periphery of the
pole figure continue to register new basal and prismatic activity, respectively, while the
center of the pole figure registers a small number of grains with pyramidal activity.
Simulations conducted with Strength Set 1 have average activation engineering
strains of 0.54%, 0.66%, and 0.71% for the basal, prismatic, and pyramidal families,
respectively. Figure B.12(b) shows pole figures for the simulation conducted with In-
stantiation 1 and Strength Set 1 at 0.65% and 0.71% engineering strains. At 0.65%
engineering strain, a relatively large number of grains register basal activity in the in-
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(a) (b)
Figure B.12: (a) Experimental and (b) simulated (0 0 0 1) pole figures depicting
grains with newly active slip systems at fine strain increments of
0.65% engineering strain and 0.71% engineering strain.
termediary region of the pole figure, while a small number of grains register prismatic
activity around the periphery of the pole figure. A single grain at the center of the pole
figure registers pyramidal activity at 0.71% engineering strain, with continued basal and
prismatic activity in the intermediary region and periphery of the pole figure, respec-
tively.
Other simulated strength sets produce results that do not match experimental obser-
vations. Simulations conducted with Strength Set 2 have an average engineering strain
of 1.00% at which pyramidal activity is first witnessed - much higher than the average
engineering strains at which the other two families first activate (0.54% and 0.55% for
basal and prismatic, respectively). Additionally, Strength Set 2 produces a comparable
amount of grains with basal and prismatic activity at 0.65% engineering strain, and no
pyramidal activity at 0.71% engineering strain. Simulations conducted with Strength
Set 3 have an average engineering strain at which prismatic activity is first witnessed
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of 0.40%, below the average engineering strain at which grains with basal activity first
appear (0.54%). Additionally, Strength Set 3 produces more grains with prismatic ac-
tivity at 0.65% engineering strain. In other words, the strength set with a weak basal
system, and a moderately high pyramidal strength (Strength Set 1) best captures the
observed trends in slip system family activation, while the strength set with a high pyra-
midal strength (Strength Set 2) registers pyramidal activation at an engineering strain
far above what was observed experimentally, and the strength set with a weak pyrami-
dal system (Strength Set 3) registers pyramidal activation before basal activation, which
produces relative numbers of active grains for each family that differ from experimental
observations.
B.4.3 Behavior in Aggregate Subsets
Results considering different subsets of grains were compiled to account for any po-
tential bias introduced by considering interior and surface grains separately or together.
Table B.7 details the strains at which each slip family first registers activity for each
instantiation and strength set when considering only the grains on traction free surfaces
(to mimic experimental EBSD scans), as well as when considering all interior grains.
Little difference is witnessed when considering subsets of the aggregate or the entire
aggregate, though the calculated strains at which slip families activate when considering
only the traction free surface tend to be marginally higher than those calculated when
considering the interior grains, which in turn tend to match (with few deviations) the
calculated strains when considering the entire aggregate.
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Instantiation,
Strength Set
% Strain - Surface
(basal : prismatic : pyramidal)
% Strain - Interior
(basal : prismatic : pyramidal)
1,1 0.55 : 0.68 : 0.74 0.53 : 0.66 : 0.70
1,2 0.55 : 0.57 : 1.05 0.53 : 0.55 : 1.00
1,3 0.55 : 0.51 : 0.74 0.53 : 0.49 : 0.70
2,1 0.54 : 0.68 : 0.72 0.54 : 0.66 : 0.71
2,2 0.54 : 0.57 : 1.05 0.54 : 0.54 : 1.00
2,3 0.54 : 0.51 : 0.71 0.54 : 0.49 : 0.73
Table B.7: Engineering strains at which slip systems first activate when considering only
traction free surfaces or all interior grains.
B.4.4 Effects of Microtextured Regions
To probe the influence of microtextured regions, two additional instantiations were pro-
duced in which the same orientation sets for Instantiations 1 and 2 were randomly as-
signed to grains - that is, with no microtextured regions. Figure B.13 shows visual-
izations of these new instantiations containing the same orientation sets, but no micro-
textured regions. Table B.8 details the engineering strains at which each slip family
activates for simulations conducted with these two new instantiations and each strength
set. Activation strains deviate somewhat from those in Tables B.6 and B.7, but the ob-
served trends concerning the order of slip family activation are consistent with the trends
observed in simulations performed with microtextured regions, implying that microtex-
tured regions have little influence on this metric.
Instantiation,
Strength Set
% Strain
(basal : prismatic : pyramidal) % Strain at Yield
3,1 0.54 : 0.61 : 0.72 0.90
3,2 0.54 : 0.50 : 1.00 0.84
3,3 0.54 : 0.38 : 0.69 0.80
4,1 0.55 : 0.65 : 0.77 0.91
4,2 0.54 : 0.54 : 1.00 0.81
4,3 0.55 : 0.55 : 0.72 0.75
Table B.8: Engineering strains at which slip systems first activate for simulations con-
ducted without the presence of microtextured regions, and engineering strains
at macroscopic yield (0.1% offset method).
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(a) (b)
Figure B.13: Polycrystal visualizations of the angular deviation of the (0 0 0 1)
crystal direction from the sample’s rolling/tensile direction (RD). (a)
Instantiation 3 contains the same orientation set as Instantiation 1,
but with a random spatial assignment of orientations, and (b) Instan-
tiation 4 contains the same orientation set as Instantiation 2, but with
a random spatial assignment of orientations.
Microtextured regions, however, have an effect on the localization of plasticity
within the aggregate. Figure B.14 details the grains within polycrystals of two repre-
sentative simulations (one conducted with the presence of microtextured regions, and
one without), colored if they are considered active for a certain slip family (Equations
B.9 and B.10). Note that for the simulation conducted with the presence of microtex-
tured regions, active grains within each microtextured regions are active in the same slip
family - that is, the regions in which the c-axis is perpendicular to the loading direction
have grains which exhibit prismatic slip, while the region in which the c-axis is aligned
with the loading direction exhibits primarily basal slip. The microtextured regions also
facilitate the development of long-range regions of localized plastic strain spanning mul-
tiple contiguous grains. Most evident is the strain caused by shear on basal slip planes
that is shown to have developed in the center microtextured region, which spans across
neighboring grains, but terminates at the boundaries of the microtextured region. This
strain localization occurs while the aggregate is still in the elastic regime (Table B.6).
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Figure B.14: Visualizations detailing the spatial distribution of grains with active
slip families at 0.77% engineering strain for simulations conducted
with Strength Set 1/Instantiation 2 (with the presence of microtex-
tured regions, whose approximate boundaries are demarcated by
dashed lines), and Strength Set 1/Instantiation 4 (without the pres-
ence of microtextured regions).
Conversely, the simulations conducted without the presence of microtextured re-
gions exhibit a more disperse distribution of plasticity. Whereas the microtextured re-
gions facilitate the localization of plasticity by means of specific slip family activity,
their absence allows for plasticity to develop anywhere in the polycrystal. Additionally,
the dispersion of slip activity across the polycrystal suppresses the formation of long-
range plasticity localization before the onset of macroscopic yielding (Table B.8). The
shift from plasticity within single grains to coordinated long-ranging plasticity localiza-
tion across grains with similar grain orientations in microtextured regions is likely to be
detrimental to ductility.
These results align well with experimental results (Figure B.15 [39]) in which long-
range bands of plastic deformation form that traverse grain boundaries, but terminate
along the boundaries of microtextured regions. This localization is observed to occur
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before the onset of macroscopic yield. This is most evident in “MTR 1”, which shows
a long band of plastic deformation achieved by slip on the prismatic plane traversing
multiple grains across the microtextured region, but terminates at the borders. Further-
more, plasticity within microtextured regions is witnessed to be generally restricted to a
single slip family. This supports both the simulated results described in Section B.4.2,
in which the pole figures display the clustering of orientations with the same slip family
activated, as well as the results plotted in Figure B.14.
Figure B.15: Experimental strain map measured using SEM DIC during mono-
tonic loading at 0.71% engineering strain (below macroscopic yield-
ing). The type of slip system activity is indicated for basal (blue),
prismatic (orange), and pyramidal (red) in the strain map. The slip
type was determined by comparing the calculated plastic strain on
the surface from the EBSD orientation data to the observed local-
ization in the DIC measurements. The MTRs were determined from
the EBSD orientation data and are demarcated by the dashed black
and white lines in the strain map for better visualization.
B.4.5 Influence of the Slip System Hardening Assumption
Recent studies of hexagonal materials have proposed and utilized more complex hard-
ening assumptions than the Voce form utilized in this study [91, 87]. In the plastic
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region of deformation, these hardening models have a large impact on the deformation
response of the sample. At the low strain values interrogated in this study, and for a
material that exhibits little hardening, the hardening model is not expected to impact the
findings regarding the initiation of slip. To determine the sensitivity of the results of
this study to the comparatively simple isotropic hardening assumption, additional simu-
lations were conducted using Instantiations 1 and 2, and Strength Sets 1, 2, and 3. Two
different hardening assumptions were explored - the case of no hardening (gk0 = g
k
s0 for
all slip systems k, Equation B.5), and the case of self hardening, where each slip system
hardens independently [23]. Table B.9 details the results of these simulations in terms
of the strains at which each slip family activates.
Hardening
Assumption
Instantiation,
Strength Set
% Strain
(basal : prismatic : pyramidal)
No Hardening
1,1 0.55 : 0.68 : 0.72
1,2 0.55 : 0.57 : 1.05
1,3 0.55 : 0.51 : 0.72
2,1 0.56 : 0.68 : 0.74
2,2 0.56 : 0.56 : 1.05
2,3 0.56 : 0.51 : 0.73
Self Hardening
1,1 0.55 : 0.68 : 0.72
1,2 0.55 : 0.57 : 1.05
1,3 0.55 : 0.51 : 0.72
2,1 0.56 : 0.68 : 0.74
2,2 0.56 : 0.56 : 1.05
2,3 0.56 : 0.51 : 0.73
Table B.9: Engineering strains at which slip system families first activate when consider-
ing different hardening assumptions.
Both the case of no hardening and the case of self hardening result in slightly higher
strains at activation that the results presented in Table B.6 - though not significantly.
More importantly, however, the relative strains at activation are consistent with the re-
sults found with the case of isotropic hardening. In all cases, the trends observed in the
results from the simulations conducted with isotropic hardening are the same with the
two other hardening assumptions. When viewing the results at coarser strain states (Fig-
131
ure B.16), the results are nearly indistinguishable from those found with the isotropic
hardening assumption (first column of Figure B.10).
Figure B.16: Comparisons of results assuming no hardening and full self harden-
ing for simulations conducted using Instantiation 1 and Strength Set
1. Compare to the first column of Figure B.10.
(a) (b)
Figure B.17: Grain averaged hardening magnitude distribution at 1.00% strain for
simulations conducted with (a) an isotropic hardening assumption,
and (b) a self hardening assumption. Legends refer to the instanti-
ation and strength set used in each simulation, e.g. “I1, SS3” for
Instantiation 1, Strength Set 3.
Additionally, the grain averaged magnitude of hardening is calculated for the sim-
ulations with isotropic hardening or self hardening. In the case of isotropic hardening,
the hardening magnitude is simply averaged across the grain (weighted by the element
volume). In the case of self hardening, the hardening magnitude considers the largest
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slip system hardening magnitude per element, which is in turn averaged across the grain
(again, weighted by the element volume). Figure B.17 shows the grain averaged harden-
ing for all simulations performed with hardening at 1.00% strain - the maximum strain
investigated in this study.
Hardening is seen to contribute minimally to the results of this study due in large
part to the deformation regime in which this study focuses (elastic and elastic/plastic
transition), in which the results are shown to be insensitive to the hardening assumption,
and the magnitude of hardening is low compared to the slip system strengths.
B.5 Conclusion
A study of the effect of microtextured regions and relative initial slip system strengths for
equiaxed mill annealed Ti-6Al-4V is presented. Single phase instantiations - namely the
generation of the microstructural morphology and the formation of representative orien-
tation distribution functions - were informed by experimental data gathered through 2D
and 3D EBSD data. Simulations were conducted multiple times on each instantiation
with different sets of initial slip system strengths. Results from the simulations were
used to determine slip activity in grains at various strains, and the strains at which each
slip system family activates were deduced. These results proved to be sensitive to the
relative initial slip system strengths for the basal, prismatic, and pyramidal slip families.
A strength-to-stiffness parameter - previously demonstrated to be successful for use with
FCC materials and extended here for use with HCP materials - correctly predicted the
succession of yield in all cases. Compared to experimental results, the order of grain
activation and the relative number of grains which exhibited slip activity in each family
were best modeled using a weak basal family strength, a slightly higher prismatic family
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strength (1.2x basal), and moderately high pyramidal family strength (1.7x basal). Other
sets of slip system strengths - including one with a high pyramidal family strength (3x
basal), and another with a weak prismatic family strength (0.9x basal) - differed from
experimental results in the relative magnitude of strain at activation, as well as the rel-
ative number of active grains for a given family at a given strain. Considering subsets
of the aggregate - specifically grains which appear on traction free surfaces and interior
grains - had little effect on these observed trends. Furthermore, the presence of mi-
crotextured regions had little effect on the initiation of slip, but proved to facilitate the
formation of long-range plasticity localization within microtextured regions before the
onset of macroscopic yield, compared to the disperse distribution of plasticity in simu-
lations conducted without the presence of microtextured regions, which compares well
with experimental observations.
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APPENDIX C
THE INFLUENCE OF MECHANICAL CONSTRAINTS INTRODUCED BY β
ANNEALED MICROSTRUCTURES ON THE YIELD STRENGTH AND
DUCTILITY OF TI-6AL-4V
The following appears in the Journal of the Mechanics and Physics of Solids [61].
Abstract
Discussed is a computational study of the influence of the microstructure’s geomet-
ric morphology on the yield strength and ductility of Ti-6Al-4V. Uniaxial tension tests
were conducted on physical specimens to determine the macroscopic yield strength and
ductility of two microstructural variations (mill annealed and β annealed) to establish
comparisons of macroscopic properties. A multi-experimental approach was utilized
to gather two dimensional and three dimensional data, which were used to inform the
construction of representative β annealed polycrystals. A highly parallelized crystal
plasticity finite element framework was employed to model the deformation response
of the generated polycrystals subjected to uniaxial tension. To gauge the macroscopic
response’s sensitivity to the morphology of the geometry, the key geometrical features
- namely the number of high temperature β phase grains, α phase colonies, and size of
remnant secondary β phase lamellae - were altered systematically in a suite of simu-
lations. Both single phase and dual phase aggregates were studied. Presented are the
calculated yield strengths and ductilities, and the resulting trends as functions of geomet-
ric parameters are examined in light of the heterogeneity in deformation at the crystal
scale.
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C.1 Introduction
Ti-6Al-4V is the most widely used titanium alloy, and is commonly used for critical
components in many different engineering applications - desirable because of the con-
currence of high strength, corrosion resistance, and low weight [75]. The thermome-
chanical processes the raw material is subjected to during manufacture have the po-
tential to introduce a wide variety of microstructures, in turn altering the deformation
response of the material. Representing two extremes of attainable microstructures are
the mill annealed microstructure and the β annealed microstructure. Experimental ob-
servation has shown that the two microstructures are markedly different in terms of their
geometric features and deformation response [35, 107]. The presence of two crystallo-
graphic phases, including a hexagonal crystallographic phase that exhibits strong elastic
and plastic anisotropy [63, 118] adds complexity to the material’s deformation response.
How the microstructure effects the deformation response can be understood by consider-
ing the mechanical constraints that exist between the two crystallographic phases when
equilibrium and compatibility are enforced. Understanding the microstructure-property
relationship - specifically in regards to the estimation of the yield strength and ductility
- is crucial in an alloy with such ubiquity, wide microstructural variability, and complex
crystal scale behavior.
Simulating the deformation of these microstructures provides insight into the devel-
opment of plasticity at the crystal scale, and the influence that the microstructure has
on the resulting macroscopic behavior. Mathematical frameworks exist that describe the
behavior of plastically deforming materials at the crystal scale [8, 78]. These crystal
plasticity equations are often implemented in a finite element computational framework
[77]. Due to constraints on computational capabilities, studies have historically been
limited to simplified representations of microstructures [104, 95, 137], idealized mod-
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els for the study of texture evolution [88], or detailed microstructural representations
of limited scale [12]. Indeed, while other modeling techniques (e.g. mean field ap-
proaches such as the Taylor model or Sachs model) are able to estimate an aggregate’s
macroscopic response, high fidelity finite element modeling allows for a better under-
standing of the microstructure’s influence on such a response by considering the spatial
arrangement of grains and phases. The development of more efficient computational
architectures, coupled with the use of highly parallelized code has allowed for the use
of larger meshes, and thus the inclusion of fine geometric detail. Recent experimental
and computational studies suggest that deformation occurs heterogeneously across indi-
vidual grains, necessitating the use of high fidelity representations of microstructures in
order to accurately predict the deformation response [85, 131].
Representation of a microstructure for use in such simulations is dependent on the
experimental identification of key geometric features. Two dimensional methods, such
as optical microscopy and EBSD provide detailed depictions of surface features of mi-
crostructures, yet are lacking due to their failure to elucidate three dimensional features.
Recent developments in both destructive [38] and non-destructive [73] orientation map-
ping techniques allow for the construction of three dimensional maps - providing not
only detailed information about the geometric features of a microstructure, but also the
spatial distribution of crystallographic orientations. A multi-experimental approach al-
lows for a better understanding of a microstructure’s geometric morphology. These
data, in turn, may be used to inform the generation of a potentially infinite number of
randomly generated microstructure representations that contain features similar to those
observed. Voronoi tessellations have proven to be an effective way to represent generic
polycrystals [125, 10], and techniques and implementation have recently evolved to ef-
ficiently facilitate the creation of large polycrystals and attendant robust finite element
meshes [93]. While sufficient in representing main features of the mill annealed mi-
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crostructure, Voronoi tessellations alone are insufficient in accurately representing the
fine details of the β annealed microstructure.
In this paper, we focus specifically on how attributes of the β annealed microstructure
introduce mechanical constraints that affect the material’s macroscopic properties. A
method is described that creates an idealized version of the β annealed microstructure
that includes the experimentally observed fine geometric features. A highly parallelized
crystal plasticity finite element framework is used to simulate the deformation response.
Details of the geometry are altered to gauge their influence on macroscopic behavior,
and lower bound estimates on the yield strength and ductility are found. Following
presentation of the macroscopic properties, concurrent responses at the crystal scale are
examined. The influence of structure-imposed constraints within the microstructure on
the intensity of deformation heterogeneity is demonstrated with contrasting images of
evolving deformation rate banding for defining features of the microstructure. Further,
the propensity for microstructure features to constrain slip activity to one or two systems
is investigated in detail. The differences in responses at the crystal scale provide a better
understanding of the particular features that most influence the trends observed at the
macroscopic scale.
C.2 Background
C.2.1 Experimental Observations
The two crystallographic phases present in Ti-6Al-4V are the α phase, which exhibits
hexagonal close packed crystal symmetry, and a secondary β phase, which exhibits body
centered cubic crystal symmetry. These two phases represent approximately 92% and
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8% of the volume, respectively, in both the mill annealed and the β annealed microstruc-
tures. The mill annealed microstructure is characterized by relatively small (O(10 µm))
equiaxed α phase grains with laths of β phase between grains. The β annealed mi-
crostructure is a complex network of thin β phase lamellae embedded in α phase trans-
formation structures - or colonies - that form within large (O(500 µm)) equiaxed β phase
grains present above the transus temperature. Figure C.1 displays optical micrographs
of both microstructures.
(a) (b)
Figure C.1: Optical micrographs of the (a) mill annealed microstructure, and (b)
β annealed microstructure. Darker regions of the micrographs are re-
gions of α phase, and lighter regions represent β phase. (Reproduced
from [75].)
Macroscopic Tensile Tests
Tensile tests were performed on samples with a 6.35 mm diameter circular cross section
and gage length of 31.75 mm in order to characterize the differences in the yield strength
and ductility between the two microstructures. Eight mill annealed samples were fabri-
cated from a rolled sheet, each with its tensile direction aligned with the rolling direc-
tion, and eight β annealed samples were fabricated from a separate rolled sheet, each
with its tensile direction aligned with the rolling direction. Tensile tests were conducted
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monotonically at an engineering strain rate of 0.001 s−1. Yield strength was calculated
from the engineering stress-strain curve using a 0.1% offset.
A practical measure of ductility was chosen as the engineering strain at which the
sample incurred the maximum engineering stress, or maximum load, which forms the
basis for the Conside`re condition for stable deformation. Additionally, the amount of
hardening - quantified as the difference between the ultimate tensile strength (the stress
at ductility) and the yield strength - is included. Spreads in the offset yield strength,
ductility, and hardening are calculated as each set’s standard deviation. Table C.1 de-
tails the aggregate results of these tensile tests, while Figure C.2 shows example stress-
strain curves for both microstructures. The β annealed microstructure exhibits a lower
yield strength, a significantly lower ductility, and a larger amount of hardening than the
mill annealed microstructure, as well as a larger degree of variability in all measures.
Qualitatively, the mill annealed samples were smooth at the onset of necking, while
the β annealed samples exhibited pronounced surface roughness (i.e., “orange-peel”) -
indicating the presence of large grains.
(a) (b)
Figure C.2: Example experimental stress-strain curves for the (a) mill annealed
microstructure and the (b) β annealed microstructure.
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Microstructure Yield Strength (MPa) Ductility (%) Hardening (MPa)
Mill Annealed 909.0 ± 4.8 11.6 ± 0.7 64.0 ± 18.3
β Annealed 898.6 ± 30.5 4.3 ± 1.1 96.6 ± 22.9
Table C.1: Yield strength, ductility, and hardening calculated from macroscopic tensile
tests.
High Energy Diffraction Microscopy
To gain insight on the three dimensional geometric morphology of the β annealed mi-
crostructure, a high energy X-ray diffraction experiment was performed by other investi-
gators working on this same material [127]. A sample with a 1 mm square cross section
was interrogated. This sample was cut from the same rolled sheet as the macroscopic
tensile test samples. Diffraction peaks were recorded in the near field regime - that is,
with the detector sufficiently close to the sample such that both crystallographic orienta-
tion and spatial location associated with a Bragg peak may be deduced [73]. An X-ray
beam of width 1.2 mm and height 2 µm was used to illuminate a planar slice of the
sample, and a spatial map of orientations for the plane was deduced. The sample was
successively translated through the beam such that a total of 30 planar orientation maps
were available. When stacked, these planar maps form a three dimensional spatial map
of orientations (with a total height of 0.75 mm). Detector resolution was such that only
α phase structures were characterized experimentally (Figure C.3(a)).
Because the α phase colonies are transformation structures within grains comprised
solely of β phase crystals present when the material was rolled above the transus temper-
ature, the morphology of the prior β phase (Figure C.3(b)) could be determined based
on established methods [45]. Qualitatively, the pre-transformation β phase structure was
shown to have relatively large equiaxed grains with angles of ∼120◦ at triple junctions.
This suggests an equilibrium state, and thus a grain-growth microstructure [101].
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(a) (b)
Figure C.3: Near field high energy X-ray diffraction reconstructions. (a) Mea-
sured α-phase orientation map, (b) calculated prior β-phase orienta-
tion map. (Reproduced from [127].)
C.2.2 Simulation Methods
The model employed in this study is an elastic-viscoplastic model embedded in a highly
parallelized finite element framework. This method is capable of modeling large in-
elastic, quasi-static deformations of a polycrystal discretized into a finite element mesh.
The deformation of the material is described using a set of constitutive equations, and we
consider both an elastic response and inelastic response of a single crystal. Anisotropy
is included in the elastic response, as well as the inelastic response, which considers
only rate-dependent crystallographic slip restricted to dominant slip systems. Deforma-
tion twinning is not observed in Ti-6Al-4V due to its high aluminum content [75] and
consequently was not modeled. Deformation is considered to be ductile and isothermal
- no heat transfer or fracture models are included. Simulations are performed using the
FEpX software package [32]. Here, a simplified summary of the model is described.
A more complete description of the kinematics and configuration may be found in the
FEpX theory and methods manual [32].
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The equations for the elastic and plastic responses are written in a configuration
reached by elastically unloading, without rotation, from the current, or spatial, config-
uration by the inverse of the elastic stretch, ve. The elastic portion of deformation is
governed by Hooke’s law,
τ = C(r)ee (C.1)
where the Kirchhoff stress, τ, is related to the elastic strain, ee. The Kirchhoff stress is
related to the Cauchy stress, σ, by τ = det(ve)σ; the elastic strain is computed from
the elastic stretch as ee = ve − I, assuming small elastic strains [17, 86]. The stiffness
tensor, C, is dependent on the symmetry of the crystal, and is reduced to reflect said
symmetry [84]. Additionally, the stiffness tensor is a function of the orientation of the
crystal, represented here using the Rodrigues’ vector, r [43].
The plastic portion of deformation is governed by a rate-dependent restricted slip
model. The plastic deformation rate, DP (defined again in unloaded configuration), is a
linear combination of the simple shearing modes defined by the symmetric portion of
the Schmid tensors,
DP =
∑
k
γ˙kPk (C.2)
Pk = sym
(
sk ⊗mk
)
(C.3)
where γ˙ is the shearing rate. For each slip system, k, the Schmid tensor is defined as the
dyadic product between a slip plane normal vector, mk, and a slip direction vector, sk.
Additionally, the plastic deformation rate tensor may be reduced to a scalar value, or the
effective plastic deformation rate:
DPe f f =
√
2
3
DP : DP (C.4)
Slip systems used in this study are shown in Table C.2. The α phase utilizes three
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slip families in order to produce a sufficient number of independent slip systems to
accommodate generalized plasticity.
Phase Crystal Type Slip System Name Number of Systems m s
α HCP Basal (b) 3 {0 0 0 1} 〈1 1 2 0〉
α HCP Prismatic (p) 3 {0 0 1 0} 〈1 1 2 0〉
α HCP Pyramidal (pi) 12 {0 0 1 1} 〈1 1 2 3〉
β BCC - 12 {1 1 0} 〈1 1 1〉
Table C.2: Slip systems used for α and β crystallographic phases.
The kinetics of slip are defined using a power law relationship between the shearing
rate of a given slip system and the resolved shear stress, τk, on that system:
γ˙k = γ˙0
( |τk|
gk
) 1
m
sgn(τk)
where τk = tr(Pkτ′)
(C.5)
where τ′ is the deviatoric portion of τ. The resolved shear stress on a slip system is
scaled by the slip system strength, gk. The fixed-state strain rate sensitivity is controlled
by m, and γ˙k0 is the fixed-state strain rate scaling coefficient. For a given element, g
k is
the same for all slip systems within a family.
Similarly, for a given element, each slip system within a family will evolve at the
same rate. Evolution of a slip system’s strength is modeled using a linear Voce type
expression [65], while the saturation strength is a function of the sum of the slip system
shear rates for a given element:
g˙k = γ˙h0
(
gks (γ˙) − gk
gks (γ˙) − gk0
)
where gks (γ˙) = g
k
s0
(
γ˙
γ˙s0
)m′
and γ˙ =
∑
k
|γ˙k|
(C.6)
The initial slip system strength and saturation strength are defined by gk0 and g
k
s, re-
spectively, and h0 is the strength hardening rate coefficient. The saturation strength is a
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function of the sum of the slip system shear rates for a given element, and is controlled
by the initial saturation strength, gks0, the saturation strength strain rate scaling coeffi-
cient, γ˙s0, and the saturation strength rate scaling exponent, m′. For a given element, the
saturation strengths of all slip systems within a family will evolve at the same rate.
Model parameters were gathered from associated studies and literature. Single crys-
tal elastic constants are outlined in Table C.3. Single crystal elastic constants for the α
phase were optimized in an associated study, utilizing a method based on minimizing
the differences in discrete spherical harmonic modes of the lattice strain pole figures
calculated from high energy X-ray diffraction experiments and from simulations [126].
Single crystal elastic constants for the β phase were taken from literature [11, 63].
Values used for initial slip system strengths are outlined in Table C.4. Relative initial
slip system strengths for the α phase were also identified for our Ti-6Al-4V material us-
ing X-ray diffraction data in an associated study [33] and informed the parameters used
in this study. The relative values of the strengths of the basal, prismatic and pyramidal
slip systems are similar to values reported by others in the literature [56, 18] for Ti-6Al-
4V. The basal and prismatic systems are comparable in strength while the pyramidal
system is considerably stronger. The β phase initial slip system strength was set equal
to the initial slip system strengths of the basal and prismatic systems of the α phase, ap-
proximated to reflect current literature [80]. Other model parameters (Table C.5) were
chosen to limit the magnitude of hardening and effectively suppress evolution of the sat-
uration strength. Both crystallographic phases are assumed to have the same parameters
for the plastic flow kinetics and strain hardening, which were chosen to provide good
agreement with the measured tensile behavior.
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Phase C11 (GPa) C12 (GPa) C13 (GPa) C44 (GPa)
α 169.66 88.66 61.66 42.50
β 133.10 95.10 - 42.70
Table C.3: Single crystal elastic constants for the α phase and β phase.
g0,β (MPa) g0,b (MPa) g0,p (MPa) g0,pi (MPa)
390 390 390 663
Table C.4: Initial slip system strengths for the α phase and β phase.
h0 (MPa) gs (MPa) m m′ γ˙0 (s−1) γ˙s (s−1)
190 530 0.01 0.01 1.0 5 × 1010
Table C.5: Plasticity parameters used for both the α phase and β phase.
C.3 Microstructure Instantiation
C.3.1 Geometric Instantiation
The characterization of the β annealed microstructure discussed in Section C.2.1 pro-
vides a map of the prior β phase grain structure from which the α phase colonies emerge
upon cooling of the material. Instantiation of polycrystals for use in simulations will
build on that knowledge, starting from prior β phase grains, forming α phase colonies
within grains, and finally β phase lamella within α phase colonies.
Multilevel Tessellation Method
Following this approach, a microstructure was generated by applying several levels of
tessellations (i.e., a multilevel tessellation method). Tessellations were generated in a
similar way at all levels by partitioning a domain of space, D, into cells. At the first
level, D corresponds to the body of the full polycrystal, while at subsequent levels, D
corresponds to each of the cells of the tessellations of the previous level. Tessellations
146
described henceforth are either Laguerre tessellations or lamellar tessellations.
A Laguerre tessellation of a domain of space is constructed from a spatial distribu-
tion of seed points, S i (i ∈ [1, N]), of non-negative weights, wi. A cell, Ci, is associated
with each seed point in the following manner:
Ci =
{
P(x) ∈ D | ‖P − S i‖2 − wi < ‖P − S j‖2 − w j ∀ j , i
}
(C.7)
The resulting cells are convex polyhedra intersecting along planar faces, straight edges
and vertices. The larger the weight of a seed (relative to the weights of other seeds), the
bigger its associated cell. The actual size and shape of a cell, however, depend on the full
set of seed positions and weights. A common way to define the positions and weights
of the seeds is by sphere packing [42]. In this case, Laguerre tessellations are generated
by evolving the seed positions and weights until desired (target) cell properties are ob-
tained. In other words, Laguerre tessellations are obtained through the minimization of
an objective function that quantifies the difference between the current cell properties
and the target cell properties, and whose variables are the seed attributes.
It is possible to parametrize the cell size as the diameter of the sphere of equiva-
lent volume, d, and the cell shape as the sphericity, s, which is equal to the ratio of the
surface area of the sphere of equivalent volume to the surface area of the cell. The nor-
malized diameter of a cell, dn, is defined as d/〈d〉, where ‘〈 〉’ denotes the average over
all cells. Let the target cumulative distribution functions of the normalized diameters
and sphericities be written as Fdn and Fs, and their current counterparts be written as F
∗
dn
and F∗s , respectively. The differences between the target and current distributions can
be calculated in the same way for both variables and contribute equally to the objective
function:
O =
∫ +∞
−∞
(
F∗dn (x) ◦S − Fdn (x) ◦S
)2
Fdn (x) ◦S
(
1 − Fdn (x) ◦S
) dx + ∫ +∞
−∞
(
F∗s (x) ◦S − Fs (x) ◦S
)2
Fs (x) ◦S (1 − Fs (x) ◦S ) dx (C.8)
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where ◦ is the convolution product, and S is a normal distribution of relatively small
standard deviation (0.05) - introduced to facilitate optimization convergence. O takes a
minimum value of zero when the current and target distributions are equal. This problem
is solved using a gradient-free, non-linear optimization algorithm [55], by considering
random seed positions and equal seed weights as as initial solution (which corresponds
to a Voronoi tessellation).
A lamellar tessellation is generated by periodically slicing a domain with parallel
planes. The width of the resulting lamellae is controlled by the plane positions and can
be constant or not throughout the domain.
Both Laguerre tessellations and lamellar tessellations can be used to generate multi-
level tessellations. At the first level, a tessellation is generated to produce primary cells.
At the second level, each primary cell is divided into a new tessellation to produce sec-
ondary cells. This process can be repeated an arbitrary number of times until the desired
microstructural representation is reached. The construction of a multilevel tessellation
results in a collection of adjacent tessellations at the last level, which intersect along
planar faces, straight edges and vertices of upper-level tessellations (this can be seen
on Figure C.5 which details a multilevel tessellation for the case of the β annealed al-
loy). All the tessellation faces, edges and vertices that overlap at these intersections are
eventually merged, and the resulting geometry is then subjected to regularization and
meshing [93]. These methods are implemented in the Neper software package [92].
Application to β Annealed Microstructure
Data collected from the near field diffraction experiments (Figure C.3) were used as a
starting point for informing the geometry of virtual microstructures. Distributions of
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grain size and sphericity are well established for grain-growth microstructures [101,
112]. A Laguerre tessellation was used to represent the large, equiaxed prior β phase
grains. To facilitate the parametric study, the size distribution was altered from the
grain-growth size distribution, such that it resulted in more uniform grain sizes. Figure
C.4 details the distributions describing the tessellation. The domain shape (rectangular
prism) and aspect ratio (4:1) were chosen in order to mimic the gauge section of a
physical specimen (Figure C.5(a)).
(a) (b)
Figure C.4: Target distributions (solid lines) and actual distributions (histograms)
for (a) normalized equivalent diameter (dn) of the grains, and (b)
sphericity (s) of the grains. The distribution of the equivalent diam-
eter of the grains is represented by a log-normal distribution with a
mean of 1 and a standard deviation of 0.2, while the distribution of
sphericity of the grains is represented by a normal distribution with a
mean of 0.855 and a standard deviation of 0.03. An example tessella-
tion with 500 grains was used for the actual distributions.
To represent the α phase colonies that transform within each prior β phase grain, a
second level tessellation was invoked. Using each prior β phase grain as a domain, a
Laguerre tessellation was performed where each new cell represents a colony (Figure
C.5(b)). Similar sphericity and size parameters as the first level tessellation were used
for each second level tessellation. By using the prior β phase grains as domains in which
the α phase colonies form, α phase structures form the shape of a prior β phase grain,
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and localized microtexturing is ensured when orientations are assigned.
Finally, remnant β phase lamellae were represented using a third level of tessellation
(Figure C.5(c)). As lamellar width was able to be altered, volume fractions of crystal-
lographic phases were controlled by fixing the width of the β lamellae and altering the
width of the α phase in between lamellae. It has been observed that the flat portions
of the lamellar planes are parallel to the (1 1 0 0) plane of the α phase, or equivalently
to the (1 1 2) plane of the β phase [75], in agreement with the Burgers orientation re-
lationship between the α and β phases (see Section C.3.2). As such the lamellae were
defined accordingly by relating the lamellar plane normals to either the grain or colony
crystallographic orientation. Successive tessellation levels are concatenated to form the
full geometric instantiation (Figure C.5(d)).
(a) (b) (c) (d)
Figure C.5: Example trilevel tessellation. (a) First level Laguerre tessellation in
primary domain with example cell highlighted, (b) second level La-
guerre tessellation using example first level Laguerre cell as domain
(enlarged), (c) second level Laguerre cells discretized into lamellar
planes (enlarged), (d) primary domain including all tessellation levels
with example cell highlighted.
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C.3.2 Orientation Selection
Orientations were selected with strict attention paid to localized microtexturing. While
an experimental orientation distribution function could potentially be built from mea-
sured α phase orientations, such as those in Figure C.3(a), random sampling from such
a function would effectively eliminate localized microtexturing. As such, it is neces-
sary to start from the pre-transformation structure and select orientations that would
preserve this phenomenon. Ideally, an orientation distribution function for the recon-
structed prior β phase grains would be gathered experimentally. Presently, near field
high energy X-ray diffraction experiments necessitate the use of small samples due to
limitations in both time and current technological capabilities. As Figure C.3(b) illus-
trates, the diffraction volume used captured only a small number of prior β phase grains,
far fewer than would be necessary to create a statistically significant orientation dis-
tribution function. Since the β annealed microstructure was rolled and recrystallized
above the transus temperature when it was composed entirely of cubic crystals, a Cube
texture was assumed [62, 133]. As such, an idealized orientation distribution function
was generated using a spherical Gaussian-type distribution centered around the origin
of Rodrigues’ orientation space [43, 70], and is normalized over the cubic fundamental
region, Ω,
A(r) =
1
(2piη2)
3
2
e−
|r|2
η2∫
Ω
A(r)dv = 1
(C.9)
where η controls the strength of texture. To provide a distribution with a reasonably
strong texture, a value of η = 0.255 was chosen, which creates an orientation distribution
function with a maximal intensity of ∼13 at the Cube orientation. Orientations for the
prior β phase grains are generated by randomly sampling from this idealized orientation
distribution function, plotted in Figure C.6(a).
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The α phase colonies within prior β phase grains have orientations that are strictly
coupled to the orientation of the prior β phase grains in which they form, obeying the
Burgers orientation relationship:
{1 1 0}β ‖ (0 0 0 1)α
[1 1 1]β ‖ [1 1 2 0]α
(C.10)
For a given β phase orientation, there are twelve possible α phase orientations that may
arise as governed by Equation C.10. To assign orientations for the α phase colonies that
form within a prior β grain, orientations were chosen at random from the twelve possi-
bilities. In other words, it was assumed that no preference is given to variant selection.
Figure C.6(b) illustrates the idealized α phase texture that would arise from 10,000 prior
β phase grains transforming into 10,000 random α phase variants. Note the decrease in
the strength of texture between the prior β phase and the transformed α phase due to the
single β phase texture component being distributed among all the α variants. All calcu-
lations and plotting in Rodrigues’ orientation space were performed using the ODFPF
software package developed by the Deformation Processes Lab at Cornell University
[31].
C.4 Simulations and Results
C.4.1 Simulation Suite
A set of simulations was devised to study the effects the geometric features of the mi-
crostructure have on the mechanical behavior of the material. Both single phase (α only)
and dual phase simulations were conducted, and a full list is detailed in Table C.6. The
main geometric features studied were the number of prior β phase grains in a domain,
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(a)
(b)
Figure C.6: (a) Cube texture of prior β phase grains plotted in the cubic symmetry
fundamental region of Rodrigues’ space, and (b) the resulting α phase
texture assuming random variant selection plotted in the hexagonal
symmetry fundamental region of Rodrigues’ space. Scales presented
as multiples of a uniform distribution (MUD).
the number of α phase colonies per grain, and the inclusion and width of remnant β
phase lamellae.
Single phase simulations were conducted to probe the effect of the number of grains
in a domain, as well as the number of colonies per grain. Ignoring the remnant β phase
facilitated the study of the dominant α phase only. Five microstructure geometries with
40, 120, 200, 280, and 360 grains per domain and a single colony per grain were con-
structed. To provide details on variability for each of these five geometries, five simula-
tions were conducted for each geometry, each time using a distinct orientation set. Sim-
ilarly, five microstructure geometries with 40 grains and 5, 10, 15, 20, and 25 colonies
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per grain were produced. Again, five simulations were conducted for each geometry
using distinct orientation sets for each simulation. Example geometries for single phase
instantiations can be seen in Figures C.7 and C.8.
(a) (b)
Figure C.7: Examples of single phase geometries containing (a) 40 grains, and (b)
360 grains. Grains are colored arbitrarily.
(a) (b)
Figure C.8: Examples of single phase geometries containing 40 grains with (a)
5 colonies per grain and (b) 25 colonies per grain. Grains are col-
ored arbitrarily, while colonies are colored on monochromatic scales
dependent on the grain in which they reside.
Investigating the inclusion of the β phase in the simulations consisted mainly of
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studying the effects of the lamellae - in terms of their inclusion, size, and crystallo-
graphic orientation. While the simulation method described in Section C.2.2 does not
include an inherent length scale, the local stress field calculated using this method is
influenced by the morphology of the microstructure and distribution of phases. As such,
it is important to probe the effects of lamellar width on the local stress field, and in turn
the macroscopic response. For each dual phase instantiation, volume fraction of the β
phase was fixed at 8% ± 1%. In investigating the effect of the size of the remnant β
phase lamellae, five base microstructure geometries were produced with 40 grains and
a single colony per grain, and five base geometries were produced with 40 grains and
five colonies per grain. Since the planar direction of the remnant β phase lamella is
dependent on the orientation set, each time a new orientation set was applied to a base
geometry, the lamella would change. Each base geometry was used with five different
orientation sets, and five lamellar widths (0.10, 0.08, 0.06, 0.04, and 0.02) resulting in
50 geometric instantiations. In these simulations, a decrease in lamellar width leads to
an increasing number of lamellae per grain in order to enforce phase volume fraction -
which could also produce changes to the local stress field. Example geometries for dual
phase instantiations containing lamella can be seen in Figure C.9.
Five geometries were produced with 40 grains, 5, 10, 15, 20, and 25 colonies per
grain, and a constant lamellar width of 0.10. This set of geometries was simulated twice
to gauge the effects of localized microtexturing on dual phase simulations. Each ge-
ometry was simulated once with orientations assigned such that the Burgers orientation
relationship was properly enforced and once with the same orientation set assigned ran-
domly to the geometry. Four Voronoi microstructures were produced with 500, 1000,
1500, and 3000 grains, where random grains were assigned as β phase to probe the ef-
fect of both the remnant β phase’s morphology (morphology consisted of no inter-grain
colonies, nor association between plane normals and crystallographic direction), and
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(a) (b)
Figure C.9: Examples of dual phase geometries containing 40 grains, 5 colonies
per grain, and (a) lamella of width 0.10 and (b) lamella of width
0.02. Grains are colored arbitrarily, while colonies are colored on
monochromatic scales dependent on the grain in which they reside.
Phase is colored using a binary color scale, where blue represents re-
gions of α phase, and red represents regions of β phase.
thus localized microtexturing. Example geometries for dual phase Voronoi instantia-
tions can be seen in Figure C.10.
(a) (b)
Figure C.10: Examples of dual phase Voronoi geometries with (a) 500 total grains
and (b) 3000 total grains. Phase is colored using a binary color scale,
where blue represents regions of α phase, and red represents regions
of β phase.
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Grains Colonies/Grain Lamellar Width Phases
40, 120, 200, 280, 360 1 - α
40 5, 10, 15, 20, 25 - α
40 1 0.10, 0.08, 0.06, 0.04, 0.02 α + β
40 5 0.10, 0.08, 0.06, 0.04, 0.02 α + β
40 5, 10, 15, 20, 25 0.10 α + β
500, 1000, 1500, 3000 1 - α + β
Table C.6: List of simulations conducted for the β annealed microstructure. Each geom-
etry is simulated with 5 separate orientation sets. For the dual phase (α + β)
cases with a variable number of colonies per grain, instantiations were simu-
lated twice - once enforcing the Burgers orientation relationship and once not.
To describe the number of grains in a cross section of a sample, a metric λ is intro-
duced, which is a ratio of the specimen’s thickness to the average equivalent diameter
(Section C.3.1) of the specimen’s grains [53]. Table C.7 lists the calculated λ values for
the base geometries. As the total number of cells of distinct orientation are increased,
the value of λ increases (since the equivalent diameter of the grains must necessarily
decrease). Previous studies suggest that an increase in the yield strength of a material is
associated with an increase in λ - specifically when 1 < λ < 3 [53].
Grains Colonies/Grain λ
40, 120, 200, 280, 360 1 1.81, 2.67, 3.13, 3.62, 3.96
40 5, 10, 15, 20, 25 3.14, 3.92, 4.43, 5.12, 6.27
500, 1000, 1500, 3000 1 3.99, 5.18, 6.33, 8.86
Table C.7: Average equivalent area ratio for different morphologies. Dual phase instanti-
ations utilize the single phase geometries as base geometries, and as such have
the same average equivalent area ratios.
C.4.2 Instantiation and Data Reduction
To showcase the steps from the formation of a virtual microstructure to the reduction
of simulated data, a generic sample is shown. A geometric morphology is created for a
sample (Section C.3.1), during which orientations and phases are necessarily assigned -
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lamellae normals are needed for instantiation, and are known from the crystallographic
orientations. Figure C.11 shows an example orientation map and phase map for a dual
phase complex morphology.
(a) (b)
Figure C.11: Example sample with 40 grains, 1 colony per grain, and a lamellar
width of 0.02, colored by (a) crystallographic orientation - specifi-
cally the deviation of the crystal {0 0 1} direction from the sample’s
loading direction, and (b) crystallographic phase (binary color scale
where blue represents regions of α phase, and red represents regions
of β phase).
Data output from the deformation simulation is used to construct a sample stress
strain curve - an example is shown in Figure C.12. From this curve, the yield stress and
ductility is calculated. Furthermore, data output from the simulations may be plotted
against on the deformed geometry (Figure C.13) to gain information about the progres-
sion of plasticity spatially. Information about the average mesh and simulation statistics
can be viewed in Table C.8. Below, aggregate and representative results deduced in this
manner from each simulation are presented.
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Figure C.12: Example stress strain curve plotted to the ductility limit, with offset
yield line (dashed).
Figure C.13: Example variable (effective plastic deformation rate) plotted spa-
tially on a deformed mesh at various strains.
Phases NxPPN Nodal Points Duration
α 8x8 160,000 4
α + β (thick lamella) 16x8 1,250,000 28
α + β (thin lamella) 32x8 2,800,000 42
Table C.8: Selected statistics for main simulation sets. Computer architecture is described
by the number of computational nodes (N) and the number of processors per
node (PPN). Mesh size is described by the average number of nodal points,
rounded to the nearest 10,000. Duration describes the average completion
time, rounded to the nearest hour. Thick lamella refers to simulations with
lamellar widths of 0.10, 0.08, 0.06, or 0.04, whereas thin lamella refers to
simulations with lamellar width of 0.02.
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C.4.3 Simulation Result Trends
For each simulation, the engineering strain was calculated from the initial sample length,
total time at each load step, and velocity applied to the control surface. The engineering
stress was calculated from the integrated load on the extended surface at each time step
and the initial cross sectional area. A stress-strain history was calculated for each sam-
ple. Yield strength was calculated using a 0.1% offset method, and ductility was defined
as the strain correlating to the maximum engineering stress - both matching the same
methods used in the tensile experiments (Section C.2.1).
Yield Strength Trends
Evolution of the yield strength as a function of geometric properties of the β annealed
microstructure are plotted here. Figure C.14 shows yield strength trends for simulations
conducted only with the α phase. Error bars represent variability in the data, calculated
as the standard deviation for each data set. Figures C.15 and C.16 show the yield strength
trends for the sets of dual phase simulations. Since multiple sets of simulations were not
performed for the dual phase instantiations, no measure of variability is included.
Ductility and Hardening Trends
Figures C.17 through C.19 detail ductility and hardening trends in a similar fashion to
the yield strength trends presented in Section C.4.3.
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(a) (b)
Figure C.14: Yield strength trends of single phase simulations for changes in the
(a) number of prior β phase grains, and the (b) number of α phase
colonies per grain (40 grains).
(a) (b)
Figure C.15: Yield strength trends for changes in the (a) width of remnant β phase
lamellae, and the (b) number of α phase colonies per grain with a
constant lamellar thickness of w = 0.10. In (b), results are provided
where the Burgers orientation relationship (BOR) was enforced or
not.
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Figure C.16: Yield strength trends for changes in the number of Voronoi cells in
dual phase single level Voronoi tessellations. The number of Voronoi
cells refers to the sum of both prior β phase grains that have fully
transformed to a single α variant, as well as grains composed solely
of β phase.
(a) (b)
Figure C.17: Ductility and hardening trends of single phase simulations for
changes in the (a) number of prior β phase grains, and the (b) number
of α phase colonies per grain (40 grains).
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(a) (b)
Figure C.18: Ductility and hardening trends for changes in the (a) width of rem-
nant β phase lamellae, and the (b) number of α phase colonies per
grain with a constant lamellar thickness of w = 0.10. In (b), results
are provided where the Burgers orientation relationship (BOR) was
enforced or not.
Figure C.19: Ductility and hardening trends for changes in the number of grains in
dual phase single level Voronoi tessellations. The number of Voronoi
cells refers to the sum of both prior β phase grains that have fully
transformed to a single α variant, as well as grains composed solely
of β phase.
163
C.5 Discussion
C.5.1 Yield Strength Trends
For the single phase simulations, a strong positive correlation is seen between the num-
ber of prior β phase grains and the offset yield strength (Figure C.14(a)). Yield strength
trends for increases in the number of grains correlate well with an increase in the spec-
imen’s λ value found in Table C.7. Moreover, the yield strength is most variable when
the number of grains is at its least. Looking at the yield strength as a function of the
number of α phase colonies per grain reveals that the yield strength increases but satu-
rates as the number of colonies per grain increases (though λ increases as the number
of colonies per grain increases). This is most likely attributed to the fact that there are
only twelve α variants that can form for a given β phase orientation, and as the number
of colonies per grain is increased, the likelihood of new orientations being introduced
in that domain decreases. Put simply, the yield strength saturates around ten α phase
colonies per prior β phase grain due to a saturation in localized texture.
For changes in the lamellar width, virtually no change in yield strength is observed
(Figure C.15(a)). Both simulation sets agree in this regard, though the simulations with
5 colonies per grain exhibit higher yield strengths than those with one, echoing the re-
sults of the single phase simulations. Inclusion of the remnant β phase lowered the
yield strength for both sets of simulations, though all values fell within the lower bound
of the calculated variability for the single phase simulations. Figure C.15(b) details
yield strength trends for dual phase simulations where the number of colonies is vari-
able - both with and without enforcement of localized microtexturing. For each sim-
ulation, when the Burgers orientation relationship was not enforced, the yield strength
was higher, and by similar margins for each instantiation. Until 15 colonies per grain,
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an increase in the number of colonies per grain corresponds to an increase in the yield
strength, after which a negative correlation is observed. Since only one simulation was
run for each geometry, however, it is difficult to gauge overall trends.
For dual phase simulations conducted with Voronoi morphologies, the yield strength
tends to be higher than dual phase simulations with a complex morphology (Figure
C.16). Additionally, it is evident that saturation occurs both at a higher level (∼880
MPa) and with more cells of distinct orientation (∼1500 cells) than the other dual phase
simulations where the Burgers orientation relationship was enforced. These simulations
consistently saturate at lower levels (maximum ∼860 MPa) and at a lower number of
cells (∼400 cells, ignoring β lamellae). These values are both driven by the low number
of grains used in the sample. However, the simulation set conducted with complex
morphologies, but without the enforcement of localized microtexturing, was able to
attain yield strengths comparable to those from the Voronoi morphologies (maximum
≥880 MPa).
C.5.2 Ductility and Hardening Trends
The calculated ductility exhibits many of the same trends as those for the calculated
yield strengths. Single phase simulations exhibit the same positive trends - that is, as
the number of grains is increased, the ductility increases (Figure C.17(a)). Similarly,
ductility increases as the number of colonies per grain is increased - though again, only
marginally as the likelihood of distinct orientations decreases (Figure C.17(b)). Qual-
itatively, these trends may be understood by inspecting the spatial distribution plastic
deformation rate. Figures C.20 and C.21 detail representative results from the extreme
cases of the single phase simulations by plotting the effective plastic deformation rate
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over the deformed virtual samples.
(a) (b)
Figure C.20: Representative results of the effective plastic deformation rate plot-
ted at strains of  = 1.00%,  = 2.00%,  = 3.25%, and  = 4.50%
for (a) 40 grains and (b) 360 grains.
(a) (b)
Figure C.21: Representative results of the effective plastic deformation rate plot-
ted at strains of  = 1.00%,  = 2.00%,  = 3.25%, and  = 4.50%
for 40 prior β phase grains with (a) 5 colonies and (b) 25 colonies
per grain.
As a region of plastically coalesces at a defined region spanning the cross section, the
sample is no longer able to carry additional load. The formation of this yield band - or a
region of localized plastic deformation - coincides with the ductility of a sample. Figure
C.20 showcases two deformation rate plots representing typical deformation characters
for the limiting cases of grain variability. Deformation in the case with 40 grains local-
izes at a lower strain than in the case with 360 grains, reflecting the calculated ductility
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values. Similarly, Figure C.21 shows similar plots for representative cases with 5 and
25 colonies per grain (40 grains). Deformation shows similar amounts of localization at
the presented strains for both cases, again agreeing with the calculated ductility values.
No strong trends in variability are apparent for either of the single phase simulation sets.
Adjusting the lamellar width for a sample has little to no effect on the ductility of the
sample (Figure C.18(a)). For both the cases with a single colony per grain, and the cases
with 5 colonies per grain, the ductility remains effectively constant as lamellar width is
changed. Figures C.22 and C.23 detail the spatial distribution of plastic deformation
for the limiting cases of both simulation sets. For the cases with a single colony per
grain, the distributions of plastic deformation rate are extremely similar for both simula-
tions. For the cases with 5 colonies per grain, the distribution and intensities are nearly
identical. Both of these qualitatively agree with the numerical values of the calculated
ductilities. Changing the thickness of the lamellae does not alter the ductility of the
sample, as evident by the weak effect it has on plasticity localization.
(a) (b)
Figure C.22: Representative results of the effective plastic deformation rate plot-
ted at strains of  = 1.00%,  = 2.00%,  = 3.25%, and  = 4.50%
for 40 prior β phase grains, 1 α phase colony per grain, and lamellar
widths of (a) w = 0.10, and (b) w = 0.02. Scales are identical for the
two sets of plots.
For the rest of the dual phase simulations, ductility is relatively constant, or no
167
(a) (b)
Figure C.23: Representative results of the effective plastic deformation rate plot-
ted at strains of  = 1.00%,  = 2.00%,  = 3.25%, and  = 4.50%
for 40 prior β phase grains, 5 α phase colonies per grain, and lamel-
lar widths of (a) w = 0.10, and (b) w = 0.02. Scales are identical for
the two sets of plots.
discernible trends are evident. For a complex morphology with a variable number of
colonies per grain, a strong saturation is not immediately evident as was in the yield
strength. Furthermore, loosening the restriction of the Burgers orientation relation-
ship does not consistently increase or decrease the ductility. Dual phase simulations
conducted with a Voronoi morphology, however, tend to have higher ductility values
(∼2.6%) than their counterparts conducted with complex morphologies and localized
microtexturing (maximum ∼2.4%) - similar to what is observed in the calculated yield
strengths. This, too, may be attributed to the low number of grains present in these
virtual samples, as evident by the values calculated from the single phase simulations.
Hardening trends tend to align well with ductility trends. Figures C.17(a) and
C.17(b) detail hardening trends for single phase simulations. As the number of grains
within a sample is increased, the amount of hardening also increases. Similar to yield
and ductility trends, the amount of hardening saturates as the number of colonies per
grain is increased past approximately 10 colonies per grain. Hardening in dual phase
simulations also follows similar trends as ductility. Changes in lamellar width have lit-
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tle effect on hardening (Figure C.18(a)), while enforcement of the Burgers orientation
relationship tends to produce lower hardening than in simulations without enforcement
(Figure C.18(b)). Dual phase simulations conducted with a Voronoi morphology tend to
exhibit more hardening than simulations conducted with complex morphologies.
C.5.3 Effect of Morphology on Slip Activity
The single mode of plastic deformation modeled is crystallographic slip, and thus it
is the primary factor controlling the macroscopic yield and ductility of the sample. In-
specting slip activity at different points in the samples’ deformation histories lends some
insight into the bulk trends described above. Slip activity was probed in each phase in-
dependently, and calculated at various points of deformation. Activity for each phase
is presented as a volume fraction of that phase with a certain number of slip systems
active, calculated element by element. A slip system is considered active if its shear rate
is above a threshold value, which here is related to the magnitude of the applied strain
rate:
γ˙

< 110 |˙app| inactive
≥ 110 |˙app| active
(C.11)
In all cases presented, results are averaged over the given simulation replications or
simulation set so as to provide a representative result. Figure C.24(a) details averaged
results for all five simulations with 360 prior β grains. Similarly, Figure C.24(b) displays
the average slip activity at various strains for the 25 α colony simulations. Figures
C.25 through C.29 detail slip results for all dual phase simulation sets. Averages were
calculated using all instantiations per set.
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(a) (b)
Figure C.24: Average slip system activity for single phase simulations with (a)
360 prior β phase grains with a single colony per grain, and (b) 40
prior β phase grains with 25 α phase colonies per grain.
(a) (b)
Figure C.25: Average slip system activity in the (a) α phase and (b) β phase for
simulations with 40 prior β phase grains, 1 α phase colony per grain,
and variable lamellar thickness.
When comparing only the slip activity in the α phase for both single phase and dual
phase simulations, the character of slip is relatively consistent, and some trends are ev-
ident. Firstly, polyslip (3 or more slip systems active) was effectively nonexistent, with
regions exhibiting it representing at most less than 5% of the sample’s α phase volume
at any point in deformation. At most, about 60% of the α phase deformed plastically,
before deactivating upon plasticity localization. Early in deformation, the overwhelm-
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(a) (b)
Figure C.26: Average slip system activity in the (a) α phase and (b) β phase for
simulations with 40 prior β phase grains, 5 α phase colonies per
grain, and variable lamellar thickness.
(a) (b)
Figure C.27: Average slip system activity in the (a) α phase and (b) β phase for
simulations with 40 prior β phase grains, variable α phase colonies
per grain, and lamellae thickness of w = 0.10.
ing majority of the active volume deformed through single slip. Late in deformation,
the volume of the regions that deformed by dual slip increased, though even then only
to about half of the volume of that exhibiting single slip.
For dual phase simulations with complex morphologies and localized microtextur-
ing, slip in the β phase activated later in deformation than the α phase, and overall
activity was lower than that of the α phase (Figures C.25 through C.27). While the α
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(a) (b)
Figure C.28: Average slip system activity in the (a) α phase and (b) β phase for
dual phase Voronoi tessellations.
(a) (b)
Figure C.29: Average slip system activity in the (a) α phase and (b) β phase for
simulations with 40 prior β phase grains, variable α phase colonies
per grain, and a lamellae thickness of w = 0.10, without the enforce-
ment of the Burgers orientation relationship (no localized microtex-
turing).
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phase activated before macroscopic yield ( = 0.5%), the β phase was found to be en-
tirely elastic at that same point. At peak, only 30% of the β phase was inelastic - half
that of the α phase. Further, those β phase regions that were plastically deforming exhib-
ited almost entirely activity of only a single slip system. Again, polyslip was effectively
nonexistent.
Dual phase simulations conducted with a Voronoi morphology, however, exhibited
β phase slip activity markedly different than that of the previous simulations. While the
β phase still activated later than the α phase, as it did in the instantiations with complex
morphologies, much more of the β phase volume fraction became active - nearly to the
same level as the α phase. At peak, more than 50% of the β phase became plastically
active, nearly double what is seen in simulations constructed with complex morpholo-
gies. Furthermore, while single slip was the still dominant mode of plastic deformation
in the β phase, double slip occurred in a significant volume at each point in deformation,
even nearly equalling the volume deforming by single slip later in deformation. Though
small, polyslip was non-negligible in the β phase (∼ 15% at its peak), unlike any other
simulated slip character for either phase.
Simulations conducted with a complex morphology without localized microtextur-
ing exhibited a slight increase in β phase slip activity (Figure C.29). At peak, more
than 40% of the β phase had activated - a 10% increase from the same morphologies
with localized microtexturing. This increase in plasticity, however, was nearly entirely
single slip - no large increase in double slip or polyslip was witness when localized mi-
crotexturing was relaxed. This implies that localized microtexturing and morphological
constraints both contribute to restricted slip in the β phase when compared to simulations
with a generic morphology.
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C.6 Conclusion
A parameter study of the geometric features of β annealed Ti-6Al-4V is presented. Com-
plex representations are instantiated by means of a multilevel tessellation method and
include details of the high temperature morphology (prior β phase grains). This method
allows for individual parameters controlling the geometry to be altered independently
and also allows localized microtexturing to be enforced. The intent is to understand
better the role of mechanical constraints introduced by the microstructural geometry on
an aggregate’s strength and ductility. The simulations demonstrated that:
• The calculated yield strength for a simulation is governed by the number of prior
β phase grains in an instantiation, as well as the number of α phase colonies per
grain - but with the latter only until the probability of new variants decreased and
localized microtexturing became saturated. Inclusion of remnant β phase lamellae
tended to decrease the yield strength, but lamellar width had little to no effect.
• The calculated ductility and hardening for a simulation are governed by the same
geometric features as the yield strength. The point of ductility was seen to corre-
spond with the formation of a localized band of plastic deformation, which gener-
ally formed more readily when there were less cells of distinct orientation through
a cross section. Again, lamellar width had little to no effect on the macroscopic
ductility or hardening.
• Slip activity in the β phase was restricted in simulations conducted with complex
morphologies and localized microtexturing (enforcement of the Burgers orienta-
tion relationship), and both morphology and texture are shown to be influential
in this phenomenon. Dual phase simulations conducted with generic Voronoi tes-
sellations exhibited higher strength and ductility, and more hardening, than those
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conducted with complex morphologies, as well as a high amount of β phase slip
activity.
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