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Abstract—One of the most critical components of an urban
transportation system is the coordination of intersections in
arterial networks. With the advent of data-driven approaches
for traffic control systems, deep reinforcement learning (RL) has
gained significant traction in traffic control research. Proposed
deep RL solutions to traffic control are designed to directly
modify either phase order or timings; such approaches can lead
to unfair situations — bypassing low volume links for several
cycles — in the name of optimizing traffic flow. To address the
issues and feasibility of the present approach, we propose a deep
RL framework that dynamically adjusts the offsets based on
traffic states and preserves the planned phase timings and order
derived from model-based methods. This framework allows us
to improve arterial coordination while preserving the notion of
fairness for competing streams of traffic in an intersection. Using
a validated and calibrated traffic model, we trained the policy of
a deep RL agent that aims to reduce travel delays in the network.
We evaluated the resulting policy by comparing its performance
against the phase offsets obtained by a state-of-the-practice
baseline, SYNCHRO. The resulting policy dynamically readjusts
phase offsets in response to changes in traffic demand. Simulation
results show that the proposed deep RL agent outperformed
SYNCHRO on average, effectively reducing delay time by 13.21%
in the AM Scenario, 2.42% in the noon scenario, and 6.2% in
the PM scenario. Finally, we also show the robustness of our
agent to extreme traffic conditions, such as demand surges and
localized traffic incidents.
Index Terms—Deep Reinforcement Learning, Signal Coordi-
nation, Adaptive Offsets, Arterial Intersections.
I. INTRODUCTION
ACROSS the world and throughout the years, traffic con-gestion has been one of the most complex problems that
our cities face, especially in the face of our ever-growing
economy. For instance, an average driver in Los Angeles
spends up to 11% of their day stuck in traffic congestion,
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costing the US economy $87 billion in 2018 [1]. As the
demand for transportation increases in urban areas, there is a
need to develop systems that help manage traffic congestion.
Arterial roads, in particular, suffer from congestion, and much
of the work on optimizing arterial networks are geared towards
designing Intelligent Traffic Signal Control (ITSC) systems
that adapt to the highly dynamic nature of traffic demand [2].
Not only do systems have to adapt to changes rapidly, but
also they have to be coordinated with neighboring signalized
intersections to improve traffic flow. Considerable solutions
have been proposed to address the traffic signal coordination
problem. These have led to the development of adaptive
control strategies such as MAXBAND [3], MULTIBAND [4],
and TRANSYT [5]. These passive model-based traffic con-
trol systems are typically optimized for a particular demand
scenario [6]; multiple control plans with different phase off-
sets, which are usually generated by optimization algorithms,
account for the variation of demand throughout the day [3],
[7], [8]. A limitation of these algorithms is that they only opti-
mize for particular directions, which can result in congestion,
reducing the performance of the whole network and biasing
traffic flow for the predefined directions [9]. Moreover, these
systems frame the traffic signal control optimization problem
with a static objective function in which certain parameters are
just assumed and not learned from actual data. This affects the
robustness of the system against highly-dynamic conditions
and exogenous uncertainties (e.g. traffic incidents, demand
surges) [10].
The advancement of powerful computational capabilities
and rising ubiquity of novel data sources has driven new
perspectives in solving problems. In 2015, one of AI’s key
breakthroughs in the context of control was being able to
achieve almost superhuman level as it beat top players in Atari
Games [11] and Go [12] using deep RL. Successfully applying
deep RL to transportation has the potential to drastically
improve traffic congestion in ways that are difficult to attain
using traditional control.
Our proposed approach does not seek to overhaul the current
state of practice, but instead to refine the coordination, adapt-
ability, and robustness to changing traffic conditions of these
arterial intersections. Unlike our proposed model-free deep RL
approach, existing methods for traffic control explicitly define
cost functions, which makes those method more predictable
and reliable in the field. Predictability and reliability are
difficult to achieve in deep RL because of its high-sensitivity
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2to its hyper-parameters [13], [14]. However, the goal-oriented
aspect of deep RL helps improve the adaptability of existing
methods in highly-dynamic conditions. Hence, we integrate
the intervention of deep RL agent that dynamically adjusts
phase offsets to reduce travel delays in the network while
preserving the phase order and timings obtained through state-
of-practice transportation methods such as SYNCHRO. Our
approach rests in the middle ground between existing model-
based traffic control methods and model-free deep RL. The
phase splits remain model-based while the coordination is
model-free, which to the best of our knowledge, is a first
among deep RL control variations. Apart from that, our
work also utilizes an arterial traffic model developed by the
Connected Corridors I-210 Pilot [15] that is calibrated and
validated by field data [16]–[18].
Our work leverages the potential of deep RL in coordinating
a series of signalized intersections along an arterial corridor.
We propose a deep RL approach to coordination and train a
policy that dynamically adjusts the phase offsets of a series
of signalized intersections, and is robust enough to adapt
to varying traffic demand scenarios. While other work that
make use of deep RL have agents that manipulate the signal
phases [19]–[21] or utilize deep RL to solve control systems
modeled by non-linear PDEs [22], we focus on controlling
only the phase offsets, which preserves fairness from the
perspective of drivers waiting at intersections.
This article discusses our work on using deep RL to achieve
an adaptive coordination of signalized arterial intersections.
In Section III, we discuss the background of deep RL and the
essential parameters of RL formalization. Section IV discusses
our proposed parameterization of the RL problem, the training
configuration, the learning algorithm, and the model in which
the training and evaluation operated. Section V provides the re-
sults, verifies the algorithm, and evaluates against our baseline.
We also discuss the performance of the policy under specific
uncertainties such as demand surge and traffic disturbances.
Lastly, we summarize our results in Section VI.
II. RELATED WORK
The advent of centralized computer-controlled traffic sys-
tems in the ’60s [23] triggered a shift in the design of control
algorithms from static [24] to dynamic [25] control. Traffic
control aims to optimize competing streams of vehicles in
an intersection to prevent bottlenecks when traffic demand is
high. This section discusses two ways to address the problem:
model-based, and the deep RL approach.
A. Model-based coordination control
The optimization approach of conventional traffic engineer-
ing methods operates by establishing assumptions based on
static data to minimize a certain cost function [26]. In practice,
the coordinated system for traffic signal control is most used to
provide continuous progression to reduce delay time on arterial
roads [7]. The ideal progression requires that upstream traffic
arrive synchronously before the green traffic signal stops. This
is difficult in real conditions because of short-term variations
in traffic, which renders planned offsets ineffective [27]. One
of the problems for coordination systems is the early-return-
to-green phenomenon, which can negatively affect continuous
progression. This phenomenon happens when the platoon is
released early, only to be stopped by a red signal down-
stream. Variations in traffic conditions make offset adjustment
a complex task, since each intersection experiences different
amounts of the early-return-to-green phenomenon. Decentral-
ized feedback policies for control such as max-pressure [28]
address these issues by adjusting phase splits based on dif-
ferences in upstream and downstream queue lengths. Max-
pressure is stable and provides guaranteed bounds for queues
and delay under store and forward queuing system [29], but is
challenging to implement in real settings due to its hardware
and safety constraints [30], [31].
Traffic signal design platforms have tried to model this
phenomenon with the stochasticity of traffic. However, their
generated offset values only provide best results on average”.
This emphasizes the need of real-time offset adjustment that
is adaptive to changes in traffic conditions [32]. Gettman et
al. presented an adaptive control algorithm that outperforms
fixed offsets by using statistical flow averages to ensure vehicle
platoons arrive on the current signal cycle [9]. Coogan et al.
presented an offset optimization method that is posed as a con-
vex program solved by convex semi-definite relaxation; their
two case studies suggests that the approach scales well with
network size [33]. In another approach, Yin et al. presented an
offline offset refiner that uses actual field data to periodically
fine-tune the closed-loop traffic control coordination system
and improves performance through maximizing bandwidth
and minimizing the probability of a red signal [34]. Their
proposed approach shows improved system performance and is
implementable in existing closed-loop traffic control systems.
B. Deep Reinforcement Learning approach
Deep RL has gained significant traction in the field of
traffic control because of its goal-oriented approach in learning
through trial-and-error in an environment [14], [35]. Apart
from that, deep RL provides a well-suited framework for
optimization problems in transportation [36]. Reinforcement
learning features intelligent agents that learn by repeated
interactions with an environment [37]. This process allows it
to make decisions that optimize an objective. By interacting
with environments in high-fidelity simulators such as Aim-
sun [38] and SUMO [39], the agent’s policy can learn various
tasks such as traffic control coordination. Therefore, in this
section, we will review different approaches used, identify the
underlying challenges, and provide the high-level motivation
of this article.
El-Tantawy et al. summarized the methods from 1997 to
2010 that use RL for dynamic control of traffic light config-
urations [40]. Earlier approaches were limited by small state
representation and discrete action spaces as they used tabular
Q-learning and approximated the Q-value as a linear function.
El-Tantawy et al. emphasized the importance of providing
quantitative justification for selecting RL parameters and using
realistic simulation environments to understand the complexity
of agent-environment interactions within vehicle traffic.
3Recent developments in performance computing led to the
use of deep RL for the traffic signal control problem [19], [41],
[42] which greatly increased scalability and extent. Wei et al.
proposed a two-phased (NS green phase and EW green phase)
RL agent that prioritizes certain directions based on time of
day (such as rush hour) [19]. A technique called experience
replay [11] allowed them to use a phased gate with a mem-
ory palace to toggle between the two phases; however, this
approach is unsuited to conventional multi-phase traffic lights.
While data-efficient, experience replay provides stability but
requires an enormous amount of memory, especially as the
agent–environment dynamic increases its extent. Moreover,
for the chosen environment, and despite using real-time traffic
data, validation and calibration is still required to develop a
realistic traffic simulation.
Cooperative traffic light control is commonly framed with
Multi-agent Reinforcement Learning (MARL) approach. Some
researchers assumed that, without agent coordination, in-
tersection controllers are unable to sense other intersection
controllers’ actions and states [43], [44]. Ge et al. achieved
coordination by transferring the Q-value of neighboring agents
at the latest step to the loss function of the Q network [41].
Each agents’ actions are influenced not only by its own Q-
value but also by the Q-value of its adjacent intersection.
As the MARL algorithm enables distributed learning
through parallel computing, it gives the advantage of sig-
nificantly reducing computing time compared to a central-
ized/single agent RL approach. While this approach provides
efficient computing time, it is not guaranteed to achieve global
optimality if agents act independently of other agents state
and action [45]. Hence, some researchers proposed to partially
observe other intersections to give the agent a sense of other
intersections state and action [46]–[48]. For instance, Kuyer
et al. provided a good extension by integrating a transport-
based theory into the MARL algorithm [49]. They used a
Max-Plus algorithm which allows partial coordination between
consecutive intersections. The mentioned studies, however,
struggle to achieve fully coordinated agents, as they suffer
from the curse of dimensionality [37], [45], [50].
Traffic coordination of multiple intersections commonly
uses the multi-agent RL algorithm. In the context of traffic
light coordination, several articles cite van der Pol and Olieo-
hek’s use of a reward function that efficiently combines several
measures: changes in light signals (to prevent flickering),
teleports, emergency stops, vehicle delay, and wait-times [37].
Chen et al. proposed a single-agent coordination that uses
a weighted reward function capturing the global (network-
level) and local (single intersection) conditions [42]. Another
approach, also by Wei et al., argued that most RL based studies
demonstrate highly sensitive performance and a long learning
process, since the determination of RL’s key elements such
as state and rewards are heuristic. Hence, they proposed to
leverage the advantage of max-pressure control to establish the
reward design of their method [20]. For a more comprehensive
review on the application of deep RL in traffic signal control,
we refer the readers to [51].
Our work provides a centralized deep RL solution that
is a more scalable, realistic, and practical approach for the
traffic light coordination problem. To reduce the curse of
dimensionality for centralized deep-RL agents, we limited the
actions of the agent to only control the phase offsets and
preserve the signal timing plan of each individual intersection.
This approach enables the use of a single agent to control
a group of subsequent intersections and, most importantly,
to leverage both model-based and model free approaches.
Moreover, we used a validated and calibrated traffic flow
estimation on the arterial network that we used [17].
III. REINFORCEMENT LEARNING BACKGROUND
Reinforcement Learning (RL) is a method of learning
through interactions between an agent and the environment.
It is an approach in which the agent’s actions are not pre-
determined, but discovered by maximizing a specific reward
function to reach a desired state [52]. The formal mathematical
discrete-time formulation of RL is defined as a Markov De-
cision Process (MDP) [53]. An MDP formalizes the decision
making process in uncertain environments. As such, an MDP
is a tuple 〈S,A, R, P 〉 where S ⊆ Rn is the set of all possible
states of the environment (partially or fully observable) in
n dimensions, A ⊆ Rm is the m-dimensional action space,
R ∈ (Rn,Rm) → R is the reward function that dictates
the numerical reward for the state s′ observed by the agent
after taking action a at state s, and the transition probability
function P . The dynamics of a Markov chain suggest that at
any given time t, the next state St+1 only depends on the
current state St and action At, that is
p (s′|s, a) = P (St+1 = s′|St = s,At = a) . (1)
The goal of an agent is to find an optimal policy pi∗ that
maximizes the sum of discounted rewards
R(τ) =
HT∑
t=0
γtrt. (2)
The horizon HT is the number of intervals (or the length of
the simulation in timesteps) in which the agent performs an
action based on the current state of the environment. The
trajectory τ represents the episode/sequence of state-action
pairs in an environment up to the horizon, and the discount
factor γ ∈ [0, 1] adjusts the contribution of future states to the
reward.
To find the optimal policy, we should be able to select the
policy that maximizes the value or expected return. In RL,
we refer to this as the value function V pi(s) and action-value
function Qpi(s, a), which are given by
V pi(s) = E
a∼pi [r(s, a) + γV
pi (s′)] , (3)
Qpi(s, a) = E
s′∼P
[
r(s, a) + γ E
a′∼pi
[Qpi (s′, a′)]
]
, (4)
where the notation x ∼ y denotes x is drawn from some
distribution y(x). These Bellman equations [53] estimate how
good the current state is by considering the expected reward
of all possible future states.
Deep RL refers to RL algorithms that approximate the
Bellman equations using deep neural networks. In context,
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Fig. 1. Deep RL Framework for Traffic Control Coordination
deep RL does not rely on a static dataset as is the case with
supervised learning. In deep RL, the training data is generated
using the current policy with which the agent interacts with
the environment. This means that the data distributions of
states and rewards are highly variable and result in significant
instability during the training process.
Different algorithms are used in RL to estimate reward and
action probabilities. These are value-based, policy gradient,
and actor-critic methods. For this article, we used Proximal
Policy Optimization (PPO) [54], which is a policy gradient
method. This algorithm trains on-policy, which means that it
only learns from data generated using the current policy. In
policy-gradient methods, it is not necessary to observe abso-
lutely how good an action is; however it has to be observed
relatively against other actions on average. The concept of
relative advantage is adopted in this method to describe the
advantage of taking action a while in state s compared to
other actions selected according to the current policy pi. This
crucial component of policy-gradient methods is referred to
as the advantage estimate or the advantage function Api(s, a),
which will be discussed further in Section IV.
IV. METHODOLOGY
Given a series of signalized intersections in an arterial
network, we tackle the traffic signal coordination problem with
a deep RL approach. Figure 1 depicts the schematic process
of deep RL for traffic control.
In this section, we describe the traffic model used in our
simulation and the implementation of deep RL to train the
agent that coordinates intersections through dynamic adjust-
ments of their phase offsets.
A. Traffic Control Coordination using Deep RL
Traffic simulations are run using Flow [14] over an Aimsun-
based traffic model. For a system with Nt coordinated inter-
sections, we create an RL agent with the following parameters:
Detector types:
Advance
Stopbar
Fig. 2. Sample layout for an intersection with advance (green) and stopbar
(red) detectors. Some links may have lanes that are uncovered by detectors,
or in some cases, one or even both types detectors.
1) State Representation: The locations of detectors in the
simulation correspond to existing deployed detectors. For each
intersection, we assume 4 incoming links, each with 2 types
of detectors: advance and stop bar detectors (See Fig. 2).
Both of these detector types measure flow and occupancy.
We encode the partially observed state of the network as an
(Nt+No)×4×2×2 dimensional vector where Nt represents
the target nodes corresponding to the coordinated intersections
and No represents nodes that are first-degree neighbors of the
target nodes (see Fig. 3). In cases where links have multiple of
each detector type, the measurements from the same detector
type (advance or stopbar) are aggregated for each link. When
a detector is not present for a link, its corresponding element
in the state vector is set to zero.
Over the 4-hour simulation period, we collected sensor
measurements in 15-minute intervals. An episode of training
consists of 3 rollouts of a full simulation. Instead of training
against single time periods, we randomly select among the
three time periods (AM, Noon, and PM) for each rollout.
This choice exposes the agent to varying traffic demands, and
greatly increases the robustness of the learned policy.
2) Action Space: Our proposed approach preserves the
existing order of signal phases. The agent attempts to learn
optimal offsets between intersection timings. Actions are Nt
integer offsets from t ∈ [0, tc), where tc is the cycle period,
which is the same for all intersections. The agent adjusts the
offset every 15 minutes.
3) Reward Function: Intuitively, a good traffic policy is
one that minimizes travel time. However, when designing RL
experiments, measuring individual travel times is costly, as
the simulator would need to keep track of each vehicle’s
travel times. Zheng et al. showed a proportionality between
queue lengths and travel time [55]; minimizing queue lengths
would achieve the same objective as minimizing travel times.
Moreover, using queue lengths for the reward function will
give the agent a sense of the standing queues that hampers
5Target nodesObserved nodesCoordinated intersections
Fig. 3. Huntington Drive Arcadia, CA. Target nodes correspond to the five coordinated intersections, and the observed nodes are first degree neighbors of
the target nodes.
the progression of the platoon. Hence, our reward function is
r = −∑i li×( cLi) where the queue length li is scaled by the
average car length c (which is set to 5 meters) and the length
of the section Li, for all i incoming links at all intersections
from Nt and No. First-degree neighbors of the coordinated
intersections are considered in the reward function in order
for the agent to get a sense of balancing the queues in the
whole network.
B. Training Configuration
Most deep RL applications for traffic control use deep Q-
Networks (DQN). In general, Q-learning based DQN models
are not suitable for complicated systems that have vast state
and action spaces [51]. For our work, we used PPO for
its effectiveness in high-dimensional action and state spaces,
which is not in the case for DQN. More importantly, PPO
performs at-par or better than state-of-the-art approaches with
easier tuning and implementation [54].
We modify action probabilities by directly updating our
policy network. We used 64× 64× 64 fully-connected hidden
layers for the policy neural network. To estimate the advantage
function with respect to the value function, we use a General-
ized Advantage Estimator (GAE) [56]. The advantage estimate
is equal to the difference between the discounted reward and
the baseline estimate, or the value function. In PPO, the
advantage Api(s, a) is calculated after the episode sequence is
collected from the environment. Hence, the discounted reward
at each time step is known. The second part of the advantage
function is the baseline, or the value function, which estimates
the final return in each episode.
Each of the three time periods, AM, Noon, and PM, is
trained for 4 hours, and the remaining time is used to test the
agent’s flexibility. Training starts after a 15-minute warm-up
period to ensure that there are vehicles plying on the network
at the start of the simulation. Moreover, to ensure that the
trained agent does not overfit to the three scenarios, the set of
initial simulation seeds is different from the seeds used in the
agent’s evaluation.
1) Learning Parameters: The policy pi that is trained with
the PPO algorithm is stochastic, so the probabilities are
updated directly. To be specific, two policies are maintained
in this implementation; the first policy is the current policy
piθ(a|s) that we want to update and the second is the last
policy that we use to collect samples piθk(a|s). The weights
of the neural network are updated according to
θk+1 = argmax
θ
E
s,a∼piθk
[L (s, a, θk, θ)] , (5)
where θk and θ represent the weights from the old policy and
current policy, respectively.
We used a variant of PPO that, unlike other variants,
does not make use of a KL-divergence term in the objective
function. However, it does rely on a clipping hyperparameter
, which caps the change between the new and old policies.
The objective function is
L (s, a, θk, θ) =
min
(
piθ(a|s)
piθk(a|s)
Apiθk (s, a), g (, Apiθk (s, a))
)
. (6)
The first argument in the min operator is the default objective
for normal policy-gradient methods that pushes the policy
towards actions that yield high-positive advantage over the
baseline. The second argument g(, A) dependends on whether
the advantage is positive or negative. If the advantage is pos-
itive, then g(, A) = (1 + )A; otherwise g(, A) = (1− )A.
Directly including the clipping operation in the objective
function enables the algorithm to remove the incentive for
drastic policy updates, thereby regularizing the policy. This
prevents policy updates that result in large deviations from the
old policy. The hyperparameter  limits how much the policy
is updated, which means that the policy does not benefit from
a highly drastic and large deviation from the old policy.
6TABLE I
TRAINING HYPERPARAMETERS
Hyperparameter Value
Neural Network shape 64 x 64 x 64 (3 hidden layers)
Horizon, HT 45 steps (12 hours in simulation)
Learning Rate 5× 10−4
Training batch size 300
SGD Minibatch size 15 steps (4 hours in simulation)
Discount (γ) 0.99
GAE parameter (λ) 0.97
Clipping hyperparameter,  0.2
We used this PPO variant because of its flexibility and
stability across the dynamic data distributions. We understand
that the initial conditions are highly critical in this approach.
The random initializations will progressively become less
random as the policy chooses to exploit the reward rather than
continuing to explore further.
C. Traffic Model
1) Arterial Network Properties: One of the most vital
components of RL is a realistic and robust simulation, as
the agents learning the optimal policy depend heavily on
their interactions with the simulation environment. To address
this issue, we used an arterial network extracted from I-210
Pilot, which is developed by California Partners for Advanced
Transportation Technology (PATH) at UC Berkeley under the
Connected Corridors Program [15]. The extracted network is a
portion of Huntington Drive in the city of Arcadia, California.
This portion of Huntington Drive is a busy arterial segment
that is close to I-210. The network is composed of 34 nodes
and 118 arterial road sections and has a total length of 14 km.
For the experiment, Nt = 5 consecutive intersections with
collector roads are chosen along Huntington Drive: Santa Clara
Street, Santa Anita Avenue, First Avenue, Second Avenue, and
Gateway Drive. The timing plans for these intersections all
have a cycle length of tc = 120 sec. These five intersections
on Huntington Drive are the target coordinated intersections;
additional detector measurements are obtained from the target
nodes’ first-degree neighbors (No = 8 nodes, see Fig. 3).
2) Traffic Demand: The traffic estimates in the arterial
model that we used are validated and calibrated with field
detectors and signal phasing data [16]. We used three demand
scenarios (AM, NN, and PM) so that the agent gets a sense
of the different traffic demand dynamics throughout a day.
We measured the inflows for all links that will traverse our
coordinated intersections (Fig 4) and see three distinct features
for the three scenarios: a surge in demand for the AM scenario,
near-uniform demand during the NN scenario, and reduced
demand during the PM scenario.
Exposing the deep RL agent to different demand profiles is
a key feature of this work. This sets our deep RL approach
apart from other variations that use synthetic traffic demand;
the demand that we used has been validated and calibrated
against raw sensor measurements.
D. Performance Baseline
To benchmark the RL agent, we compared its performance
against traffic signals used in the I-210 Huntington corridor
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Fig. 4. Flow of vehicles that pass through the coordinated intersections.
Measurements are in 15 min. intervals across three time periods: AM (5:00
– 10:00 AM), Noon (10:00 AM – 2:00 PM) and PM (2:00 – 9:00 PM).
TABLE II
SYNCHRO OFFSETS IN (A) AM AND (B) NOON (C) PM SCENARIOS
Time Offset 1 Offset 2 Offset 3 Offset 4 Offset 5
5:00 AM – 5:45 AM 75 66 14 19 48
5:45 AM – 6:30 AM 40 40 5 0 5
6:30 AM – 9:00 AM 60 60 65 75 5
9:00 AM – 11:00 AM 40 40 5 0 5
Time Offset 1 Offset 2 Offset 3 Offset 4 Offset 5
10:00 AM – 12:00 NN 40 40 5 0 5
12:00 NN – 2:00 PM 0 0 55 55 55
Time Offset 1 Offset 2 Offset 3 Offset 4 Offset 5
2:00 PM – 4:00 PM 0 0 55 55 55
4:00 PM – 7:00 PM 60 60 65 75 5
7:00 PM – 8:30 PM 0 0 55 55 55
8:30 PM – 9:00 PM 40 40 5 0 5
in California. The offset used in the model was optimized
by SYNCHRO. We evaluate both our deep RL approach
and SYNCHRO by comparing the average delay (sec/km) of
vehicles traversing the network. We also test the agent against
exogenous uncertainties [10] such as demand surges and
traffic incidents. Table II shows the schedule of SYNCHRO
generated offsets.
V. EXPERIMENTAL RESULTS AND DISCUSSION
A. Learning Progress
Indicated along with the training curve in Fig. 5 is the
yielded average reward from using SYNCHRO-generated off-
sets according to a certain time period. Despite the sparse
nature of the reward, the 100-episode moving average suggests
that the agent is learning. Another observation is that it seems
like the agent has learned to beat AM and PM scenarios
by applying learnings from the noon scenario. Deep RL
algorithms, especially PPO, are computationally-demanding
in nature. Despite ending the training only after less than a
thousand episodes, we are able to show that our deep RL
agent outperforms SYNCHRO-generated offsets.
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Fig. 5. Rewards over episodes. Dashed lines represent the expected rewards
of the three SYNCHRO scenarios.
B. Evaluation of Network Performance
We evaluate the performance of the the deep RL agent
against the baseline case of SYNCHRO by comparing the
average delay of vehicles traversing the network (Fig. 6). The
delay is defined as the difference between the ideal travel time
(traversing the system at maximum speed) and the actual travel
time. Seventy realizations of the model were used for each
time period (AM, Noon, and PM), and the bands represent the
1st and 3rd quartiles of the average delay values. Using deep
RL to control offsets decreases the average delay by 13.21%
in the AM scenario, 2.42% in the Noon scenario, and 6.2%
in the PM scenario as compared to the baseline SYNCHRO.
We note that the deep RL agent is only trained on the first
four hours of each scenario; the remaining time is used to
test agent’s performance on unfamiliar time periods. This,
however, does not apply to the noon scenario, which has
a duration of exactly four hours. We find that the learned
policy mostly outperforms SYNCHRO in the AM scenario,
even in time periods (10am-11am) outside of training (Fig.
6a). Comparison of the phase offset adjustments also show
that deep RL changes offsets more frequently than SYNCHRO
does during peak periods (Fig. 9), which consequently induces
less delay. SYNCHRO optimizes offsets for time periods that
are arbitrarily selected by traffic engineers. We see that deep
RL allows for shorter action intervals that allows for a more
dynamic coordinated control of these intersections.
For the noon scenario, deep RL still reduced delays, but the
improvement is not as significant as that of the AM scenario
(Fig. 6b). This is understandable for the noon scenario as
improvement is not exactly visible during off-peak periods.
For the PM scenario, however, a significant improvement is
seen only during the peak period (5:00 – 6:00 PM). There is
a noticeable spike in delay at around 10:30 AM and 6:30 PM
for the noon and PM scenarios respectively. Looking at the
distribution of average delay values for the delay spike at
10:30 AM, we see that the policy results in a wide spread of
delay values (Fig. 8a), which is not the case for the 6:30 PM
peak. These peaks appear to be caused by the particular vehicle
routes that are negatively impacted by the offset settings at
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Fig. 6. Comparison of performance of the offset adjustment of policy deep
RL vs. SYNCHRO generated offsets show a reduced delay for scenarios a)
AM scenario, b) Noon scenario and c) PM Scenario.
those particular times, but we do note that even SYNCHRO
can have this issue (11:45 PM Fig. 6b). These spikes appear
even if the offsets remained unchanged by either the control
plans or the RL policy.
To test the agent’s robustness, we evaluated the network
performance of the learned policy under two exogenous un-
certainties [10]. First, we induced a surge in the demand by
increasing the number of car trips by 50% at off-peak times
(specifically between 12 and 1 PM). Second, we induced dis-
ruptions by generating random traffic incidents (like a stalled
car) that blocked a single lane on the first incoming Eastbound
and Westbound links entering the coordinated intersections
over the period of 12 NN to 1 PM. We introduced both of
these exogenous uncertainties through the underlying Aimsun
model. SYNCHRO served as the performance benchmark for
the 70 realizations of the model for the noon period.
Figure 7 shows the average delay under increased demand
(Green portion) and induced disruptions (Red portion). When
the network is subjected to exogenous uncertainties, we ob-
served reduced average delay times for the deep RL agent as
compared to SYNCHRO. While the deep RL agent was not ex-
plicitly trained on traffic scenarios with disruptions, it surpris-
ingly adapts its policy to the low flow, high occupancy states of
the disrupted links. However, there are certain instances where
the average delays of RL policy have wide spreads which
make them less effective than SYNCRHO. When exposed to
lane disruptions, the RL agent’s performance at 12:30 PM can
have delays that result in worse performance than SYNCRHO,
although the distribution still leans mostly to lower average
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Fig. 8. Distribution of average delays for the noon scenario with lane
disruptions at (a) 10:30 AM , and (b) 12:45 PM.
delay values (Fig. 8b). This suggests SYNCHRO results in
a more predictable and reliable network performance under
traffic scenarios with disruptions. However, in the case of
traffic scenarios with demand surges, the RL policy performs
better and is just as reliable as SYNCHRO. This demonstrates
our agent’s robustness and flexibility as it can generally adopt
to extreme scenarios like demand surge and traffic incidents.
VI. CONCLUSION
In this article, we proposed a framework using deep RL
with the Proximal Policy Optimization algorithm for traffic
control coordination by means of dynamic adjustment of phase
offsets. We utilized arterial traffic models adopted from the
Connected Corridors program to train on a more realistic and
non-synthetic arterial traffic environment.
Our choice of RL parameters reduces the curse of dimen-
sionality by avoiding image-based state and reward represen-
tation and limiting the actions of the deep RL agent to only
modifying individual phase offsets leaving the phase timings
and order unmodified.
We have proposed a framework that, to the best of our
knowledge, has not been used before in other related deep RL
for traffic control literature; the phase splits remain model-
based while the coordination is model free. Moreover, while
most related works use value-based RL algorithms like DQN,
our approach uses a policy-based algorithm, Proximal Policy
Optimization (PPO). The result suggests that our deep RL
approach beats SYNCHRO in terms of delay reduction even
under exogenous uncertainties in the network.
We have demonstrated that our deep RL agent design is
viable for this coordination problem. Our proposed work
can be extended to multi-agent RL to coordinate groups of
intersections with each group controlled by a single agent.
Applying this approach to much larger networks can be done
by breaking up the large networks into smaller groups that are
each coordinated by single RL agents.
Finally, we argue that while these deep RL agents have
been proven to work in simulation, the importance of human
intervention and engineering judgment must still govern over
model-free approaches, especially in the context of traffic
control where generated policies must be interpretable, reg-
ulatable, and reliable. This is the reason why we sought to
find the balance between model-based and model-free traffic
control. While this is still premature for actual application, it’s
best to view this as a planning tool supplementary to decision-
making processes.
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