A new scoring function for assessing the statistical significance of protein structure alignment has been developed. The new scores were tested empirically using the combinatorial extension (CE) algorithm. Specifically, the significance of a given score was given a p-value by curve-fitting the distribution of the scores generated by a random comparison of proteins taken from the PDB_SELECT database and the structural classification of proteins (SCOP) database. Although the scoring function was developed based on the CE algorithm, it is portable to any other protein structure alignment algorithm. The new scoring function is examined by sensitivity, specificity, and ROC curves.
INTRODUCTION P
rotein structure alignment is used to establish structural equivalences between amino acid positions based on the three-dimensional structures of two protein folds. Such alignments are important for the characterization of three-dimensional structures and for defining similarities and differences related to biological function. Structure alignment, like sequence alignment, has three components: the alignment algorithm, the scoring system, and the assessment of the statistical significance of the results. Currently, a number of different structure alignment algorithms exist including the sequential structure alignment program (SSAP; Taylor and Orengo, 1989) , geometric hashing (GH; Nussinov and Wolfson, 1991) , distance matrix alignment (DALI; Holm and Sander, 1993) , vector alignment search tool (VAST, Gibrat et al., 1996) , dynamic programming (Yale alignment server) Levitt, 1996, 1998) and combinatorial extension of the optimum path (CE; Shindyalov and Bourne, 1998) . Although these different methods recognize similar folds, they do not provide identical alignments. Further, these different algorithms use different scoring systems. Levitt (1996, 1998) where N gap is the total number of gaps, d ij is the distance between the aligned residues i and j , M = 20, and d 0 = 5 Å. Because the dynamic programming step, which maximizes S str , tries to match as many residues as possible, after an alignment is determined, a refinement step, which eliminates the worst-fitting pairs of aligned residues, and then refitting to get a new root mean square deviation (rmsd) are necessary.
✄ ✂ ✁
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DALI used the following elastic similarity score: , θ E = 0.20, and w is an envelope function: w(r) = exp(−r 2 /400). Besides the alignment scores, rmsd is the most common parameter reported in the alignment results. Other measures, such as aligned length, sequence identity, and number of gaps, are often reported.
The final step in protein structure alignment is assessing the significance of the alignment score. For sequence alignments, there has been considerable progress in assessing the statistical significance of alignment scores. In the BLAST family of programs, statistical significances are derived from a probability model of an arbitrary ungapped alignment based on a random walk technique (Karlin and Altschul, 1990) . Levitt and Gerstein (1998) developed a simple empirical approach for calculating the significance of an alignment score using their dynamic programming algorithm Levitt, 1996, 1998) . They accessed the significance of a given score in terms of a p-value by curve-fitting the distribution of the scores generated by an all-versus-all comparison of proteins in the SCOP database. Alternatively, the statistical significance of an alignment can be assessed in a manner similar to Karlin and Altschul's classic work on the alignment of random sequences (Karlin and Altschul, 1990) by a "random model" of structure alignment. Recently, Jia and Dewey (2003) studied the statistical significance of structural alignment by developing a "random model" of structure alignment. In fact, they considered the alignment of random, ideal polymer chains defined as polymers whose end-to-end distribution function is Gaussian. The simple Gaussian chain model provided a good starting point for structural alignment statistical significance testing. Let {R m } ≡ (R 1 , R 2 · · · R M ) denote the set of positions of polymer units on a chain with length M, where R m is the position vector of the mth unit. A Gaussian chain is characterized by a distribution of end-to-end vectors given by
for all possible u = v from 1 to M, where the parameter b is the expected bond length defined as
(1.4) Jia and Dewey (2003) found that if they superimposed two Gaussian chains with the same length (ungapped alignment), rmsd chain_length 1/2 will be an appropriate score that follows an extreme value distribution (EVD) and the parameters of the probability density function (pdf) are independent of the chain length. Similarly, if we superimpose two proteins, then rmsd aligned_length 1/3 will be a good similarity measure that follows an EVD and the pdf is independent of the aligned length. This result suggests that rmsd aligned_length α for any chain length is a good scoring function for an ungapped structural alignment.
In the current study, we define a scoring system for structure alignment based on rmsd, aligned length, and number of gaps. The scoring function is defined using the CE algorithm. The pdf of the scores generated from a nonredundant structure dataset is estimated, and the statistical significance to each observed score is inferred in the form of a p-value, which is the probability that a better score would occur by chance. This paper is organized as follows. In Section 2 a new scoring function for the CE program is defined. This scoring function can be easily adjusted for other structural alignment algorithms. In Section 3 the sensitivity and specificity of this new scoring function is evaluated.
The nonredundant dataset of protein structures used is chosen from PDB_SELECT and ASTRAL SCOP 1.63. PDB_SELECT is a representative list of PDB chain identifiers developed by Hobohm and Sander (1994) . We use the most recent 25% and 90% lists (July 2003) , which contain a total of 2,066 and 6,254 protein chains, respectively. We also use ASTRAL SCOP 1.63 protein domain sequence subsets, based on PDB SEQRES records (Brenner et al., 2000; Chandonia et al., 2002) , with less than 90% identity to each other. We denote the datasets as PDB_SELECT 25%, PDB_SELECT 90%, and SCOP 90%, respectively.
NEW SCORING FUNCTION FOR CE
Currently the CE program uses a z-score to measure the similarity of an alignment. The z-score is calculated based on the hypothesis that the number of gaps and the average distance, D, which is defined as Equation (2.1), follows a normal distribution,
where
) denotes the distance between residues i and j in protein A (respectively, B) based on the coordinates of C α atoms, n is the number of aligned fragment pairs (AFP), m is the fragment size (m = 8 in CE) (see Shindyalov and Bourne [1998] for details). The z-score of a particular alignment is calculated by numerically solving Equation (2.2):
where ρ(µ, σ, x) is a truncated normal distribution with mean µ and standard deviation σ , D obs and G obs are the observed distance score, and the number of gaps, D av i and D sd i (respectively, G av i , G sd i ) are the sample mean and standard deviation for the distance score (respectively, number of gaps) for paths with length i in a random comparison. Although empirically the performance of the z-score is very good, the number of gaps and the average distance do not follow a normal distribution. Furthermore, it is hard to assign a p-value to an observed z-score.
For a structure alignment algorithm, we always try to get an alignment, which has a minimal rmsd, minimal number of gaps, and maximal aligned length that is defined as the number of matched residues in the alignment, with the understanding that higher sequence identity implies greater structural similarity. Thus, the most important variables needed to measure the similarity are rmsd, aligned length, and number of gaps. However, the percent sequence identity is not a critical measurement as seen by the correlation coefficient between z-score and percent sequence identity. We randomly choose 10,000 pairs of proteins from the PDB_SELECT 25% and 90% lists, respectively, such that
Recall that the correlation coefficient, Corrcoef(X, Y ), between two variables, X and Y , is defined by
where σ Z and µ Z are the standard deviation and the mean of the random variable, Z. The correlation coefficient has the following properties: (i) for two independent variables X and Y , Corrcoef(X, Y ) = 0, (ii) if the variables are correlated in some way, then their correlation coefficient will be nonzero. In fact, if Corrcoef(X, Y ) > 0, then Y tends to increase as X increases. For weakly correlated variables, their correlation coefficient will be closer to zero; on the other hand, for strongly correlated variables their correlation coefficient will be closer to ±1. Thus, Equation (2.4) shows that the z-score and the sequence identity have only very weak correlation. Hence, percent sequence identity is not considered in our new scoring system. It is clear that optimal structure alignment requires a multiobjective optimization procedure, which is concerned with the minimization of a vector, F (x) = (rmsd, num_gap, − aligned_length), of objectives that can be the subject of a number of constraints or bounds. We can convert the multiobjective problem of minimizing the vector F (x) into a scalar problem by constructing a weighted sum of all the objectives: min f (x) = w 1 * rmsd + w 2 * num_gap + w 3 * aligned_length.
(2.5) However, Equation (2.5) lacks biological meaning, and it is hard to select the weights w i . Hence, we must define a scoring scheme as a function of rmsd, num_gap, and aligned_length. Jia and Dewey's result (Jia and Dewey, 2003) suggests the following scoring function:
The smaller the ce_score is, the better the alignment. The term rmsd aligned_length α serves as the measurement for goodness of ungapped alignment. Several α values were tested to choose the optimum. As shown in Fig. 1(a) , when α = were not good choices for the new score is that there is no linear relationship between the aligned length and minimal protein length of the protein pair (see Fig. 2(a) ). On the other hand, Fig. 2(b which is very similar to the term rmsd aligned_length in our score. The term 1 + num_gap aligned_length β is used to take gaps in the alignment into account. If there are no gaps, the score is rmsd aligned_length ; otherwise, the positive term num_gap aligned_length β serves as the gap penalty, which results in a larger score; β = 1 was chosen in this study. The definition of gap penalty depends on the linear relationship between num_gap and aligned_length. Indeed, there is a clear linear relationship between them (see Fig. 3 ). On the other hand, we also tested different
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values of β as described subsequently, and we find that the performance of the new scoring system exhibits no significant differences for different choices of β. Hence, α = 1, β = 1 was used for the definition of ce_score, the name given to the new scoring function.
To obtain the statistical significance of an observed score, the probability density function for the random scores needs to be deduced. While it is impossible to give an analytical pdf for the new scores defined here, simulation can be performed on the nonredundant datasets. To obtain a large number of scores from randomly chosen structures, CE was applied to 10,000 pairs of chains randomly chosen from the PDB_SELECT 25% list, the PDB_SELECT 90% list, and the SCOP 90% list, respectively. As shown in Fig. 4 , the density functions for these scores follow an extreme value distribution (EVD):
(2.8)
To derive specific values for the λ and µ parameters, we fit the above formula to the observed density distribution of scores obtained from PDB_SELECT 25%, PDB_SELECT 90%, and SCOP 90%, respectively, by maximum likelihood fitting (Eddy, 1997) . The estimated parameters are as follows:      λ = 18.31, µ = 0.13; PDB_SELECT 25% λ = 19.37, µ = 0.12; PDB_SELECT 90% λ = 19.07, µ = 0.12; SCOP 90%
.
The derived parameters for PDB_SELECT 90% and SCOP 90% are almost the same, while a discrepancy was observed between these and PDB_SELECT 25% since PDB_SELECT 90% and SCOP 90% contain more similar chains than does PDB_SELECT 25%. The statistical significance of a particular comparison can then be derived by the cumulative distribution function of the EVD, i.e., the p-value of an observed CE_SCORE is
(2.9)
A plot of p-values against scores between randomly chosen pairs from the whole PDB database is shown in Fig. 5 . The parameters from the SCOP 90% datasets were used (λ = 19.07, µ = 0.12). We can easily find that a p-value = 5% corresponds to a ce_score = 0.0665 and a p-value = 1% corresponds to a ce_score = 0.0439.
VALIDATION OF THE NEW SCORING SYSTEM BY SCOP
Here, a quantitative evaluation of the performance of the new scoring system is described. A challenge in performing such an evaluation is how to select a standard dataset. Because of the inherent difficulty of identifying and aligning the key structural motifs that characterize a family of proteins, it is often unclear which proteins from the database should be classified as true members of a family. The manually constructed SCOP (Structural Classification of Proteins) Database (Murzin et al., 1995) has often been cited as the possible "gold standard." SCOP has been constructed by visual inspection of all PDB entries, classified in a hierarchy ("class," "fold," "superfamily," and "family") indicating different levels of structural and evolutionary relationship between domains. In the current study, we use ASTRAL SCOP 1.63 protein domain sequence subsets, based on PDB SEQRES records, with less than 90% identity to each other. This subset contains 8,042 domains. There are 5,327 protein chains belonging to 630 different folds after we remove the chains that contain different domains belonging to different folds. There are 5,389 protein chains belong to 971 different superfamilies after we remove the chains that contain different domains belonging to different superfamilies. We performed alignment using CE on randomly chosen pairs of chains from "same folds," "different folds," "same superfamilies," and "different superfamilies" and calculated the ce_score for each pair. Then we plot the pdfs of the ce_score and z-scores from "same" and "different" folds (see Fig. 6 (a) and (b)) and from "same" and "different" superfamilies (see Fig. 6(c) and (d) ). The performances ✄ ✂ ✁
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of CE and the new scoring system can be evaluated by their sensitivity and specificity: where TP = true positive, FN = false negative, TN = true negative, and FP = false positive. Based on the values of sensitivity and specificity of each scoring function, a cutoff score can be chosen to distinguish structures from different fold or superfamilies or from the same folds or superfamily. The cutoffs we chose should minimize the value of (1 − sensitivity) + (1 − specificity) (i.e., the summation of false positive rate and false negative rate). From plots in Fig. 6 , the thresholds for the score and z-score can be chosen as follows:
i.e., for a test, if the score > S F (score < S F ), we will classify the pair as coming from "different" ("same") folds. If we use z-score, we will classify the pair from "different" or "same" folds depending on the z-score < Z F or not. A similar classification can be done at the level of the superfamily. To evaluate our new scoring system and the performance of CE, we summarize the test results in Tables 1  and 2 and conclude that 1) the performance of CE is reliable and 2) both the z-score and ce_score show ✄ ✂ ✁
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good sensitivity and specificity, while the ce_score is better than the z-score. To further compare the zscore with the ce_score, we also plot the receiver operating characteristic curve (ROC curve) (see Fig. 7 ). It is a plot of the true positive rate against the false positive rate for the different possible cutpoints of our tests. The results show that the ce_score system is of higher sensitivity for almost all possible cutpoints. Hence we believe that our new scoring function is well defined. We also plot the ROC curves for different values of α in Fig. 8 . We find that for both the fold level and
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superfamily level, α = 1 and β = 1 in the definition of ce_score (see Equation (2.6)) is a good choice.
There are a few cases where the two chains were originally classified in the same family by SCOP, but not identified to be even in the same superfamily by our ce_score, especially for short chains. For example, 1KBH:B and 1JJS:A were classified in the same family, a.153.1.1. Both chains are short chains (length <60). Alignment results are rmsd = 7.045 Å, z-score = 2.3, aligned_length = 40, num_gap = 8, ce_score = 0.21, and p-value = 0.83. Results for chain length ≥60 indicated the sensitivity of the ce_score is much higher for the long chains than short chains (Table 2 and Fig. 6 ). Gerstein and Levitt (1998) found that some structures were considered similar in SCOP because they shared a special structural feature rather than an overall structural similarity. An example of this can be found in 1FT5:A (a.138. Tables 1  and 2 ), but only (iii) and (iv) are false positives if we consider the ce_score (ce_score < S F in Tables 1  and 2 ). The aligned length for (iii) is only 32, so the real false positive is example (iv). In (iv) the similarity is valid, but for only part of the respective chain 1XIM:A. The number of aligned residues is only 140 from 393 in 1XIM:A and 213 in 4TMK:A. From eight beta-strands of the TIM-beta/alpha topology of 1XIM:A, only four are matched to another four from five beta-strands from the P-loop topology of 4TMK:A. A further four alpha-helices are matched between the two proteins.
SUMMARY
An approach for assessing the statistical significance of a given comparison of protein structures is presented. A new scoring function is defined and tested using the CE structure comparison and alignment algorithm. An extreme value distribution was fitted to the observed distribution of the new scores obtained from aligning structures randomly chosen from public databases. After one estimates the parameters, the statistical significance of the alignment can be easily inferred. The ability of CE to distinguish similar and nonsimilar structures was examined using a z-score and the new score, ce_score, indicating that ce_score was superior. Also, ce_score can be applied to any other structure alignment algorithms.
