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Abstract
Multiple instance learning (MIL) is concerned with learning from sets (bags)
of objects (instances), where the individual instance labels are ambiguous.
In this setting, supervised learning cannot be applied directly. Often, spe-
cialized MIL methods learn by making additional assumptions about the
relationship of the bag labels and instance labels. Such assumptions may
fit a particular dataset, but do not generalize to the whole range of MIL
problems. Other MIL methods shift the focus of assumptions from the labels
to the overall (dis)similarity of bags, and therefore learn from bags directly.
We propose to represent each bag by a vector of its dissimilarities to other
bags in the training set, and treat these dissimilarities as a feature represen-
tation. We show several alternatives to define a dissimilarity between bags
and discuss which definitions are more suitable for particular MIL problems.
The experimental results show that the proposed approach is computation-
ally inexpensive, yet very competitive with state-of-the-art algorithms on a
wide range of MIL datasets.
Keywords:
1. Introduction
Many pattern recognition problems deal with complex objects that con-
sist of parts: images displaying several objects, documents with different
paragraphs, proteins with various amino acid subsequences. The success of
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supervised learning techniques forces such complex objects to be represented
as a single feature vector. However, this reduction may cause important dif-
ferences in objects to be lost, degrading classification performance. Rather
than representing such a complex object by a single feature vector, we can
represent it by a set of feature vectors, as in multiple instance, or multi-
instance learning (MIL) [1]. For example, an image can be represented as a
bag of segments, where each segment is represented by its own feature vec-
tor. This is a more flexible representation that potentially can preserve more
information than a single feature vector representation.
In MIL terminology, an object is called a bag and its feature vectors are
called instances. MIL problems are often considered to be two-class problems,
i.e., a bag can belong either to the positive or the negative class. During
training, the bag labels are available, but the labels of the instances are
unknown. Often assumptions are made about the instance labels and their
relationship with the bag labels. The standard assumption is that positive
bags contain at least one positive or concept instance, whereas negative bags
contain only negative, background instances [1, 2]. An image labeled as
“tiger” would therefore contain a tiger in at least one of its segments, whereas
images with other labels would not depict any tigers. Many MIL approaches
therefore focus on using the labeled bags to model the concept region in the
instance space. To classify a previously unseen bag, the instances are labeled
according to the best candidate model for the concept, and the bag label is
then obtained from these instance labels.
It has been pointed out [3] that although for many problems the bag
representation is useful, the assumptions on the bag and instance labels typ-
ically do not fit the application. For instance, for an image of the “desert”
category, it would be wrong to say that “sand” is the concept, if images of the
“beach” category are also present. Therefore, methods in which the standard
assumption is relaxed, have emerged. In [4] an adaptive parameter is used
to determine the fraction of concept instances in positive bags. Generalized
MIL [5, 6] examines the idea that there could be an arbitrary number of
concepts, where each concept has a rule of how many (just one, several or a
fraction) positive instances are needed to satisfy each concept. A review of
MIL assumptions can be found in [7].
This line of thought can be extended further to cases where it is difficult to
define a concept or concepts, and where most, if not all, instances, contribute
to the bag label. The implicit assumption is that bag labels can be related
to distances between bags, or to distances between bags and instances. Such
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approaches have used bag distances [8], bag kernels [9], instance kernels [3]
or dissimilarities between bags [10, 11, 12].
Bag-based approaches are attractive because because they transform the
MIL dataset back to a standard feature vector representation such that reg-
ular supervised classifiers can be used. Unfortunately, some of the represen-
tational power of MIL can be lost when converting a bag to a single feature
vector of (dis)similarities. It has indeed been pointed out that the definition
of distance or similarity can influence how well the representation is suited
for one or more concepts [7]. The question is how to do this in a way that still
preserves information about the class differences. Furthermore, competing
approaches offer a variety of definitions of (dis)similarity, and it is not always
clear which definition should be preferred when a new type of MIL problem
presents itself.
In this paper we propose a general MIL dissimilarity approach called
MInD (Multiple Instance Dissimilarity). We discuss several ways in which
dissimilarities between bags can be defined, show which assumptions these
definitions are implicitly making, and hence which definitions are suitable for
different types of MIL problems. We have collected several examples of such
problems in a single repository online1. Furthermore, we discuss why the dis-
similarity space is an attractive approach for MIL in general. An important
advantage is that there are no restrictions on the dissimilarity measure (such
as metricity or positive-definiteness). This allows the use of expert-defined
dissimilarities which often violate these mathematical restrictions. Similarly,
there is no restriction on the classifier used in the dissimilarity space, which
is attractive for potential end-users faced with MIL problems, and who al-
ready have experience with a certain supervised classifier. Lastly, with a
suitable choice of dissimilarity and classifier, the approach is very compu-
tationally efficient, yet still provides interpretable state-of-the-art results on
many datasets. For example, the average minimum distance between bags
with a logistic classifier achieves very good performances, is easy to imple-
ment, and the classifier decisions can be explained in terms of dissimilarities
to the prototypes.
After a review of MIL approaches in Section 2, we propose MInD in Sec-
tion 3. In Section 4, we show some examples of MIL problems and demon-
strate which dissimilarities are most suitable in each case. We then compare
1http://www.miproblems.org
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results to a range of MIL methods in Section 5, and discuss practical issues
of dissimilarities and other bag-level methods in Section 6. A conclusion is
given in Section 7.
2. Review of MIL Approaches
In multiple instance learning (MIL), an object is represented by a bag
Bi = {xik|k = 1, ..., ni} ⊂ Rd of ni feature vectors or instances. The training
set T = {(Bi, yi)|i = 1, ...N} consists of positive (yi = +1) and negative
(yi = −1) bags. We will also denote such bags by B+i and B−i . The standard
assumption for MIL is that there are instance labels which relate to the bag
labels as follows: a bag is positive if and only if it contains at least one
positive, or concept instance [1].
Under this standard assumption, the strategy has been to model the
concept: a region in the feature space which contains at least one instance
from each positive bag, but no instances from negative bags. The original
class of MIL methods used an axis-parallel hyper-rectangle (APR) [1] as a
model for the concept, and several search strategies involving such APRs
have been proposed.
Diverse Density [2] is another approach for finding the concept in instance
space. For a given point t in this space, a measure DD(t) is defined as the
ratio between the number of positive bags which have instances near t, and
the distance of the negative instances to t. The point of maximum Diverse
Density should therefore correspond to the target concept. The maximization
problem does not have a closed form solution and gradient ascent is used to
find the maximum. The search may therefore converge to a local optimum,
and several restarts are needed to find the best solution.
EM-DD [13] is an expectation-maximization algorithm that refines Di-
verse Density. The instance labels are modeled by hidden variables. After
an initial guess for the concept t, the expectation step selects the most posi-
tive instance from each bag according to t. The maximization step then finds
a new concept t′ by maximizing DD on the selected, most positive instances.
The steps are repeated until the algorithm converges.
Furthermore, several regular supervised classifiers have been extended to
work in the MIL setting. One example is mi-SVM [14], an extension of sup-
port vector machines which attempts to find hidden labels of the instances un-
der constraints posed by the bag labels. Another example is MILBoost [15],
where the instances are reweighted in each of the boosting rounds. The bag
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labels are decided by applying a noisy OR [2] rule to the instance labels,
which reflects the standard assumption.
It has been recognized that the standard assumption might be too strict
for certain types of MIL problems. Therefore, relaxed assumptions have
emerged [5, 6], where a fraction or a particular number of positive instances
are needed to satisfy a concept, and where multiple concept regions are con-
sidered.
A similar notion is used in MILES [3], where multiple concepts, as well
as so-called negative concepts (concepts that only negative bags have) are
allowed. All of the instances in the training set are used as candidate concept
targets, and each bag is represented by its similarities to these instances.
A sparse 1-norm SVM is then used to simultaneously maximize the bag
margin, and select the most discriminative similarities, i.e., instances that
are identified as positive or negative concepts.
A step further are methods that do not make explicit assumptions about
the instances or the concepts, but only assume that bags of the same class are
somehow similar to each other, and then learn from distances or similarities
between bags. Such methods include Citation-kNN [8], which is based on the
Hausdorff distance between bags, bag kernels [9] and bag dissimilarities [10,
16]. In [9], a bag kernel is defined either as a sum of the instance kernels,
or as a standard (linear or RBF kernel) on a transformed, single instance
representation of the bag. One example is the Minimax representation, where
each bag is represented by the minimum and maximum feature values of its
instances.
Last but not least, a way to learn in MIL problems is to propagate the
bag labels to the instances, and use supervised learners on these propagated
labels. We call this approach SimpleMIL. To obtain a bag label from pre-
dicted instance labels, the instance labels have to be combined. Here, the
noisy OR rule or other combining methods can be used [17, 18]. It has been
demonstrated that supervised methods can be quite effective in dealing with
MIL problems [19].
All MIL methods can be more globally summarized by the representation
that they use: the standard instance-vector-based representation, a bag dis-
similairity representation and a bag-instance representation (see Fig. 1). The
first representation is the standard representation of MIL, where each bag
consists of several instances, and the dimensionality is equal to the dimen-
sionality of the instance space. In this example, there are two bags which
are represented in a 2D feature space. This is the representation used by
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EM-DD, mi-SVM, MILBoost and SimpleMIL. The representation on the top
right is the bag representation, used by Citation-kNN, bag kernels and our
bag dissimilarity approach. The representation in the bottom is the instance
representation, used by MILES. In the latter two representations, regular
supervised classifiers are again applicable. In these cases, less assumptions
about the relationships of bag and instance labels are needed, but the defi-
nition of (dis)similarity creates implicit assumptions on which instances are
important.
x11,1
x12,1
x13,1
x21,1
x22,1
x11,2
x12,2
x13,2
x21,2
x22,2
B1
B2
R2
(a) Original MIL
d(B1, B1)
d(B2, B1)
d(B1, B2)
d(B2, B2)
R
B1
B2
(b) Bag dissimilarity
d(B1, x11) d(B1, x12) d(B1, x13) d(B1, x21) d(B1, x22)
d(B2, x11) d(B2, x12) d(B2, x13) d(B2, x21) d(B2, x22)
R
B1
B2
(c) Instance dissimilarity
Figure 1: Representations of a MIL problem with 2 bags and 2 features. B1
has 3 instances and B2 has 2 instances. The dimensionality of the original
representation depends on the number of features, while in the dissimilar-
ity representation, the dimensionality depends on the number of bags or
instances.
3. Bag Dissimilarity Representation
We can represent an object, and therefore also a MIL bag Bi, by its
dissimilarities to prototype objects in a representation set R [20]. In our
work, R is taken to be a subset of size M of the training set T of size N
(typically M ≤ N). Using these M prototypes, each bag is represented as
d(Bi, T ) = [d(Bi, B1), ...d(Bi, BM)]: a vector of M dissimilarities. Therefore,
each bag is represented by a single feature vector and the MIL problem can
be viewed as a regular supervised learning problem.
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We propose a framework which encompasses different ways to define
d(Bi, Bj), the dissimilarity between two bags Bi and Bj. There are two main
steps: the representation of a bag, and given this representation, the defini-
tion of the dissimilarity function. We distinguish the following approaches
to treat the bags:
• As a point set, or subset of the feature space. In this case, d is defined
through a set distance.
• As a distribution of instances. Here, d is defined through a distribution
distance.
• As an attributed graph, where the instances are the nodes, and rela-
tionships between instances are the edges [21]. In this case, d is defined
as a graph kernel or distance. However, because it is not straightfor-
ward to define the edges and determine the trade-off of nodes and edges
in such a problem [22], we do not focus on this case here.
3.1. Bags as Point Sets
The first approach to define a dissimilarity of two bags is to consider
each bag as a point set or a subset of a high-dimensional space. One possible
distance that can be computed is based on the Hausdorff metric, under which
two point sets Bi and Bj are close to each other when every point in Bi is close
to a point in Bj. Closeness is defined through the distance d employed, which
typically is Euclidean. The Hausdorff distance, derived from the metric,
has been widely used in object matching in computer vision [23, 24]. The
Hausdorff distance applied to bags uses the maximum mismatch between the
instances of the respective bags:
dh(Bi, Bj) = max
k
min
l
d(xik,xjl). (1)
As dh is not symmetric, the final Hausdorff distance is symmetrized by
taking the maximum of the directed distances. All of these steps ensure that
the Hausdorff distance is metric, i.e., that it satisfies the identity, symmetry
and triangle inequality properties.
It has been pointed out [24] that the maximum operation in the original
definition might be too sensitive to outliers, and modified versions of the
Hausdorff distance have been introduced [24, 25]. Two alternative examples
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of defining d(Bi, Bj) are shown in (2) and (3). The underlying instance
dissimilarity function we use here is the squared Euclidean distance:
dminmin(Bi, Bj) = min
k
min
l
d(xik,xjl) (2)
and
dmeanmin(Bi, Bj) =
1
ni
ni∑
k=1
min
l
d(xik,xjl). (3)
Figure 2 shows the first step in computing such dissimilarities between
two bags. The arrows in each diagram are the minimum distances between
instances of two bags, which are asymmetric. For example, in the left dia-
gram, the two instances in Bi have the same nearest instance in bag Bj, but
this is not true for the diagram on the right. If the next step is to take the
minimum of these instance distances, as in (2), the resulting dissimilarity
will be symmetric. However, dminmin is symmetric, it does not satisfy the
identity property, that is, dminmin(Bi, Bj) = 0 does not imply Bi = Bj when
an instance in Bi coincides with an instance in Bj, and the triangle inequal-
ity is not always satisfied. On the other hand, if we average the minimum
distances as in (3), we will notice that dmeanmin(Bi, Bj) 6= dmeanmin(Bj, Bi).
Bi
Bj
Bi
Bj
Figure 2: Minimum instance distances between two bags. The bag dissimilar-
ity is defined as the minimum, maximum, average or other statistic of these
distances. The directions of the arrows show that there are two, possibly
asymmetric, dissimilarities: that of Bi to Bj, and that of Bj to Bi
These dissimilarities are therefore non-metric, which can be problematic
when classifying bags based on the labels of their nearest neighbors. These
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non-metric properties are not a problem in the dissimilarity approach, be-
cause the dissimilarity matrix is viewed as a collection of features and the
relation between features is not constrained like is for distances. In fact, be-
cause we step away from the requirements of a distance, we can define even
more general ways to obtain d(Bi, Bj) from the pairwise instance dissimilar-
ities.
First of all, there is no need to symmetrize the dissimilarities. In fact, it
can be the case that one of the directions, i.e., measuring to the prototypes, or
measuring from the prototypes, is more informative [26]. If both directions
are informative, this information can be combined in more ways than by
just enforcing symmetry. For instance, we can concatenate both the to and
from dissimilarity matrices to obtain a 2N -dimensional extended asymmetric
dissimilarity space [27].
Furthermore, if the identity property is no longer a requirement, the
first step in computing d(Bi, Bj) does not need to be the minimum. For
instance, we could measure the average of all instance distances between
two bags, which is rather similar to the set kernel in [9]: K(Bi, Bj) =∑
xik∈Bi,xjl∈Bj k(xik,xjl) where k is a polynomial, radial basis or other type
of kernel on feature vectors. The dissimilarity version is:
dmeanmean(Bi, Bj) =
1
ninj
ni∑
k=1
nj∑
l=1
d(xik,xjl). (4)
3.2. Bags as Instance Distributions
Alternatively, we can view each bag as a probability distribution in in-
stance space, and define a bag dissimilarity as a distribution distance. Be-
cause the true distributions are not available, we have to approximate the
instance distributions, and provide distances between the approximated dis-
tributions.
Fig. 3 shows a number of these approaches to approximate a 1D dis-
tribution. These approaches can be seen as a Parzen density with a very
large, intermediate, and very small width parameter σ, resulting in a single
Gaussian, an “intermediate” multi-modal density, and the empirical density
consisting of Dirac deltas.
The first possibility is to approximate each bag Bi by a normal distri-
bution with parameters (µi,Σi) and define the bag dissimilarity through the
Mahalanobis distance:
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xp(x)
(a)
x
p(x)
(b)
x
p(x)
(c)
Figure 3: Different ways to represent a 1-D bag with instances at x = 0.5,
x = 1 and x = 2.5 as a distribution. From left to right: normal distribution,
Parzen density, δ-peaks. The type of approximation influences the choice of
distribution distance that can be applied.
dMaha(Bi, Bj) = (µi − µj)ᵀ
(
1
2
Σi +
1
2
Σj
)−1
(µi − µj). (5)
Approximating each bag by a normal distribution may, however, be too
restrictive. In this case, a multivariate Gaussian (or a Parzen density with a
smaller width parameter) can be used instead. The bag dissimilarity measure
can then, for instance, be computed as a divergence between the estimated
distributions [28]. For instance, the Cauchy-Schwarz divergence, rewritten
in our notation, can be estimated as:
dCS(Bi, Bj) = − log
(
Kσi+σj(Bi, Bj)
(K2σi(Bi, Bi)K2σj(Bj, Bj))
1
2
)
where
Kσ(Bi, Bj) =
∑
xk∈Bi
xl∈Bj
exp
(
1
−2σ2 (xk − xl)ᵀ(xk − xl)
)
(2piσ2)
d
2
. (6)
We follow the advice of [28] to use a single parameter σ, i.e., σi = σj
when the distributions (bags) are from the same data source. There are
similarities between (6) and (4). The use of the radial basis function in (6)
reduces the influence of larger distances on the bag dissimilarity. In some
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sense, this also happens in (3), where the downscaling of the distances is
relative to the instance, however, and not global as in (6).
Reducing the width parameter of the Parzen window even further, a dis-
tribution can be represented as Dirac deltas at each of the instances. One
possible distance for this representation is the earth movers distance (EMD)
[29]. EMD measures the minimum amount of work to transform one proba-
bility distribution Bi, or pile of earth, into another probability distribution
Bj, or hole in the ground. We assume that in a bag with ni instances, each
instance has 1/ni of the total probability mass, so the pile in fact consists
of ni smaller piles, and the hole consists of nj smaller holes. The ground
distances between piles and holes are defined by the (Euclidean) instance
distances d(xik,xjl). The distribution distance is then defined as follows:
dEMD(Bi, Bj) =
∑
xk∈Bi,xl∈Bj
f(xk,xl)d(xk,xl) (7)
where f(xk,xl) is the flow that minimizes the overall distance, and that is
subject to constraints that ensure that the only available amounts of earth
are transported into available holes, and that all of the earth is indeed trans-
ported: f(xk,xl) ≥ 0,
∑
xk∈Bi f(xk,xl) ≤ 1/nj,
∑
xl∈Bj f(xk,xl) ≤ 1/ni and∑
xk∈Bi,xl∈Bj f(xk,xl) = 1.
3.3. Contrast with related approaches
There are several successful MIL methods in the literature that are related
to the methods that we advocate. This section highlights the differences
between our approach and those proposed by others.
3.3.1. Distances
Citation-kNN [8] uses the Hausdorff distance to define a distance between
the bags. This distance matrix is used together with a nearest neighbor
classifier, where to decide the label of a bag Bi, both the bags which are
nearest neighbors of Bi, as well as bags for which Bi is their nearest neighbor,
are used to decide the bag label. However, a nearest neighbor classifier does
not use all the information that is contained in the dissimilarity matrix [30],
and in our previous work we have demonstrated that for MIL, such matrices
are more informative when used as features in the dissimilarity space [10].
Although our approach uses a dissimilarity matrix between bags, it is
important to understand that although d(Bi, Bj) can be seen as a bag dis-
tance, it is not necessarily our goal to arrive at a definition outputs low values
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for bags of the same class, and high values for bags of different classes. In
this work, “distance” and “dissimilarity” are therefore not equivalent, rather,
“dissimilarity” is a generalization of “distance”. Given a certain prototype
R ∈ R, it is sufficient if a dissimilarity produces discriminative values for
positive and negative bags. For a distance, only the situation on the left
of Fig. 4 is acceptable, but for a dissimilarity approach, both situations are
equally informative.
d
p(d)
B+ B−
(a)
d
p(d)
B− B+
(b)
Figure 4: Distributions of d(·, R+): distances or dissimilarities to a posi-
tive prototype bag. Only the situation on the left is suitable for a nearest
neighbor approach, while the situation on the right is equally informative for
classification in the dissimilarity space.
For methods such as nearest neighbor, metricity is therefore a desirable
property. For the dissimilarity space, this is not the case as we will demon-
strate in our Section 5.3
3.3.2. Kernels
In [9], a bag kernel is defined either as a sum of the instance kernels,
K(Bi, Bj) =
∑
xik∈Bi,xjl∈Bj k(xik,xjl) where k is a polynomial, radial basis
or other type of kernel on feature vectors, or as a standard (linear or RBF
kernel) on instance statistics of each bag. One example is the Minimax
representation, where each bag is represented by the minimum and maximum
feature values of its instances.
Similarly to distance-based methods, kernel-based methods, such as such
as [9, 21], also place restrictions on the definition of K(Bi, Bj): a kernel
matrix has to be positive semi-definite. In a dissimilarity approach, this
is not the case. Any (dis)similarity function can be used, which increases
the set of informative similarity functions [31]. This is particularly useful if
expert advice is to be incorporated in the pattern recognition problem.
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Furthermore, kernel-based methods expect a square matrix, therefore for
N training bags, all N2 values need to be available, which is not strictly
necessary in a dissimilarity-based approach. In practice we only need dissim-
ilarities to a subset of size M of the training bags. For instance, by choosing
M = log(N) and choosing the prototypes beforehand (randomly or by in-
cluding expert advice), the cost of computing the matrix (and subsequently
training the classifier) could greatly be reduced, while still producing good
performances [32].
3.3.3. Instance similarity
MILES [3] uses a similarity function between bags and all instances in the
training set to create a high-dimensional representation for bags. A sparse
1-norm SVM is then used to simultaneously maximize the bag margin, and
select the most discriminative similarities, i.e., instances. Conceptually this
approach is similar to ours, however there are crucial differences:
• Using bags, rather than instances, as prototypes, significantly reduces
the dimensionality. Furthermore, considering instances in a bag jointly
helps to capture interactions between instances, which are lost when
considering each instance independently.
• Using a radial basis function as similarity, assumes that the informative
instances are found in clusters, and that only small distances (inside a
cluster) can be informative, as sufficiently large distances will be set to
zero by the kernel. In cases where the cluster assumption is not correct,
using the distances directly still leads to informative directions in the
dissimilarity space.
To illustrate these points more clearly, we introduce some artificial datasets
in Fig. 5. The Concept dataset [2] is a traditional MIL dataset where pos-
itive bags have 1 concept instance and (S − 1) background instances, and
negative bags have S background instances. Due to the dense concept in the
middle, (dis)similarities to the concept instances are informative. MILES
offers advantages in the Concept dataset, because only a few instances are
informative, and each positive bag has such an informative instance.
The Distribution dataset also has bags with S instances each. Here, the
bag as a whole is a more discriminative source of information than a par-
ticular instance, because the distributions overlap. Therefore, it is better to
consider the instances in each bag jointly, as in our approach. On the other
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hand, MILES may try to select the negative instances that least overlap with
the positive class as informative. However, because the sparsity (number of
selected instances) cannot be controlled explicitly, and the high dimension-
ality, MILES might select too few instances to classify the bags correctly.
Furthermore, the non-zero coefficients (the selected instances) may be unsta-
ble, leading to high variance in performance if the training set changes.
In the Multi-concept dataset, there are also several possible concepts
outside the main concentration of instances, but only one of these concepts
needs to be satisfied for the bag to be positive. If only a small number of
bags is available, it may be the case that each of the concepts is satisfied
only by one bag. This bag’s concept instance, xc, is then at a relatively large
distance to all other instances. The similarity to xc will be set to zero for all
bags, turning an informative instance into a non-informative feature. On the
other hand, using the distance of xc directly creates a feature that reflects
the property “positive bags have an instance that is at a large distance from
all bags”, which is very informative for this data.
 
 
positive
negative
(a) Concept
 
 
positive
negative
(b) Distribution
 
 
positive
negative
(c) Multi-concept
Figure 5: Artificial datasets Concept (C), Distribution (D) and Multi-concept
(M). The informative instances for these datasets are as follows: C - only the
positive instances in the middle, D - all the instances, M - the outlying
instances. In the plots, + and ◦ are instances of positive and negative bags
respectively.
4. Multiple Instance Datasets
We have gathered a range of datasets, where the tasks vary from image
classification to text categorization to predicting molecule activity – all ap-
plications where multiple instance learning has been thought to be beneficial.
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We believe that, due to the way the datasets are generated (feature extrac-
tion, sampling of instances, sampling of bags), not all of these datasets may
behave in the same way as MIL has originally been defined. We therefore
attempt to cover as many of such situations as possible in order to examine
how different MIL methods perform in each case. A list of dataset properties
is shown in Table 1, the datasets themselves (in MIL toolbox [33] format)
can be found on our website http://www.miproblems.org.
Dataset +bags -bags dim inst avg min max
Musk 1 47 45 166 476 5 2 40
Musk 2 39 63 166 6598 65 1 1044
Fox 100 100 230 1302 7 2 13
Tiger 100 100 230 1220 6 1 13
Elephant 100 100 230 1391 7 2 13
African 100 1900 9 7947 8 2 13
Beach 100 1900 9 7947 8 2 13
AjaxOrange 60 1440 30 47414 32 31 32
Web1 21 92 5863 2212 29 4 131
Web4 87 26 5863 2212 29 4 131
Alt.atheism 50 50 200 5443 54 22 76
Comp.graphics 49 51 200 3094 31 12 58
Brown Creeper 197 351 38 10232 19 2 43
Winter Wren 109 439 38 10232 19 2 43
Table 1: MIL datasets, number of bags, dimensionality, number of instances
and the average, minimum and maximum number of instances per bag. The
datasets are available online at http://www.miproblems.org
The Musk datasets [1] are molecule activity prediction problems, where
bags are molecules and instances are different conformations of these molecules.
The shape of a conformation is responsible for its binding properties, the fea-
ture vectors therefore describe the surface properties of the conformations.
The standard MIL assumption holds here: as soon as at least one of the con-
formers has a musky smell, the molecule is classified as having the “musky
smell” property.
African and Beach are both from the Corel scene classification data [3].
It has been pointed out [3] that, for categories such as “Beach”, there is not
just a single concept: both “water” and “sand” probably need to be present.
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This means that the assumption that a single positive instance is sufficient to
determine the bag label is not correct. For other categories, it is even difficult
to imagine what the concepts might be. For instance, the class “Historical
buildings” contains images of the ancient Greek and Roman structures, but
also of the interiors (floors, staircases) of buildings from a much later period,
that do not seem to share any of the same visual queues.
The AjaxOrange dataset originates from the SIVAL [34] data. The orig-
inal contains images of 25 different objects, such as a bottle of dish soap or
an apple, and each object is shown in front of different backgrounds, with
varying orientation and lighting conditions. Ideally, the whole object should
be the concept. However, some objects, such as the bottle, are difficult to
segment, causing several concepts (parts of that object) to emerge. Although
this may seem similar to the “multiple concepts” situation as in scene classi-
fication, here orientation and lighting conditions may influence which of the
object parts are actually seen in the image.
In the bird song datasets Brown Creeper and Winter Wren [35], a bag
is an audio fragment consisting of bird songs of different species. Whenever
a particular species is heard in the fragment, the bag is positive for that
category. It could be expected that birds of the same species have similar
songs, therefore there should be different concepts for different bird species.
It is also possible that some species are heard together more often. Indeed,
there are correlations up to 0.7 between the labels of some species. In this
case, instances which are negative for one species, could still be helpful in
classifying fragments as containing that species or not.
In Newsgroups [21], a bag is a collection of newsgroup posts or messages.
At the first glance, it seems that this is a typical Concept-type dataset: a
positive bag for the category “politics” contains 3% of posts about politics,
whereas negative bags contain only posts about other topics. What is dif-
ferent here, is that posts about politics may have nothing in common and
thus be very far apart in the feature space. In other words, there are sev-
eral concepts, but it is sufficient to satisfy only one of these concepts. The
Multi-concept dataset may be a reasonable approximation for this dataset.
In Web Recommendation [36], a bag is a webpage, and instances are other
webpages that the first webpage links to. The task is to predict whether to
recommend a particular website (bag) to a user based on the linked content,
or not. The websites in each of the datasets are the same, but the labels are
different for each user that gave his or her preferences. This suggests that
here, too, there might be multiple concepts (e.g. content about cooking, and
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content about sports), but that not all of these need to be satisfied in order
for a user to like a webpage. In other words, a user would probably like
webpages that link to either cooking, or sports, or both. The dataset has
train and test sets defined, for our purposes we concatenated these datasets
and use all the data in cross-validation.
5. Experiments
We start with a comparison of the proposed bag dissimilarities in Sec-
tion ??. In Section 5.3, a more in depth analysis of the characteristics of the
dissimilarities of real world data is given. A subset of these bag dissimilarities
is then compared to other MIL approaches in Section 5.4. The metric used for
comparisons is area under the receiver-operating characteristic (AUC) [37].
This measure has been shown to be more discriminative than accuracy in
classifier comparisons [38], and more suitable for MIL problems [39].
For intermediate experiments, we use a subset of the datasets from Table 1
because datasets from the same source (such as one-against-all datasets with
a different positive class) are expected to show similar behaviour. For the
final comparison, all the datasets are used.
In this section, the notation D is used to denote the full dissimilarity
matrix, as opposed to d, which stands for a single dissimilarity value between
two bags.
Each experiment is performed using cross-validation, where in each fold,
the bags are split up into Ntr train and Nte test bags. The train bags are
then used as prototypes to compute the ((Ntr +Nte)×Ntr) bag dissimilarity
matrix D, i.e., no prototype selection is performed. The only dissimilarity
measure where a parameter needs to be set is dCS. Here we used a default
value, square root of the dimensionality) for all the datasets. It is therefore
possible that these results could be improved, however at the added cost of
cross-validating over different values for σ.
In this dissimilarity space, any supervised classifier can be applied; in this
paper we use the logistic and support vector (SVM) classifiers. On average,
the support vector classifier results were superior to those of the logistic
classifier, therefore in some of the further experiments, only SVM results are
reported. The classifiers are used with default parameters: regularization
parameter C = 1, and the SVM is used with a linear kernel unless stated
otherwise.
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5.1. Point Set Dissimilarities
The first comparison is between the bag dissimilarities that are most
closely related to the Hausdorff distance: the symmetrized versions ofDminmin,
Dmeanmin and Dmaxmin. The artificial datasets Concept, Distribution and
Multi-concept from Fig. 5, denoted by C, D and M respectively, are very
suitable to demonstrate the strengths and weaknesses of these bag dissimi-
larities. The success of a bag dissimilarity is determined by whether it allows
the informative instances (those that cause the differences between positive
and negative bags) to sufficiently influence the dissimilarity value. Because
the overall mean dissimilarity in ( 4) is naturally symmetric, we also include
it in this comparison.
Table 2 shows performances of the bag dissimilarities for the artificial
(at two different sample sizes of 25 and 50 bags per class) and seven real-life
MIL problems.
Dminmin dissimilarity is best suited for the Concept dataset, as only the
minimum instance distances inside the concept are informative. Dmeanmin
is expected to be best for the Distribution dataset, because most/all of the
instances need to be considered to determine the bag label. Dmaxmin dis-
similarity is most suitable for the Multi-concept dataset, as the maximum
operation selects the most informative, remote instances. Although adding
more training data benefits most dissimilarities, one of the dissimilarities is
doing better than the others. Dmeanmean performs well on the Distribution
and Multi-concept problems it captures the same important characteristics
as Dmeanmin and Dmaxmin in these cases.
On the real-life datasets, the dissimilarities based on minimum instance
distances have comparable performance. This suggests that the distribu-
tions of instances from positive and negative bags are different enough that
any statistic of the instance distances is able to separate the classes well.
Fig. 6 shows a 2D projection (obtained by multi-dimensional scaling) of the
instances in the Musk 1 dataset. For example, the positive bags that have
instances in the center cluster, are slightly closer to each other, than to other
bags, under Dminmin, creating informative dissimilarities. However, other
statistics of the instance distances also separate the classes quite well.
In AjaxOrange and alt.atheism datasets, Dminmin performs very badly.
In these datasets, positive and negative bags are likely to contain exactly
the same instances (background objects in AjaxOrange and very general,
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Table 2: Point set, symmetrized dissimilarity, logistic and SVM classifiers.
AUC and standard error (×100), 5 × 10-fold cross-validation. Bold = best
(or not significantly worse) result per dataset.
Classifier Data Dminmin Dmeanmin Dmaxmin Dmeanmean
L
og
is
ti
c
C25 61.4 (2.3) 54.8 (2.2) 47.5 (2.2) 53.4 (2.1)
C50 98.6 (0.4) 79.6 (1.9) 50.3 (3.3) 65.6 (3.0)
D25 86.2 (1.8) 97.8 (0.5) 96.6 (0.6) 69.4 (2.4)
D50 91.7 (1.1) 100.0 (0.0) 99.6 (0.2) 100.0 (0.0)
M25 54.4 (2.2) 50.8 (1.9) 60.5 (2.3) 71.4 (1.9)
M50 71.5 (2.4) 78.4 (2.1) 84.3 (1.5) 69.4 (2.4)
Musk1 88.2 (1.8) 90.2 (1.7) 91.8 (1.6) 84.3 (1.8)
Musk2 92.0 (1.2) 92.6 (1.3) 93.3 (1.2) 82.8 (1.7)
African 96.3 (0.4) 94.4 (0.6) 94.2 (0.6) 91.1 (0.7)
Ajax 68.4 (1.6) 98.1 (0.5) 97.2 (0.7) 87.8 (1.1)
Alt.ath 49.2 (0.8) 88.5 (1.7) 83.7 (1.7) 85.2 (1.8)
BrCr 89.6 (0.6) 93.6 (0.4) 91.1 (0.5) 82.3 (0.7)
Web 69.7 (4.0) 77.0 (3.2) 66.8 (3.7) 69.9 (3.3)
L
ib
S
V
M
C25 57.7 (2.4) 52.2 (2.6) 45.9 (2.1) 40.8 (1.5)
C50 98.6 (0.4) 83.9 (2.0) 46.1 (2.4) 66.4 (3.0)
D25 72.0 (2.4) 78.9 (2.0) 82.7 (1.6) 68.2 (2.5)
D50 92.9 (1.1) 100.0 (0.0) 99.5 (0.2) 100.0 (0.0)
M25 47.0 (2.2) 50.6 (2.3) 66.2 (2.3) 71.6 (2.0)
M50 72.0 (2.4) 78.9 (2.0) 82.7 (1.6) 68.2 (2.5)
Musk1 92.0 (1.2) 93.4 (1.2) 93.4 (1.3) 88.2 (1.5)
Musk2 94.0 (1.3) 95.4 (1.4) 95.3 (1.2) 90.3 (1.5)
African 96.6 (0.3) 96.7 (0.4) 95.5 (0.5) 90.1 (0.7)
Ajax 71.1 (1.4) 98.6 (0.4) 97.8 (0.5) 84.0 (1.2)
Alt.ath 50.0 (0.0) 94.9 (1.0) 91.4 (1.1) 94.2 (1.1)
BrCr 87.8 (0.6) 95.5 (0.3) 92.6 (0.5) 54.4 (2.4)
Web 53.2 (4.8) 76.0 (2.7) 43.3 (3.6) 77.6 (3.3)
uninformative posts in alt.atheism). For example, in the right plot of Fig. 6,
we see that the alt.atheism dataset has a cluster of instances in the middle
(both from positive and negative bags) and outlying instances from positive
bags, similar to the Multi-concept dataset. This is caused by the use of word
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frequency features: instances containing unusual words are far away from
all the others, and instances containing only regular words are very close
to most others, i.e., in the middle cluster. Because the instance density in
this cluster is very high, Dminmin always “selects” instances from this cluster.
This results in many bag dissimilarities being equal to zero, creating large
class overlap.
Although the performances on the real datasets are reasonable, Dmeanmean
does not do as well as the other dissimilarities. This suggests that in real
problems, the distributions of instances from positive and negative bags
might be somewhat different, but that this is not as pronounced as in the arti-
ficial Distribution and Multi-concept cases. Therefore, the minimum distance
matches for all the instances provide more reliable information about the bag
class. An exception is alt.atheism, where the performance of Dmeanmean is
quite high. This can also be explained with the plot in Fig. 6. Here we see
outlying positive instances, all belonging to different positive bags, similar to
the Multi-concept dataset. These instances are the most informative for the
bag class, therefore dissimilarities involving these distances can perform well.
This is the case for Dmeanmin, Dmaxmin and Dmeanmean, which is reflected in
the performances.
 
 
instance in +ve bag
instance in -ve bag
 
 
instance in +ve bag
instance in −ve bag
Figure 6: Multi-dimensional scaling projection of instances in the Musk 1
(left) and alt.atheism (right) datasets
Overall, Dmeanmin gives the best results. Although it is possible that only
a few instances per bag are informative (as in the Concept artificial dataset),
considering all instances (and their minimum distance neighbors) with equal
weight seems to be already be sufficient in practice.
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5.2. Distribution Dissimilarities
Table 3 shows the results of the distribution dissimilarities for the logistic
and LibSVM classifiers. The result of Musk2 for DEMD is missing because
EMD does not scale well to large bags (some bags in Musk2 have 1000+ in-
stances). The result of Web recommendation for DMaha is missing because the
dataset has almost 6000 dimensions and computing the dissimilarity there-
fore requires many inversions of 6000× 6000 covariance matrices.
Overall, the results of DMaha are not very good, except for Musk2. A
possible reason could be that Musk2 is the only dataset with bags that are
large enough for reliable estimation of an inverse covariance matrix. The
results of EMD are quite good, however, for these datasets it does not offer
clear advantages over the point set dissimilarities. Lastly, the results of dCS
are also reasonable, which is a surprise considering that the results are quite
sensitive to the σ parameter.
It is interesting to compare the results of DCS and Dmeanmean from the
previous section. One of the main differences is that in DCS, more emphasis
is put on the smaller distances (due to the RBF kernel), while in Dmeanmean
large distances influence the dissimilarity values significantly. This explains
the large gap in the results of alt.atheism, where the outlier instances are
very important. On the other hand, DCS is much better than Dmeanmean
on the Brown Creeper dataset, where a tight concept, and therefore small
distances between concept instances, can be expected.
5.3. Properties of dissimilarity matrices
Table 4 shows several properties of dissimilarity matrices evaluated in
our experiments. These properties demonstrate what we have emphasized in
Section 3: it is not our goal to arrive at a definition of d(Bi, Bj) that is con-
sistent with one intuition about distance measures, and that dissimilarities
that do not behave as distances, may still be informative for classification.
The properties we examine [40, 41] are defined as follows:
• NEF stands for negative eigenfraction, and express how well the dis-
similarity matrix can be embedded in a Euclidean space. For a Eu-
clidean dissimilarity matrix, the eigenvalues λi of the corresponding
Gram matrix are non-negative [40]. Negative λi therefore represent
non-Euclidean behavior. NEF is defined as
∑
λi<0
|λi|∑
λj
λj | . For a Euclidean
distance measure, the value is 0.
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Table 3: Distribution dissimilarities. AUC and standard error (×100), 5×10-
fold cross-validation. Bold = best (or not significantly worse) result per
dataset.
Classifier Data DMaha DEMD DCS
L
og
is
ti
c
Musk1 70.1 (2.3) 88.7 (1.9) 84.6 (2.0)
Musk2 91.5 (1.3) - 88.8 (1.5)
African 59.9 (1.5) 93.3 (0.6) 85.9 (1.0)
Ajax 86.9 (1.8) 97.9 (0.4) 95.5 (0.7)
Alt.ath 49.9 (2.5) 84.0 (1.9) 59.2 (2.9)
BrCr 63.3 (1.2) 94.5 (0.4) 89.4 (0.8)
Web - 69.4 (4.1) 75.7 (3.4)
L
ib
S
V
M
Musk1 76.5 (2.9) 89.8 (1.6) 88.2 (1.7)
Musk2 96.0 (0.9) - 87.4 (1.8)
African 64.8 (1.5) 94.7 (0.4) 94.3 (0.5)
Ajax 87.3 (1.7) 98.9 (0.3) 98.1 (0.3)
Alt.ath 47.0 (2.3) 87.4 (1.7) 41.9 (2.5)
BrCr 59.7 (1.1) 95.5 (0.3) 93.9 (0.4)
Web - 77.7 (2.7) 69.5 (3.8)
• NER stands for negative eigenratio, and is defined as |λmin|
λmax
. For a
Euclidean distance measure, the value is 0.
• NMF stands for non-metricity fraction. It is the percentage of triplets
{Di,j, Di,k, Dj,k} that disobey the triangle inequality. For a metric dis-
tance measure, the value is 0.
One interesting result is for DCS with highly non-Euclidean / non-metric
behaviour for Musk2 and Web data. We suspect that the cause of this
behaviour is the highly varying bag size in these datasets. The computation
of DCS in (6) uses a sum (not an average) of similarity values. Therefore, it is
possible that bags Bi, Bj and Bk, with instances in the exact same locations
in the feature space, but where Bk is much better sampled than Bj, and
Bj is much better sampled than Bi, are at different distances to each other.
This difference would not picked up by any of the point set dissimilarities,
because averaging is employed. It depends on the application whether this
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Table 4: Properties of dissimilarity matrices: negative eigenfraction (in %),
negative eigenratio and non-metricity fraction (in %).
Measure Data Dminmin Dmeanmin Dmaxmin Dmean DMaha DEMD DCS
N
E
F
Musk1 31.2 25.5 22.6 21.0 48.9 27.4 27.1
Musk2 31.1 25.3 21.7 20.5 28.4 - 96.3
Afr 47.2 37.8 33.1 29.7 50.0 49.5 35.4
Ajax 47.9 32.6 41.3 40.0 49.6 29.9 32.5
Alt 49.5 21.0 22.0 93.1 36.9 37.4 9.2
BrCr 45.5 30.7 33.6 51.1 49.9 37.3 27.3
Web 18.6 4.8 3.7 25.9 - 10.3 100.0
N
E
R
Musk1 0.4 0.2 0.2 0.2 1.0 0.2 0.2
Musk2 0.4 0.2 0.2 0.1 0.3 - 28.1
Afr 0.7 0.4 0.3 0.3 1.0 1.0 0.3
Ajax 0.5 0.2 0.3 1.1 1.0 0.2 0.3
Alt 1.0 0.5 0.6 24.1 0.8 0.7 0.8
BrCr 0.5 0.4 0.3 0.8 1.0 0.6 0.2
Web 1.0 1.1 0.9 1.1 - 0.5 0.0
N
M
F
Musk1 5.5 2.5 1.6 0.7 27.1 3.8 5.5
Musk2 7.2 3.2 1.9 0.8 7.9 - 93.3
Afr 20.1 8.1 8.8 2.3 27.8 11.4 12.4
Ajax 17.5 0.1 0.5 0.0 18.9 0.3 4.2
Alt 0.0 0.3 0.9 0.0 1.7 9.7 0.0
BrCr 7.8 0.8 2.0 4.2 26.7 3.5 13.1
Web 2.4 0.0 0.0 0.0 - 0.0 97.3
is a favorable property or not. For example, if the bag size is correlated with
the bag label, a sum of instance distances could be more informative than
an average. This is not the case for Musk 2 or Web, but it could be relevant
for other data, for example in Brown Creeper, where the correlation between
bag size and bag label is higher than 0.5.
Another unusual result is the NEF and NER obtained on the alt.atheism
dataset for Dmean. The positive bags in this dataset contain very outlying
instances, as explained in Section 5.1. The dissimilarities of bags with such
outlier instances will be very large, which which causes significant problems
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to embed such objects in a Euclidean space. This causes large negative
eigenvalues, and therefore large values for NEF and NER. Of course, this
behaviour is also non-metric, however, NMF only measures the amount of
dissatisfied triangle inequalities, disregarding the identity requirement of a
metric.
Overall, these results show that dissimilarity matrices do not need to be
Euclidean or metric to still be informative and useful for dissimilarity-based
classifiers, which is consistent with the conclusions in [42]. Of course, these
measures do not take into account the actual labeling, so such properties
alone cannot predict the performance of classifiers in the dissimilarity space.
However, examining the dissimilarity matrices can aid in understanding more
about the data and the different choices of dissimilarity measures.
5.4. Comparison to other MIL approaches
We have selected several methods, that are often being used in compar-
isons in recent papers, as algorithms for our own comparison. For a more
detailed description of these methods, see Section 2. We consider dmeanmin
as the dissimilarity function used in MInD, and LibSVM [43] as the classifier
used together with this representation. All classifiers are implemented in
PRTools [44] and the MIL toolbox [33]. Default parameters are used for all
cases, unless stated otherwise. The classifiers used are as follows:
• EM-DD [13], with 10 objects used at initialization.
• mi-SVM [14], with a linear kernel.
• MILBoost [15] with 100 rounds.
• MILES [3], with a radial basis kernel.
• Minimax MI-Kernel [9] + SVM with a linear kernel.
• MInD + SVM with a linear kernel.
5.4.1. Learning curves
The presented classifiers vary significantly in the model assumptions and
their complexity. Therefore, we expect that these methods are affected dif-
ferently by the amount of training data provided, both in terms of classifier
performance, as well as computational issues. We provide several learning
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curves (in the number of training bags) and show the performance and train-
ing/testing times of the classifiers.
The learning curves are generated as follows. For each of the 20 iterations,
the dataset is split into 80% training and 20% test bags. Then, the training
set is subsampled to contain 5, 10, 20 and 40 (or the maximum possible
number of) bags per class. This ensures that the test set remains the same
for increasing amounts of training data. When the training set is not large
enough, the maximum possible number of bags is sampled instead.
The learning curves for six MIL datasets are shown in Figure 7. In terms
of AUC, it is clear that MInD and MILES perform well overall: their perfor-
mance is always one of the best. There are two exceptions where the results of
MInD and MILES are quite different. In the alt.atheism dataset, MInD out-
performs MILES significantly. We suspect that this is because this dataset is
similar to the artificial Distribution data - all instances need to be considered
to distinguish a positive bag from a negative bag. MInD does this naturally,
while MILES tries to enforce sparsity by selecting a few important instances.
On the other hand, MILES is superior on the AjaxOrange dataset. This is
because MInD takes uninformative background distances into account, while
MILES is able to select the instances belonging to the AjaxOrange bottle.
There is another interesting difference between the MInD and MILES
approaches. In all cases except AjaxOrange, where MILES is always superior,
the advantage of MInD is more apparent at lower sample sizes. MILES has a
higher dimensionality than MInD, which is a disadvantage when only a few
bags are available in the training set. This is why the performance of MILES
decreases for alt.atheism. As the training set becomes larger, so does the
dimensionality, making the problem of selecting informative instances more
and more difficult.
The Minimax and SimpleMIL approaches also have reasonably good (but
typically worse than MILES and MInD) and consistent performances. Both
approaches do not require any extra parameters, except the classifier used on
top of the representation. EM-DD is able to achieve good results, but only
at larger training sizes, as estimating a high-dimensional density requires a
lot of data. For MILBoost and mi-SVM, it is not directly clear when a good
performance can be achieved. Interestingly, both classifiers try to recover the
true instance labels, assuming that at least one instance per bag is positive.
As explained in Section 4, this may not be the case for several of the MIL
problems examined here. We suspect that this is the reason why methods
that learn on bag level and thus make less assumptions, are more successful
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in our experiments.
In terms of time (Figure ??), EM-DD is by far the slowest, followed
by MILBoost and mi-SVM due to the optimization of the instance labels.
They are followed by MInD and MILES, where creating the (dis)similarity
representation is quadratic in the number of instances in the training data.
SimpleMIL and Minimax are the fastest methods, because creating the rep-
resentation is linear in the number of instances.
When both the performance and training time are taken into account,
Minimax, MInD and MILES are the best choices. Although MInD and
MILES have higher performances, they are significantly slower. Selecting
bags or instances prior to creating the dissimilarity representation could,
however, decrease their total training time. Prototype selection after the dis-
similarity matrix is already available would increase the training time, but
would decrease testing time as less dissimilarities would need to be computed
in the test phase.
Another useful observation is that MILES and bag dissimilarities such as
MInD are related because both representations are defined through minimum
instance distances. Therefore, the quadratic cost of creating the representa-
tion can be shared among these methods, which allows a user to try several
competing methods without adding significant computational effort. The
same holds for trying several classifiers at a fraction of the cost. In the time
curves, the time for computing the representation is included in the time that
is displayed, so in practice, these methods would be faster.
5.4.2. Comparison
As a final comparison, we present the results of 5 times 10-fold stratified
cross-validation per dataset for all the available data. Unfortunately, some
results cannot be reported: for EM-DD when one cross-validation fold lasts
longer than five days; for MILES when there are too many instances in
the training set; for MILBoost when features with the same value for all
instances are present. Furthermore, for several computationally intensive
methods it was infeasible to perform the experiment 50 times, therefore these
performances are based on fewer runs.
For MILES, we use a radial basis kernel with σ = 10 as the instance
similarity function. MiSVM, minimax and MInD are all used with an SVM
with a linear kernel and regularization parameter C = 1.
The results are shown in Table 5. Overall, the best results are given
by MILES and MInD. Note that MILES is sensitive to the choice of width
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Figure 7: Learning curves (AUC performance) for Musk1, Musk2, African,
AjaxOrange, alt.atheism and Brown Creeper datasets. The standard devia-
tions are generally around 0.1, but are lower for MILES, Minimax and MInD
at larger training sizes. Figure best viewed in color.
parameter σ, and for some datasets, the default value results in poor per-
formance. We also performed experiments with MILES with a linear kernel,
and the performances were more stable across datasets, however, in general
lower and significantly worse than MInD.
The last row shows the results of the Friedman test [45]. We have treated
the missing results as random performance (AUC of 0.5) to obtain the clas-
sifier ranks. The ranks show that MInD is the best performing classifier,
followed by MILES and Minimax, which are both not significantly different
from MInD due to the critical difference of 2.0153 (14 datasets, 6 classifiers).
MInD, however, is significantly better than the other four classifiers, which
is not the case for MILES or Minimax.
The only methods that (i) always produce a reasonably good performance
and (ii) always produce a result, are Minimax and MInD. Our advice for a
different MIL problem would therefore be to try the Minimax, MInD and, if
the dimensionality allows it, MILES. An additional benefit of these choices
is that the costs of creating the MInD and MILES dissimilarity matrices can
be shared, because both are based on instance distances.
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Figure 8: Training time curves for Musk1, Musk2, African, AjaxOrange,
alt.atheism and Brown Creeper datasets. The standard deviations in time
are all quite low except for EM-DD. Figure best viewed in color.
6. Recommendations
In this section we provide several recommendations with respect to deal-
ing with novel MIL problems, and in particular the bag dissimilarity ap-
proach.
6.1. Dissimilarity measure
Based on our observations, dmeanmin is a reasonable choice for many
datasets. Although we can design datasets where dmeanmin would fail, such
as the Concept dataset in Fig. 5, we have not encountered such datasets in
practice. However, our advice would be to inspect 2D or 3D projections of
the instances (or a subset of the instances in case of very large datasets), to
see whether there are similarities between the novel dataset and any existing
toy or real problems. Based on such observations, one could reason whether
a particular dissimilarity function would be more or less successful.
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Table 5: Comparison of different MIL approaches, AUC and standard error
(×100), 5× 10-fold cross-validation. Significance is determined by the Fried-
man test, for which the critical difference is 2.0153. Classifiers in bold are
best, or not significantly worse than best.
Classifier
Data EM-DD mi-SVM MILBoost MILES Minimax MInD
Musk1 87.4 (2.1) 81.3 (2.5) 74.3 (2.6) 92.8 (1.2) 89.1 (1.9) 93.4 (1.2)
Musk2 86.9 (2.1) 81.5 (2.1) 73.6 (2.3) 95.3 (0.8) 89.0 (1.5) 95.4 (1.4)
Fox 67.6 (3.2) 53.9 (1.6) 61.1 (1.9) 69.8 (1.7) 58.1 (1.3) 60.5 (1.9)
Tiger 75.4 (2.9) 83.3 (1.3) 84.1 (1.6) 87.2 (1.6) 81.4 (1.3) 85.1 (1.7)
Elephant 88.5 (2.1) 84.1 (1.4) 89.0 (1.4) 88.3 (1.3) 88.2 (1.0) 93.1 (0.8)
African 91.5 (1.0) 63.4 (1.2) 88.9 (0.9) 58.9 (1.7) 84.5 (1.5) 96.7 (0.4)
Beach 84.7 (1.3) 49.6 (1.6) 85.0 (1.1) 60.0 (1.9) 82.4 (0.9) 92.3 (0.6)
AjaxOrange - 93.6 (1.1) 97.9 (0.5) - 91.1 (0.9) 98.6 (0.4)
Alt.atheism 51.0 (5.2) 70.9 (2.6) - 47.1 (2.4) 80.6 (1.8) 94.9 (1.0)
Comp.graphics 48.2 (3.2) 59.3 (2.8) 56.3 (2.6) 57.2 (2.6) 57.1 (2.7) 92.2 (1.4)
BrownCreeper 94.5 (0.9) 85.8 (0.7) 95.4 (0.4) 95.8 (0.3) 94.1 (0.4) 95.5 (0.3)
WinterWren 98.5 (0.3) 95.3 (0.4) 97.0 (1.5) 99.2 (0.2) 98.1 (0.2) 99.5 (0.1)
Web1 - 89.7 77.8 (5.7) 88.2 (4.7) 90.4 76.0 (2.7)
Web4 60.6 (1.1) 81.2 61.8 (4.9) 70.8 (1.6) 86.7 73.7 (3.2)
Friedman 4.1786 4.3571 3.9286 3.1786 3.5714 1.7857
Another possibility is to have an expert involved in defining the dissim-
ilarity, for instance, the underlying instance distance function could be re-
placed by an application-specific measure, such as an alignment measure for
strings. This is likely to result in non-metric dissimilarities, which, as we have
demonstrated in Section5.3, is not a problem for the dissimilarity approach.
For a novel MIL problem, it is necessary to consider properties of the
dataset (number of bags, bag size, and the dimensionality of the instances),
both in terms of performance and computational complexity. For small bags,
it is difficult to estimate the instance distribution well, especially if the fea-
ture space is high-dimensional. In this case, the point set measures can be
preferable. For large bags, the instance distribution can be estimated more
reliably. Furthermore, the point set dissimilarities may become too expensive
to compute, so a distribution measure can be preferred. In a situation where
both small and large bags are present, it is important to check whether the
the bag size is informative for the problem (such as a bird species singing
only when a lot of birds a singing), or an artefact (such as errors in the data
generation procedure).
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6.2. Classifier
A dissimilarity representation can, in principle, be used as an input for
any supervised classifier. Of course, the number of objects (bags) and the
number of features (prototypes) should be taken into consideration, as in any
pattern recognition problem. For instance, it might not be advisable to use
a very complex classifier when the number of bags is very low. In this paper,
we only performed experiments with the logistic and support vector classi-
fiers, but in other experiments, Parzen, dissimilarity-based nearest neighbor,
1-norm SVM and others have also been successful [10, 11]. This offers flex-
ibility to a (possibly non-expert) user, who might have a preference for a
certain classifier. Using sparse classifiers (such as the 1-norm SVM) can also
help interpretability: the classification result can then be explained as being
(dis)similar to certain prototypes.
Another advantage of the wide choice of classifiers is that the original
MIL setting (binary offline classification) can be easily transported to other
learning settings. For instance, in a multi-class case with a large number of
classes, it might be advantageous to use a classifier that is inherently multi-
class (such as nearest neighbor) rather than combining many one-against-all
binary classifiers.
7. Discussion and Conclusions
In this paper, we proposed a dissimilarity representation for multiple
instance learning (MIL), where each bag is represented by its dissimilarities
to the training bags. The problem is therefore converted to a supervised
learning problem where any classifier can be used. There are many ways to
define a dissimilarity between two bags, by viewing each bag as a point set,
as a distribution in instance space, or as an attributed graph.
We gathered a wide range of artificial and real MIL problems and dis-
cussed which are the informative instances in each case. Through exper-
iments, we have demonstrated that different dissimilarity definitions have
different implicit assumptions about the informativeness of instances, there-
fore making some dissimilarities more suitable than others for the dataset
in question. In practice, the dissimilarity based on averaging of the min-
imum instance distances between bags has shown good performance in all
the real-life datasets we discussed. Our approach has shown very competi-
tive performances to other MIL algorithms, while keeping the computational
effort quite low.
30
Furthermore, we discussed the benefits of the proposed approach to a
potential end-user. Because the dissimilarity approach does not impose re-
strictions on the dissimilarity matrix, expert advice can be incorporated in
the dissimilarity definition. Non-metric dissimilarity measures may be more
informative than their metric counterparts, and such properties can be dealt
with naturally in a dissimilarity approach. Furthermore, the approach is flex-
ible with respect to the classifier used, and can be easily extended to other
learning settings.
One of the questions that is left is when to use the “point set” and the
“instance distribution” approaches. Depending on the size of the bags, one
of these may be more accurate than the other, however, computational issues
may also become a factor. It would be interesting to investigate the exact
trade-off of these two choices. Overall, we believe the proposed approach is
a flexible, powerful and intuitive way to do MIL, and that combined, these
qualities make it an attractive method for domains where data might be
naturally grouped in bags, but MIL is not yet being used.
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