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Abstract. We consider a system where incoming jobs may be executed
at different servers, each of which goes through alternating periods of
being available and unavailable. Neither the states of the servers nor
the relevant queue sizes are known at moments of arrival. Hence, a load
balancing mechanism that relies on random time-out intervals and job
transfers from one queue to another is adopted. The object is to minimize
a cost function which may include holding costs and transfer costs. A
model of a single queue with an unreliable server and timeouts is analyzed
first. The results are then used to obtain an approximate solution for
arbitrary number of queues. Several transfer policies are evaluated and
compared.
Keywords: Job transfers, unavailable servers, time-out intervals, queues
with reneging.
1 Introduction
This work is motivated by the emergence of service provisioning systems, such
as the Computing Grid, which enable users to submit jobs without specifying
where they will be executed. A grid-based system might contain a number of
servers, with different characteristics and in different geographical locations. All
are, in principle, capable of satisfying a user request, but not all are available at
any given time, and when they are available, may work at different speeds.
In such circumstances it is important to distribute the offered load among the
servers so as to optimize some performance criterion (Quality of Service). This
is the old ‘Load Balancing’ problem which has received much attention in the
literature. A number of load balancing policies have been considered, involving
both routing and job transfer mechanisms; see, for example, [4, 5, 7, 10, 11, 13, 15].
A common feature of all those studies is the assumption that the necessary state
information is available: all jobs are effectively handled by a central dispatcher
that knows the current queue sizes and current operative state of servers, and
decides where each job should be sent.
We wish to address the problem of load distribution in systems where state
information is not available. There would be no point submitting jobs to a central
dispatcher if the latter does not know the current queue sizes and the current
availability of the servers. Instead, there is a separate independent arrival stream
into each queue, but jobs may also be transferred from one queue to another.
Those transfers are controlled by time-outs: when a job arrives into a queue, it is
assigned a deadline by adding a random ‘time-out interval’ to the current time;
if that job has not started service before its deadline expires, it is transferred to
another queue, chosen according to some transfer policy. The time-out intervals
may depend on whether the relevant server is available or not (that is locally
available information), but not on the states of other nodes.
The objective is to choose the parameters of the various time-out intervals,
and the transfer policy, so as to minimize a cost function expressed as a weighted
average of queue sizes and job transfer rates.
A simpler version of this problem, where all servers were assumed to be
available at all times, was studied by Martin and Mitrani [8]. Certain special
cases of that model (e.g., two queues, with transfers in one direction only),
could be solved exactly. A somewhat related, but different problem was examined
by Adan and Hooghiemstra [1]; there, deadlines were used as a mechanism of
increasing the priority of certain ‘critical’ jobs within a service cluster.
The starting point of the present work is an analysis of a single queue in
isolation, with an intermittently available server and job time-outs (which in
this case do not result in transfers but in reneging). The latter may depend on
the server state. Even this apparently simple model has not, to our knowledge,
been examined before (except when the server is always available [3, 12]). The
nearest related studies are by Yechiali [14], and Altman and Yechiali [2]. These
authors considered (a) a queue which is emptied when a server breaks down and
(b) a server which takes vacations when the queue is empty; in both cases, jobs
renege only while the server is unavailable.
Several approaches to the solution of the isolated queue are presented. That
analysis is then used in order to obtain an approximate solution for the general
model with arbitrary number of queues and arbitrary transfers among them. A
number of different transfer policies are proposed and compared.
Section 2 introduces the general model and its parameters. The analysis of
the isolated queue and the different approaches to its solution are described in
section 3. Section 4 presents the approximate solution for the general model
with arbitrary number of queues. Section 5 contains the results of several nu-
merical experiments where the quality of the approximation is evaluated, the
choice of time-out parameters is considered and a number of transfer policies are
compared.
2 The general model
The system consists of N servers, each with a separate queue. Jobs arrive exter-
nally into queue i in an independent Poisson stream with rate λi i = 1, 2, . . . , N .
The service times at server i are independent, exponentially distributed random
variables with mean 1/µi. Each server goes through alternating independent pe-
riods of being available and unavailable, or operative and inoperative. We shall
call the end points of those periods ‘breakdowns’ and ‘repairs’, respectively, al-
though in practice the main reason for the occurrence of periods of unavailability
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is that the server is occupied with other, higher priority tasks. The operative and
inoperative periods for server i are distributed exponentially with means 1/ξi
and 1/ηi, respectively.
Whenever a queue is not empty and its server is available, one of the jobs in
it is being served. Services interrupted by breakdowns are eventually resumed
from the point of interruption, but not necessarily on the same server. Each job
in queue i which is not being served is assigned an independent time-out period
which is distributed exponentially with mean 1/ψi,0 if the server is inoperative,
and mean 1/ψi,1 if the server is operative. Any job whose time-out period ex-
pires before it reaches the server is instantaneously transferred to another queue,
determined by the transfer policy adopted (e.g., the destination queue may be
chosen at random). A three-server system is illustrated in figure 1.
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Fig. 1. N queues with breakdowns, repairs and transfers
Note that if there are j > 0 jobs in queue i, then the instantaneous rate of
transfers from that queue is (j − 1)ψi,1 if the server is operative (since one of
the jobs is being served), and jψi,0 if the server is inoperative. Also, if the server
changes state from operative to inoperative or vice versa, then all waiting jobs
have their time-out intervals re-sampled with the new mean.
Denote by Li the steady state average numbers of jobs in queue i. Let also
βi,j be the steady state average number of transfers from queue i to queue j per
unit time. Suppose that it costs ci to keep a job in queue i per unit time, and it
costs ci,j to transfer a job from queue i to queue j. Then, the total average cost
per unit time in the steady state is given by
C =
N∑
i=1
ciLi +
N∑
i,j=1
ci,jβi,j . (1)
The ergodicity condition for this system is, in general, unknown. What we
can say is that server i is operative for a fraction ηi/(ξi + ηi) of the time. Hence,
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the total available service capacity, µ, is equal to
µ =
N∑
i=1
µiηi
ξi + ηi
. (2)
Clearly, the total external arrival rate must be lower than the available service
capacity:
N∑
i=1
λi < µ . (3)
However, although this condition is necessary for stability, it may not be suffi-
cient. The load-balancing mechanism using job transfers does not preclude sit-
uations where some servers are operative and idle, while others have more than
one job in their queues.
The performance of the system is controlled by means of the time-out inter-
vals, and also the job transfer policy. The objective is to choose those parameters
so as to minimize the cost function (1). In order to do that, we need to provide
solution methods for determining the performance measures Li and βi,j . That
will be the aim of sections 3 and 4.
3 An isolated queue
Consider a single queue with Poisson input, intermittently available server, and
timeouts resulting in departures (reneging). Omitting the queue index, the pa-
rameters are λ (arrival rate), µ (service rate), ξ (breakdown rate), η (repair rate),
ψ0 (reneging rate during inoperative periods) and ψ1 (reneging rate during op-
erative periods).
The system state is described by a pair of integers, (i, j), where j = 0, 1, . . .
is the number of jobs present and i = 0 if the server is inoperative, i = 1 if
it is operative. Denote by pi,j the equilibrium probability of state (i, j). These
probabilities satisfy the following set of balance equations.
(λ + jψ0 + η)p0,j = λp0,j−1 + (j + 1)ψ0p0,j+1 + ξp1,j , (4)
[λ + µδ(j > 0) + (j − 1)ψ1 + ξ]p1,j = λp1,j−1 + (µ + jψ1)p1,j+1 + ηp0,j , (5)
where all probabilities with a negative index are 0 by definition; the Boolean
indicator function, δ(B), is 1 if B is true, 0 otherwise.
It is convenient to introduce the generating functions
g0(z) =
∞∑
j=0
p0,jz
j ; g1(z) =
∞∑
j=0
p1,jz
j . (6)
Multiplying (4) by zj and summing over all j, those balance equations can be
re-written as
g′0(z) =
1
ψ0
[
λ +
η
1− z
]
g0(z)−
ξg1(z)
ψ0(1− z)
. (7)
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Similarly, equations (5) yield
g′1(z) =
1
ψ1
[
λ +
ξ
1− z
−
µ− ψ1
z
]
g1(z) +
µ− ψ1
ψ1z
p1,0 −
ηg0(z)
ψ1(1− z)
. (8)
This is a set of two first order linear differential equations with two unknown
functions, involving also the probability, p1,0 = g1(0), that the server is operative
and idle. The following are some simple consequences from these equations.
In order that g′0(1) and g
′
1(1) be finite, we must have ηg0(1) = ξg1(1). This,
together with the normalizing equation, g0(1)+g1(1) = 1, provides the marginal
probabilities of the server being inoperative and operative (also obtainable di-
rectly from the nature of breakdowns and repairs)
g0(1) =
ξ
ξ + η
; g1(1) =
η
ξ + η
. (9)
Next, setting z = 1 in (7) and (8) and applying L’Hopital’s rule, we obtain
g′0(1) =
1
ψ0
[λα + ξg′1(1)− ηg
′
0(1)] , (10)
g′1(1) =
1
ψ1
[(λ− µ + ψ1)(1− α) + (µ− ψ1)p1,0 + ηg
′
0(1)− ξg
′
1(1)] , (11)
where α = g0(1) = ξ/(ξ + η) is the probability that the server is inoperative.
These equations can be solved to yield an expression for the average number
of jobs present, L = g′0(1) + g
′
1(1), in terms of p1,0.
L =
(ξ + η + ψ0)[λ− (µ− ψ1)(1− α− p1,0)]− αλ(ψ0 − ψ1)
ψ0ψ1 + ξψ0 + ηψ1
. (12)
The other performance measure for the isolated queue is the average number
of jobs that renege per unit time, denoted by β. Since the reneging jobs are
those arrivals that do not complete service, and since jobs are completed at rate
µ when the server is operative and not idle, we can write
β = λ− µ(1− α− p1,0) . (13)
It now remains to determine the probability p1,0. Unfortunately, we cannot
do this analytically for general parameter settings. Instead, in the following three
subsections, we shall provide exact solutions for two important special cases, and
a numerical solution in the general case.
3.1 Exact solution when ψ1 = 0
Intuitively, one might expect that setting ψ1 = 0, i.e. not transferring jobs away
from a queue when its server is operative, would be quite a good policy. Indeed,
that turns out to be the case (see section 5). Hence, that special case is of interest
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in its own right. Moreover, the simplification involved is enough to enable us to
obtain an exact solution in closed form.
The differential equation (7) for g0(z) remains unchanged. However, when
ψ1 = 0, the balance equations (5) lead to an algebraic, rather than differential,
equation for g1(z):
g1(z) =
ηz
d(z)
g0(z)−
µ(1− z)
d(z)
p1,0 , (14)
where
d(z) = (λz − µ)(1− z) + ξz .
Substituting (14) into (7) and simplifying, we get
g′0(z) =
[
λ
ψ0
+
η(λz − µ)
ψ0d(z)
]
g0(z) +
ξµ
ψ0d(z)
p1,0 . (15)
Note that apart from the function g0(z), this equation involves only the constant
p1,0, not another unknown function.
Now, since the quadratic polynomial d(z) is negative at z = 0, positive at
z = 1 and negative at z = ∞, its two zeros, z1 and z2, are real and satisfy
0 < z1 < 1 and 1 < z2. Writing d(z) = λ(z − z1)(z2 − z) and decomposing
the second term in the square brackets in (15) into elementary fractions, that
equation can be re-written as
g′0(z) =
[
λ
ψ0
−
aξη
λψ0(z − z1)
+
bξη
λψ0(z2 − z)
]
g0(z) +
ξµ
ψ0d(z)
p1,0 , (16)
where
a =
z1
(1− z1)(z2 − z1)
; b =
z2
(z2 − 1)(z2 − z1)
.
The solution of (16) is given by
g0(z) = e
λ
ψ0
z(z − z1)
−
aξη
λψ0 (z2 − z)
−
bξη
λψ0[
C − p1,0
ξµ
λψ0
∫ 1
z
e−
λ
ψ0
x(x− z1)
aξη
λψ0
−1(z2 − x)
bξη
λψ0
−1dx
]
, (17)
where C is determined by the normalization g0(1) = α:
C = αe−
λ
ψ0 (1− z1)
aξη
λψ0 (z2 − 1)
bξη
λψ0 .
Note that the integral in the right-hand side of (17) is well defined for all z
in the interval [0,1], even though the term involving x− z1 may become infinite
at x = z1. This is because the corresponding power is strictly greater than −1.
The desired expression for p1,0 is provided by remarking that (i) a > 0, and
(ii) g0(z) is finite for 0 ≤ z ≤ 1, and in particular for z = z1. Since the second
factor in the right-hand side of (17) becomes infinite at z = z1, while the first
and third factors are non-zero at that point, the fourth factor, i.e. the term in
square brackets, must vanish when z = z1. This yields
p1,0 = C
λψ0
ξµ
[∫ 1
z1
e−
λ
ψ0
x(x− z1)
aξη
λψ0
−1(z2 − x)
bξη
λψ0
−1dx
]−1
. (18)
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3.2 Long operative/inoperative periods
In real systems the periods of availability and unavailability tend to be much
larger than the interarrival and service times. It is therefore worth considering
the asymptotic performance of the queue as ξ → 0 and η → 0, while keeping their
ratio constant (i.e., the steady state probability that the server is inoperative,
α, is fixed).
Setting ξ = η = 0 in (7) turns that equation into
g′0(z) =
λ
ψ0
g0(z) . (19)
The solution which satisfies g0(1) = α is, as expected, the normalized generating
function of the corresponding M/M/∞ queue.
g0(z) = αe
λ
ψ0
(z−1) . (20)
Hence, the probabilities p0,j are given by
p0,j = α
λj
ψj0j!
e−
λ
ψ0 ; j = 0, 1, . . . . (21)
Similarly, the limiting equation (8) is
g′1(z) =
1
ψ1
[
λ−
µ− ψ1
z
]
g1(z) +
µ− ψ1
ψ1z
p1,0 . (22)
Its solution satisfying g1(1) = 1− α is given by
g1(z) = e
λ
ψ1
zz1−
µ
ψ1
[
(1− α)e−
λ
ψ1 − p1,0
µ− ψ1
ψ1
∫ 1
z
e−
λ
ψ1
xx
µ
ψ1
−2dx
]
. (23)
Consider first the case when 0 < ψ1 < µ. Since g1(0) is finite, while the second
factor in the right-hand side of (23) is infinite at z = 0, we can assert that the
third factor, i.e. the square brackets, must vanish for z = 0. This leads to an
expression for p1,0 which, after integrating by parts and changing variables, can
be written as
p1,0 = (1− α)
[
1 + e
λ
ψ1
(
ψ1
λ
) µ
ψ1
−1
γ(
λ
ψ1
,
µ
ψ1
)
]
−1
, (24)
where γ(x, y) is the incomplete gamma function:
γ(x, y) =
∫ x
0
e−uuy−1du .
In fact, (24) is valid also for ψ1 ≥ µ. This can be established by going back
to the balance equations (5), with ξ = η = 0, and rewriting them as
λp1,j−1 = [µ + (j − 1)ψ1]p1,j ; j > 0 . (25)
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The solution of these recurrences is
p1,j =
λj
µ(µ + ψ1) . . . (µ + (j − 1)ψ1)
p1,0 ; j > 0 . (26)
This, together with the normalization g1(1) = 1− α, yields
p1,0 = (1− α)

1 + ∞∑
j=1
λj
µ(µ + ψ1) . . . (µ + (j − 1)ψ1)


−1
. (27)
The right-hand side of (27) reduces to that of (24) by using the known formula
(see [6], 3.381.2)
γ(x, y) = e−x
∞∑
j=0
xy+j
y(y + 1) . . . (y + j)
. (28)
Equation (24) provides a simple and robust approximation for the perfor-
mance measures when the periods of availability and unavailability are long.
3.3 Truncated state space
The general model of the isolated queue, when ξ and η are not necessarily small
and ψ1 is not 0, can be tackled by truncating the state space and solving numer-
ically the resulting finite set of linear balance and normalizing equations. This
can be done without significant loss of accuracy, providing a solution which is,
to all practical purposes, exact.
Let ψ > 0 be the smaller of ψ0 and ψ1: ψ = min(ψ0, ψ1). If the queue is
replaced by one where the server is unavailable all the time and the time-out
parameter is ψ, then the departure rate would decrease and the tail of the queue
size distribution would become thicker. Moreover, the modified queue behaves
like an M/M/∞ queue with parameters λ and ψ.
Choose an arbitrary error bound, ǫ > 0, and find an integer m such that(
λ
ψ
)m+1
1
(m + 1)!
< ǫ . (29)
This is always possible. Then, the above argument shows that if the original
queue is truncated at threshold m, i.e. new arrivals are not allowed to join it
when there are m jobs present, the sum of the probabilities of the neglected
states is less than ǫ.
Using Stirling’s formula, condition (29) can be replaced by an inequality
which is easier to evaluate: [
eλ
(m + 1)ψ
]m+1
< ǫ , (30)
where e is the base of the natural logarithms. A value of m that satisfies (30)
would also satisfy (29).
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Having determined the level of truncation, the resulting finite set of balance
equations can be solved by means of either direct or iterative techniques. In
particular, Gauss-Seidel iterations are efficient and easy to implement. Start
with an initial guess, p
(0)
i,j , for the desired probabilities. An acceptable initial
guess is provided by the long operative/inoperative periods approximation (21)
and (26). Then, at iteration k + 1, compute,
p
(k+1)
1,0 =
µp
(k)
1,1 + ηp
(k)
0,0
λ + ξ
, (31)
p
(k+1)
1,j =
λp
(k+1)
1,j−1 + (µ + jψ1)p
(k)
1,j+1 + ηp
(k)
0,j
λ + µ + (j − 1)ψ1 + ξ
; j = 1, 2, . . . ,m− 1 , (32)
p
(k+1)
1,m =
λp
(k+1)
1,m−1 + ηp
(k)
0,m
µ + (m− 1)ψ1 + ξ
. (33)
p
(k+1)
0,0 =
ψ0p
(k)
0,1 + ξp
(k+1)
1,0
λ + η
, (34)
p
(k+1)
0,j =
λp
(k+1)
0,j−1 + (j + 1)ψ0p
(k)
0,j+1 + ξp
(k+1)
1,j
λ + jψ0 + η
; j = 1, 2, . . . ,m− 1 , (35)
p
(k+1)
0,m =
λp
(k+1)
0,m−1 + ξp
(k+1)
1,m
mψ0 + η
. (36)
The updates are performed ‘in place’, so a newly computed value becomes imme-
diately available for use in the current iteration. Those updates can, in principle,
be carried out in any order, but the latter may affect the number of iterations
required to achieve a given accuracy. The reason we have chosen the particular
order indicated in (31) — (36) is that the probabilities p1,j normally decrease
with j; thus, a larger probability is updated first and its new value is used in the
computation of a smaller one.
Within each iteration, when all probabilities p1,j have been updated, they
are re-normalized so that their sum is η/(ξ+η). Similarly, when all probabilities
p0,j have been updated, they are re-normalized so that their sum is ξ/(ξ + η).
The process terminates when the results of two consecutive iterations (e.g., the
average queue sizes L(k) and L(k+1)) are sufficiently close.
Experience has shown that the above schema converges quickly. Using values
of ǫ on the order of 10−3 or 10−4 tends to produce results after a few tens of
iterations, even for heavily loaded queues. This takes a fraction of a second on
an ordinary desktop computer.
4 Approximate solution for N queues
Let us now return to the general model of section 2, consisting of N queues with
different parameters. Any job whose time-out period expires before it reaches
the server in queue i, is instantaneously transferred to queue j with probability
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qi,j (that probability does not depend on the operative state of server j because
the latter is assumed unknown).
A matrix of transfer probabilities, Q = {qi,j}
N
i,j=1, all of whose row sums are
equal to 1, defines a ‘transfer policy’ for the system. We consider policies which
transfer from queue i either all jobs that time out in it, or none of them. In
other words, either qi,i = 0 (and the other probabilities in row i add up to 1),
or qi,i = 1 (and qi,j = 0 for j 6= i; in that case, the parameters ψ0 and ψ1 are
irrelevant. For the moment, the transfer policy is assumed to be given; later we
shall examine the effects of different transfer policies on the performance of the
system.
When jobs are transferred in all directions, the queues are coupled and their
joint and marginal distributions are intractable. We therefore seek an acceptable
approximation.
Denote by γi be the total arrival rate into queue i in the steady state, under
policy Q (that rate includes the external arrivals and the transfers from other
queues). Let βi be the rate at which jobs are transferred away from queue i. The
transfer rate from queue i to queue j is then equal to βiqi,j , and we can write a
set of traffic equations for γi.
γi = λi +
N∑
j=1
βjqj,i . (37)
Unfortunately, the quantities βi are unknown; they depend in a non-trivial
way on all system parameters. However, an approximate solution can be obtained
as follows:
1. Assume that the process of arrivals into queue i, merging external and inter-
nal arrivals, is Poisson. Make initial guesses for the rates γi, choosing them
to be underestimates; e.g. γi = λi, i = 1, 2, . . . , N .
2. For each i = 1, 2, . . . , N , treating queue i in isolation and applying one of
the solution methods described in section 3, determine βi according to (13)
(with λ replaced by γi).
3. Using (37), compute a new estimate for γi.
4. Iterate from step 2 until the successive estimates are sufficiently close (e.g.,
until the sum of the absolute values of the differences, |γi(next)− γi(last)|,
is less than some small ǫ).
5. Determine the cost of the system, based on the average numbers of jobs in
queue i, Li, (computed according to (12)), and the average transfer rates,
βi.
The above solution will be referred to as the ‘Poisson approximation’. When-
ever the system is stable, the iterations have been observed to converge. While
having no proof, we can offer the following intuitive argument to explain why
this should be so: each application of steps 2 and 3 tends to increase the internal
traffic between queues, and hence the total arrival rates. Thus, the sequence of
successive estimates is monotone, and since it is bounded in a stable system, it
converges to the fixed point of equations (37).
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Having a computational procedure that determines the objective function for
a given set of parameters, one can address the problem of choosing the transfer
policy Q, and the time-out rates, so as to optimize the system performance.
When N is small, one could search through the set of all feasible matrices Q
(or rather a reasonably dense finite subset), and through all values of ψ0 and
ψ1 for each queue (again, a suitable finite subset), in order to find the best
configuration.
However, the brute force approach is generally impractical, not only be-
cause of the size of the search space but also because of the limited informa-
tion available. Thus, it may be reasonable to assume that server i knows the
speeds of the other servers (parameters µj), or their effective speeds (parameters
µ∗j = µjηj/(ξj +ηj)), but not the corresponding arrival rates (λj). It is therefore
worth introducing and evaluating some heuristic policies that one might con-
sider implementing. Some of the following simple heuristics assume knowledge
of effective service rates; none rely on knowing the arrival rates or the current
states of servers and queues.
1. No transfers: The matrix Q is the unit matrix of size N . Alternatively, all
transfer rates are 0.
2. Uniform: Jobs are transferred from queue i to queue j (j 6= i) with proba-
bility 1/(N − 1).
3. Speed-weighted : Jobs are transferred from queue i to queue j (j 6= i) with
probability proportional to µ∗j (so that the ith row of Q adds up to 1).
4. Equal load : This policy does not employ time-outs, but achieves equal loads
at all queues by transferring jobs at moments of arrival. More precisely,
every job arriving into any queue, i, is sent to queue j with probability
µ∗j/(µ
∗
1 + µ
∗
2 + . . . + µ
∗
N ); that decision involves an immediate transfer if
j 6= i.
5. Fastest other : Number the queues in decreasing order of effective service
rates (parameters µ∗i ). From queue 1, jobs are transferred to queue 2; from
any other queue they are transferred to queue 1.
6. Round-robin: Using the same numbering as in policy 5, transfer jobs from
queue i to queue i + 1 if i < N , and from queue N to queue 1.
Under policies 1 and 4, the model consists of N independent M/M/1 queues.
For the other policies, the cost function would normally be computed by means
of the Poisson approximation.
5 Numerical results
Several numerical and simulation experiments were carried out, attempting to
answer the following questions:
1. Is the Poisson approximation acceptable?
2. How should one choose the time-out rates, ψi,0 and ψi,1, at queue i?
3. What gains in performance can be expected by using good choices of ψi,0
and ψi,1 as opposed to bad ones?
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4. How do the heuristic policies compare to each other and to the optimal policy
(when the latter can be computed)?
In all cases, the holding costs at all queues are assumed equal. The transfer
costs are also equal, but are greater than the holding costs by a factor of 10.
Thus, the coefficients of the cost function are ci = 1, ci,j = 10.
The first experiment examines the way performance is influenced by changing
time-out parameters, in the context of a system with two queues. At the same
time, the results provided by the Poisson approximation are compared with those
obtained from simulations.
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Fig. 2. Effect of time-out rates in a 2-queue system
λ1 = 0.385, λ2 = 0.44, µi = 1.1, ξi = ηi = 0.1, ψ2,0 = ψ2,1 = 0.4
The two service rates are equal, as are the average operative and inoperative
intervals. Each server is available 50% of the time. The arrival rates are chosen
so that both queues are quite heavily loaded; the external offered load at queue
1 is 0.7, while that at queue 2 is 0.8. The average time-out intervals at queue 2
do not depend on the state of the server and are fixed at just over two service
times: ψ2,0 = ψ2,1 = 0.4.
In figure 2, the average cost is plotted against ψ1,0, the time-out rate in
queue 1 when the server is inoperative. The rate ψ1,1 is either equal to ψ1,0
(state-independent timeouts), or is 0. The following remarks are suggested by
these results.
– There is an optimal value for the time-out parameter. When ψ1,0 is too small,
the holding costs in queue 1 are dominant; that queue becomes saturated
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due to transfers from queue 2. As ψ1,0 increases, the holding costs in queue
1 decrease, while those in queue 2, and the costs due to transfers, increase.
However, the latter effects are less pronounced.
– The Poisson approximation underestimates the true costs. This is not re-
ally surprising, because the real arrival process has a higher variance than is
implied by the Poisson assumption. The effect of the ψ1,1 value on the ap-
proximated costs is also reduced, because the overall average rate of transfers
out of queue 1 during operative periods is not large.
– The approximation overestimates the optimal value of the time-out param-
eter, but not by much. This is a consequence of the cost underestimation.
– Lower costs can be achieved by using state-dependent time-out rates than
state-independent ones. In particular, it is better not to transfer jobs from
a queue during operative periods.
Intuitively, the best time-out policy should depend on the lengths of operative
and inoperative intervals. This is illustrated for a two-queue system in figure 3,
where the average operative periods at the two servers are equal, and are also
equal to the average inoperative periods. Those lengths are increased and the
costs of the following three policies are plotted:
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Fig. 3. Increasing operative/inoperative periods
λ1 = 0.495, λ2 = 0.44, µi = 1.1
(a) State-independent time-outs; the values of ψi,0 = ψi,1 (i = 1, 2) are chosen
optimally by means of a search.
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(b) No time-outs during operative periods (ψi,1 = 0), quickly clear the queue
when the server breaks down (large value for ψi,0, here chosen equal to µi).
(c) Optimal time-outs; the values of ψi,0 and ψi,1 (i = 1, 2) are chosen by means
of an exhaustive search.
All costs are computed using the Poisson approximation. This will be the
case from now on.
The figure shows that the state-independent time-out policy is almost opti-
mal when the operative/inoperative intervals are short, but becomes very poor
when those intervals are large. Conversely, policy (b) performs badly when the
operative/inoperative intervals are short, but becomes almost optimal when the
intervals are large. Since the latter case is most likely to occur in practice, the
policy that does not transfer jobs during operative periods and quickly clears
the queue after a breakdown, is a good candidate for adoption.
In the third experiment, the same 2-queue system is subject to an increasing
offered load at queue 1 (increasing λ1), while the other parameters are kept
fixed. The operative and inoperative intervals are quite large. Figure 4 shows
the costs achieved by the three policies (a), (b) and (c). These results confirm
the near-optimality of policy (b), and emphasize the increasingly higher costs of
state-independent time-outs relative to the state-dependent ones.
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Fig. 4. Increasing load at queue 1
λ2 = 0.44, µ1 = µ2 = 1.1; ξi = ηi = 0.01
The last two experiments concern systems with more than two queues. They
address the issue of transfer policy (i.e., where should one send a timed-out job),
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by evaluating and comparing the costs of the six heuristics defined in the last
section.
In figure 5, the model consists of three queues with different arrival and
service parameters. The arrival rate at queue 1 is increased, all other parameters
remain fixed. The time-out parameters at all queues are ψi,1 = 0, ψi,1 = µi. The
breakdown and repair rates are equal, so the availability of all servers is 50%.
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Fig. 5. Different transfer policies in a system with 3 queues
λ2 = 0.2, λ3 = 0.8 µ1 = 3, µ2 = 2.4, µ3 = 2, ξi = ηi = 0.1
As may be expected, the No transfer policy has the worst performance. It
incurs large holding costs because queues grow during inoperative periods. Also,
queue 1 becomes unstable at λ1 = 1.5. The Equal load policy avoids early in-
stability but it, too, incurs high holding costs during inoperative periods; in
addition, its transfer costs are high because many jobs are transferred on ar-
rival. The Fastest other policy performs well for low values of λ1 but as the
latter increases the cost escalates sharply. This is because both queues 2 and 3
send their transfers to queue 1, eventually saturating it.
The three policies Uniform, Round-Robin and Speed-weighted, perform well
throughout the range of λ1 values; There is little to choose between them, al-
though Speed-weighted is slightly better than the other two. We conjecture that
these policies are close to optimal.
In the final experiment, the number of queues is even and increases. Half of
the queues have higher arrival rates and faster servers than the other half. The
time-out parameters are the same as before. Again, all servers are 50% available.
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Fig. 6. Policy comparison for increasing number of queues
λ2i = 1.875, λ2i+1 = 0.125, µ2i = 5, µ2i+1 = 1, ξi = ηi = 0.1
The comparisons illustrated in figure 6 show similar trends to those in figure
5. The differences between the three best policies become more pronounced for
higher values of N . The Speed-weighted policy outperforms Round-Robin, which
in turn outperforms the Uniform policy. This is not too surprising.
6 Conclusions
This paper represents an attempt to tackle the problem of load balancing by
means of time-outs, in an environment where servers are unreliable and state
information is not necessarily available. It is shown that a solution is worthwhile
and can be achieved quite easily. The optimal policy can be computed in the
case of small number of queues (e.g., two), and various heuristic policies have
been shown to yield significant performance gains for larger systems. Particularly
promising is the Speed-weighted heuristic, which is implementable if the speeds
and operative characteristics of all servers are known. Otherwise, the Uniform
and Round-Robin policies can be recommended.
One might envisage extending the present model by allowing each queue to
be served by a cluster of servers, rather than by a single server. The analysis of
an isolated queue would then be more complex, but a numerical solution should
be feasible. This could then be combined with the Poisson approximation and
fixed-point iterations, as described here.
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