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SPRAGUE-GRUNDY FUNCTION OF MATROIDS AND RELATED
HYPERGRAPHS
ENDRE BOROS, VLADIMIR GURVICH, NHAN BAO HO, KAZUHISA MAKINO,
AND PETER MURSIC
Abstract. We consider a generalization of the classical game of NIM called hypergraph
NIM . Given a hypergraph H on the ground set V = {1, . . . , n} of n piles of stones, two
players alternate in choosing a hyperedge H ∈ H and strictly decreasing all piles i ∈ H .
The player who makes the last move is the winner. In this paper we give an explicit
formula that describes the Sprague-Grundy function of hypergraph NIM for several classes
of hypergraphs. In particular we characterize all 2-uniform hypergraphs (that is graphs) and
all matroids for which the formula works. We show that all self-dual matroids are included
in this class.
1. Introduction
In the classical game of NIM there are n piles of stones and two players move alternating.
A move consists of choosing a nonempty pile and taking some positive number of stones from
it. The player who cannot move is the loser. Bouton [10] analyzed this game and described
the winning strategy for it.
In this paper we consider the following generalization of NIM . Given a hypergraph
H ⊆ 2V , where V = {1, . . . , n}, two players alternate in choosing a hyperedge H ∈ H and
strictly decreasing all piles i ∈ H . Different piles can be decreased by different (positive)
amounts. We assume in this paper that H 6= ∅ and ∅ 6∈ H for all considered hypergraphs
H. In other words, every move strictly decreases some of the piles. Similarly to NIM , the
player who cannot move is losing. This game is called NIMH and some special cases of it
were considered in [8, 9].
NIMH is an impartial game. In this paper we do not need to immerse in the theory of
impartial games. We will need to recall only a few basic facts to explain and motivate our
research. We refer the reader to [18] for more details; see also [1, 3].
It is known that the set of positions of an impartial game can uniquely be partitioned into
sets of P and N positions (in which, respectively, the previous and the next player can win).
Every move from a P position goes to an N position, while from an N position always there
exists a move to a P position. This partition shows how to win the game, whenever possible.
2000 Mathematics Subject Classification. 91A46.
Key words and phrases. Matroid, Self-dual matroid, Impartial game, Sprague-Grundy function, NIM,
hypergraph NIM, JM hypergraph..
The authors thank Ilya Bogdanov and Do¨mo¨to¨r Pa´lvo¨lgyi for their helpful suggestions cited in Section
6, and the referees for careful reading and helpful remarks. The authors also thank Rutgers University
and RUTCOR for the support to meet and collaborate in September-October 2016, March 2017 and 2018.
The authors thank RIMS for the support to meet and collaborate in January 2017. The second author
was partially funded by the Russian Academic Excellence Project ’5-100’. The fourth author was partially
supported by JSPS KAKENHI Grant Number JP24106002, JP25280004, JP26280001, and JST CREST
Grant Number JPMJCR1402, Japan.
1
2 ENDRE BOROS, VLADIMIR GURVICH, NHAN BAO HO, KAZUHISA MAKINO, AND PETER MURSIC
The so-called Sprague-Grundy (SG) function GΓ of an impartial game Γ is a refinement of
the above partition. Namely, GΓ(x) = 0 if and only if x is a P position. The notion of the
SG function for impartial games was introduced by Sprague and Grundy [19, 20, 12] and it
plays a fundamental role in determining the N −P partition of disjunctive sums of impartial
games.
Finding a formula for the SG function of an impartial game remains a challenge. Closed
form descriptions are known only for some special classes of impartial games. We recall
below some known results. The purpose of our research is to extend these results and to
describe classes of hypergraphs for which we can provide a closed formula for the SG function
of NIMH. To follow our proofs, we need to recall the precise definition of the SG function,
which we will do in Section 2.
The game NIMH is a common generalization of several families of impartial games consid-
ered in the literature. For instance, if H = {{1}, . . . , {n}} then NIMH is the classical NIM ,
which was analyzed and solved by Bouton [10]. The case of H = {S ⊆ V | 1 ≤ |S| ≤ k},
where k < n, was considered by Moore [16]. He characterized the P positions of these
games, that is those with SG value 0. Jenkyns and Mayberry [15] described also the set of
positions in which the SG value is 1 and provided an explicit formula for the SG function
in the subcase of k = n − 1. This result was extended in [7]. In [8] the game NIMH was
considered in the case of H = {S ⊆ V | |S| = k} and the corresponding SG function was
determined when 2k ≥ n. Let us also mention NIM played on a simplicial complex studied
by [11]. These games are hypergraph NIM games with hypergraphs H that are independence
systems (without the empty set; that is if ∅ 6= X ⊂ Y ∈ H then we have X ∈ H). For such
games P and N positons were characterized under some conditions in [11].
To state our main result we need to introduce some additional notation. We denote by
Z+ the set of nonnegative integers and use x ∈ Z
V
+ to describe a position, where coordinate
xi denotes the number of stones in pile i ∈ V . Given a hypergraph H and position x ∈ ZV+,
we denote by GH(x) the SG value of x in NIMH. The height hH(x) was defined in [8] as the
maximum number of consecutive moves that the players can make in NIMH starting from
position x.
To a position x ∈ ZV+ of NIMH let us associate the following quantities:
m(x) = min
i∈V
xi(1a)
yH(x) = hH(x−m(x)e) + 1(1b)
vH(x) =
(
yH(x)
2
)
+
((
m(x)−
(
yH(x)
2
)
− 1
)
mod yH(x)
)
,(1c)
where e is the n-vector of full ones. Finally, we define
(2)
(3)
f(x) =
hH(x) if m(x) ≤
(
yH(x)
2
)
vH(x) otherwise.
With this notation the results of [7, 8, 15] can be stated as follows: the SG function of
the considered games is defined by (2)-(3), that is, G = U . It was a surprise to see that
the “same” formula works for seemingly very different games. In view of this, we call the
expression (2)-(3) the JM formula, in honor of the results of Jenkyns and Mayberry [15]. We
call a hypergraph H a JM hypergraph if this formula describes the SG function of NIMH.
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It is difficult to give an intuitive explanation for the above formula. It was observed
numerically that for many positions of hypergraph NIM games the SG value is equal to the
height. Yet, for some positions it is much less and shows surprising periodicity [7]. For JM
hypergraphs this periodicity is explained by the above formula. In particular, it is important
to note that GH(x) = hH(x) for every position x with m(x) = 0.
Although the formula looks the same for all hypergraphs, but it contains height hH and,
hence, the actual values depend on H. The P positions of NimH are exactly the ones for
which hH(x − m(x)e) = 0. This condition is easy to check even though computing hH(x)
may be computationally hard [9].
Given a hypergraph H ⊆ 2V and a subset S ⊆ V , we denote by HS the induced subhyper-
graph, defined as
HS = {H ∈ H | H ⊆ S}.
A set T ⊆ V is called a transversal if T ∩ H 6= ∅ for all H ∈ H. A hypergraph H is
called transversal-free if no hyperedge H ∈ H is a transvesal of H. Finally, we say that
H is minimal transversal-free if it is transversal-free, while every nonempty proper induced
subhypergraph of it is not. A hypergraph H is k-uniform if |H| = k for all H ∈ H.
We assume that the readers are familiar with the notion of matroids, see, e.g., [21, 22]. A
matroid hypergraph H ⊆ 2V is formed by the family of bases of a matroid on the ground set
V . It is self-dual if V \H ∈ H for all H ∈ H, that is, if the corresponding matroid is self-dual.
Let us remark that in some papers self-dual matroids are called identically self-dual.
In this paper we provide some necessary and some sufficient conditions for a hypergraph
to be JM. We summarize our main results as follows.
(i) A JM hypergraph is minimal transversal-free.
(ii) A graph (that is, a 2-uniform hypergraph) is JM if and only if it is connected and
minimal transversal-free. We provide a complete list of JM graphs.
(iii) A matroid hypergraph is JM if and only if it is transvesal-free. This implies that all
self-dual matroid hypergraphs are JM.
(iv) Hypergraphs defined by connected k-edge subgraphs of a given graph are JM under
certain conditions.
(v) For every integer k, the number of vertices of a k-uniform JM hypergraph is bounded
by k
(
2k
k
)
.
For instance,
(
V
k
)
= {H ⊆ V | |H| = k} is a self-dual matroid hypergraph if n = 2k. This
example shows that (iii) generalizes the main result of [8]. Another example for a self-dual
matroid with n = 2k is the hypergraph H2k = {H ⊆ V | |H ∩ {i, i + k}| = 1, 1 ≤ i ≤ k},
that is, the family of 2k minimal transversals of a family of k pairs. It was proved in [6]
that any self-dual matroid on n = 2k elements must have at least 2k bases. Thus, the latter
construction is extremal in this respect.
We remark that [6] showed also the existence of self-dual matroids on n = 2k elements
whenever certain type of symmetric block designs exists on k points. Since many families of
such block designs are known, the above cited result shows that numerous other families of
self-dual matroids (and JM hypergraphs) exist.
For (iv) we can mention the following circulant hypergraphs defined by consecutive k edges
of simple cycles on n = 2k or n = 2k + 1 vertices. Another example is defined by connected
k-edge subgraphs of a rooted tree, where the root has degree k + 1 and each of the subtrees
connected to the root have exactly k edges; see Section 5 for precise definitions and details.
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Let us include here a small example to show how these quantities are computed and used.
Consider V = {1, 2, 3, 4} and the 2-uniform hypergraph H = {{1, 2}, {1, 4}, {2, 3}, {3, 4}}.
It is easy to see that hH(x1, x2, x3, x4) = min{x1 + x3, x2 + x4} for any position x ∈ ZV+.
Furthermore, consider positions a = (1, 2, 4, 2) and b = (4, 5, 7, 5) of NIMH. For a we have
m(a) = 1 and, hence, a−m(a)e = (0, 1, 3, 1); for b we have m(b) = 4 and, hence, b−m(b)e =
(0, 1, 3, 1). For both positions we have hH(a−m(a)e) = hH(b−m(b)e) = min{0+3, 1+1} = 2
and, thus by (1b), we obtain yH(a) = yH(b) = 3.
Since for position a we have 1 = m(a) ≤
(
yH(a)
2
)
=
(
3
2
)
= 3, we can conclude by (2) that
UH(a) = hH(a) = min{1 + 4, 2 + 2} = 4.
For position b we have 4 = m(b) >
(
yH(b)
2
)
=
(
3
2
)
= 3, thus, (3) implies that
UH(b) = vH(b) =
(
3
2
)
+
((
4−
(
3
2
)
− 1
)
mod 3
)
= 3 < hH(b) = min{4+7, 5+5} = 10.
We will see in Section 5 that H is a JM hypergraph, thus, the above computed values for
these positions are in fact their SG values. Hence, a and b are bothN positions. Furthermore,
H is a minimal transversal free hypergraph, and thus, deleting a pile with the minimum size
creates a subhypergraph with a transversal edge. For both a and b coordinate 1 is the
unique smallest pile, and therefore we consider S = {2, 3, 4}. The induced subhypergraph
is HS = {{2, 3}, {3, 4}}. Here both hyperedges are transversal. Let us choose one of them,
say H = {2, 3}. With this we can consider the H-move in NIMH that decreases both piles
2 and 3 to the minimum of the corresponding positions:
a = (1, 2, 4, 2) → a′ = (1, 1, 1, 2) and b = (4, 5, 7, 5) → b′ = (4, 4, 4, 5).
It is easy to see now that both a′ and b′ are P positions.
Similar examples can be constructed for e.g., the other JM hypergraphs listed in sections
5, for example for the six graphs that are JM. Note that the height function for those may
be much more complicated.
The structure of the paper is as follows. In Section 2, we fix our notation and define basic
concepts. We also prove several properties of JM hypergraphs that are needed for our proofs
later. In Section 3, we show necessary conditions for a hypergraph to be JM. In Section 4
we provide a general sufficient condition for a hypergraph to be JM. In Section 5 we apply
the general sufficient condition, and show that several other families of hypergraphs are JM.
Among them, we provide a complete characterization of JM graphs. In Section 6, we discuss
the size of k-uniform JM hypergraphs. Finally, in Section 7, we present further examples of
JM hypergraphs and discuss related topics.
2. Basic Concepts and Notation
In this section we introduce the basic notation and definitions. We prove some of the basic
properties of NIMH games, the height, and the JM formula.
2.1. NIMH Games. We need to recall first the precise definition of impartial games and
the SG function.
To a subset S ⊆ Z+ of nonnegative integers let us associate its minimal excludant
mex(S) = min{i ∈ Z+ | i 6∈ S}, that is, the smallest nonnegative integer that is not in-
cluded in S. Note that mex(∅) = 0.
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An impartial game Γ is played by two players over a (possibly infinite) set X of positions.
They take turns to move, and the one who cannot move is the loser. For a position x ∈ X
let us denote by N+(x) ⊆ X the set of positions y ∈ N+(x) that are reachable from x by a
single move. For y ∈ N+(x) we denote by x → y such a move. We assume that the same
set of moves are available for both players from every position. We also assume that no
matter how the players play and which position they start, the game ends in a finite number
of moves. The SG function GΓ of the game is a mapping GΓ : X 7→ Z+ that associates a
nonnegative integer to every position, defined by the following recursive formula:
GΓ(x) = mex{GΓ(y) | y ∈ X, s.t. ∃x→ y}.
In our proofs we shall use the following, more combinatorial characterization of SG func-
tions that can be derived easily from the above definition. Assume that Γ is an impartial
game over the set of positions X , and g : X → Z+ is a given function. Then, g is the SG
function of Γ if and only if the following two conditions hold:
(A) For all positions x ∈ X and moves x→ y in Γ we have g(x) 6= g(y).
(B) For all positions x ∈ X and integers 0 ≤ z < g(x) there exists a move x → y in Γ
such that g(y) = z.
It is easy now to verify that for a hypergraph H ⊆ 2V the game NIMH is indeed an
impartial game over the infinite set X = ZV+ of positions.
Let us note that all quantities used in (1a)–(3), m(x), yH(x), vH(x), hH(x) as well as UH
are well defined for an arbitrary hypergraph H. Let us also note that the values m(x) and
yH(x) determine completely the value of vH(x).
Following [15] we call a position x ∈ ZV+ long if m(x) ≤
(
y
H
(x)
2
)
(that is, if UH(x) = hH(x))
and call it short if m(x) >
(
y
H
(x)
2
)
(that is, if UH(x) = vH(x)).
According to the rules of NIMH, if x→ x′ is a move then for the set H = {i | i ∈ V, xi >
x′i} we must have H ∈ H. We call such a move an H-move. For a subset S ⊆ V let us
denote by χ(S) the characteristic vector of S, that is, χ(S)j = 1 if j ∈ S and χ(S)j = 0 if
j 6∈ S. We denote for a position x ∈ ZV+ and hyperedge H ∈ H by x
s(H) the vector x−χ(H).
Thus, x → xs(H) is an H-move in NIMH. We call such a move also a slow move, since we
have x′ ≤ xs(H) for all H-moves x → x′. Let us add that for vectors we use relations ≤, <
and = componentwise, as usual.
2.2. Height. Let us recall that the height h(x) of a position x is defined as the maximum
number of consecutive moves players can make starting with x. Any such longest sequence
of moves will be called a height sequence and any move in it is called a height move. Let us
note that in any height sequence each move can be replaced by the corresponding slow move.
Furthermore, such moves can be executed in any order. In particular, if a height sequence
starting in position x involves an H-move, then h(xs(H)) = h(x)− 1.
Let us next observe some basic properties of the height that will be instrumental in our
proofs. We assume in the sequel that a hypergraph H ⊆ 2V is fixed, and all positions
mentioned are from ZV+.
Lemma 1. For every position x ∈ ZV+ we have
GH(x) ≤ hH(x).
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Proof. By the definition of the SG function, for every position x with GH(x) > 0 we have
a move x → x′ such that GH(x′) = GH(x) − 1. Thus, starting from x we can make GH(x)
consecutive moves (in each move decreasing the SG function exactly by 1.) On the other
hand, the height is the maximum number of such consecutive moves, proving thus the above
inequality. 
Lemma 2. If x ≥ x′ are two positions, then
hH(x) ≥ hH(x
′) ≥ hH(x)−
(
n∑
i=1
(xi − x
′
i)
)
.
In particular, if x′ differs from x only in one of its coordinates and only by one unit, then
hH(x
′) ≥ hH(x)− 1.
Proof. Any sequence of moves starting with x′ can be repeated from x, and hence hH(x) ≥ hH(x′).
Furthermore decreasing one of the piles by one unit can decrease the height by at most one.
From this the second inequality follows. 
Corollary 1. If x, x′ ∈ ZV+ are two positions such that for some index j we have
x′j = xj − 1 and x
′
i ≥ xi for all i 6= j,
then hH(x
′) ≥ hH(x)− 1.
Proof. Follows from Lemma 2. 
Lemma 3. Assume x→ x′ is an H-move for some H ∈ H. Then for every integer z such
that hH(x
′) ≤ z ≤ hH(xs(H)) there exists an H-move x → x′′ for which hH(x′′) = z and
x′ ≤ x′′ ≤ xs(H).
Proof. Consider a sequence of positions x0 = xs(H) ≥ x1 ≥ · · · ≥ xp = x′, where
∑n
j=1(x
i−1
j −
xij) = 1 for all i = 1, . . . , p. By Lemma 2 we have hH(x
i−1) ≥ hH(xi) ≥ hH(xi−1) − 1
implying that for every integer hH(x
p) = hH(x
′) ≤ z ≤ hH(xs(H)) = hH(x0) there exists an
index 0 ≤ i ≤ p such that hH(xi) = z. Note also that by the definition of these vectors, we
have for all i = 0, ..., p the relations xij ≤ x
0
j < xj for all j ∈ H and xj = x
p
j ≤ x
i
j ≤ x
0
j = xj
for all j 6∈ H . Thus, xi ≤ x and {j | xij < xj} = H . Thus all of these positions are reachable
from x by an H-move. 
To illustrate the above we consider the same hypergraph H = {{1, 2}, {1, 4}, {2, 3}, {3, 4}}
as in the introduction, and the positions x = (4, 5, 2, 3) and x′ = (1, 1, 2, 3). Then x→ x′ is an
H-move with H = {1, 2}. With this hyperedge we have xs(H) = (3, 4, 2, 3). Thus, a possible
sequence illustrating the proof of the lemma could be x0 = (3, 4, 2, 3), x1 = (2, 4, 2, 3),
x2 = (2, 3, 2, 3), x3 = (2, 2, 2, 3), x4 = (1, 2, 2, 3) and x5 = x′ = (1, 1, 2, 3). Recall that for
this hypergraph the height function is given by the expression hH(x1, x2, x3, x4) = min{x1+
x3, x2+ x4}. Thus, for the above sequence we obtain the height values 5, 4, 4, 4, 3, 3, which
form an interval [3, 5] as claimed.
Lemma 4. Consider an arbitrary position x ∈ ZV+ and hyperedgeH ∈ H such that hH(x
s(H)) =
hH(x)− 1 and m(xs(H)) = m(x)− 1. Then we have yH(xs(H)) ≥ yH(x).
Proof. Since m(xs(H)) = m(x)−1 we have the inequality xs(H)−m(xs(H))e ≥ x−m(x)e and
thus the claim follows from Lemma 2. 
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2.3. JM Formula. For a positive integer η ∈ Z+ let us associate the set
(4) Z(η) =
{
i ∈ Z+
∣∣∣∣(η2
)
≤ i <
(
η + 1
2
)}
.
It is immediate to see the following properties:
Lemma 5. If η 6= η′ then Z(η) ∩ Z(η′) = ∅. Furthermore, we have
Z+ =
∞⋃
η=1
Z(η).

Let us recall next that by the definitions of the quantities in (1) the value vH(x) depends
only on the pair of integers m(x) and yH(x).
Lemma 6. For an arbitrary positive integer η ∈ Z+ we have{
vH(x)
∣∣ x ∈ ZV+, yH(x) = η} = Z(η).
Proof. Follows by (1c) and the fact that m(x) can take arbitrary integer values modulo
yH(x) = η. 
Lemma 7. For an arbitrary position x ∈ ZV+ and move x→ x
′ in NIMH we have (m(x), yH(x)) 6=
(m(x′), yH(x
′)).
Proof. If m(x) = m(x′) and x→ x′ is an H-move for a hyperedge H ∈ H, then we have the
inequality x− χ(H) ≥ x′, where χ(H) is the characteristic vector of H . This implies
x−m(x)e ≥ χ(H) + x′ −m(x′)e
from which yH(x) ≥ yH(x′) + 1 follows by (1b). 
Lemma 8. A position x ∈ ZV+ is long if and only if vH(x) ≥ m(x).
Proof. Note first that if x is long then m(x) ≤
(
yH(x)
2
)
by (1c), and thus, by Lemma 6 it
follows that m(x) ≤ vH(x). On the other hand, if x is short then we have m(x) >
(
yH(x)
2
)
by
(3), and thus, m(x)−
(
yH(x)
2
)
− 1 ≥ 0, implying
m(x)−
(
yH(x)
2
)
− 1 ≥
((
m(x)−
(
yH(x)
2
)
− 1
)
mod yH(x)
)
from which by (1c) it follows that m(x)− 1 ≥ vH(x). 
Lemma 9. For an arbitrary position x ∈ ZV+ and move x → x
′ such that m(x) ≤ UH(x′)
position x′ is long.
Proof. If x′ were short then by Lemma 8 we would get UH(x′) = vH(x′) < m(x′) ≤ m(x),
contradicting m(x) ≤ UH(x′). 
Lemma 10. Let H, H˜ ⊆ 2V be two hypergraphs such that H˜ contains a hyperedge different
from V . Then for every position x ∈ ZV+ there exists a position x˜ ∈ Z
V
+ such that m(x) =
m(x˜) and yH(x) = yH˜(x˜).
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Proof. Choose a minimal hyperedge H ∈ H˜, and consider the position x˜ = m(x)e+(yH(x)−
1)χ(H). Since H˜ is assumed to have a hyperedge different from V , we can choose H such
that H 6= V . Therefore, we have m(x˜) = m(x), and x˜−m(x˜)e = (yH(x)− 1)χ(H), implying
yH(x) = yH˜(x˜), since H was chosen as a minimal hyperedge, and thus from position x˜−m(x˜)e
we can have only H-moves. 
Let us also note that if H ⊆ H˜ ⊆ 2V be two (nested) hypergraphs, then for every position
x ∈ ZV+ we have hH(x) ≤ hH˜(x), by the definition of height.
3. Necessary Conditions
In this section we prove some properties of JM hypergraphs.
For every hypergraph H ⊆ 2V , we assume that V =
⋃
H∈HH .
Let us recall that a hypergraph H ⊆ 2V is not connected if V can be partitioned into two
nonempty subsets V1 and V2 such that every hyperedge of H is contained in either V1 or V2.
Otherwise H is called connected.
Lemma 11. A JM hypergraph H is connected.
Proof. Let us assume indirectly that H is not connected. Let H1, H2 ∈ H be two minimal
hyperedges in two different connected components of H. Consider the position x defined as
follows:
xi =

1 if i ∈ H1
3 if i ∈ H2
0 otherwise.
This position has GH(x) = 2 (theNIM sum of 1 and 3). It hasm(x) ∈ {0, 1} and correspond-
ingly yH(x) ∈ {3, 5}. Therefore, x is long. Since hH(x) = 4 we can conclude UH(x) 6= GH(x),
which contradicts the assumption. 
Lemma 12. If H is a JM hypergraph, then it is minimal transversal-free.
Proof. Let us assume first indirectly that H0 ∈ H is a transversal ofH, say H0 ∈ H intersects
all hyperedges ofH. Consider the position x ∈ ZV+ defined by xi = 1, i ∈ V . For this position
we have m(x) = 1, yH(x) = 1, and vH(x) = 0. Thus, x is short and UH(x) = 0. On the
other hand, a slow H0-move x → x′ takes us into a position with x′i = 0, i ∈ H0. Since
H0 intersects all hyperedges of H we must have hH(x′) = 0. Thus by Lemma 1 we have
GH(x′) = 0, which implies by property (A) of the SG function that GH(x) 6= 0, or in other
words that GH(x) 6= UH(x), which implies on its turn that H is not JM. This contradiction
implies that H is transversal-free.
To see minimality with respect to the transversal-freeness, let us consider an arbitrary
proper subset S ⊂ V for which the induced subhypergraph HS is not empty, and a position
with xi = 0 for all i ∈ V \ S, and xi > 0 for all i ∈ S. Every move from x is an H-
move for some H ∈ HS. Furthermore, hH(x) > 0, m(x) = 0 (since V \ S 6= ∅), and
thus, all such positions are long, implying (by our assumption that H is JM) that GH(x) =
UH(x) = hH(x) > 0 for all such positions. Thus, we must have a move x → x′ such that
GH(x′) = hH(x′) = 0. This is possible only if this move is an H-move for a hyperedge
H ∈ HS that intersects all hyperedges of H. 
In the rest of this section, we study further properties of transversal-free hypergraphs.
This is used to obtain sufficient conditions for a hypergraph to be JM.
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Lemma 13. If H is transversal-free and x→ x′ is a move in NIMH, then we have hH(x′) ≥
m(x).
Proof. Since H is transversal-free, for every hyperedge H ∈ H there exists an H ′ ∈ H such
that H ∩H ′ = ∅. Consequently, for every move x→ x′ we must have hH(x′) ≥ m(x). This is
because if x→ x′ is an H-move and H ′ ∈ H is disjoint from H , then we have x′i = xi ≥ m(x)
for all i ∈ H ′. Thus we can make at least m(x) slow H ′-moves, implying the claim. 
Lemma 14. If H is a transversal-free hypergraph, x ∈ ZV+ is a long position, and x → x
′
is a move such that 0 ≤ UH(x′) < m(x), then x′ is a short position, for which we have
m(x′) ≤ m(x) and m(x)−m(x′) + 1 ≤ yH(x′) < yH(x).
Proof. By Lemma 13 we have hH(x
′) ≥ m(x). Now, if x′ were long then UH(x′) = hH(x′) ≥
m(x) would follow, contradicting our assumption that UH(x′) < m(x). The inequality
m(x′) ≤ m(x) holds for any move x → x′. Since x is long and x′ is short, we have the
inequalities (
yH(x)
2
)
≥ m(x) ≥ m(x′) >
(
yH(x
′)
2
)
from which yH(x
′) < yH(x) follows. Assume next that x → x
′ is an H-move for some
hyperedge H ∈ H. Since H is transversal-free, there exists H ′ ∈ H such that H ∩H ′ = ∅.
Then we have x′i = xi ≥ m(x) for all i ∈ H
′, implying that x′i−m(x
′) ≥ m(x)−m(x′) for all
i ∈ H ′. Thus, from position x′ −m(x′)e we can make at least m(x)−m(x′) slow H ′-moves,
and thus yH(x
′) ≥ m(x)−m(x′) + 1 follows by (1b). 
Lemma 15. If H is a transversal-free hypergraph, x ∈ ZV+ is a short position, and x→ x
′ is a
move such that 0 ≤ UH(x′) < UH(x), then x′ must also be a short position, for which we have
m(x′) ≤ m(x) and m(x)−m(x′)+1 ≤ yH(x′) ≤ yH(x) with (m(x), yH(x)) 6= (m(x′), yH(x′)).
Proof. Since x is short, we have UH(x) = vH(x) < m(x) by Lemma 8. We also have hH(x′) ≥
m(x) by Lemma 13. Thus, UH(x′) < UH(x) = vH(x) < m(x) ≤ hH(x′) follows by our
assumption, implying UH(x
′) 6= hH(x
′). Thus, x′ is not long. The inequality m(x′) ≤
m(x) holds for any move x → x′. Lemma 6 and vH(x′) < vH(x) implies yH(x′) ≤ yH(x).
Furthermore, vH(x
′) < vH(x) also implies (m(x), yH(x)) 6= (m(x′), yH(x′)) since the pair
(m(x), yH(x)) determines vH(x) uniquely. Assume next that x→ x′ is an H-move for some
hyperedge H ∈ H. Since H is transversal-free, there exists H ′ ∈ H such that H ∩H ′ = ∅.
Then we have x′i = xi ≥ m(x) for all i ∈ H
′, and thus, yH(x
′) ≥ m(x)−m(x′) + 1 follows by
(1b). 
Lemma 16. If a hypergraph H ⊆ 2V is transversal-free, then the function UH satisfies
property (A), that is, for all moves x→ x′ in NIMH we have UH(x) 6= UH(x′).
Proof. To prove this statement, we consider four cases, depending on the types of the posi-
tions x and x′, which can be long or short.
If both x and x′ are long then UH(x) = hH(x) 6= hH(x
′) = UH(x
′), since every move strictly
decreases the height by its definition.
If x is long and x′ is short then we have UH(x) = hH(x) > m(x) ≥ m(x′) > vH(x′) =
UH(x′), proving the claim. Here the first strict inequality is implied by the fact that every
move strictly decreases the height and by Lemma 13 yielding hH(x) > hH(x
′) ≥ m(x). The
inequality m(x) ≥ m(x′) holds for every move x→ x′. Finally m(x′) > vH(x′) is implied by
Lemma 8.
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If x is short and x′ is long then we have UH(x′) = hH(x′) ≥ m(x) by Lemma 13, and
m(x) > vH(x) = UH(x) by Lemma 8, which together imply the claim.
Finally, if both x and x′ are short then we have (m(x), yH(x)) 6= (m(x′), yH(x′)) by Lemma
7. If yH(x) 6= yH(x′), then vH(x) 6= vH(x′) follows by Lemma 6, since in this case Z(yH(x))∩
Z(yH(x
′)) = ∅. If yH(x) = yH(x′) then by (1c) we have vH(x) = vH(x′) if and only if m(x′) =
m(x)−αyH(x) for some positive integer α. Thus, we must have m(x′) ≤ m(x)−yH(x). This
implies, by (1b), that yH(x
′) ≥ yH(x) + 1, which contradicts yH(x) = yH(x′), completing the
proof of our statement. To see the last implication, recall that H is transversal-free. Thus,
if x → x′ is an H-move, then there is a hyperedge H ′ ∈ H such that H ∩H ′ = ∅. For this
hyperedge we have x′i = xi ≥ m(x) for all i ∈ H
′, from which the claim follows by (1b). 
The above lemma has the following consequence.
Theorem 1. Let H be a JM hypergraph, H,H ′ ∈ H, H ∩ H ′ = ∅, and H ⊆ S ⊆ V \ H ′.
Then H+ = H ∪ {S} is also a JM hypergraph with GH+ = GH.
Proof. Let note first that H ⊆ S implies that hH+ = hH and consequently yH+ = yH,
vH+ = vH, and thus UH+ = UH. Furthermore, any move in NIMH is still a move in NIMH+ .
Therefore, for every 0 ≤ v < UH+(x) there exists a move x → x
′ in NIMH+ such that
UH+(x
′) = v. Finally, by S ∩H ′ = ∅ the hypergraph H+ is also transversal-free, and thus by
Lemma 16 we have UH+(x
′) 6= UH+(x) for all moves x→ x
′ of NIMH+ . 
4. Sufficient Conditions
Let us first recall that properties (A) and (B) characterize the SG function of an impartial
game. We can reformulate these now for NIMH, and obtain the following necessary and
sufficient condition for H to be JM:
Lemma 17. A hypergraph H ⊆ 2V is JM if and only if the following conditions hold:
(A0) H is transversal-free.
(B1) For every long position x ∈ ZV+ and integer m(x) ≤ z < hH(x) there exists a move
x→ x′ such that x′ is long and hH(x′) = z.
(B2) For every long position x ∈ ZV+ and integer 0 ≤ z < m(x) there exists a move x→ x
′
such that x′ is short and vH(x
′) = z.
(B3) For every short position x ∈ ZV+ and integer 0 ≤ z < vH(x) there exists a move
x→ x′ such that x′ is short and vH(x′) = z.
Proof. It is easy to see by Lemmas 9, 14 and 15 that conditions (B1), (B2), and (B3) are
simple and straightforward reformulations of condition (B) for the case of NIMH and the
function g = UH defined in (2)-(3).
For the reverse direction, Lemma 16 shows that condition (A0) implies (A), while Lemma
12 shows that if H is JM, then it is also transversal-free. Furthermore, if H is JM, that is if
GH =⇑H, then Lemmas 8 and 9 and the properties of an SG function imply (B1), (B2) and
(B3). 
4.1. General Sufficient Conditions. Let us next replace conditions (B2) and (B3) with
somewhat simpler sufficient conditions.
Lemma 18. If a hypergraph H ⊆ 2V satisfies the following two conditions then it also
satisfies (B2) and (B3).
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(C2) For every position x ∈ ZV+ and integer 1 ≤ η < yH(x) there exists a move x → x
′
such that m(x′) = m(x) and yH(x
′) = η.
(C3) For every position x ∈ ZV+ and integers 0 ≤ µ < m(x) and m(x)−µ+1 ≤ η ≤ yH(x)
there exists a move x→ x′ such that m(x′) = µ and yH(x′) = η.
Proof. Let us consider first another hypergraph H˜ = {S ⊆ V | 1 ≤ |S| ≤ n − 1}. Then by
the earlier cited result of Jenkyns and Mayberry [15] H˜ is a JM hypergraph. Note also that
the games NIMH and NIMH˜ are both played over the same set of positions Z
V
+.
Let us now consider a position x ∈ ZV+. By Lemma 10 there exists a position x˜ ∈ Z
V
+ such
that m(x) = m(x˜) and yH(x) = yH˜(x˜). Now, let us observe that since H˜ is JM, properties
(B2) and (B3) are satisfied by Lemma 17. Let us also note that if x˜ → x˜′ is a move in
NIMH˜ guaranteed to exist by properties (B2) and (B3) then Lemmas 14 and 15 show that
(m(x˜′), yH˜(x˜
′)) ∈ S(m(x˜), yH˜(x˜)) = S(m(x), yH(x)), where the set S(α, β) is defined as
S(α, β) =
{
(µ, η)
∣∣∣∣ 0 ≤ µ ≤ α,α− µ+ 1 ≤ η ≤ β
}
\ {(α, β)}.
Let us observe next that properties (C2) and (C3) imply that for every (µ, η) ∈ S(m(x), yH(x))
there exists a move x→ x′ in NIMH such that m(x′) = µ and yH(x′) = η. Thus, for every
move x˜→ x˜′ in NIMH˜ that validates properties (B2) and (B3) for H˜ we have a correspond-
ing move x→ x′ in NIMH such that m(x˜′) = m(x′) and yH(x′) = yH˜(x˜
′), implying by (1c)
that vH(x
′) = vH˜(x˜
′) and that x′ and x˜′ are of the same type, that is, both are long or both
are short by (2) and (3).
Consequently, properties (C2) and (C3) do imply properties (B2) and (B3), as claimed. 
Corollary 2. If a hypergraph H satisfies properties (A0), (B1), (C2), and (C3), then it is
JM.
Proof. The claim follows by Lemmas 18 and 17. 
4.2. Simplified Sufficient Conditions. The conditions in Corollary 2 still involve the
existence of moves with certain properties. In this section we further weaken those conditions,
and replace them with easier to check properties of the hypergraph itself.
Given a hypergraph H ⊆ 2V , we say that a sequence of hyperedges H0, H1, . . . , Hp of H
is a chain if
(5) Hk+1 ∩Hk 6= ∅ and |Hk+1 \Hk| ≤ 1 for all k = 0, . . . , p− 1.
For convenience, p = 0 is possible, that is, a single set is considered to be a chain.
For a subfamily F ⊆ H ⊆ 2V we denote by V (F) the set of vertices of F , that is,
V (F) =
⋃
F∈F F . In particular we have V (H) = V .
We shall consider the following properties:
(A1) H is minimal transversal-free.
(D1) For every pair of hyperedges H,H ′ ∈ H there exists a chain
H0, H1, . . . , Hp in H such that H = H0, H ′ = Hp, and Hi ⊆ H ∪H ′ for i = 1, . . . , p.
(D2) For every position x ∈ Z+ with m(x) > 0 there exists a hyperedge H ∈ H such that
hH(x
s(H)) = hH(x)− 1 and m(xs(H)) = m(x)− 1.
Our main claim in this section is that the above properties are sufficient for a hypergraph
to be JM.
Theorem 2. If a hypergraph H satisfies properties (A1), (D1), and (D2), then it is JM.
12 ENDRE BOROS, VLADIMIR GURVICH, NHAN BAO HO, KAZUHISA MAKINO, AND PETER MURSIC
Let us first remark that condition (D2) may be necessary for a hypergraph to be JM, but
we cannot prove this.
To prove Theorem 2, we show several consequences of the above properties. In particular,
we show that properties (A1), (D1), and (D2) imply properties (A0), (B1), (C2) and (C3),
and thus, Theorem 2 follows by Corollary 2.
Clearly (A1) implies (A0). The other three implications we will show separately.
Lemma 19. If a hypergraph H ⊆ 2V satisfies properties (A1), (D1), and (D2), then it
also satisfies property (B1), that is, for all long positions x ∈ ZV+ and for all integer values
m(x) ≤ z < hH(x) there exists a move x→ y such that y is long and hH(y) = z.
Proof. Let us first consider a long position x ∈ ZV+ with m(x) > 0. By property (D2) there
exists a j ∈ H ∈ H such that hH(xs(H)) = hH(x)− 1 and xj = m(x). By property (A1) the
subhypergraph HV \{j} contains a transversal H
′ ∈ H. By property (D1) we have then a chain
H0, H1, . . . , Hp such that H0 = H , Hp = H
′ and |Hk+1 \Hk| ≤ 1 for all k = 0, 1, . . . , p− 1.
Let us then define positions xα,k and xω,k for k = 1, . . . , p by
xα,ki =

0 if i ∈ Hk−1 ∩Hk
xi − 1 if i ∈ Hk \Hk−1
xi if i 6∈ Hk,
xω,ki =
{
0 if i ∈ Hk
xi if i 6∈ Hk.
Set xα,0 = xs(H), and define xµ,0 and xω,0 by
xµ,0i =

0 if i = j
xi − 1 if i ∈ H0 \ {j}
xi if i 6∈ H0,
xω,0i =
{
0 if i ∈ H0
xi if i 6∈ Hk.
We claim first that all positions xα,k ≥ y ≥ xω,k are long and are reachable from x by
an Hk-move x → y, for k = 1, . . . , p. This is because m(y) = 0 for all these positions
since they have a zero (namely yi = 0 for all i ∈ Hk−1 ∩ Hk, which is not an empty set
by (5)). The analogous claim holds for positions xµ,0 ≥ y ≥ xω,0 since yj = 0 for all these
positions. We also claim that positions xα,0 ≥ y ≥ xµ,0 are also long whenever x is long (and
they are reachable from x by an H0-move x → y). The last claim is true because we have
m(y) ≤ m(xα,0) = m(x)− 1, and yH(y) ≥ yH(xα,0) ≥ yH(x) by Lemma 4, and thus, the fact
that x is long implies m(y) < m(x) ≤
(
yH(x)
2
)
≤
(
yH(y)
2
)
.
Let us observe next that the sets of height values for these ranges of positions form intervals
by Lemma 3. Namely, we have
{hH(y) | x
α,0 ≥ y ≥ xµ,0} = [hH(x
µ,0), hH(x)− 1] ,
{hH(y) | xµ,0 ≥ y ≥ xω,0} = [hH(xω,0), hH(xµ,0)] , and{
hH(y) | xα,k ≥ y ≥ xω,k
}
=
[
hH(x
ω,k), hH(x
α,k)
]
for k = 1, . . . , p.
We claim that these intervals cover all values in the interval [m(x), hH(x)− 1], as stated in
the lemma. To see this claim, we show the following inequalities:
hH(x
α,k) ≥ hH(xω,k−1)− 1 for 1 ≤ k ≤ p, and
hH(x
ω,p) ≤ m(x).
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The first group of inequalities follow by Corollary 1. This is because for i 6∈ Hk \ Hk−1
we have xα,ki ≥ x
ω,k−1
i and for the unique index i ∈ Hk \ Hk−1 we have x
α,k
i = xi − 1 and
xω,k−1i = xi.
For the second inequality observe that by our choice the set H ′ = Hp intersects every
hyperedge that does not contain j ∈ V . Thus, the only possible moves from xω,p are H-
moves for hyperedges H ∈ H that contain element j. Since xj = m(x), the total number of
such moves is limited by m(x), as stated.
Let us next consider a long position x ∈ ZV+ such that m(x) = 0. Consider W = {i ∈ V |
xi > 0} and the induced subhypergraph HW . By the definition of the height, there exists
a hyperedge H ∈ HW and an H-move x → x′ such that hH(x′) = hH(x) − 1. By property
(A1) there exists a hyperedge H ′ ∈ HW that intersects all other edges of HW . By property
(D1) we have again a chain H0, H1, . . . , Hp such that H0 = H , Hp = H
′ and |Hk+1 \Hk| ≤ 1
for all k = 0, 1, . . . , p− 1. Similarly to the above construction, we have a series of Hk-moves
k = 0, . . . , p such that the range of hH values includes all integers 0 ≤ z < hH(x). 
Lemma 20. If a hypergraph H ⊆ 2V satisfies properties (A1) and (D1), then it also satisfies
property (C2), that is, for every position x ∈ ZV+ and integer 1 ≤ η < yH(x) there exists a
move x→ x′ such that m(x′) = m(x) and yH(x′) = η.
Proof. Let us fix a position x ∈ ZV+ and define W = {i ∈ V | xi > m(x)}. Since yH(x) + 1 =
hH(x − m(x)e) is the height, there exists a hyperedge H ∈ HW such that yH(xs(H)) =
yH(x)−1. By property (A1) there exists a hyperedge H ′ ∈ HW that intersects all hyperedges
of HW . Then by property (D1) there exists a chain H0, . . . , Hp in HW such that H0 = H
and Hp = H
′.
Then let xα,0 = xs(H0), and define xω,0 by
xω,0i =
{
m(x) for i ∈ H0
xi otherwise,
and positions xα,k and xω,k for k = 1, . . . , p by
xα,ki =

m(x) if i ∈ Hk−1 ∩Hk
xi − 1 if i ∈ Hk \Hk−1
xi if i 6∈ Hk,
and xω,ki =
{
m(x) if i ∈ Hk
xi if i 6∈ Hk.
Let us observe next that the sets of yH(x
′) values for the ranges xα,k ≥ x′ ≥ xω,k, k =
0, 1, . . . , p form intervals by Lemma 3. Namely, we have{
yH(x
′) | xα,k ≥ x′ ≥ xω,k
}
=
[
yH(x
ω,k), yH(x
α,k)
]
for k = 0, 1, . . . , p.
We claim that these intervals cover all values in the interval [1, yH(x)−1]. To see this claim,
we show the following relations:
yH(x
ω,p) = 1,
yH(x
α,k) ≥ yH(xω,k−1)− 1 for 1 ≤ k ≤ p, and
yH(x
α,0) = yH(x)− 1.
The second group of inequalities follow by Corollary 1, since these yH-values are essentially
the height values by definition (1b). Indeed, for i 6∈ Hk \Hk−1 we have x
α,k
i ≥ x
ω,k−1
i and for
the unique index i ∈ Hk \Hk−1 we have x
α,k
i = xi − 1 and x
ω,k−1
i = xi, and thus Corollary 1
is applicable.
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The first equality is true, since Hp = H
′ intersects all hyperedges of HW , and thus, we
have hH(x
ω,p −m(x)e) = 0. The last equality yH(xα,0) = yH(xs(H)) = yH(x) − 1 follows by
our choice of the set H . 
Lemma 21. If a hypergraph H ⊆ 2V satisfies properties (A1) and (D1), then it also satisfies
property (C3), that is, for every position x ∈ ZV+ and integers 0 ≤ µ < m(x) and m(x)−µ ≤
η ≤ yH(x) there exists a move x→ x′ such that m(x′) = µ and yH(x′) = η.
Proof. Let us fix a position x ∈ ZV+ and assume that xj = m(x). Let us further fix an integer
0 ≤ µ < m(x).
Let us first choose an arbitrary hyperedge H ∈ H such that j ∈ H . By property (A1) there
exists another hyperedge H ′ ∈ H that intersects all hyperedges of H that do not contain
element j ∈ V . Then by property (D1) there exists a chain H0, . . . , Hp such that H0 = H
and Hp = H
′.
Let us then define xα,0 and xω,0 by
xα,0i =

µ if i = j
xi − 1 if i ∈ H0 \ {j}
xi otherwise,
and xω,0i =
{
µ for i ∈ H0
xi otherwise,
and define positions xα,k and xω,k for k = 1, . . . , p by
xα,ki =

µ if i ∈ Hk−1 ∩Hk
xi − 1 if i ∈ Hk \Hk−1
xi if i 6∈ Hk,
and xω,ki =
{
µ if i ∈ Hk
xi if i 6∈ Hk.
Let us observe next that the sets of yH(x
′) values for the ranges xα,k ≥ x′ ≥ xω,k, k =
0, 1, . . . , p form intervals by Lemma 3. Namely, we have{
yH(x
′) | xα,k ≥ x′ ≥ xω,k
}
=
[
yH(x
ω,k), yH(x
α,k)
]
for k = 0, 1, . . . , p.
We claim that these intervals cover all values in the interval [1, yH(x)− 1], as stated in the
lemma. To see this claim, we prove the following relations.
yH(x
ω,p) = 1,
yH(x
α,k) ≥ yH(xω,k−1)− 1 for 1 ≤ k ≤ p, and
yH(x
α,0) ≥ yH(x).
The second group of inequalities follow by Corollary 1, since these yH-values are essentially
the height by the definition (1b). This is because for i 6∈ Hk \ Hk−1 we have x
α,k
i ≥ x
ω,k−1
i
and for the unique index i ∈ Hk \Hk−1 we have x
α,k
i = xi − 1 and x
ω,k−1
i = xi.
The first equality holds since Hp = H
′ intersects all hyperedges that avoids element j ∈ V ,
and thus we have hH(x
ω,p−µe) = 0. The last inequality holds since xα,0−µe ≥ x−m(x)e. 
Proof of Theorem 2: Clearly, property (A1) is stronger than property (A0). Lemmas 19,
20 and 21 imply that properties (B1), (C2), and (C3) hold. Thus, the statement follows by
Corollary 2. 
5. Classes of JM Hypergraphs
In this section we apply Theorem 2 to a variety of hypergraph classes and show that they
are JM. A small difficulty in this is due to the fact that condition (D2) depends not only
on the hypergraph but also on the position. To make our proofs conceptually simpler, we
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introduce another condition that depends only on the structure of the given hypergraph, and
prove that this condition implies (D2):
(D3) For every subfamily F ⊆ H ⊆ 2V such that V (F) 6= V there exist hyperedges F ∈ F
and S ∈ H such that ∅ 6= (S \ F ) ⊆ V \ V (F).
Lemma 22. If a hypergraph H ⊆ 2V satisfies property (D3), then it satisfies (D2) as well.
Proof. Let us fix a position x ∈ Z+ for which m(x) > 0 holds. An equivalent way of saying
property (D2) is that there exists a hyperedge H ∈ H such that x→ xs(H) is a height move
and that for some i ∈ H we have xi = m(x).
To prove the lemma let us assume indirectly that this is not the case. In other words, let
us introduce
F = {H ∈ H | hH(x
s(H)) = hH(x)− 1},
and assume indirectly that xi > m(x) for all i ∈ V (F), implying in particular that V (F) 6= V .
By property (D3) we have hyperedges F ∈ F and S ∈ H such that S \ F 6= ∅ and
S\F ⊆ V \V (F). Let us now consider a mapping µ : H → Z+ that defines a height sequence
for position x, that is, we have
∑
H∈H µ(H) = hH(x) and x
′ =
∑
H∈H µ(H)χ(H) ≤ x. In
other words, µ(H) is the number of H-moves in this height sequence. Since F ∈ F , we can
choose µ such that µ(F ) > 0. Note that by our assumption, we have for any i ∈ V \ V (F)
that x′i = 0 < m(x) ≤ xi. Thus, if we define
µ′(H) =

µ(F )− 1 if H = F
1 if H = S
µ(H) otherwise,
then µ′ also defines a height sequence, with µ′(S) > 0 in contradiction with the fact that
S 6⊆ V (F). This contradiction proves that our indirect assumption is not true, that is, there
exists an i ∈ V (F) with xi = m(x), from which the claim of the lemma follows. 
In the sequel we need to argue only about the structure of our constructions, and show
that properties (A1), (D1) and (D3) hold.
5.1. Matroid hypergraphs. In this section, we study JM matroid hypergraphs.
Let us call H ⊆ 2V a matroid hypergraph if the following exchange property holds for all
pairs of hyperedges H,H ′ ∈ H:
(M) ∀i ∈ H \H ′ ∃j ∈ H ′ \H : (H \ {i}) ∪ {j} ∈ H.
In other words, H is a matroid hypergraph if it is the set of bases of a matroid (see [21, 22]).
Lemma 23. Matroid hypergraphs satisfy (D1) and (D3).
Proof. For property (D1), let us fix two arbitrary hyperedges H,H ′ ∈ H, and let us consider
a chain C = (H0, . . . , Hp) of hyperedges contained in H ∪H ′ such that H0 = H and d(C) =
|H ′ \Hp| is as small as possible. Since there are only finitely many different chains in H, the
quantity d(C) is well defined. We claim that d(C) = 0, which implies property (D1), since
this applies to any two hyperedges. To see this claim, assume that d(C) > 0, and apply the
exchange axiom for sets Hp and H
′. Since d(C) > 0 we have an element i ∈ Hp \H ′, and by
axiom (M) there exists an element j ∈ H ′ \Hp such that Hp+1 = (Hp \{i})∪{j} ∈ H. Then
for C′ = (H0, . . . , Hp, Hp+1) it follows that d(C′) = d(C)− 1, contradicting the fact that d(C)
is as small as possible. This contradiction proves our claim.
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For property (D3), let us consider an arbitrary subfamily F ⊆ H such that V (F) 6= V ,
and choose two distinct sets S ∈ H and F ∈ F such that S 6⊆ V (F) and |(S \ F ) ∩ V (F)|
is as small as possible. We claim that |(S \ F ) ∩ V (F)| = 0, and hence these sets S and F
show property (D3).
To see this claim, assume that there exists an element i ∈ (S \ F ) ∩ V (F). By the
exchange axiom there exists a j ∈ F \ S such that S ′ = (S \ {i}) ∪ {j} ∈ H. Then we have
S ′ \ V (F) = S \ V (F) 6= ∅ and (S ′ \ V (F)) ∩ V (F) = ((S \ V (F)) ∩ V (F)) \ {i}. Since this
contradicts the minimality of |(S \ F ) ∩ V (F)| our claim follows. 
Theorem 3. Let H be a matroid hypergraph. Then H is a JM hypergraph if and only if it
is minimal transversal-free.
Proof. It follows from Theorem 2 and Lemmas 12 and 23. 
Corollary 3. Self-dual matroid hypergraphs are JM.
Proof. We apply Theorem 3, and show that self-dual matroid hypergraphs are minimal
transversal-free.
Let H be a self-dual matroid. Since for every hyperedge in H, its complement is also a
hyperedge, no H ∈ H is a transversal ofH. Furthermore, by self-duality ofH, any hyperedge
H ∈ H has size k = n/2. In any proper induced subhypergraph on at most 2k − 1 elements
any two hyperedges of size k must intersect. Therefore H is minimal transversal-free. 
Recall that any matroid hypergraph is k-uniform for some k. If k > n/2, then it is not
transversal-free, and hence not JM. If k = n/2, then we can see that a matroid hypergraph
is JM if and only if it is self-dual. For k < n/2, we remark that no matroid hypergraph is
self-dual. However, the following discussion shows that there are a number of JM matroid
hypergraphs.
Let V = {1, . . . , 7}, and define H ⊆ 2V by H =
(
V
3
)
\F , where F denotes Fano plane, i.e.,
F = {{1, 2, 3}, {1, 4, 5}, {2, 4, 6}, {1, 6, 7}, {2, 5, 7}, {3, 4, 7}, {3, 5, 6}}.
Then we can see that H is a matroid hypergraph and minimal transversal-free.
We extend the above example and show that there exists a large family of matroid hyper-
graphs with n = 2k + δ for δ > 0, which are minimal transversal-free and hence JM.
Let δ and k be integers such that 0 < δ ≤ k − 3, and assume that V = {1, . . . , n} where
n = 2k + δ. Let us consider a (k + δ − 1)-uniform hypergraph K ⊆ 2V and associate to it
the hypergraph
(6) H = H(K) =
(
V
k
)
\
{(
K
k
)
| K ∈ K
}
.
We shall also consider the following conditions:
(K1) |K ∩K ′| ≥ δ for all hyperedges K,K ′ ∈ K.
(K2) |K ∩K ′| ≤ k − 2 for all distinct hyperedges K,K ′ ∈ K.
(K3) No singleton is a transversal of K.
Define
Lemma 24. Let K be a (k + δ − 1)-uniform hypergraph that satisfies (K2), S ⊆ V be a set
of size |S| = k − 1, and W ⊆ V \ S. Assume that for any v ∈ W , S ∪ {v} is not contained
in H. Then we have |W | ≤ δ.
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Proof. Since S ∪ {v} is not contained in H for every v ∈ W , there exists Kv in K such that
Kv ⊇ S ∪ {v}. Note that the union of the sets Kv is of size at least k − 1 + |W |, and thus
if |W | ≥ δ + 1, we have two elements v and v′ in W such that Kv 6= Kv′ . However, since
Kv ∩Kv′ ⊇ S, this contradicts (K2). 
Lemma 25. If a (k + δ − 1)-uniform hypergraph K satisfies (K1), (K2), and (K3), then H
is minimal transversal-free.
Proof. We first show that H is transversal-free, i.e., any hyperedge H ∈ H has a hyperedge
H ′ ∈ H such that H ∩H ′ = ∅. Let S ⊆ V \H with |S| = k−1, and W = V \ (H ∪S). Since
|W | > δ, by Lemma 24 we must have at least one v ∈ W such that H ′ = S ∪ {v} belongs to
H.
We next show that for any nonempty set R ⊆ V , the induced subhypergraph HV \R is
either empty or it has a transversal T ∈ HV \R.
If |R| ≥ δ + 1, then any two hyperedges in HV \R intersect. Thus it remains to consider
the case of |R| ≤ δ. Let K ∈ K be a hyperedge that maximizes |R \K|. Then by (K3) we
have R 6⊆ K, and thus |V \ (R ∪K)| ≤ k is implied.
If |V \ (R ∪K)| < k, let S be a set such that V \ (R ∪K) ⊆ S ⊆ V \R and |S| = k − 1,
and let W = K \ (R ∪ S). Since |W | = k + δ + 1− |R| > δ, by Lemma 24 we must have at
least one v ∈ W such that H ′ = S ∪ {v} belongs to H. We claim that H ′ is a transversal of
HV \R. Indeed, V \ (H ′∪R) is a subset of K, and thus no subset of it (of size k) is contained
in H.
On the other hand, if |V \ (R∪K)| = k, then H ′ = V \ (R∪K) is a transversal hyperedge
in HV \R. Indeed, H
′ ∈ HV \R, since otherwise there exists a K
′ ∈ K such that H ′ ⊆ K ′.
This implies |K ∩K ′| < δ, contradicting (K1). Furthermore, HV \R contains no hyperedge
disjoint from H ′, since V \ (R ∪H ′) is a subset of K ∈ K. 
Lemma 26. If a (k + δ − 1)-uniform hypergraph K satisfies (K2), then H is a matroid
hypergraph.
Proof. Consider two distinct hyperedges H,H ′ ∈ H. We assume that (M) does not holds for
H and H ′, and derive a contradiction.
If |H ∩ H ′| = k − 1 then (M) clearly holds, and hence, we have |H ∩ H ′| ≤ k − 2. By
our assumption, there exists an element i ∈ H \ H ′ such that any j ∈ H ′ \ H satisfies
(H \ {i}) ∪ {j} 6∈ H. This means that for any j ∈ H ′ \ H , we have Kj ∈ K such that
Kj ⊇ (H \ {i}) ∪ {j}. We note that H ′ \H contains two elements j, ℓ that satisfy Kj 6= Kℓ,
since otherwise Kj contains H
′, a contradiction on its own. Since for these indices j and ℓ,
we have |Kj ∩Kℓ| ≥ k − 1, we get a contradiction with (K2). 
Theorem 4. If a (k+ δ− 1)-uniform hypergraph K satisfies (K1), (K2), and (K3), then H,
defined by (6), is a JM and matroid hypergraph.
Proof. It follows from Lemmas 25 and 26. 
To complete this section, let us construct a hypergraph K with the desired properties.
Let δ and k be integers such that 0 < δ ≤ k − 3. Define V by V = W ∪ U , where
W = {1, . . . , k+δ−1}, and U = {1′, . . . , (k+1)′}. Note that |V | = (k+δ−1)+(k+1) = 2k+δ.
Let
K = {W, {1, . . . , δ} ∪ {1′, . . . , (k − 1)′}, {δ + 1, . . . , 2δ} ∪ {3′, . . . , (k + 1)′}}.
It is not difficult to see that K ⊆ 2V is a (k + δ − 1)-uniform hypergraph satisfying (K1),
(K2), and (K3).
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5.2. JM Hypergraphs Arising from Graphs. In this section we use the standard ter-
minology of graph theory, see e.g., [14]. We shall consider simple undirected graphs, and
use their set of edges or set of vertices as the base set to define additional families of JM
hypergraphs.
Given a graph G = (U,E) and a subset F ⊆ E of the edges, we denote by dF (u) the degree
of vertex u ∈ U with respect to the subgraph (U, F ). In other words, dF (u) is the number
of edges in F that are incident with vertex u. If dF (u) > 0 then we call u a supporting
vertex of subset F , and we denote by U(F ) ⊆ U the set of supporting vertices of F , that is,
U(F ) = {u ∈ U | dF (u) > 0}.
Given an integer k < |E|, let us define
Fe,c(G, k) = {F ⊆ E | |F | = k, (U(F ), F ) is connected}(7)
Fv,c(G, k) =
{
U(F ) ⊆ U
∣∣∣∣ F ⊆ E, |F | = k,(U(F ), F ) is connected
}
(8)
Fe,t(G, k) = {F ⊆ E | |F | = k, (U(F ), F ) is a tree}(9)
Fv,t(G, k) =
{
U(F ) ⊆ U
∣∣∣∣ F ⊆ E, |F | = k,(U(F ), F ) is a tree
}
.(10)
Lemma 27. If G = (U,E) is a connected graph and 1 ≤ k < |E|, then the hypergraphs
Fe,c(G, k), Fe,t(G, k), Fv,c(G, k), and Fv,t(G, k) satisfy property (D3).
Proof. We are going to prove the statement for Fe,c(G, k). For the others similar proofs
work.
Assume that F ⊆ Fe,c(G, k) is a subfamily such that
⋃
F∈F F 6= E. Let us denote by W
the set of vertices incident to some of the sets in F , and let e be an edge of G incident with
W that does not belong to any of the sets in F . Such an edge e exists by our assumption.
Let us denote by w ∈ W the vertex with which e is incident (note that e maybe incident
with two vertices of W ). Since w ∈ W , there is a set F ∈ F such that w ∈ U(F ). We claim
that there exists f ∈ F such that S = (F \ {f}) ∪ {e} ∈ Fe,c(G, k). Namely, if F ∪ {e}
contains a cycle then any f 6= e of this cycle can be chosen, otherwise F ∪ {e} is a tree, and
therefore it must have a leaf edge f 6= e. Then the pair of sets F and S proves that property
(D3) holds. 
Lemma 28. If G = (U,E) is a connected graph and k < |E|, then the hypergraphs Fe,c(G, k),
Fe,t(G, k) for k ≥ 2 and Fv,c(G, k), Fv,t(G, k) for k ≥ 1 satisfy property (D1) if they are
minimal transversal free.
Proof. We are going to prove the statement for Fe,c(G, k). For the others similar proofs work.
Let us consider arbitrary hyperedges A,B ∈ Fe,c(G, k). Let us notice first that since G is
connected and Fe,c(G, k) is minimal transversal free, A ∪ B induces a connected subgraph
G[A ∪ B] of G. Consequently, U(A) ∩ U(B) 6= ∅. Let us denote by d(A,B) the size of
a maximum connected component in A ∩ B. We claim that if A 6= B then there exists a
D ∈ Fe,c(G, k) such that A ∩D 6= ∅, |D \ A| = 1, D ⊆ A ∪ B, and d(A,B) < d(D,B). By
repeatedly applying this claim, we can construct a chain from A to B.
Choose a maximum connected component K ⊆ A ∩ B. Choose e ∈ B \ A incident with
K and A. Such an edge exists since B is connected, B 6= A, and U(A) ∩ U(B) 6= ∅. Then
there exists f ∈ A\K such that D = (A∪{e} \ {f} is connected. To see this contract edges
K ∪ {e}. If A \K contains a cycle after this contraction, then any edge of this cycle can be
chosen. Otherwise we choose a leaf edge f ∈ A \K.
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Thus, the set D satisfies the claim. 
Theorem 5. Let G = (U,E) be a connected graph. If Fe,∗(G, k) for k ≥ 2 is minimal
transversal-free, where ∗ ∈ {c, t}, then it is JM. Similarly, if Fv,∗(G, k) for k ≥ 1 is minimal
transversal-free, where ∗ ∈ {c, t}, then it is JM.
Proof. Property (A1) follows by our assumption, while properties (D1) and (D3) follow by
Lemmas 28 and 27. Thus, the statement is implied by Theorem 2. 
There are several infinite families of graphs for which we can apply Theorem 5. We use
standard graph theoretical notation, see e.g., [14]. We denote by Cn the simple cycle on n
vertices, Ka,b the complete bipartite graph with a and b vertices in the two classes, etc.
Circulant hypergraphs:: For any given value of k ≥ 2, it is easy to see that the
graphs C2k and C2k+1 yield JM hypergraphs with all four definitions. In fact, they
are isomorphic families for both C2k and C2k+1.
Additional self-dual matroids:: Graphs K2,k are also good example for k ≥ 2 with
both definitions (7) and (9). Interestingly, both hypergraphs are self-dual matroids,
and they are not isomorphic with one another for k ≥ 4.
Trees:: For any k ≥ 2 the following subfamily of trees on k2 + k edges provide good
examples with both definitions involving edge subsets. Let Ti, i = 1, . . . , k+ 1 be an
arbitrary trees of k edges each on distinct sets of vertices, and let vi be a leaf vertex
of Ti for all i = 1, . . . , k + 1. Then we can get a tree T by identifying these leaf
vertices. T has k2 + k edges, and the family Fe,c(T, k) is minimal transversal-free.
(Note that definitions (7) and (9) yield isomorphic hypergraphs in this case.)
Star of cliques:: Another example is a graph G formed by k+1 cliques on k vertices
each, joined by one-one edges to a common root vertex. In this case only definition (9)
yields a hypergraph that is, Fe,t(G, k) minimal transversal-free and has (k+1)(
(
k
2
)
+1)
vertices.
Petersen:: Finally, a singular example is provided by the Petersen graph P for which
the family Fe,c(P, 7) is minimal transversal-free.
In Section 6, we show that the number of JM hypergraphs defined by (7), (8), (9), and
(10) is bounded by a function of k.
5.3. JM Graphs. In this section we provide a complete characterization of JM graphs, i.e.,
2-uniform JM hypergraphs. Note that
(11) E = Fv,c(G, 1) = Fv,t(G, 1)
holds for any graph G = (V,E), which implies the following result.
Theorem 6. A graph G is JM if and only if it is connected and minimal transversal-free.
Proof. The necessity follows from Lemmas 11 and 12, and the sufficiency follows from The-
orem 5 and (11). 
In the sequel we characterize all connected minimal transversal-free graphs.
Lemma 29. If a graph G = (V,E) is connected and minimal transversal-free, then it is the
line graph of a simple graph.
Proof. Let us indirectly assume that G is not a line graph. Then G must contain one of the 9
forbidden induced subgraphs shown in [2], see Figure 1. We claim that none of these 9 graphs
can be an induced subgraph of G, since we assumed that G is minimal transversal-free. For
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Figure 1. The nine forbidden induced subgraphs characterizing line graphs,
see [2].
this, note that in each of the graphs Gi, i = 2, . . . , 9 contains as a proper induced subgraph
at least one of C4, C5, K4, or 2K2. In all cases we do not have an edge that would intersect
all others.
We claim that the claw G1 cannot be an induced subgraph of G. Since G1 is not
transversal-free, we assume that G1 is a proper induced subgraph of G, and derive a contra-
diction. Remove from G a leaf of the claw, say v2. Then G \ v2 has an intersecting edge e,
i.e., an edge e in G \ v2 intersects all edges in G \ v2. We note that e is incident with the
center of the claw v1.
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Suppose that e is an edge of the claw, say e = (v1, v3). Then v4 is a vertex of degree 1
in G. Let us denote by e′ the intersecting edge in G \ v4. The edge e′ must be incident
with the center v1, and hence, e
′ is an intersecting edge of G, which contradicts that G is
transversal-free.
Suppose now that e is not contained in the claw, say e = (v1, v5) where v5 is not in G1. If
v3 or v4 is of degree 1 then by the same argument G has an intersecting edge. Otherwise G
contains edge e1 = (v3, v5). Since G is transversal-free, there must exist an edge e2 disjoint
from e through v2, say e2 = (v2, v6). Consider again G \ v4. By our assumption it has an
intersecting edge e3. As we know, e3 is incident with v1. However, no such edge can intersect
both e1 and e2. This contradicts that e3 is an intersecting edge in G \ v4. 
Figure 2. The six JM graphs
The following statement is straightforward from the definition.
Lemma 30. For every simple graph G we have that Fe,c(G, 2) is the edge set of the line
graph of G. 
Lemma 31. If G = (V,E) is a JM graph then we have 4 ≤ |V | ≤ 6.
Proof. It follows from Theorem 6 that G has at least two disjoint edges. Hence, we have
|V | ≥ 4. By Theorem 6 and Lemmas 29 and 30, there exists a graph G∗ = (V ∗, E∗) such that
E = Fe,c(G∗, 2). By Theorem 6 and Lemma 33 we have |E∗| ≤ 22+2 = 6, where Lemma 33
can be found in the next section. Since G is the line graph of G∗, we have E∗ = V , implying
|V | ≤ 6. 
Theorem 7. Among all graphs, only six graphs in Figure 2 are JM.
Proof. It is easy to see that all six graphs are connected and minimal transversal-free. Since
graphs correspond to Fv,c(G, 1), by Theorem 5 they are JM graphs.
To show that no other JM graph exists, it is sufficient to check all graphs G = (V,E)
with 4 ≤ |V | ≤ 6 by Lemma 31; see e.g., [14] for a complete list of graphs with up to 6
vertices.  
Before concluding this section, we remark that Lemma 31 provides a tighter bound than
the one in (iii) of Lemma 33, when k = 1.
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6. Size of k-Uniform JM Hypergraphs
In this section we study the bound for the size of k-uniform JM hypergraphs. We first
provide upper bound for the size of k-uniform minimal transversal-free hypergraphs, implying
upper bound for the size of k-uniform JM hypergraphs.
Lemma 32 ([4]). Assume that H ⊆ 2V is a k-uniform minimal transversal-free hypergraph.
Then, we have
|V | ≤ k
(
2k
k
)
.
Proof. Since H is a minimal transversal-free, for every i ∈ V we have a hyperedge Hi ∈ H
such that Hi ∩ H ′ 6= ∅ for all H ′ ∈ H with i 6∈ H ′. Let us denote by H′ = {Hi | i ∈ V }
the family of these hyperedges. By the transversal-freeness we also have for every hyperedge
H ∈ H′ a disjoint hyperedge B(H) ∈ H, H ∩ B(H) = ∅. Let us now choose a minimal
subhypergraph B ⊆ H such that
(12) ∀H ∈ H′ ∃B ∈ B : H ∩B = ∅.
Let us note first that such a B must form a cover of V , i.e., V =
⋃
B∈B B. This is because
for all Hi ∈ H′ we have a B ∈ B such that Hi ∩ B = ∅, and consequently, i ∈ B. Let us
observe next that for all B ∈ B we have at least one A(B) ∈ H′ such that A(B)∩B = ∅ and
A(B)∩B′ 6= ∅ for all B′ ∈ B\{B}. This is because we choose B to be a minimal family with
respect to (12). Let us now define A = {A(B) ∈ H′ | B ∈ B}. The pair A, B of hypergraphs
now satisfies the conditions of a classical theorem of Bolloba´s [5], which then implies that
|A| = |B| ≤
(
2k
k
)
.
Since B is a k-uniform hypergraph that covers V , our claim follows. 
This clearly implies that |H| ≤ 2k(
2k
k ).
An example, provided by D. Pa´lvo¨lgyi [17], almost matches the upper bound above on the
size of V , and we recall it here for completeness.
Let V = U ∪W , where |U | = 2k − 2, |W | = 1
2
(
2k−2
k−1
)
, and U ∩W = ∅.
Consider all (k − 1) subsets of U , labeled as Ai and Bi such that Ai ∩ Bi = ∅ for i =
0, . . . , r − 1, where r = 1
2
(
2k−2
k−1
)
. Assume further that W = {w0, w1, . . . , wr−1}, and define
H = {Bi ∪ {wi}, Ai+1 ∪ {wi} | i = 0, . . . , r − 1},
where indices are taken modulo r. The hypergraph H is k-uniform.
Easy to see that it is a minimal transversal-free hypergraph. Namely, if we delete some
points from U then all remaining hyperedges are intersecting already in U . If we delete some
points from W but not U then consider an index i such that we deleted wi and not wi+1.
Then Bi+1 ∪ {wi+1} intersects all remaining hyperedges.
We next consider the size of JM hypergraphs discussed in Section 4. As mentioned in the
introduction, self-dual matroid hypergraphs H are k-uniform for k = n/2, and satisfy
2k ≤ |H| ≤
(
2k
k
)
.
Since we characterize JM graphs in Section 5.3, in the rest of this section, we provide an
upper bound for the size of JM hypergraphs definied by (7), (8), (9), and (10). For this,
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we prove that the size of a graph, for which definitions (7), (8), (9), and (10) yield minimal
transversal-free hypergraphs, is bounded by a function of k.
Lemma 33. Let G = (U,E) be a connected graph.
(i) If Fe,c(G, k) is minimal transversal-free, then |E| ≤ k2 + k.
(ii) If G is simple and Fe,t(G, k) is minimal transversal-free, then |E| ≤
k3
2
+ k
2
+ 1.
(iii) If Fv,c(G, k) or Fv,t(G, k) is minimal transversal-free, then |U | ≤ 2k3 + 4k2 + k + 2.
Proof. We prove first (i). Let us choose an edge e, such that the deletion of e does not
disconnect the graph G. Such an edge always exists, since we can pick an edge on a cycle
or a leaf edge. Then, by the minimal transversal-freeness, after the deletion of e we must
have a connected subgraph T of k edges such that no disjoint connected subgraph of k edges
exists. This means that if we delete in addition the edges of T , then the graph decomposes
into connected subgraphs, each having at most k−1 edges. Since these connected subgraphs
intersect the vertex set of T in disjoint sets, and since T has at most k+1 vertices, we cannot
have more than (k − 1)(k + 1) + k + 1 = k2 + k edges in G.
For (ii) let us repeat the same argument and note that in each connected component now
we cannot have a tree of k edges. This means that each connected component has at most
k vertices, that is, at most
(
k
2
)
edges, since G is assumed to be simple. Thus, in total we get
that
|E| ≤ 1 + k + (k + 1)
(
k
2
)
=
k3
2
+
k
2
+ 1.
For (iii) we provide a proof for Fv,c(G, k). The same proof works for Fv,t(G, k), as well.
Let v be a vertex in G such that G− v is connected. If G− v contain no connected k-edge
subgraph, then we have |U | ≤ k+1. Otherwise, since Fv,c(G, k) is minimal transversal-free,
there exists a hyperedge Fv ∈ Fv,c(G, k) that intersects all F ∈ Fv,c(G, k) with v 6∈ F . Let
Ci (i = 1, . . . , p) be connected components of G − ({v} ∪ Fv). Then we have |V (Ci)| ≤ k,
since Ci contains at most k− 1 edges by the definition of Fv and the hypergraph Fv,c(G, k).
Furthermore, we have NG(Ci) ⊆ {v}∪Hv for all i, where NG(Ci) denotes the set of neighbors
of Ci in G.
For any component Ci, let w be a vertex in Ci. We first claim that a hyperedge Fw satisfies
(13) NG(Ci) 6⊆ Fw,
where we recall that Fw is a hyperedge in Fv,c(G, k) that intersects all F ∈ Fv,c(G, k) with
w 6∈ F . Since Fv,c(G, k) is minimal transversal-free, Fv,c(G, k) contains a hyperedge that is
disjoint from Fw and contains w. This implies the claim.
Let u be a vertex in NG(Ci) \ Fw, Then it holds that
(14) |NG(u) ∩ (
⋃
j
Cj)| ≤ 2k,
since otherwise, |NG(u) \ ({w} ∪ Fw)| ≥ k, implying that Fv,c(G, k) contains a hyperedge F
disjoint from {w} ∪ Fw, a contradiction.
By (13) and (14), the number of connected components Ci is bounded by 2k|{v} ∪ Fv| =
4k2 + 2k. Thus, the number of vertices of G is bounded by
(4k2 + 2k)k + k + 2 = 4k3 + 2k2 + k + 2.

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The above bounds imply that for any given k we have only finitely many different such JM
hypergraphs, with all four definitions. The examples derived from trees and stars of cliques
show that bounds (i) and (ii) are sharp.
7. Further Examples and Concluding Remarks
Let us first show a small example for which property (A1) holds, but both properties
(D1) and (D2) fail. This example is not JM, showing that not all minimal transversal-free
hypergraphs are JM. Unfortunately, we cannot prove the necessity of properties (D1) or
(D2), though property (D2) may be necessary for a hypergraph to be JM.
Our example is Hcube formed by the facets of the 3-dimensional unit cube. The vertex set
is V = {0, 1}3, and the six hyperedges of Hcube ⊆ 2V are the subsets Hi,α = {σ ∈ V | σi = α}
for i = 1, 2, 3 and α = 0, 1. This is a 4-uniform hypergraph on 8 vertices, and it is clearly
minimal transversal-free. On the other hand it does not satisfy any of three properties
(D1), (D2), (D3). To see that it is not a JM hypergraph, assume that m =
(
3p+1
2
)
and
q = m+ p for some positive integer p, and consider the position x ∈ ZV+ defined as x000 = m,
x100 = x010 = x001 = q, x110 = x101 = x001 = 2q and x111 = 3q. It is easy to see that for
this position we have m(x) = m, y(x) = 3p + 1 and h(x) = 3q, consequently this is a long
position. Furthermore, every height move x → x′ is an Hi,1-move for some i = 1, 2, 3 and
we must have m(x′) = m(x) and y(x′) < y(x). Consequently, x′ is always a short position.
Hence, the necessary property (B1) with z = h(x)− 1 is violated, and thus, Hcube cannot be
JM. We show a smallest such position with p = 1 in Figure 3.
6 7
7
7
14
14
14 21
Figure 3. A long position of Hcube that shows that it is not JM.
Let us remark that by the definitions for any JM hypergraph H ⊆ 2V the height and
the SG functions differ. Furthermore, JM hypergraphs are minimal for this property in the
sense that for any proper induced subhypergaph HS, S ⊂ V the SG function of NIMHS is
the height function of hHS . Let us remark that the cube considered above is also minimal
for this property. We refer the reader to the companion paper [9] for more information on
height functions.
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