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Abstract 
Let G = (V,E) be a graph and k E Z + such that 1 ~< k ~< ]V]. A k-subdominating function 
(kSF) to {-1,0,1} is a function f :V--~ {-1,0,1} such that the closed neighborhood sum 
f(N[v])/> 1 for at least k vertices of G. The weight of a kSF f is f(V) = ~vcvf(V). The 
k-subdomination number to {-1,0, 1} of a graph G, denoted by 7~l°l(G), equals the minimum 
weight of a kSF of G. In this paper we give a sharp lower bound for 7~ l°~ for trees and calculate 
7~ ~°1 for an arbitrary cycle. 
1. Introduction 
Let G = (V,E) be a graph and let v be a vertex in V. The open neighborhood of v 
is defined as the set of  vertices adjacent o v, i.e., N(v) = {uluv E E}. The closed 
neighborhood of v is N[v] = N(v) U {v}. For a set S of vertices, we define the open 
neighborhood N(S) as Uo~sN(v), and the closed neighborhood N[S] as N(S)U S. A 
set S of vertices is a dominating set i fN [S]= V. The domination umber of a graph G, 
denoted by 7(G), is the minimum cardinality of a dominating set in G. 
For any real valued function f :  V---~R and S C_ V, let f (S )=~u~sf (u  ). The weight 
of f is defined as f(V). We will also denote f(N[v]) by f[v], where vE V. 
A minus dominating function is defined in [4] as a function f :  V--~ {-1 ,0 ,  1} 
such that f[v]/> 1 for every v E V. The minus domination umber of a graph G is 
7 - (G)  = min{f (V) l f  is a minus dominating function on G}. 
A signed dominating function is defined in [5] as a function f : V ~ {-1 ,  1 } 
such that f[v] >~ 1 for every v E V. The signed domination umber of a graph G is 
7s(G) = min{f(V) l f  is a signed dominating function on G}. 
A majority dominating function is defined in [2] as a function f : V--~ { -  1, 1 } such 
that f[v] ~> 1 for at least half of the vertices v E V. The majority domination umber 
of a graph G is 3~rnaj(G) = ra in{f  (V) I f  is a majority dominating function on G}. 
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Let G=(V,E)  be a graph and kcZ  + such that 1 ~<k ~< IV[. A k-subdominatin9 
function (kSF) to {-1,1} for G is defined in [3] as a function f :  V---~ {-1,1} such 
that f[v]/> 1 for at least k vertices of G. The k-subdomination number to {-1, 1 } of 
a graph G, denoted by 7~ll(G), is equal to min{f(V) i f  is a kSF to {-1, 1} of G}. 
In the special cases where k= IV[ and k= [Ig[/2], 7~sll(G) is respectively the signed 
domination umber and the majority domination umber. 
A k-subdominatingfunction (kSF) to {-1,0, 1} for G is defined in [1] as a function 
f :  V ~ { -  1,0, 1 } such that f[v] >/1 for at least k vertices of G. The k-subdomination 
number to {-1,0, 1} of a graph G, denoted by 7~1°1(G), is equal to min{f (g ) [ f  is 
a kSF to {-1,0, 1} of G}. In the special case where k = IV[ 7~1°1(G) is the minus 
domination umber. 
Since functions to {-1, 1 } play no further ole in the remainder of this paper, we 
will omit the phrase to {-1, 0, 1 } throughout when dealing with a kSF to {-1,0, 1 } 
and with the k-subdomination number to {-1, 0, 1 }. 
Alon (see [2]) proved that 7maj(G) ~< 2 for a connected graph G. Let k be an integer 
such that 1 ~< k ~< r½IV[]. Since every majority domination function is a kSF, it follows 
that 7~11(G) ~< 7maj(G). Hence, if G is connected, then 7~1°1(G) ~< 2. 
In this paper we give a sharp lower bound for y~101 for trees and calculate 7~ 1°1 
for an arbitrary cycle. 
2. Lower bound for the minus k-subdomination umber of trees 
In this section we prove a sharp lower bound for 7~101 for trees. The following 
notation and results (from [1]) will prove to be useful. 
Let G = (V,E) be a graph. The kSF f is called minimal if no g < f is a kSF. 
Minimal k-subdominating functions are characterized in [1]. Let f be a kSF for the 
graph G. We use three sets for such an f :  
Bf = {vE VIf[v] = 1}, 
Pf ={rE V If(v) >>. 0} 
and 
Cf = {v~ V I f[v] ~ 1}.  
A vertex v C Cf is covered by f ;  otherwise it is uncovered by f .  Note that Bf C_ Cf. 
For A,B C_ V we say that A dominates B (denoted by A ~-B) if for each b E B we have 
N[b] nA # ~. 
Theorem 1 (Broere et al. [1]). A kSF f is m&imal iff for each k-subset K of Cf we 
have Bf M K ~- Pf . 
Theorem 2 (Broere et al. [1]). I f  n >~ 2 is an &teoer and 1 <~ k <~ n- l ,  then ~)~(sl01(en) 
=[k /3q+k-n+ l. 
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We are now ready to state and prove the main result of  this section. 
Theorem 3. I f  T & a tree of  order n >>. 2 and k is an integer such that 1 <~ k <~ n - 1, 
then 
7~s1°1(T) >~ k - n + 2. 
Moreover, this bound is best possible. 
Proof. The proof is by induction on n. I f  n = 2, then T = P2 and k = 1. Then, by 
Theorem 2, 7 -l°l (T )=Ik /3 ]+k-n+l=k-n+2.  Letn>/3  and assume that for 
all trees T' of order m (~< n - 1) that 7Esl°t(T ')  ~> g - m + 1, where f is an integer 
such that 1 ~< f ~< m - 1. Let T be a tree of  order n ~> 3 and let k be an integer such 
that 1 ~< k ~< n - 1. Also, let f be a kSF of T with weight 7~sl°l(T). 
We distinguish three cases: 
Case 1: Suppose 2 ~< k ~< n - 2. 
Case 1.1: There exists an endvertex v E V(T)  such that v ~[ Cf. 
Let T '=  T -  v and let g be the restriction of f to V(T').  If  f (v )E  {-1,0},  then, 
clearly, g is a kSF for T ~. Since 1 ~<k~<(n-  1 ) -  1, we have, by the induction 
hypothesis, that 7~ l°l (T ~) ~> k - (n - 1 ) + 2 = k - n + 3. Hence 7~sl°l(T) = f (V(T ) )  = 
-101 t g(V(T ' ) )+f (v )>~7~ (T )+f (v )>>.k -n+3-1=k-n+2.  If, ontheotherhand,  
f (v )  = 1, then, since v ~ Cf, we must have that f (w)  = -1 ,  where w is the vertex 
adjacent o v. Since f (v )= 1, Theorem 1 implies that f [w]  = 1, whence g[w] = 0. It 
follows, therefore, that g is a (k -  1)SF of T'. Since 1 ~< k -  1 ~< (n -  1 ) -  1, we have, 
by the induction hypothesis, that 7-1°1(T ')  ks ~>k- l - (n - l )+2=k-n+2.  Hence 
7~s1°I(T)= f (V(T ) )=9(V(Tt ) )+ f (v )  >~ 7ksl°l(T')+ f(v) >1 k-n+2÷l  ~> k-n+2.  
Case 1.2: All endvertices of T are covered by f .  Note that, if v is an endvertex, 
then f (v )E{0 ,1} .  If there is an endvertex v such that f (v )  =0,  let T '=  T -  v and 
let 9 be the restriction of f to V(T~). Note that 9 is a (k - 1)SF of T' and again 
--101 7ks (T) >1 k -n+2.  We therefore assume that every endvertex is assigned the value 1 
under f .  Let v be an arbitrary endvertex and let w be the vertex adjacent o v. Clearly, 
f (w)  E {0, 1}. 
If f (w)= 0, then we define a function h: V (T )~ {-1 ,0 ,  1} as follows: h(w)= 1, 
h(v)=0 and h(x)=f (x )  for all x E V(T ) -{v ,w}.  Note that h is a kSF of T of weight 
equal to that of f .  As before, -101 7~ (T) >~ k - n + 2. 
We therefore assume that all endvertices and vertices adjacent o endvertices are 
assigned the value 1 under f .  Root T at r and choose an endvertex v such that d(r, v) 
is a maximum. Let w be the parent of v and let u be the parent of w. Since f (v )  >~ 1 
and f ly ]  = 2, Theorem 1 implies that f [w]  = 1. Note that if t C N[w] - {u, v, w}, then t 
must be a child of w. I f  degr(t ) ~> 2, then there must be an endvertex  of T such that 
d(r,x) > d(r, v), which contradicts our choice of  v. Hence, t must be an endvertex of T, 
so that f [w]  >~ f (w)+f ( t )+f (v )+f (u )  ~> 1 + 1 + 1 - 1 =2,  which is a contradiction. 
Therefore, N[w] = {u,v,w}, so that f (u )  = f [w]  - f (v )  - f (w)  = 1 - 1 - 1 = -1 .  
Define a function h : V(T)  --~ {-1 ,0 ,  1} as follows: h(u) = h(v) = 0 and h(x) = f (x )  
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for all x E V(T) - {u, v}. Note that h is a kSF of T of  weight equal to that of f .  As 
before, 7~l°l(T)/> k - n + 2. 
Case 2: Suppose k = 1. Since T has at least two endvertices, there must be an 
endvertex v such that v ~ Cf. Let T '=  T -  v and let 9 be the restriction of  f to V(T'). 
If  f (v) E {-- 1,0}, then 9 is a kSF of T'. Also, the induction hypothesis implies that 
7~l°l(T t) /> 1 - (n - 1) + 2 = 4 - n. Hence, 7~l°l(T) = 9(V(T')) + f(v) >f (4 - n) - 
1 = 1 - n + 2. We now assume that f (v) = 1. Let w be the vertex adjacent o v. Since 
v ~ CU, it follows that f (w)=-1 .  Define a function h:V(T)~ {-1 ,0 ,  1} as follows: 
h(w)=h(v)=O and h(x)=f(x)  for all xE  V(T) -  {v,w}. Note that h is a kSF of T 
of  weight equal to that of  f .  As before, 7~sl°l(T) >~ k - n + 2. 
Case 3: Suppose 2 ~< k = n - 1. Since T has at least two endvertices and all but 
possibly one vertex are covered, there is an endvertex which is covered - -  let v be 
any such endvertex. Let w be the vertex adjacent o v. Note that f (v)E {0, 1}, while 
f (w) E {0, 1}. Also, the case f (v )= f (w)= 0 is impossible. 
If f (v )=0 and f (w)= 1, then g, the restriction of  f to the vertex set of  T '=  T -v ,  
is a (k -  1)SF for T'. Also, by the induction hypothesis, we have that 7~l°l(T ')  ~> (k -  
1 ) - (n -  1 )+2=k-n+2.  Hence, 7~l°1(T)=9(V(T~))+f(v) >1 7~101 t> k-n+2.  
If  f (v )= 1 and f (w)= 0, then the function h:V(T)~ {-1 ,0 ,  1 } defined by h(v)= O, 
h(w)= 1 and h(x)=f(x)  for all xE  V(T) -  {v,w} is a kSF of T of weight equal to 
that of f .  As before, 7~l°l(T) >~ k - n + 2. 
Hence, if v is an endvertex such that v E CU and w E N(v), then f (v) = f (w)  = 1. 
Root the tree at r and let v be a covered endvertex such that d(v,r) is a maximum. 
Let w E N(v). By Theorem 1, it follows that f[w] =- 1. 
Suppose w has children v' and v", both distinct from v, such that f (v')E {-1 ,0}  and 
f(v") E {-1,0}.  If both v' and v" are endvertices of T, then f (v ' )= f (v" )=-1  (for 
if f (v ' )=0 or f (v" )=0,  then v' E CU or v" E CU, which is contrary to our assumption). 
Then v t ~ Cf and v" ft CU, which contradicts the fact that I Cfl ~> n-  1. Suppose, without 
loss of generality, that deg(v')/> 2. Let w' be an endvertex of the maximal tree rooted 
at v'. Note that, by our choice of v, w' ~ Cf and deg(v") = 1. Also, since v" E Cf, we 
must have that f (v" )= 0, contrary to our assumption. Hence, if f (v')E {-1 ,0},  we 
must have that f(v") = 1. 
Let Vl . . . . .  va, d >~ 3, denote the children of  w distinct from v and let u be the parent 
of  w. Since f[w] = 1, not all the vertices Vl . . . . .  va are assigned the value 1 under f .  
Hence, some vertex Vl, say, is assigned either -1  or 0. Then f(v2) . . . . .  f(va) = 1, 
so that f(u) + f (v l )  = f[w] - (f(v) + f (w) + f (v2)  +- - .  + f(va)) = 1 - (2 + (d -  
1)) =-d  ~< -2 ,  which implies that f (u )= f (v l )= -1 .  Note that d = 2. Define the 
function h : V(T) ~ { -  1,0, 1 } by h(v) = h(u) = 0 and h(x) = f(x)  for all x E V(T) - 
{u,v}. Then h is a kSF of T of weight equal to that of  f .  As before, 7~l°l(T) 
>Jk-n+2.  
Now suppose v and Vl are the only children of  w. If f (vl)  = 1, then f[w] = 3 + 
f(u)/> 2, which is a contradiction. Since d(v, r) is maximum, Vl must be an endvertex 
of  T. Thus, if f(vl)  = 0, then Vl E Cf, which contradicts our earlier assumption (any 
endvertex that belongs to CT is assigned the value 1 under f ) .  Hence f(vl )=  -1  and 
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f (u )=0.  Define the function h: V(T) - -~{-1,0,  1) by h(v)=h(Vl)~-O and h(x)=f (x )  
for all xEV(T) -{v ,  vx}. Then h is a kSF of T of weight equal to that of f .  As 
before, 7~l°l(T) /> k - n + 2. 
I f  v is the only child of w, then f (u )  = - 1. Define the function h : V(T)  ~ { -  1, O, 1 } 
by h(v) = h(u) = 0 and h(x) = f (x )  for all x E V(T)  - {u, v}. Then h is a kSF of T 
of weight equal to that of f .  As before, 7~1°1(T) >~ k - n + 2. 
This completes the proof of our lower bound. 
We now show that this bound is best possible. Let n ~> 2 be an integer, let T=K~,,_I, 
let v be the central vertex of T and let U C_ V(T)  - {v} such that [U I = k. Define 
f :  V(T)~{-1 ,0 ,1}  by f (v )= 1, f (u )  = 0 for all u6U and f (u )=- I  otherwise. 
Note that SC_Cf, so that f is a kSF for T of weight 1 - (n -k -  1 )=k-n+2.  
Hence 7~sl°l(T) ~< f (V (T ) )  = k - n + 2. Our lower bound implies that 7~l°l(T) = k 
-n+2.  [] 
This result supplements the following result of [4]. 
Theorem 4. f f  T & a tree, then y- (T ) /> 1. Furthermore, equality holds i f  and only 
i f  T is a star. 
Let J -  be the set of all trees T such that 7~ 101 (T) = 7, where 7 = min {y~l°l (T) I T 
is a tree of order n}. Then Pn E J -  if and only if k E { 1,2, 3}. Cockayne and Mynhardt 
(see [3]) proved that P, E Y for all k, when we consider the parameter y~ll. 
3. The value of ~Zsl01(Cn) 
In this section we calculate 7~l°l(Cn). We begin by noting 
rk/31 +k+ 1 i fk  - 2 (rood3). 
Theorem 5. I f  n >~ 3 & an &teger and 1 <~ k <~ n - 1, then 
[ (n -  2)/31 i fk  = n -  1 and (k - 0 or k-=- 1 (mod3)),  
7~101(C") = 2[(2k +4) /3 j  - n otherwise. 
Proof. We first prove the upper bounds for 7~1°1(C,). Let P,: vl, v2 . . . . .  v, be the path 
on n vertices and let Cn be the cycle obtained from Pn by joining the vertices Vl and 
1; n . 
Case 1: k - 0 (mod 3). I f  k -- n - 1, then f : V ---+ { -  1,0, 1 } defined by ( f (v l )  . . . . .  
f (Vn))  -- (0, 1,0, 0, 1,0 . . . . .  0, 1, O, 0) is a kSF for Pn of weight Vk/3] + k - n + 1 which 
is also a kSF for Cn. Hence y~sl°l(C,) ~< Ik/3] +k-n+ 1. I f k  ~< n-2 ,  then f :V - -~ 
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{-1 ,0 ,  1} defined by ( f (v l )  ..... f (v , ) )  = (0, 1,0,0, 1,0 . . . . .  0, 1,0, 0 , -1  . . . . .  -1 )  is a 
Y 
k 
kSF for Pn of weight Fk/31 +k-n+ 1. Define 9 :V~{-1 ,0 ,1}  by g(v i )=f (v i )  for 
i - -  1 . . . . .  n - 1 and g(vn) = 0. Then 9 is a kSF for Cn, so that ~,~-101(Cn) ~< g(V) = 
f (V )+ 1 = Ik/3] +k-n+2.  
Case 2: k = 1 (mod3). I f  k = n - 1, then f :  V~{-1 ,0 ,  1} defined by ( f (v l )  ..... 
f (vn) )=(1 ,  1 , -1 ,  1, 1 , -1  . . . . .  1, 1 , -1 ,  1,0) is a kSF for Pn of weight [k/37 +k-n+ 1. 
Define g" V---~ { -1 ,0 ,  1} by 9(vi)= f(v i )  for i = 1 . . . . .  n -  1 and g(Vn)=-1.  Then g 
is a kSF for Cn, so that ?~1°1(C,) <~9(V)=f (V) -  1 = Ik/31 +k-n .  I f k  ~<n-2 ,  
then f :  V~ { -1 ,0 ,  1} defined by ( f (v l )  . . . . .  f (Vn))  = (1, 1,- -1,  1, 1,--1 . . . . .  1, 1,- -1,  1, 
1, - 1 . . . . .  - 1 ) is a kSF for P~ of weight [k/31 + k - n + 2 which is also a kSF for Cn. 
Hence 7~l°l(Cn) <~ [k/3] + k - n + 2. 
Case 3: k -= 2 (mod3). The function f :  V~{-1 ,0 ,  1} defined by ( f (v l )  ..... f (v , ) )=  
(1, 1 , -1 ,  1, 1 , -1  .... ,1, 1 , -1 ,  1, 1, -1  . . . . .  -1 )  is a kSF forP,  of  weight [k/3q+k-n+l 
-101 which is also a kSF for C,. Hence 7~ (Cn) ~ ~k/31 + k - n + 1. 
We now prove the lower bounds for 'Yksl01(en). We distinguish between two cases, 
namely, the case where there are adjacent uncovered vertices and the case where every 
uncovered vertex is adjacent o two covered vertices. Let f be a kSF of C~ of weight 
7~1°1(Cn). Let V = V(C,) = {Vl .. . . .  v,}. 
Case 1: There are two uncovered adjacent vertices. Note that in this case k ~< n-  2. 
We will prove that 7~1°1(C,) ~> Ik/3] +k-n+2 or there exists an integer U i> k such 
that k' = 2 (mod 3) and f has weight equal to that of (1, 1, - 1 . . . . .  1, 1, - 1 . . . . .  - 1 ). 
F, 
Since there is at least one covered vertex, there is a covered vertex, followed by two 
adjacent uncovered vertices. Without loss of  generality, assume that v,_l,v, ¢_ CU and 
that vl E Cf. 
I f  f(Vn) = 0, then, since vl is covered, f (v l  ) >10. The function 9 : V ~ { -  1,0, 1 } 
defined by 9(vi)= f (v i )  for i = 1 . . . . .  n - 1 and g(v , )= -1  is a kSF for Pn, so 
that 7~1°1(P~) ~< 9(V) = f (V )  - 1 = 7~sl01(Cn) -- 1. This implies, by Theorem 2, that 
"~l°l(Cn) ~ ~ksl01(pn) -'~ 1 = ( rk /3 ]  + k - n + 1) + 1 = [k/3] + k - n + 2. 
I f  f (v , )  = 1, then f (v l  ) = 0 or f (v l  ) = - 1. The function 9" V ~ { -  1,0, 1 } defined 
by 9(91)=f (v l )+ 1, 9(v i )=f (v i )  for i=2 , . . . ,n -  1 and 9(v , )=- I  =f (Vn) -2  is 
a kSF for P, of  weight f (V )  1. As before, -101 -- 7~ (Cn)>~ [k/31 +k-n+2.  
We now assume that f (Vn)=- l .  Since Vl E CT, we must have that f (v l  )=f (v2)  = 1. 
Note that f is also a kSF for Pn. I f  f is not a minimum kSF for P,, there is a kSF 
9 such that g(V) ~< f (V )  1 and, as before, -lOl 
- ~ks (Cn)>~ rk/3] +k-n+2.  Assume, 
therefore, that f is a minimum kSF for P,. Among all minimum kSF's 9 for P~ with 
9(vl)=9(v2)= 1 and 9(Vn)=--l, choose one, say f ,  such that min{i I (V j t> i) (9 ( j )=  
-1 )}  is as small as possible. (This means that the chosen function f is a minimum 
kSF with a maximum number of consecutive -1  's in its tail, while f (v l  )=f (v2)= 1.) 
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Before proceeding further, we prove two properties of f :  
Property A. I f  f ( / ) i )  : f ( / ) i+ l  ) : - -  1, then f(/)j) = - 1 for all j : i + 2 . . . . .  n. 
Proof. Suppose there exists a j E {i + 2, . . . ,  n} such that f ( j )  >10. The function 
9 : V ~ {-1 ,0 ,  1} defined by 9(v<) :- f(v<) for ¢ = 1 . . . . .  i, 9(/)<) = f(v<+l) for all 
[= i+ 1 . . . . .  n -  1 and 9(/)n)=-1 is a minimum kSF for P, such that 9(vl)=9(/)2)= 1 
and 9(v , )=-1  with more consecutive - l ' s  in its tail than f ,  which is a contra- 
diction. [] 
Property B. I f  f (v  i) = - -  1, then f(vi+l ) ¢ O. 
ProoL Suppose f(vi+l ) ~- O. The function 9: V---~ {-1 ,0 ,  1} defined by g(v<) = f(/)<) 
for E= 1,... , i -  1, 9(v<)=f(v<+l) for all f= i  . . . . .  n -  1 and 9( / ) , )=-1  is a minimum 
kSF for Pn such that 9(/)1)=9(/)2)= 1 and 9(vn)=-1  but with more consecutive - l ' s  
in its tail than f ,  which is a contradiction. [] 
vn, previously /)3, is now 
f is a minimum kSF for 
9(/)2) = 1 and 9(v,)= -1 
a contradiction. 
We are now ready to proceed with the proof. The minimality of  f and f (v l )  = 1 
implies that f[u] = 1 where uEN[vl]. Since f[vl] = 2, we must have that f[v2] = 1. 
This implies that f (v3) : - -1 .  Property B implies that f(va)~L0. I f  f (v4)=-1 ,  then 
f (vi)  =-1 for all i = 4 . . . . .  n. In this case, k '=  2 vertices are covered and f - -  
(1, 1 , -  1 . . . . .  -1 ) ,  which is what we wanted to prove. Since at least k vertices must 
be covered, U ~> k. 
We assume, therefore, that f(v4) -- 1. If f (v5) <~ 0, then /)4 ~ Cf. The function 
9 : V ~ { -  1,0, 1 } defined by 9(vi) = f (v i  ) for i = 1,2, 9(vi) = f ( / ) i+ l  ) for i = 3 . . . . .  n - 1 
and 9(vn) = -1  is a kSF for P~. (Note that v3, previously v4, is now covered, while 
uncovered.) I f  9 is not minimal, it contradicts the fact that 
Cn. Otherwise 9 is a minimum kSF for P, such that 9(Vl )= 
but with more consecutive - l ' s  in its tail than f ,  which is 
Hence f (vs)  = 1. Now f(v6) = -1 ,  for if f (v6)  /> 0, then the function 9 : V 
{ -1 ,0 ,1}  defined by 9(vi)= 0 for all i~< 5 and i ~ 2(mod3)  and 9(vi)= f(vi)  
otherwise is a kSF for Pn of weight f (V )  - 1, which contradicts the minimality of f .  
Property B implies that f (vv )¢  0. I f  f (vv )=-1 ,  then f (v i )=-1  for all i=7  . . . . .  n. 
In this case, k '=  5 vertices are covered and f = (1, 1 , -1 ,  1, 1, -1  . . . . .  -1 ) ,  which is 
what we wanted to prove. Since at least k vertices must be covered, U >/k. 
We assume, therefore, that f (v7) = 1. I f  f (v8) ~< 0, then v7 ~ Cf. The function 
g : V ~ {-1 ,0 ,  1} defined by 9(vi) = f(vi)  for i = 1 . . . . .  5, g(vi) = f(vi+l) for i = 
6 . . . . .  n - 1 and 9(v,)= -1  is a kSF for P,. (Note that v6, previously v7, is now 
covered, while vn, previously v6, is now uncovered.) I f  9 is not minimal, it contradicts 
the fact that f is a minimum kSF for C,. Otherwise 9 is a minimum kSF for P~ such 
that 9(vl)=9(Vz) = 1 and 9(v , )=- I  but with more consecutive - l ' s  in its tail than f ,  
which is a contradiction. 
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Hence f (v8)  = 1. Now f (v9)  = -1 ,  for if f (v9) /> 0, then the function g : V 
{-1 ,0 ,  1} defined by g(vi)= 0 for all i~< 8 and i ~ 2(mod3)  and 9(vi)= f(v i )  
otherwise is a kSF for Pn of weight f (V )  - 1, which contradicts the minimality 
of f .  
Repeating this process shows that f = (1, 1, - 1, 1, 1, - 1 . . . . .  1, 1, - 1 . . . . .  - 1 ). Exactly 
U = 2 (mod 3) vertices are covered under f ,  so that U ~> k. Note that if U ¢ k, then 
k' >/k + 1. But then 7~1°1(Cn) = f (V )  = rU/3] + k t - n + 1 >>. I(k + 1)/31 + k + 
1 -n+ 1 >~ [k/3~ +k-n+2.  If  k - 0 (mod3)  or k --- l (mod3) ,  then k '¢k ,  
so that 7~1°1(Cn)~> rk/3] +k-  n +2.  Also, if k = 2(mod3)  and k '>k ,  then 
7-1°1(C, ) >~ [k/3~ +k-n+2 > Fk/3] +k-n+l .  Otherwise, i f k '=k ,  then ~Ll°l(Cn) = 
Fk/31 + k - n + 1. 
Case 2: Every uncovered vertex is adjacent o two covered vertices. If  f covers all 
of Cn's vertices, then f is a minus dominating function of C,, so that y~l° l (C , )= 
f (V )  >1 7- (C , )= Fn/3]. In this case, the lower bounds follow trivially. In what follows, 
we assume that there is at least one uncovered vertex under f .  
Among all minimum kSF's f for C, in which every uncovered vertex is adjacent 
to two covered vertices, choose one for which Mf = [{ i [ f ( i )= 1} C? CT[ is as large as 
possible. 
Before proceeding further, we agree on the following notation. Let vi, Vi+l, vi+2, vi+3 
be consecutive vertices on C,. P1 will denote the property ' I f  f (v i )=-1  and f(vi+l )=  
1, then f (v i+2)¢0' ,  while P2 will denote the property ' I f  f (v i )=-1 ,  f (v i+l )= 
f(vi+2) = 1, then f(vi+3)= -1 ' .  
We will show that, i f k  ~ n -2 ,  then 7~s1°1(C,)/> [k/31 +k-n+2 or f has properties 
P1 and P2. We will also show that, if k = n - 1, then 7~1°1(C,) ~> Ik/3] + k - n + 1 
or f has properties P1 and P2. 
Note that if u and v are adjacent vertices on C,, then {f (u)}  U {f (v)}  ¢ { -1}  and 
{f (u)} U { f (v )}¢{0, -1}  (or else we have two adjacent uncovered vertices). This 
implies that if f (v ) - - -1 ,  then v is adjacent o two vertices which both received 1 
under f ,  whence v E Cf. Also, if f(v)----O and v f[ Cf, then, by the introductory remark, 
v must be adjacent o two vertices, say u and w, which both received a 0 under f .  
Let Pn-l =Cn -v .  Then g, the function obtained by restricting f to V(P, - I ) ,  is a kSF 
forPn_~. I f k~<n-2 ,  thenk~(n-1) - l ,  so that Ik/31 +k-n+2=[k /3]+k-  
(n - 1) + 1 = y~l°l(Pn_l) ~< 9(V) = f (V )  = 7~1°1(Cn). If, however, k = n - 1, then 
~k/3] + k -n  + 1 = r(n - 1)/3] = 7 - (P , _ l )  = 7~° l (p , _ l )  ~< g(V)= f(V)=7~s~°l(c,) .  
Hence, we assume that if v qf CU, then f (v )  = 1. We now prove that f satisfies P1. 
Suppose, to the contrary, that f(vi+2)-----0. Since vi C Cf, we must have that f (v i -1 )~- 
1. Note that f(vi+3) >>- O. I f  f(vi+3) = 0, then f(vi+4) z 1. Define 9: V--* { -1 ,0 ,  1) 
by 9(v j )=f (v j )  for all j ~ { i+2,  i+3) ,  9(v i+2)=-1 and 9(vi+3)= 1. Then 
9 is a minimum kSF for C, such that M o > MU, which contradicts the choice of 
f .  I f  f (v i+3)= 1, define g : V ~ { -1 ,0 ,1}  by g(v j )=f (v j )  for all j ~ { i , i+ 
1}, 9(vi)= g(vi+l)= 0. Then we are back at a previous case, if we choose 9 rather 
than f .  [] 
We now show that f satisfies P2. Suppose to the contrary that f (v i+ 3) /> 0. 
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Suppose, firstly, that f(vi+3)= 0. Since viCCf,  w e  must have that f(Vi-l)= 1. 
Note that f(vi+4) >~ O. If  f(vi+4) = 0, then f(vi+5) = 1. Define g : V --~ {-1 ,0 ,  1} 
by g(vj) = f (v j )  for all j ~ {i + 3,i + 4}, g(vi+3) = -1  and O(vi+4) = 1. 
Then g is a minimum kSF for Cn such that Mg > Mf, which contradicts the choice 
of f. 
If  f(vi+4) = 1, then f[vi+2] = f[vi+3] = 2. The minimality of  f and f(vi+3) = 0 
imply that f[vi+4] = 1, whence f(vi+5)=0. Define g: V~{-1 ,0 ,  1} by g(v j )= f (v j )  
for all j ¢ {i + 3,i + 5} ,g (v i+3)=-1  and g(vi+5)= 1. Then g is a minimum kSF for 
C, such that My > MU, which contradicts the choice of f .  
Suppose, secondly, that f (v i+3)= 1. Let vj be the first uncovered vertex anticlockwise 
from vi+3. Note that f (v j )=  1. Then f (v j _ j )=  f (v j+ l )=-1 .  Construct he cycle C~ 
from the cycle Cn by removing the vertex vi+l, joining the vertices vi and v~+2 and 
inserting vi+l between vj and Vj+l. Note that vi, vi+l and vi+2 are still covered by f ,  
while f now covers the previously uncovered vj. By relabelling the vertices of Cn ~, we 
obtain a minimum kSF, g say, of  C, such that Mq > Mf, which contradicts our choice 
of f .  This final contradiction shows that f (v i+3)=-  1. [] 
Without loss of  generality, assume that vl ~ Cf. Then f (v l )=  1, while f (v2)= 
f(vn) = -1 .  Now, since vz,v, E CU, we must have that f (v3)= f (v , _~)= 1. P1 
implies that f (v4) = -1  or f(v4) = 1. I f  f (v4)  = --1, then f (vs)  = 1. If, on the 
other hand, f(v4)= l, P2 implies that f (vs )= -1  and hence f (v6)= 1. Hence, 
PI  and P2 imply that f consists of a sequence of - l ' s  and l 's  such that each 
-1  is adjacent to two l 's  and each 1 is adjacent to either a -1  and a 1 or to 
two - l's. 
Let t=  [{vl f (v  ) = 1, v ~ Cf}]. Then k ' :=n-  t vertices are covered under f and 
n - 2t 2k' - n 
- -101  _ _  __  _ _  
~ (Cn)= f (V)=2t .O+ 3 3 
Since at least k vertices must be covered, U ~> k. Let U = k + f. Before proceed- 
ing further, we prove three claims. In each of these claims, we will assume that 
k~<n-2 .  
Claim 1. I f  k = 3a for some positive integer a, then (2U-n) /3  >~ Fk/31 + 
k-n+2.  
Proof i  Suppose, to the contrary, that (2k' -n ) /3  < [k/31 + k-  n + 2. Straightforward 
calculations how that • +n - 2 ~< k. Since k ~< n - 2, we must have that E = 0 and 
k = n -2 .  This implies that k '=  k, so that 2k -  n = 3b for some integer b. Hence 
2(n - 2) - n = 3b, so that n = 3b + 4. But then k = n - 2 = 3b + 2, which implies that 
k = 2 (mod 3), which is a contradiction. [] 
Claim 2. I f  k = 3a + 1 for some positive integer a, then (2U-n) /3  >1 rk/3~ + 
k -n+2.  
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Proof.  Suppose, to the contrary, that (2k' - n)/3 < rk/3] + k - n + 2. Straightforward 
calculations how that E ÷ n - 3 ~< k. Since k ~< n - 2, we must have that ~ = 0 in 
which case k = n - 2 or k = n - 3 or ~ = 1 in which case k = n - 2. 
I f  t ~ = 0, then k' = k, so that 2k - n = 3b for some integer b. I f  k = n - 2, then 
straightforward calculations how that k _= 2(mod3) .  If  k = n - 3, then, similarly, 
k - 0 (mod 3). Both possibilities lead to a contradiction. 
I f  ? = 1, then k '= k + 1, so that 2(k + 1) -  n - -3b  for some integer b. Using the 
fact that k = n - 2, it is easily seen that k = 0 (mod 3), which is a contradiction. [] 
Cla im 3. I f  k = 3a + 2 for some positive integer a, then (2k ' -n ) /3  >1 rk/3] + 
k-n+l .  
Proof.  Suppose, to the contrary, that (2k' - n)/3 < [k/3~ + k - n ÷ 1. Straightforward 
calculations how that t ~ + n - 1 ~< k, which contradicts k ~< n - 2. [] 
By Claims 1, 2 and 3, we have our result. 
Now suppose that k - -n -  1. We prove a further three claims. 
Cla im 4. I f  k = 3a for some positive integer a, then (2k' - n)/3 >I [(n - 1)/3]. 
Proof.  Suppose, to the contrary, that (2k ' -n ) /3  < r (n -  1)/3]. Straightforward cal- 
culations show that # = 0, so that k '=  k, whence 2k -  n - -3b  for some integer b. It 
is easily seen that k - 1 (mod 3), which is a contradiction. [] 
Cla im 5. I f  k=3a+ 1 for some positive integer a, then (2k' - n)/3 >>. [(n - 1)/31 - 1. 
Proof.  Suppose, to the contrary, that (2k ' -n ) /3  < [ (n -  1)/3] - 1. Straightforward 
calculations how that t ~ < 0, which is a contradiction. [] 
Cla im 6. I f  k = 3a + 2 for some positive integer a, then (2k' - n)/3 >~ [(n - 1)/3]. 
Proof.  Suppose, to the contrary, that (2k' - n)/3 < [(n - 1)/3]. We have, by the proof 
of Claim 3, that n - 1 + f ~< k. Since k = n - 1, we must have that Y = 0, so that k' = k. 
Hence 2k - n = 3b for some integer b. It is easily seen that k -  1 (mod 3), which is a 
contradiction. [] 
By Claims 4, 5 and 6 we also have our result when k = n - 1. [] 
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