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99 Sur la caracte´risation du bord d’une chaˆıne
holomorphe dans l’espace projectif
Tien-Cuong DINH∗
Re´sume´: Nous de´montrons qu’une sous-varie´te´ re´elle, compacte, oriente´e et lisse
Γ de dimension 2p − 1 ≥ 3 de CPn est le bord d’un sous-ensemble analytique s’il
existe une varie´te´ re´elle V ⊂ G(n − p+ 2, n + 1) de codimension 1 satisfaisant les
conditions suivantes pour tout ν ∈ V
1. La re´union
⋃
ν∈V P
n−p+1
ν recouvre un ouvert dense de Γ.
2. Le (n− p+ 1)-plan Pn−p+1ν intersecte Γ transversalement.
3. Γ ∩ Pn−p+1ν est le bord d’une surface de Riemann dans P
n−p+1
ν .
4. Aucun ouvert non vide de Γ ∩ Pn−p+1ν n’est re´el analytique.
Pour la preuve, nous utilisons et de´montrons le re´sultat suivant: pour toute sur-
face de Riemann a` bord rectifiable (e´ventuellement re´ductible et singulie`re) S d’une
varie´te´ complexe, S admet un syste`me fondamental de voisinages de Stein. Il existe
Γ re´elle alge´brique ve´rifiant 1-3, qui n’est pas bord d’un sous-ensemble analytique.
1 Re´sultats
L’origine du proble`me de caracte´risation du bord d’une varie´te´ complexe ou
d’une chaˆıne holomorphe (proble`me du bord) est un the´ore`me de Wermer
qui affirme qu’une courbe re´elle, analytique, ferme´e et oriente´e γ dans Cn est
le bord d’une surface de Riemann S si et seulement si elle ve´rifie la condi-
tion des moments, c.-a`.-d.
∫
γ
ϕ = 0 pour toute (1, 0)-forme ϕ holomorphe
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dans Cn. Cette condition est re´duite de la formule de Stokes sur S. Dans
le cas ou` la condition des moments est valide, l’enveloppe polynomiale de γ
est e´gale a` la re´union S ∪ γ. Dans le cas contraire, l’enveloppe polynomi-
ale de γ est e´gale a` elle-meˆme. L’enveloppe polynomiale d’un compact de
longueur finie a e´te´ e´tudie´e ensuite dans plusieurs travaux de Bishop [4], de
Stolzenberg [20], d’Alexander [1], Lawrence [16, 17] et e´galement dans [5, 6].
Les re´sultats de ces travaux sont utilisables pour de´montrer de nouveau le
the´ore`me de Harvey-Lawson, qui donne la solution du proble`me du bord en
dimension supe´rieure [13]. Ce the´ore`me de Harvey-Lawson dit qu’une sous-
varie´te´ re´elle, compacte, oriente´e Γ de dimension 2p−1 ≥ 3 de Cn est le bord
d’une varie´te´ complexe si et seulement si elle est maximalement complexe, c.-
a`-d. son plan tangent en chaque point contient un sous-espace complexe de
dimension p − 1 (la dimension maximale possible). La condition “Γ maxi-
malement complexe” implique que la courbe Γ ∩ Cn−p+1ν ve´rifie la condition
des moments pour toute (n − p + 1)-plan Cn−p+1ν qui coupe Γ transversale-
ment. Dans CPn le the´ore`me de Harvey-Lawson n’est plus valable. D’apre`s
le the´ore`me de Dolbeault-Henkin ge´ne´ralise´, si Γ est maximalement com-
plexe et si l’intersection Γ ∩ Pn−p+1ν borde une surface de Riemann pour une
famille suffisamment grande V de (n− p+ 1)-plans projectifs, alors Γ borde
une varie´te´ complexe [9, 7]. En particulier, ce the´ore`me est valable pour une
varie´te´ re´elle V de codimension 1 de la grassmannienne G(n− p+ 2, n+ 1).
Cette grassmannienne est l’espace de parame`tre des (n − p + 1)-plans pro-
jectifs dans CPn. Nous allons de´montrer que dans le cas pre´ce´dent, sous
une hypothe`se sur Γ (qui est valable ge´ne´riquement), si
⋃
ν∈V P
n−p+1
ν recou-
vre Γ, l’hypothe`se “Γ maximalement complexe” ne sera plus ne´cessaire. Le
proble`me du bord sans l’hypothe`se “Γ maximalement complexe” a e´te´ pose´
dans Cn par Dolbeault-Henkin et e´galement par Globevnik-Stout sous la
forme d’un proble`me d’extension holomorphe [11], dont les solutions pour un
cas ge´ne´rique se trouvent dans [8]. La preuve des re´sultats cite´s ci-dessus
utilise essentiellement la condition des moments et elle est extensible au cas
dans CPn graˆce au the´ore`me de Mihalache ge´ne´ralise´ (the´ore`me 2).
On appelle ouvert (n − p + 1)-line´airement concave tout ouvert X de CPn
qui est la re´union d’une famille continue de (n− p+ 1)-plans projectifs. On
pose X∗ := {ν ∈ G(n− p+2, n+1) telle que Pn−p+1ν ⊂ X}. C’est un ouvert
connexe. Pour tout ferme´ Γ de X , une p-chaˆıne holomorphe de X \Γ est une
combinaison line´aire, localement finie a` coefficients entiers de sous-ensembles
analytiques de dimension pure p de X \ Γ. Toute p-chaˆıne holomorphe de
X \ Γ est de mesure 2p-dimensionnelle localement finie dans X [7].
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The´ore`me 1 Soient X un ouvert (n− p+ 1)-line´airement concave de CPn
et Γ une combinaison line´aire, finie, disjointe a` coefficients entiers de sous-
varie´te´s re´elles, C2 de dimension 2p− 1 ≥ 3 de X. Soit V une varie´te´ re´elle
de codimenion 1 de X∗ ve´rifiant les conditions suivantes
1. La re´union
⋃
ν∈V P
n−p+1
ν recouvre un ouvert dense de Γ.
2. L’intersection Γ ∩ Pn−p+1ν est transversale pour tout ν ∈ V .
3. L’intersection Γ ∩ Pn−p+1ν est le bord d’une 1-chaˆıne holomorphe de
Pn−p+1ν \ Γ au sens des courants.
4. Aucun ouvert non vide de Γ ∩ Pn−p+1ν n’est re´el analytique.
Alors Γ est le bord d’une p-chaˆıne holomorphe de X \Γ, de masse localement
finie dans X au sens des courants.
Remarque Ce the´ore`me reste valable pour une famille plus large des en-
sembles V , qui ne sont pas ne´cessairement des varie´te´s. Pour un re´sultat
analogue dans X = Cn, cette famille est de´finie pre´cise´ment dans [8].
L’exemple suivant montre que la condition 4 dans le the´ore`me pre´ce´dent est
ne´cessaire:
Exemple 1 (Henkin [8]) Soit Γ ⊂ C3 ⊂ CP3 une varie´te´ re´elle alge´brique de
dimension 3 de´finie par
Γ = {y2 = y3 = 0, x
2
1 + y
2
1 + x
2
2 + x
2
3 = 1}
ou` z1 = x1 + iy1, z2 = x2 + iy2, z3 = x3 + iy3 sont les coordonne´es de C
3.
Conside´rons l’hyperplan projectif
Ha,b,c = {z1 = az2 + bz3 + c}
ou` a = a1 + ia2, b = b1 + ib2 et c = c1 + ic2. Posons Γa,b,c = Γ ∩Ha,b,c. Alors
pour un (a, b, c) ge´ne´rique, Γa,b,c est une courbe re´elle ferme´e de la surface de
Riemann alge´brique Sa,b,c ⊂ Ha,b,c qui est de´finie par
Sa,b,c = {(a1z2 + b1z3 + c1)
2 + (a2z2 + b2z3 + c2)
2 + z22 + z
2
3 = 1} ∩Ha,b,c.
Comme Sa,b,c est une surface de Riemann compacte de genre 0, la courbe
Γ ∩ Ha,b,c borde une surface de Riemann dans CP
3. La varie´te´ Γ ne peut
pas eˆtre le bord d’une varie´te´ complexe car elle n’est pas maximalement
complexe.
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Soit S un sous-espace analytique d’une varie´te´ complexe Z. Si S est de Stein,
d’apre`s le the´ore`me de Siu, S admet un syste`me fondamental de voisinages
de Stein. En particulier, si S est une surface de Riemann ouverte, dont le
bord est une re´union finie de courbes de Jordan de longueur finie, alors S
admet dans Z un syste`me fondamental de voisinages de Stein. On appelle
varie´te´ de Stein toute varie´te´ plongeable dans une varie´te´ affine complexe.
Un voisinage de Stein de S est un ouvert contenant S tel que chacune de ses
composantes connexes soit de Stein. Le the´ore`me suivant donne la re´ponse
a` une question de Dolbeault-Henkin [18]:
The´ore`me 2 Soient Z une varie´te´ complexe, Γ ⊂ Z une re´union finie,
disjointe de courbes de Jordan, de longueur finie et S un sous ensemble an-
alytique de dimension pure 1 de Z \ Γ, borne´ dans Z. Supposons que S ∪ Γ
ne contient aucun sous-ensemble analytique, compact, de dimension pure 1
de Z. Alors
1. S ∪ Γ admet un voisinage connexe de Stein.
2. S ∪ Γ admet un syste`me fondamental de voisinages de Stein.
Remarque Si Z = Cn et si Γ est une courbe irre´ductible, alors S est e´gal a`
l’enveloppe polynomiale
Γ̂ :=
{
x ∈ Cn : |P (x)| ≤ max
z∈Γ
|P (z)| pour tout polynoˆme P
}
de Γ [21, 4, 20, 1]. D’apre`s un lemme d’Oka, S admet un syste`me fondamental
de voisinages de Stein de la forme {|Pk(z)| < 1; k = 1, . . . , m}, ou` Pk sont
des polynoˆmes. En ge´ne´ral, dans Cn, Henkin [10] et Alexander-Wermer [3]
ont prouve´ inde´pendamment que S est rationnellement convexe, c.-a`-d. que
Cn \ S est une re´union d’hypersurfaces alge´briques de Cn. Par conse´quent,
S admet un syste`me de voisinages de Stein de la forme {|Rk| < 1 pour k =
1, . . . , m}, ou` Rk sont des fonctions rationnelles, holomorphes au voisinage
de S.
Dans Z = CPn, Fabre a construit une surface de Riemann irre´ductible, a` bord
lisse, non rationnellement convexe [10]. Si Γ est irre´ductible dans Z = CPn,
le the´ore`me 2 se re´duit a` celui de Mihalache [18].
La de´monstration de Mihalache est une application du the´ore`me de Siu et
celui de Stolzenberg-Alexander [1]. Notre de´monstration est un prolongement
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du travail de Mihalache. Nous utilisons le the´ore`me de Henkin-Alexander-
Wermer pour comple´ter la preuve et appliquer ce re´sultat pour de´montrer
les the´ore`mes 1 et 3.
2 Preuve du the´ore`me 2
Lemme 1 ([1]) Soient Z une varie´te de Stein, K ⊂ Z un compact holo-
morphiquement convexe et Γ ⊂ Z une re´union finie d’arcs re´els compacts de
longueur finie. Alors (K ∪ Γ)∧ \ (K ∪ Γ) est un sous-ensemble analytique de
dimension pure 1 (e´ventuellement vide) de Z \ (K ∪ Γ), borne´ dans Z, ou`
(K ∪ Γ)∧ := {z ∈ Z : |h(z)| ≤ max
x∈K∪Γ
|h(x)| pour h holomorphe dans Z}
est l’enveloppe d’holomorphie de K ∪ Γ dans Z.
Lemme 2 ([10, 3]) Sous l’hypothe`se du the´ore`me 2, si Z est de Stein,
S ∪Γ sera me´romorphiquement convexe, c.-a`.-d. Z \ (S ∪Γ) est une re´union
d’hypersurfaces complexes de Z.
Preuve. Si Z est de Stein, elle est plongeable dans un CN . La preuve du
lemme pre´ce´dent se rame`ne au cas dans CN , qui se trouve dans [3, lemme
1.5].

Corollaire 1 Soit Si une suite de surfaces de Riemann borne´es dans C
n.
Supposons que pour i = 0, 1, . . . le bord de Si est une re´union finie, disjointe
de courbes de Jordan rectifiables. Supposons de plus que les bords des Si
tendent vers le bord de S0 au sens ge´ome´trique et aussi au sens des courants.
Alors Si tend vers S0 au sens ge´ome´trique.
Preuve. Soit z 6∈ S0. D’apre`s le lemme 2, il existe une hypersurface alge´brique
H = {P = 0} passant par z et ne rencontrant pas S0, ou` P est un polynoˆme.
Pour ǫ > 0 suffisamment petit, on a bS0 ∩P
−1(|x| ≤ ǫ) = ∅. Par conse´quent,
1
2πi
∫
bS0
dP
P−α
= 0 pour tout |α| ≤ ǫ. Pour tout i suffisamment grand, l’inte´grale
1
2πi
∫
bSi
dP
P−α
existe car bSi tend vers bS0 au sens ge´ome´trique. Cette inte´grale
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est e´gale au nombre de points d’intersection de Hα := P
−1(α) avec Si. Ce
nombre entier tend vers 0 car bSi tend vers bS0 au sens des courants. Par
conse´quent, il est e´gal a` 0 pour i assez grand. Ceci montre que z n’appartient
pas a` la limite de Si car z est un point d’inte´rieur de P
−1(|x| ≤ ǫ).

Lemme 3 SoientK un compact me´romorphiquement convexe dans une varie´te´
de Stein Z et H un compact de mesure de Haussdorff 2-dimensionnelle H2
nulle. Alors K ∪H est me´romorphiquement convexe dans Z.
Preuve. Comme Z est de Stein, il suffit de conside´rer Z = Cn. Soit z /∈ K∪H .
CommeK est me´romorphiquement convexe, il existe un polynoˆme P ve´rifiant
z ∈ P−1(0) ⊂ Cn \K. Comme H2(H) = 0, il existe un polynoˆme Q ve´rifiant
Q(z) = 0 et Q−1(0)∩P−1(0)∩H = ∅. Posons T = Q−1(0)∩P−1(0), la famille
d’hypersurfaces {P + αQ}α∈C forme un feuilletage holomorphe de C
n \ T .
Comme H2(H) = 0, il existe un α assez petit tel que {P +αQ = 0}∩H = ∅.
Pour α assez petit {P + αQ = 0} ∩ K = ∅. Alors {P + αQ = 0} est une
hypersurface passant par z et elle ne coupe pas K ∪ H . D’ou` K ∪ H est
me´romorphiquement convexe.

Lemme 4 Soient U, V ⊂ Z deux ouverts connexes de Stein, K ⊂ U un
compact et H ⊂ V un compact connexe de mesure H2 nulle. Alors K ∪ H
admet un voisinage de Stein.
Preuve. Comme U et V sont des ouverts connexes de Stein, ils admettent
des suites d’exhaustion de compacts connexes holomorphiquement convexes.
Par conse´quent, il existe un compact connexe, holomorphiquement convexe
K ′ ⊂ U , contenantK. Soit U1 un ouvert connexe a` bord C
ω strictement pseu-
doconvexe de U et contenantK ′. SiK ′∩H = ∅ il suffit de choisir un voisinage
de Stein W1 de K
′ dans U1 \H et graˆce au lemme 3, un voisinage de Stein
W2 de H dans V \K
′. L’ouvert W = W1 ∪W2 ve´rifie notre lemme. Sinon,
F1 := H ∩ bU1 6= ∅. Soit U2 un autre ouvert a` bord C
ω dans U , contenant
U1. On a e´galement F2 := H∩bU2 6= ∅. Dans V , F1 est me´romorphiquement
convexe, il admet un syste`me fondamental de voisinages me´romorphiquement
convexes. Soit G un voisinage me´romorphiquement convexe de F1 dans V
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ve´rifiant G∩K ′ = ∅ et G ⊂ U2. D’apre`s le lemme pre´ce´dent, (K
′∪H)∩U2 est
me´romorphiquement convexe dans U . Il admet donc un syste`me fondamen-
tal de voisinages de Stein. On choisit W1 := {ρ1 < 0} un voisinage de Stein
ve´rifiant W1∩ bU1 ⊂ G ou` ρ est une fonction C
ω strictement p.s.h. de´finie au
voisinage de W1. D’apre`s le lemme 3, G ∪ (H \ U1) est me´romorphiquement
convexe dans V . On choisit W2 := {ρ2 < 0} un voisinage de Stein de
G∪ (H \U1) ve´rifiant W2 ∩ bU2 ⊂W1, ou` ρ2 est une fonction C
ω strictement
p.s.h au voisinage de W2. On de´finit un voisinage ouvert W
∗ de K ′ ∪H par
1. W ∗ ∩ U1 := {ρ1 < 0} ∩ U1.
2. W ∗ ∩ (U2 \ U1) := {ρ1 < 0, ρ2 < 0} ∩ (U2 \ U1).
3. W ∗ \ U2 := {ρ2 < 0} \ U2.
Soit W ∗∗ la composante connexe de W ∗ contenant K ′ ∪H . Sur son bord, le
domaine W ∗∗ est de´fini localement par une ou deux ine´galite´s ϕ < 0 ou` ϕ
est une fonction strictement p.s.h. Si W ∗∗ ne contient aucun sous-ensemble
analytique compact de dimension ≥ 1, d’apre`s le the´ore`me de Grauert [12],
W ∗∗ est de Stein. Sinon, W ∗∗ contient un sous-ensemble analytique compact
maximal L, dont toute composante irre´ductible est de dimension ≥ 1. On
appelle L1, . . . , Lm les composantes irre´ductibles de L. Comme U est de
Stein et H est un compact de V , on a Li ∩ V \H 6= ∅ pour tout i. Dans V ,
d’apre`s le lemme 3, H est me´romorphiquement convexe. Par conse´quent, il
existe une hypersurface Hi de V telle que Hi ∩ H = ∅, Hi ∩ Li 6= ∅. Alors
V ′ := V \
⋃m
i=1Hi est un ouvert de Stein. Soit U
′′ (resp V ′′) un ouvert de U
(resp. de V ′) contenant K ′ (resp. H), a` bord Cω, strictement pseudoconvexe.
Posons U∗ := U ′′∩W ∗∗ et V ′∗ := V ′′∩W ∗∗. Ces ouverts sont inclus dans des
ouverts de Stein et a` bord strictement pseudoconvexe. Ils sont donc de Stein.
On fait la meˆme construction comme celle pre´ce´dente, en remplac¸ant U par
U∗ et V par V ∗, pour obtenir un voisinage connexe W a` bord strictement
pseudoconvexe de K ∪H . Cet ouvert W est inclus dansW ∗∗ et il ne contient
aucun sous-ensemble analytique compact de dimension ≥ 1 de W . Il est,
d’apre`s Grauert, ouvert de Stein.

Lemme 5 Toute re´union finie Γ d’arcs re´els compacts de longueur finie
d’une varie´te´ complexe Z admet un voisinage connexe de Stein. Par conse´quent,
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Γ admet un syste`me fondamentale de voisinages de Stein et pour tout ensem-
ble fini A ⊂ Z, il existe un disque holomorphe, a` bord lisse dans Z contenant
A.
Preuve. On choisit un arc re´el, ferme´ de longueur finie L dans Z tel que
Γ′ := Γ ∪ L soit connexe. On recouvre Γ′ par une famille finie d’ouverts
isomorphe a` la boule unite´ de Cn, ou` n = dimZ. On note U1, U2, . . . , Um ces
ouverts. Il existe des compacts Γk ⊂ Γ
′ ∩ Uk tels que Γ
′ =
⋃
Γk. On peut
supposer de plus que Γk sont tous des re´unions finies d’arcs re´els ferme´s. On
choisit Lk ⊂ Uk des arcs re´els ferme´s tels que Γ
′
k := Γk ∪Lk soient connexes.
On peut nume´roter les Ui de sorte que
⋃k
i=1 Γ
′
i soit connexe pour tout k. En
appliquant le lemme pre´ce´dent a` U := U1, V := U2, K := Γ
′
1 et H := Γ
′
2,
on peut construire un voisinage de Stein W1 de Γ
′
1 ∪ Γ
′
2. Comme Γ
′
1 ∪ Γ
′
2 est
connexe, on peut supposer que W1 est connexe. D’apre`s le lemme pre´ce´dent
applique´ a` U := Wk−1, V := Uk+1, K :=
⋃k
i=1 Γ
′
i et H := Γk+1, il existe un
voisinage connexe de Stein Wk de
⋃k+1
i=1 Γ
′
i pour tout k = 2, 3, . . . , m − 1.
D’apre`s le lemme 3, dans W = Wm−1, Γ est me´romorphiquement convexe. Il
admet donc un syste`me fondamental de voisinages de Stein.
On choisit un arc re´el ferme´ de longueur finie Γ∗ passant par tous les points
de A et un voisinage U connexe et de Stein de L. Soit S un sous-ensemble an-
alytique lisse, irre´ductible, de dimension 1 de U et contenant A. Tout ouvert
simplement connexe a` bord lisse de S, contenant A ve´rifie notre lemme.

Lemme 6 Sous l’hypothe`se du the´ore`me 2, il existe un ouvert connexe Y de
Z, contenant S ∪Γ tel que dans Y , toute surface de Riemann S ′ borne´e dans
Y et ve´rifiant
1. S ′ est un sous-ensemble analytique de Y \ Γ.
2. S
′
n’est pas un sous-ensemble analytique de Y .
soit incluse dans S.
Preuve. Soit S ′ un sous-ensemble analytique de Z \ Γ, borne´e dans Z. Dans
un voisinage connexe de Stein V de Γ, la surface S ′ ∩ V de´finit un courant
d’inte´gration a` bord rectifiable [16, 5]. Alors si d[S ′ ∩ V ] = 0, d’apre`s le
the´ore`me de structure de King-Harvey-Shiffman-Alexander [15, 14, 19, 2]
S est un sous-ensemble analytique de V . Sinon, d[S ′ ∩ V ] est un courant
rectifiable, ferme´ a` support dans Γ. Par conse´quent,
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1. Soit S
′
est un sous-ensemble analytique de Z.
2. Soit bS ′ se constitue par des composantes connexes de Γ.
Il existe un nombre fini de surfaces de Riemann de deuxie`me type. On note
S1, S2, . . . , Sm ces surfaces de Riemann dont Sk 6⊂ S pour tout k < m
′ et
Sk ⊂ S pour tout k ≥ m
′. Tout ouvert connexe Y contenant S ∪ Γ tel que
Y 6⊃ Sk pour tout k < m
′, ve´rifie notre lemme.

On choisit L un arc re´el, compact de longueur finie de Y tel que Γ ∪ L soit
connexe, L∩S = ∅ et tel que le lemme pre´ce´dent reste valable si l’on remplace
Γ par Γ′ := Γ ∪ L.
D’apre`s le lemme 5, il existe un voisinage connexe de Stein U ⊂ Y de Γ′. On
choisit un ouvert connexe U1 ⊂ U strictement pseudoconvexe, a` bord lisse
et contenant Γ′ tel que bU1 coupe S transversalement en un nombre fini de
courbes re´elles compactes, lisses C1, . . . , Cm de S. D’apre`s le lemme 2, dans
U , Ĉ \ C est un sous-ensemble analytique de dimension 1 de U \ C, borne´
dans U , ou` C :=
⋃m
k=1Ck. D’apre`s le lemme pre´ce´dent, Ĉ \ C ⊂ S.
Premier cas. Supposons que Ĉ \ C = ∅. Alors C est holomorphiquement
convexe dans U . Soit U2 ⊂ U (resp. U0) un ouvert a` bord lisse contenant U1
(resp. relativement compact dans U1), qui est une petite de´formation lisse
de U1. Alors bU2 ∩ S (resp. bU0 ∩ S) est encore holomorphiquement convexe
dans U . On choisit G ⊂⊂ U \ U1 un voisinage de bU2 ∩ S tel que G soit
holomorphiquement convexe dans U . D’apre`s le lemme 1, ̂G ∪ Γ′ \G∪Γ′ est
un sous-ensemble analytique de dimension 1 de U \ (G∪Γ′). Par conse´quent,
d’apre`s le lemme 6, si G est un voisinage suffisament petit de bU2 ∩ S, on
a ̂G ∪ Γ′ \ (G ∪ Γ′) ⊂ S ∪ Γ′ ∪ (Y \ U1). D’apre`s le the´ore`me de Siu, il
existe un voisinage de Stein W1 de S \ U 0 tel que W1 ∩ bU2 ⊂ G. Soit
W2 = {ρ2 < 0} ⊂ W1 un ouvert a` bord lisse, strictement pseudoconvexe
et contenant S \ U1, ou` ρ2 est une fonction strictement p.s.h et de´finie au
voisinage de W2. Soit W3 := {ρ3 < 0} un voisinage de Stein de
̂G ∪ Γ′
ve´rifiant W3 ∩ bU1 ⊂ W2, ou` ρ3 est une fonction strictement p.s.h et de´finie
au voisinage de W3. On de´finit le voisinage W
∗ de S ∪ Γ′ par
1. W ∗ \ U2 = {ρ2 < 0} \ U2.
2. W ∗ ∩ (U2 \ U1) = {ρ2 < 0, ρ3 < 0} ∩ (U2 \ U1).
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3. W ∗ ∩ U1 = {ρ3 < 0} ∩ U1.
Soit W ∗∗ la composante connexe de W ∗ contenant S ∪ Γ′. Sur son bord, cet
ouvert est localement de´fini par une ou deux ine´galite´s ϕ < 0 ou` ϕ est une
fonction strictement p.s.h. Si W ∗∗ ne contient aucun sous-ensemble analy-
tique compact de dimension ≥ 1, d’apre`s Grauert, il est de Stein [12]. Sinon,
W ∗∗ contient un sous-ensemble analytique compact maximal dont chaque
composante irre´ductible est de dimension ≥ 1. On appelle H1, . . . , Hm
ces composantes irre´ductibles. Par hypothe`se, aucune Hi n’est incluse dans
S ∪ Γ′. On remplace Y par un ouvert connexe de W ∗∗ qui contient S ∪ Γ′
et ne contient aucune Hi. La meˆme construction que celle pre´ce´dente nous
donne un voisinage connexe W de S∪Γ′ dont le bord est strictement pseudo-
convexe. L’ouvert W ne contient aucun sous-ensemble analytique compact
de dimension ≥ 1. Il est donc ouvert de Stein. D’apre`s le lemme 2, S ∪ Γ
admet un syste`me fondamental de voisinages de Stein.
Deuxie`me cas. Supposons que (Ĉ \C)∩Γ′ = ∅. Posons T := Ĉ \C. C’est un
sous-ensemble analytique de dimension 1 de U1. Soit H une hypersurface de
U1, contenant T ve´rifiant H ∩Γ
′ = ∅ et #H ∩S \ T < +∞. Alors U1 \H est
de Stein. Il posse`de une suite d’exhaustion d’ouverts connexes Cω strictement
pseudoconvexes Vk. Pour k assez grand, bVk ∩S est constitue´ par un nombre
fini de petites courbes ferme´es qui bordent un petit voisinage dans S \ T de
l’ensemble fini H ∩ S \ T . Par conse´quent, comme S et Y ve´rifie le lemme 6
et comme S ne contient aucune surface de Riemann compacte, C˜ := bVk ∩ S
est holomorphiquement convexe dans Vk+1. En remplac¸ant U par Vk+1 et U1
par Vk, on se rame`ne au premier cas.
Cas ge´ne´ral. D’apre`s le the´ore`me d’unicite´, M := (Ĉ \C)∩Γ′ est un ferme´ de
mesure H1 nulle. Par conse´quent, d’apre`s le lemme 1, il est holomorphique-
ment convexe dans U .
Lemme 7 Il existe les voisinages holomorphiquement convexes, a` bord lisse
V0, V1, V2 de M ve´rifiant les conditions suivantes
1. Vi+1 est un ouvert relativement compact de Vi.
2. Vi posse`de un nombre fini de composantes connexes.
3. Le bord de Vi intersecte S ∪ Γ
′ transversalement et bVi ∩ Γ
′ est un
ensemble fini.
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4. (S ∪ Γ′) ∩ bV1 est holomorphiquement convexe dans un voisinage de
Stein de (S ∪ Γ′) \ V2.
Preuve. Supposons que le lemme est faux. On peut facilement construire une
suite d’ouverts holomorphiquement convexes {Vi}
∞
i=0 de´croissante vers M et
ve´rifiant les conditions 1-3 pour i = 0, 1, 2, . . . . Posons Γ∗ := (S ∩ bVi)∪ (Γ
′ \
Vi) et S
∗ := S\Vi. D’apre`s le lemme 1, (S
∗∪Γ′)∩U1 est me´romorphiquement
convexe dans U . En plus, dans U , ̂˜Γ \ Γ˜ se constitue par un nombre fini de
surfaces de Riemann irre´ductibles, ou` Γ˜ := (S∗ ∩ bU 1) ∪ (Γ
′ ∩ U 1). Par
conse´quent, il existe une hypersurface H de U telle que (S∗ ∪ Γ′) ∩ U 1 est
holomorphiquement convexe dans l’ouvert de Stein U \ H . Alors H ∩ S ∩
Vi est un ensemble fini. Comme U1 \ H est de Stein, il admet une suite
d’exhaustion d’ouverts connexes holomorphiquement convexes Ωk. Pour k
suffisament grand, C∗ := bΩk ∩ S se constitue par une petite de´formation
de C et par des courbes de Jordan qui forment le bord d’un petit voisinage
de H ∩ S ∩ Vi dans S. D’apre`s le deuxie`me cas (applique´ a` U
∗ := Ωk+1,
U∗1 := Ωk, S
∗, Γ∗ et C∗) S∗∪Γ∗ admet un syste`me fondamental de voisinages
de Stein. Par conse´quent, comme la condition 4 n’est pas ve´rifie´e quand
on remplace les ouverts V1 et V2 dans le lemme par les ouverts Vi−1 et Vi,
(S ∪ Γ′) ∩ bVi−1 doit contenir le bord d’une surface de Riemann Si ⊂ S.
Comme Vi est holomorphiquement convexe dans U , la surface Si ne peut
pas eˆtre entie`rement dans U . Rappellons que quand i tend vers infini, Vi
tend vers M qui est de longueur 0. Finalement, on peut conclure ici que S
contient une surface de Riemann compacte, qui est la limite de Si quand i
tend vers l’infini. C’est une contradiction.

On choisit d’apre`s les lemmes 7 et 2, un voisinage de Stein W0 ⊂ Y \ V 2 de
(S ∪Γ′) \ V1 dans Y ve´rifiant 7.4. Soit G ⊂W0 un voisinage holomorphique-
ment convexe de (S ∪ Γ′) ∩ bV1 dans W0. Posons Γ
∗ := (S ∩ bV1) ∪ (Γ
′ \ V1).
D’apre`s le lemme 1, dans W0,
̂G ∪ Γ∗ \ (G ∪ Γ∗) est un sous-ensemble ana-
lytique de dimension 1 de W0 \ (G ∪ Γ
∗). Rappellons que (S ∪ Γ′) \ V1 est
holomorphiquement convexe dans W0. Par conse´quent, d’apre`s les lemmes
6 et 1, si G est un voisinage assez petit, ̂G ∪ Γ∗ \ (G ∪ Γ∗) est inclus dans
S ∪V0. D’apre`s les lemmes 6 et 1, (S ∪Γ
′)∩V 0 est holomorphiquement con-
vexe dans U . Il posse`de donc un voisinage de Stein W1 := {ρ1 < 0} ve´rifiant
W 1 ∩ bV1 ⊂ G ou` ρ1 est une fonction C
ω, strictement p.s.h au voisinage de
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W 1. Il existe un voisinage de Stein W2 := {ρ2 < 0} de
̂G ∪ Γ∗ ve´rifiant
W 2 ∩ bV0 ⊂W1 ou` ρ2 est une fonction C
ω, strictement p.s.h au voisinage de
W 2. On de´finit le voisinage W
∗ de S ∪ Γ′ par
1. W ∗ ∩ V1 := {ρ1 < 0} ∩ V1.
2. W ∗ ∩ (V0 \ V1) := {ρ1 < 0, ρ2 < 0} ∩ (V0 \ V1).
3. W ∗ \ V0 := {ρ2 < 0} \ V0
Soit W ∗∗ la composante connexe de W ∗ contenant S ∪ Γ. Cet ouvert est a`
bord strictement pseudoconvexe, il peut posse´der un sous-ensemble analy-
tique compact maximal dont toute composante irre´ductible est de dimension
≥ 1. On appelle H1, . . . , Hm ces composantes irre´ductibles. En remplac¸ant
Y par un ouvert de W ∗∗ qui ne contient aucune Hi, on peut construire par
la me´thode pre´ce´dente, un ouvert connexe a` bord strictement pseudoconvexe
W ⊂ W ∗∗ contenant S ∪ Γ′. Cet ouvert ne contient aucun sous-ensemble
analytique compact de dimension ≥ 1. Il est, d’apre`s Grauert, ouvert de
Stein. D’apre`s le lemme 2, S ∪ Γ posse`de dans W un syste`me fondamental
de voisinages de Stein.
3 Preuve du the´ore`me 1
D’apre`s le the´ore`me de Dolbeault-Henkin ge´ne´ralise´ [7], il suffit de prouver
que le plan tangent de Γ est maximalement complexe en tout point de Γ ∩
Pn−p+1ν pour un ensemble dense de ν ∈ V . Par me´thode de tranchage, on
rame`ne le proble`me au cas p = 2. Par me´thode de projection, le proble`me
se rame`ne au cas n = 3 et p = 2.
Proposition 1 Pour tout ouvert V ′ ⊂ V , il existe ν0 ∈ V
′, un sous-ensemble
V ′′ ⊂ V ′ et un voisinage de Stein W de Γ ∩ P2ν0 ve´rifiant
1. Les vecteurs tangents ge´ome´triques de V ′′ en ν0 engendent le plan tan-
gent de V en ν0.
2. Pour tout ν ∈ V ′′, l’intersection Γ ∩ P2ν est incluse dans W .
3. Pour tout ν ∈ V ′′, l’intersection Γ ∩ P2ν est le bord d’une 1-chaˆıne
holomorphe Sν de P
2
ν \ Γ qui est relativement compacte dans W .
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Preuve. On peut supposer que V ′ est suffisamment petit tel que pour tous
ν, ν ′ ∈ V ′ la combinaison γν := Γ ∩ P
2
ν soit une de´formation continue de
Γ ∩ P2ν′ . On e´crit
γν = Γ ∩ P
2
ν =
∑
i∈I
niγi,ν
ou` les ni sont des entiers non nuls et γi,ν sont des courbes re´elles ferme´es,
irre´ductibles, C2 de´pendantes continuˆment de ν ∈ V ′. On appelle (w0 : w1 :
w2 : w3) les coordonne´es homoge`nes de CP
3 et zi := wi/w0 ses coordonne´es
affines. On peut supposer que les hyperplansH := {w2 = 0} etQ = {w0 = 0}
ne rencontrent pas γν pour tout ν ∈ V
′. De plus, on peut supposer que
(w0 : w1 : w2) est un syste`me des coordonne´es de P
2
ν pour tout ν ∈ V
′. On
choisit pour tout ν ∈ V ′, une 1-chaˆıne holomorphe Sν de P
2
ν \ Γ a` bord γν
telle que Sν ne contient aucune surface de Riemann compacte. Rappelons
que deux chaˆınes de meˆme bord au sens des courants diffe`rent d’une chaˆıne
alge´brique. On e´crit
Sν =
∑
j∈Jν
mj,νSj,ν
ou` lesmj,ν sont des entiers et Si,ν sont des sous-ensembles analytiques irre´ductibles
de P2ν \ Γ. Alors le bord de Sj,ν est une combinaison line´aire de γj,ν a` coef-
ficients 0, 1 ou −1. Soit Fν l’ensemble de toutes ces combinaisons. Comme
V ′ est petit et γν de´pend continuˆment de ν, on peut identifier tous les Fν
et noter F := Fν pour ν ∈ V
′. On peut e´galement conside´rer Jν comme un
sous-ensemble de F . On appelle kj,ν le nombre de point d’intersection de
Sj,ν avec H en comptant les multiplicite´s. Soient J un sous-ensemble de F ,
M = {mj}j∈J et K = {kj}j∈J des familles de nombres entiers. On pose
VJ,M,K := {ν ∈ V
′′ telle que Jν = J,mj,ν = mj , kj,ν = kj pour tout j ∈ J}.
Alors V ′ =
⋃
VJ,M,K . Par conse´quent, il existe un VJ,M,K et un ν0 ∈ VJ,M,K
tels que les vecteurs tangents ge´ome´triques de VJ,M,K en ν0 engendent le plan
tangent de V en ν0. D’apre`s le the´ore`me 2, il suffit de prouver que Sj,ν de´pend
de manie`re continue de ν ∈ VJ,M,K. Fixons un j ∈ J . Pour simplifier des
notations, on pose k := kj . Soient X
′ un voisinage 2-concave suffisamment
petit de P2ν0 et Γ
′ une combinaison line´aire a` coefficients ±1 de composantes
irre´ductibles de Γ∩X ′ tels que γ′ν := Γ
′ ∩ P2ν = bSj,ν pour ν ∈ VJ,M,K proche
de ν0. On pose
Gi,ν(ξ, η) :=
1
2πi
∫
γ′
ν
zi1
d(z2 − ξ − ηz1)
z2 − ξ − ηz1
.
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Ces fonctions sont les fonctions syme´triques qui permettent de de´terminer
les solutions du proble`me du bord pour γ′ν [9]. Un the´ore`me de Dolbeault-
Henkin implique que les deux conditions suivantes sont e´quivalentes (voir
[7])
1. γ′ν est le bord d’une 1-chaˆıne holomorphe S
′
ν telle que l’intersection de
H avec S ′ν soit une combinaison de points a` coefficients entiers positifs
et de masse totale k.
2. Il existe des fonctions Ci,ν(η) de´finies C
∞ dans un ouvert Ω de C pour
i = 0, 1, . . . , k + 1 et un voisinage U de 0 dans C tels que pour tout
ξ ∈ U le syste`me d’e´quations suivant admette une solution

xi1 + · · ·+ x
i
k = Gi,ν(ξ, η) +
C
(i−1)
0,ν (η)
(i− 1)!
ξi +
i∑
s=1
iC
(i−s)
s,ν (η)
(i− s)!
ξi−s
pour i = 1, 2, . . . , k + 1
Si, dans la condition 1, la solution S ′ν existe, elle sera unique. Par conse´quent,
pour ν ∈ VJ,M,K, cette solution est e´gale a` Sj,ν. Au voisinage de H ∩ P
2
ν , S
′
ν
sera de´crite par {(xs, ξ + ηxs)}
k
s=1 pour (ξ, η) variant dans U ×Ω [7]. Soient
Si := x
i
1 + · · ·+ x
i
k. Alors Sk+1 sera de´termine´e par un polynoˆme en S1, ...,
Sk. On e´crit
Sk+1 = P (S1, . . . , Sk).
On remplace les Si dans l’e´quation pre´ce´dente par les membres a` droite
du syste`me ci-dessus. Ensuite, on de´veloppe deux membres de l’e´quation
obtenue en se´rie de Taylor en ξ. L’identification des coefficients de ξi nous
donne un syste`me de la forme

C
(k+1−i)
k,ν (η) = Fi(η, C0,ν , C
(1)
0,ν , . . . , C
(k−1)
0,ν , C1,ν , C
(1)
1,ν , . . . , Ck,ν, ν)
pour i = k + 1, k, . . . , 1
C
(k)
0,ν (η) = F0(η, C0,ν, C
(1)
0,ν , . . . , C
(k−1)
0,ν , C1,ν, C
(1)
1,ν , . . . , Ck,ν, ν)
Hs(η, C0,ν, . . . , C
(k−1)
0,ν , . . . , Ck,ν, ν) = 0
pour s = 1, 2, . . .
o Fi et Hs sont des polynoˆmes en C
(i)
s,ν, holomorphes en η et C2 en ν.
D’apre`s le the´ore`me de Cauchy-Kovalevskaya, les k + 1 premie`res e´quations
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donnent une solution unique pour chaque donne´e vectorielle b en un point
fixe´ θ de Ω, c.-a`-d.
(Cν,0, . . . , C
(k−1)
0,ν , C1,ν, C
(1)
1,ν , . . . , Ck,ν) = b en θ.
Cette solution de´pend holomorphiquement de (b, η) et de fac¸on C2 de ν.
Remplac¸ant cette solution dans le reste du syste`me, nous obtenons un syste`me
de la forme {
H˜s(b, η, ν) = 0
pour s = 1, 2, . . .
ou` H˜s sont des fonctions holomorphes en b, ν et C
2 en ν.
L’ensemble de solutions de ce syste`me repre´sente un ferme´ Σ dans l’espace de
(b, η, ν). Le fait que pour un ν, il existe une 1-chaˆıne S ′ν ve´rifiant la condition
1 ci-dessus, est e´quivalent au fait qu’il existe un b et un ouvert non vide Θ
de C ve´rifiant {b} × Θ × {ν} ⊂ Σ. Ceci montre que la solution du syste`me
initial de´pend de manie`re continue de ν ∈ VJ,M,K . Soit X
′′ ⊂ X ′ un petit
voisinage suffisamment petit de H ∩ P2ν0, a` bord lisse tel que bX
′′ coupe S ′ν0
transversalement. Alors S ′ν \X
′′ tend vers S ′ν0 \X
′′ quand ν ∈ VJ,M,K tend
vers ν0. Posons S
′′
ν := S
′
ν \ X
′′
. D’apre`s le corollaire 1, S ′′ν tend vers S
′′
ν0
quand ν ∈ VJ,M,K tend vers ν0. D’ou` Sj,ν tend vers Sj,ν0 quand ν ∈ VJ,M,K
tend vers ν0.

La preuve du the´ore`me 1 sera comple´te´e par la proposition suivante:
Proposition 2 Dans les conditions du the´ore`me 1 et de la proposition 1, le
plan tangent de Γ en chaque point de Γ ∩ P2ν0 est maximalement complexe.
Preuve. Soient Π : CP3 \ (0 : 0 : 0 : 1) −→ CP2 la projection canonique
Π(w) := (w0 : w1 : w2) et Π1 : CP
3 \ {w0 = 0} −→ C avec Π1(z) := z1.
On peut supposer que {w0 = 0} ∩ γν = ∅ pour tout ν proche de ν0,
(0 : 0 : 0 : 1) ∈ P2ν0, la restriction de Π1 sur γν0 est C
2, injective en de-
hors d’un ensemble fini et que la restriction de la projection Π sur Γ ∩ U
soit de rang maximal en tout point et injective en dehors d’une hypersurface
re´elle de Γ∩U , ou` U est un petit voisinage de γν0. La varie´te´ Γ∩U peut eˆtre
conside´re´e comme le graphe d’une fonction Z3 au dessus de Γ := Π(Γ) ∩ U
sauf sur les singularite´s de Γ, ou` U est un petit voisinage de Π(P2ν0) ≃ CP
1.
La fonction Z3 est C
2 sur son domaine de de´finition. Comme W est un
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ouvert de Stein, il existe une fonction g non identiquement nulle et holo-
morphe dans W telle que g−1(0) ⊃ W ∩ {w0 = 0}. D’apre`s la proposition
1, la condition des moments (ou la formule de Stokes sur Sν) implique que∫
γν
P (z1, z2)g
kdz1 = 0 pour tout polynoˆme P , tout k ≥ deg P + 2 et pout
tout ν ∈ V ′′.
On appelle L l’hyperplan complexe de l’espace C ⊗R Tan (G(3, 4), ν0), en-
gendre´ par les vecteurs tangents de V ′′ en ν0, ou` la notation Tan (G(3, 4), ν0)
signifie le plan tangent re´el de la grassmannienne G(3, 4) en ν0. Alors pour
tout vecteur L ∈ L la de´rive´e L(
∫
γν
P (z1, z2)g
kdz1) s’annulle en ν0 pour
k ≥ degQ+ 2.
Soit M := {ν ∈ G(3, 4) : P2ν ∋ (0 : 0 : 0 : 1)}. Posons Λ := L ∩ C ⊗R
Tan (M, ν0). Alors Λ est un hyperplan de C ⊗R Tan (M, ν0). On peut iden-
tifier M a` la grassmannienne G(2, 3) qui parame`tre l’ensemble de droites
projectives de P2. Chaque P2ν avec ν ∈ M sera associe´ a` P
1
ν := Π(P
2
ν). Alors
dimC Λ = 3. Une droite projective ge´ne´rique P
1
ν de CP
2 (avec ν ∈ M)
est de´finie par l’e´quation z2 = ξ + ηz1 avec ξ, η ∈ C. Alors il existe
(a, b), (c, d) ∈ C2 \ {0} tels que Λ est engendre´ par les trois vecteurs C-
inde´pendants a ∂
∂ξ
+b ∂
∂η
, a ∂
∂ξ
+b ∂
∂η
et c ∂
∂ξ
+c ∂
∂ξ
+d ∂
∂η
+d ∂
∂η
. Ces trois vecteurs
sont C-inde´pendants si et seulement si la matrice suivante est de rang maxi-
mal
M :=

 a b 0 00 0 a b
c d c d


Pour tout point re´gulier z ∈ Γ, on note L2 le vecteur antiholomorphe de
C⊗R Tan C(Γ, z) dont la projection sur C⊗R {
∂
∂z2
} vaut ∂
∂z2
, ou` la notation
Tan C(Γ, z) signifie la droite tangente complexe de Γ en z. Fixons ν
∗ =
(ξ∗, η∗) ∈M et conside´rons ν = (ξ, η∗) ∈M . Conside´rons z∗ ∈ Π(γν0) et z le
point d’intersection de P1ν avec Tan C(Γ, z
∗). Alors la deuxie`me coordonne´e
z2 de z peut eˆtre conside´re´e comme une fonction holomorphe en ξ et on
note ∂z2
∂ξ
pour la de´rive´e de z2 en ξ. Comme le restriction de Π sur Γ ∩ U
est injective en dehors d’une hypersurface re´elle de Γ ∩ U , on peut poser
L
∗
2(g)(z1, z2, z3) := L2(g(z1, z2, Z3(z1, z2))). C’est une fonction continue sur
la partie re´gulie`re de Γ.
Lemme 8 Avec les notations ci-dessus, pour tout k ≥ 0 et pour tout polynoˆme
P les e´galite´s suivantes sont vraies en tout point ν∗ = (ξ∗, η∗) ∈M
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1.
∂
∫
γν
P (z1, z2)g
kdz1
∂η
=
∂
∫
γν
P (z1, z2)z1g
kdz1
∂ξ
.
2.
∂
∫
γν
P (z1, z2)g
kdz1
∂ξ
=
∫
γν
kP (z1, z2)L
∗
2(g)
∂z2
∂ξ
gk−1dz1.
3.
∂
∫
γν
P (z1, z2)g
kdz1
∂η
=
∫
γν
kP (z1, z2)z1L
∗
2(g)
∂z2
∂ξ
gk−1dz1.
Preuve.
Premier cas. Supposons que Γ est une re´union de droites projectives. On
e´crit Γ =
⋃
θ∈Υ P
1
θ, ou` Υ est une combinaison line´aire a` coefficients entiers
de courbes re´lles C2 ferme´es dans M . La notation θ ∈ Υ signifie un point
a` multiplicite´ entie`re. Pour tout θ = (α, β) ∈ Υ et tout ν ∈ M , on appelle
z1(θ, ν) et z2(θ, ν) les coordonne´es du point d’intersection de P
1
ν avec P
1
θ.
Alors ∫
γν
P (z1, z2)g
kdz1 =
∫
θ∈Υ
P˜ (θ, ν)g˜k(θ, ν)dz1(θ, ν) (1)
ou`
P˜ (θ, ν) := P (z1(θ, ν), z2(θ, ν))
et
g˜(θ, ν) := g(z1(θ, ν), z2(θ, ν), Z3(z1(θ, ν), z2(θ, ν))).
Alors P˜ est holomorphe par rapport a` ν. D’autre part on a des relations
z2(θ, ν) = ξ + ηz1(θ, ν) et z2(θ, ν) = α + βz1(θ, ν).
Ces relations impliquent
∂z1(θ, ν)
∂η
= z1
∂z1(θ, ν)
∂ξ
et
∂z2(θ, ν)
∂η
= z1
∂z2(θ, ν)
∂ξ
∂z1(θ, ν)
∂η
= z1
∂z1(θ, ν)
∂ξ
et
∂z2(θ, ν)
∂η
= z1
∂z2(θ, ν)
∂ξ
.
Par conse´quent, pour toute fonction f de classe C1 a` deux variables
∂f(z1(θ, ν), z2(θ, ν))
∂η
= z1
∂f(z1(θ, ν), z2(θ, ν))
∂ξ
(2)
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et
∂f(z1(θ, ν), z2(θ, ν))
∂η
= z1
∂f(z1(θ, ν), z2(θ, ν))
∂ξ
(3)
car z1(θ, ν) et z2(θ, ν) sont holomorphes par rapport a` ν.
Les e´galite´s (1), (2) impliquent la premie`re e´galite´ du lemme. La deuxie`me
e´galite´ est e´vidente, la troisie`me est un corollaire de (1) et de (3).
Cas ge´ne´ral. Pour le cas ge´ne´ral, on conside`re Γ′ la re´union des droites
tangentes complexes de Γ aux points de Γ′ ∩ P1ν∗ . Alors au voisinage de
Γ′ ∩ P1ν∗ la varie´te´ Γ est approxime´e a` l’ordre 1 par Γ
′. Ceci explique que
les valeurs des de´rive´es d’ordre 1 trouve´es dans le premier cas restent valable
dans le cas ge´ne´ral.

D’apre`s le lemme 8, on obtient des e´galite´s suivantes en ν0 pour tout k ≥
degPi + 2
∂
∫
γν
(a+ bz1)P1(z1, z2)g
kdz1
∂ξ
= 0 (4)∫
γν
(a+ bz1)P2(z1, z2)L
∗
2(g)
∂z2
∂ξ
gk−1dz1 = 0 (5)
∂
∫
γν
(c+ dz1)P3(z1, z2)g
kdz1
∂ξ
+
+k
∫
γν
(c+ dz1)P3(z1, z2)L
∗
2(g)
∂z2
∂ξ
gk−1dz1 = 0 (6)
Pour P1 = c + dz1, P2 = 1 et P3 = a + bz1, on obtient les e´galite´s suivantes
en ν0 pour k ≥ 3 (la premie`re est obtenue par (5), la seconde par (4) et (6))∫
γν
(a+ bz1)L
∗
2(g)
∂z2
∂ξ
gk−1dz1 = 0 (7)∫
γν
(c+ dz1)(a + bz1)L
∗
2(g)
∂z2
∂ξ
gk−1dz1 = 0 (8)
Comme W est de Stein, il existe une fonction g holomorphe dansW ve´rifiant
1. g−1(0) ⊃W ∩ {w0 = 0}.
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2. L’application g : γν0 −→ C est C
2 et injective en dehors d’un ensemble
fini.
3. La de´rive´e ∂g/∂z3 ne s’annulle pas sur γν0.
Si L
∗
2(g) est identiquement nulle sur γν0, le plan tangent de Γ en chaque point
de γν0 est maximalement complexe.
Supposons que L
∗
2(g) n’est pas identiquement nulle sur γν0. Posons
γ := {z ∈ γν0 : L
∗
2(g(z)) 6= 0}.
Alors il existe un arc ouvert l ⊂ γν0 telle que g(l) appartient au bord de la
composante connexe non borne´e de C\g(γ). Les e´galite´s (7) et (8) impliquent
que les mesures a` support dans g(γ)
µ := g∗
{
(a+ bz1)L
∗
2(g)
∂z2
∂ξ
g2dz1
}
et
µ′ := g∗
{
(c+ dz1)(a+ bz1)L
∗
2(g)
∂z2
∂ξ
g2dz1
}
sont orthogonales aux polynoˆmes de C. Ces mesures s’e´tendent dans C au
sens faible des courants en des (1, 0)-formes holomorphes dans C \ g(γ) qui
sont nulles sur la composante connexe non borne´e R de C\g(γ). Sur un petit
voisinage d’un ouvert dense de bR, ces extensions sont des extensions con-
tinues [6]. On remarque que Sν0 est lisse en tout point du bord a` l’exception
d’un compact de longueur 0. Alors il existe un arc ouvert l′ ⊂ l et des ouverts
simplement connexes a` bord lisse Θ, Ω de C ve´rifiant
1. La restriction de l’application g sur Sν0 ∩ g
−1(Θ) est une application
bijective, lisse et a` l’image dans Θ.
2. La restriction de l’application Π1 sur Sν0 ∩ g
−1(Θ) est une application
bijective, lisse et a` l’image dans Ω.
3. Les restrictions des mesures µ et µ′ sur g(l′) ⊂ bΘ s’e´tendent con-
tinuˆment dans Θ en une (1, 0)-forme holomorphe, qui ne s’annulle dans
aucun point.
4. Aucune des fonctions a + bz1, c + dz1, g et z1 ne s’annulle sur Sν0 ∩
g−1(Θ).
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En conside´rant le rapport entre deux mesures µ et µ′, on constate que la
restriction de la fonction
h := g∗
{
(c+ dz1)(a+ bz1)
a + bz1
}
sur g(l′) s’e´tend holomorphiquement sur Θ. Ceci montre que la restriction
de la fonction
f :=
c+ dz1
a + bz1
sur Π1(l
′) s’e´tend aussi holomorphiquement dans Ω. Comme la matrice M
est de rang maximal, la fonction f n’est pas constante. Par conse´quent, la re-
striction de z1 s’e´tend me´romorphiquement dans Ω car z1 = (fa−c)/(d−fb).
Un remplacement convenable de l′, Θ et Ω par leurs ouverts permet de sup-
poser que cette extension est holomorphe. Soit Φ une application biholo-
morphe du disque unite´ D dans Ω. On sait que Φ s’e´tend continuˆment en
une application bijective de D dans Ω. Alors Φ|l′′ s’e´tend holomorphique-
ment dans D ou` l′′ := Φ−1(Π1(l
′)). En conse´quence, les restrictions des
parties re´elle et imaginaire ℜΦ et ℑΦ de Φ sur l′′ s’e´tendent holomorphique-
ment dans D. D’apre`s le principe de re´flexion, les fonctions obtenues se
prolongent holomorphiquement au voisinage de l′′. Ceci montre que Π1(l
′)
est re´elle analytique. En utilisant de petits changements des coordonne´es,
on peut prouver que Π1,ǫ(l
′) contient un ouvert re´el analytique pour tout ǫ
petit, ou` Π1,ǫ(z) := z1 + ǫ2z2 + ǫ3z3. Finalement, l
′ contient un ouvert re´el
analytique. C’est la contradiction recherche´e.

4 Remarque et questions ouvertes
La meˆme me´thode de la preuve du the´ore`me 1 permet de de´montrer le
re´sultat suivant:
The´ore`me 3 Soient D une varie´te´ complexe de dimension p ≥ 2 a` bord C2
irre´ductible dans CPn et f une fonction C2 de´finie sur bD a` valeurs dans
CP
1. Soit V ⊂ G(n − p + 2, n + 1) une varie´te´ re´elle de codimension 1
ve´rifiant les conditions suivantes pour tout ν ∈ V
1.
⋃
ν∈V P
n−p+1
ν recouvre un ouvert dense de bD.
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2. Pn−p+1ν coupe bD transversalement.
3. La restriction de f sur bD ∩ Pn−p+1ν se prolonge dans D ∩ P
1
ν en une
fonction me´romorphe.
4. Aucun ouvert de bD ∩ Pn−p+1ν n’est re´el analytique.
Alors la fonction f se prolonge me´romorphiquement dans D.
Ce re´sultat ge´ne´ralise [8, the´ore`me 5], qui donne la solution partielle a`:
Conjecture 1 (Globevnik-Stout, [11]) Soient Ω ⊂⊂ D deux domaines con-
vexes a` bord C2 dans Cn et f une fonction continue sur le bord de D. Sup-
posons que f se prolonge continuˆment en une fonction holomorphe dans D∩l
pour toute droite complexe l tangente a` bΩ. Alors f se prolonge holomor-
phiquement dans D.
Conjecture 2 Soient Ω ⊂⊂ D des domaines convexes a` bord C2 dans Cn, K
un compact convexe de Cn et f une fonction continue sur bD\K. Supposons
que f se prolonge continuˆment en une fonction holomorphe dans (D\K)∩l et
aucun ouvert de (bD\K)∩ l n’est re´el analytique pour toute droite complexe
l tangente a` bΩ. Alors f se prolonge holomorphiquement dans D \K.
Question 1 Est-ce que le the´ore`me 3 est valable pour une fonction f continue?
Question 2 Si, dans le the´ore`me 3, D est inclus dans Cn et si la fonction f
et ses prolongements dans D∩Cn−p+1ν sont tous a` valeurs dans C, est-ce que
la condition 4 est ne´cessaire?
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