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Abstract
We study the problem of minimal resistance for a body moving with
constant velocity in a rarefied medium of chaotically moving point parti-
cles, in Euclidean space Rd. The particles distribution over velocities is
radially symmetric. Under some additional assumptions on the distribu-
tion function, the complete classification of bodies of least resistance is
made. In the case of three and more dimensions there are two kinds of
solutions: a body similar to the solution of classical Newton’s problem
and a union of two such bodies “glued together” by rear parts of their
surfaces. In the two-dimensional case there are solutions of five different
types: (a) a trapezium; (b) an isosceles triangle; (c) the union of a tri-
angle and a trapezium with common base; (d) the union of two isosceles
triangles with common base; (e) the union of two triangles and a trapez-
ium. The cases (a)–(d) are realized for any distribution of particles over
velocities, and the case (e) is only realized for some distributions. Two
limit cases are considered, where the average velocity of particles is big
and where it is small as compared to the body’s velocity. Finally, using
the obtained analytical results, we study numerically a particular case:
the problem of body’s motion in a rarefied homogeneous monatomic ideal
gas of positive temperature in R2 and in R3.
1 Introduction
In 1686, in his Principia [9], I. Newton considered the problem of body’s motion
in a homogeneous medium of point particles. He assumed that collisions of
the particles with the body are absolutely elastic, the medium is very rare, so
that the particles do not mutually interact, and that initially the particles are
immovable, i.e., thermal motion of particles is not taken into account. These
assumptions are not satisfied in the ordinary conditions “on earth”, but can be
approximately valid when considering motion of high-speed and high-altitude
flying vehicles such as missiles and artificial satellites.
1
Newton considered the problem of finding the shape of body minimizing
resistance of the medium to the body’s motion. He solved this problem in the
class of convex axially symmetric bodies with the axis parallel to the body’s
velocity, of fixed length along this axis and with fixed projection on a plane
orthogonal to the axis. Due to convexity of the body, each particle hits the
body at most once, and this fact allows one to write down an explicit analytical
formula for resistance. The body of least resistance found by Newton can be
described as follows: the rear part of its surface is a flat disk, which is at the
same time the maximal cross section of the body by a plane orthogonal to the
symmetry axis. The front part of the surface is composed of a smaller disk in
the middle and of a strictly convex lateral surface.
Let us also mention the two-dimensional analogue of Newton’s problem.
Consider a class of convex figures in R2 that are symmetric with respect to
some straight line and have fixed length along this line and fixed width; it is
required to find the figure from this class such that resistance to the motion
of the figure along this line is minimal. If the length does not exceed the half-
width, the solution is a trapezium with the angle 450 at the base; elsewhere, the
solution is an isosceles triangle.
Since the early 1990th the interest to Newton’s problem revived. In partic-
ular, there were obtained interesting results related to minimization problems
in wider classes of bodies obtained by withdrawing or relaxing the conditions
initially imposed by Newton: axial symmetry [2], [1], [7], [8] and convexity [3],
[4], [5], [10], [11].
On the other hand, the assumptions of absolutely elastic collisions and of
absence of thermal motion in the medium are, at the best, true only approxi-
mately. (Note that “absence of thermal motion” means that the mean velocity
of thermal motion of particles is negligible as compared to the body’s velocity.)
In [6], the problem was studied under the more realistic hypothesis of presence
of friction at the moment of collision (so that collisions are not absolutely elas-
tic). In the present paper, we address the minimization problem in a medium
with thermal noise of particles.
A convex and axisymmetric body moves in Rd, d ≥ 2 along its symmetry
axis, in a medium of chaotically moving particles; the medium is homogeneous,
and distribution of the particles over velocities is the same at every point. The
magnitude V of velocity is constant. The length h of the body along the axis is
fixed, and the maximal cross section of the body by a hyperplane orthogonal to
the axis is a unit (d− 1)-dimensional ball. We consider the problem of finding
the shape of body minimizing resistance of the medium. The main results of
this paper are as follows.
If d ≥ 3, there are two different kinds of solutions. We shall describe them
in the case d = 3; if d > 3, the description is quite similar. The solution of first
kind is similar to the solution of classical Newton’s problem, that is, its surface
can be described in the same way as the surface of Newton’s solution. The
solution of second kind is a union of two bodies similar to Newton’s solution
“glued together” by rear parts of their surfaces. The length (along the direction
of motion) of the front body is always more than the length of the rear body
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(a) V = 1, h = 1.97 (b) V = 1, h = 3.11
Figure 1: Two solutions of the three-dimensional problem related to motion in
a rarefied monatomic homogeneous ideal gas. The mean square velocity of gas
molecules equals 1.
turned over. The solution of first kind is realized for h ≤ h∗, and of second
kind, for h > h∗, where h∗ = h∗(V ) > 0 is a critical value depending on V .
The function h∗(V ) goes to infinity as V → +∞ and to zero as V → 0+. The
examples of solutions of first and second kind are shown on Fig. 1(a) and on
Fig 1(b), respectively. Here and in what follows the body is supposed to move
vertically upwards.
If d = 2, the classification of solutions is somewhat more complicated. There
are five different kinds of solutions: (a) a trapezium, (b) an isosceles triangle, (c)
the union of a triangle and a trapezium, (d) the union of two isosceles triangles,
(e) the union of two triangles and a trapezium; see Fig. 2(a) – Fig 2(e). The
solutions of first kind are realized for 0 < h < u0+, of second, for u
0
+ ≤ h ≤ u∗,
of third, for u∗ < h < u∗ + u0−, of fourth and fifth, for h ≥ u∗ + u0−. These
values u0+ = u
0
+(V ), u∗ = u∗(V ), u
0
− = u
0
−(V ) will be defined in section 4.2;
one has 0 < u0+(V ) < u∗(V ) < u∗(V ) + u
0
−(V ). The solutions (a) – (d) are
realized for any distribution of particles over velocities and for any positive V ;
the solution (e) is realized only for some special distributions and some values
of V . The numerical computation of a solution of kind (e) is a hard task, which
is unsolved as yet.
In the limit cases, where the velocity of body is big and where it is small as
compared to the mean velocity of particles, the shape of body of least resistance
depends only on the length h, and does not depend on the distribution of par-
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(a) h = 0.7
(b) h = 3
(c) h = 6
(d)
h =
7.83
(e)
Figure 2: The two-dimensional problem. The solutions cor-
responding to the cases (a) – (d) are calculated numerically,
for the motion with velocity V = 1 in a gas; the gas param-
eters are the same as on Fig. 1.
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ticles over velocities. In the first limit case the optimal body coincides with the
solution of classical Newton’s problem. In the second limit case, for d = 3, the
optimal body is a second kind solution symmetric with respect to a plane per-
pendicular to the symmetry axis, the inclination angle of the lateral surface at
its upper and lower points with respect to this plane being 51.80; and for d = 2,
the optimal body is one of the four figures: (a) a trapezium if 0 < h < 1.272;
(b) an isosceles triangle if h = 1.272; (c) the union of an isosceles triangle and
a trapezium if 1.272 < h < 2.544; (d) a rhombus if h ≥ 2.544. In the cases (a)
– (c) the inclination angle of lateral sides of these figures with respect to the
base equals 51.80, and in the case (d), exceeds this value.
In a monatomic ideal gas the velocities of molecules are distributed according
to Gaussian law. Suppose that the mean square velocity of molecules equals 1,
then the kind of solution is determined by two parameters: velocity of the body
V and its length h. We define numerically the regions on the parameter plane
corresponding to different kinds of solutions; for some special values of param-
eters we determine the shape of optimal body and calculate the corresponding
resistance. This work is made in the two- and in the three-dimensional cases.
Imagine an observer travelling with the body through the medium; he would
detect a flux of particles falling on the immovable body. In fact, this picture is
more convenient for us, and will be taken in the sequel.
The paper is organized as follows. In section 2 the formulas for pressure of
the flux on the body’s surface and for resistance force are derived; two auxiliary
lemmas of pressure distribution over the surface are formulated; and the prob-
lem of minimal resistance is reduced to the form more adapted for studying. In
section 3, some auxiliary minimization problems are solved. Using these results,
in the next section we solve the minimal resistance problem in general form. The
solutions are different for the cases d = 2 and d ≥ 3. In section 5, the obtained
results are applied to the flux corresponding to a rarefied monatomic homoge-
neous ideal gas of positive temperature. In appendix A, the auxiliary lemmas
are proved, and in appendix B, asymptotic formulas for pressure functions as
V → 0+ are obtained.
2 Calculation of pressure and resistance
2.1 Consider an immovable convex body B in Euclidean space Rd, d ≥ 2 and
a flux of infinitesimal particles falling upon it. Velocities and masses of the
particles in general are different. Let the function ρ(v) denote the distribution
density over velocities of total mass of particles in a unit volume, so that for any
two infinitesimal regions V , X ⊂ Rd having d-dimensional volumes |V| = dv,
|X | = dx, the total mass of particles that are contained in X and have velocities
v ∈ V equals ρ(v) dv dx. Therefore, the particles’ distribution over velocities and
density of the flux ν =
∫
Rd
ρ(v)dv are the same at each point and at each instant.
It is supposed that ν <∞.
An individual particle hitting the body at x transmits the impulse m ·
2(v|nx)nx to the body, wherem and v denote the particle’s mass and its velocity
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before the collision, nx means the outer unit normal to ∂B at x, and (· | ·) means
scalar product. Note that (v|nx) < 0.
Let δ be an infinitesimal part of ∂B containing x, and let V be an in-
finitesimal region containing v, of volume |V| = dv. The total mass of par-
ticles, colliding with δ in a time interval dt and having velocity v ∈ V , equals
dM = ρ(v) dv · (v|nx)− |δ|dt, where |δ| means (d− 1)-dimensional area of δ, and
z− := max{−z, 0}. The total impulse transmitted by these particles equals
dM · 2(v|nx)nx = −2ρ(v) dv · (v|n) 2− |δ|dt · nx.
Integrating this value with respect to v, one obtains the total impulse transmit-
ted to δ per time dt,
−2
∫
Rd
(v|nx) 2− ρ(v) dv · |δ|dt · nx.
Dividing this value by |δ|dt, one obtains that pressure of the flux at x equals
π(nx), where
π(n) = −2
∫
Rd
(v|n) 2− ρ(v) dv · n. (2.1)
Integrating the pressure over ∂B, one gets the total force R(B) the flow is
exerting on the body,
R(B) =
∫
∂B
π(nx) dHd−1(x), (2.2)
where Hd−1 means (d− 1)-dimensional Hausdorff measure.
2.2 Denote R+ := [0, +∞), and denote by Ad the set of functions σ ∈
C1(R+) such that the function σ
′(r)/r, r > 0 is negative, bounded below, and
monotone increasing, and ∫ ∞
0
r2σ(r) drd <∞. (2.3)
Remark 1. Note that if σ1, σ2 ∈ Ad then σ1 + σ2 ∈ Ad. Also, if α, β > 0,
σ ∈ Ad and σ˜(r) = ασ(βr), then σ˜ ∈ Ad.
From now on, we suppose that the density function ρ satisfies the condition
A ρ(v) = σ(|v + V ed|), where σ ∈ Ad, V > 0, and ed is the dth
coordinate vector.
Note that the relation (2.3) implies that pressure π(n) (2.1) is always finite.
Example 1. Consider a rarefied homogeneous monatomic ideal gas in R3 of
absolute temperature T > 0. The distribution density of molecules’ mass over
velocities equals σh(|v|), where
σh(r) = ν
( m
2πkT
)3/2
e−
mr2
2kT
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(the Maxwell distribution); here k is Boltzmann’s constant and ν is the gas
density. Consider a body moving through the gas with constant velocity of
magnitude V in the direction of third coordinate vector e3. In a frame of
reference connected with the body the distribution density over velocities equals
ρh(v) = σh(|v + V e3|). It is easy to check that σh ∈ A3, so the condition A is
fulfilled.
Example 2. Let, now, a rarefied ideal gas of temperature T be a mixture of
n homogeneous components, the ith component having density νi and being
composed of monatomic molecules of mass mi. Then the distribution density
of molecules’ mass over velocities equals σnh(|v|), where
σnh(r) =
n∑
i=1
νi
( mi
2πkT
)3/2
e−
mir
2
2kT .
Taking account of remark 1, one concludes that σnh ∈ A3. As in the previous
example, a body moves in the gas along the third coordinate axis with velocity
V . In a frame of reference connected with the body the distribution density
over velocities equals ρnh(v) = σnh(|v+V e3|), therefore, the condition A is also
satisfied.
In the examples 1 and 2, the force of resistance of the gas to the body’s
motion is calculated according to (2.1) and (2.2).
In what follows, we shall also suppose the following condition to be fulfilled:
B The body B is convex, compact, and symmetric with respect to
the dth coordinate axis. Moreover, the maximal cross section of the
body by a hyperplane orthogonal to the symmetry axis is a unit
(d− 1)-dimensional ball.
By translation along the dth coordinate axis, the body can be reduced to
the form
B = {(x’, xd) : |x’| ≤ 1, f−(|x’|) ≤ xd ≤ −f+(|x’|)} ,
where x’ = (x1, . . . , xd−1), f+ and f− are convex non-positive non-decreasing
continuous functions defined on [0, 1]. The length h of body along the symmetry
axis equals
h = −f+(0)− f−(0).
Now, let us specify the formulas for pressure π(n) (2.1) and force R(B) (2.2),
using the conditions A and B.
At a regular point x+ = (x’,−f+(|x’|)) of the upper part of the boundary
∂B, the outer unit normal vector is
nx+ =
1√
f ′+(|x’|) 2 + 1
(
f ′+(|x’|)
x’
|x’| , 1
)
, (2.4)
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and using (2.1) and taking into account axial symmetry of ρ with respect to the
dth coordinate axis, one finds that pressure of the flux at this point equals
π(nx+) = −p+
(
f ′+(|x’|)
) · nx+ , (2.5)
where
p+(u) :=
∣∣∣∣π
(
1√
u2 + 1
(u, 0, . . . , 0, 1)
)∣∣∣∣ . (2.6)
Similarly, pressure of the flux at a regular point x− = (x’, f−(|x’|)) of the lower
part of ∂B equals
π(nx−) = p−
(
f ′−(|x’|)
) · nx− , (2.7)
where
nx− =
1√
f ′−(|x’|) 2 + 1
(
f ′−(|x’|)
x’
|x’| , −1
)
(2.8)
and
p−(u) := −
∣∣∣∣π
(
1√
u2 + 1
(u, 0, . . . , 0, −1)
)∣∣∣∣ . (2.9)
From (2.6), (2.9), and (2.1) one obtains
pε(u) = ε
∫
Rd
(v1u+ εvd)
2
−
1 + u2
ρ(v) dv, where ε ∈ {−, +}. (2.10)
Let us calculate R(B). The integral in the right hand side of (2.2) is the sum
of two integrals corresponding to the upper and lower parts of ∂B. Changing
the variable in each of these integrals and using the formulas (2.4), (2.5), (2.7),
and (2.8), one obtains
R(B) =
∫
|x’|≤1
p+(f
′
+(|x’|)) ·
(
−f ′+(|x’|)
x’
|x’| , −1
)
dx’+
+
∫
|x’|≤1
p−(f ′−(|x’|)) ·
(
f ′−(|x’|)
x’
|x’| , −1
)
dx’.
Next, using that the functions pε(f
′
ε(|x’|)) are invariant, and the functions
εf ′ε(|x’|) x’|x’| are anti-invariant with respect to central symmetry x’ → −x’, one
gets that ∫
|x’|≤1
pε(f
′
ε(|x’|)) · εf ′ε(|x’|)
x’
|x’| dx’ = 0, ε ∈ {−,+},
hence
R(B) = −
(∫
|x’|≤1
p+(f
′
+(|x’|)) dx’ +
∫
|x’|≤1
p−(f ′−(|x’|)) dx’
)
ed.
Therefore
R(B) = −ad−1 (R+(f+) +R−(f−)) · ed,
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where ad−1 is the volume of a unit ball in Rd−1, and
Rε(f) =
∫ 1
0
pε(f
′(t)) dtd−1, ε ∈ {−,+}. (2.11)
Denote byM(h) the class of convex non-positive non-decreasing continuous
functions f defined on [0, 1] such that f(0) = −h. Note that any function f ∈
M(h) is differentiable everywhere except possibly on a finite or countable set,
and f ′ is monotone, hence the integral (2.11) is well defined for any f ∈ M(h).
2.3 Thus, the problem of minimal resistance takes the following form:
minimize R+(f+) +R−(f−)
provided that f+ and f− are convex non-positive
non-decreasing functions satisfying the relation
−f+(0)− f−(0) = h.
It will be solved in two steps. First, given h− ≥ 0, h+ ≥ 0, find
inf
f∈M(h−)
R−(f) and inf
f∈M(h+)
R+(f). (2.12)
Second, given solutions f−h− , f
+
h+
of the problems (2.12), find
R(h) := inf
h++h−=h
(
R+(f+h+) +R−(f−h−)
)
.
2.4 Let us formulate two auxiliary lemmas. Their proofs are rather bulky,
and are given in Appendix A.
Lemma 1 states some properties of the functions p+, p−, which will be
needed in the subsequent sections.
Lemma 1. Let ρ satisfy the condition A. Then
(a) there exist the limits limu→+∞ pε(u) =: pε(+∞), besides
p+(+∞) + p−(+∞) = 0;
(b) pε ∈ C1(R+), and p′ε(0) = limu→+∞ p′ε(u) = 0, ε ∈ {−,+};
(c) for u > 0, p′+(u) < p
′
−(u);
(d) for u > 0, p′+(u) < 0, and for any u ≥ 0, p−(u) > p−(+∞).
Lemma 2 specifies the form of functions p+, p− for d = 2: the function p+
has, in a sense, a simple behavior, and the behavior of p− may be complicated.
This specification will be used in section 4.1 when constructing the body of least
resistance in two dimensions.
Designate σα,β(r) = σ(r) + ασ(βr), where α ≥ 0, β > 0. By virtue of
remark 1, if σ ∈ A2 then σα,β ∈ A2, hence the function ρα,β(v) = σα,β(|v +
V e2|), V > 0, defined on R2, satisfies the condition A. Denote by pα,βε , ε ∈
{−,+} the function corresponding to the density ρα,β , according to the formula
(2.10), and denote by p¯α,βε the maximal convex function defined on R+ that
does not exceed pα,βε .
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Figure 3:
Lemma 2. Let d = 2.
(a) If ρ satisfies the condition A then for some u¯ > 0, p′+ is monotone
decreasing on [0, u¯] and monotone increasing on [u¯, +∞) (see Fig. 3(a)).
(b) Suppose that σ ∈ A2, V > 0, and for any n > 0 the function rnσ(r)
monotonically decreases, for r large enough. Then there exist α ≥ 0, β > 0
such that the set Oα,β = {u : pα,β− (u) > p¯α,β− (u)} has at least two connected
components (see Fig. 3(b); Oα,β is shown bold-faced on the x-axis).
3 Auxiliary minimization problems
3.1 The following lemma reduces the minimization problems (2.12) to a simpler
problem of minimization for a function depending on a parameter.
Lemma 3. Let p ∈ C(R+), d ≥ 2, λ > 0, and let a function fh ∈M(h) satisfy
the condition
(Cλ) fh(1) = 0, and for almost every t, u = f
′
h(t) is a solution of
the problem
td−2 p(u) + λu→ min . (3.1)
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Then fh is a solution of the minimization problem
inf
f∈M(h)
R(f), R(f) =
∫ 1
0
p(f ′(t)) dtd−1. (3.2)
Moreover, any other solution of (3.2) satisfies the condition (Cλ) with the same
λ.
Proof. In fact, the problem (3.2) can be considered to be a degenerated case
of the classical problem of optimal control [12], and the statement of lemma is
a consequence of the Pontryagin maximum principle (see [14]). The proof we
give here, however, is quite elementary and does not appeal to the maximum
principle (cf. [13]).
For any f ∈M(h) one has
td−2 p(f ′(t)) + λ f ′(t) ≥ td−2 p(f ′h(t)) + λ f ′h(t) (3.3)
at almost every t. Integrating both sides of (3.3) over t ∈ [0, 1], one gets
1
d− 1
∫ 1
0
p(f ′(t)) dtd−1 + λ (f(1)− f(0)) ≥
≥ 1
d− 1
∫ 1
0
p(f ′h(t)) dt
d−1 + λ (fh(1)− fh(0)), (3.4)
and using that f(1) ≤ 0 = fh(1) and f(0) = fh(0) = −h, one obtains that
R(f) ≥ R(fh).
Next, suppose that f ∈ M(h) and R(f) = R(fh), then, using the relation
(3.4) and the equality f(0) = fh(0), one gets that f(1) ≥ fh(1) = 0, hence
f(1) = 0. Therefore the inequality in (3.4) becomes equality, which, in view of
(3.3), implies that
td−2 p(f ′(t)) + λ f ′(t) = td−2 p(f ′h(t)) + λ f
′
h(t)
for almost every t, hence u = f ′(t) is also a solution of (3.1), on a set of full
measure. Thus, f satisfies the condition (Cλ).
3.2 Assume, additionally, that p ∈ C1(R+) and that p is bounded below.
Denote by p¯ the maximal convex function defined on R+ that does not exceed
p. The function p¯ is also continuously differentiable, and for any h ≥ 0, u ≥ 0
one has
p(u) ≥ p¯(u) ≥ p¯(h) + p¯′(h) · (u− h). (3.5)
Define the set Op := {u : p(u) > p¯(u)}. Obviously, Op is open, and hence is a
union of a finite or countable (maybe empty) set of disjoint open intervals.
The following lemma specifies the solution fh of the minimization problem
(3.2) in the case d = 2.
11
Lemma 4. Suppose that the function p is bounded below, p ∈ C1(R+), h ≥ 0,
p¯′(h) < 0, and denote by (h(−), h(+)) the maximal interval contained in Op such
that h(−) ≤ h ≤ h(+) (it may happen that h(−) = h = h(+), i.e., the interval is
empty).
Then h(+) < +∞, and the following holds true:
(a) The function fh defined by
fh(t) = −h+ ht,
if h(−) = h = h(+), and by
fh(t) =
{ −h+ h(−)t if t ≤ t0 ,
−h+ h(−)t0 + h(+)(t− t0) if t ≥ t0 , where t0 =
h(+) − h
h(+) − h(−) ,
if h(−) < h(+), is a solution of the minimization problem
inf
f∈M(h)
R(f), R(f) =
∫ 1
0
p(f ′(t)) dt , (3.6)
besides
(b) inf
f∈M(h)
R(f) = R(fh) = p¯(h). (3.7)
(c) If f is a solution of (3.6) then at almost every t, the value u = f ′(t)
satisfies the relations p(u) = p¯(h) + p¯′(h) · (u− h) and u 6∈ Op.
Proof. p is bounded below and p¯′(h) < 0, therefore there exists a value u > h
such that p¯(u) = p(u), hence h(+) ≤ u < +∞.
One has p¯(h(−)) = p(h(−)), p¯(h(+)) = p(h(+)), and
p(h(±)) = p¯(h) + p¯′(h) · (h(±) − h). (3.8)
From (3.5) and (3.8) it follows that for any u
p(u)− p(h(±)) ≥ p¯′(h) · (u − h(±)),
and designating λ = −p¯′(h), one obtains
p(u) + λu ≥ p(h(±)) + λh(±).
This means that both h(−) and h(+) minimize the function p(u) + λu.
Further, one easily sees that fh ∈ M(h), fh(1) = 0, and the function f ′h
takes the values h(−) and h(+) (which may coincide). Applying lemma 3, one
obtains that fh is a solution of the problem (3.6).
If h(−) 6= h(+) then
R(fh) =
∫ t0
0
p(h(−)) dt+
∫ 1
t0
p(h(+)) dt =
=
h(+) − h
h(+) − h(−) p(h
(−)) +
h− h(−)
h(+) − h(−) p(h
(+)).
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On the other hand, excluding p¯′(h) from the relation (3.8), one obtains
h(+) − h
h(+) − h(−) p(h
(−)) +
h− h(−)
h(+) − h(−) p(h
(+)) = p¯(h),
hence R(fh) = p¯(h). If h(−) = h(+) = h then R(fh) = p(h) = p¯(h), so the
formula (3.7) is true.
Let, now, f be a solution of (3.6). By lemma 3, for almost every t the value
uˆ = f ′(t) minimizes the function p(u) + λu, hence p(uˆ) + λuˆ = p(h(+)) + λh(+),
and substituting λ = −p¯′(h) and using that p(h(+)) = p¯(h) + p¯′(h) · (h(+) − h),
one obtains
p(uˆ) = p¯(h) + p¯′(h) · (uˆ − h).
Taking into account (3.5), one gets that
p(uˆ) = p¯(uˆ) = p¯(h) + p¯′(h) · (uˆ− h),
hence uˆ 6∈ Op. Lemma 4 is proved.
3.3 Suppose, in addition to the previous assumptions, that there exists the
limit limu→+∞ p(u) =: p(+∞) and that for any u ∈ R+, p(u) > p(+∞). Then
p¯′(u) < 0 for any u. Denote B = −p¯′(0); one has B > 0; the function p¯′ is
continuous and monotone non-decreasing from B to 0.
Suppose that d ≥ 3, and introduce an auxiliary notation: ω = 1d−2 ,
q(u) = |p¯′(u)|−ω, Q(u) = ∫ u0 q(ν) dν. Both function q and Q are continu-
ous and monotone non-decreasing on R+; q changes from B
−ω to +∞, and Q
changes from 0 to +∞.
Lemma 5. Let d ≥ 3, h ≥ 0, p ∈ C1(R+), and let there exist the limit
limu→+∞ p(u) = p(+∞) and for any u ∈ R+, p(u) > p(+∞). Then
(a) the set of values U ≥ 0 satisfying the equation
U − Q(U)
q(U)
= h (3.9)
is non-empty.
(b) Let U be a solution of (3.9) and t0 =
q(0)
q(U) . Introduce the function fh(t),
t ∈ [0, 1] as follows:
for t ∈ [0, t0], fh(t) = −h;
for t ∈ [t0, 1], fh is defined parametrically,
fh = −h+ u q(u)−Q(u)
q(U)
, (3.10)
t =
q(u)
q(U)
, u ∈ [0, U ]. (3.11)
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The function fh is defined correctly, is strictly convex on [t0, 1], and is a unique
solution of the minimization problem (3.2).
(c) The minimal value of R equals
inf
f∈M(h)
R(f) = R(fh) = p¯(U) + Q(U)
q(U)d−1
. (3.12)
Proof. (a) For arbitrary c > 0, one has
U − Q(U)
q(U)
=
∫ U
0
(
1− q(ν)
q(U)
)
dν ≥
∫ c
0
(
1− q(c)
q(U)
)
dν,
and taking into account that limU→+∞ q(U) = +∞, one concludes that for U
sufficiently large, U − Q(U)q(U) > c/2. This implies that the continuous function
U − Q(U)q(U) goes to +∞ as U → +∞; besides it vanishes at U = 0, hence the set
of solutions of (3.9) is non-empty. Therefore, (a) is proved.
Denote by S(h) the set of points u such that p¯(u) = p¯(h) + p¯′(h) · (u − h).
Note that S(h) coincides with the connected component of O¯p containing h, if
h ∈ O¯p, and S(h) = {h} otherwise. Thus, S(h) is a closed segment containing h;
two segments S(h1), S(h2) either coincide or are disjoint. The condition p(u) >
p(+∞) implies that all segments S(u) are bounded. Obviously, the family of
non-degenerated segments (i.e., of those that are not singletons) is at most
countable. Denote by S the union of non-degenerated segments. The function
p¯′(u) is monotone increasing on R+ \ S and is constant on any non-degenerated
segment S(u) ⊂ S, hence the set {p¯′(u), u ∈ S} is at most countable.
Let 0 ≤ u1 ≤ u2. After simple algebra one obtains[
u2 − Q(u2)
q(u2)
]
−
[
u1 − Q(u1)
q(u1)
]
=
= Q(u1)
[
1
q(u1)
− 1
q(u2)
]
+
1
q(u1)
∫ u2
u1
(q(u2)− q(ν)) dν. (3.13)
Both terms in the right hand side of (3.13) are non-negative, hence the function
U − Q(U)q(U) is monotone non-decreasing. If both u1 and u2 are solutions of (3.9)
then both terms in (3.13) are equal to zero, which implies that q is constant on
[u1, u2]; that is, p¯
′ is constant on [u1, u2]; or, equivalently, u1 ∈ S(u2). This
implies that the solution set of (3.9) coincides with a segment S(u).
(b) The relations (3.10) and (3.11) define continuous functions fh and t of u,
varying from −h to 0 and from t0 to 1, respectively, when u passes the interval
[0, U ]. Moreover, the function t = q(u)/q(U) is monotone non-decreasing, each
set {u : q(u)/q(U) = t} coincides with some segment S(u), and fh is constant
on any such segment. This means that the function fh(t) is defined correctly.
Let us calculate the left-hand and right-hand derivatives f ′h(t
−), f ′h(t
+).
Designate by [u−(t), u+(t)] the interval {u : q(u)/q(U) = t} and put u = u+(t).
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Let the values fh+∆fh, t+∆t correspond to the argument u+∆u, and ∆t > 0.
One has
∆t =
q(u +∆u)− q(u)
q(U)
,
∆fh =
(u+∆u) q(u+∆u)−Q(u+∆u)
q(U)
− u q(u)−Q(u)
q(U)
=
=
u (q(u+∆u)− q(u)) + ∫ u+∆uu (q(u +∆u)− q(ν))dν
q(U)
,
hence
∆fh
∆t
= u+
∫ u+∆u
u
q(u+∆u)− q(ν)
q(u+∆u)− q(u) dν . (3.14)
The integrand in the right hand side of (3.14) is less than 1; due to definition
of u = u+(t), one has ∆u→ 0+ as ∆t→ 0+, therefore
f ′h(t
+) = lim
∆t→0+
∆fh
∆t
= u+(t).
Similarly, one finds
f ′h(t
−) = u−(t).
Both functions u−(t) and u+(t) are positive, and for any t1 < t2 one has
u−(t1) ≤ u+(t1) < u−(t2) ≤ u+(t2). Therefore, the function fh is mono-
tone increasing and strictly convex on [t0, 1]; moreover, it is constant on [0, t0],
fh(0) = −h, and f(1) = 0. Thus, it is proved that fh ∈ M(h).
For any t ∈ [t0, 1], except possibly a countable set of values, one has u−(t) =
u+(t) := u˜ ∈ R+ \ S, hence there exists the derivative f ′h(t) = u˜. For any u 6= u˜
one has
p¯(u) > p¯(u˜) + p¯′(u˜) · (u − u˜),
and using that p(u) ≥ p¯(u), p(u˜) = p¯(u˜), one obtains
p(u) > p(u˜) + p¯′(u˜) · (u − u˜),
hence
p(u)− p¯′(u˜) · u > p(u˜)− p¯′(u˜) · u˜. (3.15)
Recall that t = q(u˜)q(U) =
|p¯′(U)|ω
|p¯′(u˜)|ω and ω =
1
d−2 . One has t
d−2 = p¯
′(U)
p¯′(u˜) , and
multiplying both parts of (3.15) by td−2 and designating −p¯′(U) = λ, one
obtains that
td−2p(u) + λu > td−2p(u˜) + λu˜
for any u 6= u˜. Thus, u˜ = f ′h(t) is a unique value minimizing the function
td−2p(u) + λu.
Let, now, t ∈ (0, t0). For u > 0 one has
p¯(u) ≥ p¯(0) + p¯′(0) · u.
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Using that p(u) ≥ p¯(u), p(0) = p¯(0), t2−d0 = p¯′(0)/p¯′(U) = −p¯′(0)/λ, one
obtains
p(u) ≥ p(0) + p¯′(0) · u = p(0)− λt2−d0 u,
hence for any t ∈ (0, t0)
p(u) + λt2−du > p(0),
therefore the value f ′h(t) = 0 is a unique minimum of the function t
d−2p(u)+λu.
Applying lemma 3, one concludes that fh is a unique solution of (3.2).
(c) One has
R(fh) =
∫ t0
0
p(0) dtd−1 +
∫ 1
t0
p(f ′h(t)) dt
d−1. (3.16)
The first integral in the right hand side of (3.16) equals
∫ t0
0
... = p(0)
(
q(0)
q(U)
)d−1
.
Denote U˜ = inf S(U). Changing the variable in the second integral t = q(u)/q(U),
u ∈ [0, U˜ ] and taking into account that for almost every t, f ′h(t) = u, one ob-
tains that the second integral equals
∫ 1
t0
... =
∫ U˜
0
p(u) d
(
q(u)
q(U)
)d−1
= p(u)
(
q(u)
q(U)
)d−1 ∣∣∣∣
U˜
0
−
∫ U˜
0
(
q(u)
q(U)
)d−1
dp(u).
Summing the first and the second integrals and taking into account that q(U˜) =
q(U) and d− 1 = 1 + 1/ω, one obtains
R(fh) = p(U˜)−
∫ U˜
0
(
q(u)
q(U)
)1+1/ω
dp(u). (3.17)
The integral in (3.17) can be represented as the sum
∫ U˜
0
(...) =
∫
[0,U˜ ]\S
(...) +
∑
i
∫
Si
(...) ,
where Si = S(ui) are non-degenerated segments whose union gives [0, U˜ ] ∩ S.
If u ∈ [0, U˜ ] \ S, one has p′(u) = p¯′(u) = −q(u)−1/ω, hence∫
[0,U˜ ]\S
(...) = −
∫
[0,U˜ ]\S
q(u)
q(U)1+1/ω
du.
Next, taking into account that the function q is constant on Si and that at
endpoints of Si, p and p¯ coincide, one obtains∫
Si
(...) =
∫
Si
(
q(u)
q(U)
)1+1/ω
du¯ = −
∫
Si
q(u)
q(U)1+1/ω
du.
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Summing these integrals, one gets∫ U˜
0
(
q(u)
q(U)
)1+1/ω
dp(u) = −
∫ U˜
0
q(u)
q(U)1+1/ω
du. (3.18)
Further, the function q(u) = |p¯′(u)|−ω is constant on [U˜ , U ], hence
−
∫ U
U˜
q(u)
q(U)1+1/ω
du = −q(U)−1/ω(U − U˜) = p¯′(U) (U − U˜) = p¯(U)− p¯(U˜ ).
(3.19)
Using that p¯(U˜) = p(U˜) and applying (3.17), (3.18), and (3.19), one gets
R(fh) = p¯(U) +
∫ U
0
q(u)
q(U)1+1/ω
du,
and recalling that Q is the primitive of q and 1+ 1/ω = d− 1, one comes to the
formula (3.12).
4 Solution of the minimal resistance problem
4.1 Two-dimensional problem
4.1.1 Minimization of R+
From statement (a) of lemma 2 it follows that there exist values u0+ > 0 and
B+ > 0 such that
p+(u
0
+)− p+(0)
u0+
= p′+(u
0
+) = −B+
and
p¯+(u) =
{
p+(0)−B+u if 0 ≤ u ≤ u0+,
p+(u) if u ≥ u0+.
This implies that Op+ = (0, u0+). Applying lemma 4, one obtains that there
exists a unique solution f+h of the minimization problem
inf
f∈M(h)
R+(f), R+(f) =
∫ 1
0
p+(f
′(t)) dt,
defined by the relations
f+h (t) =
{ −h for t ∈ [0, t0],
−h+ u0+ · (t− t0) for t ∈ [t0, 1], (4.1)
t0 = 1− h/u0+,
if 0 ≤ h < u0+, and
f+h (t) = −h+ ht,
if h ≥ u0+. The minimal resistance equals
inf
f∈M(h)
R+(f) = R+(f+h ) = p¯+(h).
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4.1.2 Minimization of R−
Note that p′−(0) = 0 and p¯
′
−(0) < 0, hence Op− contains an interval (0, u0−),
u0− > 0, besides p−(u
0
−) = p−(0) + p¯
′
−(0) · u0−. Denote B− = −p¯′−(0) and
represent the open set Op− as the union of its connected components Oi =
(u−i , u
+
i ), Op− = ∪iOi. We shall suppose that the set of indices {i} contains 1
and that O1 = (0, u0−). Statement (b) of lemma 2 and example 2 imply that in
some cases (for example, when considering pressure distribution of a mixture of
two homogeneous rarefied gases on the rear part of surface of a moving body)
Op− has at least two connected components.
Consider the minimization problem
inf
f∈M(h)
R−(f), R−(f) =
∫ 1
0
p−(f ′(t)) dt. (4.2)
Applying lemma 4, one obtains that there exists a solution f−h of this problem,
besides
inf
f∈M(h)
R−(f) = R−(f−h ) = p¯−(h).
For 0 ≤ h < u0− one has
f−h (t) =
{ −h, if t ≤ t0
−h+ u0− · (t− t0), if t ≥ t0, (4.3)
t0 = 1− h/u0−.
For h ∈ R \ Op− one has
f−h (t) = −h+ ht.
Finally, for h ∈ Oi, i 6= 1 one has
f−h (t) =
{ −h+ u−i t, if t ≤ ti
−h+ u−i ti + u+i (t− ti), if t ≥ ti ,
(4.4)
ti =
u+i − h
u+i − u−i
.
Notice that fh needs not be the unique solution of (4.2). In some degenerated
cases it may happen that the right endpoint of some interval Oi coincides with
the left endpoint of another interval, u+i = u
−
j , i 6= j; then there exists a
continuous family of solutions of (4.2); the derivative of any function from this
family takes the values u−i , u
+
i , and u
+
j .
4.1.3 Solution of the two-dimensional problem
Thus, the problem of finding
R(h) = inf
h++h−=h
(
R+(f+h+) +R−(f−h−)
)
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amounts to the problem
min
0≤z≤h
ph(z), where ph(z) = p¯+(z) + p¯−(h− z). (4.5)
The functions p¯′−(u), p¯
′
+(u) are continuous and monotone non-decreasing,
hence the function p′h(z), 0 ≤ z ≤ h is also continuous and monotone non-
decreasing.
Using statement (c) of lemma 1, one concludes that B+ > B−. Indeed, if
u0− ≤ u0+ then
−B− =
p−(u0−)− p−(0)
u0−
>
p+(u
0
−)− p+(0)
u0−
≥ p¯+(u
0
−)− p+(0)
u0−
= −B+,
and if u0− > u
0
+ then
−B− = p′−(u0−) > p′+(u0−) > p′+(u0+) = −B+.
Thus, there exists a unique value u∗ > u0+ such that p¯
′
+(u∗) = p
′
+(u∗) = −B−.
Consider four cases:
1) 0 < h < u0+;
2) u0+ ≤ h ≤ u∗;
3) u∗ < h < u∗ + u0−;
4) h ≥ u∗ + u0−.
In the cases 1) and 2), for 0 ≤ z < h, one has p′h(z) < p¯′+(u∗) + B− = 0,
hence z = h is a unique value of argument minimizing ph. Therefore, the optimal
values of h+ and h− are h+ = h, h− = 0, and f−h−=0 ≡ 0.
1) 0 < h < u0+. The function f
+
h+=h
is given by (4.1). The body of least
resistance is a trapezium, the tangent of slope of its lateral sides being equal to
u0+ (see Fig. 2(a)). The minimal resistance equals
R(h) = R+(f+h+) +R−(f−h−) = p+(0)−B+ h+ p−(0).
2) u0+ ≤ h ≤ u∗. Here one has f+h+=h(t) = −h+ h t, hence the optimal body
is an isosceles triangle (see Fig. 2(b)), and
R(h) = p+(h) + p−(0).
In the cases 3) and 4) one has p¯′+(h) > −B−, hence p′h(h) = p¯′+(h)− p¯′−(0) >
0. On the other hand, p′h(u
0
+) = p¯
′
+(u
0
+) − p¯′−(h − u0+) ≤ −B+ + B− < 0.
Moreover, using statement (a) of lemma 2, one finds that the function p¯′+(u) =
p′+(u), u ∈ [u0+, h] is monotone increasing, hence p′h is also monotone increasing
on this interval. It follows that the function ph has a unique minimum z ∈
(u0+, h) and f
+
h+=z
(t) = −z + zt.
3) u∗ < h < u∗+u0−. One has p
′
h(u∗) = p¯
′
+(u∗)−p¯′−(h−u∗) = −B−+B− = 0,
therefore ph reaches its minimal value at z = u∗; thus, the optimal values of h+
and h− are h+ = u∗, h− = h − u∗. The function f−h−=h−u∗ is given by (4.3).
Here the optimal body is the union of a triangle and a trapezium, as shown on
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Fig. 2(c). The tangent of slope of lateral sides of the trapezium equals −u0−.
The minimal resistance equals
R(h) = p+(u∗) + p−(0)−B− (h− u∗).
4) h ≥ u∗ + u0−. One has p′h(h − u0−) = p¯′+(h − u0−) + B− ≥ 0, hence the
minimum of ph is reached at a point z ∈ (u0+, h− u0−], and the optimal values
h+ = z, h− = h − z, as well as the minimal resistance, are obtained from the
relations
h+ + h− = h,
p′+(h+) = p
′
−(h−),
h+ ≥ u0+, h− ≥ u0−,
R(h) = p+(h+) + p¯−(h−).
Here one should distinguish between two cases.
4a) If h− ∈ R \ Op− then f−h−(t) = −h− + h−t, and the optimal body is a
union of two isosceles triangles with common base, of heights h+ and h− (see
Fig. 2(d)).
4b) If h− belongs to some interval Oi = (u−i , u+i ), i 6= 1, then f−h− is given
by (4.4), and the optimal body is the union of two isosceles triangles and a
trapezium (see Fig. 2(e)).
Note that the case 4b) is realized for the values h from an open (maybe
empty) set contained in (u∗ + u0−, +∞). This set is defined by the parameters
σ and V . The case 4a) is realized for the values h from the complement of this
set in (u∗ + u0−, +∞), which is always non-empty.
4.2 The problem in three and more dimensions
Let d ≥ 3. Using lemma 5, one concludes that there exists a unique solution f εh
of the problem
inf
f∈M(h)
Rε(f), Rε(f) =
∫ 1
0
pε(f
′(t)) dtd−1,
besides
Rε(f εh) = p¯ε(U) +
Qε(U)
qε(U)d−1
,
where U is defined (not necessarily uniquely) by the relation
U − Qε(U)
qε(U)
= h;
here qε(U) = |p¯′ε(U)|−1/(d−2), Qε(U) =
∫ U
0
qε(u) du.
Thus, the problem
inf
h++h−=h
(
R+(f+h+) +R−(f−h−)
)
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amounts to the following problem:
inf
h+(u+)+h−(u−)=h
(r+(u+) + r−(u−)) ,
where
r+(u) = p¯+(u) +
Q+(u)
q+(u)d−1
, r−(u) = p¯−(u) +
Q−(u)
q−(u)d−1
and
h+(u) = u− Q+(u)
q+(u)
, h−(u) = u− Q−(u)
q−(u)
, u ≥ 0.
The functions rε and p¯ε, ε ∈ {−, +} are monotone non-increasing, and hε is
monotone non-decreasing from 0 to +∞ when u ∈ R+, besides any interval of
constancy of one of these functions is at the same time the interval of constancy
of two others. For each z ≥ 0 choose u such that hε(u) = z and put r(ε)(z) :=
rε(u), π
(ε)(z) := p¯′ε(u). From the stated above it follows that the functions r
(ε)
and π(ε) well defined on R+ and are monotone decreasing. Denote
rh(z) = r
(+)(z) + r(−)(h− z).
After some algebra one obtains that the function rh is differentiable and
r′h(z) = (d− 1) (p¯′+(u+)− p¯′−(u−)), (4.6)
where the values u+, u− are chosen from the relations h+(u+) = z, h−(u−) =
h − z. Both values in the right hand side of (4.6), p¯′+(u+) = π(+)(z) and
−p¯′−(u−) = −π(−)(h − z), are monotone increasing functions of z, hence r′h(z)
is also monotone increasing from r′h(0) = (d − 1) (p¯′+(0) − p¯′−(U−)) to r′h(h) =
(d − 1) (p¯′+(U+) − p¯′−(0)), where U+ and U− are defined from the relations
h+(U+) = h, h−(U−) = h. Note that p¯′+(0) = −B+ and p¯′−(U−) ≥ −B− >
−B+, therefore r′h(0) < 0.
Recall that u∗ is defined in the subsection 4.1.3 by p¯′+(u∗) = −B−. Designate
h∗ := h+(u∗) = u∗ −B
1
d−2
− Q+(u∗) (4.7)
and consider two cases.
1) h ≤ h∗. One has h+(U+) ≤ h+(u∗), hence U+ ≤ u∗, therefore r′h(h) =
(d− 1) (p¯′+(U+)+B−) ≤ (d− 1) (p¯′+(u∗)+B−) = 0. This implies that r′h(z) < 0
for z ∈ [0, h), hence the function rh has a unique minimum at the point z = h,
which corresponds to the values h+ = h, h− = 0. The minimal resistance equals
R(h) = p¯+(u+) +Q+(u+) q+(u+)
−d+1 + p¯−(0).
2) h > h∗. One has U+ > u∗, therefore r′h(h) = (d− 1) (p¯′+(U+)+B−) > 0.
On the other hand, r′h(0) < 0. Hence, there exists a unique value z ∈ (0, h) such
that r′h(z) = 0. Thus, the function rh has a unique minimum at z; the optimal
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values of h+, h− are h+ = z > 0, h− = h− z > 0. These values and the related
auxiliary values u−, u+ are uniquely defined from the system of four equations
h+ = u+ −Q+(u+)/q+(u+),
h− = u− −Q−(u−)/q−(u−),
h+ + h− = h,
p¯′+(u+) = p¯
′
−(u−),
and the minimal resistance equals
R(h) = p¯+(u+) +Q+(u+) q+(u+)
−d+1 + p¯−(u−) +Q−(u−) q−(u−)−d+1.
4.3 The limit cases
Consider heuristically the limit behavior of solutions as V → +∞ and as V → 0,
with fixed h and σ. We shall denote the pressure and resistance functions by
p±(u, V ) and R(h, V ), thus explicitly indicating dependence of these functions
on the parameter V .
4.3.1 V→ +∞
Denote by p˜ε(u, V ) = V
−2pε(u, V ), ε ∈ {−,+} the reduced pressure, and by
R˜(h, V ) = V −2R(h, V ), the minimal reduced resistance. One has
p˜+(u, V ) = 1/(1 + u
2) + o (1),
p˜−(u, V ) = o (1), p˜′−(u, V ) = o (1), V → +∞;
in other words, as V → +∞, the functions p˜+(u, V ) and p˜−(u, V ) tend to
1/(1 + u2) and to 0, respectively. These limit functions determine pressure
distribution on the front part and on the rear part of body’s surface in Newton’s
classical problem.
Consider the cases d = 2 and d = 3 separately.
d = 2 If h < 1 then for V sufficiently large, the figure of least resistance
is a trapezium, and the inclination angle of its lateral sides tends to 450 as
V → +∞. If h > 1 then for V sufficiently large, the figure of least resistance is
an isosceles triangle coincident with the solution of two-dimensional Newton’s
problem.
d = 3 For V sufficiently large, the body of least resistance is the first kind
solution. The front part of its surface is the the graph of a function defined on a
unit circle; as V → +∞, this function uniformly converges to the function that
describes Newton’s classical solution with the same h.
The case d > 3 is similar to the three-dimensional one.
Finally, the limit value of minimal reduced resistance R˜(h,∞) is equal to the
resistance of Newton’s optimal solution multiplied by the density of particles’
flow ν =
∫
Rd
σ(|v|) dv.
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4.3.2 V → 0+
In this limit case one has
pε(u, V ) = εb
(d) + V
c(d)√
1 + u2
+ o(V ), ε ∈ {−,+},
where
b(2) =
π
2
∫ +∞
0
σ(r)r3 dr, c(2) = 4
∫ +∞
0
σ(r)r2 dr, (4.8)
b(3) =
2π
3
∫ +∞
0
σ(r)r4 dr, c(3) = 2π
∫ +∞
0
σ(r)r3 dr. (4.9)
This formula will be derived in Appendix B. One readily obtains that u0−
and u0+ tend to the value a :=
√
(1 +
√
5)/2 ≈ 1.272, and B± = V · a−5+ o(V ).
Taking into account that p¯′+(u) < p¯
′
−(u) < 0, one concludes that u∗ tends to
the same value a, and u0+ + u∗ tends to 2a.
Let us describe the shape of optimal body and determine the minimal re-
duced resistance Rˆ(h, V ) = V −1R(h, V ) in the limit V → 0+. We shall distin-
guish between two cases: d = 2 and d = 3.
d = 2 (a) 0 < h < a: the optimal body is a trapezium.
(b) h = a: an isosceles triangle.
(c) a < h < 2a: the union of a triangle and a trapezium.
(d) h ≥ 2a: a rhombus.
In the first three cases, the tangent of slope of lateral sides of optimal figures
equals arctana ≈ 51.80, and in the last case, exceeds this value. The examples
of optimal figures are shown on Fig. 4.
The minimal reduced resistance equals
Rˆ(h, V ) = 2c(2)p¯(h/2) + o(1), V → 0+, (4.10)
where
p¯(u) =
{
1− a−5 u, if u ≤ a,
1/
√
1 + u2, if u ≥ a. (4.11)
d = 3 Let
q(u) =
{
a5 if u ≤ a
(1+u2)3/2
u if u ≥ a,
Q(u) =
{
a5u if u ≤ a√
1 + u2 4+u
2
3 +
2+a2
3 + ln
√
1+u2−1
u − ln a
2−1
a if u ≥ a,
and let U be a (unique) solution of (3.9). Define the function fh like in the
statement (b) of lemma 5. Then the body of least resistance is
{(x’, x3) ∈ R3 : |x’| ≤ 1, |x3| ≤ −fh(|x’|)} ,
where x’ = (x1, x2). Thus, the body is symmetric with respect to the horizontal
plane {x3 = 0}. The front and rear parts of its surface contain flat circular disks
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(a) h = 0.5 (b) h = 1.27
(c) h = 1.77 (d) h = 3
Figure 4: Two-dimensional case. Solutions in the limit V → 0+ are shown
by solid line. The corresponding solutions of Newton’s classical problem are
shown by dashed line. The case (b) is the unique one where these two solutions
coincide.
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Figure 5: Three-dimensional case, h = 1. The solution in the limit V → 0+
(solid line) and the solution of Newton’s classical problem (dashed line).
of equal radius, and the angle of slope of lateral surface near these disks equals
arctana ≈ 51.80.
On Fig. 5, the projections of two optimal bodies of height h = 1 on the
plane Ox1x3 are shown. The bodies are: the body of least resistance in the
limit V → 0+ and the solution of Newton’s classical problem.
The minimal reduced resistance equals
Rˆ(h, V ) = 2c(3)
(
p¯(U) +
Q(U)
q2(U)
)
,
where p¯ is defined in (4.11), and U is given by (3.9).
It is interesting to note that in these limit cases, the shape of optimal body
does not depend on the distribution σ; moreover, the reduced minimal resistance
is proportional to ν in the limit V → +∞, and is proportional to the factor c(d)
given by (4.8), (4.9) in the limit V → 0+. This factor can be interpreted as the
sum of absolute values of impulses of particles of the medium in unit volume,
in the frame of reference associated with the medium.
5 Gaussian distribution of velocities: exact so-
lutions
Suppose that the function ρ = ρV is the density of circular gaussian distribution
with mean −V ed and variance 1, i.e.,
ρV (v) = σ(|v + V ed|), where σ(r) = (2π)−d/2 e−r
2/2. (5.1)
This function describes the particles’ distribution over velocities in a frame of
reference moving in a homogeneous monatomic ideal gas, where the velocity
of motion equals V and the mean square velocity of molecules equals 1 (see
example 1).
The function ρV satisfies the condition A, therefore the results obtained in
the previous section can be applied in this case. Here, the pressure functions
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p±(u, V ) are calculated analytically in the cases d = 2 and d = 3, and then,
using numerical simulation, the following results are obtained:
1) The parameter set V -h is divided into several subsets corresponding to
different kinds of solutions. This partition is shown on Figures 6 and 9.
2) The least resistance R(h, V ) is calculated for various values of h, V . The
results are shown on Figures 7 and 10.
3) For several values of parameters h and V , the body of least resistance is
constructed. Two such bodies are shown on Figures 1, 2 (a)–(d) and 8.
Here the value V is allowed to vary, so the pressure and resistance functions
are designated by p±(u, V ) and R(h, V ) instead of p±(u) and R(h).
Consider the cases d = 2 and d = 3.
5.1 Two-dimensional case
Fixing the sign “+” and passing to polar coordinates v = (−r sinϕ,−r cosϕ) in
the formula (2.10), one obtains
p+(u, V ) =
∫ ∫
r2(cosϕ+ u sinϕ) 2+
1 + u2
ρ+(r, ϕ, V ) rdrdϕ, (5.2)
where z+ := max{0, z}, and ρ+(r, ϕ, V ) is the gaussian density function ρV
(5.1) written in the introduced polar coordinates,
ρ+(r, ϕ, V ) =
1
2π
e−
1
2
(r2−2V r cosϕ+V 2). (5.3)
Next, fixing the sign “−” and introducing polar coordinates in a slightly different
manner, v = (−r sinϕ, r cosϕ), one obtains
p−(u, V ) = −
∫ ∫
r2(cosϕ+ u sinϕ) 2+
1 + u2
ρ−(r, ϕ, V ) rdrdϕ, (5.4)
Here ρ−(r, ϕ, V ) is the same density function ρV (5.1) written in these coordi-
nates,
ρ−(r, ϕ, V ) =
1
2π
e−
1
2
(r2+2rV cosϕ+V 2). (5.5)
Combining the formulas (5.2), (5.3), (5.4), and (5.5), one comes to the more
general expression
pε(u, V ) = ε
e−V
2/2
2π
∫ ∫
cosϕ+u sinϕ>0
(cosϕ+ u sinϕ)
2
1 + u2
e−
1
2
r2+ε2rV cosϕ r3 drdϕ ,
where ε ∈ {−, +}. Passing to the iterated integral and integrating over r, one
obtains
pε(u, V ) = ε
e−V
2/2
π
∫
cosϕ+u sinϕ>0
(cosϕ+ u sinϕ)2
1 + u2
l(εV cosϕ) dϕ , (5.6)
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Figure 6: Two-dimensional case. Four regions shown on the parameter space
correspond to four kinds of solutions.
where
l(z) = 1 +
z2
2
+
√
π
2
√
2
ez
2/2
(
3z + z3
) (
1 + erf
(
z/
√
2
))
,
and erf(x) = 2√
pi
∫ x
0 e
−t2dt. Changing the variable τ = ϕ − arcsin(u/√1 + u2),
one finally comes to
pε(u, V ) = ε
e−V
2/2
π
∫ pi/2
−pi/2
cos2 τ l
(
εV
cos τ − u sin τ√
1 + u2
)
dτ. (5.7)
Numerical simulations are done using Maple and verified by Matlab.
Graphs of the functions
h = u0+(V ), h = u∗(V ), h = u∗(V ) + u
0
−(V ),
are shown on Figure 6, where the values u0+, u
0
− and u∗ (which are the functions
of V ) are defined in subsections 4.1.1, 4.1.2 and 4.1.3, respectively. These graphs
separate the parameter space R2+ into four regions corresponding to the four
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different kinds of solutions. The lower function h = u0+(V ) tends to 1 as V →∞.
Further, at V = 0, the lower, the middle, and the upper functions take the values
a, a, and 2a, respectively, where a =
√
(1 +
√
5)/2 ≈ 1.272: limV→0 u0+(V ) =
a, limV→0 u∗(V ) = a, limV→0(u∗(V ) + u0−(V )) = 2a.
The solutions of fifth kind (union of two triangles and a trapezium) were not
found in numerical simulations. (These solutions correspond to the case where
the set Op−,V = {u : p¯−(u, V ) < p−(u, V )} contains at least two connected
components.) We believe that in the considered case corresponding to the gaus-
sian distribution ρV this kind of solutions does not appear at all. (Notice that,
according to the statement (b) of lemma 2, this kind of solutions does appear
for some distributions corresponding to mixtures of homogeneous gases.)
Further, using the formulas from subsections 4.1.1 and 4.1.2, the func-
tions f+ and f− are calculated, which allow one to construct the optimal fig-
ures (Fig. 2 (a)–(d)), and using the formulas from 4.1.3, the minimal resistance
R(h, V ) is calculated. The graphs of reduced minimal resistance R˜(h, V ) =
V −2R(h, V ) versus h are shown on figures 7(a) and 7(b) for several values of V .
5.2 Three-dimensional case
Fix the sign “+”. In spherical coordinates v = (−r sinϕ cos θ, −r sinϕ sin θ, −r cosϕ),
r ≥ 0, 0 ≤ ϕ ≤ π, −π ≤ θ ≤ π the formula (2.10) takes the form
p+(u, V ) =
∫∫∫
r2(cosϕ+ u sinϕ cos θ) 2+
1 + u2
ρ+(r, ϕ, θ, V ) r
2 sinϕdrdϕdθ,
where
ρ+(r, ϕ, θ, V ) =
1
(2π)3/2
e−
1
2
(r2−2V r cosϕ+V 2).
Now, fix the sign “−”. In spherical coordinates v = (−r sinϕ cos θ, −r sinϕ sin θ, r cosϕ),
one has
p−(u, V ) = −
∫∫∫
r2(cosϕ+ u sinϕ cos θ) 2+
1 + u2
ρ−(r, ϕ, θ, V ) r2 sinϕdrdϕdθ,
where
ρ−(r, ϕ, θ, V ) =
1
(2π)3/2
e−
1
2
(r2+2V r cosϕ+V 2).
Summarizing, one comes to the formula
pε(u, V ) = ε
e−V
2/2
(2π)3/2
∫ ∫ ∫
cosϕ+u sinϕ cos θ>0
(cosϕ+ u sinϕ cosθ)2
1 + u2
·
· e− 12 r2+εV r cosϕr4 sinϕdrdϕdθ, ε ∈ {−, +}. (5.8)
We shall use two formulas, which are easy to verify. First,∫ +∞
0
e−
1
2
r2+εV r cosϕr4 dr = I(εV cosϕ),
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Figure 7: Two-dimensional case. Least reduced resistance R˜(V, h) versus height
h of the body
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where
I(z) =
√
π/2 ez
2/2 (3 + 6z2 + z4)(1 + erf (z/
√
2)) + 5z + z3.
Second, ∫
cosϕ+u sinϕ cos θ>0
(cosϕ+ u sinϕ cos θ)2
1 + u2
dθ = J(u, cosϕ),
where
J(u, ζ) =


0, if − 1 ≤ ζ ≤ −u/√1 + u2
J1(u, ζ), if |ζ| < u/
√
1 + u2
J2(u, ζ), if u/
√
1 + u2 ≤ ζ ≤ 1,
and
J1(u, ζ) =
1
1 + u2
[
θ0 (2ζ
2 + u2(1− ζ2)) + 3ζ
√
u2 − ζ2(1 + u2)
]
,
J2(u, ζ) =
π
1 + u2
[2ζ2 + u2(1 − ζ2)], θ0 = arccos
(
− ζ
u
√
1− ζ2
)
.
Taking into account these formulas and changing the variable ζ = cosϕ in (5.8),
one gets
pε(u, V ) = ε
e−V
2/2
(2π)3/2
∫ 1
−1
I(εV ζ)J(u, ζ) dζ =
= ε
e−V
2/2
(2π)3/2
(∫ u/√1+u2
−u/√1+u2
I(εV ζ)J1(u, ζ) dζ +
∫ 1
u/
√
1+u2
I(εV ζ)J2(u, ζ) dζ
)
.
Next, one numerically calculates the function h∗(V ) according to the formula
(4.7). This function is shown on Fig. 9(a); it divides the parameter set R2+ into
two subsets corresponding to two different kinds of solutions. The function
h∗(V ) looks like linear, but is not; the graph of its derivative is shown on
Fig. 9(b). The function R(h, V ) is calculated according to the formulas given in
subsection 4.2; the graphs of R˜(h, V ) versus h are shown on Fig. 10 for several
values of V . On Fig. 8 the examples of solutions of the first and the second kind
are presented, for parameters indicated there.
Appendix A
Proof of lemma 1
Changing the variable v = rν, r ≥ 0, ν ∈ Sd−1 in the integral (2.10) and using
condition A, one obtains
pε(u) = ε
∫
Sd−1
dHd−1(ν)
∫ +∞
0
r2
(ν1u+ ενd)
2
−
1 + u2
ρ(rν) rd−1dr =
30
(a) V = 1, h = 1.97 (b) V = 1, h = 3.11
Figure 8: The solutions in three-dimensional case, for the distribution function
ρV (5.1).
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= ε
∫
Sd−1
(ν1u+ ενd)
2
−
1 + u2
ρ¯(ν) dHd−1(ν),
where
ρ¯(ν) :=
∫ +∞
0
r2 ρ(rν) rd−1dr =
∫ +∞
0
r2 σ(
√
r2 + 2rV νd + V 2) r
d−1dr.
Substituting u = tanϕ, ϕ ∈ [0, π/2], one obtains
pε(tanϕ) = ε
∫
Sd−1
(ν1 sinϕ+ ενd cosϕ)
2
− ρ¯(ν) dHd−1(ν).
Substitute “+” for ε and consider the rotation Tϕ that sends the vector
(sinϕ, 0, . . . , 0, cosϕ) to ed and leaves the vectors ei, i = 2, . . . , d−1 unchanged.
For any ν ∈ Rd one has Tϕν = (cosϕν1 − sinϕνd, ν2, . . . , νd−1, sinϕν1 +
cosϕνd). Changing the variable Tϕν = ω, one gets
p+(tanϕ) =
∫
Sd−1
−
ω2d ρ¯(T
−1
ϕ ω) dHd−1(ω), (A.1)
where Sd−1− := {ω ∈ Sd−1 : ωd < 0}. Designate
̺(z) :=
∫ ∞
0
r2 σ(
√
r2 + 2rV z + V 2) rd−1dr, |z| ≤ 1; (A.2)
obviously, ρ¯(ν) = ̺(νd). Using condition A, one concludes that the function ̺
is continuously differentiable, and its derivative
̺′(z) =
∫ ∞
0
r2
σ′(
√
r2 + 2rV z + V 2)√
r2 + 2rV z + V 2
rV rd−1dr
is negative and monotone non-decreasing; in particular,
as z > 0, ̺′(z) > ̺′(−z). (A.3)
Using that
T−1ϕ ω = T−ϕω = (cosϕω1 + sinϕωd, ω2, . . . , ωd−1, − sinϕω1 + cosϕωd),
from (A.1) and (A.2) one obtains
p+(tanϕ) =
∫
Sd−1
−
ω2d ̺(− sinϕω1 + cosϕωd) dHd−1(ω). (A.4)
Now, substitute “−” for ε and consider the orthogonal reflection Uϕ with
respect to the hyperplane {sin ϕ2 ω1 = cos ϕ2 ωd}; for any ν ∈ Rd one has
Uϕν = (cosϕν1 + sinϕνd, ν2, . . . , νd−1, sinϕν1 − cosϕνd).
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Changing the variable Uϕν = ω, one gets
p−(tanϕ) = −
∫
Sd−1
−
ω2d ρ¯(U
−1
ϕ ω) dHd−1(ω).
Using that U−1ϕ = Uϕ, one obtains
p−(tanϕ) = −
∫
Sd−1
−
ω2d ̺(sinϕω1 − cosϕωd) dHd−1(ω). (A.5)
The formulas (A.4) and (A.5) can be written in the unified form
pε(tanϕ) = ε
∫
Sd−1
−
ω2d ̺(ε(− sinϕω1 + cosϕωd)) dHd−1(ω). (A.6)
Substituting ϕ = π/2 in (A.6), one obtains
lim
u→+∞ pε(u) = pε(+∞) = ε
∫
Sd−1
−
ω2d ̺(−εω1) dHd−1(ω).
Using that Sd−1− is invariant with respect to reflection ω1 7→ −ω1, one concludes
that p+(+∞) = −p−(+∞), so (a) is proved.
Further, using (A.6), one concludes that the function pε is continuously
differentiable, and
p′ε(tanϕ) = ε cos
2 ϕ ·
∫
Sd−1
−
ω2d
∂
∂ϕ
̺(ε(− sinϕω1 + cosϕωd)) dHd−1(ω) =
= − cos2 ϕ ·
∫
Sd−1
−
ω2d (cosϕω1+sinϕωd) ̺
′(ε(− sinϕω1+cosϕωd)) dHd−1(ω).
(A.7)
Substituting ϕ = 0 in (A.7), one obtains
p′ε(0) = −
∫
Sd−1
−
ω2d ω1 ̺
′(εωd) dHd−1(ω).
Using that Sd−1− is invariant and the integrand is antisymmetric with respect to
reflection ω1 7→ −ω1, one concludes that p′ε(0) = 0. Next, substituting ϕ = π/2
in (A.7), one obtains
lim
u→+∞
p′ε(u) = p
′
ε(+∞) = 0 ·
∫
Sd−1
−
ω3d ̺
′(−εω1) dHd−1(ω) = 0.
Thus, (b) is proved.
Further, one has
p′+(tanϕ)− p′−(tanϕ) = cos2 ϕ ·
∫
Sd−1
−
ω2d
∂
∂ϕ
Φ(ϕ, ω1, ωd) dHd−1(ω), (A.8)
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p′+(tanϕ) = cos
2 ϕ ·
∫
Sd−1
−
ω2d
∂
∂ϕ
Φ+(ϕ, ω1, ωd) dHd−1(ω), (A.9)
where
Φ(ϕ, ω1, ωd) = ̺(− sinϕ ω1 + cosϕ ωd) + ̺(sinϕ ω1 − cosϕ ωd).
Φ+(ϕ, ω1, ωd) = ̺(− sinϕ ω1 + cosϕ ωd).
Designate
I(c, ϕ) =
∫
Γc
ω2d
∂
∂ϕ
Φ(ϕ, ω1, ωd) dH1(ω1, ωd),
I+(c, ϕ) =
∫
Γc
ω2d
∂
∂ϕ
Φ+(ϕ, ω1, ωd) dH1(ω1, ωd),
where Γc = {(ω1, ωd) : ω21 + ω2d = c2, ωd < 0}. Let us prove that
for any c ∈ (0, 1) and ϕ ∈ (0, π/2), I(c, ϕ) < 0 and I+(c, ϕ) < 0; (A.10)
then, integrating I(1− |ω˜|2, ϕ) and I+(1− |ω˜|2, ϕ) over ω˜ = (ω2, . . . , ωd−1) and
multiplying by cos2 ϕ, one will conclude that the right hand sides of (A.8) and
of (A.9) are negative, and so, (c) and the first inequality in (d) are true.
Parametrize the curve Γc by ω1 = c cos θ, ωd = −c sin θ, θ ∈ [0, π], then
I(c, ϕ) =
∫ pi
0
c2 sin2 θ
∂
∂ϕ
[
̺(c sin(ϕ+ θ)) + ̺(−c sin(ϕ+ θ))] c dθ = c3I1 + c3I2,
where
I1 =
∫ pi−2ϕ
0
sin2 θ
∂
∂ϕ
[
. . .
]
dθ, (A.11)
I2 =
∫ pi
pi−2ϕ
sin2 θ
∂
∂ϕ
[
. . .
]
dθ, (A.12)
and
I+(c, ϕ) =
∫ pi
0
c2 sin2 θ
∂
∂ϕ
̺(−c sin(ϕ+ θ)) c dθ = c3I+1 + c3I+2 ,
where
I+1 =
∫ pi−2ϕ
0
sin2 θ
∂
∂ϕ
̺(−c sin(ϕ+ θ)) dθ, (A.13)
I+2 =
∫ pi
pi−2ϕ
sin2 θ
∂
∂ϕ
̺(−c sin(ϕ+ θ)) dθ. (A.14)
Changing the variable ψ = θ + ϕ− π/2 in (A.11), one obtains
I1 =
∫ pi/2−ϕ
−pi/2+ϕ
cos2(ϕ− ψ) d
dψ
[
̺(c cosψ) + ̺(−c cosψ)] dψ,
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and using the fact that the function ddψ [. . .] under the sign of integral is odd,
one gets
I1 =
∫ pi/2−ϕ
0
(cos2(ϕ− ψ)− cos2(ϕ+ ψ)) d
dψ
[
̺(c cosψ) + ̺(−c cosψ)] dψ.
One has cos2(ϕ − ψ) − cos2(ϕ + ψ) = sin 2ϕ sin 2ψ > 0. Taking into account
(A.3), one also has that ddψ
[
. . .
]
= −c sinψ (̺′(c cosψ) − ̺′(−c cosψ)) < 0.
Hence, I1 < 0.
Making the same change of variable in (A.13), one gets
I+1 =
∫ pi/2−ϕ
−pi/2+ϕ
cos2(ϕ− ψ) d
dψ
̺(−c cosψ) dψ =
=
∫ pi/2−ϕ
0
(cos2(ϕ− ψ)− cos2(ϕ+ ψ)) d
dψ
̺(−c cosψ) dψ.
One has cos2(ϕ−ψ)−cos2(ϕ+ψ) > 0, and ddψ ̺(−c cosψ) = c sinψ ̺′(−c cosψ)) <
0, thus I+1 < 0.
On the other hand, changing the variable χ = θ + ϕ − π in (A.12), one
obtains
I2 =
∫ ϕ
−ϕ
sin2(ϕ− χ) d
dχ
[
̺(c sinχ) + ̺(−c sinχ)] dχ.
The function ddχ [. . .] is odd, therefore
I2 =
∫ ϕ
0
(sin2(ϕ− χ)− sin2(ϕ+ χ)) d
dχ
[
̺(c sinχ) + ̺(−c sinχ)] dχ.
One has sin2(ϕ − χ) − sin2(ϕ + χ) = − sin 2ϕ sin 2χ < 0, and ddχ
[
. . .
]
=
c cosχ (̺′(c sinχ)− ̺′(−c sinχ)) > 0. Hence, I2 < 0.
Further, as π − 2ϕ ≤ θ ≤ π, one has ∂∂ϕ ̺(−c sin(ϕ + θ)) = −c cos(ϕ +
θ) ̺′(−c sin(ϕ+ θ)) < 0, and using (A.14), one concludes that I+2 < 0.
Thus, the inequalities in (A.10) are proved, and so, (c) and the first inequality
in (d) are true.
Passing to the limit ϕ→ π/2 in (A.5), one gets
lim
ϕ→pi/2
p−(tanϕ) = p−(+∞) = −
∫
Sd−1
−
ω2d ̺(ω1) dHd−1(ω).
Thus, to prove the second inequality in (d), one needs to verify that∫
Sd−1
−
ω2d ̺(ω1) dHd−1(ω) >
∫
Sd−1
−
ω2d ̺(sinϕω1 − cosϕωd) dHd−1(ω).
Denote
J(c, ϕ) =
∫
Γc
ω2d ̺(sinϕ ω1−cosϕ ωd) dH1(ω1, ωd) = c3
∫ pi
0
sin2 θ ̺(c sin(ϕ+θ)) dθ.
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It suffices to prove that
for any c ∈ (0, 1) and ϕ ∈ (0, π/2), J(c, π/2) > J(c, ϕ); (A.15)
then by integrating J(1− |ω˜|2, π/2) and J(1− |ω˜|2, ϕ) over ω˜ = (ω2, . . . , ωd−1),
the inequality (A.15) will be established.
One has J(c, ϕ) = J1 + J2, J(c, π/2) = J
∗
1 + J
∗
2 , where
J1 =
∫ pi/2−ϕ
0
sin2 θ ̺(c sin(ϕ+ θ)) dθ, J2 =
∫ pi
pi/2−ϕ
sin2 θ ̺(c sin(ϕ+ θ)) dθ,
J∗1 =
∫ pi/2+ϕ
0
sin2 θ ̺(c cos θ) dθ, J∗2 =
∫ pi
pi/2+ϕ
sin2 θ ̺(c cos θ) dθ.
As 0 < θ < π/2 − ϕ, one has − cos θ < 0 < sin(ϕ + θ), hence ̺(−c cos θ) >
̺(c sin(ϕ+ θ), thus
J∗2 =
∫ pi/2−ϕ
0
sin2 θ ̺(−c cos θ) dθ >
∫ pi/2−ϕ
0
sin2 θ ̺(c sin(ϕ+ θ)) dθ = J1.
(A.16)
Further, one has
2J∗1 =
∫ pi/2+ϕ
0
sin2 θ ̺(c cos θ) dθ+
∫ pi/2+ϕ
0
sin2(π/2+ϕ−θ) ̺(c cos(π/2+ϕ−θ) dθ,
2J2 =
∫ pi/2+ϕ
0
sin2 θ ̺(c sin(θ−ϕ)) dθ+
∫ pi/2+ϕ
0
sin2(π/2+ϕ−θ) ̺(c sin(π/2−θ)) dθ,
hence
2J∗1 − 2J2 =
∫ pi/2+ϕ
0
[sin2 θ− cos2(θ−ϕ)][̺(c cos θ)− ̺(c sin(θ−ϕ)] dθ. (A.17)
Taking into account that the function ̺ is monotone decreasing and that sin2 θ−
cos2(θ − ϕ) = (sin(θ − ϕ) − cos θ)(sin(θ − ϕ) + cos θ), one concludes that the
integrand in (A.17) is positive, hence J∗1 > J2. From here and from (A.16) it
follows that (A.15) is true. Lemma 1 is completely proved. 
Proof of lemma 2
(a) Parametrize the set S1− according to ν1 = − sin θ, ν2 = − cos θ, θ ∈
[−π/2, π/2], then (A.6) takes the form
pε(tanϕ) = ε
∫ pi/2
−pi/2
cos2 θ ̺(−ε cos(ϕ+ θ)) dθ, ε ∈ {−, +}. (A.18)
Twice differentiating both parts of this equation with respect to ϕ, one obtains
p′′ε (tanϕ)
cos3 ϕ
= −ε
∫ pi/2
−pi/2
cos2 θ 2 sinϕ
∂
∂ϕ
̺(−ε cos(ϕ+ θ)) dθ+
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+ε
∫ pi/2
−pi/2
cos2 θ cosϕ
∂2
∂ϕ2
̺(−ε cos(ϕ+ θ)) dθ.
Integrating the second integral by parts and taking into account that ∂
k
∂ϕk
̺(−ε cos(ϕ+
θ)) = ∂
k
∂θk
̺(−ε cos(ϕ+ θ)), k = 1, 2, one gets
p′′ε (tanϕ)
cos3 ϕ
= ε
∫ pi/2
−pi/2
2 cos θ sin(θ − ϕ) ∂
∂θ
̺(−ε cos(ϕ+ θ)) dθ.
Integrating by parts once more and denoting gε(ϕ) := p
′′
ε (tanϕ)/(2 cos
3 ϕ), one
gets
gε(ϕ) = −ε
∫ pi/2
−pi/2
̺(−ε cos(ϕ+ θ)) cos(2θ − ϕ) dθ. (A.19)
Fix the sign “+” and prove that
(I) for 0 < ϕ < π/6, g+(ϕ) < 0;
(II) for ϕ ≥ 0.3π, g+(ϕ) > 0;
(III) for π/6 ≤ ϕ ≤ 0.3π, g′+(ϕ) > 0.
The relations (I), (II), and (III) imply that there exists u¯+ ∈ (1/
√
3, tan(0.3π))
such that p′′+(u) < 0 as u ∈ (0, u¯+), and p′′+(u) > 0 as u ∈ (u¯+, +∞).
(I) Changing the variable ψ = θ − ϕ/2 + π/4, one gets
g+(ϕ) = −
∫ 3pi/4−ϕ/2
−pi/4−ϕ/2
̺(− cos(3ϕ/2− π/4 + ψ)) sin 2ψ dψ (A.20)
= L1 + L2, where L1 = −
∫ pi/4+ϕ/2
−pi/4−ϕ/2
. . . , L2 = −
∫ 3pi/4−ϕ/2
pi/4+ϕ/2
. . . .
One has
L1 =
∫ pi/4+ϕ/2
0
[̺ (− cos (3ϕ/2− π/4− ψ))− ̺ (− cos (3ϕ/2− π/4 + ψ))] sin 2ψ dψ.
(A.21)
One has 0 ≤ 2ψ ≤ π/2 + ϕ ≤ π, hence sin 2ψ ≥ 0. Using that 0 < ϕ < π/6,
one obtains that −π/2 ≤ 3ϕ/2 − π/4 − ψ < −|3ϕ/2 − π/4 + ψ|, therefore
− cos(3ϕ/2 − π/4 − ψ) > − cos(3ϕ/2 − π/4 + ψ). The function ̺ monotone
decreases, therefore ̺ (− cos(3ϕ/2 − π/4 − ψ)) < ̺ (− cos(3ϕ/2 − π/4 + ψ)).
Thus, the integrand in (A.21) is negative, and so, L1 < 0.
Change the variable χ = ψ − π/2 in the integral L2. One obtains
L2 =
∫ pi/4−ϕ/2
−pi/4+ϕ/2
̺ (− cos (3ϕ/2 + π/4 + χ)) sin 2χdχ =
=
∫ pi/4−ϕ/2
0
[̺ (− cos (3ϕ/2 + π/4 + χ))− ̺ (− cos (3ϕ/2 + π/4− χ))] sin 2χdχ.
(A.22)
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One has 0 ≤ 3ϕ/2+π/4−χ≤ 3ϕ/2+π/4+χ≤ π, hence − cos(3ϕ/2+π/4−χ)≤
− cos(3ϕ/2+π/4+χ), and so, ̺(− cos(3ϕ/2+π/4−χ)) ≥ ̺(− cos(3ϕ/2+π/4+
χ)). Therefore the integrand in (A.22) is negative, and L2 ≤ 0. Thus, (I) is
proved.
(II) By (A.20), one has
g+(ϕ) = I1 + I2 + I3 + I4,
where
I1 = −
∫ ϕ
−ϕ
(...), I2 = −
∫ −ϕ
−pi/4−ϕ/2
(...), I3 = −
∫ pi/4+ϕ/2
ϕ
(...), I4 = −
∫ 3pi/4−ϕ/2
pi/4+ϕ/2
(...),
and (...) = ̺(− cos(3ϕ/2− π/4 + ψ)) sin 2ψ dψ.
One has
I1 =
∫ ϕ
0
[̺(− cos(3ϕ/2−π/4−ψ))−̺(− cos(3ϕ/2−π/4+ψ))] sin 2ψ dψ; (A.23)
using that ϕ ≥ 0.3π, one easily verifies that as 0 < ψ < ϕ, |3ϕ/2− π/4− ψ| <
3ϕ/2 − π/4 + ψ ≤ π, hence − cos(3ϕ/2 − π/4 − ψ) < − cos(3ϕ/2 − π/4 + ψ).
Using that ̺ monotone decreases, one concludes that the integrand in (A.23) is
positive, thus I1 > 0.
Next, as −π/4−ϕ/2 ≤ ψ ≤ −ϕ, one has sin 2ψ ≤ 0 and |3ϕ/2− π/4+ψ| ≤
3ϕ/2− π/4 + ψ + 2ϕ ≤ π, hence − cos(3ϕ/2− π/4 + ψ) ≤ − cos(3ϕ/2− π/4 +
ψ+2ϕ), and thus, ̺(− cos(3ϕ/2− π/4+ψ)) ≤ ̺(− cos(3ϕ/2− π/4+ψ+ 2ϕ)).
Therefore,
I2 ≥ −
∫ −ϕ
−pi/4−ϕ/2
̺(− cos(3ϕ/2− π/4 + ψ + 2ϕ)) sin 2ψ dψ =
=
∫ pi/4+ϕ/2
ϕ
̺(− cos(3ϕ/2− π/4− χ+ 2ϕ)) sin 2χdχ ,
and
I2 + I3 ≥
∫ pi/4+ϕ/2
ϕ
[̺ (− cos(3ϕ/2− π/4− ψ + 2ϕ))−
−̺ (− cos(3ϕ/2− π/4 + ψ))] sin 2ψ dψ. (A.24)
On the other hand, one has
I4 =
∫ 3pi/4−ϕ/2
pi/2
[̺ (− cos(3ϕ/2+3π/4−ψ))−̺ (− cos(3ϕ/2−π/4+ψ))] sin 2ψ dψ.
(A.25)
Changing the variable θ = ψ − ϕ in (A.24) and θ = ψ − π/2 in (A.25) and
summing both parts of these relations, one obtains
I2 + I3 + I4 ≥
∫ pi/4−ϕ/2
0
Ψ(θ) dθ,
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where
Ψ(θ) = [̺ (− cos(5ϕ/2− π/4− θ)) − ̺ (− cos(5ϕ/2− π/4 + θ))] sin(2θ + 2ϕ)−
−[̺ (− cos(3ϕ/2 + π/4− θ))− ̺ (− cos(3ϕ/2 + π/4 + θ))] sin 2θ.
Let us show that Ψ(θ) ≥ 0; it will follow that I2 + I3 + I4 ≥ 0, and thus, (II)
will be proved.
One has 0 ≤ 2θ ≤ π/2− ϕ, π/2− ϕ ≤ 2ϕ ≤ 2θ + 2ϕ ≤ π/2 + ϕ, hence
0 ≤ sin 2θ ≤ sin(2θ + 2ϕ). (A.26)
Denote J1(θ) = ̺ (− cos(5ϕ/2− π/4− θ))− ̺ (− cos(5ϕ/2− π/4 + θ)), J2(θ) =
̺ (− cos(3ϕ/2 + π/4− θ))− ̺ (− cos(3ϕ/2 + π/4 + θ)). One has
J1(θ) = −
∫ θ
−θ
̺′(− cos(5ϕ/2− π/4 + χ)) sin(5ϕ/2− π/4 + χ) dχ ,
J2(θ) = −
∫ θ
−θ
̺′(− cos(3ϕ/2 + π/4 + χ)) sin(3ϕ/2 + π/4 + χ) dχ .
Using that ϕ ≥ 0.3π, one gets π − 2ϕ ≤ 3ϕ− π/2 ≤ 5ϕ/2− π/4 + χ ≤ 2ϕ and
2ϕ ≤ 3ϕ/2 + π/4 + χ ≤ ϕ+ π/2 ≤ π, hence
sin(5ϕ/2− π/4 + χ) ≥ sin(3ϕ/2 + π/4 + χ) ≥ 0 (A.27)
and − cos(5ϕ/2− π/4 + χ) ≤ − cos(3ϕ/2 + π/4 + χ). Taking into account that
̺′ is negative and monotone increasing, one gets
̺′(− cos(5ϕ/2− π/4 + χ)) ≤ ̺′(− cos(3ϕ/2 + π/4 + χ)) ≤ 0. (A.28)
From (A.27) and (A.28) it follows that J1(θ) ≥ J2(θ) ≥ 0, and taking into
account (A.26), one concludes that Ψ(θ) ≥ 0.
(III) One has
g′+(ϕ) = −
d
dϕ
∫ 3pi/4−ϕ/2
−pi/4−ϕ/2
̺(− cos(3ϕ/2− π/4 + ψ)) sin 2ψ dψ =
= −
∫ 3pi/4−ϕ/2
−pi/4−ϕ/2
∂
∂ϕ
̺(− cos(3ϕ/2− π/4 + ψ)) sin 2ψ dψ+
+
1
2
cosϕ [̺(− cos(ϕ− π/2))− ̺(− cos(ϕ+ π/2))].
One has cosϕ > 0, − cos(ϕ − π/2) < 0 < − cos(ϕ + π/2), hence ̺(− cos(ϕ −
π/2))− ̺(− cos(ϕ+ π/2)) > 0, and thus,
g′+(ϕ) > −
∫ 3pi/4−ϕ/2
−pi/4−ϕ/2
∂
∂ϕ
̺(− cos(3ϕ/2−π/4+ψ)) sin 2ψ dψ = −(K1+K2+K3+K4),
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where
K1 =
∫ pi/2−3ϕ
−pi/4−ϕ/2
..., K2 =
∫ 0
pi/2−3ϕ
..., K3 =
∫ pi/4+ϕ/2
0
..., K4 =
∫ 3pi/4−ϕ/2
pi/4+ϕ/2
... .
In order to prove (III), it suffices to show that K1 ≤ 0, K2 ≤ 0, K3 ≤ 0, and
K4 ≤ 0.
One has
K1 = 3
2
∫ pi/2−3ϕ
−pi/4−ϕ/2
̺′(− cos(3ϕ/2− π/4 + ψ)) sin(3ϕ/2− π/4 + ψ) sin 2ψ dψ.
Using that ϕ ≤ 0.3π, one easily verifies that −π/4 − ϕ/2 ≤ π/2 − 3ϕ. For
−π/4−ϕ/2 ≤ ψ ≤ π/2−3ϕ, one has −π/2 ≤ 3ϕ/2−π/4+ψ ≤ 0, −π ≤ 2ψ ≤ 0,
hence sin(3ϕ/2−π/4+ψ) ≤ 0, sin 2ψ ≤ 0, and taking into account that ̺′ ≤ 0,
one concludes that K1 ≤ 0.
Changing the variable ψ = 3ϕ/2− π/4 + ψ, one has
K2 = 3
2
∫ 3ϕ/2−pi/4
pi/4−3ϕ/2
d
dχ
̺(− cosχ) cos(2χ− 3ϕ) dχ =
=
3
2
∫ 3ϕ/2−pi/4
0
d
dχ
̺(− cosχ) [cos(2χ− 3ϕ)− cos(2χ+ 3ϕ)] dχ.
One has ddχ ̺(− cosχ) ≤ 0, cos(2χ − 3ϕ) − cos(2χ+ 3ϕ) = 2 sin 2χ sin 3ϕ ≥ 0,
hence K2 ≤ 0.
Further, one has
K3 = 3
2
∫ pi/4+ϕ/2
0
̺′(− cos(3ϕ/2− π/4 + ψ)) sin(3ϕ/2− π/4 + ψ) sin 2ψ dψ.
It is easy to verify that the integrand is negative, hence K3 ≤ 0.
Changing the variable θ = ψ − π/2 in the integral K4, one obtains
K4 = −
∫ pi/4−ϕ/2
−pi/4+ϕ/2
∂
∂ϕ
̺(− cos(3ϕ/2 + π/4 + θ)) sin 2θ dθ =
=
3
2
∫ pi/4−ϕ/2
0
[̺′(− cos(3ϕ/2 + π/4− θ)) sin(3ϕ/2 + π/4− θ)−
−̺′(− cos(3ϕ/2 + π/4 + θ)) sin(3ϕ/2 + π/4 + θ)] sin 2θ dθ.
Using that ϕ ≥ π/6, one easily verifies that (3ϕ/2+ π/4+ θ)− π/2 ≥ |(3ϕ/2+
π/4−θ)−π/2|, hence sin(3ϕ/2+π/4+θ) ≤ sin(3ϕ/2+π/4−θ) and − cos(3ϕ/2+
π/4 + θ) ≥ − cos(3ϕ/2 + π/4− θ), therefore 0 ≤ −̺′(− cos(3ϕ/2 + π/4 + θ)) ≤
−̺′(− cos(3ϕ/2 + π/4− θ)). This implies that K4 ≤ 0.
(b) Let us slightly change the notation just introduced: we shall write down
̺(z, V ) =
∫ ∞
0
r3 σ(
√
r2 + 2rV z + V 2) dr,
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Figure 11:
p−(tanϕ, V ) = −
∫ pi/2
−pi/2
cos2 θ ̺(cos(ϕ+ θ), V ) dθ,
g−(ϕ, V ) =
d2
du2
⌋u=tanϕp−(u, V )/(2 cos3 ϕ) =
∫ pi/2
−pi/2
̺(cos(ϕ+θ), V ) cos(2θ−ϕ) dθ,
thus explicitly indicating dependence of these functions on V . Using these
formulas, we see that the function σα,β(r) = σ(r) + ασ(βr) generates the
function ̺α,β(z) = ̺(z, V ) + αβ4 ̺(z, βV ) and the pressure function p
α,β
− (u) =
p−(u, V ) + αβ4 p−(u, βV ).
Suppose that the set O0 := {u : p−(u, V ) > p¯−(u, V )} coincides with an
interval (0, u0−); otherwise, the hypothesis of lemma 2 (b) is valid for α = 0 and
arbitrary β > 0. Consider two arbitrary values u1 ∈ (0, u0−) and u2 > u0−, and
designate
∆1(p) =
p−(u1, V )− p−(0, V )
u1
, ∆2(p) =
p−(u2, V )− p−(0, V )
u2
,
∆12(p) =
p−(u2, V )− p−(u1, V )
u2 − u1 ;
one has ∆1(p) > ∆2(p) > ∆12(p) and p
′
−(u2, V ) > ∆2(p) (see Fig. 11).
Note that the function g−(ϕ, V ) is continuous with respect to ϕ on [0, π/2),
and has a limit as ϕ → π/2 − 0, hence the value g := supϕ∈[0,pi/2) |g−(ϕ, V )| is
finite. Denote
ω = min
{
∆1p−∆12p
2
,
p′−(u2, V )−∆2p
2
}
.
It is easy to see that if the functions pˇ(u) := αβ4 p−(u, βV ) and gˇ(ϕ) :=
α
β4
1
cos3 ϕ
d2
du2 ⌋u=tanϕp−(u, βV ) satisfy the inequalities
|pˇ′(u)| < ω for 0 ≤ u ≤ u2, pˇ′(u) > −ω for u > u2, (A.29)
43
and
gˇ(ϕ) < −g for some ϕ > arctanu2, (A.30)
then the function pα,β− (u) = p−(u) + pˇ(u) has the following property: the set
Oα,β = {u : pα,β− (u) > p¯α,β− (u)} has at least two connected components; one of
them is contained in (0, u2), and the second one contains tanϕ and is contained
in (u2, +∞).
Denote
P β(ϕ) = max{ sup
0≤u≤tanϕ
|p′−(u, βV )|, sup
u>tanϕ
(−p′−(u, βV ))}. (A.31)
The rest of the text (till the end of Appendix A) is devoted to the proof of the
fact that for any ε > 0 there exist φ, ϕ, and β such that
π/2− ε ≤ φ ≤ π/2 and 0 < P
β(ϕ)
−g−(ϕ, βV ) < ε; (A.32)
then, letting φ = tanu2, ε = ω/g, one can find α such that (A.29) and (A.30)
are valid, so the statement of lemma 2 (b) for given α and β is fulfilled.
Let us carry out some auxiliary calculation. For ϕ ∈ (π/10, π/2), β > 0
define R(ϕ, β) by
R
βV
= sin
(
5π
8
− 5ϕ
4
)
. (A.33)
Then pick out constants α > 1, c > 0 in such a way that there exists a circular
sector Σ of angle c, outer radius R, and inner radius R/α, with the center
(0,−βV ), that belongs to the angle U := {v = (v1, v2) : v1 > 0, − tan(5pi8 −
5ϕ
4 ) ≤ v1v2 ≤ − tan(pi2 −ϕ)} (see Fig. 12). One can choose, in particular, arbitrary
c ∈ (0, π/5) and α = cos(c/2)cos(pi/10) .
Next, using the definition of ̺ and passing to the variables v1 = r sinχ,
v2 = r cosχ, one obtains∫ ϕ+pi
2
5ϕ
4
+ 3pi
8
̺(cosχ, βV ) dχ =
∫∫
U
(v21 + v
2
2)σ(|v + βV e2|) dv1dv2. (A.34)
Taking into account that for v ∈ Σ one has v21 + v22 ≥ (βV − R)2, βV =
R/ sin(5pi8 − 5ϕ4 ), and Σ ⊂ U , and passing to polar coordinates, one gets∫∫
U
(v21 + v
2
2)σ(|v + βV e2|) dv1dv2 ≥
≥ R2
(
1
sin2(5pi8 − 5ϕ4 )
− 1
) ∫∫
Σ
σ(|v + βV e2|) dv1dv2 =
= R2
(
1
sin2(5pi8 − 5ϕ4 )
− 1
)
· c
∫ R
R/α
σ(r) r dr ≥
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≥
(
1
sin2(5pi8 − 5ϕ4 )
− 1
)
· c
∫ R
R/α
r3 σ(r) dr. (A.35)
From (A.34) and (A.35) one concludes that
∫ ϕ+pi
2
5ϕ
4
+ 3pi
8
̺(cosχ, βV ) dχ ≥
(
1
sin2(5pi8 − 5ϕ4 )
− 1
)
· c
∫ R
R/α
r3 σ(r) dr. (A.36)
Besides, one has
∫ 3ϕ
2
+pi
4
ϕ−pi
2
̺(cosχ, βV ) dχ ≤ 2
∫ 5ϕ
4
+ 3pi
8
0
̺(cosχ, βV ) dχ ≤
≤
∫∫
V
(v21 + v
2
2)σ(|v + βV e2|) dv1dv2, (A.37)
where V = {v = (v1, v2) : |v + βV e2| ≥ R} is the complement of the circle
of radius R with the center (0,−βV ). Taking into account that for v ∈ V ,
βV ≤ |v+βV e2|/ sin(5pi8 − 5ϕ4 ), one has |v| ≤ βV + |v+βV e2| ≤ |v+βV e2| (1+
1/ sin(5pi8 − 5ϕ4 )), hence∫∫
V
(v21 + v
2
2)σ(|v + βV e2|) dv1dv2 ≤
≤
(
1
sin(5pi8 − 5ϕ4 )
+ 1
)2 ∫∫
V
|v + βV e2|2 σ(|v + βV e2|) dv1dv2 =
=
(
1
sin(5pi8 − 5ϕ4 )
+ 1
)2
· 2π
∫ ∞
R
r2 σ(r) rdr. (A.38)
From (A.37) and (A.38) one obtains
∫ 3ϕ
2
+pi
4
ϕ−pi
2
̺(cosχ, βV ) dχ ≤
(
1
sin(5pi8 − 5ϕ4 )
+ 1
)2
· 2π
∫ ∞
R
r3 σ(r) dr. (A.39)
Further, by hypothesis (b) of lemma 2, for n > 0 and for r sufficiently large
the function γ(r) := rn+3σ(r) monotonically decreases, hence for R sufficiently
large one has
∫ ∞
R
r−nγ(r) dr ≤ γ(R) R
−n+1
n− 1 ,
∫ R
R/α
r−nγ(r) dr ≥ γ(R)(αn−1 − 1) R
−n+1
n− 1 ,
thus ∫ ∞
R
r3σ(r) dr ≤ 1
αn−1 − 1
∫ R
R/α
r3σ(r) dr.
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By virtue of arbitrariness of n, one concludes that
lim
R→+∞
∫∞
R
r3σ(r) dr∫ R
R/α
r3σ(r) dr
= 0. (A.40)
From (A.40), (A.36), (A.39), and (A.33) it follows that for any ϕ ∈ (π/10, π/2)
lim
β→+∞
∫ 3ϕ
2
+pi
4
ϕ−pi
2
̺(cosχ, βV ) dχ∫ ϕ+pi
2
5ϕ
4
+ 3pi
8
̺(cosχ, βV ) dχ
= 0 (A.41)
and ∫ ϕ+pi
2
5ϕ
4
+ 3pi
8
̺(cosχ, βV ) dχ ≥ c1(ϕ)
∫ R
R/α
r3 σ(r) dr, (A.42)
where c1(ϕ) = c (1/ sin
2(5pi8 − 5ϕ4 )− 1).
Substituting “−” for ε and changing the variable χ = ϕ + θ in (A.19), one
gets
g−(ϕ, βV ) =
∫ ϕ+pi/2
ϕ−pi/2
̺(cosχ, βV ) cos(2χ− 3ϕ) dχ. (A.43)
Denote U1 := {v = (v1, v2) : v2|v1| ≥ − tanϕ}, V1 := {v = (v1, v2) : |v + βV e2| ≥
βV cosϕ}; V1 is the complement of the circle of radius βV cosϕ with the center
(0,−βV ). One has U1 ⊂ V1, and for v ∈ V1 |v| ≤ |v + βV e2| + βV ≤ |v +
βV e2| (1 + 1/ cosϕ), hence
|g−(ϕ, βV )| ≤
∫ ϕ+pi/2
−ϕ−pi/2
̺(cosχ, βV ) dχ =
∫∫
U1
(v21 + v
2
2)σ(|v + βV e2|) dv1dv2 ≤
≤
(
1 +
1
cosϕ
)2 ∫∫
V1
|v + βV e2|2 σ(|v + βV e2|) dv1dv2 =
=
(
1 +
1
cosϕ
)2
· 2π
∫ ∞
βV cosϕ
r2 σ(r) rdr. (A.44)
Taking into account that cos(2χ− 3ϕ) ≤ 0 as χ ∈ [ 3ϕ2 + pi4 , 5ϕ4 + 3pi8 ], cos(2χ−
3ϕ) ≤ cos ( 3pi4 − ϕ2 ) = − cos (pi4 + ϕ2 ) < 0 as χ ∈ [ 5ϕ4 + 3pi8 , ϕ + pi2 ], and using
(A.43), one obtains
g−(ϕ, βV ) ≤
∫ 3ϕ
2
+pi
4
ϕ−pi
2
̺(cosχ, βV ) dχ− cos
(π
4
+
ϕ
2
)
·
∫ ϕ+pi/2
5ϕ
4
+ 3pi
8
̺(cosχ, βV ) dχ.
(A.45)
From (A.36), (A.41), (A.42), and (A.45) it follows that for any ϕ and for β
sufficiently large
g−(ϕ, βV ) ≤ −c2(ϕ)
∫ R
R/α
r3 σ(r) dr, (A.46)
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where R = R(ϕ, β) and c2(ϕ) =
1
2 cos
(
pi
4 +
ϕ
2
) · c1(ϕ).
Next, consider φ = φ(ϕ) := 5ϕ4 − pi8 ; one has βV cosφ = βV sin
(
5ϕ
4 +
3pi
8
)
=
R; hence, by (A.44), for any ψ ∈ [0, φ]
|g−(ψ, βV )| ≤
(
1 +
1
cosψ
)2
2π
∫ ∞
βV cosψ
r3 σ(r) dr ≤
≤
(
1 +
1
cosφ
)2
2π
∫ ∞
R
r3 σ(r) dr. (A.47)
Further, one has
p′−(u, βV ) =
∫ u
0
p′′−(ν, βV ) dν = 2
∫ arctanu
0
g−(ψ, βV ) cosψ dψ,
hence, according to (A.47),
sup
0≤u≤tanφ
|p′−(u, βV )| ≤ 2
∫ φ
0
|g−(ψ, βV )| dψ ≤
≤ 2φ
(
1 +
1
cosφ
)2
2π
∫ ∞
R
r3 σ(r) dr (A.48)
and
sup
u>tanφ
(−p′−(u, βV )) = −
∫ tanφ
0
p′′−(ν, βV ) dν+ sup
u>tan φ
(
−
∫ u
tanφ
p′′−(ν, βV ) dν
)
≤
≤ 2φ
(
1 +
1
cosφ
)2
2π
∫ ∞
R
r3 σ(r) dr + 2(π/2− φ) · sup
ψ∈[φ,pi/2]
(−g−(ψ, βV )).
(A.49)
Using (A.31), (A.48), (A.49), and (A.46), one gets that for β sufficiently large
0 <
P β(φ)
supψ∈[φ,pi/2](−g−(ψ, βV ))
≤ c3(ϕ)
∫∞
R
r3 σ(r) dr∫ R
R/α
r3 σ(r) dr
+ 2(π/2− φ), (A.50)
where R = R(ϕ, β) and c3(ϕ) :=
4pi
c2(ϕ)
φ
(
1 + 1cosφ
)2
. For arbitrary ε > 0,
choose ϕ such that 0 < 2(π/2 − φ(ϕ)) < ε/2, and then, taking account of
(A.40), choose β such that the first term in the right hand side of (A.50) is less
that ε/2. The relation (A.32) is established. 
Appendix B
d = 2 Here the formula (2.10) takes the form
pε(u, V ) = ε
∫ ∫
(v1u+ εv2)
2
−
1 + u2
ρ(v) dv1dv2, ε ∈ {−, +}.
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Passing to the polar coordinates v = (−r sinϕ,−εr cosϕ) and using that ρ(v) =
σ(|v + V e2|) = σ(r) − εV cosϕσ′(r) + o(V ), V → 0+, one obtains
pε(u, V ) = ε
∫ 2pi
0
∫ ∞
0
r2(sinϕu+ cosϕ) 2+
1 + u2
(σ(r)−εV cosϕσ′(r)+o(V )) r dr dϕ =
= ε
∫ ∞
0
σ(r) r3 dr · I(2) − V
∫ ∞
0
σ′(r) r3 dr · J (2) + o(V ), (B.1)
where
I(2) =
∫ 2pi
0
(cos(ϕ− ϕ0)) 2+ dϕ, J (2) =
∫ 2pi
0
(cos(ϕ− ϕ0)) 2+ cosϕdϕ,
x+ := max{x, 0}, ϕ0 := arccos 1√1+u2 . Changing the variable ψ = ϕ − ϕ0 in
these integrals, one obtains
I(2) =
∫ pi/2
−pi/2
cos2 ψ dψ = π/2, J (2) = cosϕ0
∫ pi/2
−pi/2
cos3 ψ dψ =
4
3
√
1 + u2
.
Substituting the obtained values in (B.1) and using that − ∫∞0 σ′(r) r3 dr =
3
∫∞
0 σ(r) r
2 dr, one comes to the formula (4.3.2) with coefficients (4.8).
d = 3 Formula (2.10) takes the form
pε(u, V ) = ε
∫ ∫ ∫
(v1u+ εv3)
2
−
1 + u2
ρ(v) dv1dv2dv3, ε ∈ {−, +}.
Passing to the spherical coordinates v = (−r sinϕ cos θ,−r sinϕ sin θ,−εr cosϕ),
one obtains
pε(u, V ) = ε
∫ pi
0
∫ 2pi
0
∫ ∞
0
r2(sinϕ cos θ u+ cosϕ) 2+
1 + u2
(σ(r) − εV cosϕσ′(r)+
+o(V )) r2 dr dθ sinϕdϕ = ε
∫ ∞
0
σ(r) r4 dr ·I(3)−V
∫ ∞
0
σ′(r) r4 dr ·J (3)+o(V ),
(B.2)
where
I(3) =
∫ 2pi
0
∫ pi
0
(cos(ϕ− φ0(θ))) 2+
1 + u2 cos2 θ
1 + u2
sinϕdϕdθ,
J (3) =
∫ 2pi
0
∫ pi
0
(cos(ϕ− φ0(θ))) 2+
1 + u2 cos2 θ
1 + u2
cosϕ sinϕdϕdθ,
φ0(θ) = arccos
1√
1+u2 cos2 θ
. Changing the variable ψ = ϕ− φ0(θ), one obtains
I(3) =
∫ 2pi
0
dθ
1 + u2 cos2 θ
1 + u2
sinφ0(θ)
∫ pi/2
−φ0(θ)
cos3 ψ dψ =
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=∫ 2pi
0
1 + u2 cos2 θ
1 + u2
(1 + sinφ0(θ))
2
3
dθ =
=
∫ 2pi
0
(
√
1 + u2 cos2 θ + u cos θ)2
3(1 + u2)
dθ =
2π
3
,
J (3) =
∫ 2pi
0
dθ
1 + u2 cos2 θ
1 + u2
∫ pi/2
−φ0(θ)
cos2 ψ
sin(2ψ + 2φ0(θ))
2
dψ =
=
∫ 2pi
0
dθ
1 + u2 cos2 θ
2(1 + u2)
[
cos 2φ0(θ)
∫ pi/2
−φ0(θ)
cos2 ψ sin 2ψ dψ+
+sin 2φ0(θ)
∫ pi/2
−φ0(θ)
cos2 ψ cos 2ψ dψ
]
=
∫ 2pi
0
1 + uφ0(θ) cos θ
4(1 + u2)
dθ =
=
1
4(1 + u2)
∫ 2pi
0
[1 + (u cos θ) arctan(u cos θ)] dθ =
π
2
√
1 + u2
.
Substituting these values in (B.2) and using that− ∫∞
0
σ′(r) r4 dr = 4
∫∞
0
σ(r) r3 dr,
one gets the formula (4.3.2) with coefficients (4.9).
Acknowledgements
This work was partially supported by the R&D Unit CEOC (Centre for Research
in Optimization and Control).
References
[1] F. Brock, V. Ferone, B. Kawohl. A symmetry problem in the calculus of
variations. Calc. Var. 4, 593–599 (1996).
[2] G. Buttazzo, B. Kawohl.On Newton’s problem of minimal resistance. Math.
Intell. 15, 7–12 (1993).
[3] G. Buttazzo, V. Ferone, B. Kawohl.Minimum problems over sets of concave
functions and related questions. Math. Nachr. 173, 71–89 (1995).
[4] M. Comte, T. Lachand-Robert. Newton’s problem of the body of minimal
resistance under a single-impact assumption. Calc. Var. Partial Differ. Equ.
12, 173–211 (2001).
[5] M. Comte, T. Lachand-Robert. Existence of minimizers for Newton’s prob-
lem of the body of minimal resistance under a single-impact assumption. J.
Anal. Math. 83, 313–335 (2001).
[6] D. Horstmann, B. Kawohl, P. Villaggio. Newton’s aerodynamic problem in
the presence of friction. Nonl. Diff. Equ. Appl. 9, 295–307 (2002).
50
[7] T. Lachand-Robert, M. A. Peletier. Newton’s problem of the body of min-
imal resistance in the class of convex developable functions. Math. Nachr.
226, 153–176 (2001).
[8] T. Lachand-Robert, M. A. Peletier. An example of non-convex minimiza-
tion and an application to Newton’s problem of the body of least resistance.
Ann. Inst. H. Poincare´, Anal. Non Lin. 18, 179–198 (2001).
[9] I. Newton, Philosophiae naturalis principia mathematica, 1686.
[10] A. Yu. Plakhov. On Newton’s problem of a body of least aerodynamic resis-
tance (Russian). Dokl. Akad. Nauk 390, no. 3, 314–317 (2003).
[11] A. Yu. Plakhov. Newton’s problem of the body of least resistance with a
bounded number of collisions (Russian). Uspekhi Mat. Nauk 58, no. 1,
195–196 (2003).
[12] L. S. Pontryagin, V. G. Boltyanskii, R. V. Gamkrelidze, E. F. Mishchenko.
The mathematical theory of optimal processes, Interscience Publishers John
Wiley & Sons, Inc. New York-London, 1962.
[13] V. M. Tikhomirov. Newton’s aerodynamical problem (Russian). Kvant,
no. 5, 11–18 (1982).
[14] D. F. M. Torres, A. Yu. Plakhov. Optimal Control of Newton-Type Prob-
lems of Minimal Resistance. Rend. Sem. Mat. Univ. Pol. Torino, accepted
(March 2004), arXiv:math.OC/0404237.
51
