ABSTRACT. We establish a sequential Hopf's Lemma for higher order differential inequalities in one variable and give some applications of this result.
INTRODUCTION
The Hopf's Lemma is one of the fundamental tools in the study of elliptic partial differential equations [3] . There have been many variations and generalizations of this lemma, for example [4] , [5] , and [6] . But there appears to be no work in the literature on the Hopf's lemma for third or higher order equations, perhaps partially because the maximum principle fails for higher order equations.
In this paper we study this question in the one dimensional case and prove a sequential Hopf's lemma of higher order in one variable. One application of this result is the following comparison theorem for nth order nonlinear differential operators. If n is even, then there exists δ > 0 such that u(x) ≤ v(x) for x ∈ (x 0 − δ, x 0 + δ). If n is odd, then there exists δ > 0 such that u(x) ≥ v(x) for x ∈ (x 0 − δ, x 0 ) and u(x) ≤ v(x) for x ∈ (x 0 , x 0 + δ).
This theorem shows that if u and v have (n − 1)-th order of contact at a point x 0 , then they intersect only once in a small neighborhood of x 0 . The crucial ingredient in the proof is a higher order sequential version of Hopf's lemma.
Theorem 1.2. Let u ∈ C
n ((a, b)) C n−1 ([a, b)) be a function which satisfies (2) u (n) (x) + a n−1 (x)u n−1 (x) + · · · + a 1 (x)u ′ (x) + a 0 (x)u(x) ≤ 0 for x ∈ (a, b),
where n ≥ 2 is a positive integer and a n−1 (x), ..., a 1 (x), a 0 (x) are in C([a, b)). Suppose u satisfies 
there exists a sequence {x i } such that a < x i < b, x i → a, and u(x i ) > 0.
Then u (n−1) (a) > 0. Furthermore, u > 0 in a neighborhood of a.
When n = 2, it suffices to assume that a 1 (x) and a 0 (x) are bounded functions.
The Taylor's expansion of u at a and Condition (4) easily imply that u (n−1) (a) ≥ 0, so the key is that it is strictly positive. At the right side endpoint of an interval, we have b] ) be a function which satisfies
where n ≥ 2 is a positive integer and a n−1 (x), ..., a 1 (x), a 0 (x) are in C((a, b]). Suppose u satisfies
If n is even and
If n is odd and
In the subsequent sections we will prove the above theorems and discuss some applications.
PROOF OF THE COMPARISON THEOREM
Since u must be negative or 0 near a if condition (4) is not met, an equivalent statement of Theorem 1.2 is
where n ≥ 2 is a positive integer and a n−1 (x), ...,
then u(x) ≤ 0 for all x sufficiently close to a. When n = 2, it suffices to assume that a 1 (x) and a 0 (x) are bounded functions.
Similarly, an equivalence of Theorem 1.3 is
If n is odd, then u(x) ≥ 0 for all x sufficiently close to b.
Note that
where
. . .
. By (1) we have
The initial condition implies that
If n is even, applying Theorem 2.2 and choosing a smaller δ if necessary, we know that w(
If n is odd, applying Theorem 2.2 and choosing a smaller δ if necessary, we know that w(x) ≥ 0 for x ∈ (x 0 − δ, x 0 ).
This completes the proof of Theorem 1.1.
THE SEQUENTIAL FORM OF THE SECOND ORDER HOPF'S LEMMA
Next, we will establish the higher order sequential versions of Hopf's lemma which are crucial in the proof of Theorem 1.1. We first need to prove the following sequential Hopf's lemma in second order.
) be a function which satisfies
where |a 1 (x)| and |a 0 (x)| are bounded by some constant C > 0. Assume that u satisfies
and Condition (4) .
The classical second order Hopf's lemma requires that u(x) > 0 for all x greater than and sufficiently close to a, that is, u(a) is a local minimum. But here we only need the weaker assumption that u is positive at a sequence of points approaching a, and we can show that then u must be actually positive at all points near the boundary a. In other words, u(x) cannot oscillate around the y-axis as x approaches a.
In this section we present a proof of Theorem 3.1 that relies on the following maximum principle on small intervals. An alternative proof is given in the Appendix.
Proof: Without loss of generality we can assume c = 0. Define
where γ, δ > 0 are to be chosen. Then
Suppose the minimum of w is negative and achieved at some x 0 ∈ (0, d). Then
Direct computation shows that
We first choose γ > 0 sufficient large so that −γ 2 + Cγ + 2C < 0, then we choose 0 < δ <
This contradiction proves that the minimum of w on
Next, we use Lemma 3.2 to prove Theorem 3.1. Proof: Without loss of generality we can assume a = 0.
where ǫ > 0 will be chosen later. For x ≥ 0 and λ > 0,
when λ is chosen to be sufficiently large. Thus we know
By definition g(0) = 0. Since the sequence x i → 0, we may choose an index i 0 such that 0 < x i 0 < δ, where δ is chosen as in Lemma 3.2. Because u(x i 0 ) > 0, we can choose
The Taylor expansion of g at 0 gives
Lemma 3.2 shows that if g is nonnegative at the two endpoints of a sufficiently small interval, then g ≥ 0 in that interval. For third and higher order differential inequalities, it no longer holds. To see this, consider the sequence of functions
Each function satisfies the differential equation u
The classical maximum principle also fails in the higher order case. For example, the function u(x) = sin x satisfies
Therefore, there exists a very interesting distinction between the Hopf's lemma and maximum principle in higher orders. Although for the second order inequalities the Hopf's lemma can be used to prove the maximum principle, in the higher order case the maximum principle fails, but the Hopf's lemma still holds.
THE HIGHER ORDER HOPF'S LEMMAS
Now we are ready to prove the higher order Hopf's Lemma, Theorems 1.2 and 1.3.
Proof of Theorem 1.2:
We will employ a reduction of order technique and use mathematical induction. The case n = 2 is provided by Theorem 3.1. Suppose the theorem is true for n = k ≥ 2, we will show that it is also true for n = k + 1, i.e. assume u satisfies
and Condition (4), we need to show that
where f is to be chosen. We then have
. . . (11)
We would like to choose appropriate functions
Because of (10) and (11), the right hand side of (12) becomes
which is equal to
In light of (12), we want to choose b 0 (x), b 1 (x), ..., b k−1 (x) such that
Solving for b k−1 , ..., b 1 , b 0 from the first k equations, we obtain
If the first equation in (14) is substituted into the second equation, b k−2 can be expressed as
, which is a polynomial in f and f ′ with coefficients comprised of a k , a k−1 and universal constants. Similarly b k−3 , ... , b 1 , b 0 all can be expressed as polynomials in f and its derivatives, with the coefficients given by a 0 (x), ... , a k (x) and universal constants. Thus we can write
Here P k−1 , P k−2 , ... , P 1 , P 0 are polynomials in f and its derivatives, and their coefficients depend on the continuous functions a k (x), a k−1 (x), ... , a 1 (x).
Then we substitute (15) into the last equation in (13), so the function f must satisfy the k-th order ODE
Under the initial condition f (a) = 1, Equation (16) has a solution f ∈ C k ([a, a + ǫ)) for some ǫ > 0. With this choice of f , (12) holds, so we know that
Definition (15) implies that the coefficient functions
Because there exists a sequence x i → a with u(x i ) > 0 and u(a) = 0, we can choose a sequencẽ
Thus by the inductive hypothesis we know
Then the second last equation in (11) and the initial conditions (9) implies
The proof of Theorem 1.2 is now completed by mathematical induction.
Proof of Theorem 1.3:
where the functions a 0 (2b − x), −a 1 (2b − x), ..., −a n−1 (2b − x) are in C([b, 2b − a)).
The initial conditions (5) imply that
By (6), there exists a sequence {2b − x i }, such that
Then by Theorem 1.2,û (n−1) (b) > 0 andû > 0 in a neighborhood of b. Therefore, we have u (n−1) (b) < 0 and u > 0 in a neighborhood of b.
(ii) If n is odd, defineũ (x) := −u(2b − x).
andũ satisfies
where the functions −a 0 (2b − x), a 1 (2b − x), ..., −a n−1 (2b − x) are in C([b, 2b − a)). The initial conditions (5) imply that
By (7), there exists a sequence {2b − x i }, such that
Then by Theorem 1.2,ũ (n−1) (b) > 0 andũ > 0 in a neighborhood of b. Therefore, we have u (n−1) (b) < 0 and u < 0 in a neighborhood of b.
SOME COMMENTS ON THE PROOFS OF HIGHER ORDER HOPF'S LEMMA
The proof of Theorem 1.2 shows that it is necessary to first obtain the sequential form of the second order Hopf's lemma (Theorem 3.1), as we only know the sign of the function v at a sequence of points after the reduction process, so the classical Hopf's lemma no longer applies.
It is worth pointing out that the conditions (4), (6) , and (7) are sharp in the sense that if they are not satisfied, then the (n − 1)-th derivative may vanish at the endpoints.
Example: For any 0 < α < 1 and n ≥ 3, define
Therefore u satisfies the differential inequality
To simplify the expressions let us choose α = , then
and also
Note that u < 0 on (0, 1), so Condition (4) is not satisfied on (0, 1).
If n is even, u < 0 on (−1, 0), so Condition (6) is not satisfied on (−1, 0). If n is odd, u > 0 on (−1, 0), so Condition (7) is not satisfied on (−1, 0). Theorems 1.2 and 1.3 need to assume that the coefficient functions a 0 (x),..., a n−1 (x) are continuous, while in Theorem 3.1 they only need to be bounded. The continuity condition is assumed when n ≥ 3 to ensure that Equation (16) possesses a solution f . It would be interesting to know whether this is merely a limitation of the technique used in the proof or this reflects an inherent difference between the second and higher order cases. When n = 3, the continuity requirement can be replaced by boundedness, if we assume an additional assumption that u be non-negative at all points near a.
where |a 0 (x)|, |a 1 (x), |a 2 (x)| ≤ C for some constant C > 0. Suppose u(a) = u ′ (a) = 0, u(x) ≥ 0 for all x in a small neighborhood of a, and there exists a sequence
Proof: If a 0 (x) ≥ 0 for x in a small neighborhood of a, then since u(x) ≥ 0 near a, we have
Suppose v(x) ≤ 0 for all x near a, then v(x) = u ′ (x) and u(a) = 0 imply u(x) ≤ 0 on (a, a + ǫ), contradicting the assumption that x i → a and u(x i ) > 0. Therefore there exists a sequencex i → a such that v(x i ) > 0. By Theorem 3.1, we then have v
for a ≤ x ≤ a + η < b.
For each θ > 0 we may choose η such that
Then since e θ(η+x−a) ≤ e 2θη , we have
We can choose θ to be sufficiently large such that
With this θ, choose η as above to satisfy (18). Then we have
For x ∈ [a, a + η], m(x) > 0 by definition, so we may define
Applying the differential operator
For fixed θ,
are all bounded when x ∈ (a, a + η] ⊂ (a, b), so there exists
Then by (19) and the discussion at the beginning of this proof we conclude that
Consequently,
This completes the proof.
It is natural to ask if Theorems 1.2 and 1.3 can be generalized to include two or more variables. Generally speaking the answer is no. Even the second order sequential Hopf's lemma fails with two variables. For example, the function u(x, y) = xy satisfies ∆u = 0. Although u(0, 0) = 0 and we can find a sequence of points (x i , y i ) → (0, 0) with u(x i , y i ) > 0, all directional derivatives of u vanish at (0, 0) because ∇u(0, 0) = (0, 0).
It also seems to be difficult to correctly formulate a multi-variable version of a higher order Hopf's lemma. When n is odd, Conditions (4) and (7) require u(x i ) to assume different sign at the two endpoints, and u (n−1) (a) and u (n−1) (b) have opposite sign in Theorems 1.2 and 1.3.
This "boundary effect" is not an issue when n = 2 because it is an even number and u ′ (b) = −D η u(b), where η denotes the direction pointing toward the center of the interval. Therefore, Theorems 1.2 and 1.3 and be combined to state that D η u > 0 on the boundary of the interval (a, b). When n is odd, however, we will not be able to unify the two derivatives at the two endpoints. In the multi-variable case, the boundary will be even more complicated, so it appears to be difficult to formulate a clear and unified expression for the derivatives like the one in the classical Hopf's lemma.
APPLICATIONS OF HIGHER ORDER HOPF'S LEMMAS
In this section we will give some additional applications of the higher order Hopf's lemmas.
Applying Theorem 2.1 to both functions u and −u gives a new proof of the standard uniqueness theorem of linear ODEs:
where n ≥ 2 is a positive integer and a n−1 (x), ..., a 1 (x), a 0 (x) are in C ([a, b) ). Assume that u satisfies
Then u ≡ 0. When n = 2, it suffices to assume that a 1 (x) and a 0 (x) are bounded functions.
Another immediate consequence of Theorem 1.2 is a unique continuation theorem.
When u is in C ∞ ([a, b)), Theorem 1.2 also follows from Corollary 6.2, hence the two results are equivalent. Here is the proof.
Proof: Assume Corollary 6.2 holds and u ∈ C ∞ ([a, b)) satisfies (2), (3), and (4), we need to show that u (n−1) (a) > 0.
Condition (4) and the (n−1)-th degree Taylor's expansion of u near a implies that u (n−1) (a) ≥ 0.
Suppose u (n−1) (a) = 0.
Then by the n-th degree Taylor's expansion of u near a we have u (n) (a) ≥ 0. On the other hand, (2) and (3) imply u (n) (a) ≤ 0. Therefore u (n) (a) = 0. Again the (n + 1)-th degree Taylor's expansion of u near a implies that u (n+1) (a) ≥ 0.
If u (n+1) (a) > 0, then for x close to a,
Since f is Lipschitz, it is differentiable almost everywhere. Then from (20) Thenû satisfieŝ
