 . The regression curve g can be estimated by means of three approximations, namely parametric, nonparametric, and semiparametric regressions. The parametric regression model is applied when a strong assumption of the form of the functional relationship between the response and predictor is acquired. In this case, the regression curve estimation is equivalent with the estimation of the parameters within the model (Eubank [1] ). The nonparametric model is best applied on the data for which the regression curve is still unrecognized, or there is incomplete knowledge regarding the form of the data (Kayri, et.al. [2] ). To estimate the nonparametric regression curve, Amato, et. al. [3] employed Fourier series estimator. The Fourier series estimator was previously developed by Bilodeau [4] to solve the seasonal data.
In many cases, linear or periodical relationship between response and predictor are often found in a number of real-life problems, which in turn, requires the Fourier series semiparametric modelling. The incomplete information of the functional relationship between the response and predictor leads to the inappropriate regression by means of parametric or nonparametric models. Therefore, a semiparametric regression model which combines both the parametric and the nonparametric models is needed (Engle [5, 16] ).
The semiparametric regression has been widely developed in many forms of the nonparametric component. The semiparametric model with spline function has been applied by (You, at.al. [6] , You, J, Chen [7] and Eubank [1] ). Speckman [8] , Hong [9] , You, J, Chen [7] and Manzana [10] employed Kernel function in excuting the semiparametric model. Qu [11, 18] and Taylor [12] used Wavelet function. Menawhile, You [13] and Qingguo [14, 17] applied local polynomial to estimate the semiparametric regression curve. However, appliying Fourier series function as the nonparametric component in developing the semiparametric model has not been reported yet. Accordingly, this article proposes the estimators for parametric and nonparametric in Fourier series semiparametric regression as well as their characteristics.
Semiparametric Regression Model
The mathematical expression of the response and predictor variables in the semiparametric regression model is given by 1 ( ) , 1, 2,..., .
where i  is the random error which is assumed to be independent and identical with zero mean and variance  
This expression is recognized as Fourier series function. Fourier series is a trigonometric polynomial function that has the properties of flexibility so that it can adapt effectively to the local nature of the data. Suitable Fourier series is used to describe the curve that shows the sine wave and cosine. The Fourier series estimator, is generally used when a data investigated patterns are not known and there is a recurring tendency (Bilodeau [3] and Tripena [15] ).
Eq. (1) can be rewritten in matrix form as follows: 
Estimation
The estimation of the parametric component  and the nonparametric
, is solved using the PLS optimization, is given in the following theorems. 
Parametric and nonparametric estimators
, (0, ) 
To solve Eq. (7) 
By taking into consideration the Eq. (13), the second term of the PLS in Eq. (7) becomes 
Given
Eq. (14) can be rearranged as
Combining Goodness of fit (11) dan Penalty (15), the optimaization of the (7) is given by:
Q( ) .
Kp

Min
Taking the partial derivative of  () Q with respect to and taking its zero value, we obtain: 
with respect to  and taking its zero, we get
Estimator for  is then defined as
Finally, the estimator of Fourier series regression curve for the parametric component ˆ is given by: 
