Bacteriophage T4 contains three self-splicing group I introns in genes in de novo deoxyribonucleotide biosynthesis (in td, coding for thymidylate synthase and in nrdB and nrdD, coding for ribonucleotide reductase). Their presence in these genes has fueled speculations that the introns are retained within the phage genome due to a possible regulatory role in the control of de novo deoxyribonucleotide synthesis. To study whether sequences in the upstream exon interfere with proper intron folding and splicing, we inhibited translation in T4-infected bacteria as well as in bacteria containing recombinant plasmids carrying the nrdB intron. Splicing was strongly reduced for all three T4 introns after the addition of chloramphenicol during phage infection, suggesting that the need for translating ribosomes is a general trait for unperturbed splicing. The splicing of the cloned nrdB intron was markedly reduced in the presence of chloramphenicol or when translation was hindered by stop codons inserted in the upstream exon. Several exon regions capable of forming putative interactions with nrdB intron sequences were identified, and the removal or mutation of these exon regions restored splicing efficiency in the absence of translation. Interestingly, splicing of the cloned nrdB intron was also reduced as cells entered stationary phase and splicing of all three introns was reduced upon the T4 infection of stationary-phase bacteria. Our results imply that conditions likely to be frequently encountered by natural phage populations may limit the self-splicing efficiency of group I introns. This is the first time that environmental effects on bacterial growth have been linked to the regulation of splicing of phage introns.
Bacteriophage T4 contains three self-splicing group I introns, which are situated in the genes coding for thymidylate synthase (td), the small subunit of the aerobic ribonucleotide reductase (nrdB), and the anaerobic ribonucleotide reductase (nrdD) (9, 17, 34, 44) . Like many other group I introns, the td and nrdD introns each contain an open reading frame encoding a homing endonuclease that renders the introns mobile and they can be inserted into new phage genomes through the process of homing (27, 28) . The nrdB intron is not mobile, due to a deletion in the intron-borne homing endonuclease gene (13) . Horizontal transfer of the introns between phages through homing has played a significant role in the evolution of group I introns in T-even-like phages (4, 27, 29) .
Much speculation has been raised about the potential benefits or costs of introns for phages and what effect they may have on the expression of intron-containing genes and phage viability, but few studies have addressed the question experimentally. Since all of the T4 introns are present in genes that encode proteins in the same biochemical pathway, de novo deoxyribonucleotide synthesis during phage infection, it was speculated early on that the introns may confer a selective advantage to the phage by offering the possibility of regulating the expression of the intron-containing genes by the regulation of splicing (15, 17, 33) . One step towards such a regulatory role of splicing in T4 was the finding that, in the absence of translation of the upstream td exon, a specific interaction can be formed between exon sequences and the 3Ј splice site of the td intron (31) . This interaction prevents normal intron folding and inhibits splicing.
The catalytic structure of each of the T4 group I introns is made of several stem-loop pairings (called P1 through P12; for a schematic secondary-structure prediction, see reference 7) that are packed into a compact structure via tertiary RNA-RNA interactions (14, 22) . The core of each intron is made of the contact region between the two separately folding P4 to P6 and P3 to P9 domains, with the active site located in the P7 helix (21) . The 5Ј splice site is determined by the position of the P1 stem-loop (5, 11) , and the P9.0 interaction brings together the 3Ј splice site and the active site, determining the position of the 3Ј splice site (5) . Alignment of the 5Ј and 3Ј splice sites at the active site for ligation of the two exons is facilitated via the P10 pairing between sequences in the P1 loop (L1) and sequences directly downstream of the 3Ј splice site (10, 21) . Since P9.0 and P10 are rather weak interactions and cannot be formed until the whole intron is transcribed, they are sensitive to misfoldings.
In this study, we show that splicing efficiency for all three T4 introns is strongly reduced if translation is reduced or abolished. Multiple upstream exon regions are predicted to be able to form interactions that interfere with normal intron folding for each intron-containing gene, and with nrdB as an example, we find that the lack of actively translating ribosomes in these exon regions inhibits splicing. Furthermore, a marked reduction of splicing of all three introns also occurs if the infected bacterium is in stationary phase, and this splicing reduction is coupled to the same regions of the upstream exon. These findings suggest that folding problems may be common to group I introns in the absence of efficient translation. This is the first time that environmental effects (like the growth phase of infected bacteria) that are probably frequently encountered by natural phage populations have been shown to affect the splicing of phage introns.
15% polyacrylamide gel. Gels were analyzed on a Fuji LAS3000 phosphorimager and quantified using Fuji Image Gauge 3.45 software. The product-labeling method incorporates stoichiometrically different amounts of label between spliced and unspliced product depending on the sequence between the primer and the terminating nucleotide. This was corrected for in calculations according to the following scheme: the ratio of td spliced/unspliced was 4/1 32 P-C, that of nrdB spliced/unspliced was 3/2 32 P-C, and that of nrdD spliced/unspliced was 2/1 32 P-C.
Phage infection in the presence of chloramphenicol. E. coli B 0 was grown at 30°C in LB medium to an OD 600 of 0.3, and the culture was divided into three parts, one with the addition of chloramphenicol 5 min prior to phage addition, one with the addition of chloramphenicol 2 min after infection, and one without the addition of chloramphenicol. The final concentration of chloramphenicol was 155 M, a concentration that rapidly stops translation. Phage was added to a multiplicity of infection of approximately 5, samples were collected at 3, 7, and 12 min after infection as described above, and splicing was analyzed by limited primer extension.
Screen for interacting regions. The upstream exons of the T4 td, nrdB, and nrdD genes were screened for regions with inverse complementarity to any region of their respective intron. Exon sequences were inverted and divided into blocks of 20 nucleotides with overlaps of 10 nucleotides between adjacent blocks and checked for complementarity to intron sequences, excluding homing endonuclease open reading frames (ORFs), by Wilbur-Lipman alignments (40) . In the first round, any complementarity of seven bases or more, allowing for G-U base pairs and one mismatch or bulged nucleotide, was collected. In a second round of selection, positive sequences were mapped on the secondary structure of the respective intron and scored for the possibility to compete with intron structures depending on the strength of the alternative pairing. Only interactions with ⌬G (46) values 1.5 times larger than that of the broken interaction were considered.
Pre-mRNA and mRNA stability. To compare the stabilities of pre-mRNA and mRNA, one needs to use gene constructs that produce only one or the other RNA product, as splicing would otherwise interfere with the results. For measuring pre-mRNA stability, we used splicing-deficient constructs with four point mutations at the intron catalytic center and, for measuring mRNA stability, we used constructs with an exact deletion of the intron sequence. Transcription was induced as described above and stopped by the addition of rifampin to a final concentration of 500 g/ml. Samples were collected, and total RNA was prepared as described above. The amount of transcript was assayed at three positions along the transcript simultaneously with the limited primer extension product-labeling method using three different primers: nrdBmRNA1 (5Ј-CAA CTG GAT TTG TAT TAA AAA CTG TA-3Ј) hybridizes 5 nt downstream of the start of nrdB with an extended product 28 of nt, nrdBmRNA2 (5Ј-GCT TCT AAG GCA TTA ATA ACG TGC-3Ј) hybridizes 26 nt upstream of the 5Ј splice site with an extended product of 34 nt, and nrdBmRNA3 (5Ј-TGA ACT TCA TAA TCT TGG CAT TAC CTT C-3Ј) hybridizes 35 nt downstream of the 3Ј splice site with an extended product of 31 nt. All products contain stoichiometrically equal amounts of 32 P-C. Samples were analyzed as described above. Chloramphenicol splicing experiment. Cells were grown in LB medium with 100 g/ml carbenicillin to an OD 600 of 0.3, and chloramphenicol was added to a final concentration of 155 M at the same time that transcription was induced with 1 mM IPTG. Samples were collected 10, 20, 30, 60, and 120 min after induction and analyzed by limited primer extension.
Phage infection of cells in different growth phases. An E. coli B 0 culture was grown at 37°C in LB medium. Upon infection, 20 ml of the growing culture was added to a prewarmed flask containing phage to a multiplicity of infection of approximately 5. Infections were made in mid-log phase, early stationary phase, and late stationary phase. Samples from infected cultures were collected as described above, and splicing was analyzed by limited primer extension.
Stationary-phase splicing experiment. JM101 containing pBS5 or pBS5 ⌬45-129;⌬Cry-P1 was grown in LB medium with 100 g/ml carbenicillin to an OD 600 of 0.3, transcription was induced by adding IPTG to a final concentration of 1 mM, and growth was continued and monitored by measuring OD 600 . Samples were collected as described above. Growth was restarted by gently spinning down part of the stationary-phase cells and resolving them in fresh, prewarmed LBmedium containing carbenicillin and IPTG.
RESULTS
Splicing inhibition in the absence of translation is a general trait for all three T4 introns. To determine whether the inhibition of splicing observed for the td intron in the absence of VOL. 189, 2007 CONDITIONS AFFECTING T4 INTRON SPLICING 981 translation (31) is a general trait for all three T4 introns, we measured their splicing efficiencies in infected bacteria in the presence of the translational inhibitor chloramphenicol. The ratios of spliced transcript to unspliced transcript were assayed by limited primer extension (see Material and Methods). For these experiments, we needed to consider the different expression timing of the intron-containing genes. The early td promoter does not require any phage proteins, but the expression of nrdB and nrdD from middle-mode promoters requires the phage protein MotA (24, 36). Chloramphenicol could there-
Effect of chloramphenicol on splicing during phage infection. E. coli B 0 cells were grown at 30°C and infected with T4D in early log phase. Chloramphenicol was added either 5 min prior to infection (middle lanes) or 2 min after addition of phages (rightmost lanes). Splicing efficiencies at different time points are shown in the graph beside each panel. The peak of splicing efficiency of all three introns differed somewhat between experiments but was consistent relative to each other within experiments. Sampling at different time points determined the peaks to be 5 to 7 min for td, 7 to 10 min for nrdB, and 5 to 10 min for nrdD and the variation of splicing efficiency to be Ϯ8.5% for td, Ϯ5.1% for nrdB, and Ϯ4.0% for nrdD. Dotted lines denote splicing efficiencies below the detection limit of 10% splicing. No nrdB transcript was detected before 12 min after infection when chloramphenicol was added 5 min prior to infection. Ϫ, absence of; ϩ, presence of.
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on September 22, 2017 by guest http://jb.asm.org/ fore be added prior to infection to measure td splicing but had to be added a few minutes after infection to measure nrdB and nrdD intron splicing to first allow for the expression of the MotA protein. In addition, all three intron-borne ORFs are expressed from late promoters (and for the nrdB ORF, also from a middle promoter) within the intron, thus adding transcripts containing only the 3Ј half of the intron late in infection. This will produce nonspliceable RNA that artificially lowers the relative splicing efficiency at late times of infection. The ORF transcription is also affected by the addition of chloramphenicol, and we therefore compare splicing efficiencies at the peak of splicing to avoid these variations. The addition of chloramphenicol clearly reduced the splicing efficiency of all three T4 introns ( Fig. 1 ). For the td intron, splicing efficiency was reduced to 50% of the normal level at the peak of efficiency when chloramphenicol was added prior to infection and to 70% when it was added 2 min after infection, indicating that the addition of the antibiotic after infection perhaps does not show its full effect on splicing. Cryptic td splicing was increased in the presence of antibiotic from 3 to 7% of total splicing in both cases, indicating that compromised folding of the intron plays a part in the reduction of splicing. For the nrdB and nrdD introns, transcript levels are high in the absence of chloramphenicol but no or very little transcript can be seen when chloramphenicol was added 5 min prior to infection. When chloramphenicol instead was added 2 min after infection, both pre-mRNA and mRNA can be seen, although still at a level lower than that without antibiotic. Importantly, the addition of chloramphenicol reduces splicing to 75% of the normal level for nrdB, and for nrdD, where the effect is most pronounced, splicing is reduced to less than one-third of the normal level. Since chloramphenicol does not have a direct effect on group I intron splicing (38), these results ( Fig. 1) indicate that, during phage infection, a reduction of translation has severe effects on the splicing capability of all three T4 introns.
Several potential exon-intron interactions may disturb splicing of the T4 introns. If the observed reduction of splicing of the T4 introns is due to interactions between exposed exon regions and intron sequences that interfere with correct intron folding, putative regions of complementarity between exon and intron sequences should exist. To identify such regions for experimental testing of their effects on splicing, we performed a computer-based screen for the complementarity of the upstream exon and the catalytic core sequences of the respective intron (i.e., excluding the endonuclease sequence since interactions formed between the exon and the looped-out open reading frame are not likely to affect splicing) as described in Material and Methods. Multiple putative interacting regions that would disrupt important secondary and tertiary folds of the introns were found for each of the three introns (Table 1) . Our screen detected the exon-intron interaction found by Semrad and Schroeder to strongly interfere with td splicing (31) . Most interestingly, one region of the nrdB exon (between codons 12 and 15) can form a putative structure almost identical to the td interaction, including an equivalent bulged adenosine located 2 nt from the 3Ј splice site (Fig. 2a) . In addition, several other putative interactions with potential to target the splice sites and other intron regions known to be vital for correct intron folding were found. For both the nrdB and the nrdD genes, we found potential cryptic P1 stems that would interfere with 5Ј splice site selection (Fig. 2b and c) . A cryptic P1 has already been identified for the T4 td intron (8) .
Splicing efficiency without translation of the T4 nrdB transcript. To determine whether the reduction of splicing found in the absence of translation really is due to our predicted exonintron interactions, we chose to use the nrdB transcript as a model for assaying the importance of these predicted interactions. The nrdB transcript has a predicted interaction almost identical to the one previously shown to affect splicing in td (31) and a cryptic P1 as also found in td (8) and nrdD (this study). We introduced stop codons at several positions along the upstream exon of the nrdB gene (Fig. 3a) . Stop codons will exclude translating ribosomes from downstream regions of the transcript and allow potential interactions between intron and exon regions. Indeed there was a clear reduction in splicing levels for all stop codon constructs (Fig. 3b) .
The most pronounced reduction of splicing was found with stop codons inserted early in the exon. The TAA10 construct (numbers represent amino acid numbers from the start of the gene; exon 1 is 220 codons long) that would prevent ribosomes from reaching the putative interacting region between codons 12 and 15 and thus allow this to form shows only slightly more than 20% of the wild-type splicing efficiency (Fig. 3b) . However, the two following stop codons constructs, TAA23 and TAA44, where ribosomes would disrupt the interaction, show only a very small increase in splicing levels, indicating that the (Table 1) , one interacting with the P2 helix, one with the intron catalytic center, and one with the P5 helix extending to the triple-helix region J3/4 to J6/7.
The splicing activity appears to reach a plateau at a level of 75% of that of wild-type splicing with stop codons inserted after codon 130 (Fig. 3b) , and the four predicted potential interactions located between codons 133 and 212 seem to have only a marginal effect on splicing. Three of these putative interactions target the catalytic site in the P7 helix. It is possible that the lack of effect is due to a high folding stability of the catalytic core of the intron. Since the last stop codon construct, TAA212, shows only 80% of the wild-type splicing activity, the translation of the 21-nt region between amino acid position 212 and the intron is important for efficient splicing to occur. Within this region, we can predict a strong putative 12-bp alternative P1 helix (Fig. 2b) . Cryptic P1 stem formation has been shown to occur in other group I introns, including the T4 td intron (8) , and ribosome coverage of the exon region closest to the intron will resolve such structures (31, 39) . A cryptic P1 stem was also predicted for the T4 nrdD intron in our exonintron complementarity screen (Table 1) .
To make certain that mRNA stability is not affected in the stop codon mutants, thereby falsely giving the impression of a reduction in splicing efficiency, we deleted the intron and measured the mRNA half-lives of transcripts with and without stop codons (Table 2) . Only the TAA100 construct had a significantly lower mRNA half-life than that of the wild-type gene. However, the pre-mRNA half-life of this construct was also reduced compared to that of the wild type and the mRNA/ pre-mRNA stability ratio was therefore maintained (Table 2 ). In the presence of chloramphenicol, we observed a twofold increase for both mRNA and pre-mRNA stability (Table 2) , which was in accordance with the stabilization of transcripts in the presence of this antibiotic found in previous studies (26, 30) . The mRNA/pre-mRNA stability ratio was the same as that in the absence of chloramphenicol.
Deletion of T4 nrdB exon sequences complementary to intron sequences restores splicing. Three in-frame deletions were made to see what effect the removal of putative exon-intron interactions would have on splicing: a 9-bp deletion of codons 12 to 15 (⌬12-15), possibly interacting with the 3Ј end of the intron; a 258-bp deletion of codons 45 to 129 (⌬45-129), removing several potential interactions in the region that shows the largest effect of the stop codon constructs; and a 12-bp deletion of codons 213 to 216, removing the potential cryptic P1 interaction (⌬Cry-P1). All deletions were combined with the nearest upstream stop codon mutant to minimize interactions from exon regions upstream of the deletion. Splicing efficiencies of deletion constructs are shown in Fig. 3b .
The combination of TAA10 and ⌬12-15 produces only a minor increase in splicing efficiency, from 23 to 28%. This is in line with the small increase in splicing efficiency between the TAA10 stop codon mutant (that would allow for the interaction to form) and the subsequent TAA23 and TAA44 mutants (where it would be disrupted by ribosomes) and confirms that this putative interaction in nrdB has only a minor role in the total decrease of splicing. In addition, the introduction of point mutations either in the exon (TAA10;A49C) or in the 3Ј end of the intron (TAA10;T1259G) that would disrupt or weaken this interaction (Fig. 2a ) results in the same small increase to 33 to 35% splicing efficiency (Fig. 3b) , and restoring the base-pairing interaction by combining the two mutations (TAA10;A49C; T1259G) also reduces the splicing efficiency back to the initial level (Fig. 3b) , again stressing the minor effect of the interaction shown in Fig. 2a for nrdB intron splicing. In contrast, the deletion of codons 45 to 129, in combination with the TAA44 stop codon insertion (TAA44;⌬45-129), more than doubles the splicing efficiency (from 26 to 62%) (Fig. 3b) compared to that of the TAA44 mutation by itself, clearly showing that the region between codons 45 and 129 plays a major role in the reduction of splicing in the absence of translation. Finally, the deletion of the exon region with potential to form a cryptic-P1 interaction, in combination with TAA212, restores splicing to near wild-type levels (91%) (Fig. 3b) .
In agreement with the infection experiments, the splicing efficiency of the cloned nrdB intron was drastically reduced a RNA stability was measured after the addition of rifampin to a final concentration of 500 g/ml (see Materials and Methods). t 1/2 , half-life.
b ϩCm indicates the addition of chloramphenicol (155 M final concentration) to the culture.
c mRNA stability was measured in constructs having an exact deletion of the intron sequence, and pre-mRNA stability was measured in constructs with four point mutations at the catalytic center that inhibits splicing (see Materials and Methods). (Fig. 4) . The reduction of splicing from 90 to 30% is also comparable to that seen with stop codons inserted early in the nrdB gene. One effect of the chloramphenicol treatment is exposure of upstream exon sequences that are normally covered by ribosomes, an effect similar to the introduction of stop codons. In support of the exon-intron interactions, the effect of chloramphenicol addition was almost abolished by the deletion of the 45-129 and Cry-P1 regions (Fig. 4) . Taken together, these results show that, in the absence of translating ribosomes, a number of regions in the upstream exon have a strong collective negative effect on splicing efficiency of the nrdB intron.
Splicing efficiency of all three introns during T4 infection correlates with growth phase. The rapid bacterial growth that occurs during laboratory culturing in rich medium is likely to be rare in nature. Since translation is known to be tightly regulated and the rate of translational initiation as well as elongation is reduced during starvation in E. coli (1, 35) , we wanted to see whether the splicing of the T4 introns is also affected by infection in different bacterial growth phases. Aliquots of E. coli were infected with T4 phage during logarithmic as well as stationary growth, and samples were taken for RNA preparation at different time points during the infections. Splicing efficiencies of all three introns were measured. As described above for infections in the presence of chloramphenicol, the td gene is expressed immediately after infection, whereas the nrdB and nrdD genes are expressed several minutes later from middle-mode promoters (24, 36) . In addition, the expression of nonspliceable transcripts from late endonuclease promoters (and for the nrdB ORF also from a middle promoter) within the intron will contribute to the pool of pre-mRNA transcripts, thus artificially lowering the relative splicing efficiency at late times of infection.
Upon infection of a log-phase culture where infection proceeds rapidly, all three introns have splicing efficiencies reaching at least 60% at the point of maximum gene expression (Fig. 5) . In early stationary phase, the infection process is prolonged, the amount of transcript is reduced, and the maximal splicing levels drop slightly. In late stationary phase, there is a clear reduction of splicing efficiency for all three introns and a further reduction in transcript levels is also seen, possibly reflecting a lower transcriptional activity in the infected bacteria or a reduced infectivity of the phages. Splicing efficiency of the nrdB intron in late stationary phase shows a twofold reduction compared to splicing during logarithmic growth, while the efficiency of td and nrdD intron splicing is reduced more than threefold (Fig. 5 ). This clearly shows that the splicing of all three group I introns in T4 is affected by the growth of the infected bacterium. This is the first time that environmental conditions have been shown to affect self-splicing.
Stationary-phase splicing reduction is due to exon-intron interactions for nrdB. To assess the effect of growth phase on the efficiency of group I intron splicing in greater detail, bacteria containing the cloned nrdB gene were grown at 37°C for many hours and splicing was measured in the different growth phases. As can be seen in Fig. 6a and b , the splicing level is 80 to 90% during logarithmic growth but drops rapidly as the culture enters stationary phase and, after continued incubation, the ratio of spliced versus unspliced transcript drops to below 20%. Resuspension of the cells in fresh medium restored both growth rate and splicing efficiency (Fig. 6b) . These results clearly show that splicing of the nrdB intron is strongly reduced by conditions encountered during stationary-phase growth.
Entry into stationary phase is characterized by a number of changes in the bacterial metabolism. A major response is the marked reduction of translation to about 10 to 20% of the level in exponentially growing cells (1, 35) , further dropping during prolonged stationary growth (19) . However, in addition to a reduction of translation, a variety of changes that occur upon entry into stationary phase might potentially affect splicing. To determine whether the reduction of splicing in stationary phase is due to interactions between exon and intron sequences, we repeated the growth phase experiment using the nrdB ⌬45-129;⌬Cry-P1 construct (deleting the major regions shown to interfere with nrdB splicing in the absence of translation). As predicted, splicing efficiency of the ⌬45-129; ⌬Cry-P1 construct is only marginally affected by the entry into stationary phase compared to that of the wild-type gene, thereby supporting the possibility that the reduction of splicing in stationary phase is due to the same interfering folds as was seen with chloramphenicol addition or stop codon insertion.
DISCUSSION
Here we have demonstrated that the splicing of all three group I introns in bacteriophage T4 is reduced if translation of the upstream exon is abolished by the addition of translational inhibitors or by the insertion of stop codons that prevent further movement of ribosomes. A lack of actively translating ribosomes on the upstream exon of the td pre-mRNA was previously shown to permit the formation of a nonnative, longrange interaction between exonic and intronic sequences that interfered with the 3Ј splice site recognition of the td intron (31, 39) . In this work, we have found that multiple exon regions with complementarity to important regions in the respective intron exist for all three T4 group I introns and we have experimentally shown that several of these regions in the first nrdB exon interfere with the splicing of this intron in the absence of translation. Theoretically we predict that an interaction highly similar to the one described for the td intron (31) can potentially be formed between the first nrdB exon and the FIG. 6 . Splicing of the nrdB intron in different growth phases. (a) Cultures of JM101 containing either pBS5 or pBS5 ⌬45-129;⌬Cry-P1 were grown at 37°C, and samples were taken at the indicated time points after induction of transcription. (b) After an overnight incubation, part of the pBS5 culture was centrifuged and resolved in fresh medium and incubation was continued. Splicing efficiency at the different time points was measured by limited primer extension. RNA was prepared from equal densities of cells for each sample. Open symbols in the graphs represent splicing efficiency, and closed symbols represent growth. Error bars show the standard error of the mean. wt, wild type.
3Ј splice site of the nrdB intron. However, the effect of this interaction on splicing efficiency of the nrdB intron in the absence of translation was only marginal and, instead, several regions further downstream gave a strong collective interference with splicing. The exonic part of this putative interaction in nrdB is located at the beginning of the exon, while in td, it is close to the intron, i.e., a much longer exon sequence is present between the two interacting sites in nrdB compared to that in td. In addition, the td studies were performed with an artificially shortened intron (31) . It is noteworthy that, of all selfsplicing group I and group II introns found so far, introns in translated genes are found exclusively in organisms or organelles (mitochondria and chloroplasts) with coupled transcription/translation, while nuclear-encoded group I and group II introns are found in only nontranslated genes (rRNA and tRNA) (6) . The splicing of introns within pre-rRNA transcripts can be affected by misfolding interactions with sequences upstream (42, 43) or downstream (41) of the intron, but the endogenous folding of the stable RNAs into defined structures suppresses these misfoldings in vivo (45) . In comparison, mRNA exons are largely unstructured and the coupling of transcription and translation may be a general mechanism to avoid the interference of upstream exon sequences with intron folding before the 3Ј end of the intron is transcribed. At the same time, all three T4 introns contain stop codons at the exon-intron junction or at the very 5Ј region of the intron that keep the ribosomes from interfering with correct folding of the intronic parts (25) .
Periods of slow growth due to limiting nutrient supplies are likely to be commonly encountered by enteric bacteria in nature. Upon entry into stationary phase, the total amount of translating ribosomes in E. coli is known to drop drastically (1, 2, 19) . In addition, the rate of translational elongation is reduced due to a lack of amino acid-charged tRNAs resulting in stalled ribosomes on the transcripts (1). There are multiple examples of how this is used by bacteria for regulation of gene expression by attenuation mechanisms (18) . It is also intriguing that a wide range of different bacteriophages have group I introns inserted in genes involved in crucial steps of DNA metabolism (3, 6, 12, 16, 23, 37) . Could the regulatory potential of the coupling between translation and intron splicing provide any selective advantage to the phage? It is known that T4 infectivity (injection of phage DNA) of bacteria in stationary phase is quite efficient (20) . However, T4 does not lyse the infected bacteria in stationary phase. Instead, the infection stalls but is not terminated; it remains dormant inside the bacterium and can be resumed, and progeny phage can be produced if new nutrients are added to the medium (20) . In such a situation, the restriction of the use of energy and reducing equivalents by limiting the de novo production of deoxyribonucleotides would leave more energy to cell survival and prolong the period that the phage can remain inside the bacterium. Such a regulatory potential of the T4 introns was speculated on already 20 years ago when the introns were first discovered (17, 32, 33) . An attempt to determine how introns affect phage viability showed that deletion of the introns in T4 does not yield any detectable difference in burst size during logarithmic growth with different nutrient sources (12) , but to our knowledge, no studies have been performed comparing the prolonged survivals of intron-containing and intronless phages in stationary phase. Our findings here of the reduction of splicing in stationary-phase infections merit such additional investigations to see whether introns can affect the viability of the phage under different growth conditions. Although the molecular biology and genetics of T4 have been substantially studied, very little is known about its natural growth conditions and habitats, and whether there are instances in the T4 life cycle in nature where introns are advantageous or detrimental to the phage is still an enigma.
