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STRONG CONVERGENCE OF TWO–DIMENSIONAL
VILENKIN-FOURIER SERIES
N. MEMIĆ, I. SIMON AND G. TEPHNADZE
Abstract. We prove that certain means of the quadratical partial sums of the two-dimensional
Vilenkin-Fourier series are uniformly bounded operators from the Hardy space Hp to the
space Lp for 0 < p ≤ 1. We also prove that the sequence in the denominator cannot be
improved.
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1. INTRODUCTION
The definitions and notations used in this introduction can be found in our next Section.
It is known [15, p. 125] that Vilenkin systems are not Schauder bases in L1 (Gm). Moreover,
(see [1] and [20]) there exists a function in the Hardy space H1 (Gm), the partial sums of
which are not bounded in L1 (Gm) . However, in Gát [6] (see also [2]) the following strong
convergence result was obtained for all f ∈ H1 :
lim
n→∞
1
log n
n∑
k=1
‖Skf − f‖1
k
= 0,
where Vilenkin system is bounded and Skf denotes the k-th partial sum of the Vilenkin-
Fourier series of f (For the trigonometric analogue see Smith [23], for Walsh system see
Simon [21]).
Simon [22] (see also [26]) proved that there is an absolute constant cp, depending only on
p, such that
(1)
∞∑
k=1
‖Skf‖
p
p
k2−p
≤ cp ‖f‖
p
Hp
,
for all f ∈ Hp (Gm) , where 0 < p < 1.
In [27] it was proved that the sequence {1/k2−p : k ∈ N} in inequality (1) can not be
improved.
For the two-dimensional Walsh-Fourier series Goginava and Gogoladze [13] for p = 1 and
Tephnadze [24] for 0 < p < 1 proved that there exists an absolute constant cp, depending
only on p, such that
(2)
∞∑
n=1
‖Sn,nf‖p
n3−2p log2[p] (n + 1)
≤ cp ‖f‖Hp ,
for all f ∈ Hp (G
2
m), where [p] denotes integer part of p.
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Moreover, in [24] and [25] there were proved that sequence
{
1/k3−2p log2[p] (k + 1) : k ∈ N
}
in inequality (2) is important.
Convergence of quadratical partial sums of two-dimensional Walsh-Fourier series was in-
vestigated in detail by Gát, Goginava, Nagy [7], Goginava, Tkebuchava [8], Goginava [9],
Gogoladze [14], Weisz [30]. Some strong convergence theorem for the two-dimensional case
can be found in [4, 5], [10, 11, 12], [17, 18, 19] and [31].
The main aim of this paper is to generalize inequality (2) (see Theorem 1) for bounded
Vilenkin system. We also prove that the sequence
{
1/k3−2p log2[p] (k + 1) : k ∈ N
}
in in-
equality (2) can not be improved (see Theorem 2). We note that the counterexample which
shows sharpness of previous results is new even for Walsh case.
This paper is organized as follows: in order not to disturb our discussions later on some
definitions and notations are presented in Section 2. The main results and some of its
consequences can be found in Section 3. For the proofs of the main results we need some
auxiliary results of independent interest. These results are presented in Section 4. The
detailed proofs are given in Section 5.
2. DEFINITIONS AND NOTATION
Denote by N+ the set of positive integers, N := N+ ∪ {0}. Let m := (m0, m1, ...) be a
sequence of positive integers not less than 2. Denote by
Zmk := {0, 1, . . . , mk − 1}
the additive group of integers modulo mk.
Define the group Gm as the complete direct product of the groups Zmi with the product
of the discrete topologies of Zmj ‘s.
In this paper we discuss bounded Vilenkin groups, i.e. the case when
sup
n
mn <∞.
The direct product µ of the measures
µk ({j}) := 1/mk, (j ∈ Zmk)
is the Haar measure on Gm with µ (Gm) = 1.
The elements of Gm are represented by sequences
x := (x0, x1, . . . , xj , . . .) ,
(
xj ∈ Zmj
)
.
It is easy to give a base of neighbourhoods of Gm :
I0 (x) := Gm, In(x) := {y ∈ Gm | y0 = x0, . . . , yn−1 = xn−1} (x ∈ Gm, n ∈ N) .
Denote In := In (0) , for n ∈ N+ and
en := (0, . . . , 0, xn = 1, 0, . . .) ∈ Gm, (n ∈ N) .
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It is evident that
(1) IN =
N−1⋃
s=0
Is\Is+1.
If we define the so-called generalized number system based on m in the following way :
M0 := 1, Mk+1 := mkMk (k ∈ N),
then every n ∈ N can be uniquely expressed as
n =
∞∑
j=0
njMj , where nj ∈ Zmj (j ∈ N)
and only a finite number of nj ‘s differ from zero. Let |n| denote the largest integer j for
which nj 6= 0.
Denote by Nn0 the subset of positive integers N+, for which n0 = 1. Then for every n ∈ Nn0,
Mk < n < Mk+1 can be written as
n = 1 +
k∑
j=1
njMj ,
where
nj ∈ {0, . . . , mj − 1} , (j = 1, ..., k − 1) and nk ∈ {1, . . . , mk − 1} .
By simple calculation we get that
(2)
∑
{n:Mk≤n≤Mk+1, n∈Nn0}
1 =
Mk+1 −Mk
m0
≥ cMk,
where c is an absolute constant.
For any natural number n =
∑∞
j=1 njMj , we define the functions v (n) and v
∗ (n) by
(3) v (n) =
∞∑
j=1
|δj+1 − δj |+ δ0, v
∗ (n) =
∞∑
j=1
δ∗j ,
where
δj = signnj = sign (⊖nj) , δ
∗
j = |⊖nj − 1| δj ,
and ⊖ is the inverse operation for
ak ⊕ bk := (ak + bk)modmk.
The norm (or quasi-norm) of the Lebesgue spaces Lp(Gm) (0 < p <∞) are defined in the
usual way.
Next, we introduce on Gm an orthonormal system which is called the Vilenkin system.
At first, we define the complex-valued function rk (x) : Gm → C, the generalized Rademacher
functions, by
rk (x) := exp (2piixk/mk) ,
(
i2 = −1, x ∈ Gm, k ∈ N
)
.
4 N. MEMIĆ, I. SIMON AND G. TEPHNADZE
Now, define the Vilenkin system ψ := (ψn : n ∈ N) on Gm as:
ψn(x) :=
∞∏
k=0
rnkk (x) , (n ∈ N) .
Specifically, we call this system the Walsh-Paley system, when m ≡ 2.
The Vilenkin system is orthonormal and complete in L2 (Gm) (see [1] and [28]).
Now, we introduce analogues of the usual definitions in Fourier-analysis. If f ∈ L1 (Gm)
we can define the Fourier coefficients, the partial sums of the Fourier series, the Dirichlet
kernels with respect to the Vilenkin systems in the usual way:
f̂ (n) : =
∫
Gm
fψndµ , (n ∈ N)
Snf : =
n−1∑
k=0
f̂ (k)ψk, (n ∈ N+)
Dn : =
n−1∑
k=0
ψk , (n ∈ N+)
respectively.
Recall that
(4) DMn (x) =
{
Mn, if x ∈ In,
0, if x /∈ In.
It is also known that (see [1] and [3])
(5) DsMn = DMn
s−1∑
k=0
ψkMn = DMn
s−1∑
k=0
rkn,
and
(6) Dn = ψn
 ∞∑
j=0
DMj
mj−1∑
u=mj−nj
ruj
 .
Denote by Ln the n-th Lebesgue constant
Ln := ‖Dn‖1 .
The norm (or quasi-norm) of the space Lp(G
2
m) is defined by
‖f‖p :=
(∫
G2m
|f |p dµ× dµ
)1/p
(0 < p <∞) .
The space weak − Lp (G
2
m) consists of all measurable functions f, for which
‖f‖weak−Lp := sup
λ>0
λµ (f > λ)1/p < +∞.
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The rectangular partial sums of the 2-dimensional Vilenkin-Fourier series of function f ∈
L2 (G
2
m) are defined as follows:
SM,Nf (x, y) :=
M−1∑
i=0
N−1∑
j=0
f̂ (i, j)ψi (x)ψj (y) ,
where the numbers
f̂ (i, j) =
∫
G2m
f (x, y) ψ¯i (x) ψ¯j (y)dµ (x, y)
is said to be the (i, j)-th Vilenkin-Fourier coefficient of the function f.
Denote
S
(1)
M f (x, y) :=
∫
Gm
f (s, y)DM (x− s) dµ (s)
and
S
(2)
N f (x, y) :=
∫
Gm
f (x, t)DN (y − t) dµ (t) .
The σ-algebra generated by the intervals {In (x) : x ∈ Gm} will be denoted by ̥n (n ∈ N) .
Denote by f =
(
f (n), n ∈ N
)
a martingale with respect to ̥n (n ∈ N) . (for details see e.g.
[30]).
The one-dimensional Hardy space Hp(Gm) (0 < p <∞) consists of all martingales, for
which
‖f‖Hp :=
∥∥∥∥sup
n∈N
|fn|
∥∥∥∥
p
<∞.
The σ-algebra generated by the 2-dimensional In (x)×In (y) square of measureM
−1
n ×M
−1
n
will be denoted by ̥n,n (n ∈ N) . Denote by f = (fn,n n ∈ N) one-parameter martingale with
respect to ̥n,n (n ∈ N) .(for details see e.g. [29]).
The maximal function of a martingale f is defined by
f ∗ = sup
n∈N
|fn,n| .
Let f ∈ L1 (G
2
m). Then the maximal function is given by
f ∗ (x, y) = sup
n∈N
1
µ (In(x)× In(y))
∣∣∣∣∣∣∣
∫
In(x)×In(y)
f (s, t) dµ (s, t)
∣∣∣∣∣∣∣ ,
where (x, y) ∈ G2m.
The two-dimensional Hardy space Hp (G
2
m) (0 < p <∞) consists of all functions for which
‖f‖Hp := ‖f
∗‖p <∞.
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If f ∈ L1 (G
2
m) , then it is easy to show that the sequence (SMn,Mn (f) : n ∈ N) is a mar-
tingale. If f = (fn,n, n ∈ N) is a martingale, then the Vilenkin-Fourier coefficients must be
defined in a slightly different manner:
f̂ (i, j) := lim
k→∞
∫
G2m
fk,k (x, y)ψi (x)ψj (y) dµ (x, y) .
The Vilenkin-Fourier coefficients of f ∈ L1 (G
2
m) are the same as those of the martingale
(SMn,Mnf : n ∈ N) obtained from f .
A bounded measurable function a is a p-atom, if there exists a two-dimensional cube
I2 = I × I, such that∫
I2
adµ = 0, ‖a‖∞ ≤ µ(I
2)−1/p, supp (a) ⊂ I2.
3. MAIN RESULTS AND SOME OF THEIR CONSEQUENCES
Our first main result reads:
Theorem 1. Let 0 < p ≤ 1 and f ∈ Hp (G
2
m). Then
∞∑
n=1
‖Sn,nf‖
p
p
n3−2p log2[p] (n+ 1)
≤ cp ‖f‖
p
Hp
,
where [p] denotes integer part of p.
By using Theorem 1 we obtain the following:
Corollary 1. Let 0 < p ≤ 1 and f ∈ Hp (G
2
m). Then
∞∑
n=1
‖Sn,nf‖
p
Hp
n3−2p log2[p] (n+ 1)
≤ cp ‖f‖
p
Hp
.
Also this result is sharp in the following important sense:
Theorem 2. a) Let 0 < p < 1 and Φ : N→ [1,∞) be any non-decreasing function, satisfying
the condition lim
n→∞
Φ (n) = +∞. Then there exists a martingale f ∈ Hp (G
2
m) such that
∞∑
n=1
‖Sn,nf‖
p
weak−Lp
Φ (n)
n3−2p
=∞.
b) Let Φ : N → [1,∞) be any non-decreasing function, satisfying the condition lim
n→∞
Φ (n) =
+∞. Then there exists a martingale f ∈ H1 (G
2
m) such that
∞∑
n=1
‖Sn,nf‖1 Φ (n)
n log2 (n + 1)
=∞.
We also apply Theorem 1 to obtain that the following is true:
Corollary 2. Let 0 < p ≤ 1 and f ∈ Hp (G
2
m). Then
∞∑
n=1
|Sn,nf (x, y)|
p
n3−2p log2[p] (n+ 1)
<∞, a.e. (x, y) ∈ G2m.
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4. AUXILIARY RESULTS
In order to prove our main results we need the following lemma of Weisz (for details see
e.g. [29])
Lemma 1. A martingale f ∈ Lp (G
2
m) is in H

p (G
2
m) (0 < p ≤ 1) if and only if there exist a
sequence (ak, k ∈ N) of p-atoms and a sequence (µk, k ∈ N) of real numbers such that
(1)
∞∑
k=0
µkSMn,Mnak = fn,n, a.e.,
and
∞∑
k=0
|µk|
p <∞,
Moreover,
‖f‖Hp ∽ inf
(
∞∑
k=0
|µk|
p
)1/p
,
where the infimum is taken over all decompositions of f of the form (1).
We also state a new lemma, which we need for the proofs of our main results but which is
also of independent interest:
Lemma 2. Let n ∈ N. Then
1
nMn
Mn−1∑
k=1
v (k) ≥
2
λ2
,
where λ = supn∈Nmn.
Proof of Lemma 2. Let Mk−1 ≤ n < Mk. Then n = nk−1Mk−1 + n
(1), where n(1) < Mk−1.
It is easy to show that
Mk−1∑
n=Mk−1
v (n) =
mk−1−1∑
r=1
(r+1)Mk−1−1∑
n=rMk−1
v (n) =
mk−1−1∑
r=1
Mk−1−1∑
n=0
v (n+ rMk−1)
=
mk−1−1∑
r=1
Mk−2−1∑
n=0
v (n + rMk−1) +
mk−1−1∑
r=1
Mk−1−1∑
n=Mk−2
v (n+ rMk−1)
=
mk−1−1∑
r=1
Mk−2−1∑
n=0
v (n + rMk−1) +
mk−1−1∑
r=1
Mk−1−1∑
n=Mk−2
v (n+ rMk−1)
=
mk−1−1∑
r=1
Mk−2−1∑
n=0
(v (n) + 2) +
mk−1−1∑
r=1
Mk−1−1∑
n=Mk−2
v (n)
(mk−1 − 1)
Mk−2−1∑
n=0
(v (n) + 2) +
Mk−1−1∑
n=Mk−2
v (n)

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= (mk−1 − 1)
(
Mk−1−1∑
n=0
v (n) + 2Mk−2
)
.
This gives that
Mk−1∑
n=0
v (n) =
Mk−1−1∑
n=0
v (n) +
Mk−1∑
n=Mk−1
v (n)
=
Mk−1−1∑
n=0
v (n) + (mk−1 − 1)
(
Mk−1−1∑
n=0
v (n) + 2Mk−2
)
= mk−1
Mk−1−1∑
n=0
v (n) + 2Mk−2
Let
T (Mk) =
Mk−1∑
n=0
v (n) .
Then
T (Mk) = mk−1T (Mk−1) + 2Mk−2.
It is easy to see that this is valid for all k ∈ N. If we set
A (k) := T (Mk) /Mk
then
A (k) ≥ A (k − 1) + 2/λ2,
A (k − 1) ≥ A (k − 2) + 2/λ2,
· · · · · · · · ·
A (1) ≥ A (0) + 2/λ2.
Summing up these inequalities we can write that
A (k) ≥ 2k/λ2
and
T (Mk) ≥ 2kMk/λ
2,
which completes the proof of Lemma 2. 
5. PROOFS OF MAIN RESULTS
Proof of Theorem 1. According to Lemma 1 we only have to prove that
(1)
∞∑
n=1
‖Sn,na‖
p
p
n3−2p log2[p] (n+ 1)
≤ cp <∞,
for every p-atom a.
Let (x, y) ∈ I
2
N := IN × IN . Let a be an arbitrary p-atom with support IN (z
′) × IN (z
′′)
and µ (IN (z
′)) = µ (IN (z
′′)) = M−1N . We can suppose that z
′ = z′′ = 0. In this case
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DMi (x− s) 1IN (s) = 0 and DMi (y − t) 1IN (t) = 0 for i ≥ N . Recall that ψj (x− t) = ψj (x)
for t ∈ IN and j < N . Consequently, from (4) and (6) we obtain that
Sn,na (x, y) =
∫
G2m
a (s, t)Dn (x− s)Dn (y − t) dµ (s, t)
=
∫
I2N
a (s, t)Dn (x− s)Dn (y − t) dµ (s, t)
=
∫
I2N
a (s, t)ψn (x− s+ y − t)×
×
N−1∑
j=0
DMj (x− s)
mj−1∑
u=mj−nj
ruj (x− s)
N−1∑
j=0
DMj (y − t)
mj−1∑
u=mj−nj
ruj (y − t)
 dµ (s, t)
= ψn (x+ y)
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
N−1∑
j=0
DMj (y)
mj−1∑
u=mj−nj
ruj (y)
×
×
∫
I2N
a (s, t)ψn (s+ t) dµ (s, t)
= ψn (x+ y)
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
N−1∑
j=0
DMj (y)
mj−1∑
u=mj−nj
ruj (y)

×
∫
IN
∫
IN
a (τ − t, t) dµ (t)
ψn (τ) dµ (τ)
= ψn (x+ y)
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
N−1∑
j=0
DMj (y)
mj−1∑
u=mj−nj
ruj (y)
 Φ̂ (n) ,
where
Φ (τ) =
∫
IN
a (τ − t, t) dµ (t) .
Let x ∈ Is\Is+1. According to (6) we get that
(2)
∣∣∣∣∣∣
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
s∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
∣∣∣∣∣∣ ≤ cMs+1.
Combining (1) and (2) we have that
(3)
∫
IN
∣∣∣∣∣∣
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
∣∣∣∣∣∣
p
dµ (x) ≤ cp
N−1∑
s=0
∫
Is\Is+1
Mps+1dµ (x)
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≤ cp
N−1∑
s=0
Mp−1s+1 ≤ cpN
[p], 0 < p ≤ 1
and
∞∑
n=1
1
n3−2p log2[p] (n+ 1)
∫
I
2
N
|Sn,na (x, y)|
p dµ (x, y)
≤
∞∑
n=1
∣∣∣Φ̂ (n)∣∣∣p
n3−2p log2[p] (n+ 1)
∫
IN
∣∣∣∣∣∣
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
∣∣∣∣∣∣
p
dµ (x)
2
≤ cpN
2[p]
∞∑
n=1
∣∣∣Φ̂ (n)∣∣∣p
n3−2p log2[p] (n+ 1)
.
Let n < MN . Since ψn (τ) = 1, for τ ∈ IN we have that
Φ̂ (n) =
∫
IN
Φ (τ)ψn (τ) dµ (τ) =
∫
IN
∫
IN
a (τ − t, t) dµ (t)
ψn (τ) dµ (τ)
=
∫
I2N
a (s, t) dµ (s, t) = 0.
Hence, we can suppose that n ≥MN . By Hölder inequality we obtain that
(4) N2[p]
∞∑
n=1
∣∣∣Φ̂ (n)∣∣∣p
n3−2p log2[p] (n + 1)
≤
∞∑
n=MN
∣∣∣Φ̂ (n)∣∣∣p
n3−2p
≤
(
∞∑
n=MN
∣∣∣Φ̂ (n)∣∣∣2)p/2( ∞∑
n=MN
1
n(3−2p)·(2/(2−p))
)(2−p)/2
≤
(
1
M
(2(3−2p)/(2−p)−1)
N
)(2−p)/2∫
Gm
|Φ (τ)|2 dµ (τ)
p/2
≤
cp
M
(4−3p)/2
N
∫
IN
∣∣∣∣∣∣
∫
IN
a (τ − t, t) dµ (t)
∣∣∣∣∣∣
2
dµ (τ)
p/2
≤
cp
M
(4−3p)/2
N
‖a‖p∞
1
M
p/2
N
1
MpN
≤
cp
M
(4−3p)/2
N
M2N
1
M
3p/2
N
= cp <∞.
Let (x, y) ∈ IN × IN . Then we have that
Sn,na (x, y)
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= ψn (x)
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
 ∫
G2m
a (s, t)ψn (s)Dn (y − t) dµ (s, t)
= ψn (x)
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
 ∫
Gm
S(2)n a (s, y)ψn (s) dµ (s)
= ψn (x)
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
 Ŝ(2)n a (n, y) .
Hence,
∞∑
n=1
1
n3−2p log2[p] (n + 1)
∫
IN×IN
|Sn,na (x, y)|
p dµ (x, y)
≤
∞∑
n=1
1
n3−2p log2[p] (n + 1)
∫
IN×IN
∣∣∣∣∣∣
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
∣∣∣∣∣∣
∣∣∣Ŝ(2)n a (n, y)∣∣∣
p dµ (x, y)
≤
∞∑
n=1
1
n3−2p log2[p] (n + 1)
∫
IN
∣∣∣∣∣∣
N−1∑
j=0
DMj (x)
mj−1∑
u=mj−nj
ruj (x)
∣∣∣∣∣∣
p
dµ (x) ·
∫
IN
∣∣∣Ŝ(2)n a (n, y)∣∣∣p dµ (y)
≤ cpN
[p]
∞∑
n=1
1
n3−2p log2[p] (n + 1)
∫
IN
∣∣∣Ŝ(2)n a (n, y)∣∣∣p dµ (y) .
Let n < MN . Then, by the definition of atoms we have that
Ŝ(2)n a (n, y) =
∫
Gm
∫
Gm
a (s, t)Dn (y − t) dµ (t)
ψn (s) dµ (s)
= Dn (y)
∫
I2N
a (s, t) dµ (s, t) = 0.
Therefore, we can suppose that n ≥MN . Hence
∞∑
n=1
1
n3−2p log2[p] (n + 1)
∫
IN×IN
|Sn,na (x, y)|
p dµ (x, y)
≤ cpN
[p]
∞∑
n=MN
1
n3−2p log2[p] (n+ 1)
∫
IN
∣∣∣Ŝ(2)n a (n, y)∣∣∣p dµ (y) .
Since ∥∥∥Ŝ(2)n a (n, y)∥∥∥
2
≤ c ‖a‖2 ,
from Hölder inequality we can write that∫
IN
∣∣∣Ŝ(2)n a (n, y)∣∣∣p dµ (y) ≤ cp
M1−pN
∫
IN
∣∣∣Ŝ(2)n a (n, y)∣∣∣ dµ (y)
p
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=
cp
M1−pN
∫
IN
∣∣∣∣∣∣
∫
IN
S(2)n a (s, y)ψn (s) dµ (s)
∣∣∣∣∣∣ dµ (y)
p
=
cp
M1−pN
∫
IN
∣∣∣∣∣∣
∫
IN
∫
IN
a (s, t)Dn (y − t) dµ (t)
ψn (s) dµ (s)
∣∣∣∣∣∣ dµ (y)
p
≤
cp
M1−pN
∫
IN
∫
IN
∣∣∣∣∣∣
∫
IN
a (s, t)Dn (y − t) dµ (t)
∣∣∣∣∣∣ dµ (y)
 dµ (s)
p
≤
cp
M1−pN
 1
M
1/2
N
∫
IN
∫
IN
∣∣∣∣∣∣
∫
IN
a (s, t)Dn (y − t) dµ (t)
∣∣∣∣∣∣
2
dµ (y)
1/2 dµ (s)

p
≤
cp
M1−pN
 1
M
1/2
N
∫
IN
∫
IN
|a (s, t)|2 dµ (t)
1/2 dµ (s)

p
≤
cp
M1−pN
(
‖a‖∞
M
1/2
N
1
MN
1
M
1/2
N
)p
≤
cp
M1−pN
(
M
2/p
N
M2N
)p
≤ cpM
1−p
N .
Consequently,
(5)
∞∑
n=1
1
n3−2p log2[p] (n + 1)
∫
IN×IN
|Sn,na (x, y)| dµ (x, y)
≤ cpN
[p]
∞∑
n=MN
1
n3−2p log2[p] (n + 1)
M1−pN ≤
{
cp/M
1−p
N , 0 < p < 1
c, p = 1
≤ cp <∞.
Analogously, we can prove that
(6)
∞∑
n=1
1
n3−2p log2[p] (n + 1)
∫
IN×IN
|Sn,na (x, y)|
p dµ (x, y) ≤ cp <∞.
Let (x, y) ∈ I2N := IN × IN . Then by the definition of atoms we can write that∫
I2N
|Sn,na (x, y)|
p dµ (x, y)
≤
1
M2−pN
∫
I2N
|Sn,na (x, y)|
2 dµ (x, y)

p/2
≤
1
M2−pN
∫
I2N
|a (x, y)|2 dµ (x, y)

p/2
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≤
‖a‖p∞
M2−pN
1
MpN
≤ cp
1
M2−pN
M2N
1
MpN
≤ cp <∞.
It follows that
(7)
∞∑
n=1
1
n3−2p log2[p] (n+ 1)
∫
I2N
|Sn,na (x, y)|
p dµ (x, y)
≤ cp
∞∑
n=1
1
n3−2p log2[p] (n+ 1)
≤ cp <∞.
By combining (1-7) we complete the proof of Theorem 1. 
Proof of Corollary 1. Suppose that
(8)
∞∑
n=1
‖Sn,nf‖
p
p
n3−2p log2[p] (n + 1)
≤ cp ‖f‖
p
Hp
.
Since ∥∥∥∥sup
k
|SMk,Mkf |
∥∥∥∥
p
≤ cp ‖f‖Hp
and
SMk,MkSn,nf =
{
SMk,Mkf, n > Mk
Sn,nf, n ≤ Mk
we obtain that
‖Sn,nf‖Hp ≤
∥∥∥∥sup
k
|SMk,Mkf |
∥∥∥∥
p
+ ‖Sn,nf‖p .
and
∞∑
n=1
‖Sn,nf‖
p
Hp
n3−2p log2[p] (n+ 1)
≤
∞∑
n=1
‖Sn,nf‖
p
p
n3−2p log2[p] (n+ 1)
+
∥∥∥∥sup
k
|SMk,Mkf |
∥∥∥∥p
p
∞∑
n=1
1
n3−2p log2[p] (n+ 1)
≤ cp ‖f‖
p
Hp
.
This complites the proof of Corollary 1. 
Proof of Theorem 2. Let 0 < p ≤ 1 and Φ (n) be any nondecreasing, nonnegative func-
tion, satisfying condition
lim
n→∞
Φ (n) =∞.
For this function Φ (n) , there exists an increasing sequence of the positive integers {αk : k ∈ N}
such that α0 ≥ 2 and
(9)
∞∑
k=0
λ2
Φp/4 (Mαk)
<∞,
where λ = supnmn.
Let
fn,n (x, y) =
∑
{k; αk<n}
λkak,
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where
λk =
λ2
Φ1/4 (Mαk)
and
ak (x, y) =
M
2/p−2
αk
λ2
(
DMαk+1 (x)−DMαk (x)
)(
DMαk+1 (y)−DMαk (y)
)
.
It is easy to show that the martingale f = (f1,1, f2,2, ..., fA,A, ...) ∈ H

p , where 0 < p ≤ 1.
Indeed, since
(10) SMA,MAak (x, y) =
{
ak (x, y) , αk < A,
0, αk ≥ A,
supp(ak) = I
2
αk
,
∫
I2αk
akdµ = 0
and
‖ak‖∞ ≤
M
2/p−2
αk M
2
αk+1
λ2
≤M2/pαk = µ(supp ak)
−1/p
from Lemma 1 and (9) we conclude that f ∈ Hp (G
2
m) , where 0 < p ≤ 1.
It is easy to show that
(11) f̂(i, j) =
M
2/p−2
αk
Φ1/4(Mαk)
,
if (i, j) ∈ {Mαk , ..., Mαk+1 − 1} × {Mαk , ..., Mαk+1 − 1} , k = 0, 1, 2...
0,
if ( i, j) /∈
∞⋃
k=1
{Mαk , ..., Mαk+1 − 1} × {Mαk , ..., Mαk+1 − 1} .
Let Mαk < n < Mαk+1. From (11) we have that
(12) Sn,nf (x, y)
=
Mαk−1+1−1∑
i=0
Mαk−1+1−1−1∑
j=0
f̂(i, j)ψi (x)ψj (y) +
n−1∑
i=Mαk
n−1∑
j=Mαk
f̂(i, j)ψi (x)ψj (y)
=
k−1∑
η=0
Mαη+1−1∑
i=Mαη
Mαη+1−1∑
j=Mαη
f̂(i, j)ψi (x)ψj (y) +
n−1∑
i=Mαk
n−1∑
j=Mαk
f̂(i, j)ψi (x)ψj (y)
=
k−1∑
η=0
Mαη+1−1∑
i=Mαη
Mαη+1−1∑
j=Mαη
M
2/p−2
αη
Φ1/4
(
Mαη
)ψi (x)ψj (y) + n−1∑
i=Mαk
n−1∑
j=Mαk
M
2/p−2
αk
Φ1/4 (Mαk)
ψi (x)ψj (y)
=
k−1∑
η=0
M
2/p−2
αη
Φ1/4
(
Mαη
) (DMαη+1 (x)−DMαη (x))(DMαη+1 (y)−DMαη (y))
+
M
2/p−2
αk
Φ1/4 (Mαk)
(
Dn (x)−DMαk (x)
) (
Dn (y)−DMαk (y)
)
= I + II.
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Let (x, y) ∈ (Gm\I1) × (Gm\I1) and n ∈ Nn0 . Since Mαk < n < Mαk+1, where αk ≥ 2
(k ∈ N), from (4), (5) and (6) we can write that
(13) DMs (z) = 0, for z ∈ (G\I1) and s ≥ 2
and
(14) |II| =
M
2/p−2
αk
Φ1/4 (Mαk)
|Dn (x)Dn (y)|
=
M
2/p−2
αk
Φ1/4 (Mαk)
∣∣ψMαk (x)ψn−Mαk (x)D1 (x)ψMαk (y)ψn−Mαk (y)D1 (y)∣∣ = M2/p−2αkΦ1/4 (Mαk) .
By applying (13) and condition αn ≥ 2 (n ∈ N) for I we have that
(15) I =
k−1∑
η=0
M
2/p−2
αη
Φ1/4
(
Mαη
) (DMαη+1 (x)−DMαη (x))(DMαη+1 (y)−DMαη (y)) = 0.
Hence
(16) ‖Sn,nf (x, y)‖weak−Lp
≥
M
2/p−2
αk
2Φ1/4 (Mαk)
(
µ
{
(x, y) ∈ (Gm\I1)× (Gm\I1) : |Sn,nf (x, y)| ≥
M
2/p−2
αk
2Φ1/4 (Mαk)
})1/p
≥
M
2/p−2
αk
2Φ1/4 (Mαk)
|(Gm\I1)× (Gm\I1)|
1/p ≥
cpM
2/p−2
αk
Φ1/4 (Mαk)
.
By combining (2) and (16) we have that
(17)
Mαk+1−1∑
n=1
‖Sn,nf‖
p
weak−Lp
Φ (n)
n3−2p
≥
Mαk+1−1∑
n=Mαk+1
‖Sn,nf‖
p
weak−Lp
Φ (n)
n3−2p
≥ cpΦ (Mαk)
∑
{n:Mαk≤n≤Mαk+1, n∈Nn0}
‖Sn,nf‖
p
weak−Lp
n3−2p
≥ cpΦ (Mαk)
M2−2pαk
Φ1/4 (Mαk)M
3−2p
αk+1
∑
{n:Mαk≤n≤Mαk+1, n∈Nn0}
1
≥ cpΦ
3/4 (Mαk)→∞, when k →∞.
This completes the proof of Theorem 2 when 0 < p < 1.
Now, we prove part b) of Theorem 2. Let Mαk < n < Mαk+1. Since
(18) Dl+Mαk = DMαk + ψMαkDl, when l < Mαk ,
if we apply (11) and (12) we obtain that
(19) Sn,nf (x, y)
=
ψMαk (x)ψMαk (y)Dn−Mαk (x)Dn−Mαk (y)
Φ1/4 (Mαk)
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+
k−1∑
η=0
(
DMαη+1 (x)−DMαη (x)
)(
DMαη+1 (y)−DMαη (y)
)
Φ1/4
(
Mαη
) .
Since (see Lukyanenko [?])
1
4λ
v (n) +
1
λ
v∗ (n) +
1
2λ
≤ Ln ≤
3
2
v (n) + 4v∗ (n)− 1,
where v (n) and v∗ (n) are defined by (3) and λ := supn∈Nmn, according to (4) and (19)
we have that
(20) ‖Sn,nf (x, y)‖1 ≥
1
Φ1/4 (Mαk)
∥∥Dn−Mαk (x)Dn−Mαk (y)∥∥1
−
k−1∑
η=0
∥∥∥(DMαη+1 (x)−DMαη (x))(DMαη+1 (y)−DMαη (y))∥∥∥
1
Φ1/4
(
Mαη
)
≥
cL2 (n−Mαk)
Φ1/4 (Mαk)
−
∞∑
η=0
1
Φ1/4
(
Mαη
) ≥ cv2 (n−Mαk)
Φ1/4 (Mαk)
− C.
By combining Lemma 2, (20) and Cauchy-Schwarz inequality we obtain that
Mαk+1∑
l=1
‖Sl,lf‖1 Φ (l)
l log2 (l + 1)
≥
Mαk+1∑
l=Mαk+1
‖Sl,lfn,n‖1 Φ (l)
l log2 (l + 1)
≥
cΦ (Mαk)
α2kMαk+1Φ
1/4 (Mαk)
Mαk+1∑
l=Mαk+1
v2 (l −Mαk) ≥
cΦ (Mαk)
α2kMαk+1Φ
1/4 (Mαk)
Mαk∑
l=1
v2 (l)
≥ cΦ3/4 (Mαk)
 1
αkMαk
Mαk∑
l=1
v (l)
2 ≥ cΦ3/4 (Mαk)→∞, when k →∞,
which complete the proof of Theorem 2. 
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