Let {ϕ p } be an optimal Gödel numbering of the family of computable functions (in Schnorr's sense), where p ranges over binary strings. Assume that a list of strings L(p) is computable from p and for all p contains a ϕ-program for ϕ p whose length is at most ε bits larger that the length of the shortest ϕ-program for ϕ p . We show that for infinitely many p the list L(p) must have 2 |p|−ε−O(1) strings. Here ε is an arbitrary function of p.
Results
A numbering of a family of computable functions of m variables is a computable partial function ϕ : ({0, 1} * ) m+1 → {0, 1} * . We call p a ϕ-index or a ϕ-program for the function x 1 . . . . , x m → ϕ(p, x 1 , . . . , x m ), which is denoted as ϕ p . A numbering ϕ is universal if for all computable partial functions f from ({0, 1} * ) m to {0, 1} * there is p with ϕ p = f .
By C ϕ (f ) we denote the minimal length of a ϕ-program for f (Kolmogorov complexity of f with respect to ϕ). A numbering ϕ has Kolmogorov property, if for every other numbering ψ there is a constant c such that C ϕ (f ) C ψ (f ) + c for all functions f .
A numbering ϕ is called a Gödel numbering if for every other numbering ψ there is a total computable function t (called a translator from ψ to ϕ) such that ψ p = ϕ t(p) for all p. A Gödel numbering ϕ is called an optimal Gödel numbering if for all numberings ψ there is a translator t from ψ to ϕ that has additional property |t(p)| |p| + O(1) (the translator is linearly bounded). 1 Here and further |p| denotes the length of p. Every optimal Gödel numbering has Kolmogorov property but not the other way around. Example 1. Here is an example of an optimal Gödel numbering ϕ of the family of computable functions of m variables. Let Φ denote a universal numbering of the family of computable functions of m + 1 variables. Let p →p denote a computable prefix encoding, for instance,p = 0 |p| 1p. Then ϕ(pq, x 1 , . . . , x m ) = Φ(p, q, x 1 , . . . , x m ) is an optimal Gödel numbering of the family of computable functions of m variables. Indeed, the mapping t(q) =pq is a linearly bounded translator from the numbering Φ p to ϕ.
The above definitions make sense also for m = 0. In this case ϕ p is understood as ϕ(p) if defined and as a special symbol ⊥ otherwise. Optimal Gödel numberings for m = 0 were called standard machines in [1] and we will use the same terminology. Kolmogorov complexity C U (x) of a string x with respect to a standard machine U is the usual Kolmogorov complexity (the minimal length of a U -program for x).
The paper [1] shows that for every standard machine U , given a string x we can find a short list of strings with a short program for x: the size (=cardinality) of the list is O(|x| 2 ) and it contains a U -program for x of length at most C U (x) + O(1).
Is there a total algorithm that computes a short list with a short program for x from any U -program for x? This question was asked recently by Alexander Shen [5] . Notice that there is no total algorithm that maps any program for x to x (otherwise the positive answer to the question would immediately follow from the cited result of [1] ). We show that for every standard machine U and for every function ε of p there are infinitely pairs (x, its U -program p) such that the size of L(p) is exponential in both |x| − ε and |p| − ε provided L(p) has a program for x of length at most C U (x) + ε.
Let C U,L (x) denote the minimal length of a U -program p ∈ L for x. Theorem 1. Let U be a standard machine and L a total computable function mapping (binary) strings to finite sets of strings. Then for some c for all k the following holds. There is a string x and its U -program p of length between k and k + c such that
Notice, that Kolmogorov complexity is less than the length (up to an additive constant) and hence the corollary holds for
Proof of the corollary. Let p, x be the pairs existing by Theorem 1. The last inequality of the theorem implies |x|
Let us stress that L is assumed to be a total function. If we allowed L to be defined only on those strings p for which U (p) halts, then there would be a computable list L(p) of quadratic size (in the length of x = U (p)) with a program for x of length at most C U (x) + O(1), which follows from the result of [1] .
Example 2. This example provides a family of computable lists for which the lower bounds for the size of L and for C U,L (x) established in Theorem 1 are tight.
The lower bound k = |p| + O(1) for C U,L (x) is tight (up to an additve constant) for any list L(p) containing p, for instance, for L(p) = {p}. For this list the lower bound for the size is tight too, however, this is not very impressive, as the list is too small.
There is much larger computable list L(p) = {p} ∪ {0, 1} <|p| for which both lower bounds are tight. Indeed, the length of the string x in the theorem is |p|
Moreover, there are similar lists of any log-caridanilty between 0 and |p|. Fix any computable function p → i |p| and consider the computable list
for these lists are shown in the following picture (where we drop the subscript U ):
More specifically, they lie on the horizontal straight line segments on the border of the gray area P .
Let us show that the lower bound of the size in the theorem is tight for all computable lists of the form L i (p). That is, we will show that the length of the string x existing by the theorem is i+O(1).
then we have |x| − 1 i C U (x) and hence these inequalities are equalities up to an additive constant.
and again these inequalities are equalities up to an additive constant.
Theorem 1 easily translates to optimal Gödel numberings of functions of arbitrary number of variables. For general case the statement is the following. Let Singl x denote the function defined only on the tuple x, . . . , x with value x. Let C ϕ,L (f ) denote the minimal length of a ϕ-program p ∈ L for f . Theorem 3. Let ϕ be an optimal Gödel function of m > 0 variables and L a total computable function mapping strings to finite sets of strings. Then for some c for all k the following holds. There is a string x and a ϕ-program p of length between k and k + c for the function
Remark. Theorem 3 holds for numberings of enumerable sets with the singleton set {x} is place of the function Singl x . The proof is entirely similar.
For the string p from Theorem 3 we have
Indeed, log #L(p)
. Summing these inequalities we get (1).
Theorem 3 answers a question asked recently by Teutsch and Zimand. For a numbering ϕ of computable functions of one variable, Teutsch and Zimand [2] considered the set of minimal programs for ϕ, where p is called minimal, if for all q < p we have ϕ q = ϕ p . Here < denotes the lexicographical ordering on binary strings (more precisely, p < q iff |p| < |q| or |p| = |q| and p is lexicographically less than q). The minimal ϕ-program for a function ϕ q is denoted by min ϕ (q). Teutsch and Zimand showed the following.
• If ϕ is a Gödel numbering and a computable function L on input p returns a list L(p) containing min ϕ (p), then the size of that list cannot be constant.
• For every numbering ϕ with Kolmogorov property, if a computable function L on input p returns a list containing min ϕ (p), then the size of the list must be Ω(|p| 2 ).
• There exists an optimal Gödel numbering ϕ such that if a computable function on input p returns a list containing min ϕ (p), then the size of that list must be Ω(2 |p| ).
In summary, their results show that a computable list that contains the minimal ϕ-program cannot be too small. Along the lines of the second result Teutsch and Zimand asked the following question: is there an optimal Gödel numbering ϕ with a computable list L(p) that contains min ϕ (p) and has size O(|p| 2 )? Theorem 3 implies the negative answer to this question. Indeed, if
for all p. By (1) for the pair p, x existing by the theorem the size of L(p) must be at least 2 |p|−O (1) . In other words, the third result of Teutsch and Zimand holds for all optimal Gödel numberings ϕ.
So far we were constructing for a given computable function L inputs p such that the list L(p) has large parameters #L(p) and C U,L(p) (U (p)). Let us consider the "short list with short programs" problem from the other end. Are there p's such that every short list L computable from p by a total algorithm has high parameters #L(p) and C U,L (U (p))? In this form the question is trivial: we can hard-wire the shortest U -program q for U (p) into a total algorithm which will return the list {q}, which has optimal parameters. The question becomes reasonable if we restrict the complexity, say by O(log |p|), of the total algorithm producing the list from p.
To make this question precise consider the total complexity CT Φ (a|b) defined as the minimal length of a Φ-program of a total function that maps b to a. Here Φ is an optimal Gödel numbering of computable functions of one variable.
Fix a natural δ (the upper bound for total complexity). Then for each p consider the set
The set S δ p may be much larger then the gray set P . For instance, this happens when p is a shortest program for x = U (p). In this case the set S δ p coincides with the set of all points above the dashed line. Are there infinitely many p such that the set S δ p is close to the gray set P in the picture? In other words, are there infinitely many p such that for every list L with CT Φ (L|p) δ either log 2 #L > C U (x), or C U,L (x) |p| (with certain accuracy)? A positive answer is provided by the following Theorem 4. Let U be a standard machine. For all n and all k > n there is a string x with C U (x) = n + O(1) and its U -program p of length at most k + O(1) such that for all δ < k − log k − O(1) and all L with CT Φ (L|p) = δ either #L 2 n−δ−log k−O(1) or C U,L (x) k − 1.
Notice that the inequality C U,L (x) k − 1 for L = {p} implies that |p| k − O(1) and hence |p| = k − O(1).
The proofs
We first drop in Theorems 1 and 3 the requirement |p| k. As a reward, the lower bound for the list size will be a little bit stronger: 2 |x| − 1 in place of 2 |x| − 2.
Proof of Theorem 1. Let us first show that the statement of Theorem 1 is invariant: if it holds for some standard machine U then it holds for any other standard machine U ′ . Indeed, assume that Theorem 1 holds for a standard machine U . To show Theorem 1 for another standard machine U ′ and a list L ′ (p ′ ), choose a linearly bounded translator t from U ′ to U and a linearly bounded translator s from U to U ′ . Let c ′ be a constant with |t(p ′ )| |p ′ | + c ′ .
Apply Theorem 1 to the machine U and the list L(p) = t(L ′ (s(p))). By Theorem 1 for all k there is a string x and its U -program p of length at most k + c ′ + c such that #L(p) > 2 |x| − 1 and the list L(p) does not contain any U -program for x of length less than k + c ′ .
Let p ′ = s(p). By construction,
We also have #L
Finally the list t(L(p ′ )) does not contain any U -program of length less than k + c ′ for x. Hence the list L(p ′ ) does not contain any U ′ -program of length less than k for x.
Thus it suffices to prove Theorem 1 for the standard machine U from Example 1, that is for U (pq) = Φ(p, q) where Φ is a Gödel numbering of the family of computable functions of one variable.
We will let p =rq where q is a string of length k and r does not depend on k. The statement of the theorem will follow from the following properties of r, q and the function V ⇋ Φ r (of one variable):
• q is a V -program of a string x such that
• #L(rq) 2 |x| − 1 and
• the list L(rq) contains no U -program for x of length less than k.
Notice that the string p =rq has all the required properties.
It remains to find such V, r and q. The computable function V and its Φ-program r will be defined using the Kleene fixed point theorem [3] . By that theorem we may assume that computing V we have access to a Φ-program r for V . We construct an algorithm that enumerates the graph of V .
The algorithm enumerating the graph of V . We maintain for all k a string q k of length k and a string x k . At the start let q k be any string of length k and let x k be the empty string. Enumerate all the pairs q k , x k into the graph of V thus letting V (q k ) = x k .
Then we start an enumeration of the graph of U . Each time a new pair appears in that enumeration, we look if the current situation is good or not. We consider the current situation good for k if the pair q k , x k has been enumerated into the graph of V , #L(rq k ) 2 |x k | − 1 and the list L(rq k ) has noŪ -program for x k of length less than k, whereŪ denotes the sub-function of U consisting of all pairs enumerated so far.
At the startŪ = ∅ and thus the situation is good for all k. Each time a new pair appears in the enumeration of the graph of U , we look whether the situation has become bad for some k. Obviously that may happen only if a pair s, x k with |s| < k and s ∈ L(rq k ) is enumerated. In that case pick a new string q of length k ("new" means that q has not been used as q k earlier). Let n be the integer with 2 n+1 − 1 > #L(rq) 2 n − 1. For all strings x of length at most n consider the set S(x) = {s |Ū (s) = x, |s| < k} ofŪ -programs for x of length less than k. Pick any string x of length at most n such that S(x) does not intersect the list L(rq). As #L(rq) < 2 n+1 − 1 and the number of x's is 2 n+1 − 1, there is such x. Then let q k = q, x k = x and enumerate the pair q, x into the graph of V . The situation has become good for k. End of Algorithm.
By Kleene's theorem for some r this algorithm enumerates the graph of the function Φ r . Let us show that for each k, starting from some moment the situation is good for k. Indeed, for any k the situation may become bad less than 2 k times for k, as that may happen only after a new pair of the form s, x k with |s| < k has appeared. On the other hand, the number of strings q of length k is 2 k and hence we indeed are able to repair the situation 2 k − 1 times.
Proof of Theorem 3. Let Singl ⊥ stand for the nowhere defined function. There is a linearly bounded total computable translator t mapping any Uprogram for x ∈ {0, 1} * ∪ {⊥} (for a standard machine U ) to a ϕ-program for the function Singl x . There is also a linearly bounded total computable translator s mapping any ϕ-program for Singl x back to a U -program for x. Given a list L we just apply Theorem 1 to the list L ′ (p ′ ) = s(L(t(p ′ ))) and k + c ′ , where c ′ is a constant with |s(p)| |p| + c ′ .
It remains to prove Theorems 1 and 3 as they are stated, that is, with the requirement |p| k and with the lower bound 2 |x| − 2 for the list size. Given any computable list L(p) we add p into the list and apply Theorem 1 in the proven form to the resulting list L ′ (p). The list L ′ (p) does have a U -program for x of length |p| and has no U -program for x of length less than k. This implies that |p| k. The program p fulfills Theorem 1 in the original form.
The proof of Theorem 3 is entirely similar.
Remark. As Jason Teutsch observed, one can prove Theorem 1 without using the fixed point theorem. To this end we modify the construction of V so that V becomes a standard machine. Specifically, we first let V 0q = U q for all strings 0q starting with zero, where U is any standard machine. Then we define V 1q so that for all k there is a string 1q of length k + 1 such that
• 1q is a V -program of a string x such that
• #L(1q) 2 |x| − 1 and
• the list L(1q) contains no V -program for x of length less than k.
This can be done by the same technique. The function V defined in this way satisfies the theorem. As we already observed, this implies that the theorem holds for all standard machines.
Proof of Theorem 4. The proof is very similar to that of Theorem 1. We construct a computable function V such that for all k > n there are strings q, x of lengths k, n, respectively, with
• for all δ < k − log k − 2 and all L with CT Φ (L|q) = δ and #L
The algorithm enumerating the graph of V . This time we maintain for all k a bunch of pairs {(q kn , x kn ) | n = 0, 1, . . . , k − 1}. The length of q kn is k and the length of x kn is n. At the start let q kn be the nth string of length k and let x kn be the first string of length n (independent of k). Enumerate all the pairs q kn , x kn into the graph of V thus letting V (q kn ) = x kn .
Then we start an enumeration of the graph of U and an enumeration of the graph of Φ. We denote byŪ andΦ the sub-functions of U and Φ consisting of all pairs (triples) enumerated so far. For each k we look if the situation is good for k. This means that for all n < k the pair q kn , x kn has been enumerated into the graph of V , CŪ (x kn ) n − 1 and for all δ < k − log k − 2 and all L with CTΦ(L|q kn ) = δ and #L < 2 n−δ−log k−1 we have CŪ ,L (x kn ) k − 1. Here CTΦ(L|q) means the minimal length of p such thatΦ p is defined on all q ′ of length k andΦ p (q) = L.
At the startŪ andΦ are empty and thus the situation is good for all k. Each time a new pair (triple) appears in the enumeration of the graphs of U or Φ, we look whether the situation has become bad for some k. This may may happen only if CŪ (x kn ) has become less than n − 1 (for some n < k) or a new list L with CTΦ(L|q kn ) < k − log k − 2 appeared or for an old list L the value CŪ ,L (x kn ) has become less than k − 1 (for some n < k). In all the cases we first change q kn and then we change x kn . The string q kn is replaced by any a new string q of length k ("new" means that q has not been used as q k * earlier). The string x kn is replaced by any string x of length n such that CŪ (x) n − 1 and the set S(x) = {s |Ū (s) = x, |s| < k − 1} does not intersect the union (over all δ) of all lists L of cardinality less than 2 n−δ−log k−1 with CTΦ(L|q) = δ. Notice that for every p there is only one list L withΦ p (q) = L thus the total number of strings in all these lists is less than δ<k 2 δ · 2 n−δ−log k−1 = 2 n−1 . On the other hand, the number of strings x of length n with CŪ (x) n − 1 is more than 2 n−1 . Thus there is such x.
Then let q kn = q, x kn = x and enumerate the pair q, x into the graph of V . The situation has become good for k. End of Algorithm.
We have to show that we are able to choose a new string of length k each time we need one. Any replacement of a string of the form q k * is caused by
• discovering a new p of length less than k − 2 log k − 2 such that Φ p is defined on all strings of length k (this may cause replacement of the whole bunch of q kn 's, for all n < k), or
• discovering a new U -program r of length less than k − 1, which may cause the replacement of q kn only if U (r) = x kn thus for a single n, or
• discovering a new halting U -program of length less than n − 1 for x kn , which again may cause the replacement of q kn only for a single n.
Thus the total number of strings q k * we need is less than k + δ<k−log k−2 k2 δ + 2 k−1 < 2 k .
To prove the theorem let p be the U -program of x obtained from q by translation from V to U . Then |p| k + O(1). Notice that CT Φ (L|q) CT Φ (L|p)+O(1). Indeed, let s be a linearly bounded translator from V to U . Then Φ(r, s(q)) is a computable function hence there is a total computable function t with Φ t(r) (q) = Φ r (s(q)). If Φ r is total then so is Φ t(r) . Hence CT Φ (L|q) CT Φ (L|s(q)) + O(1).
