Abstract-Radiation source detection is an important problem in homeland security-related applications. Deploying a network of detectors is expected to provide improved detection due to the combined, albeit dispersed, capture area of multiple detectors. Recently, localization-based detection algorithms provided performance gains beyond the simple "aggregated" area as a result of localization being enabled by the networked detectors. We propose the following three localization-based detection approaches: 1) source-attractor radiation detection (SRD); 2) triangulationbased radiation source detection (TriRSD); and 3) the ratio of square distance-based radiation source detection (ROSD-RSD). We use canonical datasets from Domestic Nuclear Detection Office's intelligence radiation sensors systems tests to assess the performance of these methods. Extensive results illustrate that SRD outperforms TriRSD and ROSD-RSD, and other existing detection algorithms based on the sequential probability ratio test and maximum likelihood estimation interms of both false alarm and detection rates.
may appear similar to naturally occurring background radiation levels, and 2) radiation measurements typically follow Poisson distributions implying that the counts from a strong radiation source generally have high variances, hence, appearing highly random.
There exist a number of detection methods originally designed for a single detector and later extended for a network of detectors. Typical examples that are widely adopted for radiation detection include sequential probability ratio test (SPRT) [1] , maximum likelihood estimation (MLE) [2] , and particle filter (PF) [3] . In stark contrast to the traditional model of "first detect and then localize," in recent years, there emerges a new type of localization-based detection that utilizes measurements from multiple detectors to generate source-location estimates and uses them for detection, often outperforming individual or simple aggregations of measurements [4] . In the presence of a source, detectors in the radiation range receive certain radiation counts and a localization approach based on such measurements would produce location estimates in the proximity of the source location, hence, forming a compact cluster in a statistical sense. However, if there is no source present, the location estimates would be scattered along with the detectors. This rationale leads to a class of localization-based detection methods, which claim a source detection if the source locations estimated from various subsets of detectors form a single dominant cluster, and claim no source if they are spatially dispersed.
In this paper, we present three such methods for radiation source detection, which are as follows: 1) source-attractor radiation detection (SRD); 2) triangulation-based radiation source detection (TriRSD); and 3) ratio of square distance-based radiation source detection (ROSD-RSD). SRD pulls in pre-computed virtual points from detector locations toward a potential source and measures such shifting distances, while both TriRSD and ROSD-RSD provide a closed-form source-location estimate using three and four detectors, respectively. Different from the existing methods that are focused on the analysis of signal strength, these localization-based methods take one step further to utilize the geographical information of distributed sensors derived from signal strength and perform statistical reasoning based on source location estimates.
Particularly, in SRD, we consider a radiation source as a "magnet"-like attractor that attracts a set of virtual points toward the source location. A stronger signal indicates a more powerful attraction force. SRD makes a decision of source detection when it observes a sufficiently large amount of attraction, which is measured by the clustering degree of the shifted virtual points. Different from other localization-based approaches, SRD does not require accurate estimates of the source location, but measures the shifting distance of a virtual point resulted from the radiation signal. The distance of such shifting toward the source proportionally reflects the strength of the received signal, and hence, the shifted virtual points would lead to a clustering pattern around the source location, which is then measured and used to make a detection decision.
TriRSD uses a closed-form triangulation solution to estimate the location of a source based on three detectors. It is effective for stable environments (e.g., indoor monitoring) with trustworthy sensing readings, but may suffer from performance degradation in dynamically changing environments where the closed-form solution produces many imaginary roots as observed in some existing research in the literature [5] . ROSD-RSD employs the ratio of square distances [6] to estimate the source location based on a set of four detectors. In comparison with TriRSD, ROSD-RSD avoids the issue of imaginary roots and computes only one real root as the source-location estimate. However, since both TriRSD and ROSD-RSD employ a closed-form solution to compute the source location, their performance may be limited by the accuracy of location estimation, particularly, when working with low-level sources amidst comparable background levels.
We implement and evaluate the performance of the proposed localization-based detection methods using six canonical datasets generated by the intelligence radiation sensors systems (IRSS) tests conducted by the Domestic Nuclear Detection Office (DNDO) in both indoor and outdoor environments with static and moving sources [7] . Our results show that SRD outperforms TriRSD, ROSD-RSD, and other existing algorithms based on SPRT and MLE in terms of both false alarm and detection rates. Furthermore, SRD is lightweight in computing as it only involves a limited set of arithmetic operations. The superior detection performance and execution speed of SRD enable its deployment on portable devices for defense against real terrorist attacks in various environments without access to backend high-performance computing resources.
The rest of this paper is organized as follows. Section II describes related work. Section III presents three localizationbased methods. Section IV evaluates their performance.
II. RELATED WORK
A detection algorithm infers the presence or absence of a signal source given sensor measurements. In the absence of noise/measurement errors, a detection occurs when the sensor receives measurements that differ significantly from the background radiation.
Many research efforts have been devoted to radiation detection and validated using analytical, simulation, and/or experimental data, including [8] [9] [10] [11] [12] , based on either a single sensor or a network of sensors. Conventionally, with a single sensor, SPRT [1] , MLE [2] , and particle filter PF [3] are among the most commonly adopted techniques. Particularly, MLE divides the region into grids [13] , applies the signal probability density function for a detector at each grid [14] , and makes a decision of source detection at the grid point with the highest combined probability. Although the MLE-based method yields a satisfactory detection performance in many cases, its performance is largely affected by the likelihood estimate accuracy and the resolution of the grids, which collectively decide the time needed for computation [15] , [16] . These methods have also been extended and applied to sensor fusion for radiation source detection when a network of sensors is available.
There also exist a number of efforts on radiation detection with a especially structured sensor array. Coulon et al. [17] , [18] proposed a spatio-temporal correlation to detect radiation sources passing through a portal. As a pedestrian, car, train, or truck passes through a radiation portal, a linear array of sensors placed along the path to the portal look for moving radiation sources. Their algorithm searches for a time delay, which creates correlations between the time series from different sensors on the path. Nicol et al. [19] proposed a similar motion correlationbased technique to detect a source near a border-crossing portal. They fitted an inverse-squared model to the observed data, and then, used the model-fit error to detect the vehicle whose movement correlates temporally with the change in the detection level. Coulon et. al [20] further studied a shadow-shielding problem when a radiation source is carried by a dense and large vehicle, such as a truck or a train. They developed an approach based on a state model to compensate the shadow-shielding effect for improved detection performance.
As an emerging detection technique, localization-based approaches have attracted a great deal of attention. These approaches generally take the following key steps: 1) adopt a reasonable signal attenuation model; 2) build and solve a system of equations to obtain multiple estimates of source location using measurements from disjoint detector subnets; and 3) compare the compactness of location-estimate clusters to a threshold to make a decision on the presence/absence of a radiation source. Particularly, formulating different SPRT methods using individual, co-located, collective, and localization-based network detection approaches, the work in [21] shows that localizationbased SPRT outperforms all other methods due to the utilization of localization information. Additionally, when a closed-form solution exists for the system of equations, the localizationbased detection techniques can be implemented very efficiently. It is important to mention here that the PF-based detection approach [3] also uses an underlying source-location estimation process to make the detection decision.
The aforementioned methods have their own advantages and disadvantages. We design a class of efficient localization-based detection methods that yield a robust performance without performing complex optimization or statistical analysis.
III. LOCALIZATION-BASED APPROACHES
In this section, we design three localization-based detection methods, namely, SRD, TriRSD, and ROSD-RSD.
A. Source-Attractor Radiation Detection (SRD)
SRD first computes the shifted centroid of every triangle constructed by a set of three detectors. Then, in a carefully selected area, it counts the numbers of original and shifted 3 where the ratio of distances
After all shifted centroids are obtained, an enclosing circle EC of a certain radius r is used to enclose the maximum possible number N of shifted centroids (Line 7 in Algorithm 1). In this enclosing circle EC, we also count and record the number N of original centroids. Each original or shifted centroid is weighted by the sum of the sensor readings of three corner detectors. This weighting scheme assigns a higher priority to a centroid that is closer to the radiation source. The weighted number IC of 
increased centroids from original centroids to shifted centroids is calculated as
where g c i denotes the triangle of a shifted centroid c i and g c i denotes the triangle of an original centroid c i . A detection decision for the source presence is made if the number IC of increased centroids within EC exceeds a threshold T .
B. Triangulation-Based Radiation Source Detection (TriRSD)
Triangulation has been widely used for target localization, and is integrated into TriRSD as a basic approach to obtain an estimate of the location of a potential radiation source.
1) Basic Triangulation Approach:
The key idea of the TriRSD algorithm is to compute the source location by solving a system of nonlinear equations based on a d 2 signal attenuation model using three sensors that form a triangle, as follows:
where m i (t) and (x i , y i ) are the count (sensor reading) at time step t and the location of the ith sensor (i = 1, 2, 3), which are known, A and (x, y) are the intensity and the location of the radiation source, which are to be solved, and d i is the Euclidean distance between the source and the ith sensor, i.e.,
Theoretically, with an accurate signal attenuation model and perfect measurements without any noise and randomness, if no source is present, the estimated source location (x,ŷ) should be the centroid of the triangle; otherwise, it should be the actual solve the equation system (triangle) in (2) for an estimated source location (x,ŷ) using a closed-form method; 6:
if (x,ŷ) is an imaginary solution then 7:
Ignore (x,ŷ); 8: calculate the center (x,ȳ) of the cluster as the average source location among all the real estimated source locations (x,ŷ); 9: calculate the distanced between each estimated source location (x,ŷ) and the cluster center (x,ȳ), i.e., d = (x −x) 2 + (ŷ −ȳ) 2 ; 10: calculate the cluster compactness cc as the standard deviation σ of all the distancesd, i.e., cc
, where r is the number of real estimated source locations, andd is the mean value of all the distancesd; 11: if cc ≤ cct then 12:
claim a source detected; 13: else 14: claim no source detected.
source location (x, y). However, in a practical setting, the attenuation model is merely a mathematical form approximated from real measurements m i (t), which contain noise and randomness. Therefore, if a source exists, we expect the source location estimates to fall near the actual source location and form a compact cluster in a statistical sense, whose clustering degree is then compared with a threshold to make a decision. The key steps of TriRSD are described in Algorithm 2. Since the detection performance of TriRSD relies on the "quality" of constructed triangles, we only consider a subset (controlled by the percentage g) of sensors with the strongest signal (i.e., with the highest count). If the number m of sensors being considered for detection is small, we may simply exhaust all the combinations of triangles, i.e., l = C 3 m . There are two main issues in solving the equation system of a triangle. 1) Imaginary roots: Imaginary roots do not contribute to the estimated location, and hence, are simply ignored. 2) Two real roots: A quadratic equation may produce two real roots, one of which is considered as a "true" solution, while the other is considered as a "phantom" solution.
Note that "true" solutions are likely to form a cluster, but "phantom" solutions may be scattered as outliers. However, at the time of solving the equation, there is no sufficient information to discern whether a solution is "true" or "phantom." Since TriRSD makes a detection decision based on the compactness of the cluster, outliers would negatively affect the detection performance. Therefore, an effective outlier detection method is needed to ensure the performance of TriRSD.
2) Outlier Detection: There are three commonly used methods for outlier detection [22] in data mining, which are as follows: 1) statistical distribution-based outlier detection; 2) distance-based outlier detection; and 3) density-based local outlier detection. We employ the last one as the density or the degree of clustering is the most important parameter thresholded for detection in our work.
For the sake of completeness, we provide a brief introduction to the density-based local outlier detection method. We first define several terms as follows. Based on the aforementioned definitions, we further define the local reachability density (LRD) as
and we calculate the local outlier factor (LOF) to decide if a data point (object) p is an outlier
According to the aforementioned definition, LOF k (p) should be close to 1 if an object p is not a local outlier. Generally, the larger LOF k (p) is, the more likely p is a local outlier.
In general, LOF k (p) must be thresholded for outlier detection. To avoid introducing an additional threshold in TriRSD, we incorporate LOF k (p) into the calculation of the standard deviation σ of all the distances between the estimated source locations and the cluster center (Line 10 in Algorithm 2) as a weight coefficient, i.e.,
where p i denotes the ith estimated source location (x i ,ŷ i ), and the value of k is typically chosen within the range [ 
C. ROSD-Based Radiation Source Detection (ROSD-RSD)
ROSD-RSD uses the closed-form ROSD to estimate the source location with subsets of four sensors and compares the clustering degree with a threshold for decision making.
1) Ratio of Squared Distance Method:
Suppose that there is a radiation source at (x, y) with a signal strength A. We consider a set of four detectors at (x s , y s ), s ∈ {i, j, k, l}, with measurements m s , which follow the signal attenuation model:
and is a parameter used to model the variation of the received signal strength.
We calculate the ROSD between a pair of sensors (i, j) as
The locus of source locations that satisfy the
For simplicity, we consider = 1 and estimate the source location (x,ŷ) by solving for the intersection of loci L ij , L j k , and L kl as follows:
where
and other parameters such as a j kl , b j kl , c j kl , Δ ik , Δ j k , Δ j l , θ ik , θ j k , and θ j l are in a similar form.
2) ROSD-Based Radiation Source Detection (ROSD-RSD):
Once the source location estimates are obtained, the detection process of ROSD-RSD is similar to the one used by TriRSD. We measure the clustering degree of the estimated source locations, and threshold it for decision making. The pseudocode of ROSD-RSD is provided in Algorithm 3.
D. Comparison of Three Approaches
We provide a comparison of the three proposed detection approaches in Table I to highlight the differences between them. The centroid shifting in SRD involves less computation than the closed-form source localization in TriRSD and ROSD-RSD as it does not require an accurate estimate of the source location. This is reflected by the execution time measurements in the experiments. ROSD uses four sensors, while the other two methods use three sensors for localization. Both SRD and ROSD-RSD eliminate the imaginary root issue faced by TriRSD.
IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS
For performance evaluation, we implement and test the three proposed localization-based detection methods on six canonical datasets from DNDO's IRSS indoor and outdoor tests. To make a comparison, we also implement and test two commonly used methods for radiation detection, namely, SPRT and MLE, on the same datasets, as described in the following.
In the implementation of SPRT, we fix the parameter B to be the average of the background measurements across all runs in the indoor and outdoor tests, respectively. We set both the false alarm and missed detection rates P 10 = P 01 = 1% in each run. Also, we generate the receiver operating characteristic (ROC) curve to decide the best value for parameter α that defines the relationship between the background noise and signal strength, i.e., A = α · B. At each time step, a soft fusion approach is used to integrate the counts from all the detectors for performing a combined SPRT.
MLE-based detection takes a hierarchical approach starting from a coarse-grained grid and delving into a selected cell in a recursive manner. Our implementation uses five iterations, each with a 2 × 2 grid size, to produce a 32 × 32 resolution to determine the final source location. Note that MLE is originally designed for source localization. Similar to the other localization-based methods, we adapt it for radiation source detection by comparing the highest likelihood of the chosen cell in the last iteration with the average likelihood across the entire region as a threshold. All these proposed and comparison algorithms are executed on a Linux PC with the 7th Gen Intel Core i5-7500 (Quad Core 3.4 GHz) and 8-GB RAM, and process the canonical datasets on a run-by-run basis. In each run, these algorithms make a detection decision at an interval of 1 s and their execution time for each decision is on the order of 10 to 100 ms. The average execution time measurements with the standard deviations across all runs are provided in Table II . SPRT runs the fastest as expected because it only involves the calculation of an accumulated Poisson-based likelihood ratio followed by a numerical comparison with two precalculated thresholds. SRD, which performs a small number of arithmetic operations, has an execution time on the same order as SPRT and is much faster than the other localization-or grid-based methods. These measurements indicate that both SPRT and SRD make it possible to perform real-time radiation source detection.
A. Canonical Datasets
Experiment-based radiation measurements are still very limited for the performance evaluation of detection algorithms. In this paper, we utilize a number of canonical datasets from IRSS indoor and outdoor tests.
The LSI indoor tests lay out 18 NaI 2 × 2 and four other stationary detectors as shown in Fig. 2 , wherein the detectors are arranged in two concentric circles and a spiral.The Cs-137 sources are of strength 350, 35, and 7.2 μCi. In the first two cases, a static source is located at center (0, 0); whereas in the last case, it was at (0, 0) and also at three off-center locations. Multiple runs are executed in each scenario; in each run, the first 60 s have the background measurements, and a static source is present during the next 120 s.
There are six runs in the C11 outdoor datasets with a deployment of a 4 × 4 grid of 16 stationary 2 in. × 2 in. NaI detectors covering a region of 42 m × 42 m. The detector layout is shown in Fig. 4 . A 175 μCi 137 Cs source moves at a fixed speed along a straight line, starting from several meters outside the region, moving across it, and finally, moving away during a period of 150 s.
As shown in Fig. 5 , there are also six runs in the B14 outdoor datasets with a deployment of 18 stationary 2" × 2" NaI detectors laid out in a V-format. The detectors near the tip of the "V" are placed closer to each other than those at the open-end of the "V." A 250 μCi Cs-137 source moves at a fixed speed along the centerline of the "V." 
B. Experimental Results of SRD 1) Illustrating SRD Detection Process:
For illustration, we plot the virtual points at four different time steps in Figs. 6-9 based on Run 1 of the C11 dataset. At the 60th second, the measurements are mainly due to the background noise as the source is far away. At this point, there are maximum 199 shifted centroids and 232 original centroids within the enclosing circle.
At the 97th second, the source is getting closer to the center, and the radiation signal is picked up by some detectors. Hence, the centroids are shifted toward the source location. At this point, there are maximum 268 shifted centroids and 197 original centroids within the enclosing circle, which indicates a significant increase compared with the 60th second.
At the 113th second, the source moves toward the left boundary but still falls inside the grids. At this point, there are maximum 273 shifted centroids and 215 original centroids within the enclosing circle, which is still a significant increase from the 60th second. At the 141th second, the source has left the region, and at this point, there are maximum 202 shifted centroids and 232 original ones in the enclosing circle, which indicates a significant drop compared with the previous cases.
2) Determining Enclosing Circle: In SRD, it is important to choose an appropriate radius of the enclosing circle. If the circle is oversized (or undersized), too many (or too few) centroids may be enclosed, resulting in a marginal variation of the clustering degree. To study the impact of the radius size on the performance, we plot in Fig. 10 the false alarm and false negative (missed detection) rates in response to various radius sizes using Run 1 of the B14 dataset. Our experiments show that any radius size from 1000 to 1500 cm is able to produce comparable detection performance across all the runs.
3) Determining detection threshold based on ROC Curves:
The performance of the proposed algorithms depends on the choice of an appropriate threshold value. The threshold for decision making in SRD and the other algorithms is obtained through the ROC curve. For illustration purposes, Figs. 11-14 plot the ROC curves of these algorithms using Run 1 of C11. A point closest to the top-left corner (where P F A = 0 and P D = 1) of the ROC curve is chosen as the threshold. In practical applications, such threshold values could be determined based on an empirical study before real-life deployment.
To illustrate the SRD detection process, we test SRD on Run 1 of the C11 and B14 datasets and plot in Figs. 15 and 16 the corresponding weighted number IC of increased centroids over the entire time range, respectively. As the source enters, crosses, and leaves the region, IC exhibits a clear Λ shape. The horizontal line is the threshold: IC above this line indicates a detection; otherwise, no source. The two vertical lines define the baseline (the ground truth) for computing the false alarm (FA) and missed detection (MD) rates.
C. Experimental Results of TriRSD 1) Illustration of TriRSD Detection Process:
We provide a visual illustration of the detection process of TriRSD on Run 2 of LSI A04 with a static radiation source popping out at the 61st second. Figs. 17-19 show the layout of the estimated source locations at six different time steps in the first minute, at the first six time steps in the last 2 min, and at six different time steps in the rest of the last 2 min, respectively. We observe that the estimated source locations converge to the true source location (the origin) as more counts are accumulated over time.
The threshold value selected for making a decision of detection affects the performance of TriRSD. To investigate such impact, we vary the threshold value in the range from 10 to 28 cm, and plot the corresponding false alarm rate and miss detection rate, as shown in Fig. 20 . We observe that the best detection performance with both rates less than 5% is achieved with a threshold around 19.2 cm. Note that the threshold value is only used for comparison with the calculated cluster compactness and does not reflect the localization accuracy.
2) Effect of Outlier Detection: To evaluate how effectively the outlier detection method improves the detection performance of TriRSD, we apply TriRSD with and without outlier detection to the LSI A04 dataset and plot the standard deviations of distances, as shown in Fig. 21 . Without outlier detection, it is rather difficult to decide a meaningful cluster compactness threshold for source detection; but with outlier detection, we are able to choose an appropriate threshold (a horizontal line) that divides the standard deviations between the first minute (marked by "+") and the last 2 min (marked by "*").
D. Experimental Results of ROSD-RSD
To illustrate the ROSD-RSD detection process, we plot in Fig. 22 the average weighted distance wad (which indicates the clustering degree) of the cluster of source location estimates over time in Run 1 of C11 as shown in Fig. 4 . We observe that wad exhibits a clear V-shaped pattern as the source enters, crosses, and leaves the region, which is qualitatively very similar across all other runs. Similar to Figs. 15 and 16 , the horizontal line denotes the threshold: wad below this line infers source presence; otherwise, no source. The two vertical lines define the baseline for calculating the false alarm (FA) and missed detection (MD) rates.
E. Comprehensive Performance Comparison
We conduct a comprehensive performance comparison of these proposed and existing algorithms using all runs in the canonical LSI C01 − 04 and C11 and B14 outdoor datasets of the IRSS tests of each algorithm in each run of C11 and B14. In the C11 and B14 scenarios with a moving radiation source, Fig. 22 . Typical V-shaped plot of wad over time from ROSD-RSD using five polygons: (9, 15, 13, 5) , (12, 14, 9, 15) , (14, 4, 15, 11) , (7, 8, 12, 14) , and (12, 14, 13, 5) We tabulate in Table III the detection results of five methods (TriRSD, ROSD, SRD, MLE, and SPRT) in terms of both false alarm rate (P FA ) and detection rate (P D ) on six canonical datasets (four indoors and two outdoors). In each run, a time window of 5 s is used for measurement accumulation except for SPRT. The average false alarm rate and detection rate on six different canonical datasets are plotted in Figs. 23 and 24 , respectively, which are combined in Fig. 25 . The overall average detection rate and false alarm rate across all six canonical datasets are provided in Table IV , and further plotted in Fig. 26 for a visual comparison. Note that SPRT presents a case of 'no decision" (ND) if the calculated value falls between the upper and lower thresholds, while all the other methods make a strict binary detection decision at each time step. These results show that all of these detection algorithms perform reasonably well, and SRD exhibits a robust and superior overall performance over the others in comparison.
These canonical datasets deploy detectors with a relatively high density in a controlled environment, which may not be the case in the real world. The proposed localization-based methods are expected to yield a stable detection performance even with a lower deployment density as they operate on a sliding window that accumulates radiation counts over a certain time period.
V. CONCLUSION
We investigated the problem of radiation source detection using a network of detectors and proposed three localization-based methods, i.e., SRD, TriRSD, and ROSD-RSD. SRD quantifies the source attraction force based on the measurements. The other two methods estimate the source location by solving a closed-form equation system using three or four detectors and threshold the compactness of the estimated source locations for decision making. SRD has advantages over other localizationbased and existing algorithms as it neither requires accurate source location estimates from the limited and noise-corrupted measurements nor involves complex likelihood computations. We evaluated the performance of the proposed localizationbased methods and two commonly used algorithms, i.e., SPRT and MLE, using six indoor and outdoor datasets from the IRSS canonical datasets.
It is of our future interest to develop an online learning method to dynamically determine thresholds, since they play a critical role in detection performance. Other research directions include the analytical performance characterizations of the proposed methods, and more extensive performance assessments using additional parameters and IRSS datasets. The proposed methods are mainly intended for the detection of a single source. The clustering pattern among source location estimates may not be clearly distinguishable in the presence of multiple sources, and hence, deserves further exploration if similar detection principles should be applied.
