Integer-order complex-valued neural networks (CVNNs) have drawn much attention, and which have already been well discussed. Fractional complex-valued neural networks (FCVNNs) are more suitable for describing the dynamical properties of neural networks, but have rarely been discussed. This paper deals with the dynamics of a class of nonlinear delayed FCVNNs and its main focus is on stability and Hopf bifurcation. Firstly, the concerned fractional-order complex-valued neural networks with time delay are transformed into corresponding a class of nonlinear delayed fractional-order real-valued neural networks (FRVNNs). Then, with the help of the linearization method, Laplace transform and fractional calculus theory, some sufficient conditions that make sure the considered system are asymptotic stability are established. Take the time delay as the critical values, which Hopf bifurcation can occur. At the same time, the quantitative relationship between the order of the system and the bifurcation point is given. In addition, it shows that the onset of the bifurcation point is delayed as the fractional order decreases. At last, one numerical example is described to illustrate our obtained theoretical results are correct and valuable.
I. INTRODUCTION
Fractional calculus is considered as a branch of applied mathematics that involves integrals and derivatives of any order, which can be regarded as a superset of classic integerorder calculus. Physical systems represented by fractional calculus are referred to as fractional-order systems. They owe different infinite memory and heredity from integer-order systems, which makes them more powerful and accurate than integer-order systems in describing physical phenomena in edge detection, viscoelasticity, fluid mechanics and so on [1]- [7] . Thus, it is significant to study fractional-order systems. It worth noting that many qualitative properties of integer-order system are unable simply to be extended to fractional-order system. Therefore, the analysis of The associate editor coordinating the review of this manuscript and approving it for publication was Lin Wang . fractional-order system is an extremely important research field. It has been proved that fractional derivatives which mainly refer to Caputo, Grünwald Letnikov or Riemann-Liouville, of non-constant periodic functions are not able to be periodic functions of the same period [8] . Furthermore, many important research topics in integer-order dynamical systems, such as Hopf bifurcation analysis, stability analysis, become open topics when they in fractional-order dynamical systems. Consequently, it needs care when we deal with analysis of fractional order model arising from practical problem.
During the last few decades, the dynamics analysis of the neural networks (NNs) has received increasing attention from various fields because they have promising potentials in engineering applications and abundant research results have been acquired [9] - [16] . Fractional-order real-valued neural network (FRVNN) which is regarded as improvement of the integer order neural network has been a major concern since year 2000. Some early papers mainly focus on discussing chaotic synchronization, limit cycles and chaotic phenomena in fractional-order neural networks. [17] - [19] are devoted to the stability and Hopf bifurcations analysis of the fractional-order Hopfield neural networks, meanwhile, they represent potential routes to the onset of chaotic behavior as the fractional order of the system increases. Furthermore, in recently years, a large number of significant achievements have been made, such as stability analysis and synchronization, undamped oscillations generated by Hopf bifurcations, dynamics of FRVNN with time delay, etc [18] , [20] - [25] .
It is generally known that complex numbers show great advantages in practical engineering applications. Complexvalued neural networks (CVNNs) are more sophisticated than real-valued neural networks (RVNNs), owing to the states, connection weights, and activation functions of the CVNNs are complex numbers. Actually, the performance of geometric affine substitution of RVNNs in two-dimensional space is not ideal, while, the operations and representation of the CVNNs can greatly improve that. Furthermore, a single complex-valued neuron with orthogonal decision boundaries can deal adequately with the symmetry issue and XOR issue which are not settled by the single real-valued neuron [26] . Therefore, CVNNs have attracted many scholars in various fields due to their practical application and a great deal of research achievements have been acquired. Reference [27] - [29] describe the basic theory and applications of the CVNNs. Reference [30] - [32] show the CVNNs can deal with signal processing issue. Reference [33] , [34] consider the multilayer neural networks based on multivalued neurons. For more engineering applications, more related references are given [35] - [40] .
As far as we know, some papers on fractional-order complex-valued neural networks (FCVNNs) have been published recently. For delayed FCVNNs, finite-time stability criteria [41] , stability criteria [42] , uniform asymptotic stability criteria [43] , global asymptotic periodicity conditions [44] have been derived. Linearization method has been utilized to analyze asymptotic stability of delayed FCVNNs states at the equilibrium point and synchronization conditions for the FCVNNs with time delays have been also obtained. However, few literature are on bifurcation in FCVNNs with time delays.
Inspired by the above discussion, the aim of this paper is to investigate the stability and Hopf bifurcation of the delayed FCVNNs with n neurons. The main contributions of this paper are summarized as follows: (1) It extends integer-order NNs to FCVNNs. (2) It is an attempt to research the stability and bifurcation in delayed FCVNNs by taking the time delay as the bifurcation parameter, and transversality conditions of occurrence of Hopf bifurcation for the delayed FCVNNs are derived. (3) The quantitative relation of the order on the bifurcation point is given for the proposed FCVNNs. To obtain a quick understanding of this paper, an overview of a flowchart is given in Fig. 1 .
The paper is structured as follows: in section II, some preliminaries, definitions and lemmas needed in this paper are presented. In section III, the model description including assumptions is given. Stability of the FCVNNs with n neurons and a detailed stability and Hopf bifurcation analysis of the delayed FCVNNs with two neurons are considered in section IV. A numerical example is presented to verify the correctness of the theoretical results in section V. Conclusion is included in section VI.
II. PRELIMINARIES
In this paper, R n and C n represent n-dimensional real space and complex space, respectively. T represents the transposition of matrix. P R and P I mean the real and imaginary parts of complex matrix P, Z + is on behalf of the positive integer set.
The fractional derivative used in this paper is Caputo derivative, which is widely believed to be more suitable for practical problems because it only needs the initial conditions given by integer-order derivatives to represent the fully understood characteristics of physical conditions. Definition 1 [1] : The Caputo-Podlubny fractional derivative of function is defined by:
where m − 1 < q < m, m ∈ Z + , and (·) is the gamma function, and it is defined as:
Definition 2 [1] : The Laplace transform of Caputo fraction-order derivative is defined as:
especially, if the initial condition is satisfied with f (k) (0) = 0, k < m, k ∈ z + . Then (3) becomes the L{D q t f (t); s} = s q F(s).
A. STABILITY ANALYSIS OF THE LINEAR FRACTIONAL DELAYED SYSTEM
Consider the delayed fractional-order linear autonomous system in [45] as follow:
where q ∈ (0, 1), A = (a ij ) n×n ∈ R n×n , B = (b ij ) n×n ∈ R n×n , are connection weight matrices. x(t) = (x 1 (t), x 2 (t), ..., x n (t)) T is the state vector. The characteristic matrix of the (4) is as follows:
If τ ij = 0, we make M = A + B. Lemma 1 [45] : If q ∈ (0, 1), all eigenvalues of det( (s)) = 0 have all negative real parts, then the equilibrium point of the system (4) is Lyapunov asymptotically stable.
Lemma 2 [45] : If q ∈ (0, 1), all eigenvalues of M = 0 satisfy |arg(λ)| > π 2 and the characteristic equation of the (5) has no pure imaginary roots for τ ij > 0, then the equilibrium point of the system (4) is Lyapunov asymptotically stable.
III. MODEL DESCRIPTION
In this paper, we research the delayed FCVNNs with n neurons with Caputo fractional-order derivatives, which is described by the following system: (6) where q ∈ (0, 1), z i (t) ∈ C is the state vector, c i ∈ R represents the self-feedback connection weights, a ij , b ij ∈ C show connection weights and delayed connection weights, respectively; f j (z j (t)) and g j (z j (t − τ ij )) mean the activation functions without and with time delays, respectively. τ ij > 0 is the transmission delay. (6) can be rewritten in the form vector as follows:
where
Now, we give the representation and assumption as follows:
With above representation and assumption, we separate (7) into the real and the imaginary parts as:
With the aim of researching the stability of the system (III), some other assumptions are made:
Assumption 3: f (·, ·), g(·, ·) are complex-differentiable at the equilibrium point z * = (0, 0), thus, they satisfy the Cauchy-Riemann conditions:
According to the assumption 2, we can see the point z * = (0, 0) is the equilibrium point of the system (III).
IV. MAIN RESULTS

A. STABILITY ANALYSIS OF DELAYED FCVNNS WITH N NEURONS
Based on the above assumptions and linearization method, system (III) can be expressed as follows:
For convenience of expression, (10) is expressed as:
and
Taking the Laplace transform on the both sides of the (11), we can obtain: 
Eigenvalues of det( (s)) determine completely the stability of the system (11) . If τ ij = 0, then the system (11) becomes
where M = −C + A + B. Theorem 1: If q ∈ (0, 1], real parts of all eigenvalues of the characteristic equation det( (s)) = 0, then the system (11) is Lyapunov asymptotically stable.
Theorem 2: If q ∈ (0, 1], all eigenvalues of M satisfies |arg(λ i )| > π 2 and the characteristic equation det( (s)) has no pure imaginary roots for τ ij > 0 (i, j=1,2,...,n), then the system (11) is Lyapunov asymptotically stable.
B. STABILITY AND HOPF BIFURCATION ANALYSIS OF DELAYED FCVNNS WITH TWO NEURONS
As we all known, Hopf bifurcation behavior is one of the important characteristics of the delayed neural networks. For fractional-order dynamical systems, there has been no fully developed qualitative Hopf bifurcation theory up to now. Hence, the Hopf bifurcation theory for the fractional order system is still an open problem. As existing papers, our paper also takes the time delay as bifurcation parameter. In addition, there are some papers taking the fractional order or other network parameters as the Hopf bifurcation parameter. The selection of bifurcation parameters should be based on the characteristics of the system. Based on above analysis, the stability and Hopf bifurcation of two dimensional delayed FCVNNs are discussed in detail.
Consider two dimensional delayed FCVNNs as follow:
D q z 1 (t) = −c 1 z 1 (t) + a 11 f 1 (z 1 (t)) + a 12 f 2 (z 2 (t)) + b 11 g 1 (z 1 (t − τ 11 )) + b 12 g 2 (z 2 (t − τ 12 )), D q z 2 (t) = −c 2 z 2 (t) + a 21 f 1 (z 1 (t)) + a 22 f 2 (z 2 (t))
The linearization of the system (13) is as follows:
where C = diag{c 1 , c 2 }, A 1 = a 11 a 12 a 21 a 22 , Especially, choose τ ij = τ > 0 for i, j = 1, 2..., n, the characteristic equation of the system (14) is
where the u i (i = 1, 2, ..., 14) is shown in Appendix A.
To facilitate the following analysis, we rewrite the (15) as:
where 14 . Multiply (16) by the e 2sτ , the (16) becomes:
Suppose that s = iω = ω(cos π 2 + isin( π 2 )) is a root of (17), where ω is a positive number, and we can get:
(
Separate its' real and imaginary part, we have:
Case (I): when sinωτ = √ 1 − cos 2 ωτ , substitute it into the (18), then we can get:
Square the left and right sides (19) , and we have k 1 cos 4 ωτ +k 2 cos 3 ωτ +k 3 cos 2 ωτ +k 4 cosωτ +k 5 = 0, (20) use the same transformation for the second equation of the (18), and we have k 6 cos 4 ωτ +k 7 cos 3 ωτ +k 8 cos 2 ωτ +k 9 cosωτ +k 10 = 0, (21) where the k i (i = 1, 2, ..., 10) can be seen in Appendix C. (20) is multiplied by k 6 , and subtract (21) is multiplied by k 1 , then we obtain:
where v = cosωτ, m 1 
In order to simplify the coefficient of the highest order term of the (22) to 1, we make v = θ − m 2 3m 1 , then (22) becomes:
where n 1 = . The roots of the (23) are as follows: 1, 2, 3 ), the expression of cosωτ can be obtained. Now, we make:
and sinωτ = φ 2 (ω), and it is easy to see φ 2 1 (ω) + φ 2 2 (ω) = 1. Taking them into (18), we get: So the critical values of the time delay for which Hopf bifurcation may occur can be given as:
Now we study the stability of the (13) . If τ = 0, (15) becomes
where µ 1 = u 1 + u 5 , µ 2 = u 2 + u 6 + u 9 , µ 3 = u 3 + u 7 + u 10 + u 12 , µ 4 = u 4 + u 8 + u 11 + u 13 + u 14 .
Define the matrices:
In order to obtain the main results of this section, other assumptions are necessary to given: 
where i and i are the real part and imaginary part of (s) and (s), respectively. Furthermore, they are shown in Appendix D.
Based on the above analysis, we can obtain the conclusion: Theorem 3: If assumptions 1-5 hold, then we have: (i) there is a critical positive value τ 0 , which makes the (13) is asymptotically stable at the point z * = (0, 0) for t ∈ [0, τ 0 ), (ii) when τ ∈ [τ 0 , +∞), the (13) is unstable and Hopf bifurcation occurs for τ = τ 0 .
Remark 1: It should be noted that the assumption 4 is only a sufficient condition. If there are other conditions, which can ensure all eigenvalues of the (28) satisfy |arg(λ i )| > qπ 2 , then the assumption 4 can be substituted by others. What's more, the (13) is still asymptotically stable.
Remark 2: In this paper, we assume the origin is the system equilibrium point. In fact, the equilibrium point of many neural networks in practical model is always not non-zero. In this case, the non-zero equilibrium point can be transformed to the zero equilibrium point and corresponding stability criterion can be obtained by using the same analytical methods. 
V. NUMERICAL EXAMPLE
In this section, numerical example is given to illustrate the our obtained results are correct. The Adams-Bashforth-Moulton predictor-correct method is used in the example and the steplength is h = 0.01. = tanh(x(t)) + tanh(y(t))+i[tanh(x(t))−tanh(y(t))], g(z(t −τ )) = tanh(x(t − τ )) + itanh(y(t − τ ))); the initial values of z 1 (0) and z 2 (0) are chosen as z 1 (0) = 0.1 + 0.5i, z 2 (0) = −0.3 − 0.7i. By calculating, we can get the bifurcation point τ 0 = 0.3728. When τ < τ 0 , the convergence behavior of the real and imaginary parts of the z 1 (t), z 2 (t) for (13) are shown in Fig. 2 and Fig. 3 ; when the Hopf bifurcation occurs at the critical value τ 0 of the delay; when τ ≥ τ 0 , the system (13) becomes unstable and an asymptotically stable limit cycle appears due to the supercritical Hopf bifurcation as τ increases above the critical value τ 0 , which are shown in Fig. 4 and Fig. 5 . Furthermore, the relationship of the fractional order q and Hopf bifurcation point τ 0 is given in Fig. 6 and Table 1 .
VI. CONCLUSION
This paper mainly investigates the stability and Hopf bifurcations of the delayed FCVNNs. Stability criteria of the delayed FCVNNs have been derived by separating the real part and imaginary part and the linearization method. The fractionalorder complex valued neural networks with time delays with two neurons have been presented, and the corresponding stability conditions have been derived. Furthermore, this paper takes the time delay as the Hopf bifurcation parameter, and has given the critical value for the which Hopf bifurcations may occur. One numerical simulation has been shown to show the correctness of the theoretical results. Since the considered system is a complex-valued, the dimension of the considered system is twice of the original system by separating its real and imaginary part, which leads to increases the computational complexity. Hence, the objective of our future work is to reduce the computational complexity. We believe that by adopting some new analysis methods from [46] - [51] or not separating the real and imaginary part, stability and Hopf bifurcation occurs criteria of less computational complexity can be obtained. It will be considered in our future research. 21 
.
APPENDIXES B
T 1 = ω 4q cos2qπ + u 1 ω 3q cos 3q 2 π + u 2 ω 2q cosqπ + u 3 ω q cos q 2 π + u 4 , P 1 = ω 4q sin2qπ + u 1 ω 3q sin 3q 2 π + u 2 ω 2q sinqπ + u 3 ω q sin q 2 π, T 2 = u 5 ω 3q cos 3q 2 π + u 6 ω 2q cosqπ +u 7 ω q cos q 2 π +u 8 , P 2 = u 5 ω 3q sin 3q 2 π +u 6 ω 2q sinqπ + u 7 ω q sin q 2 π, T 3 = u 9 ω 2q cosqπ + u 10 ω q cos q 2 π + u 11 , P 3 = u 9 ω 2q sinqπ + u 10 ω q sin q 2 π, T 4 = u 12 ω q cos q 2 π + u 13 , P 4 = u 12 ω q sin q 2 π, T 5 = u 14 , P 5 = 0. 
