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ABSTRACT
LoRaWANhas achieved significant success in the Low-Power
Wide Area Network (LPWAN) space. Despite its rapid up-
take, concerns about its ability to scale are growing due to
its vulnerability to interference and contention. While the
current LoRaWAN protocol includes basic techniques to deal
with these problems, research has shown that these are in-
sufficient at larger scales. This paper presents FLIP , a new,
fully distributed and open architecture for LoRaWAN, that
transforms LoRa gateways into a federated network, while
preserving the privacy and security properties of the original
LoRaWAN architecture. FLIP tackles the scalability limita-
tions of LoRaWAN using consensus-driven and localised
resource sharing between gateways, while also providing
support for the roaming of LoRa devices across the federation.
FLIP is fully backwards compatible with all existing LoRa
gateways and end-devices. Our evaluation demonstrates that
the solution is effective and scalable through a large-scale
simulation of a global network of gateways.
CCS CONCEPTS
• Computer systems organization → Distributed archi-
tectures; •Hardware→ Sensor applications and deployments;
• Software and its engineering→ Middleware;
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1 INTRODUCTION
A wide variety of communications technologies have been
developed to support the Internet of Things (IoT). Some of the
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most recent and promising to emerge are Low Power Wide
Area Networks (LPWAN), which focus on long-range sensing
and control applications, and have rapidly gained traction
in the market. Leading LPWAN technologies include LoRa1,
Sigfox2, and NB-IoT3. This paper focuses on LoRa, and its
associated media access control protocol LoRaWAN, which
offer a set of attractive features, including: i) robust radio
modulation, ii) an open stack protocol, and iii) no restrictions
on the ownership and deployment of gateways.
LoRa is designed to support the intermittent transmission
of small packets, with the maximum packet size in LoRaWAN
being a payload of 230 bytes, and the maximum duty-cycle
being capped by regional regulations. For example, in Eu-
rope, the ETSI regulations4 defines five frequency bands, with
duty cycles ranging from 0.1% to 10%. This makes LoRaWAN
unsuitable for media streaming or even sensor sampling
above 1Hz. The ideal use case for LoRa is long-range, low-
frequency, latency tolerant sampling or actuation of small
battery powered IoT end-devices. There is growing concern
over its ability to scale as the density of LoRa end devices
increases. At the core of these concerns lies the ability of a
gateway to maintain optimal throughput while an increasing
number of end-devices perform unscheduled radio transmis-
sions, causing collisions and packet loss. LoRa’s Chirp-Spread
Spectrum (CSS) modulation scheme is known to be robust
against channel noise, but cannot prevent packet loss due to
message collisions, which may result in corruption of one or
more of the colliding messages. This is demonstrated by Aras
et al. [2], who exploited these collisions to build a selective
jammer using commodity LoRa hardware. As the density of
LoRa devices increases, their uncoordinated transmissions
will inevitably result in a similar effect. These research results
are fundamentally at odds with the marketing of LoRaWAN,
which claims that gateways are capable of handling many
thousands of end-devices [8].
To address the problems of contention and roaming, this
paper proposes a fully distributed and open architecture
for LoRaWAN gateways, federating them into a network of
1http://www.semtech.com/wireless-rf/internet-of-things/
2http://www.sigfox.com/en/
3http://www.3gpp.org/news-events/3gpp-news/1733-niot
4www.etsi.org
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collaborating devices. By coordinating gateways, this archi-
tecture allows better load balancing of end-devices, reducing
contention and duty-cycle problems for gateways, thus en-
suring a higher degree of network reliability for end-devices.
The FLIP architecture achieves this goal while preserving
the same security and privacy features of the original Lo-
RaWAN architecture. Furthermore, FLIP is fully backwards
compatible with all existing gateways and requires no modi-
fications to already deployed end-devices firmware, easing
its adoption in the LoRaWAN marketplace.
The remainder of this paper is structured as follows: Sec-
tion 2 provides an in-depth analysis of the factors that limit
LoRaWAN scalability along with a survey of contemporary
approaches to address these problems. Section 3 discusses
the operational environment and constraints of the LoRa
network. Section 4 describes the proposed architecture, and
Section 5 presents its implementation at the gateway-level.
Section 6 then introduces a simulation tool designed to test
the architecture and presents the results of this evaluation.
Section 7 reviews prior work on the key elements at the cen-
tre of our architecture. Finally, Section 8 discusses directions
for future work and Section 9 concludes this work.
2 BACKGROUND
The first generation of IoT solutions depended upon low-
power and short range networks such as: ZigBee [28], Wire-
less HART [17], ANT [14] and Bluetooth LowEnergy (BLE) [7],
all of which offer typical outdoor ranges of between 100 and
300 meters. In the case of applications that required the
coverage of a large geographic area, developers had two
possibilities. They could deploy a multi-hop mesh network
using low power short range technologies and placing re-
peater nodes at regular intervals. Alternatively, they could
use cellular communication to relay their data. Both of these
solutions face significant challenges. In the case of mesh
networks; covering a large area such as a city or farm might
require hundreds of repeater nodes, dramatically increasing
costs due to additional hardware, installation, maintenance
and management overhead. While cellular solutions do not
share this infrastructure complexity, the technology is power
hungry, limiting the battery lifetime that may be achieved
by a small form factor device. The introduction of LPWAN
technologies such as LoRaWAN, SigFox and NB-IoT has gen-
erated tremendous excitement in the IoT community, as they
promise to solve the problem of providing cost effective long
range, low power networking; covering areas spanning sev-
eral km using a single gateway. Within the LPWAN space,
LoRaWAN is considered to be a market leader.
LoRaWAN is an open network protocol stack, based upon
the LoRa physical radio layer originally developed by Cy-
cleo and later acquired by Semtech. LoRaWAN development
is guided by a consortium composed of private and pub-
lic actors5, and is driving the emergence of markets among
connected things. The openness of LoRa is driving rapid and
uncoordinated deployments by private actors, which will test
the fundamental scalability of the protocol. A growing body
of research now suggests that LoRaWANwill not scale [3, 23].
For example, Adelantado et al. [1] argue that LoRa cannot
scale to support current marketing claims of multi-km range
and thousands of end-devices per gateway due to a mix of
significant technical and practical issues.
2.1 Scalability issues for LoRaWAN
The scalability limitations of LoRa and LoRaWAN arise from
multiple sources at the Physical (PHY) and Medium Access
Control (MAC) layer. For brevity, descriptions of the basic
elements composing the LoRa physical layer and the Lo-
RaWAN stack are not included here but are available in the
technical specifications [19] and in various studies [9, 16].
2.1.1 Physical layer limitations. The LoRa physical layer
introduces a number of limitations even in the absence of
third party contention and interference. As it uses the unli-
censed ISM 868MHz band, LoRa is subject to various limits
in order to comply with the ETSI. These include a maxi-
mum output power of +14dBm for both end-devices and the
gateways and a duty-cycle limitation of 1% per sub-band
with some exceptions at 0.1% and 10%. The ability to switch
between 6 different orthogonal Spreading Factors (SF7 to
SF12), allows end devices to trade-off between range and
throughput. However, increasing the SF results in a longer
time on air, therefore reducing the number of messages that
a device may send. For example, if a node sending packets
with a payload of 1 byte in the 863-870MHz ISM band in-
creases from SF7 to SF12, this will result in an increase for
time on air from 77.06ms to 1810.4ms, and a decrease in
throughput from 467 frames per hour to 19 frames per hour
in order to maintain compliance with ETSI duty cycle regu-
lations. As Class-A LoRa end-devices use an uncoordinated
ALOHA-like MAC protocol (as described in the following
section), it is impossible to prevent collisions. While LoRa
does offer multiple orthogonal channels, as the number of
end-devices connected to a gateway increases, it is inevitable
that contention and packet loss will occur, as shown by Geor-
giou et al. [15] who demonstrated that LoRa is vulnerable
to co-spreading factor interference, causing performance to
decrease exponentially as the number of end-devices grows.
2.1.2 Medium access control layer limitations. The MAC
layer of the LoRaWAN protocol mediates access to the shared
network medium by LoRa devices, while allowing server-
driven management through MAC commands. Critically for
5https://www.lora-alliance.org
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managing contention and interference, LoRa supports Adap-
tive Data Rate commands, which allow a gateway to com-
mand an end-device to switch data rates, transmit power,
and channels. This allows the network server to perform
active control, enabling the optimisation of the spectrum oc-
cupation of its end-devices. As shown by Reynders et al. [24],
these mechanisms can reduce the drop in throughput en-
countered by more distant end-devices, but are insufficient to
cope with interference from co-located third-party networks.
Moreover, MAC commands allow an end-device to request
acknowledgements after an uplink transmission, introducing
downlink traffic, which itself competes for the shared chan-
nel, therefore reducing the uplink throughput [22]. This can
lead to congestion collapse, a vicious cycle wherein messages
collide, causing retransmissions, which themselves compete
with regular transmissions for the shared channel.
2.2 Addressing the scalability limitations
of LoRaWAN
The general approach of the LoRa Alliance for addressing
contention is increasing the density of LoRa gateways in com-
bination with the application of Adaptive Data Rate (ADR).
LoRaWAN assigns the uplink of each end-device to exactly
one gateway. ADR will then seek to establish the minimum
safe transmission power, which limits interference levels
and spreading factor, minimising the time-period over which
collisions can occur. While there is merit in this strategy, we
find it to be a flawed approach to scaling the LoRa network,
as it results in the reduction of the effective range of LoRa
in dense deployments.
The LoRa Alliance recently released version 1.1 of their
specifications [20], which introduced two types of roaming
for LoRa devices: passive roaming and handover roaming.
Analysis of these roaming approaches shows three major
shortcomings in comparison to the approach that we propose.
First, the transfer of device profiles and maintenance of tai-
lored roaming policies for each end-device incurs substantial
costs through the introduction of a new network entity, the
Join Server, which is an additional burden on small indepen-
dent actors. FLIP follows amore lightweight and peer-to-peer
path, allowing any actor to handle any third party end-device
and integrates without the requirement for any new sys-
tem entities. Second, the new roaming scheme is not fully
backward compatible with the millions of end-devices and
gateways that are already in the field. FLIP is fully backwards
compatible with existing systems, any deployed LoRa device
can benefit from its features. Finally, LoRa Alliance roaming
is guided by pre-planned policies and pseudo-static agree-
ments, limiting the potential of collaboration and resource
sharing to handle changing levels of contention, which is
central to tackle the problems of contention and scalability
of the network. We argue for a different approach, which
makes more optimal use of third party gateways in order to
increase scalability, while preserving range.
3 DESIGN PRINCIPLES
FLIP is designed to minimise disruption to the existing LoRa
architectural model to guarantee a smooth path to adoption.
The most widely deployed version of the LoRa specification
is v1.0.1 [19], and the vast majority of deployed end-devices
are Class A devices, many of which cannot receive software
updates. It is therefore essential that our solution be fully
compliant with these specifications, in particular Class A
devices, meaning the PHY and MAC layers must be kept
untouched.
LoRaWAN gateways are less problematic to update as they
must be permanently linked to the network server via IP
based networks running over Ethernet, WiFi or GSM. More-
over, the load of radio operations and constant communica-
tion with the rest of the infrastructure makes gateways likely
to use a static and reliable infrastructure. This motivates
the design of a gateway-centric solution, which minimises
changes to LoRa end-devices.
3.1 Architectural Elements of LoRaWAN
3.1.1 End-devices. End-devices are any sensor or actuator
that is connected to a LoRaWAN gateway via the LoRaWAN
network protocol. At the current time, Class A devices make
up most of the deployed LoRa end-devices, while Class B
and Class C devices remain uncommon. A full description of
end-device capability can be found in [19]. All classes of end-
device operate by associating themselves with a gateway,
then periodically initiating transmit and receive communi-
cations slots. As the join procedure to the network and all
radio link maintenance operations are carried from the LoRa
infrastructure to the network server, FLIP requires no modi-
fications to end devices. This means that any deployed and
active end-device is already fully compatible with FLIP.
3.1.2 Gateways. Gateways form the link between physi-
cal LoRaWAN infrastructure and the network server. Gate-
ways implement both the LoRa modulation to communicate
with end-devices and the LoRaWAN network stack to imple-
ment MAC functionality. As of today, gateways are mainly
used as a transparent bridge between a centralised network
server and end-devices. We argue that the role gateways can
play in resolving the scalability problems of LoRaWAN has
been underestimated. Our analysis suggests that gateways
are the perfect place in the LoRa architecture to tackle con-
tention. Various gateway software stacks exist that follow
the reference implementation from Semtech6.
6https://github.com/Lora-net
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3.1.3 Network Server. The Network Server is a key ele-
ment in the LoRaWAN architecture, interfacing gateways
with the Application Server. From handling the Join Request
received by the associated gateways, generating the corre-
sponding keys and crafting the answer, the Network Server
extends its roles to the complete management of any end-
device linked to the infrastructure. Other tasks include man-
aging the network radio parameters of each gateway, check-
ing the integrity of the messages and relaying the payloads
transiting between the devices and the Application Server.
To remove the centralised nature of the architecture, and
tackle the contention at its source, FLIP removes any Net-
work Server and empowers the gateways by transferring
this role to them.
3.2 The FLIP approach.
As mentioned in Section 2, the approach of FLIP is akin to
increasing gateway density, as it enables any end-device to
transmit via any gateway that is in range and a member of
the FLIP federation, whether this gateway belong to its owner
or not. This approach has two direct consequences: It allows
de facto the roaming of end-devices as long as any actor of the
federation is in range. Furthermore, when there are multiple
gateways within range, FLIP will select whichever gateway
offers the most promising option for data transmission, thus
ensuring optimal load-balancing between gateways and pro-
viding a path to improved scalability.
A by-product of this approach is that gateways are no
longer mere bridges between a centralised network server
and the deployed end-devices, they are elevated to first class
entities in the federated architecture. While existing network
servers may still be used, they are no longer necessary as
gateways can deliver all required functionality through a
purely peer-to-peer network architecture. This lowers infras-
tructure costs, while removing any single point of failure.
To maintain the security guarantees offered by the orig-
inal LoRa architecture, it is necessary to delegate device
management rights, as is discussed briefly in the LoRaWAN
specifications [19, Ch. 6, p. 31–33]. LoRa supports delegation
by decoupling the security offered by the NetworkSessionKey
and the ApplicationSessionKey, where the NetworkSessionKey
allows management access to devices from gateways and the
ApplicationSessionKey allows access to the data generated
by devices. This approach allows the federation of gateways
while respecting the privacy and ownership of end-devices
between any involved actor.
4 ARCHITECTURAL DESCRIPTION
The FLIP architecture is a fully distributed peer-to-peer net-
work of LoRaWAN gateways. It uses dynamic unstructured
and self-organising overlays to manage and deliver scalabil-
ity, avoiding high capability central entities.FLIP federates
the radio resources of every participant to perform efficient
load-balancing via distributed consensus, thus maximising
the efficiency of the federation’s coverage. FLIP ensures that
any end-device belonging to an active participant in the sys-
tem may associate with, and be handled by, any gateway in
range, as long as this gateway also is an active participant in
the FLIP federation. This provides a principled foundation
for mobility and roaming. FLIP aims to guarantee the owner-
ship rights and the privacy of each actor and their deployed
end-devices, no matter whose gateway are handling them,
offering the same guarantees as the LoRaWAN protocol.
4.1 Operational principles
The architecture is designed to fulfil the set of objectives de-
fined in Section 3. From these, a set of operational principles
applicable to each participant in the network were created:
Each actor has the right to make unscheduled de-
ployments. Any participating actor has the right to add or
remove any number of gateways at any time. This demands
a dynamic network that monitors and continuously adapts
to both available resources and changing network loads.
Each actor has the right to delegate themanagement
of its end-devices. This principle is central to our system,
allowing any end-device belonging to a member to roam.
This is subject to two conditions: (i) the presence of at least
one gateway belonging to another actor in range, and (ii) the
participation of this actor in FLIP. When these two conditions
are met, end-devices not only gain the ability to roam, but
any actor can grant access to its own devices to another actor
for a portion of time, enabling a future leasing model.
Privacy for each actor is guaranteed. Although any
actor may operate any end-device in range belonging to any
other actor, privacy must be respected for all data that is
exchanged with the device. This principle ensures that data
received or sent from an end-device is readable only by the
rightful owner. A message produced by an end-device might
be handled by many actors before reaching its owner, but
none can read or tamper with these messages. As with the
LoRaWAN protocol, our system does not guarantee message
delivery but guarantees the integrity of the data within.
Fair use is enforced. Each actor has the right to con-
tribute gateways to the federation, as well as add traffic from
end-devices. To enforce a fair use, each actor deploying end-
devices must deploy an associated gateway to contribute
in return. This reciprocal principle is guaranteed by the
fact that each end-device will require an owner gateway
to join and operate in the system. The adversarial model of a
gateway faking ownership and others non policy compliant
behaviours are briefly discussed in Section 8.
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Each actor shares the same responsibilities without
any central point of enforcement or control. This prin-
ciple establishes equality between users, avoids censorship
of actors and limits opportunities for content prioritisation.
Furthermore, it eliminates single points of failure and spreads
system load. Our system is based on self-organised distributed
networks, wherein actors are peers to each others regardless
of their resources, load, identity or location.
4.2 Overlay descriptions
The architecture is designed as a stack of self-organising
overlays which are described in the following sections.
4.2.1 Communication Overlay. This overlay is the lowest-
level and forms the communication technology that links all
gateways in the system together. This paper considers two
possibilities for the realisation of this layer: i) basing it on the
Autonomous Systems (AS) graph that the Internet employs,
or ii) radio communications between gateways where regu-
lar Internet infrastructure is not available. The first covers
the case of Internet-connected gateways and allows them to
be grouped into clusters by their respective ASs, ensuring
fast and reliable communications between these neighbours.
The architecture considers this intra-AS traffic to be effec-
tively free, and privileges this type of communications over
more expensive inter-AS communications. Utilising the AS
graph in this manner offers an existing, self-managed, bi-
directional communication graph, and taps into a resource
that all Internet connected gateways already have access
to. The second possibility covers a meshed radio network
interconnecting the participating gateways. In that case, we
group the gateways by their geographic coordinates as the
majority of commercial models already embed a GPS receiver
to create local clusters delimited by specific regional areas
or even country scale. This case will not be treated in this
paper.
Communication Graph
Local Clusters
Figure 1: Local clustering overlay
4.2.2 Local Clustering overlay. Each gateway maintains a
partial view of the other gateways in its local environment
(e.g.: a delimited geographic area or intra-AS peers as repre-
sented in Figure 1), that is made up of its closest neighbours.
Closeness is measured via a periodically running similar-
ity classification service, where the similarity is measured
between the profiles of each node and is composed of the
received signal strength of the end-devices in their respective
range. This notion of closeness is important for the archi-
tecture, as gateways must understand which peers are close
to them in order to drive interactions between them. Addi-
tionally, whenever a node sees a change in its profile (i.e.:
the introduction or the loss of an end-device), the similarity
classification must be run again immediately to ensure the
profile change is reflected in the classification. This is crucial,
as in-range gateways need to know each other before being
able to negotiate the handling of a new end-device. To limit
workload in the network only the nodes actually receiving
the join request will re-initiate their process.
Local Clusters
Global Clusters
A
B
C
D
E
Figure 2: Global clustering overlay
4.2.3 Global Clustering Overlay. To guarantee communi-
cations between local clusters, they must be organised into
global clusters. These clusters are built by having each local
cluster elect a leader gateway in charge of routing global com-
munications. The leader gateway builds a partial graph of
the communications network by performing peer discovery
in its neighbouring clusters as shown in Figure 2. All commu-
nications leaving or entering a local cluster go through the
leader. This presupposes that the leader gateway is capable
of handling these extra tasks, either because it has greater
networking and computational resources than its peers, or
because it handles a lower load of end-device traffic.
4.2.4 Route Building Overlay. The route building over-
lay connects remote gateways to their end-devices, no mat-
ter through which third-party gateways these end-devices
are connected to the network. These routes are end-to-end
encrypted to allow the privacy-preserving roaming of end
devices. This overlay provides support for integrating join-
ing nodes, managing disconnection and handling join-time
faults. Route building is performed in a distributedmanner by
the leader gateways mentioned in the previous overlay. The
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Global Clusters
Route Building
A
B
C
D
E
Figure 3: Route building overlay
various heuristics used to build and maintain these routes
are influenced by the next overlay.
Route Building
A1
B1
C1
D1
E
D2
C2
B2
B3
A2
A3
PUB
SUB A1SUB D1 PUB
Pub/Sub
Figure 4: Publish/Subscribe service overlay
4.2.5 Pub/Sub Overlay. This overlay is built on top of the
routing overlay and may inform that overlay by communi-
cating a match between a Subscriber and a Publisher, causing
the creation of routes to transport the data between these
two actors. The Pub/Sub overlay indicates what data should
be sent along these routes. If an end-device is connecting
to the network and as been subscribed to, a route will be
created towards its owner gateway. The validity of these sub-
scriptions decays over time, to avoid forgotten end-devices
from congesting the system with messages. This overlay will
also be used in cases end-devices are delegated and/or rented
out to another actor.
A1
B1
C1
D1 D2
C2
B2
B3
A2
A3
SUB A1
Pub/Sub
ED Management
App Data
Contracts
Manager
Key
Storage
Device 
Manager
Figure 5: End-device administration overlay
LoRa physical
layer
LoRaWAN
MAC
Ethernet/RF
layer
Local peers
management
Local peers
organisation
Global routing Distributedroute building
Pub/Sub management
Application End-devicesadministration = Data foo
= Control foo
Figure 6: Stack of the functional blocks embodying
FLIP grouped by colour. Non-coloured blocks illus-
trate the layers present in LoRaWAN.
4.2.6 End-device Management Overlay. This overlay is
concerned with all of the operations relating to managing
end-devices. This overlay is in charge of managing the con-
tracts on an end-device, creating and passing the information
needed to generate a Subscribe request, handling the gener-
ation or the temporary delegation of keys, answering join
requests, and finally, exchanging data between an end-device
and its associated application. This overlay is the point of
contact between FLIP and the application layer.
5 IMPLEMENTATION
The architecture being entirely implemented at the gateway
level, to participate in this free federation means deploying
this firmware to interested LoRaWAN gateways. The design
of FLIP follows layered principles, with each level of the
stack reflecting a layers of the overall architecture depicted
in Section 4.
5.1 Local cluster operations
This element (red in Figure 6) is responsible for the creation
and maintenance of the self-organising overlays in each lo-
cal cluster. Each of the tasks undertaken by this element are
designed to take place in a fully distributed environment to
meet scalability needs. The first task is to maintain overlay
organisation using the quality of radio reception between
each node and the deployed end-devices. Each node will pe-
riodically run a k-Nearest-Neighbours (k-NN) classification,
where similarity is calculated on each unique end-device in
range, and their received signal strength indicator (RSSI).
Each node will exchange their partial view with other nodes,
computing their profile similarity and keeping the k nodes
with the highest similarity. To avoid local maximum issues,
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Algorithm 1 Pseudo code for HandlingConsensus
1: function HandlingConsensus
2: handler ← {Idsel f ;occupation}
3: neiдhbours ←Neighbours(viewknn , viewrps )
4: recipients ⊂ neiдhbours
5: for all Idneiдhbour ∈ recipients do
6: Answer ←Send(handler )
7: Answers = Answers ∪ {Answer }
8: end for
9: while handlerlocal , handler do
10: handler ← handlerlocal
11: handlerlocal ←LocalDissemination(handler )
12: end while
13: end function
Pd ←onReceive(joinRequest(devEUI))
14: procedure PublishMatching(Pd , Idsource ):
15: if PresentInDB = True then
16: Idsel f ←GetgwId(self)
17: for all Idneiдhbour ∈ {viewknn ;viewrps } do
18: InitConsensus(Pd , neiдhbour )
19: end for
20: Idhandler ←HandlingConsensus( )
21: if Idsel f = Idhandler then
22: SendToLeader(Idsel f , Pd , Sd , Idsource )
23: end if
24: end if
25: end procedure
Algorithm 2 Pseudo code for LocalDissemination
1: ▷ Sd : Subscribe request for end-device d
2: ▷ Idsource : Gateway Id of the emitter
3: function LocalDissemination(Sd , Idsource )
4: cold ← false
5: repeat
6: Answers := {∅}
7: neiдhbours ←Neighbours(viewknn , viewrps )
8: recipients ⊂ neiдhbours
9: for all Idneiдhbour ∈ recipients do
10: Answer ←Send(Sd ,Idneiдhbour )
11: Answers = Answers ∪ {Answer }
12: end for
13: cold ←TerminationConditionMet(Answers)
14: until cold =true
15: end function
we add a Random Peer Sampling (RPS) service [18], whose
task is to provide random lists of nodes presents in the local
cluster to the kNN classification service. These two services
are run periodically without any interruption as soon as
a gateway is connected to the underlying communication
graph. This forms the fundamental building block of the local
organisation of nodes, while also bringing an ever changing
pool of nodes into contact with the upper layers of the stack.
The second task for each node is to participate in the load-
balancing of the network. Upon receiving a join request, a
node will check if the end-device has been marked as part of
an ongoing deployment through a Subscribe request. If this
is the case, the concerned gateway will then take part in a
distributed consensus process involving the nodes present
in its kNN view. As depicted in the Algorithm 1, the gateway
nodes will decide which among them is best suited to handle
the end-device, based on the RSSI of the joining end-device,
their current contention and their channel occupation. This
process reduces contention through free roaming and local
consensus, by electing the most suitable gateway to handle a
given end-device for the common good within a geographic
area. When a node is elected handler, it has the possibility
to take in account the channel occupation of its neighbours,
and spread the spectrum occupation as much as possible, by
relying on Shannon entropy measure depicted below:
H (X ) = −
n∑
i=1
P(xi ) logb P(xi )
The third and final task of each node is to participate
periodically in a pseudo-leader election, to identify the set
of nodes that should relay locally generated traffic towards
external local clusters, and to locally disseminate messages
received from external clusters.
5.2 Inter-cluster communication
This layer (green in Figure 6) is responsible for communica-
tion processes between a set of different local clusters, and
it is solely the role of the elected leader, as described in the
previous subsection. It is responsible for the routing and
processing of information transiting between local clusters,
as well as exchanging information with the upper layers in
order to influence and trigger the various heuristics that are
used to create paths and trees between the clusters.
The routing task covers three cases: First, when informa-
tion is to be sent to an external cluster by a local node, the
leader amends the message with the local cluster identifier,
and sends it on the shortest path matching its destination,
along with that path itself. The identifier of the local sender
node is kept in memory for further direct addressing. Second,
when information is received from an external cluster that
is destined for the local cluster, the leader is in charge of
its dissemination. Third, when data is routed to the leader
that is not destined for its cluster, then it is forwarded to the
leader of the next cluster on that route.
The heuristics that are in charge of creating the trees and
the path leading from one cluster to another are distributed
and rely only on the knowledge of the connectivity of the
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local cluster they belong to. When a Subscribe request must
be propagated to external clusters, the leader in charge must
trigger the construction of a breadth-first spanning tree to
propagate the request. When a Publish announcement must
be sent to a particular node in a particular cluster, the leader
is in charge of triggering the construction of a shortest path
to establish an efficient communication channel between the
two concerned distant nodes [11]. This reactive approach
to routing is the result of the unplanned nature of the de-
ployment and its changes over time. At any time, any device
can appear in any local cluster, and disappear freely without
any coordinated plan, influencing the required routes and
the amount of information in transit between local clusters.
As there is no need to establish a pre-agreement between
the concerned actors and the deployment is not planned, a
local cluster cannot pre-establish routes. An additional moti-
vation for this approach is the future possibility of adopting
dynamic congestion-based heuristics.
5.3 Deployment management
This element (orange in Figure 6) establishes the remote re-
lationship between an end-device and its owner. To perform
this task, our implementation relies on a distributed Pub-
lish/Subscribemodel.When an owner plans to deploy a given
end-device, it generates a Subscribe request and attaches a
validity timeout to the request along with its identifier. This
request is saved in memory and propagated across the local
cluster and its leader if the node does not already hold a
Publish announcement from the corresponding end-device.
When a node receives a Subscribe request from another lo-
cal node, it checks if this request is already present in its
memory. If yes, it discards it. If not, it disseminates that re-
quest using the kNN and RPS views following Algorithm 2,
then store it in memory. When an end-device is turned on,
it initiates a join procedure as described in the LoRaWAN
specifications [19]. The nodes that receive this radio signal
generate a Publish announcement internally, and first check
if they have a corresponding Subscribe with a DevEUI that
matches that broadcasted by the end-device. If it’s not the
case, the received radio transmission is ignored. Otherwise,
the nodes that receive this message will initiate a local con-
sensus in order to elect one of them to handle the association
with that ED, as depicted in Algorithm 1 and explained in
the previous subsection. If a node is designated by the con-
sensus as the handler of that end-device, it is matched with
the corresponding Subscribe request, initiates the local dis-
semination of it if the Subscribe request was local, or send it
to the remote owner by contacting its local leader. Outside
these reactive actions, each node regularly checks its local
memory, removing expired Publish/Subscribe requests.
5.4 End-device administration
This layer (blue in Figure 6) is responsible for the ownership
and management of end-devices. It is in charge of managing
the AppEUI, AppKey and DevEUi of any end-device that falls
under its responsibility. When the deployment management
layer described above generates a match caused by a Join
request, it generates the session keys and crafts an encrypted
answer, forwards it to the responsible gateway along with
the NetworkSKey, while keeping the ApplicationSKey for
itself. This way, the remote handling gateway manages the
end-device on a network level, while forwarding encrypted
application traffic that has been generated by the end-device
can only be decrypted by nodes with the ApplicationSKey
(i.e.: the owner). This layer also allows the application layer
to exchange end-device delegation contracts between dif-
ferent actors. Under this model, after having established a
contract with a limited duration with a different actor, this
layer will generate a Subscribe request concerning the agreed
end-device and with attach it with the gateway identifier
of the contractually-bound actor. Once the Publish and Sub-
scribematch has been established in the remote gateway, this
layer generates the two pairs of session keys that are needed
for the session and communicates them to the renting actor.
The actor is then able to communicate with the end-device
and decrypt the data. After the end of the join cycle, the
end-device renews its association via a join request, and the
owner being the sole possessor of the AppKey is able to re-
generate a pair of sessions keys and be able to respond to
the end-device. The renting agreement thus expires and the
owner regains full ownership of the end-device. The con-
tractual process, the renting process and the key exchange
between actors are out of scope of this paper. The possibility
to contractually rent an end-device is an example use case of
the architecture, using the same mechanisms as the normal
operation of that end-device.
6 EVALUATION AND PERFORMANCE
To evaluate FLIP, our methodology consists of implementing
the relevant parts of the software stack of our architecture
in a large network of simulated local clusters containing
gateways and end-devices. To achieve complete control over
the modelling of the behaviour of LoRaWAN gateways and
end-devices both on the radio spectrum and on the network
model we opted to create a new simulation tool FLIPsim,
freely available in [10] for reproducibility purposes. This
section introduces the technical characteristics of our evalu-
ation tool FLIPsim and the evaluation scope, then presents
the results obtained during the validation process.
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Figure 7: For a fixed geographic area four static gateways are deployed with a variable number of non-static end-
devices. (a) represents a unique actor (red triangle) owning the four gateways and handling the end-devices. (b)
depicts two distinct actors sharing the same area for their respectively owned end-devices and (c) represents 4
different actors collaborating together through FLIP . Labels on the edges are RSSI deducted from the distance.
6.1 Methodology
FLIP is designed to be implemented on an Ethernet based
network or a meshed radio network. For this evaluation, we
chose to adopt the first case. The communication graph on
which every gateway is connected is the Internet, with the
local clusters modelled on the Autonomous Systems (AS).
FLIPsim covers both local interactions (LoRa radio messages,
and message between gateways), and distant interactions
between local clusters groups for roaming purposes. FLIPsim
is implemented in Python and uses Docker containers to
house each simulated local cluster.
6.1.1 Architecture of FLIPsim. To simulate local clusters,
FLIPsim relies on graph generation to establish a spatial rep-
resentation of deployed infrastructure composed of two dis-
tinct elements, end-devices and gateways (nodes). The end-
devices and gateways are randomly placed in the delimited
space as represented in Figure 7a, respectively represented
by green dots and red triangles. The spatial distance between
a given end-device and the gateways is used to simulate the
measured RSSI levels, inducing a limited radius of connec-
tivity. To start the KNN and RPS processes, each gateway is
seeded with a random subset of the others and the simulated
devices in range. We consider that each gateway has the
ability to reach any other gateway in its local cluster, as long
as it has knowledge of it, and traffic is considered free inside
a local cluster, on the same model as inside an Autonomous
System. All these elements and the related connectivity are
grouped into autonomous clusters inside docker contain-
ers, one for each local cluster. The clusters are connected
via a random graph and each cluster is directly aware of its
neighbours on the global communication graph.
6.1.2 Elements of FLIPsim. FLIPsim is comprised of only
two elements, simulated end-devices and gateways.
In each Docker container a series of end-device threads
delimited by a maximum value passed as argument in FLIP-
sim are created, all implementing the same behaviour. These
objects will after a random delay send a LoRaWAN Join Re-
quest to any gateway in range, and once associated, will
periodically broadcast their payload in a LoRa format to any
receiving gateway in range. To do so, their spatial distance
in the graph is bounded by limits emulating the maximal
reception distance of real objects, and transmitted in the
graph by edges weighted of the according RSSI levels. Each
end-device will periodically rejoin the network, emulating
the advocated behaviour of regenerating the association be-
tween an end-device and the gateway. An end-device can be
attached to a certain owner, or it can be associated with any
gateway as a full member of a FLIP deployment.
Gateways are simulated by independent processes inside
each container, and their maximum number is passed as an
argument. Each process embodies the same simulation code,
made of the core layers of FLIP . For each process a set of ports
are reserved allowing them to exchange messages as entities.
One subset of these corresponds to LoRa channels, and is only
used to exchange messages with the simulated end-devices,
according to the channel onwhich they have been positioned.
The second is dedicated to the communications between
gateways, be it local or inter-cluster. To do so, FLIPsim relies
on a set of REST APIs corresponding to the different types
of messages exchanged between nodes in our architecture.
In each local cluster, one gateway takes on the role of the
leader and its associated tasks. To do so it binds itself to a
reserved port in each container specific to the leader role,
associated with a leader API. This construction allows the
gateways to communicate between themselves on dedicated
ports internally, and on dedicated external ports between
leader gateways. Each gateway also transmits the exchanged
messages to a logging server available in each container.
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Figure 8: For a varying number of end-devices and spatial positioning, we measure the dispersion and the mean
of contention parameters for the three scenarios.
6.1.3 Simulation of Local Interactions. FLIPsim simulates
LoRa-based messages, which include join requests and reg-
ular messages from EDs. The simulation attaches spatial
coordinates to each entity, and uses those to calculate who
can hear the broadcasts of whom. The simulation includes a
representation of the available communication channels (8
as seen in European GWs) implemented using network sock-
ets. The simulation also includes a simulation of message
collisions. In LoRa, collisions result in one of three outcomes:
loss of both messages, reception of one message and loss of
the other, or reception of both. In this simulation we only
consider the worst outcome: loss of both messages. To sim-
ulate collisions, each gateway listens to its 8 channels, and
upon reception of a message, starts a time counter based on
its time-on-air. If another message arrives on the channel
while the counter is running, a collision is deemed to have
occurred. The message with the longest remaining time-on-
air is kept (to keep blocking the channel, but is marked to
be discarded upon ‘reception’), and the other discarded.
Gateways pass messages between each other to properly
function as peers in the network using a REST API to per-
form the local tasks necessary to the self-organization of
the cluster. These include performing the local consensus
task between each gateway concerned by a Join request, the
Random Peer Sampling service and of course the k-NN clas-
sification. The Pub/Sub system also relies on this socket to
perform local dissemination between local nodes.
6.1.4 Inter-cluster Interactions. To be representative of
real world conditions, each local cluster is attached to a node
in a communication graph that loosely mirrors the shape
of the Autonomous Systems graph (AS) of the Internet. The
graph is randomly generated and follows a nested structure,
where a first graph is generated and each of its nodes is then
incorporated to another sub-level graph. Each node of the
obtained two-levels graph gives then birth to a local cluster
bind to this underlying general graph. This binding is done
via the elected leader in each cluster. Each leader is informed
of its direct neighbours in the simulated AS graph. When
a gateway needs to communicate with a gateway outside
of its neighbourhood, its messages need to travel through
this underlying layer. To do so, this gateway will contact
its respective leader through a set of dedicated APIs and
will inform him of the desired task to achieve. The tasks
performed by this part of the simulation are the exact ones
described in the FLIP architecture with the same heuristics.
6.1.5 Perimeter of evaluation. FLIPsim embodies the en-
tire functionalities of FLIP, local and remote ones. As this
paper focuses on its capacities as a free federated distributed
solution for contention problems and free roaming on a space
shared between different actors, evaluation of inter-cluster
activities are out of scope of this work. We prioritize the
evaluation on local cluster activities on top of them due to
lack of space. The functionality of inter-cluster activities of
FLIP are nonetheless fully available, integrated and validated
inside FLIPsim, and we encourages readers to try them [10].
6.2 Evaluation
The simulation aims to confront our architecture to realistic
scenarios, establish its reaction to contention, and thus the
scalability of FLIP . To that end, experiments were conducted
where FLIP was pitted against analogues of current LoRa
operations via our simulation tool FLIPsim. These analogues
depicted in Figure 7a and 7b consist of (i) an optimal case con-
sidered as our baseline, with all gateways in a local cluster
belonging to a same actor, with each gateway able to answer
join requests of any end-device and route regular messages
from these end-devices once they are joined, and (ii) a case
with two actors owning half of the gateways in the simulated
area, and claiming half of the local end-devices each. In these
experiments, the spatial configuration is a constant square
designated as a grid. The number of gateways is fixed at 4
and each gateway holds a static position on the grid through
every run of experiment. The positioning of end-devices is
randomly generated along with their duty-cycle and their
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payload size, and their number is variable in our evaluation
to increase the radio traffic in the infrastructure. Each con-
figuration is evaluated in a set of experimental runs lasting 5
hours each, and each run is repeated 3 times to avoid artefacts
due to random positioning of end-devices. Each configura-
tion file, for results presented here are made available on the
website of FLIPsim for reproducibility purposes [10].
6.2.1 Contention. In our infrastructure, contention can
be defined as the ability for an end-device to join the network,
and the efficiency of the gateway to place that end-device
on a channel and a spreading factor minimizing the impact
of occurring collisions. For each of our three scenarios, we
measure this parameters while varying the number of end-
devices from 100 to 1000. The results are presented in Figure 8.
At first we observe the ratio between the end-devices trying
to join the network and the ones who succeeds in Figure 8a.
Our baseline depicting the best case scenario maintains an
optimal ratio close to 100% through the evolution of the num-
ber of end-devices, as any end-device can join any gateway.
When the spatial area is shared between two non-cooperative
actors, the ratio falls drastically, as some end-devices will be
only in range of gateways not being part of their infrastruc-
ture. The strong dispersion observed here as opposed to the
baseline and FLIP highlights the high dependence to spatial
positioning in that particular scenario. In FLIP, this depen-
dence is highly lessened due to the collaboration between
the different actors and the roaming capacities, allowing
to obtain very competitive results with our best-case sce-
nario with a very low dispersion. In Figure8b, we observe
the collisions created by two distinct end-devices sending
two messages on the same channel in the same lapse of time,
thus superposing themselves in the reception channel of one
or more gateways, resulting in the drop of both messages. As
the number of end-devices growth also the amount of pack-
ets emitted. This creates more and more collisions until the
probability of these collisions occurring on join requests past
a certain point, where the overall number of packets emitted
starts decreasing, generating less collisions and favouring
the end-devices with a lower time-on-air per message at the
expense of end-devices with a more costly channel occupa-
tion. The better performances of the baseline opposed to
FLIP are in our opinion due to the mechanism of immediate
association with the closest gateway for any join request, as
opposed to the delay induced by distributed consensus in
FLIP, causing join requests to be re-emitted, and the altruist
channel occupation approach able to associate an end-device
with gateway further geographically for a lesser channel
occupation, thus colliding with longer time-on-air messages.
For the non-cooperative approach, we observe that the num-
ber of collisions is inferior and shifted towards the number
of end-devices and it’s mainly due to its inability to insure
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Figure 9: The comparison of performances between
using FLIP in altruist or in selfish mode.
a high join success ratio. This observation is corroborated
by the large dispersion, mirror of the dispersion of the join
ratio. The last part of the contention of evaluation presents
in Figure 8c the number of messages successfully received
by the handling gateway and delivered to the owner of the
end-device. We observe a general increase for all scenarios as
the number of deployed end-device growth. We then pass the
tipping point observed earlier and the number of delivered
messages decrease as the number of end-devices continue
to grow. This marks the beginning of the saturation of gate-
ways channels, where end-devices density is too high, the
number of end-devices unable to join the network increase
and the number of sent packets decrease. The relative better
performance of our solution can be explained by the altruist
approach in joining the end-devices. By taking care of not
only itself via the RSSI of joining end-devices but also of its
neighbours via the maximisation of the entropy, our architec-
ture delays this tipping point by excluding first end-devices
that are damageable to the itself and to the associated gate-
way. The vast improvements compared to the scenario with
non-cooperative actors and the proximity with the results
of the best case scenario validates the cooperative approach
of FLIP.
6.2.2 Altruist Approach. We conclude this evaluation sec-
tion by mentioning the effect of disabling the altruist be-
haviour in FLIP . As explained in Section 5, our solution can
act as most of the existing architecture, and when a gateway
will be designated to handle a particular joining end-device,
the channel positioning will be done solely in function of
its own channel occupation. Or we can use the already ex-
changed information in our similarity measure to assemble
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the channel occupation of our neighbours and place the join-
ing end-device in one of our less used channel while taking
in account the one of our neighbours and trying to maximise
the entropy of our overall channel occupation. The difference
are depicted in Figure 9 and shows a clear global benefit by
taking care of its neighbouring gateways. To peak collisions
level superior of 1600 for the altruist approach, it performs
better in terms of message delivered, messages sent during a
run and join ratio. This advocates in favour of an open fully
cooperative approach as promoted by FLIP .
7 RELATEDWORK
In this section, we review prior work that relates to the core
architectural elements used in our architecture. The design
of FLIP is founded upon the principles of self-organising
overlays and especially unstructured ones [21]. This class of
overlay networks has the advantages of simplicity, robust-
ness to node failure and resilience to churn, all of which are
a good fit with the characteristics of our application. How-
ever, this class of overlay networks has a major downside;
as resource discovery messages must be flooded across the
network graph and, as seen in early work such as Gnutella
0.4 [25], resource discovery traffic cannot scale to support
large networks. In order to avoid this problem, FLIP imple-
ments a classification approach, wherein peers maintain only
a partial view of the graph based on on the k-Nearest Neigh-
bours approach and served via gossip protocol incorporating
a random peer sampling service [18]. This architecture has
been shown to be efficient in a wide range of applications
such as [5, 6, 13].
FLIP also draws inspiration from the contemporary In-
ternet, modelling a collection of co-located gateway nodes
as an Autonomous System (AS). To allow the local clusters
to communicate efficiently, we rely on a Publish/Subscribe
paradigm to maintain the link between a producer and a
consumer. As argued by Teranishi et al [26, 27], this para-
digm fits with the nature of relations between actors and the
behaviour of IoT devices [4]. The general properties and in
particular the scalability of publish-subscribe services has
been thoroughly studied over the years [12]. The most com-
mon method of maintaining a link between a publisher and a
subscriber is through a set of brokers that are responsible for
matching the data produced by publishers to the interests of
subscribers. Here a broker maps to the set of elected leader
gateways in each local cluster. This entity is closely analo-
gous to a border router in the case of a traditional Internet
AS.
Prior approaches to improving the scalability of LoRa have
focussed on either planned network provisioning; wherein
large-scale LoRa operators increase the density of gateways
in order to increase the aggregate upstream capacity of the
network. At the software level, the Adaptive Data Rate (ADR)
scheme of LoRa aims to optimise end-device behaviour by
tuning the Spreading Factor (SF), transmission power and
channel selection of each device. Both of these approaches
can help LoRa scale by reducing contention for resources
within the same network, however, they do nothing to pre-
vent contention for the wireless spectrum that occurs across
uncoordinated networks. We therefore consider these ap-
proaches extremely complementary to FLIP .
8 FUTUREWORK
We review here what we see as primordial to increase the
efficiency of FLIP in the future. On a security side, as the
reach of malicious gateways is still limited in our architec-
ture, some behaviours like leader hijacking, false occupation
rate or ownership impersonation could be damageable to the
network. Addressing these problems by limiting the impact
of such behaviours would be a must do for a mass adoption of
FLIP . On a more global scale, implementing heuristics more
suited to this configuration for distributed route building
between local clusters seems a plus. And to conclude this
part, we want to emphasis that the promotion of open feder-
ated systems for any actor of any size, where each one can
securely deploy or rent already deployed low-power devices
seems the natural evolution of the actual situation, and FLIP
wants to play a role in it.
9 CONCLUSION
In this paper we presented FLIP , a gateway protocol for a
distributed free federation in the IoT based on the LoRaWAN
MAC layer, openly accessible [10]. We demonstrated that
our architecture is particularly adapted to situations where
various actors share the same geographical area or want to
temporary delegates to each other the use of one or more
already deployed end-devices. By enabling cooperative han-
dling of end-devices while removing any central point, we
are able to propose a system where roaming is free by default
between actors, with performances comparable to the best
case scenario, fully backwards compatible with already de-
ployed end-devices without compromising on the integrity
and privacy of each actor. We believe that systems offering
an open and free federation for any size of IoT actors, with an
affordable entry cost while allowing them to freely delegates
the use of their deployed sensors is the right direction to
empower users on the data they produces, and FLIP is one
way to deliver this.
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