The vapors in equilibrium with condensates of DyI 3 , DyI 3 /InI, TmI 3 , and TmI 3 /TlI were observed over the temperature range from 900 K to 1400 K using x-ray induced fluorescence. The total densities of each element (Dy, Tm, In, Tl, and I) in the vapor, summed over all atomic and molecular species, were determined. Dramatic enhancements in the total vapor densities of Dy and Tm were observed in the vapors over DyI 3 /InI and TmI 3 /TlI as compared to the vapors over pure DyI 3 and pure TmI 3 , respectively. An enhancement factor exceeding 10 was observed for Dy at T ≈ 1020 K, decreasing to 0 at T ≈ 1250 K. An enhancement factor exceeding 20 was observed for Tm at T ≈ 1040 K, decreasing to 0 at T ≈ 1300 K. Such enhancements are expected from the formation of the vapor-phase hetero-complexes DyInI 4 and TmTlI 4 . Numerical simulations of the thermochemical equilibrium suggest the importance of additional complexes in liquid phases. A description of the measurement technique is given. Improvements in the absolute calibration lead to an approximately 40% correction to previously reported preliminary results [J. J. Curry et al., Chem.
I. INTRODUCTION
Metal-halide high-intensity discharge (MH-HID) lamps achieve high luminous efficacy and excellent color-rendering by utilizing the rich visible emission that can be obtained from the atoms and singly charged ions of a number of metals, including several lanthanide metals. 1 Such metals, which generally have very low vapor pressures, are introduced into lamps in the form of metal-halide salts, primarily metal-iodides. The heat of the lamp discharge is sufficient to raise the coldest regions of the discharge vessel, where salt condensates eventually accumulate, to over 1000 K. These cold-spot temperatures produce metal-halide vapor pressures in the range of 1 Pa-10 4 Pa. In hotter regions of the discharge vessel, the metalhalide molecules dissociate to varying degrees; in the core of the discharge, where temperatures routinely reach and may exceed 5000 K, molecules are completely dissociated into their constituent atoms. Core temperatures are high enough to cause significant excitation and ionization of the metal atoms. The metals used in HID lamps are chosen because of the low temperatures at which they are excited and ionized, and the copious visible radiation they subsequently emit.
The densities of radiating atoms in the core of a MH-HID lamp depend on many interacting phenomena, including non-equilibrium fluid transport. Although the core densities may not be in equilibrium with the relatively distant solid or a) Electronic mail: jjcurry@nist.gov liquid salt condensate, they are dependent on those condensates and their equilibrium vapor pressures, which are generally obtained in the volume immediately surrounding the condensate. Equilibrium vapor pressures for the salts of interest have rarely been measured for the relevant temperature range from 900 K to 1400 K. (Experimental difficulties posed by the relatively high pressures and temperatures are contributing factors to this situation.) Equilibrium vapor pressures are needed for numerical predictions of lamp performance based on detailed physical principals. Values for these parameters are currently obtained from ab initio calculations and from extrapolations of measurements made at lower temperatures. Lighting industry scientists would like to have at least some measurements to either correct or validate such values.
Vapor pressures are desired not only for pure salts such as DyI 3 , TmI 3 , HoI 3 , ScI 3 , etc., but also for mixtures of these salts with higher vapor pressure salts such as InI, TlI, CsI, etc. The latter are capable of significantly enhancing the presence of the former metals (Dy, Tm, Ho, Sc, etc.) in the vapor through hetero-complexing between the salt molecules. 2, 3 For example, in a mixture of the salt SnI 2 and the much less volatile NaI, the vapor-phase reaction NaI + SnI 2 → NaSnI 3 ( 1) can lead to a substantial increase in the total density of Na in the vapor in the form of the complex NaSnI 3 . 4 In such a case, SnI 2 is said to be a complexing agent that produces a volatility enhancement of NaI. 5, 6 Similarly, volatility enhancements for lanthanides are expected in mixtures of lanthanide-iodides with volatile salts such as InI, TlI, CsI, and GaI 3 .
We present measurements of the vapors in equilibrium with the salts DyI 3 and TmI 3 , and salt mixtures DyI 3 /InI and TmI 3 /TlI, in the temperature range from 900 K to 1400 K. These measurements are significant, not only for the data obtained, but also because they were obtained using x-ray induced fluorescence (XRIF), a technique that has not previously been applied to this purpose. Some preliminary results from this effort have already been published, 7, 8 but here we give additional results and make comparisons with calculated thermochemical equilibria. We also provide an improved absolute calibration that resolves previously reported discrepancies.
II. METHOD
We chose XRIF to study metal-halide vapors at high temperatures for several reasons. Among these are (1) compatibility with a closed system, (2) compatibility with the high vapor pressures relevant to MH-HID lamps, and (3) ability to obtain absolute measurements. A detailed description of the general technique is given in Ref. 9 .
Working with high-energy photons generally facilitates all three of the preceding criteria. Photons with energy >20 keV will penetrate a few mm of polycrystalline alumina (PCA) or fused silica with acceptable attenuation. These materials were used to construct our vapor cells because of their long history of use in commercial lamps where similar conditions are obtained. Cross sections for photon-matter interactions are much smaller for photons with energies >20 keV than for optical photons, making it possible to measure vapors too dense for optical techniques. Finally, correlating x-ray intensities with particle densities is generally easier than with optical intensities.
In our measurements, we used monochromatic highenergy photons (61 keV or 86 keV) to produce K-shell (principal quantum number n = 1) ionization of the atoms constituting the molecules in the vapor. Such core ionization produces a highly excited ion with an empty core orbital. This excitation decays by an Auger process or emission of a photon. The fluorescence yield, or probability of stabilization by photon emission, is relatively large for K-shell ionization, being >50% for atoms heavier than Zn. Stabilization and fluorescence emission is the result of an electron from an outer shell n > 1 losing energy and filling the empty core orbital. The transition between bound orbitals gives the fluorescence a well-defined energy and the relatively simple spectral pattern created by different initial orbitals is sufficient to identify the atomic number of the emitter.
The intensity of K-shell fluorescence is dominated by K α1 and K α2 emission, which arise from initial orbitals in the L-shell (n = 2). These photons are only slightly lower in energy than the binding energy of the K-shell electrons. Decay of electrons from higher shells (n > 2) gives rise to less intense K β , K γ , K η , etc., lines whose energies asymptotically approach the ionization energy.
In the case of a uniform, x-ray transparent vapor of atoms excited by a beam of monochromatic x rays, we postulate that the number of photons emitted per unit time per unit volume in K-shell fluorescence is
where i is the incident photon flux, A b is the beam crosssectional area, σ K (E i ) is the K-shell photo-absorption cross section at the energy of the incident photons E i , Y K is the Kshell fluorescence yield, and n is the volume density of atoms. Equation (2) demonstrates the linear relationship between fluorescence intensity and both the total density of atoms and the incident beam intensity. The atomic parameters σ and Y are generally known to better than 10%, except in the easily avoided situation where the incident photon energy is close to the K-shell ionization energy. The energy dependence of σ on E i is relatively weak compared to that for optical resonances and thus, there are typically no difficulties with stabilizing and determining the incident photon energy.
X-ray fluorescence energies are a function of atomic number Z. The intensity of a particular K-shell fluorescence line can be written as
where Kη (η = α1, α2, β1, . . . ) signifies a particular K-shell line and B Kη is the probability of emission of a Kη photon relative to the sum of all K-shell lines. The Z in the subscript to the density n signifies that the emitted intensity is proportional to the total density of atoms of atomic number Z regardless of chemical state, i.e.,
is the sum over all i atomic and molecular species M, where the stoichiometric coefficient c Zi is the number of atoms of atomic number Z in molecule M i . There is a small energy dependence of the emitted fluorescence on chemical state, the so-called chemical shift. This energy (chemical bond energy) is typically on the order of a few eV or less and is not resolved in our measurements.
We define a vapor pressure corresponding to the measured total density of element Z as
where k is Boltzmann's constant and T is the measured temperature of the vapor. This pressure should not be confused with an actual total or partial pressure since c Zi is, in general, greater than 1. Thus, the validity of the Ideal Gas Law as a virial equation under our experimental conditions is an unrelated question. The primary virtue of this definition is that it corresponds directly to the measured value n Z and, just as importantly for lighting applications, it is a measure of the total quantity of a given element in the vapor.
The dominant uncertainties in the model embodied by Eqs. (2) and (3) are the accuracies with which the atomic parameters are known. These are discussed further in Sec. VI.
The effect of inaccuracies in the parameters is minimized by relying on ratios of these parameters, as discussed in Sec. III.
III. EXPERIMENT
Our measurements were conducted at the Advanced Photon Source, Argonne National Laboratory on the Sector 1 Insertion Device Beam Line. Figure 1 gives a schematic layout of the experiment. A highly collimated, monochromatic x-ray beam, produced by the Sector 1 double crystal monochromator, 11 is shown entering from the right, transiting the vapor cell, and exiting the experiment to the left. X-ray fluorescence induced in the vapor was observed perpendicular to the incident beam by a solid-state germanium detector, shown at the bottom of the figure. A set of adjustable crossed slits trimmed the beam size to 500 μm × 500 μm. Following the slits, a nitrogen-filled ionization chamber continuously monitored the flux incident on the vapor cell. A second ionization chamber after the cell monitored the transmitted flux.
The energy spread of the beam photons is sufficiently small that the photo-electric cross section σ K Z (E i ) appearing in Eq. (3) is single-valued and no integration over energy is required. The angular divergence of the beam, though different in the horizontal and vertical planes, is <20 μrad in both cases. The flux in the trimmed beam was on the order of 10 12 s −1 , but measurement of its absolute value is not required.
Each of the salts/salt mixtures to be examined was contained in a permanently sealed vapor cell made of polycrystalline alumina. The cell geometry, Figure 2 , was designed to minimize Compton scattering, as discussed in Ref. 9 . It is cylindrically symmetric about the axis shown, except for the filling capillary at the top of the figure. This capillary was used for evacuating the cell and introducing the desired salt(s) and/or rare gas. A PCA rod was then frit-sealed into the stem as close to the body of the cell as possible.
The vapor cell was placed in a tantalum jacket as shown in Figure 3 in order to minimize the number of scattered photons reaching the detector and to provide a more uniform temperature distribution on the surface of the cell. The jacket was also cylindrically symmetric, except for a hole to accommo- date the capillary, a hole to allow the escape of fluorescence photons, and a pair of holes into which thermocouples were inserted.
The tantalum jacket/vapor cell assembly was inserted into the oven 9 as shown in Figure 4 . The heating element in the oven was driven by a direct current power supply, with a nitrogen purge preventing oxidation of metal components.
The limiting apertures for collection of photons by the detector were the hole in the tantalum jacket (1.23 mm or 1.59 mm, depending on the jacket used) and the X-Y slit assembly in front of the detector (6 mm × 2 mm). The latter was adjusted to optimize the ratio of fluorescence photons to scattered photons reaching the detector. Although fluorescence is induced in the vapor along the length of the beam, the limiting apertures restricted the detector's field-of-view to a length only slightly longer than the diameter of the hole in the jacket.
The number of counts C recorded by the detector in one of the K-shell fluorescence lines η of element Z is
where is the solid angle observed by the detector, V is the volume of the incident beam falling within the field-of-view of the detector, τ is the transmission of x rays of fluorescence energy E Kη through the vapor cell wall, and Q d is the detector efficiency.
The difficulty with using Eq. (6) to determine absolute densities lies with the geometric factor V , which more correctly should be V dV . While all the other terms in Eq. (6) can be calculated with sufficient accuracy, the geometric term is much more difficult and necessitates a calibration. The calibration is achieved by substitution of a standard in place of the vapor cell to be measured. The standard is an identical vapor cell filled only with 380(±40) Pa of Xe. Using Eqs. (3) and (6), the unknown density is determined from the product of a number of ratios
In this manner, a number of potential systematic errors are eliminated. The relative number of counts, the relative beam flux, and the Xe density are measured, while the remaining ratios can be determined from tabulated values.
12-14 Table I gives a summary of the vapor cells and salt chemistries examined, while Table II gives details of the Xefilled cells.
Two typical XRIF spectra in Figure 5 contain fluorescence peaks for all of the elemental components of the corresponding salt(s). K-shell lines are labeled for each element. Some of the lines are blended, as is the case for the Kα1 and Kα2 lines of In and I. These two lines are partially resolved for Dy and Tm, while for Tl they are fully resolved. Number densities are obtained by integrating the counts contained in one or more peaks corresponding to each element.
IV. THERMOCHEMICAL EQUILIBRIUM MODEL
We have also used numerical modeling of the thermochemical equilibrium within each test cell to interpret our measurements, including the importance of various molecular species and the compatibility of existing thermochemical data with our results.
Our model, based on the algorithm of Cruise, 15 utilizes the free energies of formation of all molecular species to compute a self-consistent set of the numbers of each molecule in a closed system. Assumptions are pure solids, ideal liquid solutions, and ideal vapors. For the highest temperatures investigated, the total pressures in our calculations approach, but do not exceed, 10 5 Pa where non-ideal behavior begins to become apparent. Input parameters are temperature, cell volume, salt dose in the cell, and free energies of formation ( f G
• (T)) of all molecular phases to be considered.
We utilized published values for the free energies of formation whenever possible. For consistency, we used the JANAF tables 16 as our primary source. When sought after values could not be found in the JANAF tables, we turned to Barin's compilations, 17 and if necessary to other sources. Where no published values exist, we used the model and data to infer values for the free energies of formation, as described in Sec. V.
V. RESULTS AND DISCUSSION
Vapor pressures corresponding to the total densities of Dy and I in cell 1 (dosed with 10.3 mg of DyI 3 ) are shown in Figure 6 . (These and all other measured pressure values are available in the supplementary material. 18 ) DyI 3 has been shown to have three solid phases (α, β, and γ ). 19 The temperature ranges where these and the liquid phase are stable are indicated by vertical dashed lines in Figure 6 . Statistical uncertainties arising from fluctuations in the spectral data only are shown for a few Dy points. At the lowest values for both species, those uncertainties are ±40%, but decrease rapidly with increasing vapor pressure and are less than ±1% at the highest vapor pressures. The measured vapor pressure values given in Figure 6 are approximately 40% less than those reported earlier. 7, 8 The difference is due to our recent measurement of the Xe pressure in the calibration cell A3, showing the actual pressure to be 380(±40) Pa instead of the target pressure of 670 Pa. To simulate a system identical to the one we observed, we included the species DyI 3 (s,l,v) (s≡solid, l≡liquid, and v≡vapor), as well as the vapor-phase dimer Dy 2 I 6 , which has been observed by multiple investigators. [20] [21] [22] The free energy of formation f G
• for DyI 3 (v) was obtained from Barin, 17 while the logarithm of the equilibrium constant log 10 (K d ) for the reaction,
was obtained from Ohnesorge. 22 The combination of the two allowed us to determine the free energy of formation of the dimer using the relation
We obtained the partial pressure of the dimer p d by expressing both the equilibrium constant K d and our measured values p Dy in terms of the partial pressures of monomer p m and dimer
Here, pressures are expressed in units of standard pressure or 10 5 Pa. The measured vapor pressure p Dy corresponding to the total density of Dy, along with the derived monomer and dimer partial pressures are given in Figure 7 . Also shown, by the solid line, is the expression given by Hansen et al. 23 for the vapor pressure of DyI 3 in equilibrium with the solid condensate. The expression given by Hansen et al. 23 was obtained at lower temperatures where the dimer fraction should be insignificant. In the temperature range from 1100 K to 1200 K, it is a good approximation to the vapor pressure corresponding to the total density of Dy.
Free energies of formation for the β, γ , and liquid phases of DyI 3 were obtained from that of DyI 3 (v) and least-squares fits to the measured data using relationships analogous to Eq. (9). The free energy of formation for the α phase could not be established in this manner because our measurements for Dy did not extend far enough into the temperature range where the α phase is stable. In our calculations, we used the free energy of formation for the β phase to describe the α phase. Analytic expressions for all of the free energies of formation used in the model are given in Table III . The numerical model, using the species and free energies discussed above, closely matches the measurements for Dy as expected and as shown in Figure 8 by the red curves. The agreement is excellent because we used the data to derive free energies of formation from the measured vapor pressure values.
Despite the excellent agreement for Dy, the model does not reproduce the observed vapor pressure corresponding to the total density of I. The measurements indicate an I:Dy ratio greater than the 3:1 ratio of the species used in the model. Part of the discrepancy can be explained by a small amount of contamination in the vapor cell. In fact, weak fluorescence from In is observed in the x-ray spectra. In addition, optical fluorescence from hydrogen is observed when the cell is excited, at room temperature, by a high-frequency electric field. (Lanthanide salts are extremely hygroscopic and minute water contamination is common in metal-halide lamps. Minor quantities of water may also originate from outgassing of the frit used to seal the vapor cells.) Figure 9 shows revised calculations when 900 ng of InI and 150 ng of water are added to the 10. are allowed in addition to the species included in the first calculation. The free energies of formation for all of these additional species are obtained from compilations of thermodynamic data, 16, 17 except that for the complex DyInI 4 (v), which was obtained by combining Ohnesorge's value 22 for the equilibrium constant corresponding to the reaction
with the free energies of formation for DyI 3 (v) and InI(v) in the same manner as we obtained the free energy of formation for Dy 2 I 6 (v). All of these free energies of formation are given in Table III . Water in the cell leads to the reaction
with HI providing extra iodine in the vapor. The amount of Dy in the vapor is not affected significantly by this reaction, or by the small amount of InI present as a contaminate. InI reacts with free I to form InI 3 at low temperatures, another source of I in the vapor. The reactions discussed above do not entirely explain the magnitude of the I measurements. It is tempting to attribute the discrepancy to a systematic experimental error since a factor of 1.6 would bring the two into a better global agreement. However, data for all elements are acquired simultaneously with the same detector, so the relative scaling is robust. Furthermore, the details of the I curve would not be matched by a simple scaling. In particular, the I density above the melting point of DyI 3 is growing at a smaller rate than the corresponding curve for the calculations, which reflect the 3:1 stoichiometric ratio of DyI 3 . The measurements give an I:Dy ratio that varies from 5.7 down to 4.2 and suggests the presence of another I-containing species with a different stoichiometric ratio to Dy. Visual examination of the vapor cells after the measurements do not show evidence of reactions involving the cell wall. Figure 10 shows measurements from cells 3 and 4, the two cells nominally containing the same mixture of DyI 3 and InI. The discrepancy between these two cells reported earlier 8 has been resolved by our discovery that cell 3 measurements were made with an alternative tantalum jacket whose fluorescence hole diameter measured 1.59 mm instead of the 1.23 mm of the jacket used for all the other cells. The close agreement now seen in the measurements from these two cells indicates, not only a close match in the doses of the two cells, but also the reproducibility of the measurement method.
The vapor pressure corresponding to the total density of Dy measured in cell 1 is also shown in Figure 10 for comparison. The strong enhancement of the vapor pressure corresponding to the total density of Dy seen in the cells containing InI indicate the formation of one or more Dy-In complexes. As discussed earlier, Ohnesorge 22 observed DyInI 4 (v) in the mixed salt system and determined the equilibrium constant for its formation from DyI 3 (v) and InI(v). We simulated a mixed salt system containing 11.8 mg of DyI 3 The results are shown by the red curves in Figure 10 , and there are major differences with the observations.
The primary difference between our calculations and measurements is the much larger pressures corresponding to In and I given by the model. In the model, the quantity of In and I in the vapor at lower temperatures is dictated by the equilibrium vapor pressure of pure InI because DyI 3 remains solid and there is no mechanism in the model for interactions between the two salts. The relatively small dose of InI evaporates completely at a temperature just above 900 K, leaving behind a pure DyI 3 solid condensate. Complete evaporation is the origin of the discontinuity in the slope of the vapor pressure curves. The measured vapor pressure corresponding to the total density of In, on the other hand, is well below the equilibrium vapor pressure for pure InI. Without melting of DyI 3 , and assuming no impurities, this requires an interaction between the two salts in the condensed phase. Formation of a hetero-complex, DyInI 4 (l), for example, would reduce the total quantity of In in the vapor by suppressing the evaporation of InI (by dilution 24 ) if the complex has a lower vapor pressure than InI. The suppression of evaporation has the additional effect that an InI melt persists to higher temperatures. The measurements indicate that an InI melt remains to temperatures high enough that DyI 3 begins to melt, further diluting InI(l). Apparently, as more DyI 3 melts, InI rapidly becomes a minor component of the melt, even while it remains a major component of the vapor. The effect of dilution with increasing temperature overwhelms the usual increase in vapor pressure. This is the origin of the strong decrease in In content (and to a smaller extent in I) with increasing temperature, which practically terminates when all of the DyI 3 melts at the normal melting temperature of the pure salt (around 1260 K).
In fact, simulations including the liquid-phase complex DyIn 2 I 5 (l), instead of DyInI 4 (l), are better able to reproduce our observations of the DyI 3 /InI system. The free energy of formation for DyIn 2 I 5 (l) that gives the closest match to the measurements is given in Table III . We also improved the match by using a larger dose of InI: 0.9 mg instead of 0.71 mg. The results are shown in Figure 11 .
The addition of the liquid phase complex explains the behavior of In quite well, but its addition increases disagreement with the measured vapor pressure corresponding to Dy by further lowering the simulated value of that pressure. One or more additional vapor phase complexes could resolve this discrepancy. DyInI 4 (v) is capable of resolving the disagreement if its free energy of formation is optimized to fit our measurements rather than derived from the free energies of formation of DyI 3 (v) and InI(v), 17 and the equilibrium constant for the complex formation given by Ohnesorge, 22 as we did earlier. Figure 12 shows both the optimized and derived free energies of formation, with the latter being shown only for the temperature range for which Ohnesorge 22 had data. The two functions cross in this region, although the slopes and curvatures are distinctly different. Both the optimized and derived values are given in Table III . Figure 13 compares simulations with measurements when the optimized free energy of formation is used for DyInI 4 (v). There is now good agreement everywhere, and excellent agreement in many places. To summarize, the steps taken to achieve this agreement were (1) the enhancement of the Dy content in the vapor disappears at or near the melting point of DyI 3 (s), regardless of which free energy of formation is used for DyInI 4 (v). The free energies of formation used in the thermochemical calculations and given in Table III cannot be considered measured values. The specified species and free energy values are mathematically possible and mathematically simple solutions to the problem of matching calculations to observed measurements. They are undoubtedly not unique, and may not even be physically realistic solutions, at least as far as the temperature dependence of the free energies are concerned. There are still lingering discrepancies, although modest, especially with I, as already noted. Furthermore, most of the free energy of formation values proposed here are dependent on other published free energy values or equilibrium constants whose uncertainties have generally not been adequately tested. The values in Table III are instead given so that the modeling results can be reproduced if desired. The conclusions that can and should be drawn from this exercise are (1) one or more liquid complexes are likely a major factor in determining the vapor phase content, and (2) the enhancement of Dy in the vapor is stronger than that predicted by Ohnesorge's value for the equilibrium constant of the formation of DyInI 4 (v).
Our analysis of the TmI 3 and TmI 3 /TlI systems proceeded in the same manner as just described for the DyI 3 and DyI 3 /InI systems. Measurements of the TmI 3 system are shown in Figure 14 , along with the expression given by Hansen et al. 23 for the equilibrium vapor pressure of TmI 3 (v) based on measurements made at 1110 K and below. Also shown, are calculations for 8.9 mg of TmI 3 and 4.9 μg of H 2 O, allowing the species TmI 3 (s,l,v), Tm 2 I 6 (v), I 2 (s,l,v),
, and Tm 2 O 3 (s). Free energies of formation for species not given in Table III are given in Table IV , along with their sources. We included H 2 O in these calculations to account for the high pressure of I at temperatures below 1100 K. Our measure- ments for the vapor pressure corresponding to the total density of Tm are slightly less than the expression given by Hansen et al. for the TmI 3 vapor pressure in the temperature range from 1100 K to 1200 K. The free energy of formation for the Tm dimer derived from Dettingmeijer and Dielis 25 results in the partial pressure of Tm 2 I 6 (v) being larger than the partial pressure of the monomer TmI 3 (v) for T > 1050 K up to the maximum temperature investigated. This contrasts with DyI 3 where the dimer partial pressure was shown to be always much less than that of the monomer (see Figure 7) . As a consequence, the free energies of formation for both TmI 3 (s) and TmI 3 (l), which we derived from our measurements and the partial pressure of the monomer, are greatly affected. (This is true to a lesser extent for the other free energies of formation derived from our measurements.) Karwath, Kobertz, and Hilpert, 26 also made measurements of the monomer and dimer partial pressures over a TmI 3 condensate, but with roughly a factor of two lower dimer fraction. If we had derived f G
• (dimer) on the latter data, our values for the free energies of formation for TmI 3 Figure 15 . The simulations used 6.0 mg of TmI 3 , 760 μg of TlI, and 4.2 μg of H 2 O. In addition to those species allowed in the simulation of the pure TmI 3 system, this simulation included TlI(s,l,v), Tl 2 I 2 (v), TmTlI 4 (l,v), and TmTl 2 I 5 (l). Barin's free energies of formation for TlI are not compatible with the vapor pressure for TlI over the solid and liquid phases. Therefore, we derived free energies of formation for the solid and liquid phases from Barin's values for the vapor and expressions given by Hansen et al. 23 for the vapor pressures over the solid and liquid.
Two complexes in the liquid phase and one complex in the vapor phase were required to match the data as well as shown in Figure 15 while still maintaining relatively simple free energy of formation functions. Water accounted for the extra I seen at low temperatures. In both the TmI 3 and TmI 3 /TlI systems, there is a distinct increase in the vapor pressure corresponding to the total density of I at or near the melting temperature of TmI 3 that we are unable to reproduce with the species listed. As with the DyI 3 /InI system, the enhancement of Tm in the vapor of Tm 3 /TlI disappears at or near the melting point for TmI 3 and above.
In all of our measurements there have been discrepancies between the measured and calculated values for I. However, the discrepancies have had distinctly different features in each case, leading one to dismiss a systematic cause. Undetected spectral blends with the iodine K α fluorescence line are unlikely, as the spectral resolution of our detector is sufficient to see the presence of lines from different elements. Where these discrepancies occur, the measured values are larger than the calculated values, suggesting some combination of (1) ciation of the metal-iodides, (2) metal-iodides other than those identified, and (3) iodides with a larger than 3:1 stoichiometric ratio. More work will be required to understand what is happening.
VI. MEASUREMENT ERRORS AND UNCERTAINTIES
Statistical uncertainties associated with the noise particular to each individual spectral line and its immediate spectral region have been indicated by the error bars in the data figures. In this section, we discuss other sources of uncertainty and error.
The absolute scale of our measured values is determined using the calibration-by-substitution method with a nominally identical cell A3 containing a known pressure, and therefore number density, of Xe. The density of Xe in cell A3 was itself determined by fluorescence comparison with another cell whose density was measured with x-ray absorption to a precision of ±2%. This yielded a Xe density for A3 (see Table II ) with a precision of ±11%. This is a systematic uncertainty that affects all of our measurements equally.
Systematic uncertainties, about which we know much less, are those due to errors in the atomic parameters such as photo-electric cross sections, branching fractions, and fluorescence yields. We estimate these to add less than 10% error combined, but that estimate is not rigorous.
The calibration procedure is affected randomly by the act of changing cells and by changes in temperature. This occurs because one of the limiting apertures for the fluorescence detection is the small hole in the side of the tantalum jacket. The detection efficiency is influenced by small changes in the position of this hole, relative to the slit assembly in front of the detector and relative to the x-ray beam, that occur when one cell is taken out and another put into the oven. It can also change when the oven temperature changes. To examine the magnitude of these effects, we first look at the four separate occasions when cell A3 was observed during our experiment at room temperature. These are shown in Figure 16 . On each occasion, there were multiple consecutive measurements of the fluorescence intensity. Measurements from each occasion have been averaged and the mean standard deviation of each set is reflected by the one-sigma error bars shown for each of the four occasions or sets. The latter are a couple percent or smaller, less than the differences between the mean values of each set, which span a total range of about 28%. Figure 17 shows the Xe fluorescence intensities on one occasion when we raised the oven temperature to more than 1300 K. The intensities show a mean variation of about 10% as the temperature rises. Expansion of the hole area over the same temperature interval is only about 1%. The error bars on the individual data points are attributable to the noise in the acquired spectra. (Each individual data point is based on fewer counts and therefore has a larger uncertainty than the points in Figure 16 .) It is not clear that similar measurements on another cell would show the same variation with temperature, though the magnitude of the change could be expected to be comparable. It seems reasonable to attribute a combined uncertainty to these effects of ±20%. We treat this uncertainty as random. The oven has an overall temperature time constant of approximately 25 min. This is sufficiently long that it is impractical to stabilize the oven temperature with a feedback loop while investigating a wide temperature range during a short period of time. Instead, we periodically increased the power to the oven and acquired data as the oven slowly came to equilibrium with the new power level. This procedure is valid as long as the cell comes to an equilibrium much more quickly than the oven is changing temperature . For cells 1, 3, 4 , and 5, all of the measurements presented were acquired with the rate of temperature change no more than 0.067 K/s (4 K/min). Three-quarters of the data points were acquired with a temperature change of less than 0.034 K/s (2 K/min). The rate of temperature change during the observation of cell 8 was somewhat larger, as this cell was being examined as our allotted beam time was expiring. Figure 18 shows the measurements for Tm in cell 8 along with the time rate of change of the temperature as the temperature first increased (Tm in blue and dT/dt in cyan) and then decreased (Tm in green and dT/dt in magenta). The sawtooth shape of the time rate of change is produced by discrete changes in oven power. Immediately upon each increase in oven power, the time rate of change reached a local maximum, nearly 0.17 K/s (10 K/min) near 1000/(T/K) = 0.8. Here, small wiggles in the Tm data are visible, amounting to no more than 3% deviation of the vapor pressure from the longer term trend. Following each decrease in the oven power, the time rate of change reached a local minimum. There were 3 such decreases represented in the data here. During the first two, despite a time rate of temperature decrease of more than 0.08 K/s (5 K/min), the Tm measurements closely retraced the values obtained as the temperature increased. However, during the third decrease in power (the right-most green and magenta segments), the Tm vapor pressure values are about 5% less than the values obtained as the temperature increased. Although the corresponding time rate of temperature change is relatively small, the measurements were probably perturbed by the very large rate of temperature change which occurred just prior to the acquisition of these data points as the power to the oven was decreased. The temperature had been decreasing at a rate exceeding 2 K/s (120 K/min)! The rate of temperature change did not reach such magnitudes during the measurements presented in Figures 6-15 . Errors from this source are likely no larger than 2% and are treated as random.
The transmitted flux showed some anomalous behavior (maximum 11%) at and above the melting temperature of the lanthanide salt for all cells. The reason for these anomalies is unknown, but it may indicate the movement of condensate onto or off of the windows through which the x-ray beam travels. Condensation on the downstream window does not affect the fluorescence measurement. Examination of the data during periods of anomalous transmission signals suggest that only during one episode did the effect on the measurements amount to as much as a few percent. Measurements of I in cell 1 just below the melting temperature of DyI 3 show a dip of about 10% that may be related these effects.
The uncertainty in vapor pressures due to random sources other than the spectral noise is estimated to be ±20%. The uncertainty of each data point, indicated by the error bars in the data figures, must be added in quadrature to this value in order to obtain the total uncertainty due to random sources. The total uncertainty in vapor pressures due to systematic effects is estimated to be ±23%. Uncertainties in the temperature are also significant. The two ends of the tantalum jacket differed in temperature, presumably due to asymmetries in the custom-built oven. The difference was generally between 2 K and 4 K, with a handful of data points showing a 6 K to 8 K difference and a handful showing a 1 K difference. Averaging the two values probably eliminated most of this error, but the different values give some idea of the magnitude of temperature gradients. The center of the cell may well have been a few kelvin higher than the average of these temperatures. At the same time, the cold spot in the cell, where the condensate was established, may well have been a few kelvin cooler. We have not tried to correct for either of these effects. We estimate that our temperature uncertainty from this source is ±5 K. Most spectra were integrated for 30 s or less. This lead to temperature changes during each acquisition that were generally less than 2 K, but sometimes nearly 3 K. We averaged the initial and final temperatures. We estimate our temperature uncertainty from this affect as ±1 K. The type-N calibrated thermocouples are believed to be accurate to ±1 K. We estimate our overall temperature uncertainty to be ±5 K.
We also note that visual inspection of the cells after measurements did not show any indication of reaction of the salts with the walls of the vapor cells.
As discussed in the preceding section, salt doses in the cells probably differed from their nominal values. Variations in a minority salt make a difference in the performance of the system. This does not affect the accuracy of our measurements, but it does add uncertainty about what system we are measuring.
VII. CONCLUSION
X-ray induced fluorescence and thermochemical equilibrium simulations have been used to understand aspects of the vapors in equilibrium with DyI 3 , DyI 3 /InI, TmI 3 , and TmI 3 /TlI condensates. Absolute measurements of the vapor pressures corresponding to the total densities of each element were obtained in closed systems for temperatures ranging from 900 K to 1400 K.
In the mixed salt systems, the amount of lanthanide in the vapor was strongly enhanced by the presence of the second metal-iodide salt. The enhancements were explained in terms of hetero-complexes in the vapors and the liquid condensates. The enhancement of the lanthanide in both systems is confined to temperatures lower than the melting temperature of the pure lanthanide salt. Some aspects of iodine behavior were not explained by the modeling.
Vapor-phase complexing in the systems studied here is primarily effective at temperatures below the steady-state cold-spot temperatures in most commercial metal-halide HID lamps. The enhancement of the lanthanide in the vapor phase might be useful for decreasing the apparent warm-up time of metal-halide lamps, when lamp output is inefficient and of poor color.
