The exponential limit law for the critical multitype BienaymC-GaltonWatson process is extended to a class of offspring distributions some or all of whose second moments are infinite. Several asymptotic consequences pertaining to transition probabilities and invariant measures are derived.
INTRODUCTION
In this paper we extend to the multitype case some results of Slack [9] concerning critical BienaymC-Galton-Watson processes without variance. Let z, == (qy,..., 2:')) denote a critical, d-type, nonsingular and positively regular BGW process. By F(s) = (F")(s),...,F(")(s) ) we denote the offspring p.g.f., M is the expectation matrix, v and u its left and right eigenvectors, respectively, corresponding to the maximal eigenvalue I, and normalized so that v . u = 1, 1 . u = 1, with 1 the vector (I ,..., I). ei (1 .< i < d) is a unit vector consisting of zeros except for a 1 in position i, and s = (sl ,..., sd) is a generic point in Rd. The state space for the process is -X, the collection of all d-tuples, k = (k,,...,k,) of non-negative integers. We shall employ the convenient notation s < t whenever si < ti for all 1 < i < d, exp s = (e%,..., e"e), and sk = $1 ... s? . j! s II2 denotes the L, norm of s, and, finally, F,! is the nth functional iterate of F. random variable whose mass is concentrated on the ray cv. In one dimension and for a suitable class of p.g.f. Slack [9] has demonstrated that normalization by 1 -F,(O) in place of n-l produces a nondegenerate limit, which is not exponential in general, if the variance is infinite.
The approach taken in this paper is as follows. First we show that there are suitable constants a, such that anZlz . u 1 Z, # 0 converges in distribution. Then we show that Z,/(Z, . u) j Z, # 0 converges in probability to a fixed direction v. These two results are then combined to give convergence in distribution of the vector anZn 1 Z, f 0.
It is fitting to note in passing that our considerations include the classical situation when (1.1) holds, in which case the proof given is different from the usual one (which requires a certain uniformity lemma [2, Sect. V.51) and adds some geometric insight. In fact the lemma of Section 3 is valid without any assumptions on the offspring distribution other than those stated in the first paragraph above.
The final section of this paper contains several asymptotic results on 'the n-step transition probabilities and invariant measures which sharpen some earlier work [5] .
SCALAR CONVERGENCE
The foundation block of this section is the following expansion of Joffe and Spitzer [6] , Proof. Given E > 0, by (3.3) of [6] for all 7t sufficiently large, (1 -c) a,u < 1 -F,(O) < (1 + c) u,u and invoking the monotonicity of E, (1 -E) A((1 -e) a,) < A, < (1 + E) A((1 + 6) a,). Dividing these inequalities by A(u& letting n--t co and using the definition of a regularly varying function we have
Finally let E J 0.
[
Proof. We shall mimic Lemma 2 of [9] . To this end substitute s = F,(O) into (2.1) and take the scalar product with v to yield a,,, = a, -u,A, . [7] shows that C, --+ 1, and we have just seen by Lemma 2 that D, --+ I. Summarizing, we have shown that
The Cesaro sums of these differences also converge to 01, and so the lemma follows. as n + co. By (3.3) of [6] and (3.6) of [S] it suffices to show that
. To achieve this we first select or and ~a arbitrarily small and positive. If n is sufficiently large then ta,( 1 + cr)/(l -Q) < 1 and we may therefore find an integer k = k(n) such that
It is also true that for n sufficiently large (2.4)
(2.5)
Since K + co as n + co it is clear that we may find an integer N such that if n > N then (2.3), (2.4), and (2.5) hold simultaneously. Multiply the right hand inequality of (2.3) by the vector (1 -l a) u, obtaining t(1 + EJ a,u < (1 -Q) a,u, which is <I -Fk(0) by (2.4). Now invoke (2.5) to deduce the implication Flc(0) < yn . We may also define an integer I -;-Z(n) by a, < ta,(l -4/U + 4 < cl (2.3') so that for n sufficiently large,
Then play the same game as in the previous paragraph, replacing (2.3) and (2.4) with (2.3') and (2.4'), respectively, to get yn < F,(O). We have thereby succeeded in sandwiching yn between two iterates of F, namely, Furthermore, the asymptotic behavior of k and I as 1z -+ CC may be readily ascertained. In particular, divide (2.3) by uk and since ~.,+,/a, -+ 1 as k + co [5] , conclude that limd*=tk$L. n-a,
E2
The uniform convergence property of slowly varying functions in conjunction with Lemma 3 produces
Similarly we may show that and then By Lemma 3
Because of (2.7) for n sufficiently large, n + k < An for some integer A. Hence Let n -+ co, invoke (2.10) and (2.10'), and then let E 4 0, to conclude iz l+&(t) = (1 + t-a)+ = t(1 + t=)-l'a = 1 -4(t).
Although not explicitly stated in [9] , the distribution function G(x) can be shown to be continuous for all x > 0 by Theorem 6.2.5 and its corollary of [3] . The continuity theorem then finishes up the proof. Returning to the proof of this lemma, let n and m be positive integers (to be specified later) and decompose Znfln into the sum of the progeny produced at Then by (3.1) applied to the right hand side of (3.5) with y replaced by 'lo7 there exists an integer K such that if 1 . 1 3 K, then (3.5) < 0 for all 71. We may thus bound (3.4) from above by ,:k:c, WZ, = k I Z, Z 01 + 0.
Letting 713 co, the sum goes to zero by (3.2) and then we let 0 4 0 to obtain $5 WI y,, I>7IZ12#01=0. The first probability equals zero by choice of E and 7, and as n -+ co the remaining three probabilities tend to zero by virtue of (3.3), (3.6) and (3. Proof. Fix 0 < s. First we need some extra notation. C(S) will be the positive cone with apex at the origin consisting of all 0 < 5 such that Ii spi .u) -VII2 d 6.= {G 5 *u < x and 5 E C(S)}. K(S) = (5: 0 ,( g ,< s and 4 E C(S)}. We claim that given 6 > 0 sufficiently small, 3x, = x,(S) and x2 z x&S) such that G,(S) c Jw c c&9, (3.8) and furthermore x1 T SAJ, x2 as 6 J 0. To show that (3.8) holds, suppose that e E C,,(S). Then E, . u < x1. It is also clear from the definition of the cone C(S) that 5 = cy for some c 2 0 and y E 3. Thus cy . u < x, and also x, < y . u. This implies that 0 < c < 1 and therefore 5 E K(S). Next suppose that 5 E K(S). Then 5 = cy, 0 < c < 1, y E 3. Hence 5 . u = cy . u < cx2 < x2 . This proves that g E Cz2(S), and the inclusions of (3.8) are valid. Moving on to the proof of (3.9), the sets S(S) are nested decreasing as 6 J 0 and their intersection is the point where the ray cv first hits the union of the hyperplanes Let U(X) be the measure assigned by r(i) to the region i . u < X, that is vx> = CbuSrn n(i). It follows that P(e-to) is the LS transform of U(X), P(e+) = Jm e-f"U(dy).
0
Our interest is in the asymptotic behavior of P(e@') as t--f 0 since we plan to apply a Tauberian theorem. We shall proceed as in Theorem 1. In fact we assert that given or and l 2 small and positive then for all t sufficiently small there exist integers k = k(t) and I = Z(t) such that and Fk(0) < e-'" < F,(O), 
FINAL REMARK
The converse to the main result of this paper, as considered in [lo] , is presently under investigation, and will be forthcoming in a future publication.
