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Abstract—Real signals are often corrupted by noise with a
power spectrum variable over time. In applications involving
these signals, it is expected that dynamically estimating and
correcting for this noise would increase the amount of useful
information extracted from the signal. One such application is
scalp EEG monitoring in epilepsy, where electrical activity gener-
ated by cranio-facial muscles obscure the measured brainwaves.
This paper presents a data selection algorithm based on phase
congruency to identify interictal spikes from background EEG;
together with a novel statistical method that allows a more
comprehensive trade-off based quantitative comparison of two
algorithms which have been tested at a fixed threshold in the
same database. Here, traditional phase congruency has been
modified to incorporate a dynamic estimate of muscle activity
present in the input scalp EEG signal. The proposed algorithm
achieves 50% data reduction whilst detecting more than 80% of
interictal spikes. This represents a significant improvement over
the state-of-the-art denoising method for phase congruency.
Index Terms—EEG, epilepsy, online data reduction, phase
congruency, spike detection.
I. INTRODUCTION
EPILEPSY is a common neurological disorder that affects50 million people worldwide [1]. Electroencephalogra-
phy (EEG) is a key tool for diagnosing the condition. The
benefits of long term ambulatory EEG (AEEG) monitoring
for both diagnosis and treatment have been extensively re-
ported [1]–[3]. Unfortunately there is often a lack of in-patient
resources, which, in addition to limitations of current EEG sys-
tems for out-patient monitoring, makes long term monitoring
only feasible for patients with refractory epilepsy [1]. During
ambulatory EEG monitoring, a patient is tethered to a battery-
powered EEG system for days or even weeks. Although it
is portable, the device is still too bulky and heavy for the
patient to carry out routine activities [4]. A potential solution
is to miniaturize the AEEG system by wireless transmission of
the monitored signals to a base station [4]. However wireless
transmission is power hungry and can hence also impact the
overall size of the system [5]. Two possible methods to reduce
the power consumption of such a system are: to customize
each of the electronic blocks within the system [6]; or reduce
the amount of data transmitted.
This paper proposes a novel data selection algorithm based
on phase congruency to identify candidate interictal activity
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and reject background (normal) activity of the brain. The
algorithm is compared with the state-of-the-art denoised phase
congruency technique, and a new method to statistically vali-
date the difference in performance of the two algorithms is also
proposed. Phase congruency, an image processing technique to
detect edges and lines [7], is used to identify interictal spikes
(interictal activity consists of spikes, sharp-waves and spike-
and-waves henceforth collectively referred to as spikes). Phase
congruency has many applications in image processing [8], [9]
and it has also been tested for epileptic seizure detection on
EEG signals [10]. The technique extracts phase information
from different frequency components of the input signal, by
calculating the local energy and amplitude of the frequency
components at any time instance [11]. This method has been
later modified to include an estimate of noise. The most-cited
denoising method [7] (henceforth referred as denoised phase
congruency (DPC)) developed for image denoising, assumes
a constant power spectrum which is not true for many real
signals such as scalp EEG. When an EEG signal is recorded on
the scalp of the patient, the main interference is the electrical
activity generated by the contraction and expansion of cranio-
facial muscles. The latter obscures the recorded EEG making it
unworthy to the neurologist. This work proposes an alternative
technique to [7], to denoise phase congruency calculations
by dynamically estimating and correcting for the cranio-facial
muscle activity present in scalp EEG.
This paper presents traditional phase congruency, the most-
cited denoising method and the proposed modified phase con-
gruency (MPC) in Section II. Modified phase congruency has
been incorporated into a data selection algorithm to identify
spikes. A preliminary version of this algorithm has been
presented in [12]. In this paper, a larger patient database has
been used to test the three phase congruency based algorithms.
Different metrics and results have been derived in Section III.
Finally, Section IV describes a new method to compare and
statistically validate the performance of two algorithms tested
on the same database. This technique has been applied to
denoised and modified phase congruency algorithms, to decide
which algorithm would perform better when implemented in
hardware.
II. METHODS
In an EEG system, discontinuous recording of the input
EEG signal could achieve high data reduction in records where
spikes are rare [5]. Hence, designing a data selection algorithm
that aims to detect candidate spikes –or in different words,
eliminates everything that is with a high degree of certainty
not useful diagnosis data– could, in a wireless system, al-
low for the transmitter to be turned off when there are no
detections.There are potential advantages associated to this
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Fig. 1. Multi-channel EEG showing detected candidate events and the
recorded data [13]
approach which can be summarized as: 1– Power saving due
to the shorter transmission times, which could translate into
longer operating lifetimes from smaller batteries/systems. 2–
Reduction in the amount of diagnostically irrelevant data as
well as diagnostic time, whilst still leaving the role of diag-
nosis to the neurologists. 3– Implementation simplification, as
false detections are not as critical as in algorithms that aim
for automatic diagnosis. However, there is an added technical
challenge versus algorithms for automatic diagnosis: whereas
an automatic detection algorithm can be run in the back-
end and hence complexity is not a problem, data selection
has to happen in the front-end before transmission. Because
of this, complexity needs to be kept to a minimum so that
the overhead in terms of power consumption of the hardware
implementation is significantly lower than the potential power
saved by the reduction in data transmission [13].
A data selection algorithm has been designed to identify
and select for transmission candidate spikes, and its principle
is shown in Fig. 1 [13]. The algorithm analyzes each EEG
channel separately. When an interictal spike is detected in a
single channel, a short duration of data before and after the
detected spike, called the recording window, is selected for
transmission. The additional background data on either side
of the candidate spike is useful for neurologists to diagnose
an interictal spike from the transmitted candidate events. It
should be noted that the data selection algorithm purely selects
candidate spikes with the intention of reducing the amount
of data transmitted, hence the diagnosis of an interictal spike
still remains as the role of the neurologist. On detection, this
recording window of data is transmitted across all channels.
When there are no detections, no data will be transmitted.
A. Phase congruency
The proposed data selection algorithm is based on phase
congruency. Phase congruency is an image processing tech-
nique developed to detect edges and lines [7]. Fourier com-
ponents of the image at edges or lines will be at maximum
phase [7]. The same can be expected at sharp transients,
such as spikes. An interictal spike can be visually identified
amongst background EEG, as a transient with a duration
ranging from less than 70 ms up to 200 ms [14]. Hence it
can be predicted that the phase congruence at an interictal
spike would be higher than background EEG. This difference
has been utilized in designing the data selection algorithm to
distinguish between candidate spikes and background.
Phase information can be extracted from an input signal
using multiple wavelet filters over the wanted frequency
range [7]. The filters should have linear phase to preserve
the phase information from the signal. Hence, nonorthogonal
wavelets are required in a symmetric/antisymmetric quadrature
pair [7]. Log Gabor wavelet filters have been chosen as they
have zero d.c component, which is crucial to ensure that
low frequencies are not over-represented in large bandwidth
even-symmetric filters [7]. In this study, traditional phase
congruency is compared with the most-cited denoised phase
congruency (described in [7]) hence the wavelet filters were
selected a priori to match the filters in [7].
To calculate phase congruency, five log Gabor filters have
been designed to have a bandwidth close to one octave, and
span 1.5 Hz to 15.5 Hz. The bandwidth has been selected to
maximize the wanted EEG frequency range whilst ensuring
that the number of filters is kept to a minimum, in the interest
of saving power.
Consider an input EEG signal I(x) at a time x that is
filtered by even-symmetric and odd-symmetric Log Gabor
filters Men and Mon respectively at scale n (corresponding
to the filter’s frequency range) [7]. The output of the even and
odd-symmetric filters are:
[en(x), on(x)] = [I(x) ∗M
e
n, I(x) ∗M
o
n] (1)
Phase congruency can be calculated as [11]
PC(x) =
E(x)∑
nAn(x) + ǫ
(2)
where ǫ is a small value dependent on the precision of
computation [7]. An(x) is the sum of amplitudes across all
n scales ∑
n
An(x) ≃
∑
n
√
en(x)2 + on(x)2, (3)
and E(x) is given by
E(x) =
√
F (x)2 +H(x)2, (4)
where F (x) and H(x) are the sum of the output of the even
and odd filters respectively
F (x) ≃
∑
n
en(x) (5)
H(x) ≃
∑
n
on(x) (6)
B. Interference in phase congruency calculations
For the sake of clarity within the context of this paper, we
will differentiate between two main sources of interference
for phase congruency calculations: background activity and
electrical artifacts such as the ones caused by the activity of
cranio-facial muscles. In the case of background activity, it
is generally understood that an ideal data selection algorithm
should identify and select for transmission all interictal activity
whilst rejecting all background data. However, whilst this may
be the case for algorithms that are going to be integrated as
part of a system for automatic diagnosis, in the situation in
which diagnosis is still carried out by the neurologist, a small
amount of background data is known to be not only useful
LOGESPARAN AND RODRIGUEZ-VILLEGAS: A NOVEL PHASE CONGRUENCY BASED ALGORITHM 3
Time (s)
A
m
p
li
tu
d
e
0 5 10 15 20 25 30 35 40 45
-400
-300
-200
-100
0
100
200
300
400
(a)
Time (s)
P
C
0 5 10 15 20 25 30 35 40 45
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b)
Time (s)
Frequency (Hz)
P
o
w
e
r(
µ
V
2
)
0
10
20
30
40
0
50
100
0
500
1000
1500
(c)
Time (s)
M
P
C
0 5 10 15 20 25 30 35 40 45
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(d)
Fig. 2. Motivation for dynamic estimation and correction of higher frequency activity, in the calculation of phase congruency. High frequency muscle activity
compensation in modified phase congruency allows the use of a threshold to differentiate the spike from artifacts and background activity. The threshold is
represented by a dashed line in (d). (a)Scalp EEG signal with expert marked spike at 42s. (b)Traditional phase congruency. (c)Spectrogram of signal in (a).
(d)Modified phase congruency
but in some cases necessary. Hence, although the amount of
background data selected for transmission should be reduced
in the interest of power, it is not crucial to reject all of it.
On the other hand, artifacts such as those caused by muscle
activity, obscure the recorded scalp EEG making it unworthy
to the neurologist and hence this data should be removed prior
to transmission.
A 45 s scalp EEG segment containing a single expert
marked interictal spike at 42 s is shown in Fig. 2(a). The
same figure also shows significant muscle activity within
the first 10 s. Traditional phase congruency as described
above, has been calculated for the same EEG segment and
is shown in Fig. 2(b). It can be observed how the presence
of the interictal spike cannot be easily be distinguished in the
calculated feature and hence denoising would be necessary for
detection. In the case of artifacts caused by the contraction
and expansion of cranio-facial muscles, it is known from
literature that their power spectrum varies with time; is present
across all frequencies; in the case of frontal and temporal
muscle activities has maximum amplitudes between 20 Hz
to 30 Hz and 40 Hz to 89 Hz [15]; and in general for all
muscles has more power at frequencies above 15 Hz [16],
[17]. This can be seen in the spectrogram of the raw EEG
signal in Fig. 2(c) as high power across all frequencies in
the first 10 s of the signal. Two methods could be used
to remove this muscle activity: the raw EEG signal could
be thresholded for high amplitude artifacts; or an estimate
of the muscle activity could be incorporated into the phase
congruency calculation. The problem with applying a fixed
threshold to either the raw or the traditional phase congruency
signals, as shown in Fig. 2(a) and Fig. 2(b) would either be
the very poor performance of the method in eliminating the
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artifact related sections, or the undesired rejection of interictal
spikes. On the other hand if the second method is used,
it is crucial to guarantee that incorporating an estimate of
muscle activity into the phase congruency calculation is not
detrimental for the detection of candidate events. From the
spectrogram in Fig. 2(c) it can be seen that there is more
power at high frequencies until 10 s, and similar lower power
at high and low frequencies thereon until about 40 s. In the
location of the spike the power increases, but not as uniformly
within the frequency spectrum, being mostly concentrated at
the low frequencies. Based on this, it was hypothesized that
estimating high frequency activity may not only improve phase
congruency by removing sections with muscle activity, but
also improve the detection of candidate spikes by reducing
the phase congruence of background activity. The estimation
of high frequency activity is described in Section II-D and
it is compared to the most cited (state-of-the-art) method for
denoising phase congruency [7], described in the next section.
C. State-of-the-art denoising method
The most-cited method to denoise phase congruency is
described in [7] and has been tested for detecting edges
in images. As it was developed for denoising images, the
assumptions that have been made on image noise may not be
ideal for denoising EEG signals. To our knowledge, no work
has been done on denoising phase congruency for EEG signals
hence we are constraint to comparing the proposed algorithm
with this image denoising technique.
The method to estimate the noise level in [7] is based on
a number of assumptions that can still be considered valid in
the case of EEG signals:
1) Noise is additive – electrical activity generated by the
cranio-facial muscles at different positions on the pa-
tient’s head would be added to the brain’s electrical
activity when recorded using scalp electrodes.
2) Noise has a constant power spectrum – within a short time
window, the power spectrum due to muscle interference
may be assumed constant.
3) Features occur at isolated positions – this assumption is
valid if the number of interictal spikes and their respective
duration is small in comparison to the duration of the
recording window.
The traditional phase congruency calculation in (2) is now
modified to remove a fixed noise threshold T , giving denoised
phase congruency [7]
DPC(x) =
⌊E(x)− T ⌋∑
nAn(x) + ǫ
(7)
From (4), (5) and (6) it can be derived that if the noise is
Gaussian with random phase, then the wavelet filters’ response
is the sum of two independent normally distributed vectors
which forms a Rayleigh distribution with mean µR [7] given
by
µR = σG
√
π
2
(8)
To estimate the noise response of the sum of the filters σG, it
is assumed that the smallest scale filter mainly detects noise.
Thus the median of the amplitude Anmin of the smallest scale
filter nmin [18] is
τ =
median(Anmin)√
ln(4)
(9)
And the overall noise response is the sum of the individual
noise contributions of each filter. This reduces to a geometric
sum of the ratio of center frequencies of successive filters
(mult) across N number of wavelet scales [18]
σG =
τ(1− 1
mult
N
)
1− 1
mult
(10)
Using (9) and (10), it is possible to compute the mean in
(8) and also calculate the standard deviation of the Rayleigh
distribution,
σ2R = (
4− π
2
)σ2G (11)
The estimated noise threshold T, is calculated within non-
overlapping windows of the same duration as the recording
window and is given by
T = µR + 2σR (12)
The above description of denoised phase congruency (DPC)
only aims to give the reader an idea of the technique for
the purpose of comparison to the proposed method. For more
details on DPC see [7] [18].
D. Proposed modification to phase congruency
To estimate muscle activity present in the input scalp EEG
signal, log Gabor wavelet filters identical to those described
in Section II-A but spanning from about 15.5 Hz to 64 Hz have
been selected. The corresponding scales m are calculated for 3
frequency bands using 6 additional symmetric/antisymmetric
log Gabor wavelet filters. The frequency range was cho-
sen to maximize the frequencies where muscle artifacts are
present (15 Hz to 89 Hz as described in Section II-B),
whilst minimizing the number of filters required in order to
reduce the system complexity and hence the potential power
consumption. The overall filter bank thus designed represents
frequencies between 1.5 Hz to 64 Hz equally.
The estimate of muscle activity can now be incorporated
in the phase congruency calculation in such a way that phase
congruency is reduced at time instances where muscle activity
is high. Hence, the amplitude of muscle activity at scales
m, Am(x), is calculated as in (3) and incorporated in the
traditional phase congruency calculation to give the modified
phase congruency
MPC(x) =
E(x)∑
nAn(x) + ǫ+
∑
mAm(x)
(13)
Modified phase congruency is plotted in Fig. 2(d) for the
same 45 s EEG segment as Fig. 2(b), with an expert marked
spike at 42 s. In Fig. 2(d) it is clear that the spike has a higher
phase congruence than the surrounding background data, and
can be distinguished by applying a fixed threshold at 0.8. In
addition, it can be seen that muscle activity between 0 s and
10 s has the lowest MPC, and will thus be rejected prior to
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Fig. 3. Data selection algorithm to identify interictal spikes
transmission. A data selection algorithm is now designed to
exploit this difference in modified phase congruency, in order
to identify candidate interictal activity.
E. Proposed data selection algorithm
A flowchart of the proposed data selection algorithm is
shown in Fig. 3. Initially, the input EEG is fed sample-by-
sample into a buffer of duration equal to half the recording
window. Hence, if the current sample is detected as a candidate
event, half the recording window of data before the candidate
event may be transmitted and the transmitter would remain on
for a further half recording window duration. The duration
of the recording window should ideally be selected by a
neurologist. For analysis, 1 s, 2.5 s, 5 s and 10 s windows
have been simulated. Note that the recording window of data
is selected after a detection has occurred, hence all calculations
are on a sample-by-sample basis unless otherwise specified.
Simultaneously, the input EEG signal is filtered using a first
order high pass filter with cut-off at 0.16 Hz (as recommended
in [19]). In most EEG systems [20] [21], a first order filter
is implemented to ac couple the input signal. Thus the filter
implemented here replicates this hardware filter for signals
obtained from dc coupled EEG systems.
Phase congruency (either traditional, DPC or MPC) is then
calculated for every time sample x. As discussed before,
spikes are expected to have higher phase congruency than
background. Hence a fixed threshold is applied as the last
step of the algorithm, to distinguish between them.
Prior to applying a fixed threshold, the calculated phase
congruency feature F (x) must be normalized to restrict its
value between {0,1}. This normalization is carried out using a
peak detector. For each recording, the peak detector is first set
to the initial value of the feature at a time sample x = 0 and
stores this value as z(x). At a later time x+δ, if the calculated
feature (F (x+ δ)) exceeds z(x), then z(x+ δ) is updated to
have the value of the former (for example z(x+δ) = F (x+
δ)). Otherwise, z(x + δ) = z(x). The calculated feature
F (x) is then divided by z(x) and the result is thresholded.
If the normalized feature exceeds the threshold β, a detection
occurs and the recording window of data is transmitted. If the
normalized feature falls below β, there is no detection.
F. Test database
The data selection algorithm has been tested on 40 data
sections across 10 EEG channels: F7, F8, FP1, FP2, O1, O2,
T3, T4, T5 and T6. The total duration of the data was over
103 hours and contained 992 expert marked interictal spikes
from 25 randomly chosen adults. The data is sampled at either
200 Hz or 256 Hz. Test data has been recorded at the National
Society of Epilepsy (NSE) UK, during routine, long term
and ambulatory monitoring. Channels were recorded from
scalp EEG electrodes setup in a referential montage and have
been analyzed in the same montage. Artifacts have not been
removed from the data, hence the database contains not only
muscle artifacts but many others caused by eye blink and eye
movement, walking, mouth and limb movement, calibration,
fixing electrodes and line noise.
Interictal spikes have been marked by neurologists and EEG
technicians at the NSE. Of the 27 data sections that contained
spikes, there is a significant difference in the number of
spikes between data sections (or tests), ranging from 1 to 644.
All tests have duration greater than 10 minutes, with mostly
2 hours recordings and two tests each lasting over 21 hours.
III. PERFORMANCE ANALYSIS
A. Metrics
Sensitivity is defined as the number of correctly detected
events or true positives Ci for a data section i, as a fraction
of the total number of expert marked events Ni. Hence the
arithmetic mean of the sensitivity [22] across M tests is
Mean sensitivity = 1
M
M∑
i=1
Ci
Ni
× 100% (14)
However, computing the arithmetic mean of the individual
sensitivity values does not account for the difference in the
number of spikes and duration between tests. To incorporate
this difference, [22] recommends weighting the sensitivity of
a test i by its duration Ti and the number of expert marked
spikes Ni. This weight emphasizes the importance of detecting
events in records with only a few expert marked spikes and in
long records. This is because long term monitoring is generally
carried out on patients with infrequent epileptiform activity
and high data reduction is crucial to allow the battery to last
longer. The time/event sensitivity is given by
Time/event sensitivity = 1∑M
i=1
Ti
Ni
M∑
i=1
Ci
Ni
Ti
Ni
× 100% (15)
The sensitivity of the algorithm is traded-off with the
percentage of data transmitted, where the latter is defined as
the duration selected for transmission as a fraction of the total
duration of the record. The duration of detected events is equal
to the recording window duration multiplied by the number of
detected events, assuming events are spaced out within the
record. The arithmetic mean of the data transmitted for each
test is then calculated.
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B. Results
The data selection algorithm in Fig. 3 is simulated for a
range of thresholds β, to obtain different percentage sensitivity
and percentage data transmitted values. Changing β from zero
to one gives sensitivity and data transmitted values between
100% and 0% respectively. This can be plotted as a receiver
operating characteristic (ROC) curve as shown in Fig. 4. When
β = 1, no events will be detected hence the sensitivity
and data transmitted will be zero. When β is set to zero,
every sample will be detected giving 100% sensitivity and
data transmitted. The threshold is varied in steps of 0.05 to
obtain the trade-off points in-between.
ROC curves for traditional (PC), denoised (DPC) and mod-
ified phase congruency (MPC) algorithms are shown in Fig. 4,
Fig. 5 and Fig. 6 respectively. In each figure, time/event sen-
sitivity and mean sensitivity have been plotted against the
mean data transmitted. From these figures, the following initial
conclusions can be obtained:
1) PC: The mean sensitivity in Fig. 4(b) is similar to
chance performance across all recording windows, whilst the
time/event sensitivity in Fig. 4(a) shows a worse than chance
performance for 5 s, 2.5 s and 1 s recording windows. Hence it
is clear that traditional phase congruency is useless as a feature
to identify interictal spikes from background EEG. Comparing
the two sensitivity metrics suggests that records with fewer
spikes or long duration (corresponding to a higher time/event
weighting) perform worse than the other records.
The time/event sensitivity of the 10 s recording window
is much better than the other recording windows. This is
due to the detection of one spike between about 12% and
40% sensitivity from a record with a single spike and long
duration (more than 2 hours), and hence the record has a high
time/event weighting. It is thus inferred that such detections
or lack of detection of a few events could lead to a drastic
change in the time/event sensitivity, hence the mean sensitivity
has also been reported.
2) DPC: With reference to Fig. 5, it is clear that denoised
phase congruency performs better than a random detector. At
80% time/event sensitivity, more than 45% data reduction can
be achieved. Higher sensitivity of 90% can be achieved for
a lower data reduction of 34%. The performance measured
in terms of mean sensitivity is worse, with 30% to 40% data
reduction at 80% sensitivity.
3) MPC: Fig. 6 shows that 50% data reduction can be
achieved for more than 80% time/event sensitivity and mean
sensitivity across 1 s, 2.5 s and 5 s recording windows. For
the same recording windows, 90% sensitivity would increase
the data transmitted to about 60%.
Both sensitivity metrics in Fig. 6(a) and Fig. 6(b) show
better performance for MPC than denoised phase congruency.
There is an average improvement over DPC of about 4%
data reduction for time/event sensitivity above 50%. For mean
sensitivity above 50%, there is an average improvement over
DPC of about 13% data reduction.
In terms of the operating point of the algorithm at a pre-
selected threshold, the ideal operating point would be the
highest sensitivity for the lowest data transmitted which is
the top left corner of the ROC curve. However, the actual
operating point would depend on the required sensitivity or
data transmitted and would be trade-off based where higher
sensitivities will come at the cost of increased data transmitted.
IV. COMPARISON WITH ALTERNATE METHODS
To compare the performance of the ROC curves, the area
under ROC curve (AUC) is often calculated [23], [24]. AUC
is a single calculated summary of the performance of an
algorithm. The area under the ROC curve can also be thought
as the average sensitivity for all values of data transmitted or
vice versa [23]. It can be compared to an ideal data selection
algorithm which would have an AUC = 1, or a random or
chance algorithm with an AUC = 0.5. Thus, an algorithm
with higher AUC will have an overall better performance than
an algorithm with lower AUC. Table I shows the area under
the mean sensitivity ROC curves (Fig. 4(b), Fig. 5(b) and
Fig. 6(b)) calculated using trapezoidal estimation.
TABLE I
AREA UNDER ROC CURVE OF PC, DPC AND MPC ALGORITHMS
Recording window (s) PC DPC MPC
1 0.42 0.65 0.74
2.5 0.44 0.65 0.75
5 0.48 0.62 0.73
10 0.54 0.61 0.69
It is evident from the ROC curves in Section III-B and the
AUC values in Table I that modified phase congruency has
a better overall performance than the state-of-the-art denoised
phase congruency. Table I also shows that traditional phase
congruency performs better than chance only for the 10 s
window.
However, when this data selection algorithm is to be im-
plemented in hardware, a single threshold will be selected
to achieve the required percentage sensitivity or percentage
data transmitted. Hence it would make sense for the algorithm
with the better performance at the required sensitivity and
the corresponding data transmitted (or vice versa) to be
chosen. This raises a few questions: how do we compare the
performance of different algorithms at the required sensitivity
or data transmitted? Is it possible to incorporate the difference
in performance across different tests? And finally, is there a
significant difference between denoised and modified phase
congruency at this selected threshold?
To compare the performance of MPC and DPC when
implemented in hardware, it is necessary to select thresholds
βM and βD for each algorithm respectively. To achieve a mean
sensitivity of about 80% for a 5 s recording window, the corre-
sponding sensitivities and data transmitted are: 84% sensitivity
for 52% data transmission for MPC and 82% sensitivity and
65% data transmission for DPC. Both algorithms do not have a
common sensitivity or data transmitted, hence the comparison
is not trivial. It would be possible to sweep β in smaller steps
to obtain a common sensitivity or data transmitted. However,
this poses two problems: finer β values take longer to process
and do not guarantee a common point; and only comparing
this common value would not give any information on the
performance variation across different tests.
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(a) Time/event sensitivity vs data transmitted
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(b) Mean sensitivity vs data transmitted
Fig. 4. Performance of traditional phase congruency when computed for time/event sensitivity and mean sensitivity
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Fig. 5. Performance of denoised phase congruency when computed for time/event sensitivity and mean sensitivity
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Fig. 6. Performance of modified phase congruency when computed for time/event sensitivity and mean sensitivity
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A. Variation between tests
To address the variation in algorithm performance across
different tests, at the same thresholds βM and βD, the sensi-
tivity and data transmitted for the individual tests containing
interictal spikes, have been plotted in Fig. 7. Each test is
plotted as a coordinate (D(i), S(i)) where D(i) is the data
transmitted for a test i and S(i) is the corresponding sen-
sitivity. A maximum-minimum contour has also been drawn
for each algorithm to show the bounds of its performance.
From Fig. 7, it is clear that there is a significant performance
variation between tests. The performance of the same test also
differs when simulated for DPC and MPC algorithms, as the
two algorithms do not have overlaying results.
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Fig. 7. Sensitivity and data transmitted for each test for denoised phase
congruency ’O’ and modified phase congruency ’*’
B. Statistical validation
When comparing the two algorithms at a pre-selected
threshold, calculating the average across all tests for sensitivity
or data transmitted will not provide any information on the
performance variation across tests, as discussed above. To
compare both sensitivity and data transmitted for each test, lets
first simplify the performance coordinate (D(i), S(i)) into a
single value, hereon referred to as the non-ideal distance (L).
This is the minimum distance between (D(i), S(i)) and the
ideal transmission coordinate (Ix, Iy). The ideal transmission
(Ix, Iy) for a test containing spikes would be 100% sensi-
tivity for almost 0% data transmitted assuming events are
rare, giving coordinate (0,100). Ideal transmission for a test
without events would be 0% sensitivity for 0% data transmitted
and would give (0,0). Consequently, a good data selection
algorithm will minimize the distance to the ideal transmission
coordinate, L,
L =
√
(Iy − S(i))2 + (Ix −D(i))2 (16)
From Section III-B, it is known that MPC performs better
overall than DPC. Hence it can be predicted that the non-
ideal distance for many tests analyzed using DPC (L1) would
be longer than the corresponding MPC result (L2). To con-
clude whether there is a significant different between the two
algorithms at the pre-selected threshold, the non-parametric
Wilcoxon ranked sum statistical method for paired samples, is
applied to test the following null hypothesis:
”There is no tendency for L1 to exceed L2”
The Wilcoxon test calculates the difference between
matched pairs (L1 and L2) as shown in Table II. For all
40 tests, the difference (L1-L2) is ranked according to their
magnitude and the ranks classified as a negative or positive
difference [25]. In order to compare the sum of the ranks
(W ) to a normal distribution with mean 0 and variance 1, we
compute
z =
W
SDW
(17)
where SDW is the standard deviation of W [25]
SDW =
√
N(N + 1)(2N + 1)
6
(18)
and N = 40 for 40 data sections, thus giving
SDW = 148.7952. From Table II W = 482 therefore
z = 3.2394. The calculated test statistic z can be compared
to the normal distribution to find a significant probability
p and the corresponding critical value zcrit, at which
the null hypothesis may be evaluated. For a one-tailed
distribution, at p = 0.005, the corresponding critical value
is zcrit = 2.576 [25]. As z is greater than zcrit, the null
hypothesis is rejected. It is hence concluded that the non-ideal
distance L1 exceeds L2 at a test significance of 0.5%. This
means that at about 80% mean sensitivity, there is less than
0.5% possibility of DPC (corresponding to L1) outperforming
MPC (L2).
TABLE II
PERFORMANCE OF DPC AND MPC ON EACH DATA SECTION
Test DPC(L1) (%) MPC(L2) (%) L1-L2 (%) Rank
1 95.1898 95.4560 -0.2662 -1
2 26.3260 25.9996 0.3264 2
3 63.8054 63.0663 0.7391 3
4 85.2967 84.4454 0.8513 4
: : : : :
: : : : :
40 96.6820 4.2221 92.4599 40
Rank sum(W) 482
C. Comparison with related work
The proposed data selection algorithm based on computing
modified phase congruency, is proven to outperform the state-
of-the-art denoised phase congruency technique, when used
to identify interictal spikes in EEG signals. Furthermore,
the performance of modified phase congruency is compared
to published spike detection algorithms from other research
groups in Table III. The mean sensitivity and false positive
rate of the proposed algorithm has been calculated for the
10 s recording window. All the algorithms listed in the most
comprehensive and up-to-date review paper of spike detection
algorithms published in 2009 [26], together with algorithms
published since then, have been considered in order to generate
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TABLE III
PERFORMANCE COMPARISON WITH PUBLISHED SPIKE DETECTION
ALGORITHMS
Author Sensitivity (%) FP/min
Hostetler [27] 76 5.20
Senhadji [28] 86 6.80
Goelz [29] 84 6.59
Sugi [30] 37 16.00
Lucia [31] 65 6.00
Proposed method 80 3.20
this table. Out of those, only algorithms with results reported
from separate development and test databases of scalp EEG
data obtained from adult patients have been included. Also
publications for which not enough information had been re-
ported to compute the sensitivity and false positives per minute
have been excluded. Furthermore, as the proposed algorithm
has been designed aiming for a potential low power real
time implementation, published algorithms based on neural
networks, template matching and computationally complex
expert systems and association rule based classifiers have also
been excluded. Considering these criteria, it can be seen in
Table III that the proposed method outperforms comparable
previously published spike detection algorithms. However, it is
worth stressing that the comparison has not taken into account
all algorithms previously reported in literature, but only those
that would be suitable for low power implementation since
these are the ones that are relevant in the context of this work.
The modified phase congruency based algorithm presented
in this paper compliments our previous work in [24], which is
based on calculating wavelet power to identify interictal spikes
in scalp EEG signals. It is possible to combine both algorithms
in order to achieve superior performance. However, in the
authors’ opinion, it is essential to first carry out a customized
ultra low power ASIC implementation of both algorithms
before adding any extra complexity to achieve additional data
reduction.
V. DISCUSSION
Phase congruency, as presented here, appears to be a
promising technique when power is a constraint, because
Log Gabor filters can potentially be approximated in the
frequency domain by bandpass filter functions. Additionally,
the frequency range required for this application (1.5 Hz
to 64 Hz) is very low, which translates to low passbands
for these filters and hence lower biasing currents and power
consumption. Recent circuit design techniques have proven
that if an analog based design approach is chosen to implement
bandpass filters with similar specifications, power levels can
be within the nano-Watt range [32]–[34].
The paper also presents a novel statistical method that
allows a trade-off based comparison of two algorithms which
have been tested on the same database, at a fixed threshold.
This characterization can be important when dealing with
strict power budgets in an optimized hardware implementation,
because generally the threshold will have to be pre-selected
to achieve the required sensitivity or data transmitted. The
commonly used method based on reporting the area under the
ROC curve or mean sensitivity and data transmission is not
adequate to quantify differences between algorithms because
it represents an average value of performance. As illustrated
in Fig. 7, for EEG signals there is a significant performance
variation across records for different patients. Hence it would
be more useful to know when selecting an algorithm for
hardware implementation, how often algorithm A outperforms
algorithm B at the pre-selected threshold (as given by the
proposed comparison method), rather than which algorithm
has a better mean performance on a specific test database. The
proposed method incorporates this variation in performance
across tests, by using the Wilcoxon matched pairs test to
analyze the non-ideal distances (derived from the sensitivity
and data transmitted) of each record across both algorithms.
Thus, for two algorithms A and B, the Wilcoxon rank sum is
weighted according to the number of times A outperforms B
(or vice versa), and the absolute difference of their non-ideal
distances at each test. This implies that for algorithm A to be
significantly better than algorithm B, A should perform better
than B at most tests, and with a large margin. An additional
advantage of directly comparing both algorithms for each
record is that significant line noise or incorrect event markers
would also not represent a problem, since both algorithms
will perform badly in these records and will not affect the
rank sum. However, it is also worth noticing that, should
configurable thresholds be an option in implementation, the
proposed method should be used in addition to comparing the
overall performance using, for example, (partial) area under
the ROC curve.
VI. CONCLUSIONS
A novel data selection algorithm based on phase congruency
has been proposed to identify interictal spikes in scalp EEG
data. The traditional method to calculate phase congruency has
been implemented, but performs worse than a chance detector.
The state-of-the-art method to denoise phase congruency gives
80% mean sensitivity for about 30%-40% data reduction,
depending on the duration of the recording window. The
proposed method to denoise phase congruency by dynami-
cally estimating and compensating for muscle activity in the
EEG, further improves the performance of the data selection
algorithm to 80% sensitivity for more than 50% data reduction.
Both algorithms have been compared using the area under
the ROC curve, together with a novel statistical validation
method based on using the Wilcoxon matched pairs test. The
algorithm comparison methodology proposed in this work, in-
corporates performance variation across different data sections
at a fixed threshold and helps to better understand the expected
behavior of the data selection algorithm when implemented in
hardware.
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