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Abstract. We show that a function tan(1/it) is a Pick function
(free-infinitely divisible transform) and indicate its connections
with a probability. Moreover, we found its "counterpart" in classi-
cal infinitely divisible measures expressed as series of Rademacher
variables.
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In this note we show that a tangent function tan(1/z), z ∈ C \ {0} is a
Pick function or equivalently a transform of a free-infinitely divisible measure;
cf. Bondesson (1992), p. 20. We find for tangent function it’s ”counterpart
part” in the classical infinite divisibility using an isomorphism given in Jurek
(2016). More explicitly, we do it via a random integral mapping K from Jurek
(2007) and series representation of a hyperbolic tangent function. In Jurek
(2019) an analogy between different notions of infinite divisibility was studied
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and there were many explicit examples of Pick functions – free-infinite divis-
ible transforms – related to the hyperbolic and Laplace (double exponential)
characteristic functions.
1. Notations and terminology.
For a finite Borel measure m on the real line R and a Borel function g
on a positive halfline [0,∞) we define a characteristic function φm(t) and a
Laplace transform L[g;w] as follows
φm(t) :=
∫
R
eitxm(dx), t ∈ R; L[g(x);w] :=
∫ ∞
0
g(x) e−wxdx, w > 0. (1)
A probability measure e(m) := e−m(R)
∑∞
k=0
m∗k
k!
, where ∗ denotes a con-
volution of measures, is called a compund Poisson measure. We will write
µ = [a, σ2,M ], if a probability measure µ is infinitely divisible (that is: for
each k ≥ 2 there exist measure µk such that µ∗kk = µ) and
φµ(t) = exp[ita− 1
2
σ2t2 +
∫
R\{0}
(eitx − 1− itx
1 + x2
)M(dx)], t ∈ R; (2)
where a ∈ R (a shift), σ2 (a variance of a Gaussian part) and M is a measure
satisfying a condition
∫
R
min(1, x2)M(dx) <∞ ( so called a Lévy measure).
The triplet a, σ2,M is uniquely determined by µ and formula (2) is called the
Lévy-Khintchine representation. By (ID, ∗) we denote a convolution semi-
group set of all infinitely divisible probability measures. Note that compound
Poisson measures e(m) are infinitely divisible and their characteristic func-
tions are equal to φe(m)(t) = exp
∫
R
(eitx − 1)m(dx).
A stochastic process Y (t), t ≥ 0, on a probability space (Ω,F , P ), starting
from zero (Y (0) = 0 with P.1), with stationary and stochastic independent
increments, and continuous in probability is called a Lévy process. Hence all
increments Y (t) − Y (s), t > s ≥ 0 have ID distributions and a probability
distribution µt of random variable Y (t) is equal to µ
∗t
1 . And conversely, each
µ ∈ ID can be inserted into a Lévy process Yµ(t), t ≥ 0, such that probability
distribution of Yµ(1) = µ.
Finally, below we need an random integral mapping
(ID, ∗) ∋ µ→ K(µ) = L(
∫ ∞
0
sdYµ(1− e−s)),
where L(V ) denotes a probability distribution of a random variable V , that
was introduced in Jurek (2007).
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Our investigations of the tangent function have an origin in the following
series representations:
tanh s = 2s
∞∑
k=1
1
((2k − 1)pi/2)2 + s2 = s
∫
R
1
x2 + s2
(
∑
n∈Z, odd
δnpi/2(dx)) (3)
where δa is a Dirac measure (point-mass measure concentrated at a; cf. Grad-
shteyn and Ryzhik (1994), formula 1.421(2).
2. Results.
Here we prove the following analytic and probabilistic properties of a
tangent function tan(1/it) :
Theorem 1. (a) Let’s for k ∈ N := {1, 2, 3, ...} define real constants
ck := ((2k − 1)pi/2)−1, c−k := (2(−k) + 1)pi/2)−1
and define discrete measures
m(dx) :=
∑
k∈Z
x2
1 + x2
δck(dx); M(dx) :=
1 + x2
x2
m(dx); (4)
where δc denotes a Dirac measure concentrated at a constant c ∈ R. Then m
is a finite measure with a mass m(R) = tanh(1) ≈ 0.76159, and
∫
R
1 + itx
it− x m(dx) = tan(1/it) (≡ −i tanh(1/t)), t 6= 0; (5)
(b) Since
∫
(R\0)
(x2 ∧ 1)M(dx) < ∞ therefore µ = [0, 0,M ] represents a
classical infinitely divisible measure with zero shift, zero Gaussian part and
Lévy (spectral) measure M . Let φµ be its characteristic function. Then
it2 L[log φ¯µ(s); t] = it log(φK(µ)(−t−1)) = tan(1/it) (≡ −i tanh(1/t)), (6)
where φ¯µ is a complex conjugation and L[g; t] denotes a Laplace transform of
a function g at t.
(c) for a measure m and its characteristic function φm we have
(w2−1)L[φm(x)− tanh(1) cosh(x);w] = −i tan( 1
iw
), (≡ − tanh(1/w)) (7)
where L stands for a Laplace transform.
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(d) A measure µ = [0, 0,M ] ∈ (ID, ∗), a "counterpart" of Pick function
tan(1/it) (free-infinite divisible transform), is a probability distribution of a
variable X with the following series representation
X =
∑
n
cnYn <∞ converges a.s., in distribution and in L2 , (8)
where Y1, Y2, ... are i.i.d. copies of a random sum Y =
∑N2
j=0 rj with N2, r1, r2, ...
independent N2 has a Poisson distribution with parameter 2 and rj are Rademacher
variables with P (rj = ±1) = 1/2.
Since a function tan(z) is analytic one, from (5) via an extension argu-
ments, we have that
Corollary 1. For z ∈ C \ {0}
tan(1/z) =
∫
R
1 + zx
z − x m(dx), where m(dx) :=
∑
n∈Z,odd
x2
1 + x2
δ(npi/2)−1(dx).
This representation is also in Gesztesy and Tsekanovskii (2000), Example
A.10 and A.11 on p.122 but obtained by different complex analysis argu-
ments. Also note that their examples A.8 and A.9 correspond to stable
probability measures with an exponent r. Also tan(1/z), and much more of
free-probability, can be found in Ejsmont and Lehner (2020).
The following lemma gives a probability distribution of the variable Y
that appears in the part (d) of Theorem 1 and may be of some independent
interest as well.
Lemma 1. Let N2, r1, r2, ..., rk, ... be independent variable where N2 has a
Poisson distribution with a parameter 2 and rj = ±1 with probability 1/2 are
independent Rademacher variables. Then
Y :=
N2∑
j=1
rj
d
= S+ − S−, where S± are i.i.d. Poisson with parameter 1.
Moreover, for k = 0, 1, 2, ... we have
P (Y = k) = P (Y = −k) = e−2
∞∑
j=0
1
j!
1
(k + j)!
≡ e−2Ik(2); (a Bessel function).
In particular, I0(2) + 2
∑∞
k=1 Ik(2) = e
2.
(cf. also Remark 2, below).
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Remark 1. The above Lemma 1, is a particular case of so called Skellam
distributions that are defined as a law of a difference T1 − T2 of independent
Poisson variables with a parameters λ1, λ2, respectively.
3. PROOFS.
Proof of Theorem 1.
Part (a). Noticing that for k ∈ N we have c−k = −ck and using (4) we
∫
R
1 + itx
it− x m(dx) =
∑
k∈Z\{0}
1 + itck
it− ck
c2k
1 + c2k
=
∑
k∈N
[
1 + itck
it− ck +
1 + itc−k
it− c−k ]
c2k
1 + c2k
= −2it
∑
k∈N
1 + c2k
t2 + c2k
c2k
1 + c2k
= −2it
∑
k∈N
1
t2
1
c−2k + 1/t
2
(by(3))
= −i 2 1
t
∑
k∈N
1
((2k − 1)pi/2)2 + 1/t2 = −i tanh(1/t) = tan(1/it),
which completes a proof of (4). Furthermore, using the one to the last equal-
ity above for t = 1, we conclude
m(R) =
∑
k∈Z
c2k
1 + c2k
= 2
∑
k∈N
1
((2k − 1)pi/2)2 + 1 = tanh(1),
and this completes a proof of a part (a).
Part (b). In Jurek (2007) a definition of the mapping K is given by a
formula (12) and using Corollary 6 we get first equality in (6). (Also compare
Jurek (2016)). Consequently, if
(ID, ∗) ∋ µ→ K(µ) = L(
∫ ∞
0
sdYµ(1− e−s))
then its characteristic function is of the form:
log(φK(µ))(t) =
∫ ∞
0
log(φµ(st))e
−sds, (by Corollary 4, in Jurek(2007)).
Specifying above for µ = [0, 0,M ], with a symmetric M , we get
log(φK([0,0,M ]))(t) =
∫ ∞
0
∫
R\{0}
(cos(tsx)− 1))M(dx)e−sds
=
∫
R\{0}
[
∫ ∞
0
(cos(stx)− 1)e−sds]M(dx) =
∫
R\{0}
[
1
t2x2 + 1
− 1]M(dx)
= −t2
∫
R\{0}
x2
t2x2 + 1
M(dx) = −t2
∑
k∈Z
c2k
t2c2k + 1
= −t2
∑
k∈Z
1
t2 + c−2k
=
− t tanh(t) = it tan(it).
5
Substituting above t by −1/t we get formula (6).
Part (c). Using a measure m, a formula (3), part (a) of Theorem 1 and
Laplace transforms of a cosine and hyperbolic cosine functions we get
L[φm(x)− tanh(1) cosh(x);w]
=
∫ ∞
0
[
∑
n∈Z,odd
cos(wcn)
c2n
1 + c2n
− cosh(x)
∑
n∈Z,odd
c2n
1 + c2n
] e−wxdx
=
∑
n∈Z,odd
[
w
w2 + c2n
c2n
1 + c2n
− w
w2 − 1
c2n
c2n + 1
]
=
w
w2 − 1
∑
n∈Z,odd
(
w2 − 1
w2 + c2n
− 1) c
2
n
1 + c2n
= − 1
w2 − 1
1
w
∑
n∈Z,odd
c2n
1 + c2nw
−2
= (w2 − 1)−1(−1) tanh( 1
w
) = (w2 − 1)−1 (−i) tan( 1
iw
),
which completes a proof of a part (c).
Part(d). First, note that cos t is a characteristic function of Rademacher
variables rj . Second, variable Y has a compound Poisson distribution with
a characteristic function exp[2(cos t− 1)].Third, since E[Y ] = 0, V ar[Y ] = 2
therefore E[X ] = 0 and V ar(X) =
∑
n V ar(cnYn) = 2
∑
n c
2
n < ∞. All in
all, by Kolmogorov’s Three Series Theorem we conclude that series (8) of
independent variables converge in all three modes.
Finally, we have
φX(t) =
∏
n
exp[2(cos(cnt)− 1)] = exp
∫
R
(cos(tx)− 1)M(dx) = φµ(t),
which proves (8) and this completes a proof of Theorem 1.
Proof of Lemma 1.
Let S+ and S− denote a number of (+1) and −1 among r1, r2, ..., rN2,
respectively. Then
[S+ = k] iff [(N2 ≥ k) and (
N2∑
j=1
rj = k(+1) + (N2 − k)(−1) = 2k −N2].
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Hence using conditioning arguments we get
P (S+ = k) = P ((
N2∑
j=1
rj = 2k −N2) ∩ (N2 ≥ k)) = E[1{N2≥k}
(
N2
k
)
2−N2 ]
=
∞∑
j=k
(
j
k
)
1
2j
e−2
2j
j!
= e−2
∞∑
j=k
j!
k! (j − k)!
1
j!
=
1
k!
e−2
∞∑
n=0
1
n!
=
1
k!
e−1,
and therefore S+ has a Poisson distribution with a parameter 1.
By a similar argument S− has also Poisson distribution withe a parameter
1 and is independent of X+. Finally,
P (Y = k) = P (S+ − S− = k) = P (S+ − S− = −k)
= P ((S+ = k + S−) ∩ (
∞⋃
j=0
(S− = j)) =
∞∑
j=0
P ((S+ = k + j) ∩ (S− = j))
=
∞∑
j=0
P (S+ = k + j)P (S− = j) =
∞∑
j=0
e−1
1
(k + j)!
e−1
1
j!
≡ e−2Ik(2).
(See Remark 3 below for a definition of a modified Bessel function Ik(z).)
Remark 2. Since Ik(2) are a probability distribution therefore
2
∞∑
k=1
Ik(2) + I0(2) = e
2, where Ik(2) :=
∞∑
j=0
1
j!
1
(k + j)!
, k ≥ 0. (9)
But here is a straightforward calculation of that fact :
e2 =
∞∑
k,l=0
1
k!
1
l!
=
∞∑
k=0
(
1
k!
)2 + 2
∞∑
k=0
∞∑
l=k+1
1
k!
1
l!
= I0(2) + 2
∞∑
k=0
∞∑
j=1
1
k!
1
(k + j)!
= I0(2)+2
∞∑
k=0
[ 1
k!
(
∞∑
j=0
1
(k + j)!
− 1
k!
)
]
= I0(2)+2
∞∑
j=0
∞∑
k=0
( 1
k!
1
(k + j)!
−( 1
k!
)2
)
= I0(2) + 2
∞∑
j=0
(Ij(2)− I0(2)) = I0(2) + 2
∞∑
j=1
Ij(2);
which completes a proof of (9).
Remark 3. Recall that
Iν(z) :=
∞∑
j=0
1
j!Γ(ν + j + 1)
(
z
2
)ν+2j, z ∈ C,
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is a modified Bessel function of the first kind ; cf. Gradshteyn and Ryzhik(1994),formula
8.445. Moreover, it has the following integral representation
Iν(z) =
( z
2
)ν
Γ(ν + 1/2)Γ(1/2)
∫ 1
−1
(1− t2)ν−1/2e±ztdt; ℜ(ν + 1/2) > 0;
Gradshteyn and Ryzhik (1994), formula 8.431(1).
Since Γ(1/2) =
√
pi; Γ(k + 1/2) =
√
pi2−k(2k − 1)!! then
Ik(2) =
2k
(2k − 1)!! pi
∫ 1
−1
(1− x2)k−1/2e−2xdx, for k ∈ N,
that might be more useful for an explicit calculations.
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