In this paper, we fit the negative binomial-generalized exponential (NB-GE) distribution to data exhibiting excess zeros. Thus we employed the NB-GE and its zero-inflated derivative to three sets of frequency data that have been employed in standard literature on the subject. Our results are compared with both the Poisson, negative binomial and corresponding zero-inflated distributions (ZIP and ZINB). All analyses were carried out using PROC NLMIXED in SAS. Parameter estimates, as well as the expected frequencies under each model and the corresponding goodness-of-fit statistics are computed.
Introduction
For count data, the Poisson model (1) provides the basic model for analysis. The Poisson distribution has the probability density function (pdf) given by:
Pr(y, µ) = e −µ µ y y! , for y = 0, 1, . . . ,
with mean and variance given respectively as:
In this set up, the mean and variance of the Poisson are equal but for real data, this is not often the case, with the variance often being greater than the mean. In such situations, the Poisson model fits poorly and for overdispersed count data where Var(Y ) > E(Y ), alternative distributions having dispersion parameters such as the negative binomial distribution has been suggested. The negative binomial distribution (NB) with parameters r and π has the probability density function: f (y : r, π) = r + y − 1 y π r (1 − π) y ; y = 0, 1, . . . , and 0 ≤ π ≤ 1 (3) with:
E(X) = r(1 − π) π , E(X 2 ) = r(1 − π)(1 + r(1 − π)) π 2 It has been established that for count data exhibiting heavy-tailed distribution, both the Poisson (P) and the negative binomial (NB) may not be sufficiently appropriate for modeling such data. In such cases, mixed NB or Poisson models have been suggested- [7] ; [21] and [18] . Recently, however, the negative binomial-generalized exponential (NB-GE) model has been suggested for heavily tailed count data (see [2] and [20] amongst several others). We present in the next section, a brief introduction to these models.
Over-dispersion in count data can also manifest if there are excess zeros in the data. That is, there are more zeros in the data that would normally be expected from a Poisson model. Such count data occur naturally in epidemiology, public health, engineering and many other fields of human endeavor. Failure to account for extra zeros may result in biased estimates of parameters and the consequent incorrect inference. To overcome these extra zeros, the zeroinflated models (ZIP) and ZINB) have received considerable attention in the literature e.g. [11] , [12] , [10] , [19] and [5] amongst several others. In this study, we will be comparing the zero-inflated models (ZIP, ZINB) with their corresponding zero-inflated negative binomial-generalized exponential (ZINB-GE) model. These models are compared in this study. SAS PROC COUNTREG can fit zero inflated (ZIP) and (ZINB). However, we would fit these models with our own SAS NLMIXED programs.
We present these distributions in the following sections.
2 The Negative Binomial-Generalized Exponential Distribution NB-GE
The NB-GE distribution with parameters r, α, β is a mixture of the NB distribution Y |π ∼ N B(r, π = exp(−λ)), and λ ∼ GE(α, β)
with the resulting unconditional pdf being () given by:
for y = 0, 1, . . . , and r, α, β > 0.
Where the generalized exponential distribution has the pdf:
and α=shape parameter, and β =scale parameter. The mean and variance are generated from:
Var(X) = 1
where:
Ψ(.) = digamma function, and Ψ (.) = derivative of the digamma function Ψ(.)
The means and variances of the NB-GE distribution in (4) are:
where
The corresponding zero-inflated models are briefly discussed in the next section, viz:
Zero-inflated Models
We consider in this section zero-inflated probability models corresponding to the Poisson, the NB and the negative binomial-generalized exponential distributions discussed in the previous section.
A zero inflated (ZI) model is a two-part process manifested by the structural zeros part and the process that generates random counts and can be written in the form:
where φ is the extra proportion of zeros and Y is the count random variable with specified parameters.
The ZIP
Using (8) therefore, the zero inflated Poisson has the form:
such that 0 ≤ φ < 1. Thus the above model incorporates extra zeros than the original Poisson model in (1) in which (φ = 0). The mean and variance are respectively:
Zero-Inflated Negative Binomial Models
The probability density function for a zero-inflated negative binomial distribution (ZINB) is given by:
where the parameters µ i and φ depend on the covariates and k ≥ 0 is a scalar. Thus we have over-dispersion whenever either φ or k is greater than 0. Thus, the equation in (11) reduces to NB when φ = 0 and to the ZIP when k = 0.
ZINB-GE
The zero-inflated distribution function for a random variable having parameters r, α, β and φ, that is, ZINB-GE (r, α, β, φ) has the pmf given by:
The mean and variance of the ZINB-GE are provided in [1] . We now apply the Poisson, NB, NB-GE and their corresponding zero inflated models to the following data sets.
The first data set, displayed in Table 1 gives the number of hospital stays by United States residents aged 66 and above. The data was originally presented in [6] but recently analyzed in [1] with zero inflated models.
Estimation
We can obtain the maximum likelihood estimation of the NB-GE by noting that the Likelihood is given by:
The log-likelihood L is given by:
Thus the MLE are obtained by numerically solving the following partial differential equations:
Similarly, [1] provided the log-likelihood for the ZINB-GE and that MLE are similarly generated numerically by solving the four partial differential equations:
Maximum-likelihood estimations (we have restricted ourselves to the single component, y i of the log-likelihood function) in (16) is carried out with PROC NLMIXED in SAS, which minimizes the function −LL(y, Θ) over the parameter space Θ numerically. The integral approximations employed in PROC NLMIXED is the Adaptive Gaussian Quadrature [16] and several optimization algorithms: namely:the quasi-Newton algorithm (QUANEW), the NelderMead Simplex method(NMSIMP), the Newton-Raphson method with line search (NEWRAP) and the Conjugate Gradient method (CONGRA) of [17] and [3] . Convergence is often a major problem here and the choice of starting values is very crucial. For each of the cases considered here, the above four optimizing algorithms were applied in turn to ascertain accuracy and consistency. Although the results differ very slightly, on the whole, they all agree very well. Thus we may note here that each of these give slightly different parameter estimates. They all give values that are very close. For the MLE in (17), a constant inflation parameter utilizing the logit form: φ = exp(a 0 )/(1 + exp(a 0 )) was implemented. [12] has implemented MLE of the models P, NB, ZIP and ZINB by similarly employing SAS PROC NLMIXED.
Applications to Three Data Sets
We now apply the Poisson, NB, NB-GE and their corresponding zero inflated models to the following data sets.
Data Set I
The first data set is the number of automobile liability policies in Switzerland for private cars taken originally from [9] and recently analyzed in [2] . The data is presented in Table I with Y representing the number of accidents and n i the corresponding observed frequencies. We see that the data contains a substantial number of zeros (about 86.53%) and heavily skewed right. The underlying model for this data is the Poisson. However, when the Poisson model is applied to the data in Table I , the model fits very poorly, withλ = 0.1551 andσ 2 = 0.1551. However, the observed data has λ = 0.1515 and σ 2 = 0.1793. Clearly, Var(Y ) > E(Y ) in the observed data, which clearly indicates over-dispersion in the data. Hence, we would need models that will account for this over-dispersion, and thus the need for considerations of other models discussed in earlier sections having dispersion parameters. For the other models employed in this study for instance, the estimated means from the NB and NB-GE have estimated means that agree with those of the observed data and estimated variances 0.1784 and 0.1791 respectively. The latter being much closer to the observed value of 0.1793. (We may note here that [2] quoted these values in error as 1.1551 and 1.793 for the observed data respectively). We observe that the NB-GE fits the data better. It should be noted here, and as we would observe with the other data sets used in this study that the sum of the expected values under the NB-GE may not necessary sum to n, the observed sample size. This is in spite of many of the optimization algorithms employed (Newton-Raphson, Nelder-Mead Simplex , Quasi-Newton or conjugate gradient) within PROC NLMIXED in SAS. This is clearly a convergence problem.
Using the rule proposed in [13] , that expected values can be as small as r/d 3/2 (where r is the number of expected values less than 3, and d is the degrees of freedom under such a model) without violating the χ 2 assumption, we see that the minimum expected values required for the NB-GE model for In the last three columns of Table I are the corresponding zero-inflated models for the data. Both the ZINB and ZINB-GE have no improvements on their corresponding NB and NB-GE models since the estimatedφ = 0 in both cases. Thus for this data, the zero-inflated models do not provide better fits. The ZIP however shows an improvement over the Poisson model with computed X 2 = 179.7660 on 3 d.f. but provides a poor fit to the data. Alternative measures of fit provided by the AIC, -2LL and BIC also indicate that the NB-GE is a better fit than the NB.
Data Set II
This data set, displayed in Table IIa , is taken from [1] and gives the number of hospital stays by United States residents aged 66 and above. The data was originally presented in [6] but recently re-analyzed in [1] with zero inflated models. Here, Y i is the number of hospital stays and n i is the frequency in each category. The sample size here is n = 4406. Results:
We observe from Table IIa that In this example, we see from the Table IIb that P (y ≤ 8) = 0.99967 and that P (Y ≤ 18 = 1.00000). Even in the latter case, the sum of expected values is still 4405.98 (very close to the true 4406). This true situation, I feel should be addressed when dealing with this type of distribution and the associated convergence problems. Again, the NB-GE fits better than its zero-inflated counterpart. The former gives an X 2 = 11.0716 on 5 d.f. (p-value=0.050) compared to the ZINB-GE which gives X 2 = 10.8060 on 4 d.f. (p-value=0.029). However, if categories 6 & 7 are collapsed (lower panel of Table II ), the corresponding computed X 2 are 3.8334 and 3.6906 on 4 and 3 degrees of freedom respectively with corresponding p-values of 0.4290 and 0.2969 respectively indicating again that the NB-GE is more parsimonious than the ZINB-GE.
Data Set III
The data in Table III is the single-vehicle roadway departure fatal crashes that occurred on 32,672 rural two-lane horizontal curves between 2003 and 2008, [14] . About 90% of the data experienced no crashes giving rise to excess zeros for the data. Results:
Again, we see here that both the Poisson and NB models did not fit our data well. On the X 2 line in Table III for instance, the (4+) there under the Poisson model indicates that categories 4 and above have been collapsed to satisfy the [13] rule for the appropriate application of the χ 2 approximation. In this case for example, the observed frequency becomes 61, while the expected frequency becomes 0.44, leading to a X 2 value of 9662.8972 on 3 degrees of freedom. Similar results are obtained for other models. We observe that we only need to collapse only two categories for the NB-GE model, with X 2 = 13.4793 on 6 d.f. Our results are not exactly those presented in [20] for both the NB and NB-GE models, although the parameter estimates seem almost identical. We have provided our SAS program in the appendix for verification and validation of our results. The program employs the Newton-Raphson iterative procedure.
The observed mean and variance of the data are respectively, µ = 0.1376 and σ 2 = 0.2044. We see that the Poisson model grossly underestimates the observed variance but the NB and NB-GE models have estimated variances of 0.1927 and 0.1988. Clearly, the NB-GE variance closely matches the observed variance with estimated mean of 0.1375. For the zero-inflated models ZIP and ZINB, we have: (where ω = 1/(1 + exp(−φ))).
for both models but respective variances
Thus for the ZIP, the mean equals 0.4713(1−0.7080) = 0.1376 and the variance is estimated as 0.4713(1−0.7080)(1+0.7080×0.4713) = 0.1835. For the ZINB and ZINB-GE in this example,φ = 0, hence the means and variances are equal to the P and NB models respectively. We observe that the variance of the ZIP has moved to 0.1835 but still fall short of the observed values of 0.2044. Overall, the NB-GE provides the best parsimonious model for the data in Table III. 6 Conclusions:
Our study here reinforces the superiority of the NB-GE distribution for data exhibiting excess zeros and heavy tailed. For the cases considered here, it seems that the ZINB-GE does not necessarily perform better than the NB-GE. However, the MLE of the NB-GE depends to a large extent on the choice of initial parameter values and it would be sometimes necessary to double check estimated parameters by employing at least two optimization techniques (Perhaps: Newton-Raphson and Nelder-Mead Simplex methods-NEWRAP & NMSIMP in SAS PROC NLMIXED). Our results also produce estimated probabilities for each category and because the pmf of the NB-GE has an infinite range, these probabilities may not necessarily sum to 1.00 within the values of observed data and consequently, the sum of estimated expected values may be a little smaller than the observed sample size (usually, no more than 0.5). We would strongly recommend the NB-GE as an alternative model to the P, NB and other similar count models. title 'NB-GE'; proc nlmixed data=new tech=newrap lis=2; /* aa stands for alpha here*/; parms aa=0.5 beta=8 r=3; bounds aa >0, beta >0, r>0; z=lgamma(r+y)-lgamma(y+1)-lgamma(r); sum=0.0; do j=0 to y; u1=(-1)**j; z1=lgamma(y+1)-lgamma(j+1)-lgamma(y-j+1); n1=aa+1; n2=1+((r+j)/beta); z2=lgamma(n1)+lgamma(n2)-lgamma(aa+n2); b1=z1+z2; sum=sum+(u1*exp(b1)); keep sum; end; LL=z+log(sum); model y~general(LL); /* replicate count*-alternative formulation*/; predict aa out=aa1; predict beta out=bb; predict r out=cc; run; data q1; set aa1; aa=pred; run; data q2; set bb; beta=pred; run; data q3; set cc; r=pred; run; data qq3;
