Adaptive fourth-order partial differential equation filter for image denoising  by Liu, Xinwu et al.
Applied Mathematics Letters 24 (2011) 1282–1288
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Adaptive fourth-order partial differential equation filter for image
denoising
Xinwu Liu a, Lihong Huang a,b,∗, Zhenyuan Guo a
a College of Mathematics and Econometrics, Hunan University, Changsha, Hunan 410082, PR China
b Hunan Women’s University, Changsha, Hunan 410004, PR China
a r t i c l e i n f o
Article history:
Received 2 July 2010
Received in revised form 16 January 2011
Accepted 25 January 2011
Keywords:
Image denoising
Staircasing effects
Fourth-order PDE
Optimization problem
a b s t r a c t
To overcome the staircasing effects and simultaneously avoid edge blurring, this paper
describes a fourth-order partial differential equation based edge-preserving regularization
filter for noise removal. This technique is closely related to the nonlinear anisotropic
diffusion. Compared results distinctly demonstrate the superiority of our proposed scheme
over the LLT model, in terms of removing noise while sharply maintaining the edge
features.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Removing noise while preserving fine details is a challenging issue in image processing. One classical partial differential
equation (PDE) based technique is the total variation (TV) minimization, which was inaugurated in [1] by Rudin et al.
depicted as
min
u∈BV (Ω) L2(Ω)
∫
Ω
|Du| + λ
2
∫
Ω
(u− u0)2dx, (1.1)
where Ω denotes a bounded open domain with a Lipschitzian boundary, u and u0 represent the original image and the
observed image respectively. Furthermore, to improve the edge-preserving capability, Strong and Chan [2,3] presented the
adaptive TV approach to image restoration
min
u∈BV (Ω) L2(Ω)
∫
Ω
α(x)|Du| + λ
2
∫
Ω
(u− u0)2dx (1.2)
where α(x) is a spatially and scale adaptive function. In [4], Chen and Wunderli chose α(x) = 1
1+K|∇Gσ ∗u0|2 as an edge-
stopping function, used for controlling the speed of the diffusion, whereK represents a threshold parameter, and Gσ (x) =
1
2πσ 2
exp(− |x|2
2σ 2
) denotes the Gaussian filter with parameter σ . Additionally, the corresponding theory of viscosity solutions
was investigated there in detail.
These schemes are capable of suppressing noise while preserving the sharp edges. Unfortunately, the numerous blocky
effects are engendered in the recovered images owing to the TV regularization. To overcome this drawback, high-order
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PDE filter techniques have been researched by scholars widely. Ref. [5] exhibits the superiority of fourth-order PDE over
second-order PDE in image processing. Recently, great success has been achieved, for instance, fourth-order anisotropic
diffusion strategy [5–10], and fourth-order PDE regularization minimization scheme [11–15], etc. Thereinto, the classical
LLT model [12] can be characterized by the following formulation
min
u∈BV2(Ω) L2(Ω)
∫
Ω
|D2u| + λ
2
∫
Ω
(u− u0)2dx. (1.3)
Numerical experiments demonstrate that the LLTmodel can relieve the staircasing effects substantially. A fly in the ointment
is that this fourth-order filter results frequently in edge blur. In order to conquer the staircase artifacts and simultaneously
avoid the blurring effects, the hybrid regularization approaches combining TV filter and fourth-order PDE filter were
displayed in [16,17].
Motivated by the above models (1.2) and (1.3), we primitively introduce the adaptive fourth-order PDE regularization
based image restoration scheme
min
u∈BV2(Ω) L2(Ω)
∫
Ω
α(x)|D2u| + λ
2
∫
Ω
(u− u0)2dx (1.4)
where α(x) = 1
1+K|∇Gσ ∗u0|2 denotes the diffusivity function, which adaptively manipulates the amount of smoothing. More
precisely, for givenK , in homogeneous flat regions where |∇Gσ ∗ u0| is small, which indicates a strong diffusion process.
Conversely, near the region’s boundaries where |∇Gσ ∗u0| is large, the diffusion process is weak. In summary, the diffusivity
function can effectively prevent the diffusion of the edges and sharply preserve the edges while removing noise.
Our principal contributions of this research are to address amodified fourth-order PDE filtering scheme, and improve the
quality of the recovered images substantially, in term of overcoming the staircasing effects and preserving the sharp edges.
The remainder of this paper is arranged as follows. In Section 2, we describe the necessary definitions and notions about the
model (1.4). Section 3 elaborates on the numerical method for our novel strategy. And numerical experiments intended for
demonstrating the proposed method are provided in Section 4. Finally, conclusions are summarized in Section 5.
2. Preliminaries
Our objective in this section is to describe some necessary definitions and notions for the proposedmodel. Following the
Refs. [17,18], we start with the precise definition of BV 2 space.
Definition 2.1. LetΩ ⊆ Rn be a bounded open domain with Lipschitz boundary. Let u ∈ L1(Ω). Then the BV 2 semi-norm
of u is characterized by∫
Ω
|D2u| = sup
φ∈C2c (Ω,Rn×n)
∫
Ω
n−
i,j=1
u∂j∂iφijdx : |φ(x)| ≤ 1, ∀x ∈ Ω

<∞, (2.1)
where φ(x) is a vector valued function, with |φ(x)| =
∑n
i,j=1(φij)2. Here we remark that the space BV 2(Ω) equipped with
‖u‖BV2(Ω) =

Ω
|D2u| + ‖u‖L1(Ω) is also a Banach space.
Definition 2.2. Suppose that Ω ⊆ Rn be a bounded open domain with Lipschitz boundary, and u ∈ L1(Ω). Suppose also
that α(x) ≥ 0 represents a continuous and real function. Then we define the weighted BV 2 semi-norm of u as∫
Ω
α|D2u| = sup
φ∈C2c (Ω,Rn×n)
∫
Ω
n−
i,j=1
u∂j∂iφijdx : |φ(x)| ≤ α, ∀x ∈ Ω

<∞, (2.2)
and the α-BV 2 norm to be ‖u‖α−BV2(Ω) =

Ω
α|D2u| + ‖u‖L1(Ω).
Similarly to the Ref. [4], we can derive the following propositions.
Proposition 2.1 (Lower Semicontinuity). Assume {ui}∞i=1 ⊂ BV 2(Ω) and ui → u∗ in L1(Ω), then∫
Ω
α|D2u∗| ≤ lim inf
i→∞
∫
Ω
α|D2ui|. (2.3)
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(a) Original image. (b) Degraded image.
(c) LLT model. (d) Our proposed scheme.
Fig. 1. Recovered results via our proposed method, and comparisons with that of the LLT method.
Proposition 2.2. If u∗ ∈ BV 2(Ω) and α(x) ≥ 0 is continuous, then there exists a minimizing sequence {ui}∞i=1 ⊂ BV 2(Ω) such
that
lim
i→∞ ‖ui − u
∗‖L1(Ω) = 0, (2.4)
and
lim
i→∞
∫
Ω
α|D2ui| =
∫
Ω
α|D2u∗|. (2.5)
Combining the lower semicontinuity and compactness properties, we are now in a position to present the existence and
uniqueness for the viscosity solution of (1.4).
Theorem 2.1. The problem (1.4) has a unique minimizer in BV 2(Ω)

L2(Ω).
Proof. Considering the objective function is strictly convex and coercive in BV 2(Ω)

L2(Ω), furthermore, the low
semicontinuity is satisfied, we declare that the optimization problem (1.4) has a solution by the standard arguments in
convex analysis [19]. Also the uniqueness of solution for the minimization problem (1.4) can be deduced from its strict
convexity. This completes the proof. 
3. Computational method
Numerically, we replace the space BV 2(Ω)

L2(Ω) by the subspace W 2,1(Ω)

L2(Ω). Whereupon, the objective
function (1.4) can be rewritten as
min
u∈W2,1(Ω) L2(Ω)
∫
Ω
α(x)|∇2u| + λ
2
∫
Ω
(u− u0)2dx, (3.1)
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(a) Original image. (b) Noisy image.
(c) LLT model. (d) Our proposed scheme.
Fig. 2. Partially enlarged results are displayed to compare the denoising performance of the LLT model with our proposed method.
where |∇2u| =

u2xx + u2xy + u2yx + u2yy. Computationally the optimization problem (3.1) is usually solved via its
Euler–Lagrange equation
div

α
∇ux
|∇2u|

x
+

div

α
∇uy
|∇2u|

y
+ λ(u− u0) = 0 (3.2)
with the boundary conditions
∇ux · n1 = 0, ∇uy · n2 = 0,
div

α
∇ux
|∇2u|

· n1 = 0, div

α
∇uy
|∇2u|

· n2 = 0 (3.3)
and the initial condition
u(x, 0) = u0(x), x ∈ Ω (3.4)
where n = (n1, n2) denotes the outward normal vector of ∂Ω . To avoid singularities in the above systems, we replace |∇2u|
by |∇2u|ε =
|∇2u|2 + ε, where ε is a small positive parameter. Consequently, from (3.2) it implies that
α
uxx
|∇2u|ε

xx
+

α
uxy
|∇2u|ε

yx
+

α
uyx
|∇2u|ε

xy
+

α
uyy
|∇2u|ε

yy
+ λ(u− u0) = 0. (3.5)
Solving for (3.5), the implicit steepest descent method, marching with artificial time t , is employed to achieve the steady-
state solution in the current paper. Namely,
ut = −

α
uxx
|∇2u|ε

xx
−

α
uxy
|∇2u|ε

yx
−

α
uyx
|∇2u|ε

xy
−

α
uyy
|∇2u|ε

yy
− λ(u− u0). (3.6)
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(a) Original image. (b) Degenerated image.
(c) LLT model. (d) Our proposed model.
Fig. 3. Recovered results via our proposed method, and comparisons with that of the LLT method.
Considering that (3.6) is a fourth-order PDE, its numerical solution is obtained by adopting appropriate finite difference
scheme. Suppose u(xi, yj, tk) is approximately denoted by uki,j, and the time derivative at the point (xi, yj, tk) can be defined
as ∂u
∂t |ki,j =
uk+1i,j −uki,j
1t . In addition, here we define the following difference operations
D±x u
k
i,j = ±(uki±1,j − uki,j), D±y uki,j = ±(uki,j±1 − uki,j), (3.7)
Dxxuki,j = (D+x (uki,j)− D+x (uki−1,j)), D±xyuki,j = ±(D±x (uki,j±1)− D±x (uki,j)), (3.8)
D±yxu
k
i,j = ±(D±x (uki±1,j)− D±x (uki,j)), Dyyuki,j = (D+x (uki,j)− D+x (uki,j−1)). (3.9)
Thus the associated time evolution solution at pixel (i, j), for k+ 1 iterations, is characterized by
uk+1i,j = uki,j −1t

Dxx

α
Dxxuki,j
|D2uki,j|ε

+ D−yx

α
D+xyuki,j
|D2uki,j|ε

+ D+xy

α
D−yxuki,j
|D2uki,j|ε

+ Dyy

α
Dyyuki,j
|D2uki,j|ε

+ λ(uki,j − u0 i,j)

, (3.10)
with symmetric boundary conditions
uk−1,j = uk0,j, ukM+1,j = ukM,j, j = 0, 1, . . . ,N, (3.11)
uki,−1 = uki,0, uki,N+1 = uki,N , i = 0, 1, . . . ,M, (3.12)
whereM × N indicates the image size, and |D2uki,j|ε =

(Dxxuki,j)2 + (D+xyuki,j)2 + (D+yxuki,j)2 + (Dyyuki,j)2 + ε.
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(a) Original image. (b) Noisy image.
(c) LLT model. (d) Our proposed model.
Fig. 4. Partially enlarged results are displayed to compare the denoising performance of the LLT model with our proposed method.
4. Numerical results
In this section, we present two numerical experiments to illustrate the efficiency and feasibility of our novel method.We
also compare the restored results by employing the proposed algorithm with that of the LLT model.
To quantificationally measure the quality of the recovered image, the criterion signal to noise ratio (SNR) is employed
here. For any given image u, and noise n = u0 − u, SNR is characterized by
SNR = 10 · log10

Ω
(u− u¯)2dx
Ω
(n− n¯)2dx

, (4.1)
where u¯ and n¯ are the means of the image u and the noise n, respectively. Generally, the larger the SNR value, the better the
image quality. Motivated by Hajiaboli [10], we also evaluate the edge-preserving ability by measuring the Pratt’s figure of
merit (FOM) in the recovered image, which is defined to be
FOM = 1
max(Nd,Na)
Nd−
i=1
1
1+ γ d2i
, (4.2)
whereNd andNa respectively denote the numbers of detected and actual edge points, γ is a positive parameter, and di stands
for the error distance or deviation of the ith detected edge pixel. Additionally, the algorithm for edge detection is employed
by the Sobel edge detector. Here we remark that, in what follows, the regularization parameter for two different models is
chosen as ε = 10−8, and γ = 0.1 for the formula (4.2). Furthermore, the optimal iterations for obtaining the recovered
results need until the peaks of the SNR are reached.
An important assertion is that, the first-rank of the contrast parameterK in α(x) balances the noise reduction and detail
preservation capability. More precisely, ifK is very large, the diffusion process will becomeweak, whichmakesmore edges
preserved but yields a bad result containing superfluous noise. On the contrary, if K is too small, the diffusion process
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will oversmooth, which removes noise effectively but leads to edge blurring. In conclusion, the choice ofK in α(x) gives a
trade-off between SNR and FOM in the recovered images.
Our first example is a 256× 256 sized gray-scale image Lenna, which is displayed in Fig. 1(a). Fig. 1(b) (SNR= 14.18 dB)
is its degraded version corrupted by white random Gaussian noise with standard deviation (SD) 10. Furthermore, Fig. 1(c)
(SNR = 16.63 dB, FOM = 0.9668) and Fig. 1(d) (SNR = 16.82 dB, FOM = 0.9706) are the recovered results by employing
the LLT method and the proposed strategy, respectively. Also the local enlarged images are correspondingly displayed in
Fig. 2. Concretely, Fig. 1(c) is obtained with λ = 0.08 and1t = 0.05 for 40 iterations, while our result is carried out for 33
iterations by setting λ = 0.08,1t = 0.05, σ = 0.5 andK = 0.001.
Our second example is depicted in Figs. 3 and 4, to further evaluate the performance of our proposed method. Fig. 3(a)
shows the original Cameraman imagewith 256×256 pixels, and Fig. 3(b) (SNR= 12.56 dB) denotes the contaminated image
by white random Gaussian noise with SD = 15. What is more, the LLT model is run with λ = 0.06 and 1t = 0.03 for 90
iterations, and produced the restored results in Figs. 3 (c) and 4(c) with SNR= 15.26 dB and FOM= 0.9701. While Figs. 3(d)
and 4(d) (SNR = 15.36 dB and FOM = 0.9759) are obtained by using our novel model for 81 iterations with λ = 0.06,
1t = 0.03, σ = 1 andK = 0.001.
Intuitively, although the LLT model has the advantage for relieving the staircasing effects, unexpected edge blurring
emerges in the interim, see Figs. 1(c) and 3(c). However, our proposed strategy has the ability to overcome the piecewise
constant effects while preserving edge details, as are shown in Figs. 1(d) and 3(d) with higher SNR and FOM. Comparison
demonstrates that the proposed strategy yields an encouraging result. Precisely, distinct contour and details, such as the
brim of Lenna’s hat (Fig. 2(d)), and the bracket of the camera (Fig. 4(d)), recovered by our novel model are more clear than
that of the LLT scheme (Figs. 2(c) and 4(c), respectively).
5. Conclusion
This paper investigates an improved fourth-order PDE filter for spatially adaptive image denoising. Compared with the
recovered results by the LLT model, numerical results show the competitive performance of the proposedmethod, for noise
removal while maintaining the jump discontinuities better.
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