Abstract: This work is devoted to the study of linear continuous-time systems with Markovian jumping parameters and constrained control. The constraints used in this paper are of symmetrical inequality type. The approach of positively invariant sets is used to obtain new necessary and sufficient condition of stochastic positive invariance and sufficient condition of stochastic stability. These conditions become those given for stationary continuous-time systems with one mode as known in the literature. Copyright c ¡
INTRODUCTION
Linear systems with Markovian jumping parameters offers the advantage to model a large varieties of physical phenomena. This class of systems has been used successfully to model manufacturing systems, power systems, economic systems, etc. The reader is refered, for example to (Costa, 1996; Boukas and Yang, 1999) for discrete-time and continuous-time systems. It is well known that all these physical systems admit inputs limitation which are modeled by constraints of inequality type. However, to the best of our knowledge, the problem of stochastic stability of continuous-time linear systems with both Markovian jumping parameters and constrained control have only been investigated for discrete-time systems (Boukas and Benzaouia) . The regulator problem for linear systems with constrained control is widely studied after the result established by (Gutman and Hagander, 1985) . The tool of positive invariance was successfully applied to almost all the determiistic systems with constrained control and/or state see for example Burgat, 1988 -Benzaouia, 1994 ) and the references therein. The aim of this paper is to study the regulator problem for continuous-time class of systems with Markovian jumping parameters and constrained control by using the positive invariance approach. In this work, only symmetrical constraints are considered. A necessary and sufficient condition allowing the control law to always be admissible despite the stochastic character of the system is presented. A sufficient condition for stochastic stability of the system is also obtained. This paper is organized as follows: The studied problem is formulated in Section 2. Section 3 deals with definitions and preliminary results as the necessary and sufficient condition of stochastic positive invariance and the sufficient condition of stochastic stability for the free system. In Section 4, these results are used to design a law control ensuring to the control to remain admissible. The stochastic stability is also guaranteed. An algorithm together with an example illustrating this design is presented in Section 5. 
(1)
The objective of this work is to built a stabilizing regulator, 
with,
The proof is given in appendix 1.
Remark 4. Note that condition (3) can equivalently be written under the following form,
This condition will be satisfied only if matrix ¢ R ¤ is Hurwitz and
. Further, for a system with one mode, one can obtain
Now, a result concerning the application of the positive invariance concept to a continuous-time system with Markovian jumping parameters is presented. Let the system be defined by:
is the state vector of the system.
is stochastically positively invariant with respect to (w.r.t) system (6) if for all
and an initial mode
, consider the following domain:
Theorem 6. The set defined by (7) is stochastically positively invariant w.r.t the system (6) if and only if:
where n } is defined by (4). The proof of this theorem can be found in (Benzaouia et al.) .
MAIN RESULTS
In this section, the obtained results in the previous section will allow us to deal with the problem of continuous-time systems with Markovian jumping parameters and constrained control as presented in the first section. Recall that the control law is given by (2). The control is then admissible, i. 
Define the following set, g i $
The system in the closed-loop is obtained by,
Make the following change of variables,
In this case, domain (9) is transformed to the following domain,
I t follows, by using (12) and the developpement of y $
Taking account of the definition of the probability transition, one obtains,
Then, if there exist matrices
the dynamical system (11) is transformed by the use of (12) to the following dynamical system:
At this step, the results of Section 2 can be easily applied to system (15) taking into account the set of constraints (13). 
(ii):
where, (15), that means that the control will be admissible only in the mean sense. Thus, the trajectories of the system (11) can sometimes leave the set 2 (the control is saturated), however, according to condition (18), the stochastic stability of the system will be guaranteed.
RESOLUTION OF EQUATION
In this section, an algorithm computing 
