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ABSTRACT
We investigate and quantify the observed scatter in the empirical relationship between the broad line re-
gion size R and the luminosity of the active galactic nucleus (AGN), in order to better understand its origin.
This study is motivated by the indispensable role of this relationship in the mass estimation of cosmologically
distant black holes, but may also be relevant to the recently proposed application of this relationship for mea-
suring cosmic distances. We study six nearby reverberation-mapped AGN for which simultaneous UV and
optical monitoring data exist. We also examine the long-term optical luminosity variations of Seyfert 1 galaxy
NGC 5548 and employ Monte Carlo simulations to study the effects of the intrinsic variability of individual
objects on the scatter in the global relationship for a sample of ∼40 AGN. We find the scatter in this rela-
tionship has a correctable dependence on color. For individual AGN, the size of the Hβ emitting region has a
steeper dependence on the nuclear optical luminosity than on the UV luminosity, that can introduce a scatter
of ∼0.08 dex into the global relationship, due the non-linear relationship between the variations in the ionizing
continuum and those in the optical continuum. Also, our analysis highlights the importance of understanding
and minimizing the scatter in the relationship traced by the intrinsic variability of individual AGN, since it
propagates directly into the global relationship. We find that using the UV luminosity as a substitute for the
ionizing luminosity can reduce a sizable fraction of the current observed scatter of ∼0.13 dex.
Subject headings: galaxies:active — galaxies: nuclei — galaxies: Seyfert — black hole: mass — cosmology:
distances
1. INTRODUCTION
Owing to their powerful and persistent emission that can
be observed across most of the observable Universe (e.g.,
Mortlock et al. 2011), there has been a strong interest in using
quasars as cosmological probes since their discovery. Because
active galactic nuclei (AGN) and quasars are powered by ac-
cretion of matter onto supermassive black holes (Lynden-Bell
1969; Rees 1984) centered in their host galaxies, and the
majority reside at cosmic distances (e.g., Warren et al. 1994;
Fan et al. 2001), there are multiple ways in which these enig-
matic sources can be used as cosmic probes:
1. A quasar can be used as a background light source
to study the intervening intergalactic medium as it
absorbs the quasar emission (e.g., Wolfe et al. 2005;
Krogager et al. 2013; Fynbo et al. 2013);
2. Quasars can act as ‘light houses’ by which to locate and
study some of the most massive galaxies in the Universe
out to the earliest epochs. This can be done because
quasars are powered by the most massive black holes
known (e.g., Vestergaard 2004; Vestergaard et al. 2008;
Jiang et al. 2010; De Rosa et al. 2014), and the most
massive black holes tend to reside in the most massive
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galaxies (e.g., Tremaine et al. 2002; Ferrarese & Ford
2005);
3. Beyond the local Universe, direct measurements of the
mass of the central black hole is not possible for qui-
escent galaxies (e.g., Ferrarese & Ford 2005). Only for
AGN and quasars can the black hole mass be measured
in this case, permitting studies of black hole growth
(e.g., Vestergaard & Osmer 2009; Kelly et al. 2010;
Trakhtenbrot & Netzer 2012; Kelly & Shen 2013) and
feedback − as manifested in observations of galaxy
clusters (e.g., McNamara & Nulsen 2007) and galax-
ies (e.g., Merloni & Heinz 2007; Werner et al. 2014)
and in numerical simulations (e.g., Hopkins et al. 2006;
Croton et al. 2006);
4. An AGN or quasar can act as a standard candle or
standard ruler to measure cosmological distances or
constrain cosmological parameters (e.g., Collier et al.
1999; Elvis & Karovska 2002; Cackett et al. 2007;
Watson et al. 2011; Haas et al. 2011; King et al. 2014;
Ho¨nig 2014; Yoshii et al. 2014).
The use of AGN as standard candles/rulers has previously
been attempted by means of the broad line equivalent width
(i.e., the Baldwin Effect; Baldwin 1977) and/or accretion disk
emission (e.g., Collier et al. 1999; Elvis & Karovska 2002;
Cackett et al. 2007), but neither method has yet proven par-
ticularly useful. The situation has changed in the last few
years as the empirical relationship between the ‘size’ (or ra-
dius, R) of the broad emission line region (BLR) and the nu-
clear continuum luminosity L (i.e., the R− L relationship; e.g.,
Kaspi et al. 2000; Bentz et al. 2013, and references therein)
has proven to be especially tight, permitting a more robust
measure of the AGN luminosity. While the relationship has
traditionally been used to predict the BLR distance from
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the black hole for estimates of black hole masses of dis-
tant quasars (e.g., Vestergaard 2002; McLure & Jarvis 2002;
Vestergaard & Peterson 2006; McGill et al. 2008; Wang et al.
2009; Rafiee & Hall 2011; Shen et al. 2011; Park et al. 2013),
recent studies suggest its use as a cosmological probe also
at high redshifts (Watson et al. 2011; Haas et al. 2011; Melia
2014). In particular, Watson et al. (2011) suggest the reverse
use of the relationship to predict the luminosity from a direct
measure of the BLR size and propose ways in which the scat-
ter in the relationship at the time (∼0.2 dex, corresponding to
a distance modulus ∆µ=0.5 mag) can be reduced.
The AGN Radius − Luminosity Relationship — The emission
from the central engine in AGN and quasars is not con-
stant in time, but varies, likely in response to variations in
the rate at which matter falls onto the supermassive black
hole from the accretion disk surrounding it. Gas in their
immediate vicinity, the so-called broad line region, is pho-
toionized by the continuum photons emitted by the central
accretion disk and emits the characteristic broad emission
lines that are among the defining spectral features of Type
1 AGN. The emission line fluxes vary in response to the
changes in the driving continuum luminosity with a certain
time delay, τ. This delay is the light travel time of the
ionizing photons to the BLR, and we can infer the size of
this region, i.e., the distance to the gas, as: RBLR = cτ,
where c is the light speed. The reverberation-mapping (RM)
technique (Blandford & McKee 1982; Peterson 1993) mea-
sures τ by comparing the continuum and line emission light
curves. There are now nearly 50 measurements of the size
of the Hβ broad line-emitting regions, R(Hβ), in nearby AGN
(Peterson et al. 2004; Bentz et al. 2010, 2013, and references
therein) plus several measurements of lags for other emis-
sion lines. We observe a relatively tight relationship between
the size RBLR and the optical nuclear continuum luminos-
ity, L(optical) (e.g. Bentz et al. 2009a, 2013, and references
therein). In the following, we use RBLR to refer to the BLR
size in general, and R(Hβ) and R(C iv) to refer to the sizes of
the Hβ and C iv emitting regions, respectively.
The empirically established RBLR − L relationship is ex-
pected from the underlying photoionization physics (e.g.,
Peterson et al. 2002; Korista & Goad 2004). The main param-
eters of photoionization equilibrium models are: (i) elemen-
tal abundances, (ii) the shape of the ionizing continuum, (iii)
the particle density of the photo-ionized gas, and (iv) the ion-
ization parameter U (Osterbrock & Ferland 2006) defined for
hydrogen as:
U =
1
4πR2cnH
∞∫
ν0
Lν
hνdν =
Q(H)
4πR2cnH
∝
L(ionizing)
4πR2cnH
(1)
where nH is the total hydrogen number density; R is the dis-
tance to the ionized gas (here, it is the BLR radius for the
hydrogen broad emission lines); ν0 is the threshold ioniza-
tion frequency for hydrogen; Q(H) is the production rate
of hydrogen ionizing photons and L(ionizing) is the ioniz-
ing luminosity. To first order, AGN spectra look the same
across a wide range in luminosity (Davidson & Netzer 1979;
Baldwin et al. 1995; Dietrich et al. 2002). This suggests that
the values of nH and U (or the product UnH) are generally the
same for all BLRs (e.g., Peterson 1997). Under this assump-
tion, the distance to the line emitting gas is expected to scale
as RBLR ∝ L(ionizing)0.5.
There have been several attempts in the past 20 years to
test the existence of the RBLR − L relationship and to mea-
sure its slope. Davidson (1972) was the first to emphasize the
importance of the ionization parameter in early photoioniza-
tion calculations. The RBLR − L relationship appeared explic-
itly in the early reviews that covered emission-line variabil-
ity (Mathews & Capriotti 1985; Peterson 1988). The first at-
tempts at establishing the relationship were made in the early
1990’s (e.g. Koratkar & Gaskell 1991; Peterson 1993) based
on the early compilations of the first reverberation data. Laor
(1998) and Wandel, Peterson, & Malkan (1999) used the re-
verberation data available at the time for the first calibration
of the black hole mass scale based on radii calculated from the
photoionization formula. The observed RBLR−L(5100Å) rela-
tionship finally became convincing with the addition of higher
luminosity quasars (Kaspi et al. 2000) that not only doubled
the size of the reverberation database but also expanded the
luminosity range by another two orders of magnitude.
Although the larger reverberation mapping sample size so-
lidified the existence of an RBLR − L(5100Å) relationship,
the observed slope (Kaspi et al. 2000, 2005) was steeper than
that expected from photoionization physics − a consequence,
it turns out, of reverberation mapping campaign observing
strategies. The large aperture used for accurate spectropho-
tometry lets in more host galaxy light and the observed con-
tinuum luminosity, therefore, contains an unwanted contribu-
tion from star light that can be significant for nearby AGN
and is relatively larger for Seyferts than for quasars. This
is so for two reasons: (1) Seyferts tend to be nearby ob-
jects for which the host galaxies are larger and brighter on
the sky, and (2) the large intrinsic brightness of the nu-
clear source in quasars results in a large contrast of this
emission relative to that of its host galaxy. Using HST
and ground-based imaging Bentz et al. (2006a, 2009a, 2013)
determine the host star light contribution to L(5100Å) for
the reverberation-mapped AGN sample (Peterson et al. 2004;
Bentz et al. 2009b; Denney et al. 2010; Grier et al. 2012b).
Based on the most recent corrected AGN luminosities that
also account for the recently updated extinction maps for
our Galaxy (Schlafly & Finkbeiner 2011), Bentz et al. (2013)
present the most well determined R(Hβ)− L(5100Å) relation-
ship for the Hβ line emission to date and measure a slope of
0.53, consistent with the theoretical prediction of the slope of
0.5 to within the errors (±σ = 0.03 dex).
The slope of the ‘global’ RBLR−L(5100Å) relationship (i.e.,
that traced by a sample of AGN with different black hole mass
and intrinsic accretion state) is consistent with expectations
based on photoionization physics, because the optical and
ionizing luminosities are related (see also § 4.2). However,
L(5100Å) is only a proxy for the ionizing luminosity that
drives the changes in RBLR. We cannot directly observe
or measure L(ionizing) (λ < 912Å) due to absorption by
Galactic hydrogen. Bentz et al. (2007) found that on the scale
of an individual AGN, that of NGC 5548, the single-object
(or ‘native’) RHβ − L(5100Å) relationship (i.e., that traced
by its intrinsic variability and formed from multiple RM
campaigns of this object) has a slope of ∼0.7 that is statisti-
cally different from the photoionization physics expectations.
Yet, Bentz et al. examine the empirical relationship between
simultaneous pairs of optical and UV flux measurements and,
combined with the available Hβ lags at the time, estimate a
slope of 0.55 for the native R(Hβ) − L(UV) relationship for
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Table 1
Reverberation Mapping Sub-sample
Object Redshifta E(B − V)a Distanceb Host Fluxc Aperture P.A
(Mpc) (10−15 erg s−1 cm−2 Å−1) (′′ × ′′) (◦)
(1) (2) (3) (4) (5) (6) (7)
Fairall 9 0.04702 0.023 202.8±7.2 3.21 ± 0.16 4.0 × 9.0 0.0
3C 390.3 0.05610 0.063 243.5±7.2 0.99 ± 0.05 5.0 × 7.5 90.0
NGC 7469 0.01632 0.061 68.8±7.0 10.18 ± 0.94 5.0 × 7.5 90.0
NGC 5548 0.01718 0.018 72.5±7.0 3.97 ± 0.40 5.0 × 7.5 90.0
NGC 3783 0.00973 0.105 25.1±5.0 6.55 ± 0.65 5.0 × 10.0 0.0
NGC 4151 0.00332 0.024 16.6±3.3 16.17 ±1.51 5.0 × 7.5 90.0
a Redshifts and E(B − V) values are adopted from NASA/IPAC Extragalactic Database. E(B − V)
values are based on the Schlafly & Finkbeiner (2011) dust maps.
b Luminosity distances calculated from the redshifts with exception of NGC 3783 and NGC 4151,
for which we adopt the the distances determined by Tully et al. (2009). They more reliable than the
redshift-based distance because these two AGN have large peculiar velocities relative to the Hubble
flow. The distances and the associated uncertainties for NGC 3783 and NGC 4151 are adopted from
Bentz et al. (2013), while we assign an uncertainty of 500 km s−1 in recession velocity for the remain-
ing distance uncertainties.
c Host galaxy flux densities, contaminating the spectral data, are adopted from Bentz et al. (2009a,
2013) and corrected for Galactic reddening as described in §2.1.2. For NGC 4151, the host galaxy flux
is a new measurement for the specified spectroscopic aperture.
NGC 5548. These results indicate the likelihood not only that
L(UV) is a better proxy for L(ionizing) than L(5100Å), but
also that the movement of individual objects along their own
native RBLR−L(5100Å) relationships, as they vary, is a source
of scatter in the global RBLR − L(5100Å) relationship. And
because AGN and quasars are known to become bluer when
brighter, i.e., the UV variability amplitudes exceed those of
the optical emission (e.g., Clavel et al. 1991; Kinney et al.
1991; Paltani & Courvoisier 1994; Korista et al. 1995;
Vanden Berk et al. 2004; Wilhite et al. 2005; Meusinger et al.
2011; Zuo et al. 2012), this is expected to impact the
RBLR − L(5100Å) and RBLR − L(UV) relationships differently,
perhaps through different slopes and/or scatter.
Motivated by the growing interest to investigate possible
ways to improve the methods by which quasars and AGN
can be used as cosmic probes, we examine in this work the
scatter in the AGN R− L relationship, since it is the heart
of quasar black hole mass estimates and of the quasar dis-
tance indicator method. In particular, we are interested in
the amount of scatter that may be attributed to the global
RBLR − L(5100Å) relationship by the use of L(5100Å) as a
stand-in for L(ionizing), and whether such scatter can be mit-
igated by adopting a better proxy. In the following, § 2 de-
scribes the sample and database used for our analyses pre-
sented in §3. In § 3.1 we examine the L(optical)−L(UV) re-
lationship for a small sample of nearby AGN for which near-
simultaneous UV and optical luminosity observations exist.
In § 3.2 and Appendix B, we investigate the effect that the
steep native RHβ − L(5100Å) relationship of Seyfert 1 galaxy
NGC 5548 (slope ∼0.7; Bentz et al. 2007; Zu et al. 2011) has
on the scatter in the global RBLR − L(5100Å) relationship and
consider the extension of such an effect for the larger RM
sample in the global relationship. We discuss our results in
§4 and summarize our conclusions in §5. A cosmology with
H0 = 72 km s−1 Mpc−1, ΩΛ = 0.7 and Ωm = 0.3 is adopted
throughout.
2. THE SAMPLE AND DATA
2.1. The Database for the Optical-UV Luminosity
Relationship
We select six sources (NGC 5548, NGC 7469, NGC 3783,
NGC 4151, 3C 390.3, and Fairall 9) from the sample of
reverberation-mapped nearby AGN (Peterson et al. 2004)
based on the availability of multiple epochs of quasi-
simultaneous optical and UV data. Some basic properties of
these objects (hereafter referred to as ‘the RM sub-sample’)
are listed in Table 1. Our study is based on the publicly
available optical and UV spectroscopic data from the Inter-
national AGN Watch7 database. The UV luminosities are de-
rived from IUE and HST spectral data. Accurate host galaxy
fluxes (Bentz et al. 2013) are available for all objects in this
study. Each optical flux density measurement is matched with
a single-epoch UV flux density that is the temporally closest
UV luminosity measurement to within two days. When there
is more than one observation in one day, we adopt the mean
flux density and consider this daily average as ‘one epoch’.
We compute the rest frame monochromatic luminosity
as Lλ(rest) = (1 + z)Fλ(obs)4πD2L, where Fλ(obs) is the ob-
served monochromatic flux density, z is the redshift, λ(obs) =
λ(rest)(1+ z), and DL is the luminosity distance of the source;
the values of z and DL adopted here are listed in Table 1. For
NGC 4151 and NGC 3783 we adopt the distances determined
by Tully et al. (2009) because these galaxies are so nearby that
the Hubble flow distance is inaccurate.
The optical monochromatic flux density is the average flux
density in a ∼20 Å − 30 Å wide range centered at a rest frame
wavelength of 5100Å. For 3C 390.3, the optical flux den-
sity is measured between 5170Å and 5180Å since the wave-
length region around 5100Å is contaminated by Fe ii emission
(Dietrich et al. 1998). Similarly, the UV continuum fluxes are
the mean flux densities measured over a range of ∼30 Å in the
UV spectra. Table 2 presents the object names (column 1),
the Julian dates of the optical and UV observations (columns
2 and 4, respectively), and the wavelength range (column 7)
centered at the specific rest frame wavelength (column 6) over
7 http://www.astronomy.ohio-state.edu/∼agnwatch/
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Table 2
Datasets and References
Object Optical Data Optical Dataa UV Data UV Dataa λrest UV Continuum
Julian Dates References Julian Dates References for λLλ(UV) Window Range
(1) (2) (3) (4) (5) (6) (7)
Fairall 9 2449476 − 2449664 1 2449477 − 2449665 8 1327Å 30Å
3C 390.3 2449734 − 2450068 2 2449735 − 2450068 9 1297Å 50Å
NGC 7469 2450249 − 2450274 3b 2450248 − 2450273 10 1294Å 20Å
NGC 5548 2447509 − 2447746 4 2447510 − 2447745 10 1350Å 40Å
NGC 5548 2449095 − 2449133 4 2449097 − 2449135 11 1350Å 10Å
NGC 3783 2448610 − 2448832 5 2448612 − 2448833 12 1445Å 30Å
NGC 4151 2449318 − 2449335 6c 2449318 − 2449335 13 1275Å 30Å
a References: (1) Santos-Lleo et al. (1997); (2) Dietrich et al. (1998); (3) Collier et al. (1998); (4) Peterson et al. (2013); (5)
Stirpe et al. (1994); (6) Kaspi et al. (1996); (7) Rodriguez-Pascual et al. (1997); (8) O’Brien et al. (1998); (9) Wanders et al.
(1997); (10) Clavel et al. (1991); (11) Korista et al. (1995); (12) Reichert et al. (1994); (13) Crenshaw et al. (1996).
b For the NGC7469 spectra described by Collier et al. (1998) we chose only those obtained through the 5”×7.5” aperture for
which we have host galaxy flux density measurements (Bentz et al. 2009a, 2013). The observed flux densities at rest frame
5100Å that we re-measured for this work are listed in Table 4.
c The NGC4151 data from Kaspi et al. (1996) are the subset obtained with the Perkins 1.8-m telescope at Lowell Observatory
with a 5” × 7.5” spectroscopic aperture, re-calibrated for this study using the [O iii] flux from Bentz et al. (2006b).
which the monochromatic UV luminosities were measured.
References to the original studies that first presented these
data are listed in columns 3 and 5. In the following, we ad-
dress the calibrations and the corrections applied to the data
prior to our analyses.
2.1.1. Calibration and Measurements of the RM Sub-sample Data
In reverberation-mapping studies, it is common to use the
[O iii]λλ4959, 5007 line emission as an internal flux calibra-
tor to place the spectra on an absolute flux scale. Internal flux
calibration is necessary to account for varying atmospheric
transparency, seeing conditions and potential slit losses due to
seeing changes during the observations. The internal flux cali-
bration is based on the assumption that the [O iii] line emission
is constant over the variability time scale (∼days to weeks) of
the broad line emission. This is a reasonable assumption be-
cause the [O iii] line flux is typically constant on timescales
of many years (Peterson 1993) because it is produced by the
narrow line gas located at spatial scales of ∼100 pc, much far-
ther from the BLR, and because the narrow-line region gas
density is so low, that the recombination time scale is also
very long. All the data analyzed here are calibrated by scaling
the observed [O iii]λ5007 line flux to an absolute [O iii] flux
measurement based on spectrophotometric observations (see
Table 2 for references). Correction of the calibrated flux den-
sities for reddening and host galaxy contribution is addressed
in §2.1.2 and §2.1.3, respectively.
We note that in the case of NGC 5548 for which we have
over 20 years of monitoring data, Peterson et al. (2013) do
see long term variations in the [O iii] line flux and have,
based thereon, re-calibrated the continuum and Hβ flux mea-
surements. We adopt these new flux values for our study
and use the recently updated host galaxy flux measurements
of Bentz et al. (2013) to compute the corresponding nuclear
5100Å continuum flux densities and luminosities for each
available monitoring campaign (Table 3).
For a couple of the datasets, further processing and/or mea-
surements are required. For NGC 4151, the only optical spec-
tra obtained during a UV monitoring campaign are those pre-
sented by Kaspi et al. (1996) from the IUE monitoring cam-
paign in 1993. Among these data, we restrict our considera-
tion to the OSU spectra, obtained with the CCDS instrument
on the Perkins 1.8-m telescope. This spectroscopic aperture
(5′′ × 7.5′′) is large enough to minimize aperture and seeing
effects but small enough to enable an accurate star light cor-
rection by use of HST ACS/HRC imaging (e.g., Bentz et al.
2013). To perform the absolute flux calibration for this ob-
ject, we compute the scaling factor to be applied from the
observed [O iii]λ4959 line emission in order to avoid issues
with potential saturation of the [O iii]λ5007 line (Bentz et al.
2006b). We adopt the absolute [O iii]λ4959 line flux mea-
sured by Bentz et al. (2006b) from spectrophotometric data.
The continuum flux densities, Fcont, listed in Table 4 are mea-
sured as the average flux density in the observed reference
frame between 5100Å and 5125Å.
Also for NGC 7469, we use only the OSU subset of the
optical dataset presented by Collier et al. (1998) for data ho-
mogeneity reasons. These data were obtained with the Bollen
and Chivens spectrograph on the 1.8-m Perkins telescope and
a 5′′ × 7.5′′ spectroscopic aperture. For each spectrum we
measure the observed continuum flux density, tabulated in
Table 4, as the mean flux between 5176Å and 5200Å in the
observed frame since Collier et al. (1998) measured the con-
tinuum at 4845Å that is likely to have He ii λ4686 and Fe ii
contamination.
2.1.2. Reddening Correction
We correct the optical and UV continuum flux densities
for extinction due to the Galaxy using the extinction curve
of Cardelli et al. (1989) and the E(B − V) values relevant for
each source based on the Schlafly & Finkbeiner (2011) recal-
ibration of the dust maps of Schlegel et al. (1998) as listed in
the NASA/IPAC Extragalactic Database (Table 1). With no
robust way to estimate the nature and amount of the dust ex-
tinction of the intergalactic medium between the AGN and
us or the interstellar medium of the AGN host galaxy, we do
not apply any correction for these two potential sources of ex-
tinction. However, internal reddening is typically expected to
be rather low in these objects, as we do not observe a UV-
optical spectrum deviating strongly from a power-law (e.g.,
Crenshaw et al. 2001; Richards et al. 2003). Therefore, we
do not expect the lack of internal dust correction to adversely
affect our analyses and results.
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Table 3
Updated NGC 5548 Mean Flux Densities and Luminosities
Data Set Fvar(continuum)a F(5100Å)a±σb log[λLλ(5100Å)/erg s−1]c log[L(Hβ)/erg s−1]a,d
(10−15erg s−1cm−2Å−1) ±σ ±σ
(1) (2) (3) (4) (5)
Year 1 0.188 6.176 ± 0.648 43.33 ± 0.09 41.70 ± 0.04
Year 2 0.272 3.378 ± 0.546 43.07 ± 0.10 41.55 ± 0.05
Year 3 0.154 5.336 ± 0.551 43.26 ± 0.09 41.63 ± 0.06
Year 4 0.386 2.901 ± 0.504 43.00 ± 0.10 41.42 ± 0.05
Year 5 0.148 5.375 ± 0.546 43.27 ± 0.09 41.67 ± 0.06
Year 6 0.173 5.620 ± 0.588 43.29 ± 0.09 41.63 ± 0.04
Year 7 0.117 7.918 ± 0.508 43.44 ± 0.08 41.74 ± 0.04
Year 8 0.244 6.021 ± 0.554 43.32 ± 0.08 41.67 ± 0.04
Year 9 0.209 3.765 ± 0.509 43.11 ± 0.09 41.61 ± 0.09
Year 10 0.146 8.344 ± 0.630 43.46 ± 0.08 41.80 ± 0.03
Year 11 0.229 6.899 ± 0.597 43.38 ± 0.08 41.70 ± 0.06
Year 12 0.424 2.407 ± 0.502 42.92 ± 0.11 41.51 ± 0.04
Year 13 0.293 2.323 ± 0.510 42.90 ± 0.11 41.40 ± 0.05
Year 17 0.187 0.975 ± 0.527 42.53 ± 0.20 41.01 ± 0.09
Year 19 0.157 1.346 ± 0.484 42.67 ± 0.15 41.13 ± 0.10
Year 20 0.227 1.210 ± 0.409 42.62 ± 0.14 41.15 ± 0.06
a Based on the recalibrated nuclear flux densities at 5100Å, F(5100Å) (Peterson et al. 2013)
b Uncertainty includes the mean spectral flux measurement uncertainty and the host flux uncertainty. The latter
contains an additional 5% uncertainty due to seeing effects (for details, see Bentz et al. 2013).
c Monochromatic nuclear (i.e., host-corrected observed) luminosity at 5100Å, calculated from Galactic reddening
corrected F(5100Å) values. Luminosity errors include the distance uncertainties listed in Table 1.
d L(Hβ) luminosities are measured from the mean spectra.
Table 4
Continuum Flux Densities for
NGC 4151 and NGC 7469
Object JDa Fcontb
NGC 4151 49324.0 6.46 ± 0.04
49325.9 6.58 ± 0.02
49326.9 6.64 ± 0.02
49327.9 6.69 ± 0.02
49328.9 6.61 ± 0.02
49329.9 6.61 ± 0.02
49330.9 6.59 ± 0.02
49331.9 6.61 ± 0.02
NGC7469 50248.5 1.42 ± 0.08
50253.5 1.31 ± 0.08
50262.7 1.35 ± 0.08
50273.5 1.30 ± 0.08
a Julian Dates subtracted by 240000.
b Continuum flux densities at rest
frame 5100Å, in units of 10−14 erg s−1
cm−2 Å−1 measured in this work. Host
galaxy light is not subtracted.
2.1.3. Host Galaxy Star Light Correction
We subtract the star light flux measured by Bentz et al.
(2013) for each AGN from the observed optical flux density
to obtain the nuclear luminosity L(5100Å), adopting the host
galaxy flux measured for the same specific aperture size and
position as was used for the spectroscopic observations; these
are listed in Table 1. We note that NGC 7469 has a nuclear
star-forming ring with a diameter of ∼5′′ that is visible in
both optical and UV imaging (Dı´az-Santos et al. 2007). The
optical fluxes from this spatially resolved star-forming ring is
included in the host flux measurements adopted here, but the
UV luminosities are not corrected for the contribution from
young stars in the starburst ring.
2.2. Data for the R − L(5100Å) Relationship for Seyfert 1
Galaxy NGC 5548
For our analysis of the native R(Hβ) − L(5100Å) relation-
ship for NGC 5548 we use the results of 15 individual mon-
itoring campaigns that each provide independent measure-
ments of R(Hβ) for a given L(5100Å). NGC 5548 was mon-
itored for 13 years by the International AGN Watch program
(Peterson et al. 2002) starting in 1988, and again in 2005
(‘Year 17’; Bentz et al. 2007), 2007 (‘Year 19’; Denney et al.
2010), and 2008 (‘Year 20’; Bentz et al. 2009b). Collec-
tively, these campaigns provide 16 individual measurements
of R(Hβ) for various luminosity states spanning more than
20 years. However, we exclude ‘Year 19’ because the re-
sults were somewhat ambiguous: the cross-correlation func-
tion (CCF) is broad and flat-topped with a “maximum” rang-
ing from ∼3 to ∼23 days (Figure 3 of Denney et al. 2010).
The velocity resolved time delay (Figure 4 of Denney et al.
2010) corroborates that the Hβ emitting line region responds
at this range of time scales. Although this may be real, such a
broad range of possible lags for a single epoch does not pro-
vide sufficient information to be useful here. For the other
15 campaigns, we compute the nuclear AGN luminosities
(listed in Table 3) based on the most recent recalibration of the
[O iii] λ5007 narrow-line flux of NGC 5548 (Peterson et al.
2013), the most recently updated host-galaxy flux measure-
ments (Bentz et al. 2013), and the source distance listed in
Table 1.
NGC 5548 is the only object for which we can generate a
native R(Hβ) − L(5100Å) relationship because other objects
in the RM sample have only been monitored during a single
reverberation mapping campaign, or at most a couple of cam-
paigns, insufficient for this study. Because of this, as well
as the fact that intrinsic variability drives this single-object
R(Hβ)−L(5100Å) relationship, we first verify that NGC 5548
is representative of other objects in the RM sample, with re-
spect to variability properties. In the histogram in Figure 1
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Figure 1. Histogram of the Fvar(continuum) distribution for the full
RM sample of Bentz et al. (2013). The Fvar(continuum) distribution for
NGC 5548, shown with a gray shade, is seen to be representative of the
RM sample. The Fvar values are adopted from Peterson et al. (2004);
Denney et al. (2006); Bentz et al. (2009b); Denney et al. (2010); Grier et al.
(2012a); Peterson et al. (2013) and corrected for the host galaxy contribution
to the spectrally measured monochromatic source luminosities.
we compare the fractional variation, Fvar(continuum), a mea-
sure of the intrinsic variation amplitudes of the nuclear con-
tinuum (Rodriguez-Pascual et al. 1997), for all the sources in
the RM sample based on the previous published RM studies.
We computed the Fvar values for NGC 5548 (listed in Table 3,
column 2) based on equation (3) of Rodriguez-Pascual et al.
(1997) using the updated host fluxes and Galactic reddening
of Bentz et al. (2013) and the re-calibrated measured flux den-
sities in column 3 of Table 3. Since the Fvar(continuum) val-
ues for NGC 5548 (gray shaded histogram) fall in the mid-
dle of the sample distribution, it is reasonable to assume for
the purpose of this investigation that NGC 5548 is represen-
tative of the RM sample. Yet, this comparison also shows
that NGC 5548 does not probe the most extreme variability
of the RM sample, which is about 50% larger than that of
NGC 5548. Sergeev et al. (2007) present light-curves from
30 years of monitoring NGC 5548 from 1972 − 2001 and find
similar variability characteristics during this period and when
comparing the earlier (1972 − 1988) and later (1989 − 2001)
campaigns. This demonstrates that the 20 year period over
which our observations span is representative of all known
variability characteristics of this source.
We use the results of two different analysis methods
to determine the R(Hβ) values because they yield differ-
ent uncertainties that can affect the scatter that we aim
to quantify. The cross-correlation function (CCF) method
uses cross-correlation of the intra-day interpolated contin-
uum and emission-line light curves to determine the time de-
lay (see Peterson et al. 2004, for details), while ‘JAVELIN8’
(Zu et al. 2011) uses more advanced statistical Markov Chain
Monte Carlo techniques to derive the delay, taking advan-
tage of the observation that AGN variability can be well de-
scribed as a damped random walk process (Kelly et al. 2009;
Kozłowski et al. 2010; MacLeod et al. 2010). The 15 R(Hβ)
8 JAVELIN (‘Just Another Vehicle for Estimating Lags In Nuclei’) is for-
merly known as ‘SPEAR’; https://bitbucket.org/nye17/javelin.
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Figure 2. Optical continuum luminosity versus ultraviolet continuum lumi-
nosity for the six nearby AGN in our sample; the optical and UV measure-
ments are paired to within two days. The optical luminosities are corrected
for the host galaxy star light entering the spectroscopic aperture. The lumi-
nosities are measured at the specific wavelengths for each source as listed in
the upper left corner of the diagram. Black points denote the mean luminosi-
ties of the AGN and their error-bars represent the 1σ standard deviation of
the luminosities for each object. The solid line shows the (global) best-fit to
all sources. While a global linear relation is seen for the full sample, individ-
ual AGN exhibit native relationships that are slightly offset from the global
relationship and have shallower slopes.
measurements based on the CCF analysis are adopted from
Peterson et al. (2004), Bentz et al. (2007), and Bentz et al.
(2009b). The JAVELIN analysis of Zu et al. (2011) provides
13 of the 15 measurements of R(Hβ), since that study did not
include the Bentz et al. (2007) and Bentz et al. (2009b) data.
To allow a direct comparison with the CCF database we add
our own, similar, JAVELIN analysis (following Grier et al.
2012a) of these two campaigns for which we obtain τrest
= 5.54+2.32
−1.85 days for year 17 (Bentz et al. 2007) and τrest =
4.52+0.36
−0.33 days for year 20 (Bentz et al. 2009b).
3. ANALYSES AND RESULTS
3.1. The Optical−UV Continuum Luminosity Relationship
We investigate the relationship between multiple epochs
of simultaneous measurements of optical and UV continuum
luminosities for individual sources and for the sample as a
whole. The goals are to establish whether the optical and UV
luminosities are mutually interchangeable and, if not, to es-
timate how much scatter can be introduced into the radius
− luminosity relationship by adopting L(5100Å) rather than
L(UV) as a proxy for L(ionizing). For this analysis, we com-
pile quasi-simultaneous measurements (within two days) of
L(optical) and L(UV), as described in §2.1. We show the re-
lationship between the quasi-simultaneous optical and UV lu-
minosities for the RM sub-sample in Figure 2, where each ob-
ject is identified by its own symbol. For NGC 5548 we have
two datasets obtained during two different monitoring cam-
paigns. ‘NGC 5548 year 1’ (‘NGC 5548 year 5’) refers to the
monitoring campaign that ran in 1988 (1993). We refer to
the combined dataset of years 1 and 5 as ’NGC 5548 All’. A
clear, positive trend between L(optical) and L(UV) is seen in
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Table 5
Regression Results for the Optical-UV Luminosity Relationships
Object Zeropoint, Aa Slope, αa σRMS b ǫ0c
(dex) (dex)
(1) (2) (3) (4) (5)
Fairall 9 0.56 ± 0.06 0.78 ± 0.13 0.049 0.027±0.014
3C 390.3 0.70 ± 0.02 0.84 ± 0.14 0.074 0.037±0.018
NGC 7469 0.36 ± 0.25 0.40±0.23 0.038 0.035±0.034
NGC 5548 All 0.55 ± 0.05 0.63 ± 0.12 0.043 0.017±0.008
NGC 5548 year1 0.56 ± 0.05 0.65 ± 0.14 0.050 0.019±0.012
NGC 5548 year5 0.45 ± 0.10 0.39 ± 0.22 0.020 0.025±0.015
NGC 3783 0.15 ± 0.05 0.54 ± 0.05 0.036 0.037±0.004
NGC 4151 0.04 ± 0.05 0.12 ± 0.09 0.005 0.006±0.004
All Sources 0.61 ± 0.01 0.84d ± 0.02 0.114 0.055±0.010
All Sources 0.63 ± 0.01 [1.00e±0.00] 0.109 0.089±0.009
All Sources except NGC 7469 and NGC 4151 0.61 ± 0.01 0.84d ± 0.02 0.117 0.054±0.001
All Sources except NGC 7469 and NGC 4151 0.63 ± 0.01 [1.00e±0.00] 0.111 0.091±0.010
Mean Luminositiesf 0.59 ± 0.11 0.96±0.21 0.804 0.121±0.129
a Best fit parameters for log[λLλ(optical)] = A + α × log[λLλ(UV)] + ǫ0. The parameters are the median
values of the posterior probability distributions, while the uncertainties are the standard deviation of the
posterior distributions.
b The RMS scatter relative to the listed relationship.
c The measured scatter: the square-root of the median of the posterior probability distribution of the vari-
ance of the scatter.
d This slope of the measurements for the entire source sample is referred to in the text as ‘the global slope’.
e The slope is held fixed to unity during the regression to allow a measure of the scatter.
f The mean luminosities, shown as black symbols in Figure 2.
Table 6
Light Curve Statistics of the Optical-UV Database
Object Simultaneity Time Framea Nb Fvar(optical) Fvar(UV)
(days)
(1) (2) (3) (4) (5)
NGC 4151 17 8 0.012 0.077
NGC 5548 year5 37 24 0.056 0.158
NGC 7469 25 4 0.080 0.229
NGC 3783 221 44 0.142 0.218
NGC 5548 All 1624 75 0.176 0.291
NGC 5548 year1 236 51 0.197 0.302
Fairall 9 188 24 0.233 0.287
3C 390.3 333 20 0.268 0.319
Note. — The entries in this Table pertain only to the subset of RM AGN analyzed
in Figure 2 for the listed subset of monitoring data. The Fvar histogram in Figure 1
is based on the full dataset of monitoring data for the full sample of RM AGN.
a The time span covered by the simultaneous optical and UV data analyzed here.
b Number of optical-UV data pairs.
Figure 2, as expected. Yet, we find that each individual object
exhibits its own, i..e., ‘native’, L(optical) −L(UV) correlation
that differs in slope from that of other objects and also from
the ‘global’ relationship that exists across the entire sample.
To characterize the L(optical)−L(UV) relationship, we
adopt the following parameterization:
log
[
λLλ(optical)
1043 erg s−1
]
= A + α log
[
λLλ(UV)
1044 erg s−1
]
+ ǫi. (2)
where A is the zero point, α is the slope, and ǫi is the esti-
mated scatter9. We establish the best fit relationship for each
object and the sample as a whole by use of the Bayesian re-
9 Note that while mathematically this is often referred to as the ‘intrinsic
scatter’ (i.e., the additional scatter required, above that accounted for by the
measurement errors, so that the regression analysis produces a χ2 value of
1.0), by the nature of the observations we do not know if this scatter really
is intrinsic or contains contributions from uncertainties in measurements and
gression method10 of Kelly (2007) because it is more robust
than the commonly used FITEXY χ2 minimization method
(Press et al. 1992) for small samples. The Bayesian method
accounts for measurement uncertainties in both variables and
the scatter, ǫi, and computes the posterior probability distri-
butions of the parameters in Equation (2). This method uses
Gaussian distributions to describe the measurement errors and
the scatter, and a ‘Gaussian mixture model’ to represent the
distribution of the independent variable. Since our dataset is
relatively small, we use only a single Gaussian in the ‘mixture
modeling’ to speed up the computations.
The results of our regression analysis are listed in Table 5,
which contains the source name (column 1), the best fit pa-
rameters: intercept and slope (columns 2 and 3, respectively),
flux corrections. Therefore, we will refer to this scatter as the ‘estimated
scatter’.
10 implemented in IDL as ‘LINMIX ERR.pro’
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the rms scatter, σRMS , of the data relative to the individual
best fit relationships (column 4), and the estimated scatter, ǫi
(column 5). Light curve statistics for the six AGN in our sam-
ple are listed in Table 6 with the time span for which we have
simultaneous optical and UV data in column 2, the number of
data pairs (epochs) in column 3, and the Fvar values (§ 2.2) for
the optical and UV continuum light curves in columns 4 and
5, respectively.
In Figure 2, we also show the best fit relationship for the
entire sample (i.e., the global fit; solid line) by taking into
account all the individual data points. The global L(optical)
−L(UV) relationship has a slope α = 0.84 ± 0.02, while the
slope is different for each individual AGN, with values in the
range between 0.12 to 0.84 (Table 5). With these single-object
slopes being different from unity, there is not a one-to-one
correspondence between the two luminosities for most of the
AGN; only for Fairall 9 and 3C 390.3 are the measured slopes
consistent with unity to within 2σ. The Fvar(UV) values are
clearly all larger than Fvar(optical), showing stronger variabil-
ity amplitudes at UV energies, as also indicated by the shallow
L(optical)−L(UV) slopes.
NGC 7469 and NGC 4151 exhibit somewhat shallower
slopes and lower variability amplitudes than the other AGN in
the sub-sample. This is likely related to the very few available
data points, obtained over a brief time span. Although these
data are not likely to be representative of the intrinsic vari-
ability properties of these two AGN over similar time scales as
that covered by the observations of the rest of this sub-sample,
omitting these datasets do not change the results (Table 5).
Figure 2 shows that the single-object L(optical)−L(UV) re-
lationships do not fall on top of the best fit to the global rela-
tionship (solid line in Figure 2) but instead show slight zero-
point offsets. These offsets can be due to, e.g., (1) intrinsic
differences in the spectral energy distributions between ob-
jects, (2) imperfect host galaxy flux subtraction, (3) imper-
fect absolute spectrophotometric calibration, which was per-
formed differently for the optical and UV data, or (4) uncor-
rected internal dust reddening in the AGN host galaxy that
will be different for each object. Note that while the for-
mer two effects can impact both the zero-point and slope of
the native L(optical) − L(UV) relationship, the latter two will
not affect the slope of the native relationship. Combined with
the single-object (i.e., native) slopes being shallower than the
global slope, this introduces a scatter in the global relation-
ship. Our Bayesian analysis estimates the scatter of all the
data pairs relative to a unity global relationship to be ǫ0 =
0.09 dex. Given the relatively short time scales for which
we have quasi-simultaneous optical and UV luminosities, this
scatter must represent a lower limit of the scatter we can ex-
pect by our use of L(optical) rather than L(ionizing) for the
luminosity in the global R(Hβ) − L(ionizing) relationship.
One effect that can explain object-to-object differences is
the accretion state of the central engine. Depending thereon,
the specific L(optical)−L(UV) relationship may change sig-
nificantly in time: in the case of NGC 5548, the slope changes
from 0.65 (year 1) to 0.39 (year 5). However, since the
‘year 5’ dataset only covers 37 days, while ‘year 1’ covers
236 days, the shallower slope may also be related to the time
span over which we have simultaneous optical and UV data,
in this case. This is confirmed in Figure 3: we selected
from the ‘year 1’ dataset subsamples in multiples of 37 days
(i.e., 37 days, 74 days, and 111 days, respectively; the time
span is not necessarily of contiguous days as time gaps ex-
ist) and measured the slope for each data subset. We see
Figure 3. Dependence of the NGC 5548 L(Optical) − L(UV) relationship
slope on time span of the data. From the Year 1 dataset with a time span of
236 days, datasets with shorter time spans of 37 days, 74 days, and 111 days
were selected and the slopes were measured. There is a tendency for a large
range of measured slope for the datasets with short time spans compared to
datasets with longer time spans.
a clear tendency for a wider range of slopes (between 0.18
and 0.66) for subsets of 37 days than for subsets of 111 days
(slope∼0.6). These results demonstrate that since AGN con-
tinuum variations are unpredictable, when the slope is deter-
mined from data covering relatively short time spans, it can
generally not be assumed to be valid at other times. In that
case, the slope distribution is more likely to exhibit a larger
dispersion because the data capture individual, shorter time-
scale variability events (that can include either large ampli-
tude changes or none at all), typical of Seyferts observed over
days to weeks. On the other hand, the slope measured from
data covering a longer time span is more likely to represent the
variability characteristics observed over timescales of months
to years (often referred to as ‘secular’). The long-term vari-
ations likely correlate with the mean accretion state, which
is typically much more stable, over dynamical timescales, or
longer.
Another potential effect that can alter the slopes of the na-
tive, single-object L(optical)−L(UV) relationships is if the
host galaxy flux contribution, Fhost (Table 1, column 5), is
mis-estimated. While the risk is low since we adopt the well-
determined host flux measurements of Bentz et al. (2013)
based on high spatial resolution and high signal-to-noise HST
and ground-based imaging, we test this possibility nonethe-
less. Given the shallow slopes, the only way to get a lin-
ear relationship is to assume that the host galaxy flux level
of each object is underestimated. To test this, we iteratively
subtract an increasing amount of host galaxy flux in addition
to that listed in Table 1 until we measure a slope of 1.0 for
each source. We list this additional amount of host galaxy
flux needed as Fgal,extra in Table 7. We find Fgal,extra/Fhost ra-
tios in the range between ∼20% and ∼300%, and for most of
the sources Fgal,extra is a significant fraction of Fhost (35% or
more; Table 7). These Fgal,extra values correspond to 4σhost−
30 σhost, a statistically significant change. Furthermore, the
value of Fgal,extra estimated for NGC 5548 is particularly un-
realistic because if we were to subtract this extra flux from the
continuum measurements presented by Peterson et al. (2013),
the continuum fluxes would be negative for some epochs. We
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Table 7
Host Galaxy Flux Density Comparison
Object Fgal,extraa Fgal,extra Fgal,extra
/σhostb /Fhost b
(erg s−1 cm−2 Å−1) (%)
(1) (2) (3) (4)
Fairall 9 6.60 × 10−16 4.4 22
3C 390.3 1.73 × 10−16 4.2 21
NGC 7469 3.00 × 10−15 3.8 35
NGC 5548 All 2.48 × 10−15 6.6 65
NGC 3783 2.64 × 10−15 5.6 55
NGC 4151 4.24 × 10−14 30.3 282
a The amount of additional host galaxy flux density needed to obtain a
slope of one in the λLλ(optical)-λLλ(UV) relationship for each AGN.
b The values of the host galaxy flux, Fhost , and the measurement un-
certainty, σhost , are listed in Table 1 and are adopted from Bentz et al.
(2009a) and Bentz et al. (2013).
consider it unlikely that the host galaxy flux would be so
grossly underestimated and conclude that the observed optical
and UV variability amplitude differences cannot be attributed
to an inaccurate correction for host galaxy flux contamination
at optical wavelengths.
3.2. The Radius−Luminosity Relationships of NGC 5548
Our second study addresses the contribution to the observed
scatter in the global R(Hβ)−L(5100Å) relationship (i.e., based
on the full sample of RM AGN) from the scatter introduced
by a single object as it varies in luminosity over time. Longer
term variations over time scales of several years will better
probe this scatter as each measurement on the global relation-
ship was obtained at a random time during the lifetime of each
AGN. Ideally, we would want to examine how R(Hβ) changes
with the UV luminosity for all the objects in the RM sample,
as L(UV) is expected to be a better estimate than L(5100Å) of
the ionizing luminosity that dictates the size of the Hβ emit-
ting region. Unfortunately, only for one object, NGC 5548,
can the available data address its long term variability proper-
ties. Because the data are not available for a detailed analysis
of the R(Hβ) − L(UV) relationship itself for NGC 5548, we
examine instead the R(Hβ) − L(5100Å) relation and the im-
plications for its scatter from the observed L(5100Å) −L(UV)
relationship, presented above. We then examine the inferred
R(Hβ)−L(1350Å) relationship in order to test our assumption
that L(UV) is a better proxy for L(ionizing).
3.2.1. The R − L(5100Å) Relationship for NGC 5548
Figure 4 shows the R(Hβ) − L(5100Å) relationships for the
CCF (top) and JAVELIN (bottom) datasets. The red dashed
lines are the best fit regressions to each dataset. We describe
the R − L(5100Å) relationship as:
log
[
RBLR
1 light − day
]
= K + β log
[
λLλ(5100Å)
1044 erg s−1
]
+ ǫ0, (3)
where K is the zero point, β is the slope, and ǫ0 is the es-
timated scatter. Because the regression method cannot ac-
count for the asymmetric uncertainties in our RBLR measure-
ments we performed an extensive ‘error-bar sensitivity test’
(described in Appendix A) to test the effects of adopting a
particular symmetric uncertainty on RBLR. The test revealed
that the regression results are not significantly affected by
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Figure 4. The R − L(5100Å) relationships for NGC 5548 based on the CCF
dataset (top) and the JAVELIN dataset (bottom) updated to account for the
new flux calibration of Peterson et al. (2013). The numbers refer to the year
of the reverberation mapping campaign as described in § 2.2. The red dashed
lines in each panel show the best fit relationship to each dataset (the relation
traced by the intrinsic variability of NGC 5548). The black solid lines show
the global relationship with slope β = 0.53 (Bentz et al. 2013).
which of the possible error-bars we adopt. To be conservative
we adopt the larger of the upper and lower 1σ uncertainties
for each object and quote the best fit parameters to equation
(3) based thereon. The best fit slope and intercept obtained
from the Bayesian analysis are the median values of the pos-
terior probability distributions while the quoted uncertainties
are the standard deviations with respect to the median. For
each of the CCF and JAVELIN datasets, Table 8 lists the re-
sultant zero-point and slope of the R−L(5100Å) relationships
(columns 2 and 3, respectively); the root mean square scatter,
σRMS , of the RBLR data (column 4) relative to the best fit rela-
tionship; the estimated scatter ǫ0 (column 5); and the precision
of the scatter estimate (column 6).
The regression slopes obtained from both datasets agree
to within the errors. This is expected since Zu et al. (2011)
found mostly consistent lag measurements (RBLR) for the CCF
and JAVELIN analysis methods. However, the CCF dataset
has larger RBLR uncertainties. Bentz et al. (2007) examine
the R(Hβ) − L(5100Å) relationship for NGC 5548 using only
the CCF data of the first 14 campaigns (Year 1− 17) and
find a slope β = 0.73 ± 0.14. Zu et al. (2011) examine the
same relationship with the JAVELIN dataset and obtain a
slope β = 0.73 ± 0.10. We note that our current dataset is
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somewhat improved compared to these studies owing to up-
dates to the host galaxy contribution measured for individ-
ual spectral apertures and Milky Way reddening corrections
(Bentz et al. 2013) and the improved calibration of the nu-
clear fluxes (Peterson et al. 2013). As a result, we obtain
slightly steeper slopes (β = 0.79 ± 0.20 for the CCF data;
β = 0.88 ± 0.17 for the JAVELIN data) than these previous
studies, but our results are still consistent to within the uncer-
tainties.
The best fit slope for each of the CCF and JAVELIN dataset
is steeper than the global slope, β = 0.53, established by
Bentz et al. (2013). For the CCF dataset, the uncertainty
on the slope shows that there is less than a 20% probabil-
ity that the native slope is intrinsically similar to the global
one and, therefore, we consider this steeper native slope to
be real. Since we argue that NGC 5548 is representative of
reverberation mapped AGN (§ 2.2), a steeper native slope is
likely typical of AGN. This suggests that the intrinsic vari-
ability of individual sources introduces additional scatter into
the global relationship. We are, therefore, interested in as-
sessing the scatter on the global relationship introduced by
this particular well-studied object. We estimate the scatter of
the NGC 5548 R(Hβ) measurements relative to the global re-
lationship (black solid lines in Figure 4) by fitting each of
the CCF and JAVELIN datasets with a fixed slope of β =
0.53 ± 0.03. We derive a scatter of 0.09 dex and 0.12 dex for
the CCF and JAVELIN datasets, respectively; each is insensi-
tive to the size of the adopted errorbar (see Appendix A). For
completeness, we report two types of scatter in Table 8 and
Figure 4: one relative to the native R(Hβ)−L(5100Å) relation-
ship for NGC 5548 (red dashed curve) and the scatter contri-
bution of this source to the global relationship (with slope β=
0.53; black solid curve), which is the scatter of prime interest
to this study. We infer a larger amount of scatter based on the
JAVELIN dataset compared to the CCF dataset. This is eas-
ily understood because the measured native slope is steeper
in this case and the degree of estimated scatter depends11 on
the amplitudes of the uncertainties of the RBLR and L(5100Å)
measurements and the JAVELIN dataset has smaller RBLR un-
certainties.
Since we demonstrate above that the variability of
NGC 5548 is representative of reverberation-mapped AGN,
we can extrapolate these results to predict that the variability
of individual objects will add a scatter of order 0.1 dex into
the global R(Hβ) − L(5100Å) relationship. We verify this in
Appendix B by means of Monte Carlo simulations.
3.2.2. The R − L(UV) Relationship of NGC 5548
Because L(ionizing) is the luminosity that sets the BLR
size, and L(UV) is closer in energy to L(ionizing) than
L(optical), we test here if an inferred native R(Hβ) −
L(1350Å) relationship for NGC 5548 will have a slope of
∼0.5, more consistent with the physical expectations. This
is a zeroth-order test because the L(1350Å) values are not
direct measurements but inferred from the available optical
luminosities for most R(Hβ) measurements. To convert the
L(5100Å) values to L(1350Å), we use the L(5100Å) −L(UV)
relationship established for the ‘NGC 5548 All’ dataset and
given in Table 5. The data from the two separate monitor-
11 The sum of the quadratures of the measurement uncertainties and the es-
timated scatter ǫ0 (see equation (3)), respectively, must sum to the quadrature
of the observed scatter, the σrms.
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Figure 5. The R − L(1350Å) relationships for NGC 5548 using the CCF
dataset (top), and the JAVELIN dataset (bottom). The L(1350Å) lumi-
nosities are computed based on the measured L(5100Å) values and the
L(optical)−L(UV) analysis as outlined in Section 3.2.2. See Figure 4 for
symbols and color code.
ing years do produce somewhat different L(5100Å) −L(UV)
slopes. However, using all available data to cover a longer
temporal baseline over which to calculate a single relationship
is likely to be more representative12 of the overall relationship
between L(5100Å) and L(UV) over the time scales covered by
our full set of L(5100Å) measurements.
To convert L(5100Å) to L(1350Å) we adopt the following
parameterization, obtained by regressing the NGC 5548 data
with L(5100Å) as the independent measurement13:
log
[
λLλ(1350Å)
erg s−1
]
= 43.06±0.10+(1.73±0.34) log
[
λLλ(5100Å)
1043erg s−1
]
.
(4)
The normalizations of the luminosities are introduced to
better constrain the uncertainties in the regression procedure
(e.g., Tremaine et al. 2002). The errors on L(1350Å) are
propagated from the uncertainties in the L(5100Å), slope,
and intercept values according to standard error propagation
12 If we adopt the ‘Year 1’ slope for the conversion, the slope changes but
the observed scatter inferred from a similar analysis to that outlined below
does not change significantly.
13 This is consistent with inverting equation (2) but setting ǫi = 0.
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Table 8
Regression Results for NGC 5548
Type of Intercept Ka Slope βa σRMS b ǫ0a ∆ǫ0c
Relationship (dex) (dex) (dex) (dex)
(1) (2) (3) (4) (5) (6)
R − L(5100Å) Relationship
CCF RBLR
Native relationship 1.83 ± 0.15 0.79±0.20 0.113 0.076 ±0.047
Global relationship 1.62 ± 0.04 [0.53±0.03] 0.122 0.087 ±0.046
JAVELIN RBLR
Native relationship 1.89 ± 0.13 0.88 ± 0.17 0.092 0.071 ±0.039
Global relationship 1.59 ± 0.04 [0.53±0.03] 0.103 0.118 ±0.041
R − L(1350Å) Relationship
CCF RBLR
Native relationship 1.48 ± 0.10 0.47±0.15 0.115 0.081 ±0.052
Global relationship 1.52 ± 0.04 [0.53±0.03] 0.126 0.072 ±0.050
JAVELIN RBLR
Native relationship 1.45 ± 0.05 0.52±0.12 0.105 0.073 ± 0.052
Global relationship 1.51 ± 0.03 [0.53±0.03] 0.096 0.065 ± 0.041
Note. — The values in square brackets (slope β; Bentz et al. 2013) are held
fixed during the regression in order to estimate the scatter relative to this particular
slope. The zero-point is the best fit value given the data and the adopted slope.
The UV luminosities are computed as described in § 3.2.2.
a Best fit parameters for the relationship in Equation (3) based on adopting the
larger of the two error-bars; this is option (d) of the ‘error bar sensitivity test’,
described in Appendix A. These parameters and their uncertainties are the median
and standard deviation of the posterior probability distributions.
b The rms scatter of the data points relative to the best fit relationships.
c The standard deviation of the posterior probability distribution of the scatter, i.e.,
the precision of the scatter estimates.
rules (Taylor 1997) and are therefore larger than we expect
from direct UV measurements. The results of this luminos-
ity conversion are demonstrated in Figure 5, which shows the
R(Hβ) − L(1350Å) relationships based on the CCF (top) and
JAVELIN (bottom) datasets.
Regression analysis on these new relationships yields best-
fit slopes for the CCF and JAVELIN datasets of β= 0.47±0.15
and β= 0.52±0.12, respectively, close to the theoretically ex-
pected slope. This suggests that L(UV) is a better proxy of
L(ionizing) and for that reason we may also expect a reduc-
tion in the scatter of the R(Hβ)−L relationship by adopting the
L(UV) luminosity. Unfortunately, we cannot strictly address
this latter issue because the larger propagated uncertainties on
L(1350Å) in our current investigation may be suppressing the
estimated scatter artificially.
The similar work of Bentz et al. (2007) also obtains best-
fit slopes ∼0.5. However, the current work supersedes that
earlier effort because it is based on (a) a larger database of
NGC 5548 monitoring data with improved flux calibration;
(b) improved luminosity measurements and uncertainties ow-
ing to improved host galaxy light determinations, Galactic ex-
tinction corrections, and updated uncertainty determinations;
(c) an analysis to specifically address how the connection be-
tween the optical and UV luminosities factors into the scat-
ter in the observed global R(Hβ) − L(5100Å) relationship
based on R(Hβ) values derived from both the classical CCF
method and the new JAVELIN method; (d) Monte Carlo sim-
ulations (Appendix B) to predict the effects of the native
R(Hβ) − L(5100Å) and R(Hβ) − L(1350Å) relations on the
corresponding global relationships (addressed next).
4. DISCUSSION
4.1. The Scatter in the Global R − L Relationships
Since the relationship was first established (e.g., Kaspi et al.
2000, 2005), the largest improvement imposed was the correc-
tion for host star light contamination of the optical luminosi-
ties (e.g., Bentz et al. 2006a, 2009a) that changed the global
slope from ∼0.7 to 0.54. Upon correcting for host galaxy con-
tamination for the 35 AGN in the RM sample at the time,
Bentz et al. (2009a) estimate the observed scatter, ǫ, using the
FITEXY method (Press et al. 1992) to be ∼40% or 0.15 dex
(in RBLR). As the measurements in recent years have im-
proved, the observed R(Hβ) − L(5100Å) relationship has be-
come increasingly tighter. Peterson (2010) found a scatter of
just 0.11 dex when including only the most robust measure-
ments, namely those based on light curves so well-behaved
that the time delay can be estimated by eye. The most recent
work (Bentz et al. 2013) suggests that for 41 nearby AGN,
that cover a wide optical luminosity range from 1042 erg s−1
to 1046 erg s−1, the observed scatter amounts to 0.19 dex when
all data are included. When restricting the analysis to the
better dataset where two AGN, Mrk 142 and PG 2130+099,
with poorly constrained lags14 are omitted, the more robust
Bayesian regression method of Kelly (2007) reveals a scatter
14 Recent work suggest that the lag measurements for PG 2130+099 and
Mrk 142 are in error. See Grier et al. (2013), Bentz et al. (2013), and Du et al.
(2014) for details and discussion.
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of 0.13 dex. The Bentz et al. (2013) study includes new mea-
surements of low-luminosity AGN and improved corrections
for host galaxy light and Galactic reddening.
Understanding the origin of the observed scatter can help
us understand how to minimize the scatter for future studies
and application of the relationships and help us understand the
underlying physics of the relationships. While high-quality
data and accurate lag measurements are important for ap-
plication to precision measurements of black hole mass and
cosmic distances, other issues affect the scatter. Bentz et al.
(2013) find that a large contribution to the observed scatter is
in fact the accuracy to which we know the physical distance
to some of the nearby AGN. These objects are so nearby that
they do not follow the Hubble flow but have significant pe-
culiar velocities, making their redshifts poorly suited for dis-
tance measurements; alternative distance measurements are
often lacking or have large errors. Watson et al. (2011) also
discuss known contributions to the currently observed scatter
due to uncorrected but significant internal reddening in a few
objects and remaining inaccurate lag measurements, the latter
of which recent or ongoing studies are continuing to address
(see e.g., Du et al. 2014; Peterson et al. 2014). The main goal
of our investigation has been to quantify the amount of scat-
ter that can be introduced by the use of L(5100Å) in the ob-
served global radius − luminosity relationship and which can
potentially be mitigated by adopting a better proxy of the ion-
izing luminosity L(ionizing) that drives this relationship (see
eqn. (1)), such as the UV luminosity L(1350Å).
In our study of how L(5100Å) changes with L(1350Å) for a
sample of six RM AGN (§ 3.1; Figure 2), we find that for each
object the two luminosities are not linearly related (moreover,
the global slope is ∼0.84; Table 5) and therefore not directly
interchangeable. Also, the shallow slopes and the Fvar val-
ues (Table 6) indicate stronger UV variability, consistent with
previous observations (e.g., Clavel et al. 1991; Korista et al.
1995; Vanden Berk et al. 2004; Wilhite et al. 2005; Zuo et al.
2012). Based on our Bayesian analysis, we find that the non-
linearity between the optical and UV luminosities for indi-
vidual AGN may introduce a scatter into the observed global
R(Hβ) − L(5100Å) relationship of 0.09 dex (Table 5), which
is the best constraint that can be placed on this effect with the
currently available data.
To study the impact of long-term variability on the scat-
ter in the global R(Hβ) − L(5100Å) relation, we turn to the
well-studied Seyfert 1 galaxy, NGC 5548, the only source for
which we have data spanning decades. Although this is just a
single source, its variability nature is representative of the cur-
rent RM sample (§ 2.2) and it is fair to assume that this AGN
will provide a representative measure of the observed scatter
in the global R(Hβ) − L(5100Å) relationship.
While we analyze both the CCF and JAVELIN datasets of
R(Hβ) values in § 3.2 we mainly focus on the results based
on the standard CCF method as this allows a direct compari-
son with previous work. On account of the steep slope (β =
0.79±0.20; Table 8) and the scatter (ǫ0 = 0.08 dex) observed
for the native R(Hβ) − L(5100Å) relationship of NGC 5548,
traced by its intrinsic variability, our Monte Carlo simulations
(Appendix B) show that if this native relationship is repre-
sentative of each of the 39 AGN in the current global R(Hβ)
−L(5100Å) relationship, we can expect a scatter of 0.11 dex
±0.01 dex in the global relationship, a significant fraction
of the current scatter of 0.13 dex measured by Bentz et al.
(2013). This estimate may likely be an upper limit to the
scatter we can expect in the global relationship, because most
AGN and, especially, the higher luminosity quasars are ex-
pected to vary with smaller luminosity amplitudes than as-
sumed in our simulations, as discussed in Appendix B. We
find that for a decreasing typical variability amplitude for the
AGN on the global relationship, the global scatter approaches
a floor just above the level of the assumed native scatter, ǫ0.
This emphasizes the importance of the scatter in the relation-
ships traced by individual AGN, as they vary intrinsically, for
the global scatter. Future work should focus on better un-
derstanding this scatter, as this is outside the scope of this
work. The fact that the steep single-object slope alone can
account for ∼0.08 dex of the expected 0.11 dex global scat-
ter implies that a significant fraction of the estimated scat-
ter of 0.13 dex measured for the empirical global relation
(Bentz et al. 2013) can potentially be mitigated by adopting
a more accurate proxy for L(ionizing). In that case, we ex-
pect the native, single-object slope to be close to 0.5, as we
see for the inferred native R(Hβ) − L(1350Å) relationship for
NGC 5548 (§ 3.2.2), such that the individual AGN vary along
the global relationship. This particular situation highlights,
again, the importance of the scatter in the relationship of indi-
vidual AGN, which propagates directly through to the global
relationship.
Effects of JAVELIN-based measurements. — We note that our
parallel analyses of the R(Hβ) − L(5100Å) and R(Hβ) −
L(1350Å) relationships based on R(Hβ) measurements with
the JAVELIN analysis method corroborate the regression re-
sults based on the standard CCF method, showing a steeper
slope of the optical relation and a slope consistent with 0.5
for the relation based on UV luminosities. However, they also
suggest that the actual scatter in these relationships may be
larger than estimated previously by means of the CCF method
(e.g., Bentz et al. 2013). The estimated scatter depends on
the measurement uncertainties (i.e., the size of the error bars).
With its fuller use of information, the JAVELIN method yields
R(Hβ) measurements with smaller measurement errors. As a
result, we infer a larger scatter for the JAVELIN-based radius
− luminosity relationships. Specifically, we estimate a scatter
of 0.12 dex ± 0.04 dex for the R(Hβ) − L(5100Å) relationship
of NGC 5548, ∼30% larger than the value inferred based on
the classical CCF method. Repeating the Monte Carlo simu-
lations of Appendix B for the native R(Hβ) − L(5100Å) rela-
tionship for the JAVELIN method, we obtain a predicted mean
scatter µmock = 0.13 dex±0.01 dex for the RM sample, assum-
ing all the AGN vary like NGC 5548. However, we cannot
quantify the relative contribution of this scatter to the scatter
in the global relationship because, at present, JAVELIN-based
lags (Zu et al. 2011) do not exist for the full dataset presented
by Bentz et al. (2013).
4.2. On the slope differences between the native and global
relationships.
Given the photoionization physics predictions that R ∝
L(ionizing)0.5, it is notable that when we use L(5100Å), as
opposed to L(ionizing), in the observed radius − luminos-
ity relationship the global slope is very close to a value of
0.5 (Bentz et al. 2009a, 2013). Yet, on the contrary, the na-
tive, single-object R(Hβ)−L(5100Å) relationship appear to be
somewhat steeper than this global relation. What may appear
as a conundrum is in fact easily explained by a general AGN
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property and the intrinsic source variability properties studied
here. The regression results in Table 5 show that the mean op-
tical and UV luminosities of individual AGN, marked in Fig-
ure 2 by black symbols, trace a linear L(optical) − L(UV) re-
lationship across the AGN sample to within the uncertainties:
the mean luminosities scale with a power of 0.96± 0.21. This
can be understood from the perspective that a more massive
black hole will result in a higher mean luminosity that on av-
erage scales equally across the optical-UV region. This means
that the average optical luminosity is typically a good proxy
of the average UV luminosity. If the UV luminosity is a good
proxy of L(ionizing), so is the mean optical luminosity and we
can expect a global slope of the R(Hβ)−L(5100Å) relationship
close to 0.5. The steep slope of the native R(Hβ) − L(5100Å)
relationship for individual objects, as seen for NGC 5548 in
Figure 4, is simply a result of the optical source flux varying
typically with smaller amplitudes than the UV flux. This is
verified by the higher Fvar values for the UV continuum (Ta-
ble 6) and the shallow slopes of the L(optical) − L(UV) rela-
tionship for individual AGN (Figure 2). That this is a luminos-
ity color effect is confirmed by the native R(Hβ) − L(1350Å)
relationship for NGC 5548 having a slope∼0.5.
4.3. Alternate Proxy for the Ionizing Luminosity
The Hβ line luminosity, L(Hβ), is considered to be a good
measure of the ionizing luminosity because Hβ is a recom-
bination line (Osterbrock & Ferland 2006) and it, therefore,
carries the potential of providing a good readily accessi-
ble proxy in the optical observing window (Wu et al. 2004;
Greene et al. 2010). For that reason, one might expect that
L(Hβ) could provide a better measure of slope and scatter of
the intrinsic R(Hβ) − L(ionizing) relationship than the propa-
gated L(1350Å). Unfortunately, the R(Hβ) − L(Hβ) relation-
ship does not offer any more information than that of the UV
luminosities estimated in this work. Because Hβ exhibits a
Baldwin Effect when time delays are correctly accounted for
(Gilbert & Peterson 2003), there is not a one-to-one corre-
spondence between the number of ionizing photons and the
number of Hβ photons. Instead, the line equivalent width de-
creases with increasing ionizing flux because the line respon-
sivity (i.e., the efficiency by which ionizing photons are con-
verted to line photons) becomes less efficient (Korista & Goad
2004). We verified this by measuring the narrow-line sub-
tracted Hβ luminosity listed in Table 3) from the recalibrated
mean spectra of NGC 5548 obtained from each of the epochs
spanning the 20-year monitoring database available (§ 2.2).
The resulting R(Hβ) − L(Hβ) relationships (Figure 6) exhibit
an even steeper slope than that of R(Hβ) − L(5100Å) and
only by applying a similar correction for the luminosity color
(Gilbert & Peterson 2003) as that applied here, do we confirm
that the R(Hβ) − L(UV) relationship has a slope of 0.5. We
therefore conclude that the best proxy for the ionizing lumi-
nosity is a directly measured luminosity at energies close to
the peak of the ionizing spectral energy distribution, such as
L(UV).
4.4. Implications for Cosmology Studies
The amount of observed scatter in the global R(Hβ) −
L(5100Å) relationship is important for cosmological impli-
cations (Watson et al. 2011). It introduces an uncertainty in
the inferred luminosity for a given measured R(Hβ) and, as a
result, in the luminosity distance. However, to use the rela-
tionship as a distance indicator, it is reasonable to use the bet-
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Figure 6. The R − L(Hβ) relationships for NGC 5548 using the CCF dataset
(top), and the JAVELIN dataset (bottom). The L(Hβ) luminosities (Table 3)
are measured from the recalibrated mean spectra (see § 2.2 for details). See
Figure 4 for symbols and color code.
ter data and exclude clearly bad measurements. Bentz et al.
(2013) show that the current R(Hβ) − L(5100Å) relation-
ship has an observed scatter of 0.13 dex when Mrk 142 and
PG 2130+099 with a poorly constrained lags are omitted,
which corresponds to an uncertainty in the distance modu-
lus of ∆µ= 0.33 mag. This is already an improvement over
the value of 0.5 mag reported by Watson et al. (2011). Our
analysis shows that by adopting a more accurate proxy of
L(ionizing) than L(5100Å), such as L(UV), we may eliminate
a scatter of up to ∼0.08 dex (as estimated in this work based
on the CCF method), thereby bringing the total observed
scatter of 0.13 dex to 0.10 dex and reduce the uncertainty to
∆µ= 0.26 mag. The scatter in the global R −L(UV) relation-
ship depends, however, on the scatter in the native relation-
ships for individual objects as they vary intrinsically. This
scatter may well be lower for a better proxy of L(ionizing).
With additional attention to other sources of uncertainties
and scatter in the R(Hβ) − L(ionizing) relationship, such as
reddening, improved R(Hβ) lag measurements, and distance
measurements for some of the most nearby RM AGN (see
Watson et al. 2011; Haas et al. 2011; Bentz et al. 2013, for
discussion), the observed scatter can potentially be reduced
further. For the R(C iv) −L(1350Å) relationship applied to
high-redshift AGN, our discussion earlier emphasizes again
the importance of understanding the origin of the scatter in the
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native relationship of each individual AGN as the typical scat-
ter in the single-object relationships defines the scatter in the
global relationship, in this case. Future studies of large rever-
beration mapping datasets, obtained from multi-object spec-
troscopic monitoring campaigns of hundreds of AGN (some
of which are currently underway), hold promise to establish
how this scatter in the global relationships can be mitigated
or minimized through a better understanding of the potential
systematics involved. As a result, there is a large potential for
the global R(C iv) −L(1350Å) relationship to be a competitive
luminosity distance indicator, both at low and high redshift.
5. CONCLUSION
Since the ionizing luminosity is what drives the radius −
luminosity relationship, we have investigated whether the use
of the optical luminosity L(5100Å), as opposed to the ioniz-
ing luminosity, can account for some of the scatter in the ob-
served global R(Hβ)−L(5100Å) relationship (e.g., Bentz et al.
2013). Based on our analysis of the relationship between
multiple near-simultaneous pairs of optical and UV contin-
uum luminosity measurements (to within two days) available
for six reverberation-mapped AGN (NGC 5548, NGC 7469,
NGC 3783, NGC 4151, 3C 390.3, Fairall 9), the long-term op-
tical and UV continuum flux variations of Seyfert 1 galaxy,
NGC 5548, and a suite of Monte Carlo simulations, our main
findings are as follows:
1. We present the most recent updates of the native
R(Hβ) − L(5100Å) relationship for NGC 5548, traced
by its intrinsic variability that takes into account the re-
calibration of the flux measurements of Peterson et al.
(2013) and the updates of Bentz et al. (2013). We
present the relation for the Hβ lags, R(Hβ), determined
by both the CCF and the JAVELIN methods (Table 8),
finding slightly steeper slopes β = 0.79 and β = 0.88,
respectively, than previously reported. The scatter mea-
sured in this native relation amounts to 0.07 dex −
0.08 dex. We also present JAVELIN-based lags of the
Year 17 (Bentz et al. 2007) and Year 20 (Bentz et al.
2009b) monitoring campaigns, not included in the
Zu et al. (2011) study.
2. We confirm L(1350Å) to be a better proxy for
L(ionizing) than is L(5100Å). Our analysis of the na-
tive NGC 5548 R(Hβ) − L(1350Å) relationship shows
a slope consistent with the theoretically expected slope
β=0.5 in contrast to the native R(Hβ) − L(5100Å) rela-
tion.
3. The Hβ luminosity is not a more suitable substitute for
the ionizing luminosity than L(5100Å) as it needs a
similar color correction.
4. The typical lower variability amplitudes of the AGN
optical continuum compared to the UV continuum sug-
gest that the native R(Hβ) − L(5100Å) relationship
for individual AGN will typically be steep, as seen
for NGC 5548. If all AGN vary like NGC 5548 with
a similar slope of their individual relationship, this
steep slope alone will contribute a typical scatter of
0.08± 0.01 dex (Appendix B) to the currently observed
scatter of 0.13 dex (Bentz et al. 2013) in the global
R(Hβ) − L(5100Å) relationship. This suggests that a
sizable fraction of the observed scatter can be mitigated
by the use of a UV luminosity in lieu of L(5100Å).
5. Assuming NGC 5548 is representative of the AGN pop-
ulation, the combined effect of the steep slopes and the
scatter in the single-object R(Hβ) − L(5100Å) relation-
ships can account for most (∼0.11 dex) of the current
scatter in the observed global R(Hβ) − L(5100Å) rela-
tionship.
6. A significant contribution to the scatter in the global
R(Hβ) −L(5100Å), R(Hβ) −L(1350Å), and R(C iv)
−L(1350Å) relationships comes from the scatter in
the corresponding relationships traced by the individ-
ual AGN as they exhibit intrinsic luminosity varia-
tions. If the native R(Hβ) −L(5100Å) relationship for
NGC 5548 is typical for AGN, then it can contribute a
scatter ∼0.08 dex to the global scatter, which is about
half of the current observed scatter. To minimize the
global scatter we need to better understand this scatter
in the relationships for individual AGN. Future studies
will need to focus on this effort as it is beyond the scope
of the current work.
7. By adopting a UV luminosity as a better proxy for
the ionizing luminosity than L(5100Å), the scatter in
the global R(Hβ) − L(UV) relationship is expected to
be lower by ∼0.08 dex than the current global R(Hβ)
−L(5100Å) relationship. This is expected to invoke a
reduction of the uncertainty in the distance modulus
from 0.33 mag to 0.26 mag for cosmic distances derived
from the R(Hβ) − L(UV) relationship. A further de-
crease of this uncertainty is expected when the scatter in
the relationships traced by the intrinsic variability of in-
dividual AGN is better understood and when object-to-
object differences, such as internal reddening, are cor-
rected for.
8. Even though we see a steeper R(Hβ) −L(5100Å) rela-
tionship for individual AGN than the global relation-
ship for the entire reverberation mapped sample − be-
cause AGN typically vary with lower optical luminosity
amplitudes than the ionizing luminosity that drives the
relationship − the average optical luminosity of a given
AGN is an equally good proxy of the average ionizing
luminosity as the UV luminosity (§ 4.2).
By extrapolating these result we can expect that a
well-populated version of the existing, but tentative,
R(C iv)−L(1350Å) relationship (Kaspi et al. 2007) will sim-
ilarly have less observed scatter. Along with the emphasis
made by Bentz et al. (2013) on the pressing need to obtain
accurate distances of the nearest AGN that define the lower
end of this relationship, there is therefore a strong impetus to
obtain additional monitoring data in the restframe UV energy
range.
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APPENDIX
A. ERROR-BAR SENSITIVITY TEST
Neither the Bayesian regression method (Kelly 2007) nor the FITEXY method of (Press et al. 1992) can account for the
asymmetric uncertainties in our RBLR measurements (§ 3.2.1). Therefore, we performed a so-called ‘error-bar sensitivity test’ to
test how sensitive the regression analysis is to the adopted (symmetric) error bar. In this test, for the symmetric measurement
errors in the RBLR values we assume either:
a): the ‘positive’ 1σ uncertainties (i.e., upper error bar),
b): the ‘negative’ 1σ uncertainties (i.e., lower error bar),
c): the error computed as: ([σ(positive)2+σ(negative)2]/2)1/2, since this behaves correctly in the limit σ(positive) = σ(negative),
d): the ‘largest’ of the two 1σ uncertainties,
e): the ‘smallest’ of the two 1σ uncertainties, or
f): the error bar that points toward the fitted relation.
Option ‘f’ involves an iterative process after an initial selection of error bars until the relative change in slope and zero point
between two iterations is less than 10−11; typically, only about four iterations are needed. To test the sensitivity of option ‘f’ to
the choice of error-bar in the first iteration, we run this test three times: first with the ‘positive’ uncertainty (option a), second
with the ‘negative’ uncertainty (option b), and third with the ‘largest’ uncertainty (option c).
Applying this ‘error-bar sensitivity test’ to the R(Hβ) − L(5100Å) relationship of NGC 5548 we find slopes in the range from
0.79 to 0.85 with similar uncertainties of ±0.20 for the CCF dataset. For the JAVELIN dataset we find slopes between 0.88 to
0.90 with uncertainties of ±0.17. The results are insensitive to the choice of the initial error-bar in option ‘f’. For example, the
difference in slope (and uncertainty) is at most 0.01 when the extreme ‘largest’ and ‘smallest’ error bars are adopted. The change
of the slope given the adopted error bar is in any case within the 1σ uncertainty.
Our estimates of the scatter in the R(Hβ) − L(5100Å) relationship of NGC 5548 for the CCF data are 0.075±0.040 dex and
0.077±0.043 dex when we adopt the ‘largest’ and ‘smallest’ uncertainties, respectively. For the JAVELIN dataset the equivalent
values are 0.070±0.039 dex and 0.073±0.037 dex, respectively. Thus, in both datasets, the inferred scatter is essentially the same
for these two extreme error-bar settings. Similarly, we find the scatter to be insensitive to the initial choice of error-bar (option
‘f’) − it agrees to within the 1σ uncertainty of ∼0.04 dex.
When we apply this sensitivity test to the native R(Hβ) − L(1350Å) relationship of NGC 5548 we see no or insignificant
changes in the slopes. We find best fit slopes of 0.47 <∼ β(CCF) <∼ 0.50 and 0.51 <∼ β(JAVELIN) <∼ 0.53 with uncertainties of
∼0.15 (CCF) and ∼0.12 (JAVELIN). The slopes based on the ‘largest’ and ‘smallest’ uncertainties are 0.47±0.15 and 0.49±0.15,
respectively, for the CCF dataset. The equivalent values for the JAVELIN dataset are 0.52 ± 0.12 and 0.52 ± 0.15, respectively.
For the different sub-options of option ‘f’ there is no difference in the slopes. We determine the scatter in the UV relationship to
be in the range of 0.078 dex−0.083 dex and 0.067 dex−0.072 dex for each of the CCF and JAVELIN datasets, respectively.
In summary, we have demonstrated very little sensitivity of the slopes and the estimated scatter to the specific adopted sym-
metric error-bar for either of the datasets and for either of the radius − luminosity relations addressed here. While the differences
are insignificant, we are conservative and adopt the ‘largest’ 1σ uncertainty for our regressions throughout (Table 8).
B. THE EFFECT OF INTRINSIC AGN VARIABILITY ON THE GLOBAL R(Hβ) −L(5100Å) RELATIONSHIP: MONTE CARLO SIMULATIONS
Our analysis of the native R(Hβ) − L(5100Å) relationship for NGC 5548 in § 3.2.1 shows that its steep slope can introduce
a scatter of order 0.1 dex in the global R(Hβ) − L(5100Å) relation. If this steep native relationship is characteristic for all the
reverberation mapped AGN, the question remains: how much of the current scatter in the global R(Hβ) − L(5100Å) relation is
due to this effect? To examine this, we performed Monte Carlo simulations using mock databases of R and L pairs that sample
the native NGC 5548 R(Hβ) − L(5100Å) relationship and apply it to the sample of reverberation mapped AGN presented by
Bentz et al. (2013).
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To generate the mock database, we assume that each AGN in the sample varies in a similar manner to NGC 5548. We let
each object vary in luminosity along its own native R(Hβ)− L(5100Å) relationship with an assumed slope β= 0.79 and scatter
ǫ0 = 0.081 dex in R(Hβ) (i.e., applying the results of the CCF dataset shown in the top panel of Figure 4). We describe the
luminosity distribution by a Gaussian function centered at the mean luminosity, < L>, observed for each AGN (Bentz et al.
2013) with a standard deviation of σL = 0.30 dex, as measured for NGC 5548 for the 15 epochs analyzed here (§ 2.2). For the
purpose of this test, a Gaussian function is a reasonable approximation of AGN variability behavior, which can be described by
a damped random walk (e.g., Kelly et al. 2009; Kozłowski et al. 2010), i.e., a stochastic process with an exponential covariance
matrix. We perform 2000 Monte Carlo realizations, where each realization samples a given object at a random point along its
simulated native relationship, and we make a mock global R(Hβ)− L(5100Å) relationship by sampling 69 (R, L) pairs for the 39
AGN to match the sample size presented by Bentz et al. (2013); i.e., we use multiple (R, L) pairs for objects15 where Bentz et al.
(2013) includes multiple RM results. Next, for a given realization of the mock global R(Hβ)−L(5100Å) relationship, we compute
for each of the 69 randomly selected (R, L) pairs, the residuals between the simulated values of R and the radius predicted from
the Bentz et al. (2013) R(Hβ)− L(5100Å) relationship. For the resulting distribution of the 69 R-residuals, we adopt the standard
deviation as the observed scatter for this particular realization.
With 2000 realizations we obtain a distribution of the estimated scatter with a mean (i.e., the most likely scatter) and standard
deviation of µMOCK ±σMOCK = 0.106± 0.009 dex. This means that the combination of a steep native relationship and an assumed
scatter in R around the native relationship of ǫ0 ∼ 0.08 dex will result in a typical scatter in the global relationship of ∼0.11 dex, if
all AGN vary like NGC 5548. The steep slope of the native relation alone (i.e., when ǫ0=0) contributes a mean scatter of µMOCK =
0.077 dex± 0.007 dex in the global relationship, entirely consistent with the scatter contributions adding in quadrature.
In reality, each AGN will vary with a different native slope, β, and scatter, ǫ0, and a different σL around its mean luminosity,
< L>, and will thereby contribute with a higher or lower scatter to the global R(Hβ) − L(5100Å) relationship than we estimate for
NGC 5548. There are insufficient data to address the likely distributions of β and ǫ0 for the R(Hβ) − L(5100Å) relationships of
individual AGN, but there are indications that σL is luminosity dependent and therefore lower for quasars (e.g. Vanden Berk et al.
2004; Bauer et al. 2009; Schmidt et al. 2010). Although Figure 1 shows that NGC 5548 does not have the most extreme optical
variability properties of the RM AGN within a single RM campaign, it has exhibited the largest L(5100Å) differences, ∆L, on
long time scales (Bentz et al. 2013); a larger σL will result in larger ∆L. Therefore, by adopting the same σL = 0.3 dex value
for all AGN in the simulations, we obtain an upper limit on the expected global scatter. Our tests show that as the luminosity
distributions narrow to σL = 0.1 dex, the mean scatter µMOCK approaches 0.085 dex, a scatter slightly higher than the assumed
scatter in the native relationship, ǫ0. Our analyses also show that as β approaches the slope of the global relationship (i.e., the
AGN vary along the global relationship, as opposed to across it), the expected global scatter µMOCK converges on the assumed
value of ǫ0. This underscores the importance of further understanding the existing scatter in the single-object relationship and its
effect on the global relationship.
Our estimates of the expected global scatter of ∼0.11 dex, assuming all AGN vary like NGC 5548, is a significant fraction of
the observed scatter of 0.13 dex determined by Bentz et al. (2013) for the empirical global R(Hβ) − L(5100Å) relationship. We
note that while our simulated native relationships do contain a scatter (or noise) contribution (i.e., ǫ0 > 0) that can include some
measurement uncertainties due to, for example, small inaccuracies in the R measurements, the scatter we simulated will not take
into account other known sources of scatter in the global R(Hβ)− L(5100Å) relationship due to distance measurements or poorly
constrained lags that are included in the scatter measured by Bentz et al. (2013). The fact that we can account for a large fraction
of the observed global scatter is good news. Understanding the origin of the scatter means that there is a potential for mitigating
it.
15 However, our tests show that the results are insensitive to how the 69
data pairs are selected among the AGN, as expected given the assumed similar variability properties of all the objects.
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