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A COMPUTATIONAL STUDY OF LATERAL PHASE SEPARATION
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Abstract. Conservative and non-conservative phase-field models are considered for the numeri-
cal simulation of lateral phase separation and coarsening in biological membranes. An unfitted finite
element method is devised for these models to allow for a flexible treatment of complex shapes in the
absence of an explicit surface parametrization. For a set of biologically relevant shapes and parameter
values, the paper compares the dynamic coarsening produced by conservative and non-conservative
numerical models, its dependence on certain geometric characteristics and convergence to the final
equilibrium.
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1. Introduction. Over the past 20 years, there has been a growing interest in
studying phase separation in cell membranes, mostly motivated by its important role
in a variety of cellular processes. In fact, lipid-driven separation of immiscible liquid
phases is likely a factor in the formation of rafts in cell membranes [77, 81]. Lipid
rafts in eukaryotic cells have been associated with important biological processes,
such as endocytosis, adhesion, signaling, and protein transport; see, e.g., [29]. Fur-
thermore, lipid phase separation has recently been utilized to enhance the delivery
performance of targeted lipid vesicles [9, 51]. The formation of reversible phase-
separated (nano)patterns (resembling lipid-rafts) on the vesicle surface is expected to
increase target selectivity, cell uptake and overall efficacy [9].
Phase separation and pattern formation in lipid bilayers has been studied theoret-
ically, experimentally, and numerically. For theoretical investigations of the equilib-
rium configuration we refer to [4, 74, 52, 79, 47] and references therein. Experimental
studies have been mostly conducted to visualize pattern formation on giant vesicles;
see, e.g., [12, 81]. In particular, in [81] various dynamics have been observed with fluo-
rescence microscopy, including domain ripening, spinodal decomposition, and viscous
fingering. However, experimental investigations proved to be challenging due to the
frail nature of giant vesicles. Computational studies help observe dynamics and gain
insights that may not be obtained experimentally. Multicomponent vesicle have been
investigated with different numerical approaches: molecular dynamics [65, 23], dissi-
pative particle dynamics [56, 7], and continuum based methods [82, 62, 78, 69, 58, 40].
In this paper, we choose a continuum based method based on phase-field description.
The phase-field method has emerged as a powerful computational approach to
modeling and predicting phase separation in materials and fluids. It describes the
system using a set of conserved and/or non-conserved field variables that are continu-
ous across the interfacial regions separating phases. The main reasons for the success
of the phase-field methodology are two: it replaces sharp interfaces by thin transition
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regions called diffuse interfaces, making front-tracking unnecessary; and it is based on
rigorous mathematics and thermodynamics. We consider a diffuse-interface descrip-
tion of phase separation developed by Cahn and Hilliard in [16, 17] and by Allen and
Cahn in [3]. The classical Cahn–Hilliard theory for phase transformation in closed
systems is characterized by a conserved order parameter (concentration), while the
Allen–Cahn equation describes the evolution of non-conserved order parameters dur-
ing phase transformation. The Allen–Cahn and Cahn–Hilliard equations have been
widely used in many complex moving interface problems in materials science and fluid
dynamics through a phase-field approach; see, e.g., [63, 5, 14, 22, 60].
While there is still some controversy on the basis of lipid raft formation, function
and even existence [68, 30], both conservative (Cahn–Hilliard) [66, 67, 39, 40, 41, 64]
and non-conservative (Allen–Cahn , a.k.a. Landau–Ginzburg) [6, 33, 82, 34, 35] phase
field models are considered in the literature for phase separation in lipid bilayers. By
conservative it is meant that the model respects the conservation law for the phase
concentration of species for any membrane surface element. In relation to this, we
note that in experimental setting, a number of molecules are known to preferentially
partition into one of lipid phases on phase-separated vesicles. Examples include mem-
brane proteins caveolin-3, peripheral myelin protein 22 [11, 73] and membrane dyes
[11, 13]. In such settings, the Cahn–Hilliard equation provides the correct model.
Similarly, the conservative model seems to be suited to describe membrane separation
in bacteria as well as mammalian cells. The use of a non-conservative model (Allen–
Cahn equation) may be justified when phase separation induces “high” curvature to
the membrane that leads to vesicle budding or basically formation and separation of
individual vesicles from the original parent vesicle [12, 49]. We also note that a phase-
field model with global volume constraints was proposed in [26, 2] for the modeling of
an impermeable closed membrane embedded in an incompressible fluid. Finally, for
additional models to simulate mobile lipid rafts we refer to [20, 21, 83, 1].
In this paper, we apply and critically compare both surface Cahn–Hilliard and
surface Allen–Cahn equations for the numerical simulation of lateral phase separa-
tion in biological membranes. Some simplifying assumptions are made in the present
study. First, we consider rigid shapes thus ignoring the coupling of lateral sorting to
radial deformations caused by the minimization of elastic or bending energy (cf., e.g.,
[82, 34, 39, 35, 40]). Although most bio-membranes are compliant, the assumption
is reasonable for some manufactured vesicles designed for intracellular drug deliv-
ery [55]. Second, we do not account here for possible viscous dissipation and fluidity
of cell membrane (see, e.g., [64] for Cahn–Hilliard–Navier–Stokes surface models).
Finally, we neglect the effect of an external fluid; see, e.g., [78] for modelling of a
multicomponent vesicle in an external viscous flow.
The Allen–Cahn and Cahn–Hilliard equations are challenging to solve numerically
due to non-linearity, and stiffness. The Cahn–Hilliard has the added difficulty of a
fourth order derivative in space. Although there exists an extensive literature on
numerical methods for these models in planar and volumetric domains (see, e.g.,
recent publications [46, 80, 61, 19, 48] and references therein), there are not so many
papers where the equations are treated on surfaces. Solving equations numerically
on general surfaces poses additional difficulties that are related to the discretization
of tangential differential operators and the approximate recovery of complex shapes.
Several authors have opted for a finite difference method. For example, the closest
point finite difference method was applied to solve the surface Allen–Cahn equation
in [53] and the Cahn–Hilliard equation on torus in [42] and in [50] on more general
2
domains. A finite difference method for a diffuse volumetric representation of the
surface Cahn–Hilliard equation was introduced in [45]. A finite difference method in
a reference domain was used in [40] to model phase separation with radial deformation
on sphere like domains. However, a finite element method (FEM) is often considered
to be the most flexible numerical approach to handle complex geometries.
Finite element solutions to the surface Allen–Cahn equation can be found in
[27, 33, 35]. The convergence of a FEM for the surface Cahn–Hilliard equation was
studied in [25], where numerical examples for a sphere and saddle surface are provided;
the Cahn–Hilliard equation on more general surfaces was treated by a finite element
method more recently in [41, 59]. Surface FEMs were extended to more general
systems in several papers: in [69] solutions to the surface Cahn–Hilliard–Navier–
Stokes equation were computed on a sphere and torus; the authors of [10] studied
a finite element method for the bulk Navier–Stokes equations coupled to the surface
Cahn–Hilliard model; and in [32] the Cahn–Hilliard equation was solved numerically
by a finite element method on evolving surfaces. All of the above references use a
sharp surface representation and a discretization mesh fitted to the computational
surface.
In the present paper, we study for the first time a geometrically unfitted finite
element method for the simulation of lateral phase separation on surfaces. Our ap-
proach builds on earlier work on a unfitted FEM for elliptic PDEs posed on sur-
faces [72] called TraceFEM. Unlike some other geometrically unfitted methods for
surface PDEs, TraceFEM employs sharp surface representation. The surface can be
defined implicitly and no knowledge of the surface parametrization is required. This
approach allows for flexible numerical treatment of complex shapes, like the ones found
in cell biology. After validating the accuracy of the numerical method with benchmark
problems, we apply it to simulate phase transition on a series of surfaces of increasing
geometric complexity using both the surface Allen–Cahn and Cahn–Hilliard models.
The surfaces are chosen to resemble shapes of biological membranes known to exhibit
phase separation. We compare the dynamic coarsening produced by conservative and
non-conservative numerical models, its interplay with the curvature and convergence
to the final equilibrium. An advantage of our approach is that it can handle “small”
(of the order of 1% of the shape characteristic length, which is consistent with avail-
able experimental observations) interface thicknesses between phases without stability
issues, as long as the time step is properly set. Finally, we note that TraceFEM can
be naturally combined with a level-set surface representation and works well for PDEs
posed on evolving surfaces, including cases with topological changes (cf., e.g., [57]).
We will not make use of this rather unique property in this paper. However, such
property will become very convenient for the numerical simulation of certain phenom-
ena like uptake of drug carriers that use reversible phase-separated (nano)patterns on
the vesicle surface [9, 51].
The remainder of the paper is organized as follows. In Sec. 2 we state the surface
Allen–Cahn and the Cahn–Hilliard equations and the respective variational formu-
lations. The application of TraceFEM to both models is presented in Sec. 3. After
a validation of our implementation of TraceFEM, in Sec. 4 we study phase separa-
tion modeled by both the Allen–Cahn and the Cahn–Hilliard equations on different
surfaces of increasing complexity. Concluding remarks are provided in Sec. 5.
2. Mathematical model. In order to state the surface Allen–Cahn and the
Cahn–Hilliard equations, we first need to introduce some notation.
Let Γ be a closed sufficiently smooth surface in R3, with the outward pointing unit
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normal n. The surface represents a bio-membrane, e.g., a closed bilayer composed of
multiple lipids, embedded in a bulk fluid. In the present study, we do not account
for bulk phenomena and concentrate on the lateral behavior of the system. For any
sufficiently smooth function g in a neighborhood of Γ its tangential gradient is defined
as ∇Γg = ∇g − (n · ∇g)n. The tangential (surface) gradient ∇Γg then depends only
on values of g restricted to Γ and n · ∇Γg = 0 holds. For a vector field f on Γ we
define ∇Γf componentwise. We need the surface divergence operator for f and the
Laplace-Beltrami operator for g :
divΓf := tr(∇Γf), ∆Γg := divΓ(∇Γg),
where tr(·) is the trace of a matrix.
Further L2(Γ) is the Lebesgue space of square-integrable functions on Γ andH1(Γ)
is the Sobolev space of all functions g ∈ L2(Γ) such that ∇Γg ∈ L2(Γ)3.
2.1. Allen–Cahn equation. Let η ∈ [0, 1] be an order parameter on Γ, i.e. a
measure of the degree of order across the boundaries in a phase transition system,
with η = 0 indicating complete lack of order and η = 1 indicating full order. Such
parameter normally ranges between zero in one phase and nonzero in the other. For
example, if solid-liquid phase transition happens on Γ, then the order parameter is
the difference of the surface material densities. If the total specific free energy f is
not at a minimum with respect to a local variation in η, Allen and Cahn postulated
in [3] that there is an immediate change in η given by:
∂η
∂t
= −αδf
δη
on Γ× (0, T ], (2.1)
where α is a positive kinetic coefficient and (0, T ] is the time interval of interest. The
total specific (i.e., per unit surface) free energy f is a function of the order parameter:
f(η) = f0(η) +
1
2
2|∇Γη|2. (2.2)
In (2.2),  is the gradient energy coefficient and f0 is the specific free energy of a ho-
mogeneous phase, which is a function of η with a characteristic double-well form. The
kinetic equation (2.1) reflects the fact that the order parameter η is not a conserved
quantity. The functional derivative of f with respect to η is given by:
δf
δη
= f ′0(η)− 2∆Γη. (2.3)
Plugging (2.3) into eq. (2.1), we obtain:
∂η
∂t
+ αf ′0(η)− α2∆Γη = 0 on Γ× (0, T ]. (2.4)
We remark that α2 in eq. (2.4) has dimensions of a diffusion coefficient, i.e. m2/s.
Obviously, eq. (2.4) needs to be supplemented with initial condition η = η0 on Γ×{0},
for a given η0. A classical choice for f0 is the Ginzburg–Landau double-well potential
f0(η) =
1
4
(η − 1)2η2,
which makes eq. (2.4) non-linear.
4
For the numerical method, we need a weak (variational) formulation of the surface
Allen–Cahn equation. To devise it, one multiplies (2.4) by v ∈ H1(Γ), integrates over
Γ and employs the integration by parts identity. For a closed smooth surface Γ, the
integration by parts identity reads:∫
Γ
vdiv Γf ds = −
∫
Γ
f · ∇Γv ds+
∫
Γ
κvf · n ds, for f ∈ H1(Γ)3, v ∈ H1(Γ), (2.5)
here κ is the sum of principle curvatures. Identity (2.5) is applied to the diffusion
term in (2.4), i.e. f = ∇Γη, which makes the curvature term vanish. This leads to
the week formulation: Find η ∈ H1(Γ) such that∫
Γ
(
∂η
∂t
+ αf ′0(η)
)
v ds+ α2
∫
Γ
∇Γη∇Γv ds = 0, ∀ v ∈ H1(Γ). (2.6)
2.2. Cahn–Hilliard equation. On Γ we consider a heterogeneous mixture of
two species with mass concentrations ci = mi/m, i = 1, 2, where mi are the masses
of the components and m is the total mass. Since m = m1 +m2, we have c1 + c2 = 1.
Let c1 be the representative concentration c, i.e. c = c1. Unlike the order parameter
η in Section 2.1, concentration c ∈ [0, 1] is a conserved quantity. Moreover let ρ be
the constant total density of the system ρ = m/S, where S is the surface area of Γ.
Phase separation in this two component system can be modelled by the Cahn–Hilliard
equation [16, 17].
In order to describe the evolution of the concentration profile c(x, t), we consider
the conservation law:
ρ
∂c
∂t
+ divΓj = 0 on Γ× (0, T ], (2.7)
where j is a diffusion flux. The flux j is defined according to (empirical) Fick’s law:
j = −M∇Γµ on Γ, µ = δf
δc
, (2.8)
where M is the so-called mobility coefficient (see [54]) and µ is the chemical potential,
which is defined as the functional derivative of the total specific free energy f with
respect to the concentration c. Thus, we introduce the total specific free energy:
f(c) = f0(c) +
1
2
2|∇Γc|2. (2.9)
Just like in eq. (2.2), f0(c) is the free energy per unit surface, while the second
term represents the interfacial free energy based on the concentration gradient. We
recall that in order to have phase separation, f0 must be a non-convex function of
c. A fundamental fact of the chemical thermodynamics is that even when phase
separation has occurred, there is a limited miscibility between the components. In
model (2.7)–(2.9), the interface between the two components is a layer of size  where
thermodynamically unstable mixtures are stabilized by a gradient term in the energy.
Further details concerning the thermodynamics of partially miscible mixtures can be
found, for example, in [54].
By combining eq. (2.7), (2.8), and (2.9), we obtain the surface Cahn–Hilliard
equation:
ρ
∂c
∂t
− divΓ
(
M∇Γ
(
f ′0 − 2∆Γc
))
= 0 on Γ. (2.10)
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Eq. (2.10) is a fourth-order equation, so casting it in a weak form would result in the
presence of second-order spatial derivatives. From the numerical point of view, it is
beneficial to avoid higher order spatial derivatives. Hence, it is common to rewrite
eq. (2.10) in mixed form, i.e. as two coupled second-order equations:
ρ
∂c
∂t
− divΓ (M∇Γµ) = 0 on Γ, (2.11)
µ = f ′0 − 2∆Γc on Γ. (2.12)
System (2.11)–(2.12) needs to be supplemented with the definitions of mobility
M and free energy per unit surface f0. A possible choice for M is given by
M = M(c) = c(1− c). (2.13)
This mobility is referred to as a degenerate mobility, since it is not strictly positive. We
note that in many of the existing analytic studies, as well as numerical simulations,
mobility is assumed to be constant. At the same time, concentration dependent
mobility was already considered by Cahn [17] and (2.13) is also a popular choice for
numerical studies. Although it is known that the dependence between the mobility
and the concentration difference produces important changes during the coarsening
process, only a few authors consider more complex mobility functions; see, e.g., [87]. In
the absence of studies on the appropriate mobility function for lateral phase separation
in biological membranes, here we choose to use (2.13). Again, a common choice for
f0 is given by
f0(c) =
ξ
4
c2(1− c)2, (2.14)
where ξ defines the barrier height, i.e. the local maximum at c = 1/2 [36]. We set
ξ = 1 for the rest of the paper. With mobility as in (2.13) and specific free energy as
in (2.14), problem (2.11)–(2.12) is a coupled system of nonlinear PDEs posed on Γ.
Following a procedure similar to the one used to get eq. (2.6), we obtain the weak
(variational) formulation of the surface Cahn–Hilliard problem (2.11)–(2.12): Find
(c, µ) ∈ H1(Γ)×H1(Γ) such that∫
Γ
ρ
∂c
∂t
v ds+
∫
Γ
M∇Γµ∇Γv ds = 0, (2.15)∫
Γ
µ q ds−
∫
Γ
f ′0(c) q ds−
∫
Γ
2∇Γc∇Γq ds = 0, (2.16)
for all (v, q) ∈ H1(Γ)×H1(Γ).
3. Numerical method. Biological membranes exhibit asymmetric complex sha-
pes, which may affect the phase separation on the bilayer in an intricate way. To model
the process numerically, we apply the trace finite element method [71]. This method
allows to solve for a scalar quantity or a vector field on the surface Γ and does not
require parametrization or triangulation of Γ. To discretize surface equations, Trace-
FEM relies on a tessellation of a bulk computational domain Ω (Γ ⊂ Ω holds) into
shape regular tetrahedra untangled to the position of Γ.
Biological membranes also exhibit shape transitions and shape instabilities. Thus,
a realistic model of phase separation on biological membranes requires to solve either
the Allen–Cahn or Cahn-Hilliard equation on evolving shapes. This is our longer
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term goal, which dictates the choice of the numerical approach. In fact, as already
mentioned in Sec. 1, evolving surfaces with possible topology changes can be relatively
easily handled in the present numerical framework [57].
Let the 3D bulk domain Ω be such that Γ ⊂ Ω. Surface Γ is defined implicitly
as the zero level set of a sufficiently smooth (at least Lipschitz continuous) function
φ, i.e. Γ = {x ∈ Ω : φ(x) = 0}, such that |∇φ| ≥ c0 > 0 in a 3D neighborhood
U(Γ) of the surface. The vector field n = ∇φ/|∇φ| is normal on Γ and defines
quasi-normal directions in U(Γ). Let Th be the collection of all tetrahedra, such that
Ω = ∪T∈ThT . The subset of tetrahedra that have a nonzero intersection with Γ is
denoted by T Γh . The grid is refined towards Γ, however the tetrahedra from T Γh form
a quasi-uniform tessellation with the characteristic tetrahedra size h. The domain
formed by all tetrahedra in T Γh is denoted by ΩΓh.
On T Γh we use a standard finite element space of continuous functions that are
piecewise-polynomials of degree 1. Higher order finite elements are possible (see, e.g.,
[44]) but will not be addressed in this paper. This bulk (volumetric) finite element
space is denoted by Vh,
Vh = {v ∈ C(ΩΓh) : v ∈ P1(T ) for any T ∈ T Γh }.
For the purpose of numerical integration, we approximate Γ with a “discrete” surface
Γh, which is defined as the zero level set of a P1 Lagrangian interpolant for φ on the
one time refined mesh:
Γh = {x ∈ Ω : φh(x) = 0, φh := Ih/2(φ(x)) ∈ Vh/2}, with nh =
∇I2h/2(φ)
|∇I2h/2(φ)|
,
where I2h/2(φ) is a P2 nodal interpolant of the level set function. See Fig. 3.1.
Fig. 3.1: Example of bulk domain Ω with a given triangulation and sphere surface Γ
with the corresponding “discrete” surface Γh.
For time-stepping we apply a semi-implicit stabilized schemes from [76]. At time
instance tk = k∆t, with time step ∆t = TN , η
k denotes the approximation of the order
parameter η(tk,x); similar notation is used for other quantities of interest. Further,
we need second order approximation of first and second time derivatives [76]:
[η]
k
t =
3ηk − 4ηk−1 + ηk−2
2∆t
, [η]
k
tt =
ηk+1 − 2ηk + ηk−1
|∆t|2 , (3.1)
and linear extrapolation for f ′0 at time t
k: f˜ ′0(η)
k = 2f ′0(η
k−1) − f ′0(ηk−2). Same
notations for differences and extrapolation will be used with other variables.
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The finite element discretizations are based on the weak formulations of the sur-
face Allen–Cahn and Cahn–Hilliard problems (2.6) and (2.15)–(2.16), respectively.
For the Allen–Cahn equation, the semi-implicit stabilized TraceFEM reads: Given
ηk−1h , η
k−2
h ∈ Vh, find ηkh ∈ Vh solving∫
Γh
{
[ηh]
k
t + βs|∆t|2 [ηh]k−1tt +αf˜ ′0(ηh)k
}
vh ds+ α
2
∫
Γh
∇Γhηh · ∇Γhvh ds
+ 2h
∫
ΩΓh
(nh · ∇ηkh)(nh · ∇vh) dx = 0
(3.2)
for all vh ∈ Vh, k = 2, 3, . . . , N . For k = 1 an obvious first order modification is used.
The last term in (3.2) is included to stabilize the resulting algebraic systems [44].
The term is consistent up to geometric errors related to the approximation of Γ by
Γh and n by nh in the following sense: any smooth solution η of equations (3.2) can
be always extended off the surface along (quasi)-normal directions so that n · ∇η = 0
in ΩΓh. Another stabilization term |∆t|2 [ηh]k−1tt scaled with user defined parameter
βs is included to relax the stability restriction for the time step ∆t. It introduces the
consistency error of second order in time. We set βs = 1.
Likewise, the semi-implicit stabilized TraceFEM for the Cahn–Hilliard equations
(see Sec. 3.1.2 in [76]) reads: Given ck−1h , c
k−2
h ∈ Vh and µk−1h , µk−2h ∈ Vh, find ckh, µk ∈
Vh solving∫
Γh
ρ [ch]
k
t vh ds+
∫
Γh
M(c˜k)∇Γhµkh · ∇Γhvh ds+ h
∫
ΩΓh
(nh · ∇µkh)(nh · ∇vh) dx
+
∫
Γh
{
µkh − βs|∆t|2 [ch]k−1tt − f˜ ′0(ch)k
}
qh ds−
∫
Γh
2∇Γckh∇Γqh ds
−2h
∫
ΩΓh
(nh · ∇ckh)(nh · ∇qh) dx = 0
(3.3)
for all vh ∈ Vh and qh ∈ Vh, k = 2, 3, . . . , N . Again, for k = 1 an obvious first order
modification is used and we set βs = 1.
The Allen–Cahn and Cahn–Hilliard equations define gradient flows of the en-
ergy functional E(u) =
∫
Γ
f(u) ds in L2(Γ) and H−1(Γ) (a dual space to H1(Γ)),
respectively. More precisely, the following energy minimization properties hold:
d
dt
E(η) = −
∫
Γ
α|2∆Γη + f ′(η)|2 ds < 0 Allen–Cahn (3.4)
d
dt
E(c) = −
∫
Γ
|M(c)∇Γ(2∆Γc+ f ′(c))|2 ds < 0 Cahn–Hilliard (3.5)
It is important for a physically consistent numerical method to adhere to funda-
mental properties (3.4) and (3.5). According to [76], the semi-discrete counterpart
of (3.2) in a planar domain is stable with (slightly) modified potential fˆ0 such that
maxx∈R |fˆ ′′0 | ≤ L and under condition ∆t ≤ 23L−1. For the Cahn-Hillard problem,
the stability of a semi-discrete plain counterpart of (3.3) was shown for
∆t ≤ 2L−2 (3.6)
and M(c) = 1. A straightforward extension of arguments from [76] proves that the
finite element solution to (3.2) is stable under the same condition and it holds:
Eh(η
k+1
h ) ≤ Eh(ηkh) for all k = 1, 2, . . . ,
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with the numerical energy functional,
Eh(η
k) =
∫
Γh
α(f(ηk) + βs|∆t|2| [η]ktˆ |2) ds+ 2h
∫
ΩΓh
∣∣nh · ∇ηk∣∣2 dx,
here [η]
k
tˆ := (η
k − ηk−1)/∆t is the first order finite difference derivative. Extension
of the stability analysis for the fully discrete method (3.3) with a concentration de-
pendent mobility coefficient is less straightforward and we shall address it elsewhere.
We remark that stability conditions are independent of βs. It is, however, noted in
[76] that in practice the restriction for time step is much less severe if stabilization
parameter βs is not too small. This also agrees with our numerical experience; see
Sec. 4.2.3.
4. Numerical experiments. After validating the accuracy of the numerical
method outlined in Sec. 3, a series of numerical tests is presented to study phase
separation modeled by the Allen–Cahn and Cahn–Hilliard equations on surfaces of
biological interest and to demonstrate the flexibility of our approach. We use free
energy per unit surface (2.14) with ξ = 1 for both equations for the sake of comparing
the evolution of phase separations.
We start by comparing the numerical results produced by the two models on a
sphere in Sec. 4.2. We find that the Cahn–Hilliard model successfully reproduces the
spinodal decomposition experimentally observed in giant vesicles in [81]. Next, in
Sec. 4.3 we compare both models on the surface of a spindle with the aim of getting
a preliminary insight into the formation of microdomains in bacteria [15]. Finally, we
present in Sec. 4.4 the results on a more complex surface that represents an idealized
cell. For both the sphere and the idealized cell, we let the simulations run until
sufficiently close to the steady state. All implementation are done in the FE package
DROPS [24].
4.1. Validation of the numerical method. Before presenting the results on
phase separation, we proceed with checking the spatial accuracy of the finite element
method described in Sec. 3 with a benchmark test. The aim is to validate our im-
plementation of the method. For this purpose, we consider the following synthetic
solution to the Allen–Cahn equation on the unit sphere, centered at the origin:
η∗ =
1
2
(
1− 0.8e−0.4t) (Y (x1, x2) + 1) , Y (x1, x2) = x1x2, t ∈ [0, 5].
Here and in the following, x = (x1, x2, x3)
T denotes a point in R3. Thus, η∗ is the
exact solution to the non-homogeneous equation ηt +αf
′
0(η)−α2∆Γη = g, with free
energy (2.14) and non-zero right-hand side g, which is easy to compute since Y is a
real spherical harmonic function. We set α = 1 and  = 0.1.
To apply the method, we characterize the surface Γ as the zero level set of function
φ(x) = ‖x‖2−1, and embed Γ in an outer cubic domain Ω = [−5/3, 5/3]3. The initial
triangulation Th` of Ω consists of 8 sub-cubes, where each of the sub-cubes is further
subdivided into 6 tetrahedra. Further, the mesh is refined towards the surface, and
` ∈ N denotes the level of refinement, with the associated mesh size h` = 10/32`+1 . The
refined tetrahedra cut by the surface form the computational mesh T Γh` .
We report in Fig. 4.1 the discrete L∞(0, T ;L2(Γh)) norm:
||η∗ − ηh||∞,2 = max
k
‖η∗(tk)− ηh(tk)‖L2(Γh) (4.1)
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Fig. 4.1: Discrete L∞(0, T ;L2(Γh)) norm (4.1) and discrete L2(0, T ;L2(Γh)) norm
(4.2) of the error for order parameter η plotted against the refinement level ` with
∆t = 2−(1+`).
and the discrete L2(0, T ;L
2(Γh)) norm:
||η∗ − ηh||2,2 =
(
1
T
∑
k
∆t‖η∗(tk)− ηh(tk)‖2L2(Γh)
)1/2
(4.2)
of the error for order parameter η plotted against the refinement level `. The time
step was refined together with the mesh size according to ∆t = 2−(1+`). Norms in
(4.1)–(4.2) naturally appear in the error analysis for Allen–Cahn equation; see [76].
The second order convergence observed in Fig. 4.1 is optimal for P 1 finite elements
and consistent with the second order time-stepping method in (3.2). We note that all
the norms reported in Fig. 4.1 are computed on the approximate surface Γh, where
η∗ was defined through its normal extension from Γ.
To assess the numerical solver for the Cahn–Hilliard model, we similarly consider
the following exact solution to non-homogeneous surface Cahn–Hilliard equations with
free energy per unit surface (2.14):
c∗ =
1
2
(
1− 0.8e−0.4t) (Y (x1, x2) + 1) , Y (x1, x2) = x1x2, t ∈ [0, 5],
i.e., same exact solution we used for order parameter in the Allen–Cahn equation.
The exact chemical potential µ∗ can be readily computed from eq. (2.12). We set
ρ = 1, mobility M as in (2.13), and  = 0.1.
We report in Fig. 4.2 the discrete L∞(0, T ;L2(Γh)) norm (4.1) and discrete
L2(0, T ;L
2(Γh)) norm (4.2) of the error for concentration c (blue lines) and chem-
ical potential µ (red lines) plotted against the refinement level `, with time step
∆t = 2−(1+`). All the norms reported in Fig. 4.2 are computed on the approximate
surface Γh, where c
∗ and µ∗ were defined through their normal extensions from Γ.
As for the Allen–Cahn equation, we see optimal second order of convergence in the
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Fig. 4.2: Discrete L∞(0, T ;L2(Γh)) norm (4.1) and discrete L2(0, T ;L2(Γh)) norm
(4.2) of the error for concentration c (blue lines) and chemical potential µ (red lines)
plotted against the refinement level ` with time step ∆t = 2−(1+`).
discrete L2(0, T ;L
2(Γh)) norm for both variables. In the discrete L∞(0, T ;L2(Γh))
norm, the concentration converges to the exact solution with the second order, while
chemical potential converges with first order. Note that the definition of the chemical
potential involves the derivatives of the concentration and hence the loss of conver-
gence order can be anticipated. Both convergence trends are consistent with the
numerical analysis found in the literature for the planar Cahn–Hilliard equations; see,
e.g., [31, Th.3.1], [76, Th.3.1], [38, Th.3]. The optimal convergence of concentra-
tion for the finite element approximations to surface Cahn–Hilliard was shown also in
[25, 32], while for the discrete chemical potential only boundedness was shown.
In the convergence tests above, we used  = 0.1. The quantity  is a crucial
modeling parameter, since it defines the thickness of a layer where phase transition
takes place. The ability of method to resolve this interfacial phenomena is critical for
the physical fidelity of the simulations. The case of smaller  is numerically challenging
as seen, for example, from stability restriction (3.6) and the blow-up of known error
estimates for → 0 [38, 76]. To ensure that the interfacial region is properly resolved
(i.e. enough elements fit in its thickness), it is common to apply mesh adaptivity
techniques; see, e.g., [85, 8, 69]. We will not address mesh adaptivity in this paper.
Therefore, we need to make sure that the finer meshes we consider are suited for thin
interfacial regions such as the ones for  = 0.02, 0.01. Notice that these are realistic
values of . In fact, if we consider a typical giant vesicle with an average diameter
of 30 µm, on which phase separation can be visualized using fluorescence microscopy
[81] with a resolution of about 300 nm, the thickness of transition region between the
phases is approximately 1% of vesicle diameter.
For this purpose, we consider the eq. (2.4) with free energy per unit surface (2.14)
and initial condition is η0(x) = x3 + 1/2. We let the simulation run until changes
in the interface thickness cannot be visually appreciated. Fig. 4.3 show a magnified
view of the interface thickness at t = 30 for  = 0.02 and meshes ` = 5, 6, and at
11
(a)  = 0.02, ` = 5 (b)  = 0.02, ` = 6 (c)  = 0.01, ` = 6
Fig. 4.3: Magnified view of the interface thickness and bulk mesh near Γ for (a)
 = 0.02 and mesh ` = 5, (b)  = 0.02 and mesh ` = 6, and (c)  = 0.01 and mesh
` = 6.
t = 60 for for  = 0.01 and mesh ` = 6, together with the bulk mesh near the surface.
From Fig. 4.3 (a) and (b), we see that the thickness of the computed interface does
not vary significantly from mesh ` = 5 to mesh ` = 6, indicating that both meshes
are sufficiently refined for  = 0.02. Fig. 4.3 (b) and (c) show that the thickness of
the interface computed with mesh ` = 6 gets halved when  goes from 0.02 to 0.01.
Thus, we use mesh ` = 6 to perform all numerical simulation reported further.
4.2. Phase separation on a sphere. The surface of the sphere is appealing
not only for its simplicity, which makes it ideal for benchmarking, but also for its
relevance in practical applications. In fact, lipid vesicles used as drug carriers have a
spherical shape [55]. Therefore, we first focus on the process of phase separation on
the surface of the sphere.
We consider both Allen–Cahn and Cahn–Hilliard equations, i.e. eq. (2.4) and
(2.10), with free energy per unit surface (2.14) and  = 0.01. The initial condition
is still η0(x) = rand(x). Notice that this initial state corresponds to having a single
thermodynamic phase, i.e. a “homogeneous” mix of the components. This miscible
chemical mixture is unstable and proceed to separate into two distinct phases by
diffusion. This process is characterized by two time scales: an initial fast stage followed
by a slower process. In fact, the minimization of the chemical energy results in very
fast development in the early stage of the phase separation. Later on, in the coarsening
process, the dissipation of the interfacial energy is orders of magnitude slower.
4.2.1. Allen–Cahn model. The evolution of the numerical solution to the
Allen–Cahn equation for t ∈ (0, 400] is shown in Fig. 4.4. We see that after the
initial fast stage, which ends in a little more than ten time units, there is a consider-
able slow down in the evolution of the solution. The separation into two regions, one
pink region with η = 1 and one black region with η = 0, happens around t = 800.
Fig. 4.5 displays the evolution of the numerical solution of the Allen–Cahn equation
for t ∈ [1060, 12060], i.e. after the separation into two regions has occurred. We notice
a further deceleration in the process of dissipation of the interfacial energy. Finally,
Fig. 4.6 shows how the solution evolves until one phase (the pink one) disappears at
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Fig. 4.4: Evolution of the numerical solution of the Allen–Cahn equation on the
sphere for t ∈ (0, 400] computed with mesh ` = 6 and time step as specified in Table
4.1. The simulation was started with a random initial condition depicted in the top
left panel. View: xy-plane.
around t = 22560. We recall that the Allen–Cahn equation describes the evolution
of a non-conserved order parameter during phase transformation. Thus it is expected
that one phase vanishes on the sphere, since it is not possible to trace a curve of min-
imal length on its surface, i.e. there is no minimal length interface (cf. Sec. 4.4). As
we will see next, this is not the case when phase separation on the sphere is modeled
by the Cahn–Hilliard equation.
Fig. 4.4, 4.5, and 4.6 clearly show the different time scales involved in the phase
separation process modeled by the Allen–Cahn equation. In order to follow it, we
prescribe different time steps for the different stages. Table 4.1 reports the time step
assigned to each time interval. It would be less intrusive to use some time-adaptivity
strategy [46, 75], which will be addressed in a forthcoming paper.
interval (0, 10] (10, 60] (60, 1060] (1060, 3560] (3560, 13560] (13560, 22560]
∆t 1 5 10 50 100 200
Table 4.1: Time steps used for the different time intervals to obtain the results in
Fig. 4.4, 4.5, and 4.6.
4.2.2. Cahn–Hilliard model. Fig. 4.7 shows the evolution of the numerical
solution to the Cahn–Hilliard problem for t ∈ (0, 500]. We see that during the initial
stage a pattern forms much faster than in the evolution modeled by the Allen–Cahn
equation. In fact from Fig. 4.7 we observe the emergence of a pattern already at time
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Fig. 4.5: Evolution of the numerical solution of the Allen–Cahn equation on the
sphere for t ∈ [1060, 12060], i.e. after the separation into two regions has occurred,
computed with mesh ` = 6 and time step as specified in Table 4.1. View: yz-plane.
t = 13560 t = 17560 t = 21560 t = 22560
Fig. 4.6: Evolution of the numerical solution of the Allen–Cahn equation on the
sphere for t ∈ [13560, 22560] computed with mesh ` = 6 and time step as specified in
Table 4.1. Angled view of the xz-plane.
t = 0.5, while Fig. 4.4 shows no pattern yet at t = 5. We recall that we have used
the same free energy f0 for both the Allen–Cahn and Cahn–Hilliard models. Because
of this difference in the early stage, Fig. 4.4 and 4.7 display solutions computed at
different times. Also in the evolution given by the Cahn–Hilliard equation, we observe
a considerable slow down after the initial fast stage, which ends around t = 1. After
t = 50, the process of dissipation of the interfacial energy seems to slow down even
further.
Fig. 3 (b) in [81] shows the spinodal decomposition observed experimentally in
a vesicle that has a 1:1 concentration of DOPC (an unsaturated lipid)/DPPC (a
saturated phospholipid) with 35% cholesterol. This ternary mixture at a certain
temperature gives rise to separation into two phases: a dark, liquid-ordered phase
that is rich in DPPC and cholesterol, and a bright, less ordered phase that is rich in
DOPC. The panels in Fig. 4.7 associated to t = 0.5, 1, 10 resemble the images in Fig. 3
(b) in [81], indicating that the Cahn–Hilliard equation provides a possible model for
spinodal decomposition in vesicles.
The evolution of the numerical solution to the Cahn–Hilliard problem for t ∈
[1000, 25000] is shown in Fig. 4.8. We see that little changes in the solution occur
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Fig. 4.7: Evolution of the numerical solution of the Cahn–Hilliard equation on the
sphere for t ∈ (0, 500] computed with mesh ` = 6 . Time step is ∆t = 0.01 for t ∈ (0, 1]
and ∆t = 1 for t ∈ (1, 500]. View: yz-plane.
t = 1000 t = 2000 t = 8000 t = 15000 t = 25000
Fig. 4.8: Evolution of the numerical solution of the Cahn–Hilliard equation on the
sphere for t ∈ [1000, 25000] computed with mesh ` = 6 and time step ∆t = 1. View:
yz-plane. The legend is as in Fig. 4.7
between t = 15000 and t = 25000. After t = 25000, there is no visible change in
the position of the interface between phases. In order to give a better idea of the
equilibrium, we show another view of the solution for t ∈ [16000, 25000] in Fig. 4.9.
Close to the steady state, we observe one large and one small pink domain (i.e.,
c = 1). We recall that the specific free energy (2.14) for the Cahn–Hilliard equation
is not convex, this being a necessary condition to have phase separation. Thus, more
than one stable equilibrium might exist solely due to the definition of the specific free
energy, not considering surface symmetries.
In order to follow the initial fast phase, we set ∆t = 0.01 for t ∈ (0, 1]. For
the remaining part of the considered time interval ∆t was set to 1. Obviously, also
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Fig. 4.9: Evolution of the numerical solution of the Cahn–Hilliard equation on the
sphere for t ∈ [16000, 25000] computed with mesh ` = 6 and time step ∆t = 1. View:
xz-plane.
for the Cahn–Hilliard problem a time-adaptivity strategy can be adopted. See, e.g.,
[84, 43, 86, 46]
4.2.3. On stabilization parameter βs. The fully discrete problems (3.2) and
(3.3) feature user defined stabilization parameter βs. As a rule of thumb on how to
set its value, in [76] it is suggested that βs should not be “too small” in order to
relax the severity of the restriction for time step that comes from the analysis. See
also Sec. 3. In this section, we report some numerical results to further support the
suggestion in [76].
Let
ELh (uh) =
∫
Γh
f(uh)ds =
∫
Γh
(
f0(uh) +
1
2
2|∇Γuh|2
)
ds (4.3)
be the discrete Lyapunov energy functional for the Allen-Cahn (uh = ηh) and Cahn–
Hilliard (uh = ch) problems. We consider again both problems posed on the unit
sphere, with  = 0.01, and initial condition given by rand(x). We let the value of βs
range from 0 to 10. Fig. 4.10 shows the evolution of ELh (ηh) over time for ∆t = 10,
while Fig. 4.11 displays the evolution of ELh (ch) over time for ∆t = 1. We see that
the discrete Lyapunov energy functional blows up when βs is small with respect to
the time step, meaning βs ≤ 0.1 for the Allen-Cahn problem and βs ≤ 0.28 for the
Cahn–Hilliard problem.
We remind the stability conditions in [76] are independent of βs. The suggestion
for the value of βs comes from experimental practice. The numerical experiments in
[76] refer to problems (3.2) and (3.3) in planar domains. The Cahn–Hilliard problem
in [76] is simplified by setting mobility to 1. The results reported in Fig. 4.10 and
4.11 show that the rule of thumb suggested in [76] holds also for non-planar surfaces
and concentration dependent mobility.
4.3. Phase separation on a spindle surface. The surface Γ is given by the
zero of the level set function
φ(x) =
 cos
2
(x1pi
10
)
− (4x2)2 − (4x3)2 if x1 < 5
−25 if x1 > 5
.
This corresponds to the surface of a spindle with maximum radius 0.25. We consider
this surface because it resembles that of the bacteria studied in [15]. The surface Γ
is embedded in an outer domain Ω = [−5, 5]× [−4/3, 4/3]× [−4/3, 4/3]. A computa-
tional mesh T Γh is generated with mesh size h = 0.026. This is a level of refinement
16
0 1 2 3 4 5
5
10
15
20
25
time · 
L
ya
p
u
n
ov
en
er
gy
·
βs = 0
βs = 0.1
βs = 0.101
βs = 0.2
βs = 0.5
βs = 1
βs = 2
βs = 5
βs = 10
Fig. 4.10: Evolution of the discrete Lyapunov energy functional (4.3) for the Allen–
Cahn problem (3.2) posed on the unit sphere with random initial data,  = 0.01,
∆t = 10, and different values of stabilization parameter βs.
0 1 2 3 4 5
5
10
15
20
25
time · 
L
ya
p
u
n
ov
en
er
gy
·
βs = 0
βs = 0.1
βs = 0.28
βs = 0.29
βs = 0.5
βs = 1
βs = 10
Fig. 4.11: Evolution of the discrete Lyapunov energy functional (4.3) for the Cahn–
Hilliard problem (3.3) posed on the unit sphere with random initial data,  = 0.01,
∆t = 1, and different values of stabilization parameter βs.
comparable to mesh ` = 6 in Sec. 4.1, which we have seen is appropriate for interface
thickness  = 0.01 or bigger.
In [15], it is reported that bacteria organize many processes in functional mem-
brane microdomains equivalent to the lipid rafts. Thus, we simulate phase separation
on the spindle using both models, i.e. eq. (2.4) and (2.10), with free energy per unit
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Fig. 4.12: Evolution of the numerical solution of the Allen–Cahn equation on the
spindle for t ∈ (0, 400] computed with time step ∆t = 1 and on a mesh with size
h = 0.026. The simulation was started with a random initial condition depicted in
the leftmost panel. View: xy-plane.
surface (2.14), α = 1, and  = 0.01. The initial condition is η0(x) = rand(x), where
rand(x) is a uniformly distributed random number between 0 and 1.
4.3.1. Allen–Cahn model. Fig. 4.12 shows the evolution of the numerical so-
lution of the Allen–Cahn equation computed with the mesh described above and
∆t = 1. Again, we observe that the initial fast stage ends after a little after 10 time
units and then the evolution of the solution slows down considerably. Fig. 1 in [15]
shows a heterogeneous distribution in the cytoplasmic membrane of bacillus subtilis,
displaying a punctate pattern along the entire cell which qualitatively resembles the
rightmost panel in Fig. 4.12. We would like to stress that the rightmost panel in
Fig. 4.12 does not correspond to a steady state of the solution to the Allen–Cahn
equation. In fact, if we were to let the simulation continue, it would evolve towards
the disappearance of one phase as observed on the sphere in Sec. 4.2.
4.3.2. Cahn–Hilliard model. The evolution of the numerical solution to the
Cahn–Hilliard equation for t ∈ (0, 400] is shown in Fig. 4.13. Just like on the sphere,
a pattern emerges as early as t = 0.5. In order to follow this fast initial phase, we
choose the same time steps as for the sphere, i.e. ∆t = 0.01 for t ∈ [0, 1] and ∆t = 1
for t > 1.
In order to compare phase separation on the spindle modeled by the Allen–Cahn
and Cahn–Hilliard equations, we point out that Fig. 4.12 and 4.13 display solutions
computed at different times. Although we see a faster and more ordered separation
of phases from the Cahn–Hilliard model, the solutions computed with both models
at time t = 400 are not significantly different in terms of surface area occupied by
each phase. Compare the rightmost panels in Fig. 4.12 and 4.13. So, from these
preliminary results it is not possible to conclude which model is better suited to
simulate the formation of microdomains in the cytoplasmic membrane of bacillus
subtilis. Further investigation is needed. In addition, the role played by the initial
condition that has to be understood, since in our tests on the spindle we have not
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Fig. 4.13: Evolution of the numerical solution of the Cahn–Hilliard equation on
the spindle for t ∈ (0, 400] computed on a mesh with size h = 0.026. Time step is
∆t = 0.01 for t ∈ (0, 1] and ∆t = 1 for t ∈ (1, 400]. The simulation was started with
a random initial condition depicted in the leftmost panel. View: xy-plane.
tried anything other than random initial condition.
4.4. Phase separation on an idealized cell. In this example, the surface Γ
is given by the zero of the following level set function taken from [28]:
φ(x) =
1
4
x21 + x
2
2 +
4x23
(1 + 12 sin(pix1))
2
− 1.
The surface is illustrated in Fig. 4.14 and can be viewed as an idealized cell. As
mentioned in Sec. 3, our long term goal is to simulate phase separation on biological
membranes that exhibit shape transitions and shape instabilities. Thus, we need to
go beyond simple surfaces like the sphere and the spindle. Besides its more complex,
amorphous shape, what distinguishes the surface of the idealized cell is that it is
possible to trace a curve of minimal length on it. We shall see that this geometric
property critically defines the equilibrium stage of the non-conservative evolution of
lateral phase separation process.
The surface is embedded in an outer domain Ω = [−2, 2]×[−4/3, 4/3]×[−4/3, 4/3].
The computational mesh T Γh of Ω has mesh size h = 0.031. This tetrahedral mesh is
generated in the same way as the meshes for the sphere and the spindle are generated,
i.e. by diving Ω into cubes and then diving the cubes into tetrahedra. The elements
cut by the surface are further refined. This mesh has a level of refinement comparable
to mesh ` = 6 in Sec. 4.1. We recall that the discrete surface Γh is implicitly defined
by the zero set of φh/2 = Ih/2(φ) and does not require any explicit parametrization of
Γ. This makes our numerical approach particularly suitable for dealing with complex
shapes. The resulting surface mesh, which is illustrated in Fig. 4.14 (b) for the entire
Γ and in Fig. 4.15 for the ‘beak’ part of Γ, is used for numerical integration only, while
test and trial finite element functions are defined on shape regular bulk tetrahedra.
We simulate phase separation on the idealized cell surface using the Allen–Cahn
and Cahn-Hillard models, i.e. eq. (2.4) and eq. (2.10), with free energy per unit surface
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(a) Side view (b) Angled view with surface mesh
Fig. 4.14: Illustration of the surface of the idealized cell: (a) side view and (b) angled
view with the trace surface for the mesh in use.
(a) × 4 zoom (b) × 8 zoom (c) × 24 zoom
Fig. 4.15: Zoomed views the surface triangulation induced by embedding of the surface
into the bulk tetrahedral mesh.
(2.14), α = 1, and  = 0.01. Like for the sphere and the spindle, the initial condition
is η0(x) = rand(x).
4.4.1. Allen–Cahn model. First we apply Allen–Cahn model to simulate non-
conservative evolution of phase separation. Fig. 4.16 shows the initial fast evolution
of the numerical solution of the Allen–Cahn equation, followed by the beginning of
the slowdown phase. In Fig. 4.17 we see the process of separation into two regions,
one pink region with η = 1 and one black region with η = 0. The separation itself
occurs around t = 1600. Finally, Fig. 4.18 shows the evolution towards the steady
state. After t = 20000 there is no visible change in the position of the interface
between phases, which virtually coincided with the curve of minimal length on Γ.
The computed equilibrium state is consistent with the well-known limiting (as → 0)
behaviour of the Allen–Cahn model, which defines the evolution of the sharp interface
as the mean curvature motion [37]. For the surface Allen–Cahn equation one obtains
geodesic curvature motion of the interface in the asymptotic limit [33] with any closed
geodesic as an equilibrium state. We note that for the given surface this equilibrium
state is stable. Therefore, unlike the cases of the sphere and spindle, on the idealized
cell neither phase vanishes.
Like for the sphere, we prescribe different time steps for the different stages of the
phase separation. Table 4.1 reports the time step assigned for each time intervals.
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Fig. 4.16: Evolution of the numerical solution of the Allen–Cahn equation on the
idealized cell surface for t ∈ (0, 200] computed with time step as specified in Table 4.2
and on a mesh with size h = 0.031. The simulation was started with a random initial
condition depicted in the top left panel.
t = 500 t = 1000 t = 1500 t = 2000
Fig. 4.17: Evolution of the numerical solution of the Allen–Cahn equation on the
idealized cell surface for t ∈ [500, 2000] computed with time step as specified in Table
4.2 and on a mesh with size h = 0.031.
4.4.2. Cahn–Hilliard model. In the last subsection, we apply the Cahn–
Hilliard model to simulate the conservative evolution of phase separation on the
idealized cell. The evolution of the numerical solution to the Cahn–Hilliard equa-
tion for t ∈ [0, 1000] is shown in Fig. 4.19. Just like on the sphere and on the spindle,
we see the initial fast phase that ends around t = 1 and is followed by the slowdown
phase. Thus, the time steps are chosen like for the tests on the sphere and on the
spindle.
The evolution of the numerical solution for t ∈ [2000, 30000] is shown in Fig. 4.20.
After t = 25000, we observe a further deceleration in the process of dissipation of the
interfacial energy. This is even more evident in Fig. 4.21, which displays a side view
of the solution for t ∈ [32000, 36000]. Since there is no visible change in the position
of the interface between phases after t = 36000, we consider the rightmost panel in
Fig. 4.21 close to the steady state. Just like for the sphere (see Sec. 4.2.2), we see one
large and one small pink domain (i.e., c = 1): the small domain is positioned around
the ‘beak’ and the large one is at the opposite end.
Finally, we note that although the shape of the surface clearly affects the steady
state of the phases, its influence on the spinodal decomposition, initial and interme-
diate stages of phase separation is less evident from our results. This agrees with the
limiting behavior of the models: interface motion by the geodesic curvature for the
Allen–Cahn equation [33] and the minus Laplace-Beltrami operator of the geodesic
curvature along the interface for the Cahn–Hilliard equation [18, 70]. Hence, the
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t = 4000 t = 8000 t = 16000 t = 20000
Fig. 4.18: Evolution of the numerical solution of the Allen–Cahn equation on the
idealized cell surface for t ∈ [4000, 20000] computed with time step as specified in
Table 4.2 and on a mesh with size h = 0.031.
interval (0, 200] (200, 500] (500, 23000]
∆t 1 5 10
Table 4.2: Time steps used for the different time intervals to obtain the results
Fig. 4.16, 4.17, and 4.18.
evolution of the interfaces between lateral phases is largely driven by their intrinsic
curvature and the interplay with the membrane shape is not explicit.
5. Conclusions. We performed a computational study of lateral phase separa-
tion and coarsening on surfaces of biological interest. To model these processes, we
considered both the Allen–Cahn (conservative model) and the Cahn–Hilliard (non-
conservative model) equations posed on surfaces. Although in this work we assume
the surfaces to be rigid, our longer term goal is to solve numerically the Allen–Cahn
and Cahn-Hilliard equation on evolving shapes. In fact, biological membranes exhibit
shape transitions and shape instabilities, which need to be accounted for in a realistic
model. This need dictated our choice for the numerical approach.
We considered the trace finite element method (TraceFEM), which was shown
in [57] to handle relatively easily evolving surfaces. TraceFEM is a geometrically
unfitted method that has an important additional advantage: surfaces can be defined
implicitly and no knowledge of the surface parametrization is required. This allows
flexible numerical treatment of complex shapes, like the ones found in cell biology.
After validating the accuracy of our implementation of TraceFEM with bench-
mark problems, we applied it to simulate phase transition on a series of surfaces of
increasing geometric complexity using both the surface Allen–Cahn and Cahn–Hilliard
models. We compared the numerical results produced by the two models on a sphere
and found that the Cahn–Hilliard model successfully reproduces the spinodal decom-
position experimentally observed in giant vesicles in [81]. Both models were also
compared on the surface of a spindle with the aim of getting a preliminary insight
into the formation of microdomains in bacteria [15]. Finally, we presented the results
on a more complex surface that represents an idealized cell. For both the sphere and
the idealized cell, we let the simulations run until sufficiently close to the steady state
to understand the role of certain geometric characteristics on the final equilibrium.
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