The asymptotic covariance matrix of the multivariate serial correlations  by Boshnakov, Georgi N.
stochastic 
processes 
and their 
ELSEVIER Stochastic Processes and their Applications 65 (1996) 251-258 
applications 
The asymptotic covariance matrix of the 
multivariate serial correlations’ 
Georgi N. Boshnakov* 
Institute of Mathematics, Acad. G.Bonchev str.. bl. 8, 1 I I3 Sofia, Bulgaria 
Received August 1995; revised April 1996 
Abstract 
We show that the entries of the asymptotic covariance matrix of the serial covariances and 
serial correlations of a multivariate stationary process can be expressed in terms of the 
autocovariances corresponding to the tensor square of its spectral density. The tensor convolu- 
tion introduced in the paper may be of some interest on its own. 
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1. Introduction 
The serial covariances and serial correlations are important tools in the analysis of 
time series. They are used in model identification, estimation of parameters, goodness- 
of-fit and other hypotheses tests (see e.g. Anderson, 1971, Ch. 6, 1994; Roy and 
Cleroux, 1993 and the references therein). 
The statistical analysis of the procedures based on serial correlations is often based 
on their asymptotic distribution which is studied extensively. It is normal under mild 
conditions in the univariate case (see Anderson, 1971, Ch. 8; Hannan and Heyde, 1972; 
Anderson, 1992) and under more stringent conditions in the multivariate case (Han- 
nan, 1976; Roy, 1989). 
The expressions for the asymptotic covariances of the serial covariances (correla- 
tions) contain infinite sums. For an univariate process these sums can be interpreted 
(up to a constant factor) as the autocovariances corresponding to the square of their 
spectral densities (see Boshnakov, 1989; Anderson, 1994). In particular, the asymptotic 
distribution of the serial covariances (correlations) of a univariate ARMA process can 
be expressed in terms of the autocovariance function of another ARMA process, 
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whose parameters are obtained from the parameters of the initial process by squaring 
its autoregressive operator, moving average operator and the residual variance. 
Details and examples are given in Boshnakov (1994). 
Our aim is to show that these statements remain essentially the same in the 
multivariate case (i.e. for the distribution of the serial crosscorrelations), provided that 
the square of a matrix a is interpreted as a 0 a (Kronecker (tensor) square of a). The 
interpretation of a number of individual infinite sums as the entries of the 
autocovariance matrices of the Kronecker square of a spectral density gives not only 
a mathematical procedure to write compactly these sums, but it provides also an 
efficient method for computation of the asymptotic distribution of the serial correla- 
tions (see the end of Section 4.) and helps for deeper understanding of this distribution. 
The general result is Proposition 1 given in Section 3. Corollary 1 shows that the 
distribution of the serial correlations of an ARMA process (the most interesting for 
applications case) is determined by the autocorrelations of a closely related process, 
which is again ARMA. Section 4 shows how these results are related to the Bartlett’s 
formulae. The tensor convolution introduced in Section 3 seems to be of some interest 
on its own, beyond the scope of this paper. 
2. Notation 
We consider a d-variate weakly stationary process {X,} with (vector) mean ,u, 
autocovariance function R(k) = E(X, - P)(X,_~ - ,LL)‘, autocorrelation function 
r(k) = DO 1/Z R(k)& ‘I2 (Do is the diagonal matrix formed by taking the diagonal of 
R(O)), and spectral density f(o) = k I,“= _-m R(k)e-‘““. The components of the 
column vectors X, and ,U are referred to by an additional index i, i = 1, . . . , d. In scalar 
notations the (i,j)th element R,(k) of R(k) is the covariance E(X,i - pi) (X,_,,j - pjj). 
Similarly, rij(k) = Rij(k)/(Rii(0)Rjj(0))“2;f,j(o) is the Fourier transform Of Rij. We say 
that {X,} is white noise if EX, = 0 and R(k) is the zero matrix for k # 0. 
3. Tensor convolution 
Although weaker assumptions are possible, we suppose below that the sequences 
{G}, {&}, etc., are absolutely summable. This condition ensures the validity of the 
following formulae and the manipulations on them (see e.g. Fuller, 1976, Ch. 3). It is 
fulfilled for the autocovariance functions of the ARMA processes. 
The Fourier transform fl{(a} of the sequence {ak} is defined by 
F{u>(co) = & j$ ukemiwk. 
k m 
The inverse Fourier transform restores the sequence {ok} as 
s II uk = eiwk F {a} (co) do. -tT 
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The convolution of two sequences {uk} and {bk} is given by 
OD 
(a*&= C uk_bu. 
“=-a? 
The Fourier transform of the convolution multiplies the Fourier transforms of the 
arguments (Fuller, 1976, Corollary 3.4.1.1). 
% {u * b} = 2rr% {u} % {b}. (3.1) 
The tensor (Kronecker) product A @ B of two matrices A and B is defined as the block 
matrix obtained by replacing every element aij of A by uijB. 
To write compactly the inverse Fourier transform of a tensor product we need the 
notion for tensor convolution. The convolution of a single (scalar) sequence {uk} with 
the matrix sequence {Bk) = (b,(k)), is defined to be the matrix sequence (U * bij)ij of 
the elementwise convolutions of {uk} with the elements of {Bk}. 
Definition 1. The tensor convolution A q B of two matrix sequences {Ak} and (Bk} is 
the block matrix 
ull*B ... uln*B 
AIXJB= i ; i . 
,u,pB ... u,,*B 
obtained by replacing every element aij of A by cij * B. 
The properties of the tensor squaref @ fof a spectral density are summarized in the 
following proposition. 
Proposition 1. Let {R(k)} b e an absolutely summuble uutocovuriunce (matrix) sequence 
undf(o) - its spectral density matrix. Suppose that thefuctorizution off(o) is (Hunnun, 
1970, Ch. 3.2, Theorem 1, Ch. 3.5, Theorem 1”) 
f(w) = & @(eiU)G@(ei”)* 
Let g(o) = 27c(f(w) @ f(o)). Then 
1. g(w) is a spectral density matrix; 
2. the factorization of g(o) is 
g(w) = & Y (e’@) C Y (e’O)*, 
where Y (eiw) = @(e’“) 0 @(e’“)), C = (G 63 G); 
3. the autocovariance function of g(o) is RoR, i.e. 
R (RoR)~ = 
s 
eik”g(w)dw 
-n 
(3.2) 
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Proof. Sincefis a spectral matrix, it is Hermitian and non-negative definite for each 
o (f is continuous.) It is straightforward to check thatf 0 f inherits these properties 
and therefore, is also a spectral density matrix. Indeed, let a = (i - 1)d + (r - l), 
b =(j - 1)d + (s - 1) where I and s are in the range [l, . . . ,d]. Then 
(f@ j& =Jjfis and (f@ _&a = fj&e The Hermitian property off implies that 
fii =h?. Hence(fOfho = (f@f)Zb, i.e. f @I f is also Hermitian. The eigenvalues 
off @ fare of the form pij = LiAj, where ii are the eigenvalues off and therefore are 
non-negative (f is non-negative definite). Therefore, pij > 0. Hence f @ f is also 
non-negative definite. Furthermore, if the rank of f (co) is constant for almost all 
o then the same is true for f @ J 
The factorization of g(o) can be obtained as follows: 
2V@) = 2JF(f(4 @f(d) 
= $(@(eim)G@((eim)*) 0 (@(e'")G@(e'")*) 
= & (@(e’“) @I @(e’“))(G @ G)(@(e’“) 0 @(e’“))*, 
since (AB) @ (CD) = (A @ C)(B 0 D) (Lancaster and Tismenetsky, 1985, p. 408). 
The convolution theorem (see Eq. (3.1)) implies that 
tF{(Rij*Rl,} = 27C9(Rij}F{(R~~} = Z!Xf;:i(W)fim(W). 
Therefore, for k = 0, + 1, + 2, . . . we have 
(Rji*R1,)k=~-‘{~{Rji*R~,}}(k) 
s 
n 
= eik”(2Rf;-i(~)fim(~)) dw. (3.3) 
--R 
which establishes (3.2). Hence, (R q R)k is the autocovariance sequence corresponding 
to the spectral density g(o). 0 
Straightforward calculations give the following corollary for the ARMA case. 
Corollary 1. Let (X,} b e a multivariate ARMA process with autocovariance sequence 
{R(k)} and (causal) representation 
@(B)X, = @(B)Et, 
where {et} is a white noise with covariance matrix Z = E.&. Then R q R is the 
autocovariance function of another ARMA process, specified by the model 
a(R) 5, = P(R) nt, 
where nt is a white noise, Enn’ = Z @ Z:, cr(B) = G(B) @ a(B), b(B) = O(B) 0 Q(B). 
In the univariate case {X,}, (Em}, <,, and Q are univariate processes, C is a scalar, say 
G* = Es:, a(B) = Q*(B), f?(B) = O*(B), and Enn’ = En* = o4 (see Boshnakov, 1989, 
1994). 
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If {X,} is a d-variate white noise with covariance matrix C then {&> is d2-variate 
white noise with covariance matrix C @ C. 
4. Covariances of the serial correlations 
The serial covariances R(k), k = 0, 1, . . . and the serial correlations t(k), 
k = 1,2, . . . , from the realization (X,, . . . ,X,) of the multivariate time series {X,} 
are defined as 
a(k) = k ,_t (Xi - .X)(X(-k - R)‘, 3(k) = & “2&k)& l/2, 
I-k+1 
Under appropriate conditions (Hannan, 1976; Roy, 1989; Roy and Cltroux, 1993, 
Section 3.2) any finite set of a(k) (or 3(k)) is jointly asymptotically normal. We give the 
following symbolic expression of this property for two serial covariances in order to 
introduce notation for the elements of the asymptotic covariance matrix, 
Replacing the letters R and r by their lowercase counterparts r and y, we obtain the 
corresponding formula for t(k). 
When i = j = I= m, the elements of the above asymptotic covariance matrix 
provide the covariance structure of the serial covariances of the individual component 
series of {X,}. Under conditions which are typically less restrictive than those needed 
for asymptotic normality we have for large N 
rk,h(i, i, i, i) x N COV(Rii (k), &i(h)), 
where the difference between the left-hand and the right-hand sides is 0(1/N) (see 
Anderson, 1971, Section 8.3.2., e.g., Eq. (31) and the comments at the end of that 
section). 
The formulae for rk, h(i, j, 1, m) and Yk,h (i, j, 1, m) are traditionally called Bartlett’s 
formulae and they appear as follows (Hannan, 1976; Roy, 1989): 
rk,h(i,j,l,m) = Oh-k(i, &j,m) + @h+k(j~l~i~m)~ (4.1) 
yk,k(i,j,l,m) = ~rij(k)r,,(h){do(i,I,i,l) -t do(i,m,i,m) 
+ do(j,Lj,l) + d0(j,m,j,m)) 
- r,(k) (dh(i, 1, i, m) + dh(jr 1, j, m)> 
- rlm(h){dk(j~l~i~l) + ~h(j~m~i?m)j 
(4.2) 
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where 
AkG,j, Lm) = 2 rZj(")rZm(u + k) 
il=-CC 
These formulae hold if some fourth order cumulants related to the process {Xt> are 
zero (Roy and Cltroux, 1993, p. 450). Otherwise, the asymptotic normality still holds 
but the right-hand side of Eq. (4.1) then contains an additional additive term. The 
expressions in Eq. (4.2) may or may not change. For example, if i = j = 1= m they 
remain the same even when these cumulants are not zero. 
The quantities O,(i, j,Z,m) and Ak(i,j, l,m) can be viewed as convolution since 
f Rij(U)R,,(U + k) = f Rji( - u)R,,(u + k) 
u=-02 u=-a2 
= “=grn Rji(k - ~)R~rn(u) (u = u + k) 
Similarly, 
USE m rij(u) rh(U + k) = rji * rh 
= (Rii(0) R,(O) R,,(O) R,,(O))- 1’2 Rji * Rim. 
Comparing the last expressions and (3.3) we can see that O,(i,j, 1, m) are elements of 
the tensor convolution R MR. More specifically O,(i,j, l,m) is the ((i - 1)d + 
1, (j - 1) d + m)th entry of the matrix (R q R)k. On the other hand, Corollary 1 shows 
that in the ARMA case R q R is the autocovariance function of an ARMA process and 
therefore, can be computed effectively (see e.g. Ansley, 1980). This approach should be 
compared with the individual computation of &(i, j, I, m) for every necessary combi- 
nation of k, i, j, 1 and m. 
5. Example and comments 
Examples for the univariate case are given by Boshnakov (1994) and Anderson 
(1994). Let us consider here the bivariate autoregression of order 1, for which 8(B) = I. 
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where I is the identity matrix and +ij are constants. It is straightforward to write down 
the matrix 4(B) @ 4(B). For example, its upper left 2 x 2 block is 
( 
(1 - $11W2 - (1 - 411mQ2B 
- (1 - 4llm21B ) (1 - 4l,@U - 422w . 
The entire matrix can be written in the form 
where ‘pl and ‘p2 are matrices of constants. Hence, using the notations from the 
previous sections, 
(1 - 01 B - T2B2) 5, = Ylt, 
i.e. the process {&} is autoregressive of order 2. Its autocovariance matrices Rq can be 
computed easily. Recall that for k > 1 they satisfy the equations 
R: - (P~R;_~ - q2R;m2 = 0. (5.1) 
From the remarks at the end of Section 4 and Eq. (4.1) it follows that 
r,,,(i,j,I,m) = Rlmk((i - 1)2 +j,(l- 1)2 + m) 
- RLk(( j - 1)2 + i,(l - 1)2 + m), 
where i, j, 1, m can take on values 1 or 2. The combination of the last equation with (5.1) 
gives, for h - k 2 2, 
r&i,j,Lm) - ‘P1rk,h-l(i,j,Lm) - (P2rk,h-2(i,j,Lm) = 0. 
That is r&i, j, I, m) satisfies the same difference equation as the autocovariance 
function Rz. Similar property holds for any ARMA process not only for this example. 
The reader is referred to Boshnakov (1994) where some results in this direction are 
given for the univariate case. 
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