Abstract Independent lines of evidence suggest that the representation of emotional evaluation recruits both vertical and horizontal spatial mappings. These two spatial mappings differ in their experiential origins and their productivity, and available data suggest that they differ in their saliency. Yet, no study has so far compared their relative strength in an attentional orienting reaction time task that affords the simultaneous manifestation of both types of mapping. Here, we investigated this question using a visual search task with emotional faces. We presented angry and happy face targets and neutral distracter faces in top, bottom, left, and right locations on the computer screen. Conceptual congruency effects were observed along the vertical dimension supporting the 'up = good' metaphor, but not along the horizontal dimension. This asymmetrical processing pattern was observed when faces were presented in a cropped (Experiment 1) and whole (Experiment 2) format. These findings suggest that the 'up = good' metaphor is more salient and readily activated than the 'right = good' metaphor, and that the former outcompetes the latter when the task context affords the simultaneous activation of both mappings.
Introduction
We can readily understand someone's emotional state if they tell us that they are Bfeeling down^or that Bthings are looking up^. Such metaphors feature pervasively in the English language, occurring at a rate of about six metaphors per minute (Geary, 2011) , and also pervade the symbolism observed in a wide range of cultural manifestations such as movies (Winter, 2014) . They are an interesting linguistic phenomenon in their own right, but when we go about describing one thing in terms of another in this way, is it just to make communication easier or do we actually think in metaphors too?
Recent empirical investigations suggest that spatial representations take a constitutive role in thought processes (Schnall, 2014) . Regarding the representation of affective states in vertical spatial terms (the 'up = good' / 'bad = down' metaphor), it has been shown that the processing of positive and negative stimuli is facilitated in metaphor congruent locations. For instance, participants are faster to categorize a positive word such as 'candy' if it appears in the top location of the computer screen than if it appears in the bottom location, whilst negative words such as 'cancer' are categorized faster when they appear in the bottom rather than the top location (Meier & Robinson, 2004) . Results consistent with the 'up = good' metaphor have also been observed with sentences (Marmolejo-Ramos, Montoro, Elosúa, Contreras & Jiménez-Jiménez, 2014) , pictures and faces (Crawford, Margolies, Drake & Murphy, 2006) , and even auditory tones (Weger, Meier, Robinson & Inhoff, 2007) . They also occur in a variety of different tasks, including online processing tasks (Meier & Robinson, 2004; Santiago, Ouellet, Román & Valenzuela, 2012) , memory tasks (Brunyé, Gardony, Mahoney & Taylor, 2012; Casasanto & Dijkstra, 2010; Crawford et al., 2006) , and tasks requiring vertical movements (Casasanto & Dijkstra, 2010; Dudschig, de la Vega & Kaup, 2014; Freddi, Cretenet & Dru, 2013; Koch, Glawe & Holt, 2011) . People from different ages and cultures show this mapping, which led Tversky, Kugelmass and Winter (1991) to suggest that it is a universal character.
The 'up = good' metaphor is consistent with a wide experiential basis. Upright (erect) postures have been linked to positive mood and slumped postures to negative mood (Oosterwijk, Rotteveel, Fischer & Hess, 2009; Riskind, 1984) . 'Up = good' metaphors also abound in linguistic experience, as in expressions like BWe hit a peak last year, but it's been downhill since then^ (Lakoff & Johnson, 1980) . These linguistic metaphors are highly productive, allowing innovations that can be understood readily (Bwe sky-rocketed^; Casasanto, 2009) . Finally, many cultural conventions place good things in upper locations and bad things in lower locations, as the relative locations of heaven and hell exemplify. Therefore, the 'up = good' metaphor can be learnt from any of these many consistent experiences. Moreover, the vertical spatial dimension is highly salient and vertical spatial locations are discriminated and produced more easily than either sagital or lateral locations (Franklin & Tversky, 1990; van Sommers, 1984) .
Recent studies have shown that emotional evaluation can also be mapped onto the lateral axis (the 'right = good' / 'left = bad' metaphor). In right-handers, good is mapped onto the right side and bad onto the left side in a number of tasks, including diagram tasks (Casasanto, 2009; Komisky & Casasanto, 2013) , lateral choices (Casasanto, 2009; Casasanto & Henetz, 2012) , reaching and grasping (Ping, Dillon & Beilock, 2009) , online processing (de la Vega, de Filippis, Lachmair, Dudschig & Kaup, 2012 ; de la Vega, Dudschig, de Filippis, Lachmair & Kaup, 2013) , memory tasks , gesture (Casasanto & Jasmin, 2010) , and political party evaluations (Dijkstra, Eerland, Zijlmans & Post, 2012) . Like the vertical mapping of evaluation, the lateral mapping is consistent with several different experiential sources: perceptuo-motor experiences of fluency in right-handers, linguistic expressions (Bhe is my right hand^, Bhe has two left feet^) and cultural conventions, such as those establishing that shaking hands, saluting or blessing must be done with the right hand.
However, the two mappings differ in some essential ways. Firstly, the linguistic expressions that manifest the 'right = good' metaphor are scarcely productive, that is, they are a fixed set of idioms that cannot be flexibly modified without losing their figurative meaning. For example, a person cannot be Bmy right foot^, or have Btwo left eyes^ (Casasanto, 2009) . Secondly, the lateral axis is the most difficult to process, produce and discriminate of the three spatial axes (e.g., Franklin & Tversky, 1990; Rossi-Arnaud, Pieroni, Spataro & Baddeley, 2012; van Sommers, 1984) . The natural axes of the human body in the upright observer are grounded in the common, embodied experience of gravity, exerting an asymmetric force on our perceptual world. The resulting experience is one where vertical relations among objects generally remains constant under navigation, whilst horizontal relations depend largely on the bilateral perspectives of the mobile individual (e.g., Crawford et al., 2006) . Likewise, short, left-to-right horizontal lines are often drawn by participants with a slightly shaky, tremulous line, whereas vertical downward movements are made more confidently, thus indicating greater fluency of localized movement along the vertical than horizontal plane (van Sommers, 1984) . These complex interactions with objects and organisms in the real world have a lasting effect: even when prompted to imagine a series of objects, participants access the vertical dimension of space more readily than the horizontal one, as indicated by faster response times to locate imagined objects placed above or below the observer than to their left or right (e.g., Franklin & Tversky, 1990) . The activation of the vertical dimension of space is often considered to operate in an automatic manner, such that patterns presented in a vertical arrangement are recalled with more accuracy than horizontal or diagonal arrangements-a finding that occurs even under increased working memory demands (e.g., Rossi-Arnaud et al., 2012) . Finally, available evidence on the 'right = good' mapping suggests that only the first set of causes, the embodied experience of fluency, contributes to the experiential basis of the 'right = good' mapping. The association between right and good is present only in right-handers, whereas left-handers associate good with left, crucially, to a greater extent than right-handers associate good with right (Casasanto, 2009; Casasanto & Henetz, 2012) . If language and culture (which are shared by right-and left-handers) contribute to the learning of this conceptual mapping, their influence should add to that of embodied experiences (which differ in right-and lefthanders), leading to a stronger bias in right-handers than in left-handers. Even when the right-handers came from a Muslim culture (Morocco) with very strong beliefs against the left and in favour of the right, the strength of their 'right = good' association did not differ from Western participants (de la Fuente, Casasanto, Román & Santiago, 2014) . Further evidence demonstrating the experiential basis of the 'right = good' mapping is found in experimental manipulations that promote greater motor fluency in participants' non-dominant hand. Temporarily engaging natural right-handers to use their left hand in a more fluent and flexible manner, even for as little as 12 min, is sufficient to induce right-handers to associate Bgood^with Bleft,^as natural left-handers do (Casasanto & Chrysikou, 2011; see also Milhau, Brouillet & Brouillet, 2013; Milhau, Brouillet & Brouillet, 2014) . Although there is no evidence as to the relative strength and efficacy of different kinds of causes (perceptuo-motor, linguistic, cultural) on the vertical mapping ('up = good'), it is possible that it does not share the exclusive reliance on perceptuo-motor fluency of the lateral mapping ('right = good').
If emotional evaluation can be mapped onto the vertical and the horizontal axes, on which axis will it be mapped when the task affords both mappings simultaneously? Will both axes be used? In such case, will they be used to the same extent? Or instead, will only one axis be recruited for the mapping, and the other be left unused? Only a handful of very recent studies are relevant to these questions, and none has used an attentional orienting reaction time task. Crawford et al. (2006) presented positive and negative affective pictures at different screen positions, and asked participants to remember the location at which the stimulus had appeared. Positive pictures were biased upwards and negative pictures downward, but none of them showed any lateral bias. In an analogous paradigm, Brunyé et al. (2012) described positive or negative events (e.g., Bsix kittens are rescued from a tree^) while showing their location on a city map, and asked their participants at the test phase to remember the location where a given event had appeared. As in the prior study, positive events were biased upwards and negative events downwards, but they also found a lateral bias that depended on handedness: right-handers displaced positive events to the right and negative events to the left, and left-handers showed the opposite bias. However, when Marmolejo-Ramos, Elosúa, Yamada, Hamm and Noguchi 2013, (Experiment 2) asked right-handed participants to allocate words denoting positive and negative personality traits on a square, they observed only a vertical, but not a lateral bias.
Developing independently from metaphor-congruency effects, but still yielding results that could potentially be interpreted in terms of a 'right = good' bias, some studies involve participants to identify a facial expressions of emotion from a pair of faces presented side by side along the horizontal axis. In such tasks, participants make 'left' or 'right' verbal or manual responses often under specific experimenter prompts on each trial (e.g., Bwhich of these two faces looks more afraid?^). Participants demonstrate greater levels of accuracy in identifying a positive facial expression when it appeared to the right of the neutral face, but greater levels of accuracy for a negative facial expression when it appeared on the left of the neutral face. However, these lateral mappings are not always consistently found across studies, even when the same experimental stimuli are used. Other factors, such as the participant's sex and the explicit nature of the task's instructions appear to play a more crucial role in determining the effectiveness of the lateral mappings to the task at hand (e.g., Jansari, Tranel & Radolphs, 2000; Rodway, Wright & Hardie, 2003) . All in all, this set of studies suggest that the vertical 'up = good' metaphor is highly salient and universal, whereas the manifestation of the lateral 'right = good' metaphor is less consistent and its effect is often difficult to replicate.
The observed pattern could, nonetheless, be due just to the fact that the vertical axis is easily discriminable, whereas the lateral axis is the hardest spatial axis to process and produce (Franklin & Tversky, 1990; van Sommers, 1984) . Overcoming this problem, Marmolejo-Ramos et al. (2013, Experiment 1) asked speakers of 21 languages to assess the emotional valence of the words Bup^, Bdown^, Bleft^, and Bright^on independent scales. Universally, the word Bupŵ as considered positive, and the word Bdown^negative. The word Bright^was considered positive by right-handed speakers of all languages and, with only a couple of exceptions, also by left-handers. The word Bleft^was considered negative or neutral by right-handers, whereas left-handers considered it to be more positive than the word Bright^. This study thus suggests universal agreement on the vertical mapping of valence, as well as on the valence of the right, whereas left-and right-handers disagree on the valence of the left. Effect sizes also suggested higher discriminability between the vertical than the lateral words. No reaction time evidence from an online attentional task is available to bear directly on the question of the simultaneous activation of the vertical and lateral mappings of emotional valence. However, two studies have simultaneously assessed vertical and horizontal attentional effects related to the processing of two concepts closely related to emotional valence: the religious concepts of God and Evil (Chasteen, Burdzy & Pratt, 2010; Xie & Zhang, 2014) . Both of them observed that processing words related to God favours subsequent perceptual discrimination at upper and right locations, and words related to Evil favours down and left locations. This evidence suggests a simultaneous activation of both the vertical and lateral spatial dimensions when processing religious concepts. It is unclear, though, how well these findings can be extended to emotional (nonreligious) evaluation.
Therefore, the question of the simultaneous activation of the vertical and lateral mappings of emotional evaluation remains to be elucidated. Clearly response time measures are essential to establish the extent to which attentional resources prioritize metaphor congruent locations along the vertical axis over the horizontal one (e.g., Moeller, Robinson & Zabelina, 2008) . Online measures made available through the analysis of reaction times are needed to provide greater theoretical insight into the more immediate cognitive processes involved in the spatial representation of affect which may otherwise be masked by strategic factors in designs that focus on the end product of metaphor-based cognition (e.g., Wang, Taylor & Brunyé, 2012) . Studies using response time measures have provided supporting evidence for both the 'up = good' and 'right = good' metaphors when examined in isolation (e.g., de la Vega et al., 2012 Vega et al., , 2013 Meier & Robinson, 2004 ; see review above), which suggests that this type of measure will allow us to compare the relative strength of each metaphor when the task affords their simultaneous deployment.
In the present study, we addressed this issue by employing an emotion perception task in which happy or angry faces appeared on screen in four different spatial locations together with three neutral faces, and in which response times and error rates were recorded in participants' detection of the discrepant target face, a visual search task designed by Damjanovic, Roberson, Athanasopoulos, Kasai and Dyson (2010) . Only one published study has so far used emotional facial expressions to study conceptual mappings (Lynott & Coventry, 2014) . This study focused only on the vertical 'up = good' metaphor, presenting faces only at upper and lower locations on the screen, and explicitly mapped a valence judgment onto left and right response keys (e.g., Bpress the right key when the face is happy^). Extending this procedure to allow for the simultaneous activation of both the 'up = good' and 'right = good' metaphors requires the presentation of emotional faces at upper, lower, left, and right locations of the screen. Although response mappings were switched half way through Lynott and Coventry's (2014) emotion perception task, explicitly mapping left and right keypresses to the dimension of emotional valence could nevertheless artifactually boost the activation of the lateral ('right = good') mapping at the expense of the vertical ('up = good') mapping (Santiago, Ouellet, Román & Valenzuela, 2012; Torralbo, Santiago & Lupiáñez, 2006) . The same-different judgment used in the task devised by Damjanovic and colleagues (2010) solves this problem to a great extent. It secures the processing of the relevant dimension of emotion, as this is the dimension which discriminates target from distractors, but divorces it from left and right keypresses, which are now used to provide samedifferent responses. The task relevance of the left-right axis is thus much decreased by not being linked explicitly to the emotional valence dimension, and the same responses can be used for detecting the effects of both the vertical and the lateral mappings. It should be noted that, under these conditions, the lateral axis is not yet completely task irrelevant. Although this may make it difficult to interpret any metaphoric congruency effect on the lateral axis, it will actually make more convincing the absence of an effect of the 'right = good' metaphor-a possibility suggested by prior research (see above).
To summarize, Experiment 1 aims to assess whether each or both metaphorical mappings ('up = good' and 'right = good') are activated in an attentional orienting reaction time task that affords their simultaneous use. Prior evidence leads us to predict a conceptual congruency effect of the 'up = good' metaphor. Given that Damjanovic and colleagues' (2010) visual search task resulted in a processing bias favouring happy face targets over angry ones (i.e., a happiness bias), we expected conceptual congruency of the 'up = good' metaphor to facilitate the speeded detection of happy faces when they appeared in the top relative to the bottom location. Regarding the 'right = good' metaphor, prior evidence is less consistent, but it mostly suggests that this mapping will fail to generate a detectable congruency effect. We therefore predicted its absence. In Experiment 2, we sought to replicate the robustness of the findings by using the same experimental design, but with stimuli of improved ecological validity.
Experiment 1 Method

Participants
Eighteen right-handed (Oldfield, 1971 ) participants were recruited from the student population of a Higher Education institution in the North West region of the United Kingdom. These participants ranged in age from 20 to 24 years (Mdn age: 20.5 years, MAD = 0.74), and 13 were female. Participants were of White-British ethnic origin and with English as their first language and took part in the experiment as part of a course requirement. All participants self-reported to possess normal or corrected-to-normal vision. This study was approved by the Department of Psychology Ethics Committee at the University of Chester, United Kingdom. Consenting participants gave written informed consent. The number of participants was deemed satisfactory in terms of statistical power based on our own previous studies using similar sample sizes in the same task (e.g., Damjanovic et al., 2010) and previous emotional visual search studies (e.g., Williams, Moss, Bradshaw & Mattingley 2005) .
Stimuli and apparatus
The visual search task and data collection were conducted with an Intel Core PC desktop computer with a 2.93-GHz processor and 19-inch monitor. A refresh rate of 60 Hz and a resolution of 1280 x 1024 were used. SuperLab version 4.0 delivered stimuli and recorded responses and reaction times (RT). Manual responses to the visual search display were collected from the 'x' and '.' keys on the computer's keyboard, which recorded participants' RT and error rates for each trial. Damjanovic et al.'s (2010) visual search task (Experiment 2) was used in the present study, and involved facial stimuli modified from the Matsumoto and Ekman (1988) database of facial affect.
Four different Caucasian individuals (two male and two female) provided normed facial expressions depicting anger and happiness, along with their neutral face counterpart. Each colour image was converted to grayscale and sized to fill a 126 pixels wide by 168 pixel high oval template applied in Adobe Photoshop in order to remove external facial features such as hair, ears and neckline. Adobe Photoshop was used to equate the mean luminance and contrast across faces and expressions. Each visual search trial consisted of four faces belonging to the same individual arranged in an imaginary circle, occupying top, right, bottom and left locations on the computer screen, with a fixation cross at the centre viewed at a distance of 60 cm. The picture settings function within SuperLab positioned each picture such that it measured 250 pixels from the centre of the screen to the centre of each picture (see Fig. 1 ).
Procedure
The visual search task consisted of 5 practice trials and 112 experimental trials. For the 'different' display trials, participants were always presented with four faces belonging to the same individual, where they were required to search for an angry or a happy target against three neutral distractor faces. Each target face (angry or happy) appeared eight times in each of the four possible locations in a randomly determined order. The 'same' display trials consisted of four faces belonging to the same individual displaying the same emotional expression (i.e., all angry, all happy or all neutral). There were 64 'different' trials (32 in each condition) and 48 same display trials (16 angry, 16 happy, 16 neutral expressions). The same and different trials were randomized within the experiment and presented in a different random order to each participant.
Each trial began with a fixation cross in the centre of the screen for 500 ms followed by a display of four faces surrounding the central fixation point for 800 ms. The inter-trial interval was set to 2000 ms. Participants were provided with the following instructions: BYour task is to decide whether all of these pictures show the SAME emotion or whether one shows a DIFFERENT emotion^. Participants were instructed to respond with their index fingers as quickly and as accurately as possible by using the 'x' and '.' keys, which were covered with green and orange stickers, respectively. Response keys were counterbalanced across participants, with feedback in the form of a 1,000 ms beep being provided on incorrect trials.
Design and analysis
Target detection performance was measured using RT recorded from the onset of each trial to participant response and percentage errors on 'different' trials (Damjanovic et al., 2010) . Given that the main hypotheses of interest predicted interactions along the vertical and horizontal dimensions, we investigated the effects of location on emotion detection performance separately for the two dimensions using two 2 (target: angry or happy) × 2 (location: top or bottom/left or right) repeated measures ANOVAs for each dependent variable (see also Chasteen et al., 2010; Crawford et al., 2006 , for separate analyses for vertical and horizontal locations).
Significant interactions between target and location were followed up with paired samples t-tests planned comparisons to test for metaphor-congruency effects as indicated by faster and less error prone detection performance to happy faces in the top location than the bottom location, but faster and less error prone detection performance to angry targets presented in the bottom than the top location. The alpha level for the pairwise planned comparisons was set at 0.05. Along the horizontal axis, metaphor-congruency effects would emerge when detection performance to happy faces is faster and less error prone in the right than the left location, but performance is faster and less error prone detection to angry targets presented in the left than the right location. Partial eta squared (η p ) effect sizes are reported for main effects and interactions of interest and correlation effect size (r) was used for pairwise planned comparisons. Partial eta squared (η p 2 ) can be interpreted as follows: 0.01 = small, 0.06 = medium and 0.14 = large (see Cohen, 1988) . Correlation effect size (r) can be interpreted as follows: .10 small, .30 medium and .50 large (see Cohen, 1992) . However, these benchmarks should be taken with caution (Lakens, 2013) and interpreted in the context of the effect sizes reported in other studies in the relevant literature.
Results and discussion
We applied identical truncation parameters as used in our earlier work (Damjanovic et al., 2010) to calculate mean RT for correct responses for each cell of the design, excluding RTs less than 100 ms or greater than 2000 ms (3.82 %).
1 Fig. 1 Example stimulus display from the visual search task showing a schematic representation of a happy target (top location) among neutral faces 1 Side-by-side analyses consisting of ANOVAs where the mean was calculated from the median RT per participant per condition were performed on the RT data reported in Experiments 1 and 2. Since the results of this additional analysis left the interaction, that is central to our hypotheses, unchanged, we report only the results on the filtered mean RT.
The vertical representation of affect
A 2 × 2 ANOVA on RT revealed a significant main effect of target, yielding response times that were consistent with a happiness bias (angry target: M = 1125.68, SD = 178.62 vs happy target: M = 1084.79, SD = 198.17) and indicating that, when combining across locations, participants responded more quickly when detecting a happy target than when detecting an angry target [F (1, 17) = 4.99, MSE = 6031.29, p = .039, η p 2 = .23]. Participants were also significantly faster to respond to targets, irrespective of their emotionality, when they appeared in the top rather than the bottom location [F (1, 17) = 12.71, MSE = 10,763.98, P = .002, η p 2 = .43; top location: M = 1061.64, SD = 187.14 vs bottom location: M = 1148.83, SD = 196.27]. However, more importantly, and as predicted, these two main effects were qualified by a significant target × location interaction [F (1, 17) = 7.36, MSE = 8941.92, p = .015, η p 2 = .30]. As shown in Fig. 2 , whilst participants were significantly faster to detect happy face targets when they appeared in the top versus the bottom location [t (17) = 5.00, P < .001, r = .77], response times to detect the angry target were unaffected by vertical location [t (17) = 0.74, P = .472, r = .18].
A 2 × 2 ANOVA on percentage errors did not produce any significant main effects for either target [angry: M = 15.97, SD = 9.82 vs. happy: M = 12.15, SD = 10.16, F (1, 17) = 1.93, MSE = 135.96, P = .182, η p 2 = .10), or location [top location: M = 10.07, SD = 7.60 vs. bottom location: M = 18.06, SD = 15.14, F (1, 17) = 3.70, MSE = 310.58, P = .298, η p 2 = .18]. The target × location interaction was not significant [F (1, 17) = 1.15, MSE = 227.87, P = .298, η p 2 = .06].
The horizontal representation of affect
When combining across lateral locations, participants again responded more quickly when detecting a happy target than when detecting an angry target [angry target: M = 1113.63, SD = 208.86 vs. happy target: M = 1052.52, SD = 192.14, F ]. These findings demonstrate that the processing bias for happy faces reported previously in Damjanovic and colleagues' (2010) visual search task can be facilitated in metaphor-congruent locations, but only for faces appearing along the vertical dimension (i.e., 'up = good' metaphor). We also replicate the work of Lynott and Coventry (2014) by demonstrating processing asymmetries along the vertical axis that extend to the perception of angry and happy facial expressions in a task where stimulus-response mappings are made less procedurally salient. Thus, whilst the detection of happy faces was facilitated in locations compatible with the 'up = good' metaphor, angry faces presented in the bottom location were processed just as quickly as angry faces appearing in the top location.
The lateral dimension did not show a corresponding conceptual congruency effect, as demonstrated statistically by the absence of a target by location interaction. It therefore appears that, under complex processing demands when both vertical and lateral metaphors can guide attentional resources equally to the task at hand, the vertical one is activated more readily for facilitating the detection of facial expressions of emotion, whereas the lateral is not activated to the necessary extent to affect performance.
We know of no other study examining emotion-space interactions that has used facial stimuli to represent bipolar oppositions in stimulus dimensions within the same task. Given the novelty of these results and their theoretical relevance to contemporary models of representational thought, we sought to replicate the prioritisation of the vertical metaphor for happy faces in a procedurally identical study, by using more realistic facial stimuli (Song, Vonasch, Meier & Bargh, 2012) . Applying cropping templates to remove extraneous facial characteristics (e.g., hairline, neck, ears, etc), whilst common in visual search studies of this kind (e.g., Calvo & Nummenmaa, 2008; Damjanovic et al., 2010; Williams et al., 2005) , may limit the overall ecological validity of the facial stimulus (Burton, 2013) . In order to address this particular concern, Experiment 2 utilized the same experimental design, but presented participants with facial stimuli that were intact and in full colour. Thus, Experiment 2 was identical to Experiment 1 in all ways except as noted below.
Experiment 2 Method
Participants A separate group of 18 right-handed (Oldfield, 1971) participants from the same population and matched for male-female split as those participants in Experiment 1 took part in the study as part of a course requirement. These participants ranged in age from 18 to 43 years (Mdn age: 21.5 years, MAD = 2.22). Participants were of White-British ethnic origin and with English as their first language and took part in the experiment as part of a course requirement. All participants self-reported to possess normal or corrected-to-normal vision. This study was approved by the Department of Psychology Ethics Committee at the University of Chester, United Kingdom. Consenting participants gave written informed consent.
Stimuli and apparatus
The software and hardware configurations for the visual search task were identical to those of Experiment 1. The same stimuli set as selected from the Matsumoto and Ekman (1988) database for Experiment 1were used in this study. Each colour image was cropped to fill a rectangular template measuring 126 pixels wide by 168 pixels high using Adobe Photoshop, displaying only the full head and neck of each individual against a uniform background. Adobe Photoshop was used to equate the mean luminance and contrast across faces and expressions. Four full face images of the same individual were arranged in an imaginary circle using the same position settings as delivered by SuperLab in Experiment 1, occupying top, right, bottom and left positions, with a fixation cross at centre viewed at distance of 60 cm. The picture settings function within SuperLab positioned each picture such that it measured 250 pixels from the centre of the screen to the centre of each picture.
Results and discussion
As in Experiment 1, mean RTs for correct responses were calculated for each cell of the design, excluding RTs less than 100 ms or greater than 2000 ms (3.02 %). 
The vertical representation of affect
The horizontal representation of affect
A 2 × 2 ANOVA on RT revealed a significant main effect of target, yielding response times that were consistent with a happiness bias (angry target: M = 1145.11, SD = 137.92 vs. happy target: M = 1096.50, SD = 122.15) and indicating that when combining across locations, participants responded more quickly when detecting a happy target than when . Once again, the vertical dimension exerted a stronger effect in facilitating the processing of happy faces in metaphorcongruent locations than the horizontal dimension. Even with stimuli of improved ecological validity, we continued to find no interaction between target and location along the horizontal dimension, thus lending further support to the view that the vertical, rather than the horizontal dimension, is more salient in activating spatial representations of affect under complex attentional tasks.
General discussion
The current study sought to fulfill one specific aim: to determine whether vertical and horizontal representations of affect are activated, and to what degree, in an attentional task requiring the processing of emotional facial expressions. In Experiment 1, we showed that spatial representations of affect influence visual search processing speed, but not accuracy, for facial expressions of emotion indicating that response time measures may provide a more sensitive index of metaphorbased cognition (e.g., Schubert, 2005; Wang et al., 2012) . Extending the happiness bias reported by Damjanovic et al. (2010) , we found a conceptual congruency effect consistent with the 'up = good' metaphor. In contrast, there were no congruency effects on performance between emotional valence and the horizontal dimension. This pattern of results was replicated in Experiment 2 using faces of improved ecological validity in the visual search task. The null effect of the 'right = good' metaphor occurred in the context of a procedure where the left-right spatial axis enjoys some degree of task relevance: although it is not linked explicitly to emotional evaluation, its activation was needed in order to program the keypresses that provided Bsame^and Bdifferent^responses. In contrast, the vertical axis was completely irrelevant to the task. This reinforces the conclusion of the differential saliency of the 'up = good' and 'right = good' metaphorical mappings, and it is consistent with the greater linguistic saliency of the 'up = good' metaphor (e.g., Casasanto, 2009; MarmolejoRamos et al., 2013) .
The origins of this asymmetry in the conceptual representation of affect are varied and remain speculative, and range from the grounding of verticality in the common, embodied experience of gravity, to the associations we form between nurturance and spatial orientation in our early interactions with our caregivers (Spitz, 1965 ). It appears that the perceptual contrast between up/down and the corresponding experiences of reward/deprivation as acquired in the preverbal infant are reinforced more readily than associations created by the contrasts between left/right and reward/deprivation. These early socialisation experiences between reward and nourishment (Spitz, 1965 ) go on to to set the stage for a linguistic expression of verticality in abstract thought as cognitive development matures (e.g., Piaget & Inhelder, 1969; Schwartz, 1981) , leading adults to use the vertical dimension to express and represent their emotional states (Tolaas, 1991) with greater saliency and frequency than the horizontal dimension (e.g., Casasanto, 2009; Marmolejo-Ramos et al., 2013) .
Irrespective of the many experiential causes that may underpin the greater saliency attached to the vertical dimension, the present study provides novel evidence in an attentional orienting reaction time task that complements existing research findings, indicating that the vertical dimension does appear to have a special role in processing affective information, in contrast to a much smaller relevance of the lateral dimension. Finally, the present results contrast with those reported for the processing of religious concepts of God and Evil (Chasteen, Burdzy & Pratt, 2010; Xie & Zhang, 2014) , which have been shown to activate both up-down and leftright mappings. Therefore, conceptual mappings of religious concepts cannot be reduced to the representation of their emotional evaluation.
The present findings extend these conclusions to socially relevant pictorial stimuli and highlight an early encoding mechanism that may subsequently underpin the systematic biases found in spatial recall tasks with emotionally salient cues and events (i.e., Brunyé et al., 2012; Crawford et al., 2006) . Visual search tasks may prove to be a particularly fruitful methodology for evaluating the effect of multiple metaphor mappings on cognition such as those observed for affect and location. Indeed, visual search tasks provide a robust cognitive tool with strong ecological appeal to study how attentional resources are captured by emotionally salient social stimuli (e.g., Damjanovic, Pinkham, Phillips & Clarke, 2014) . The present study may facilitate future research endeavors to explore the attentional constraints of representational thought with different facial expressions of emotion and to establish how individual differences may alter the attentional relationship between affect and location (e.g., Brunyé, Mahoney, Augustyn & Taylor, 2009; Frischen, Eastwood & Smilek, 2008; Gollan, Norris, Hoxha, Irick, Hawkley, Cacioppo, 2014; Moeller et al., 2008) . The current findings indicate that when several distractors are embedded in a visual search display for happy faces targets, preferential attentional processing is achieved along the vertical rather than along the horizontal axis. Further research is required to establish whether the horizontal dimension is reinstated as an effective source of metaphorical representation when attentional competition is reduced, as in the case with experimental tasks where only two pictures are presented on the left and right. As far as accuracy is concerned, there is some evidence to indicate that participants are better at discriminating positive facial expressions when they are located on the right side of the computer screen, and negative facial expressions when they are presented on the left (e.g., Jansari et al., 2000) . However, the magnitude of such emotion by location interactions tends to be constrained by working memory demands and may even be conflated by a response bias caused by the emotion-specific linguistic labels participants are instructed to use over the course of the task (e.g., Kinsbourne, 1970; Rodway et al., 2003) . Thus, the horizontal dimension does not appear to enjoy the same degree of automaticity as the vertical dimension in the processing of facial expressions of emotion even in tasks that completely exclude any attentional competition from the vertical dimension (e.g., Rossi-Arnaud et al., 2012) . Additional investigation using reaction time measures is needed to determine whether an emotion by location interaction for the horizontal dimension emerges when greater efforts are made to reduce the effects of response bias on emotion perception.
Before closing, a final point remains to be discussed. The pattern of interaction that we observed between vertical space and emotional evaluation replicates prior findings by Lynott and Coventry (2014) : happy faces were responded to faster in the upper than the lower location, while angry faces were not affected by vertical location. Lynott and Coventry (2014) , following Lakens (2012) , interpreted this funnel interaction as evidence for a polarity correspondence view of conceptual congruency effects, which is a theoretical contender of the conceptual metaphor view. Basically, polarity correspondence suggests that congruency effects arise as a result of a purely structural matching between the bipolar dimensions that are processed in the task. Each dimension (vertical space and emotional evaluation) has an unmarked or + pole and a marked or -pole. The + pole enjoys a processing advantage over the -pole, and when poles of the same sign coincide in a trial (e.g., a positive word presented at an upper location), there is an extra processing advantage. Because the polarity correspondence view predicts both main effects as well as their interaction, the interaction is predicted to be a funnel interaction. In contrast, conceptual metaphor theory suggests that congruency effects arise because the internal representation of an abstract concept such as emotional evaluation resorts to concrete concepts such as space (Boroditsky, 2000; Casasanto & Boroditsky, 2008; Lakoff & Johnson, 1999) . Therefore, conceptual metaphor predicts an interaction, but says nothing about main effects. Lakens (2012) and Lynott and Coventry (2014) interpreted the silence of conceptual metaphor theory about main effects as its inability to predict a funnel interaction. However, conceptual metaphor theory is compatible with main effects along each of the dimensions in the task, which may arise for other reasons. For example, it is a frequent finding that upper locations are processed faster than lower locations (e.g., Santiago et al., 2012 )-a bias that might be due to well-practiced scanning patterns linked to reading skills (e.g., Schubert, 2005) . In the present study, we observed main effects of vertical location, with faster processing of faces presented above than below, as well as a main effect of emotional evaluation, with happy-processed faster than angry-faces. Both main effects can be caused by factors that are unrelated to the potential causes of the interaction between the two dimensions. Thus, in contexts where there are likely alternative causes for the main effects, the finding of a funnel interaction has a limited diagnostic value regarding the theoretical controversy between conceptual metaphor theory and polarity correspondence (see Santiago & Lakens, 2015, for an extended discussion of this issue).
In conclusion, the present study provides novel information with respect to the attentional mechanisms involved in the spatial representation of affect. Our results replicate those of Lynott and Coventry (2014) and extend the phenomenon of the vertical activation of affect using a more automatic and linguistically neutral, in terms of the instructions, experimental context. In contrast, the horizontal dimension is not salient enough to attract attentional resources towards emotional stimuli. These findings are generally in keeping with the view of stronger emotion-space mappings for the vertical than the horizontal dimension (e.g., Brunyé et al., 2012; Casasanto, 2009; Crawford et al., 2006 , Marmolejo-Ramos et al., 2013 . We propose that the visual search task offers a unique resource to combine bipolar oppositions in stimulus dimensions within the same task and is worthy of further empirical investigation in establishing the attentional mechanisms that underlie representational thought.
