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EXTENSIONS OF HILBERT C∗-MODULES: CLASSIFICATION IN
SIMPLE CASES
VLADIMIR MANUILOV AND ZHU JINGMING
Abstract. Theory of extensions of Hilbert C∗-modules was developed by D.
Bakic´ and B. Guljas˘. An easy observation shows that in the case, when the under-
lying C∗-algebra extension is commutative and the Hilbert C∗-modules are pro-
jective of finite type, the algebraic properties of the corresponding Busby invariant
allow to identify extensions with isometric maps of the corresponding vector bun-
dles. When the Hilbert C∗-modules are free of rank one, we evaluate the set of
extensions in topological terms.
1. Introduction
Extensions of Hilbert C∗-modules were introduced by D. Bakic´ and B. Guljas˘ in
[1]. Given an essential extension
0 A B C 0 (1.1)
of C∗-algebras, a short exact sequence
0 V W Z 0, (1.2)
where V , W and Z are Hilbert C∗-modules over A, B and C, respectively, is a
Hilbert C∗-module extension if the connecting maps and inner products in (1.2) are
compatible with the connecting maps in (1.1). In some aspects, Hilbert C∗-module
extensions are similar to C∗-algebra extensions. In particular, D. Bakic´ and B. Guljas˘
in [2] have constructed the multiplier Hilbert C∗-module and the Busby invariant
for Hilbert C∗-module extensions with properties similar to those for C∗-algebras.
But classification of Hilbert C∗-module extensions is much more difficult than that
of C∗-algebra extensions. One of the reasons for that is the abundance of Hilbert
C∗-modules over a C∗-algebra. We derive here some simple consequences from their
theory. In our attempt to classify Hilbert C∗-module extensions we restrict ourselves
to projective modules of finite type. Since such modules are easier to handle in the
commutative case, we also restrict ourselves to the case of commutative C∗-algebras.
In the case, when the C∗-algebras are commutative and the Hilbert C∗-modules V
and Z are projective of finite rank we show that the homotopy classes of extensions
(1.2) can be described in terms of isometries of the corresponding vector bundles. If,
moreover, V and Z are free of rank one we show that homotopy equivalence classes
the extensions (1.2) are classified by the first Cˇech cohomology of the Stone-Cˇech
corona of the Gelfand spectrum U = Â of the C∗-algebra A.
The first named author is grateful to the Institut Henri Poincare´ for hospitality.
The first named author acknowledges partial support of the RFBR grant No. 10-01-00257 and
of the Russian Government grant No. 11.G34.31.0005.
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2. Basic definitions
Let us recall the basic definitions for Hilbert C∗-module extensions from [1, 2].
Let V andW be (right) Hilbert C∗-modules over C∗-algebrasA andB respectively.
For a C∗-algebra morphism φ: A → B, a map Φ: V → W is called a φ-morphism
of Hilbert C∗-modules (or just Hilbert C∗-module morphism when one doesn’t need
to specify φ) if 〈Φ(v),Φ(v′)〉 = φ(〈v, v′〉) holds for all v, v′ ∈ V . It is known that
a φ-morphism is linear, contractive and respects the module structure. If A is an
ideal in B then the ideal submodule WA of W is defined as
WA = {wa : w ∈ W, a ∈ A} = {w ∈ W : 〈w,w〉 ∈ A}.
For any quotient map pi: B → B/A, we have a canonical quotient map Π: W →
W/WA, which is obviously a pi-morphism. If V is full and φ is injective then Φ is
injective.
If ImΦ = WA then there is a well defined quotient Hilbert C∗-module Z =
W/ ImΦ over B/A. In this case the middle term W of the short exact sequence
0 V
Φ
W
Π
Z 0 (2.1)
is an extension of Z by V with the underlying C∗-algebra extension
0 A
φ
B
pi
B/A 0 (2.2)
(here Φ is a φ-morphism and Π is a pi-morphism).
Similarly to C∗-algebra extensions, D. Bakic´ and B. Guljas˘ in [1] have defined,
for a full Hilbert C∗-module V over A, the multiplier Hilbert module M(V ) over
the multiplier C∗-algebra M(A) (as the module of all adjointable module homo-
morphisms from A to V ; note that they used the notation Vd for M(V )), and the
quotient Hilbert C∗-module Q(V ) = M(V )/V over Q(A) = M(A)/A. This gives
the ‘maximal’ extension
0 V
Γ
M(V )
Σ
Q(V ) 0,
in which Γ(v) = lv is defined by lv(a) = va, v ∈ V , a ∈ A, with the underlying
C∗-algebra extension
0 A
γ
M(A)
σ
Q(A) 0
Note that a C∗-algebra extension (2.2) determines C∗-algebra morphisms λ:B →
M(A) and δ : B/A→ Q(A), the latter being the Busby invariant for the extension
(2.2). Maximality means, by [1], Thm 1.2, that for a Hilbert C∗-module extension
(2.1), there is a Hilbert module λ-morphism Λ:W → M(V ) and a δ-morphism
∆ : Z → Q(V ) such that the diagram
0 V
Φ
W
Π
Λ
Z
∆
0
0 V
Γ
M(V )
Σ
Q(V ) 0
(2.3)
commutes.
In the diagram (2.3), the map ∆ is called the Busby invariant corresponding to
the extension (2.1). It is shown in [2] that for an arbitrary Hilbert C∗-module V
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and a given morphism ∆ : Z → Q(V ), there is (unique up to a unitary equivalence)
an extension W such that ∆ is the Busby invariant for it.
Prop. 3.4 of [2] states that if V and Z are full Hilbert C∗-modules then for any
δ-morphism ∆ : Z → Q(V ) (for some δ : B/A → Q(A)) there exists a Hilbert C∗-
moduleW over B such that the Busby invariant ∆W of the extension (2.1) equals ∆.
Th. 3.6 of [2] specifies that if W is assumed to be full too then there is a one-to-one
correspondence between unitary equivalence classes of extensions (2.1) and Hilbert
C∗-module morphisms ∆ : Z → Q(V ).
Besides the unitary equivalence, it is natural to consider a more flexible equiva-
lence relation for extensions. We call two extensions, 0 → V → Wi → Z → 0, i =
0, 1, homotopic if there is a path of Hilbert C∗-module morphisms ∆t : Z → Q(V ),
t ∈ [0, 1], such that ∆i = ∆Wi, i = 0, 1, and the map t 7→ ∆t(z) is norm-continuous
for any z ∈ Z. For full Hilbert C∗-modules, unitary equivalence obviously implies
homotopy equivalence.
3. Classification problem
Classification problem for Hilbert C∗-module extensions can be posed as follows.
Let an essential C∗-algebra extension (2.2) be given, and let V and Z be full Hilbert
C∗-modules over A and B/A respectively. Classify all W of the form (2.1) up to
unitary equivalence or up to homotopy.
To get some insight, let us consider a simple example.
Example 3.1. Let Z = B/A. For a Hilbert C∗-moduleM , denote by Iso(M) the set
of all isometries on M , i.e. all adjointable operators T on M such that T ∗T = idM .
Since in this case any Busby invariant ∆ : Z → Q(V ) is completely determined by
its value ∆(1) on the unit of Z = B/A. Note that 〈∆(1),∆(1)〉 = ∆(1)∗∆(1) = 1,
and ∆(1) ∈ Iso(Q(V )) can be arbitrary, hence the homotopy classes of Hilbert C∗-
module extensions are identified with the path-connected components of Iso(Q(V )).
Example 3.2. Let A = K be the C∗-algebra of compact operators on a separable
Hilbert spaceH , let B = B(H) denote all bounded operators onH , and let B/A = Q
be the Calkin algebra. Take V = K, Z = Q.
Proposition 3.3. Homotopy classes of Hilbert C∗-module extensions 0 → K →
W → Q→ 0 are in one-to-one correspondence with the set Z ∪∞.
Proof. Consider 1 ∈ Q as a generating element of Q as a module over itself. By ???
of [1], M(V ) = B, Q(V ) = Q. The Busby invariant ∆ is completely determined
by an isometry ∆(1) = σ(F ) ∈ Q, where F ∈ B(H) satisfies F ∗F = 1 modulo
compacts and where σ : B(H) → Q is the canonical surjection. Perturbing F by a
compact operator, we may assume that 1−F ∗F is a finitedimensional projection in
H . If the projection 1− FF ∗ is finitedimensional too then the homotopy class of F
is determined by its index. If 1 − FF ∗ is infinitedimensional then, up to compact
perturbation, one may assume that F ∗F = 1 (still with infinitedemensional 1−FF ∗,
and FF ∗ is infinitedimensional as well). Any two such F ’s are homotopic.

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4. Commutative case
Let an essential extension (2.2) consist of commutative C∗-algebras. This means
that B = C(X) for some compact Hausdorff space X with a dense open subset
U ⊂ X such that C0(U) = A. Then C(∂U) = B/A.
Let βU denote the Stone-Cˇech compactification of U . Then
0 C0(U) C(βU) C(βU \ U) 0 (4.1)
is the universal essential C∗-algebra extension for
0 C0(U) C(X) C(∂U) 0 (4.2)
with the canonical (injective) maps γ : C(X)→ C(βU) and δ : C(∂U) → C(βU \U)
(the latter being the Busby invariant for (4.1)).
Let η, ξ be finitedimensional locally trivial vector bundles over U and ∂U , respec-
tively. A Hermitian structure on ξ endows the set Γ(ξ) of all continuous sections of
ξ with a structure of a Hilbert C∗-module over C(∂U). Similarly, the set Γ0(η) of
all continuous sections of η vanishing at ∂U has a structure of a Hilbert C∗-module
over C0(U), given a Hermitian structure on η.
Our aim is to classify Hilbert C∗-module extensions of the form
0 Γ0(η) W Γ(ξ) 0, (4.3)
where η is additionally assumed to be a subbundle of a trivial finitedimensional
vector bundle (this is not automatic as U is not compact). Let the fiber of this
trivial vestor bundle be Cm.
First, let us evaluate Q(V ) for V = Γ0(η). Let P : U → Proj(C
m) be a continuous
mapping on U taking values in the space of orthogonal projections on Cm, such that
ImP = η (equivalently, P · (C0(U)
m) = Γ0(η)). As the matrix entries of P are
bounded functions on U , so they extend to continuous functions on βU . Being an
orthogonal projection is an algebraic relation, hence the extension P¯ of P to βU is
a projection-valued mapping too. In particular, its restriction P˙ onto βU \U is also
a projection-valued mapping. It follows from the definition of M(V ) that if V = A
then M(V ) = M(A) ([1]). The same argument shows that M(Am) = M(A)m
and that M(P¯ · Am) = P¯ · M(A)m for any projection P¯ ∈ Mm(M(A)), hence
M(P · (C0(U)
m)) = P¯ · C(βU)m. Thus P˙ determines a vector bundle over βU \ U .
Denote this vector bundle by ζ = ζ(η).
Thus classification problem reduces to classification of Hilbert C∗-module mor-
phisms ∆ : Γ(ξ) → Γ(ζ). To this end we need the following proposition. It should
be known to specialists, but we were unable to find a reference.
Proposition 4.1. Let ξ, ζ be Hermitian vector bundles over compact Hausdorff
spaces Y and Z, respectively, and let f : Z → Y be a continuous mapping. The
Hilbert C∗-module morphisms Γ(ξ) → Γ(ζ) are in one-to-one correspondence with
the set of fiberwise isometries from f ∗(ξ) to ζ.
Proof. Let ∆ : Γ(ξ) → Γ(ζ) be a Hilbert C∗-module morphism. Denote by ξy the
fiber of ξ over the point y ∈ Y . For any z ∈ Z, there is a canonical isomorphism
iz : ξf(z) → f
∗(ξ)z. Let v ∈ ξf(z), v
′ = iz(v) ∈ f
∗(ξ)z. Given a point z ∈ Z, take a
section sv : Y → ξ such that sv(f(z)) = v. Set D∆(v
′) = ∆(sv)|z ∈ ζz (evaluation of
the section ∆(sv) at z).
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Let f̂ : C(Y ) → C(Z) be the ∗-homomorphism Gelfand-dual to f : Z → Y ,
f̂(α) = α ◦ f for any α ∈ C(Y ).
If s′ ∈ Γ(ξ) is another section such that s′(f(z)) = sv(f(z)) = v then sv − s
′ lies
in the Hilbert C∗-submodule Γy(ξ) consisting of all sections of ξ vanishing at the
point y = f(z). As ∆ is a Hilbert C∗-module morphism, so the function
〈∆(sv − s
′),∆(sv − s
′)〉 = f̂(〈sv − s
′, sv − s
′〉)
vanishes at the point z, hence ∆(sv)|z = ∆(s
′)|z, therefore, the map D∆ is well
defined.
Note that a point z ∈ Z defines not only the C∗-algebra extension 0 → C0(Z \
z) → C(Z) → C → 0, but also the corresponding Hilbert C∗-module extension
0 → Γz(ζ) → Γ(ζ) → ζz → 0. In particular, the norm in the fiber ζz coinsides with
the quotient Hilbert C∗-module norm in Γ(ζ)/Γz(ζ). If u ∈ ζz then
‖u‖2 = inf
s∈Γ(ζ):s(z)=u
‖s‖2 = inf
s∈Γ(ζ):s(z)=u
‖〈s, s〉‖ = |〈s, s〉|z|
for any s ∈ Γ(ζ) with s(z) = u.
As
‖D∆(v
′)‖2 = |〈D∆(v
′), D∆(v
′)〉|z| = |〈∆(sv),∆(sv)〉|z| = |〈sv, sv〉|f(z)| = ‖v‖
2 = ‖v′‖2,
so D∆ is isometric.
Conversely, let D : f ∗(ξ)→ ζ is a fiberwise isometry of vector bundles over Z,
f ∗(ξ)
D
ζ
Z.
For a section s ∈ Γ(ξ), s : Y → ξ, define ∆D by ∆D(s) = D ◦ s ◦ f : Z → ζ . This
gives a map ∆D : Γ(ξ)→ Γ(ζ). Since D is isometric,
〈∆D(s),∆D(s
′)〉 = 〈D ◦ s ◦ f,D ◦ s′ ◦ f〉 = 〈s ◦ f, s′ ◦ f〉 = f̂(〈s, s′〉)
for any sections s, s′ ∈ Γ(ξ), therefore, ∆D is a Hilbert C
∗-module morphism.
Finally, it is easy to see that ∆D∆ = ∆ and D∆D = D.

Corollary 4.2. The set of homotopy classes of Hilbert C∗-module extensions of
the form (4.3), where ξ and η are vector bundles that are direct summands in trivial
finitedimensional bundles, are in one-to-one correspondence with the set of homotopy
classes of fiberwise isometries f ∗(ξ)→ ζ, where ζ was consturcted out of η as above,
over the base βU \ U .
As a corollary, we obtain the following classification. Let Vk,m denote the Stieffel
manifold of k-frames in Cm.
Theorem 4.3. Let Z be a free module of rank k over C(∂U), V a Hilbert C∗-module
over C0(U) such that Q(V ) is a free module of rank m over C(βU \ U) (this holds,
e.g., when V = C0(U)
m). Then the set of homotopy classes of Hilbert C∗-module
extensions with given V and Z and with the underlying C∗-algebra extension (4.2)
is in one-to-one correspondence with the set [βU \ U, Vk,m] of homotopy classes of
maps from the Stone-Cˇech corona βU \ U to Vk,m.
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Proof. Fix an orthonormal basis in the trivial vector bundle over ∂U . Then the
Busby invariant ∆ is completely determined by the image of this basis in the trivial
vector bundle over βU \ U .

In the special case of one-dimensional trivial vector bundles we have the following
classification.
Corollary 4.4. Let V = C0(U) and Z = C(∂U). Then the homotopy classes of
Hilbert C∗-module extensions of the form 0 → C0(U) → W → C(∂U) → 0 with the
underlying C∗-algebra extension (4.2) are in one-to-one correspondence with the set
[βU \ U, S1] of homotopy classes of maps from the Stone-Cˇech corona to the circle.
Remark 4.5. The set [βU \ U, S1] is canonically isomorphic to the first Cˇech coho-
mology group H1(βU \ U).
Example 4.6. Let
U = {z ∈ C : |z| < 1}, U = {z ∈ C : |z| ≤ 1},
and let X ∼= S2 be the one-point compactification of U . This gives rise to a C∗-
algebra extension
0 C0(U) C(S
2) C 0. (4.4)
Let V = C0(U), Z = C be free rank one Hilbert C
∗-modules over C0(U) and C,
respectively.
Let ω : ∂U → ∂U = S1 be a continuous function with winding number k. Set
Wk = {α ∈ C(U) : α|∂U = λω for some λ ∈ C}.
with the obvious module action of C(S2). It is clear that 〈Wk,Wk〉 = C(S
2) con-
sidered as an ideal in C(U). Thus Wk is a full Hilbert C
∗-module over C(S2). Set
Π : Wk → C by Π(α) = λ (it is simple to check that this map is well defined). Then
we get a Hilbert C∗-module extension
0 C0(U)
Φ
Wk
Π
C 0 (4.5)
with the underlying C∗-algebra extension (4.4), where Φ is the inclusion.
Theorem 4.7. Hilbert C∗-module extensions (4.5) with different k are not homotopy
equivalent to each other.
Proof. First note that the Hilbert C∗-module morphisms Γ and ∆ factorize through
C(U) and C(S1), respectively:
0 C0(U) Wk
Π
Γ′
C
∆′
0
0 C0(U) C(U)
Π′
Γ′′
C(S1)
∆′′
0
0 C0(U) Cb(U)
Π′′
Cb(U)/C0(U) 0,
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where Cb(U) is the C
∗-algebra (and a module) of all bounded continuous functions
on U , and the maps Γ′′ and ∆′′ are canonical inclusions and Π′ is the restriction
map.
It follows from the definition ofWk and from commutativity of the above diagram
that ∆(1) = ∆′(1) = ω. Let ∆̂′′ : βU \U → S1 be the map Gelfand-dual to ∆′′. The
function ω represents an element [k] of [S1, S1]. Then ∆(1) = ∆̂′′ ◦ ω represents an
element of [βU \ U, S1]. It remains to show that the group homomorphism
Z ∼= [S1, S1]→ [βU \ U, S1] = H1(βU \ U), (4.6)
induced by ∆̂′′ is injective.
To this end, set Ur = {z ∈ C : |z| < r}, 0 < r < 1. Then β(U \Ur) = βU \Ur and
βU \ U = ∩rβ(U \ Ur). A standard direct limit argument shows that [βU \U, S
1] =
dir limr→1[β(U \ Ur), S
1].
The standard argument of C. H. Dowker [3] shows that the map [β(U \Ur], S
1]→
[U \ Ur, S
1] ∼= [S1, S1] ∼= Z induced by the Stone-Cˇech compactification U \ Ur ⊂
β(U \Ur) is surjective. It is also clear that this surjection is compatible with the map
[β(U \Ur), S
1]→ [β(U \Us), S
1] induced by the inclusion U \Us ⊂ U \Ur, r < s < 1.
Therefore, there is a surjective map [βU \U, S1]→ [S1, S1] and its composition with
the map (4.6) is the identity, hence (4.6) is injective.

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