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THE SECOND MAIN THEOREM FOR THE TWO-DIMENSIONAL GENERAL
LINEAR GROUP OVER A FINITE FIELD
YIN CHEN
ABSTRACT. We exhibit a set of generating relations for the modular invariant ring of a vector and a
covector for the two-dimensional general linear group over a finite field.
1. INTRODUCTION
Let Fq be a finite field of order q = p
s(s ∈ N+) and V be an n-dimensional vector space over Fq.
Let GL(V ) be the general linear group on V and V ∗ be the dual space of V . Suppose G 6 GL(V )
is a subgroup. The diagonal action of G on V ⊕V ∗ algebraically extends to a degree-preserving
Fq-automorphism action on the symmetric algebra Fq[V ⊕V
∗]. Choosing a basis {y1, . . . ,yn} of
V and a basis {x1, . . . ,xn} for V
∗ dual to {y1, . . . .yn}, we may identify GL(V ) with GLn(Fq) and
identify the symmetric algebra Fq[V ⊕V
∗] with the polynomial algebra Fq[x1, . . . ,xn,y1, . . . ,yn]
respectively. The invariant ring Fq[V ⊕V
∗]G consisting of all polynomials in Fq[V ⊕V
∗] fixed by
every element of G is the main object of study in the invariant theory of a vector and a covector.
Giving a presentation via generators and relations for an invariant ring Fq[V ⊕V
∗]G is a funda-
mental and difficult task. Recall that theorems explicitly characterizing generators of an invariant
ring and relations among these generators are usually referred as a first main theorem and a second
main theorem respectively. When G =Un(Fq), the unipotent group of upper triangular matrices
with 1âA˘Z´s on the diagonal, [BK11, Theorem 2.4] has proved that Fq[V ⊕V
∗]Un(Fq) is a complete
intersection via presenting a minimal generating set for the invariant ring and generating rela-
tions among these generators. A minimal generating set for Fq[V ⊕V
∗]GL(V ) was conjectured by
[BK11, Conjecture 3.1] and recently was confirmed by [CW17, Theorem 1]. In [CW17, Section
12], we also give a conjectural set of generating relations for Fq[V ⊕V
∗]GL(V ).
The purpose of this short note is to confirm Conjecture 16 appeared in [CW17] for the special
case when n= 2. In Section 2, we recall the minimal generating set for Fq[V⊕V
∗]GL2(Fq) and three
generating relations we have known before. Section 3 contains constructions of two additional
relations among these generators. In Section 4, we show that any relations in Fq[V ⊕V
∗]GL2(Fq)
can be generated by these five relations; see Theorem 4.1. Section 5 consists of three lemmas that
will be necessary to the proof of Theorem 4.1.
2. Fq[V ⊕V
∗]GL2(Fq)
In this preliminary section, we recall the minimal generating set for Fq[V ⊕V
∗]GL2(Fq) and some
relations appeared in [CW17]. Let Fq[V ⊕V
∗] = Fq[x1,x2,y1,y2] be the polynomial ring with an
algebraic involution ∗ given by x1 7→ y2,x2 7→ y1,y1 7→ x2 and y2 7→ x1. We regard Fq[V ] =Fq[x1,x2]
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and Fq[V
∗] = Fq[y1,y2] as subalgebras of Fq[V ⊕V
∗]. We define
d0 := det
(
x
q
1 x
q
2
x
q2
1 x
q2
2
)
,d1 := det
(
x1 x2
x
q2
1 x
q2
2
)
,d2 := det
(
x1 x2
x
q
1 x
q
2
)
and c0 := d0/d2 = d
q−1
2 ,c1 := d1/d2. Denote by f
∗ the image of an element f ∈ Fq[V ⊕V
∗] under
the involution ∗. Then Fq[V ]
GL2(Fq) = Fq[c0,c1] and Fq[V
∗]GL2(Fq) = Fq[c
∗
0,c
∗
1]. We define
u−i := x1y
qi
1 + x2y
qi
2 , u0 := x1y1+ x2y2, ui := x
qi
1 y1+ x
qi
2 y2
for i∈N+. We have seen that Fq[V⊕V
∗]GL2(Fq) is generated minimally by {c0,c1,c
∗
0,c
∗
1,u−1,u0,u1};
see [CW17, Theorem 1].
To prove a second main theorem for Fq[V ⊕V
∗]GL2(Fq), we need to find enough generating
relations among the above these generators. We start with the following initial relation:
(T0) c0 ·u0− c1 ·u1+u2 = 0.
The Frobenious map F∗ : Fq[V ⊕V
∗]−→ Fq[V ⊕V
∗] defined by xi 7→ xi and yi 7→ y
q
i applies to (T0)
and we obtain the first relation:
(T1) c0 ·u−1− c1 ·u
q
0+u
q
1 = 0.
Note that u∗−i = ui for i ∈ N. Applying the involution ∗ to (T1) obtains the second one:
(T ∗1 ) c
∗
0 ·u1− c
∗
1 ·u
q
0+u
q
−1 = 0.
Note that d2 and d
∗
2 are not GL2(Fq)-invariants, but their product d2 ·d
∗
2 belongs toFq[V⊕V
∗]GL2(Fq).
In fact, a direct computation verifies that
(K00) d2 ·d
∗
2 = u−1 ·u1−u
q+1
0 ,
and from which, we obtain the third relation:
(T00) c0 · c
∗
0− (u−1 ·u1−u
q+1
0 )
q−1 = 0.
The above these relations have appeared in [CW17, Section 6].
3. SL2(Fq)-INVARIANTS AND MORE RELATIONS
This section reveals two new relations by introducing a couple of SL2(Fq)-invariants. For 06 s6
q−1, we define
(3.1) hs :=
us+11 · (d
∗
2)
q−1−s+u
q−s
−1 ·d
s
2
u
q
0
.
We observe that h∗s = hq−1−s. In particular, h0 = c
∗
1,hq−1 = c1 and each hs ∈ Fq[V ⊕V
∗]SL2(Fq); see
[Che14, Lemma 2.6]. We also have seen in [Che14, Lemma 2.7] that
(Rs) hs ·u1 = u0 ·u
q−1−s
−1 ·d
s
2+d
∗
2 ·hs+1
for 06 s6 q−2. Moreover,
Lemma 3.1. For 16 s6 q−1, we have
(Ks) hs ·d
∗s
2 = c
∗
1 ·u
s
1+u
q−s
−1 ·u0 ·
s
∑
i=1
(−1)i
(
s
i
)
(u−1 ·u1)
s−i(uq+10 )
i−1.
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Applying the involution ∗ on (Ks), we have
(K∗s ) hq−1−s ·d
s
2 = c1 ·u
s
−1+u0 ·u
q−s
1 ·
s
∑
i=1
(−1)i
(
s
i
)
(u−1 ·u1)
s−i(u
q+1
0 )
i−1.
Proof. Note that u
q
0 · hs · d
∗s
2 = c
∗
0 · u
s+1
1 + u
q−s
−1 · (d2 · d
∗
2)
s = c∗0 · u
s+1
1 + u
q−s
−1 · (u−1 · u1− u
q+1
0 )
s. It
follows that (T ∗1 ) that c
∗
0 ·u
s+1
1 = c
∗
1 ·u
q
0 ·u
s
1−u
q
−1 ·u
s
1. By the binomial formula, we see that
u
q−s
−1 · (u−1 ·u1−u
q+1
0 )
s = u
q−s
−1 ·
s
∑
i=0
(−1)i
(
s
i
)
(u−1 ·u1)
s−i(u
q+1
0 )
i
= u
q
−1 ·u
s
1+u
q−s
−1 ·
s
∑
i=1
(−1)i
(
s
i
)
(u−1 ·u1)
s−i(u
q+1
0 )
i
= uq−1 ·u
s
1+u
q−s
−1 ·u
q+1
0 ·
s
∑
i=1
(−1)i
(
s
i
)
(u−1 ·u1)
s−i(uq+10 )
i−1.
Hence, u
q
0 · hs · d
∗s
2 = c
∗
1 · u
q
0 · u
s
1+ u
q−s
−1 · u
q+1
0 ·∑
s
i=1(−1)
i
(
s
i
)
(u−1 · u1)
s−i(u
q+1
0 )
i−1. The proof will
be completed via dividing with u
q
0 on the both sides of this equality. 
In particular, (Ks) with k = q−1 implies the fourth relation:
(T10) c1 · c
∗
0− c
∗
1 ·u
q−1
1 −u−1 ·u0 ·
q−1
∑
i=1
(−1)i
(
q−1
i
)
(u−1 ·u1)
q−1−i ·u
(q+1)(i−1)
0 = 0.
Applying the involution ∗ to (T10) (or taking s= q−1 in (K
∗
s )), we obtain the fifth relation:
(T01) c0 · c
∗
1− c1 ·u
q−1
−1 −u0 ·u1 ·
q−1
∑
i=1
(−1)i
(
q−1
i
)
(u−1 ·u1)
q−1−i ·u
(q+1)(i−1)
0 = 0.
4. A SECOND MAIN THEOREM
In this section, we prove a second main theorem for Fq[V ⊕V
∗]GL2(Fq), confirming the special case
when n = 2 in [CW17, Conjecture 16]. Let S := Fq[C0,C1,C
∗
0 ,C
∗
1,U−1,U0,U1] be the polynomial
ring in seven variables. Consider the standard surjective homomorphism of Fq-algebras
pi : S−→ Fq[V ⊕V
∗]GL2(Fq)
defined byCi 7→ ci,C
∗
i 7→ c
∗
i ,U j 7→ u j for i∈ {0,1} and j ∈ {−1,0,1}. Let I be the ideal generated
by five elements of S that correspond to the left-hand sides of the relations (T1), (T
∗
1 ), (T00), (T01),
and (T10). Clearly, I is contained in ker(pi). The main result of this note is the following.
Theorem 4.1. ker(pi) = I.
We define N to be the polynomial algebra generated by {c0,c1,c
∗
0,c
∗
1} over Fq and observe
that N is a Noether normalization for Fq[V ⊕V
∗]GL2(Fq). It follows from [BK11, Theorem 2.4]
and [CHP91, Theorem 1] that Fq[V ⊕V
∗]GL2(Fq) is Cohen-Macaulay, thus it is a free N-module.
Moreover, Fq[V ⊕V
∗]GL2(Fq) has a basis A∪B∪C over N, where
A = {a(i, j, t) := ui−1 ·u
j
1 · (d
∗
2 ·d2)
t | 06 i, j 6 q−1,06 t 6 q−2},
B = {b(i, j,k, t) := ui−1 ·u
j
1 ·u
k
0 · (d
∗
2 ·d2)
t | 06 i, j 6 q−2,16 k 6 q,06 t 6 q−2},
C = {c(s,k, t) := (hs ·d
∗s
2 ) ·u
k
0 · (d
∗
2 ·d2)
t | 16 s6 q−2,06 k 6 q−1,06 t 6 q−2},
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see [Che14, Theorem 3.2]. We use x(i, j, t),y(i, j,k, t) and z(s,k, t) to denote the elements in S that
correspond to a(i, j, t),b(i, j,k, t) and c(s,k, t) respectively. For example,
x(i, j, t) =U i−1 ·U
j
1 · (U−1 ·U1−U
q+1
0 )
t .
Also we use A,B, C to denote the subsets of S corresponding to A,B,C respectively. Let N be
the polynomial subalgebra of S generated by {C0,C1,C
∗
0 ,C
∗
1} and
L := ∑
ℓ∈A∪B∪C
ℓ ·N .
Proof of Theorem 4.1. To prove ker(pi) ⊆ I, we see from [DK15, Section 3.8.3] that all alge-
braic relations among {c0,c1,c
∗
0,c
∗
1,u−1,u0,u1} can be generated by N-module relations among
elements of A∪B∪C; and the latter consists of all linear and quadratic relations. Note that in
our case, there are no linear relations among elements of A∪B∪C as Fq[V ⊕V
∗]GL2(Fq) is Cohen-
Macaulay. Equivalently, this says, via pulling back in S, that the set
K := { f ·g− ℓ f ,g ∈ ker(pi) | f ,g ∈ A∪B∪ C, ℓ f ,g ∈L}
is a generating set for ker(pi). Hence, it is sufficient to show that K⊆I. On the other hand, Lemma
5.3 below shows that for any f ,g ∈ A∪B∪ C, we have f · g ∈ L modulo I, i.e., there exists an
ℓ f ,g ∈L such that f ·g− ℓ f ,g ∈I⊆ ker(pi). Therefore, K ⊆I, as desired. 
5. SEVERAL LEMMAS
This sections consists of three technical lemmas that serve to the proof of Theorem 4.1. Throughout
this section we are working over modulo I.
Lemma 5.1. For any ℓ ∈L and n ∈ N+, we have Un0 · ℓ ∈L modulo I.
Proof. Since Un0 · ℓ =U
n−1
0 · (U0 · ℓ), it is sufficient to show that U0 · ℓ ∈ L. As any element of L
is an N-linear combination of elements of A∪B∪ C, it suffices to show that U0 · ℓ ∈ L for all
ℓ ∈ A∪B∪ C. Thus our arguments will be separated into three cases.
We first assume that ℓ = x(i, j, t) ∈ A. Here we have three subcases: (1) If i, j 6 q− 2, then
U0 · ℓ = y(i, j,1, t) ∈ B ⊆ L. (2) Assume that i = q− 1. We consider the case where j 6 q− 3.
By (Ks) with s = 1, we have U
q−1
−1 ·U0 =C
∗
1 ·U1− z(1,0,0). Thus U0 · ℓ =U0 ·U
q−1
−1 · x(0, j, t) =
(C∗1 ·U1−z(1,0,0)) ·x(0, j, t) =C
∗
1 ·x(0, j+1, t)−z(1,0,0) ·x(0, j, t). Thus it suffices to show that
z(1,0,0) · x(0, j, t)∈L. It follows from (Rs) with s= 1 that
z(1,0,0) · x(0, j, t) = (y(q−2,0,1,1)+ z(2,0,0)) · x(0, j−1, t)
= y(q−2, j−1,1, t+1)+ z(2,0,0) · x(0, j−1, t),
where
y(q−2, j−1,1, t+1) =
{
y(q−2, j−1,1, t+1) ∈ B, t 6 q−3,
C0 ·C
∗
0 · y(q−2, j−1,1,0)∈L, t = q−2.
Using (Rs) (s= 2, . . . ,q−3) and proceeding in the same way on z(2,0,0) ·x(0, j−1, t), we see that
there exists an ℓ′j ∈L such that z(1,0,0) ·x(0, j, t)= ℓ
′+z( j+1,0, t)∈L for all j6 q−3. Hence,
U0 · ℓ ∈L for j 6 q−3. Further, we consider the cases where j = q−2 and j = q−1. Combining
(T10) and (K00) implies that u
q−1
−1 ·u0 ·u
q−2
1 = c1 · c
∗
0− c
∗
1 ·u
q−1
1 −u−1 ·u0 ·δ , where
δ :=
q−1
∑
i=2
i−1
∑
j=1
(−1)2i−1
(
q−1
i
)(
i−1
j
)
(u−1 ·u1)
q− j−2 · (d2 ·d
∗
2)
j.
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Note that if ∆ denotes the polynomial of S corresponding to δ , then U−1 ·U0 · ∆ · x(0,0, t) and
U−1 ·U0 ·∆ ·U1 · x(0,0, t) are both in L. ThusU
q−1
−1 ·U0 ·U
q−2
1 · x(0,0, t) =C1 ·C
∗
0 · x(0,0, t)−C
∗
1 ·
x(0,q−1, t)−U−1 ·U0 ·∆ · x(0,0, t)∈L and moreover, it follows from (T1) thatU
q−1
−1 ·U0 ·U
q−1
1 ·
x(0,0, t) =C1 ·C
∗
0 · x(0,1, t)−C
∗
1 · (C1 · y(0,0,q, t)−C0 · x(1,0, t))−U−1 ·U0 ·∆ ·U1 · x(0,0, t)∈L.
Therefore, U0 · x(q−1, j, t) ∈ L. (3) Symmetrically, switching the roles of U−1 and U1 and using
the ∗-images of the relations appeared in the previous case, one can shows thatU0 ·x(i,q−1, t)∈L.
Secondly, we assume that ℓ= y(i, j,k, t)∈B. If k6 q−1, thenU0 ·ℓ= y(i, j,k+1, t)∈B⊆L.
If k = q, then U0 · ℓ =U
q+1
0 · x(i, j, t) = (x(1,1,0)− x(0,0,1)) · x(i, j, t), by (K00). Further, since
i, j 6 q−2, x(1,1,0) · x(i, j, t) = x(i+1, j+1, t) ∈ A. The fact that c0 · c
∗
0 = (d2 · d
∗
2)
q−1 implies
that x(0,0,1) · x(i, j, t)∈L. Hence,U0 · ℓ is contained in L.
Thirdly, we assume that ℓ = z(s,k, t) ∈ C. If k 6 q−2, then U0 · ℓ = z(s,k+1, t) ∈ C ⊆ L. If
k = q−1, then U0 · ℓ =U
q
0 · z(s,0, t). The fact that u
q
0 · hs · d
∗s
2 = c
∗
0 · u
s+1
1 +u
q−s
−1 · (d2 · d
∗
2)
s means
that
U
q
0 · z(s,0, t) = U
q
0 · z(s,0,0) · x(0,0, t)
= (C∗0 · x(0,s+1,0)+ x(q− s,0,s)) · x(0,0, t)
= C∗0 · x(0,s+1, t)+ x(q− s,0,s) · x(0,0, t).
As s 6 q−2, we see that x(0,s+1, t) ∈ A. The fact that c0 · c
∗
0 = (d2 · d
∗
2)
q−1 implies that x(q−
s,0,s) · x(0,0, t)∈L. Hence,U0 · ℓ=U
q
0 · z(s,0, t)∈L. 
Lemma 5.2. Let x(i1, j1, t1) and x(i2, j2, t2) be two any elements of A. Then x(i1, j1, t1) ·x(i2, j2, t2)∈
L modulo I.
Proof. We may assume that i1+ i2 = q · ℓi+ i3, j1+ j2 = q · ℓ j+ j3 and t1+ t2 = (q− 1) · ℓt + t3,
where ℓi, ℓ j, ℓt ∈ {0,1}. Note that if ℓi = 0, then i3 6 q−1; and if ℓi = 1, then i3 6 q−2. Similarly,
if ℓ j = 0, then j3 6 q−1; and if ℓ j = 1, then j3 6 q−2. If ℓt = 0, then t3 6 q−2; and if ℓt = 1,
then t3 6 q−3. It follows from (T00), (T1) and (T
∗
1 ) that
x(i1, j1, t1) · x(i2, j2, t2) = U
i1+i2
−1 ·U
j1+ j2
1 · (U−1 ·U1−U
q+1
0 )
t1+t2
= U
q·ℓi+i3
−1 ·U
q·ℓ j+ j3
1 · (U−1 ·U1−U
q+1
0 )
(q−1)·ℓt+t3
= (C∗1 ·U
q
0 −C
∗
0 ·U1)
ℓi(C1 ·U
q
0 −C0 ·U−1)
ℓ j(C0 ·C
∗
0)
ℓt · x(i3, j3, t3).
To complete the proof, we need to show that the right-hand side of the previous equality, denoted
by ∆, belongs to L. Consider the following four cases: (1) If (ℓi, ℓ j) = (0,0), then ∆ = (C0 ·C
∗
0)
ℓt ·
x(i3, j3, t3) ∈L. (2) Suppose that (ℓi, ℓ j) = (1,0). By Lemma 5.1, we see thatU
q
0 · x(i3, j3, t3) ∈L.
Moreover, using (T1), we have
U1 · x(i3, j3, t3) =
{
C1 · y(i3,0,q, t3)−C0 · x(i3+1,0, t3) ∈L, j3 = q−1,
x(i3, j3+1, t3) ∈ A, j3 6 q−2.
Hence, ∆ = (C0 ·C
∗
0)
ℓt · x(i3, j3, t3) · (C
∗
1 ·U
q
0 −C
∗
0 ·U1) ∈L. (3) Symmetrically, the statement also
follows for the case when (ℓi, ℓ j) = (0,1). (4) Suppose (ℓi, ℓ j) = (1,1). Then ∆ = (C
∗
1 ·U
q
0 −C
∗
0 ·
U1)(C1 ·U
q
0 −C0 ·U−1)(C0 ·C
∗
0)
ℓt ·x(i3, j3, t3). Lemma 5.1 implies thatU
2q
0 ·x(i3, j3, t3)∈L. Further,
U
q
0 ·U−1 ·x(i3, j3, t3) =U
q
0 ·x(i3+1, j3, t3) ∈L,U1 ·U
q
0 ·x(i3, j3, t3) =U
q
0 ·x(i3, j3+1, t3) ∈L, and
U−1 ·U1 · x(i3, j3, t3) = x(i3+1, j3+1, t3) ∈ A ⊆L. Hence, ∆ ∈L. The proof is completed. 
Lemma 5.3. Let f and g be two any elements of A∪B∪ C. Then f ·g ∈L modulo I.
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Proof. We have seen in Lemma 5.2 that if f ,g ∈ A, then the statement follows. We will use
this fact and Lemma 5.1 to prove the remaining cases. (1) Assume that f = x(i1, j1, t1) ∈ A and
g = y(i2, j2,k, t2) ∈ B. By Lemma 5.2, we see that x(i1, j1, t1) · x(i2, j2, t2) ∈ L. Thus it follows
from Lemma 5.1 that f · g =U k0 · x(i1, j1, t1) · x(i2, j2, t2) ∈ L. (2) Assume that f = x(i, j, t) ∈ A
and g= z(s,k, t ′) ∈ C. It follows from (Ks) that
z(s,k, t ′) = U k0 ·
(
C∗1 ·U
s
1+U
q−s
−1 ·U0 ·
s
∑
i=1
(−1)i
(
s
i
)
(U−1 ·U1)
s−i ·U
(q+1)(i−1)
0
)
· x(0,0, t ′)
= C∗1 ·U
k
0 · x(0,s, t
′)+
s
∑
i=1
(−1)i
(
s
i
)
U
(q+1)(i−1)+(k+1)
0 · x(q− i,s− i, t
′).
As x(0,s, t ′)∈A and x(q− i,s− i, t ′)∈A for all 16 i6 s, it follows from Lemma 5.2 that x(i, j, t) ·
x(0,s, t ′) ∈ L and x(i, j, t) · x(q− i,s− i, t ′) ∈ L for all 1 6 i 6 s. Hence, by Lemma 5.1, we see
that f ·g= x(i, j, t) · z(s,k, t ′) ∈L. (3) For two elements f = y(i1, j1,k1, t1) and g= y(i2, j2,k2, t2)
in B, we see that f ·g=U k1+k20 ·x(i1, j1, t1) ·x(i2, j2, t2) ∈L, by applying Lemmas 5.2 and 5.1. (4)
Assume that f = y(i, j,k, t) ∈ B and g = z(s,k′, t ′) ∈ C. Note that y(i, j,k, t) =U k0 · x(i, j, t) with
x(i, j, t) ∈ A, and the previous second case shows that x(i, j, t) · z(s,k′, t ′) ∈ L. Now Lemma 5.1
applies. (5) Assume that f = z(s1,k1, t1) and g= z(s2,k2, t2) both are in C. As in the second case,
we expand f as follows:
f =C∗1 ·U
k1
0 · x(0,s1, t1)+
s1
∑
i=1
(−1)i
(
s1
i
)
U
(q+1)(i−1)+(k1+1)
0 · x(q− i,s1− i, t1)
where x(0,s1, t1) and each x(q− i,s1− i, t1) are in A. By the above second case and Lemma 5.1,
we see that f ·g ∈L. 
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