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ISOMONODROMIC DEFORMATIONS OF CONNECTIONS WITH
SINGULARITIES OF PARAHORIC FORMAL TYPE
CHRISTOPHER L. BREMER AND DANIEL S. SAGE
Abstract. In previous work, the authors have developed a geometric theory
of fundamental strata to study connections on the projective line with irregular
singularities of parahoric formal type. In this paper, the moduli space of
connections that contain regular fundamental strata with fixed combinatorics
at each singular point is constructed as a smooth Poisson reduction. The
authors then explicitly compute the isomonodromy equations as an integrable
system. This result generalizes work of Jimbo, Miwa, and Ueno to connections
whose singularities have parahoric formal type.
1. Introduction
The study of transcendental solutions to differential equations has a long pedi-
gree in mathematics. An important innovation in this field from the turn of the
century was Schlesinger’s observation that families of solutions to linear differential
equations often satisfy interesting nonlinear equations. His work on monodromy-
preserving deformations of Fuchsian differential equations produced a remarkable
family of nonlinear differential equations which satisfy the Painleve´ property, namely,
that the only movable singularities are simple poles [14].
For example, consider a family of regular singular differential equations on P1 of
the form
(1.1)
d
dz
Φ =
p∑
i=1
1
z − xi
AiΦ,
where x1, . . . , xp ∈ P
1 and Ai is a matrix valued holomorphic function in the coor-
dinates x1, . . . , xp. A family of fundamental solutions to (1.1) has constant mon-
odromy if and only if the Ai’s satisfy the Schlesinger equations:
dAi =
∑
j 6=i
[Ai, Aj ]
d(xi − xj)
xi − xj
.
(See [13, IV.1] for a contemporary exposition.) In general, we will refer to the dif-
ferential equations satisfied by a family of linear differential equations with constant
monodromy as isomonodromy equations.
It took almost seventy years for progress to be made on the isomonodromy prob-
lem for irregular singular differential equations. In 1981, Jimbo, Miwa, and Ueno
characterized the isomonodromy equations for certain generic families of irregular
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singular differential equations [9]. One explanation for the long delay is that the
monodromy map for irregular singular point differential equations is significantly
more complicated; it involves the asymptotic behavior of solutions along Stokes sec-
tors at each singular point, so it is less explicitly topological than the monodromy
map in the regular singular case. The proof of Jimbo, Miwa and Ueno required a
much clearer geometric picture of the monodromy map.
In this paper, we will think of linear differential equations in terms of mero-
morphic connections ∇ on a trivial vector bundle V on P1. After fixing a basis
for V , we may write ∇ = d + α, where d is the usual exterior derivative and α is
an End(V )-valued meromorphic one-form. Roughly speaking, if one considers the
moduli stack MDR of meromorphic connections on P
1, there is a formal Riemann-
Hilbert map to the moduli stackMB of irregular monodromy representations.
1 An
explicit description of the irregular Riemann-Hilbert correspondence may be found
in [10].
If one can find a smooth family M′ that maps to MDR, the Malgrange-Sibuya
theorem [10] implies that the fibers of the monodromy map are a foliation ofM′. In
particular, the isomonodromy equations should correspond to an integrable distri-
bution onM′. By an observation of Boalch [1, Appendix], L ⊂M′ is a leaf of this
foliation if and only if the family of connections corresponding to L is integrable,
i.e., there exists a connection ∇¯ on L × P1 with the property that ∇¯|{x}×P1 is a
representative of the isomorphism class x ∈ MDR. Throughout the paper, we will
suppress the monodromy point of view in favor of this integrability condition. As an
example, we describe the smooth family of framed connections M˜JMU constructed
by Boalch building on work of Jimbo, Miwa and Ueno.
Fix a finite collection of points (xi)i∈I ⊂ P
1 and a vector of non-negative integers
(ri)i∈I .
2 Points in M˜JMU correspond to isomorphism classes of connections ∇ =
d + α, singular at xi, with the following additional data: there is a collection of
framings gi ∈ GLn(C) such that the Laurent expansion of Ad(gi)α at xi has the
form
Ad(gi)α = (Ari
1
(z − xi)ri
+ . . .+A1
1
z − xi
+A0)
dz
z − xi
,
where Ai ∈ gln(C) and the leading term Ari is a regular diagonal matrix. The
moduli space M˜JMU is, in fact, smooth. The isomonodromy equations may be
expressed in terms of a Pfaffian system involving terms Θi, which control the dy-
namics of the framings, and terms Ξi, which are essentially the principal parts of
the curvature of ∇¯ [9].
In [2], the authors describe smooth moduli spaces of framed connections with
arbitrary slope, generalizing a construction of [1]. The goal of this paper is to
study isomonodromic deformations of such connections. The primary technical
tool is a local invariant of meromorphic connections called the fundamental stratum,
which plays the role of the leading term. A stratum is a triple (P, r, β), consisting
of a parahoric subgroup P ⊂ GLn(C[[z]]), a non-negative integer r, and a ‘non-
degenerate’ linear functional on the rth graded piece associated to the canonical
filtration on the Lie algebra of P . The relevant condition on connections which
1Here, DR stands for the “DeRham” theory of meromorphic connections, and B stands for the
“Betti” theory of irregular monodromy representations.
2There is a slight simplification here: Jimbo, Miwa and Ueno and Boalch allow xi to vary in
P1.
ISOMONODROMIC DEFORMATIONS OF CONNECTIONS 3
assures smoothness of the moduli space is that ∇ must contain a ‘regular’ stratum.
This approach is described in detail in Section 2.
The primary motivation behind the introduction of fundamental strata into the
study of connections comes from the geometric Langlands program, which in this
case suggests an analogy between wildly ramified adelic representations of GLn
and irregular monodromy representations of rank n on P1 (see [5]). The fundamen-
tal stratum (alternatively, the minimal K-type) was originally used as a tool for
classifying wildly ramified representations of a reductive group over a p-adic field
[3, 12]. Thus, one hopes that a dictionary between fundamental strata and families
of monodromy representations will better illuminate the wild ramification case of
the geometric Langlands correspondence.
We conclude with a short overview of the results in this paper. Suppose that
x = (xi)i∈I ⊂ P
1 is a collection of singular points, P = (Pi)i∈I is a collection
of uniform parahoric subgroups Pi ⊂ GLn(C[[z − xi]]), and r = (ri)i∈I is a vec-
tor of non-negative integers. In Section 3, we give a construction of the moduli
space M˜(x,P, r) consisting of isomorphism classes of connections with compati-
ble framings on P1 that contain regular strata of the form (Pi, ri, βi) at xi. By
Proposition 3.14 and Theorem 3.15, M˜(x,P, r) is a Poisson manifold; moreover,
the symplectic leaves correspond to moduli spaces of connections with a fixed for-
mal isomorphism class at each singular point. When all of the parahoric subgroups
are maximal, i.e., Pi = GLn(C[[z − xi]]), M˜(x,P, r) = M˜JMU.
In Section 4, we calculate the isomonodromy equations for connections corre-
sponding to points of M˜(x,P, r) (Theorem 4.12). In this context, the framing data
is given by a coset U\GLn(C), where U ⊂ GLn(C) is the unipotent subgroup de-
termined by P . In particular, part of the isomonodromy data is a time dependent
flow on an affine bundle over a partial flag manifold. Since U is trivial when P is
a maximal parahoric subgroup, this phenomenon is absent in the isomonodromy
equations of Jimbo, Miwa and Ueno.
In Section 5, we explicitly show that the isomonodromy equations determine an
integrable system on a principal GLn(C)-bundle over M˜(x,P, r), corresponding to
the moduli space of framed connections with fixed global trivialization. The proof
that the corresponding differential ideal is Pfaffian is left to the Appendix. Finally,
in Section 6, we compute an explicit example of the isomonodromy equations in
the case where Pi is an Iwahori subgroup and ri = 1 for all i. To the authors’
knowledge, this is a completely new example of an integrable system on a Poisson
manifold.
2. Formal Types
In this section, we review some results from the geometric theory of fundamental
strata and recall how they may be used to associate formal types to irregular sin-
gular connections. Let F = k((z)) be field of formal Laurent series with coefficients
in a field k in characteristic zero, and let o ⊂ F be the corresponding power series
ring. Let Vˆ be an n-dimensional F vector space. A lattice chain L = {Li}i∈Z is
a collection of o-lattices in Vˆ satisfying the following properties: Li ⊃ Li+1, and
zLi = Li+e with a fixed period e > 0. We say L is uniform if dimk L
i/Li+1 = n/e
for all i; the lattice chain is complete if e = n.
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Definition 2.1. A uniform parahoric subgroup P ⊂ GL(Vˆ ) is the stabilizer of a
uniform lattice chain L, i.e., P = {g ∈ GL(Vˆ ) | gLi = Li for all i}. The Lie algebra
of P is the parahoric subalgebra P ⊂ gl(Vˆ ) consisting of P = {p ∈ gl(Vˆ ) | pLi ⊂
Li for all i}. Note that P is in fact an associative subalgebra of gl(Vˆ ). An Iwahori
subgroup I is the stabilizer of a complete lattice chain, and an Iwahori subalgebra
I is the Lie algebra of I.
There are natural filtrations on P (resp. P) by congruence subgroups (resp.
ideals). For r ∈ Z, define the P-module Pr to consist of X ∈ P such that XLi ⊂
Li+r for all i; it is an ideal of P for r ≥ 0 and a fractional ideal otherwise. The
congruence subgroup P r ⊂ P is then defined by P 0 = P and P r = In + P
r for
r > 0. Note that these ideals are multiplicative, in the sense that PrPs = Pr+s.
If we fix a form ν ∈ Ω1F/k of order −1, the pairing
(2.1) 〈X,Y 〉ν = ResTr(XY ν)
identifies P−r with (Pr+1)⊥ and (Pr+1/Ps+1)∨ with P−s/P−r. There are sim-
ilar formulas for ν of arbitrary order, for example, (Pr+1)⊥ ∼= P−r+(1+ord(ν)e.
Throughout this section, we will assume for simplicity that ord(ν) = −1, but all
definitions and results can be stated for other ν.
Definition 2.2. Let Vˆ be an F vector space, and let (P, r, β) be a triple consisting
of
• P ⊂ GL(Vˆ ) a uniform parahoric subgroup;
• r ∈ Z≥0, with gcd(r, e) = 1;
• β ∈ (Pr/Pr+1)∨.
After fixing ν as above, we may identify β with a coset βν +P
−r+1 ⊂ P−r/P−r+1.
Thus, we may choose a representative βν ∈ P
−r for β. We say that (P, r, β) is a
uniform stratum if βν +P
−r+1 contains no nilpotent elements.
In this paper, we are interested in strata that satisfy a ‘graded’ version of regular
semisimplicity. Fix a totally ramified field extension E/F of degree e, and let oE
be the corresponding integral domain. Let
(2.2) T ∼= (E×)n/e ⊂ GL(Vˆ )
be a maximal torus and let t ∼= En/e ⊂ gl(Vˆ ) be the corresponding Cartan subal-
gebra. We denote the identity elements of the Wedderburn components of t by χj ,
and we write T (o) (resp. t(o)) for (o×E)
n/e ⊂ T (resp. o
n/e
E ⊂ t). Moreover, write t
♭
for the k-span of the χj and T
♭ for (t♭)×.
Now, suppose that (P, r, β) is a uniform stratum. There is a map ∂β,s : P
s/Ps+1 →
Ps−r/Ps−r+1 given by ∂β,s(X +P
s) = ad(X)(βν) +P
s−r+1.
Definition 2.3. We say that (P, r, β) is a regular stratum centralized by T if it
satisfies the following conditions:
(1) T (o) ⊂ P ;
(2) ker(∂β,s) = t ∩P
s +Ps+1 for all s;
(3) yβ = z
rβeν +P
1 is a semi-simple element of the algebra P/P1;
(4) when r = 0 (and hence, eP = 1), the eigenvalues of yβ are distinct modulo
Z.
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In fact, by [2, Theorem 3.6], L induces a complete lattice chain on each χj(Vˆ )
(with period e). Write Ij for the corresponding Iwahori subgroup. It follows from
[2, Lemma 2.4] that it is the unique lattice chain Lj with o
×
E ⊂ Ij . Moreover, if we
fix a uniformizer ̟E for oE , then ̟EIj = I
1
j . By [3, Proposition 1.18], we deduce
that the matrix ̟T = (̟E , . . . , ̟E) ∈ t satisfies the property ̟TP = P̟T = P
1.
Recall the following proposition:
Proposition 2.4 ([2, Proposition 2.10]). Let (P, r, β) be a regular stratum central-
ized by T , and let βν ∈ P
−r be a representative for β. There is a morphism of
t-modules πt : gl(Vˆ )→ t satisfying the following properties:
(1) πt restricts to the identity on t;
(2) πt(P
ℓ) ⊂ Pℓ;
(3) the kernel of the induced map
π¯t : (t+P
ℓ−r)/Pℓ−r+1 → t/(t ∩Pℓ−r+1)
is given by the image of ad(Pℓ)(βν) modulo P
ℓ−r+1;
(4) if y ∈ t and X ∈ gl(Vˆ ), then 〈y,X〉ν = 〈y, πt(X)〉ν ;
(5) let π¯t,ℓ : P
ℓ/Pℓ+1 → t/t∩Pℓ+1 be the induced map, and set Wℓ = ker(π¯t,ℓ).
Then, the induced map ad(βν) :Wℓ →Wℓ−r is an isomorphism.
A connection on Vˆ is a k-derivation ∇ : Vˆ → Vˆ ⊗ Ω1F/k. If τ is a k-derivation
on F , we write ∇τ for the composition of ∇ with the inner derivation associated
to τ : ∇τ (v) = iτ (∇(v)). In particular, let τν be the derivation with the property
that iτν (ν) = 1.
Definition 2.5. Let (P, r, β) be a uniform stratum. When r ≥ 1, we say that (Vˆ ,∇)
contains (P, r, β) if ∇τν (L
i) ⊂ Li−r and (∇τν − βν)(L
i) ⊂ Li−r+1 for all i. When
r = 0, and thus e = 1, we say that (Vˆ ,∇) contains (P, 0, β) if (∇τν−βν)(L
i) ⊂ Li+1
for some lattice Li.
Given a trivialization φ : Vˆ
∼
→ Fn, we write [∇]φ for the matrix of∇ with respect
to the standard basis of Fn. By the Leibniz rule, ∇ = dz + [∇]φ where dz is the
usual exterior k-differential on F . The group GLn(F ) acts transitively on the space
of trivializations for F , and
(2.3) [∇]gφ = g · [∇]φ := Ad(g)[∇]φ − (dzg)g
−1.
If we have fixed a base trivialization, we will shorten [∇]gφ to [∇]g and [∇]φ to [∇].
In general, the left action g· on gln(F )⊗Ω
1
F/k is called a gauge transformation, and
we say that two matrices X,Y ∈ gln(F )⊗Ω
1
F/k are gauge equivalent if there exists
g ∈ GLn(F ) such that g · X = Y . Thus, if ∇ and ∇
′ are connections on Vˆ , and
[∇]φ is gauge equivalent to [∇
′]φ, then (Vˆ ,∇) and (Vˆ ,∇
′) are isomorphic.
Now, suppose that (P, r, β) is a regular stratum in GLn(F ) centralized by a torus
T . We denote the pullback of P and β to GL(Vˆ ) by Pφ and βφ, respectively.
Theorem 2.6. [2, Theorem 4.13] If (Vˆ ,∇) contains the stratum (Pφ, r, βφ), then
there exists p ∈ P 1 and a regular element Aν ∈ t ∩P
−r such that p · [∇]φ = Aνν.
Furthermore, the orbit of Aνν under P
1-gauge transformations contains (Aν+P
1)ν.
Remark 2.7. By [2, Lemma 4.4], the map P−r → P−r/P1 intertwines the gauge
and adjoint actions of P . This implies that the functional induced on Pr/Pr+1 by
Aν coincides with β.
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We now define the “formal type” of a connection.
Definition 2.8. Let A ∈ P∨\{0}, and suppose that Pr+1 is the smallest congru-
ence ideal contained in A⊥. Let β be the restriction of A to Pr/Pr+1. We say that
A is a formal type if it satisfies the following conditions:
(1) the stratum (P, r, β) is regular and centralized by T , and
(2) any representative Aν ∈ P
−r for A lies in t+P1.
The connection (Vˆ ,∇) has formal type A if there is a trivialization φ : Vˆ →
Fn such that (Vˆ ,∇) contains the stratum (Pφ, r, βφ), and [∇]φ is formally gauge
equivalent to an element of (Aν +P
1)ν by an element of P 1. Finally, we say that
two connections that contain regular strata are combinatorially equivalent if the
strata have the same parahoric subgroup and slope.
By [2, Corollary 4.16], any two connections with formal type A are formally
isomorphic, and the formal type is independent of ν. The converse is false, since
any conjugate of A by the relative Weyl group of T is also a formal type for (Vˆ ,∇).
However, fixing a stratum uniquely determines the formal type. For the rest of the
section, we assume (without loss of generality) that P ⊂ GLn(o).
Proposition 2.9. If ∇ contains a regular stratum (Pφ, r, βφ), there exists a unique
formal type A such that A|Pr = β and [∇]φ is gauge equivalent to an element of
(Aν +P
1)ν by an element of GLn(o).
Proof. By Theorem 2.6 and Remark 2.7, (Vˆ ,∇) has a formal type A such that
A|Pr = β, and there exists p ∈ P
1 such that p · [∇]φ = Aνν, where Aν ∈ t ∩P
−r.
This formal type is unique, since [2, Lemma 3.16] implies that if [∇]φ is gauge
equivalent to A′ν ∈ t ∩P
−r and A′ν |Pr = β, then A
′
ν +P
1 = Aν +P
1. 
Finally, throughout the paper we will need to consider a slight variation on the
formal type. Choose a uniformizer ̟E for E such that ̟
e
E = z; under a suitable
embedding E →֒ gln/e(C), such a way that
(2.4) ̟E =

0 1 · · · 0
...
. . .
. . .
...
0
. . . 0 1
z 0 · · · 0
 .
We choose a basis for each χj Vˆ (and hence for V ) such that ̟T is block diag-
onal with these blocks. Using this basis, we define HT = (HE , . . . , HE) ∈ P
as the block diagonal matrix with blocks given by the diagonal matrix HE =
diag( e−12e ,
e−3
2e , . . . ,
1−e
2e ). LetH
′
T ∈ P
∨ to be the corresponding functionalH ′T (X) =
Tr(HTX)|z=0.
Definition 2.10. Let (Vˆ ,∇) have formal type A. We define the normalized formal
type of (Vˆ ,∇) to be A˜ = A+H ′T .
Note that if e = 1, then A˜ = A.
Proposition 2.11. Suppose that (Vˆ ,∇) contains a regular stratum and has nor-
malized formal type A˜. If A˜ν ∈ P
−r is a representative for A˜, then there exists
pˆ ∈ P 1 such that pˆ · [∇]φ = A˜νν.
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Proof. If r = 0 (so e = 1), this is just Theorem 2.6, so assume that r ≥ 1.
Note that H ′T ∈ (t
♭)⊥. Therefore, part 4 of Proposition 2.4 imply that πt(HT ) ∈
P1. Part 3 of the same proposition shows that there exists X ∈ Pr such that
ad(X)A˜ν ∈ HT
1
Res(ν) + P
1, so there exists p ∈ P 1 such that p · [∇]φ = Aνν by
Theorem 2.6. Moreover, exp(−X) · A˜νν ∈ (Aν +P
1)ν, so there exists p′ ∈ P 1 such
that p′ exp(−X) · A˜νν = Aνν. It follows that (exp(X)(p
′)−1p) · [∇]φ = A˜νν. 
Proposition 2.12. Any normalized formal type A˜ is stabilized by T ∩ P 1.
Proof. Since ad(P1)HT ∈ P
1, P 1 stabilizes HT +P
1. Moreover, the corresponding
formal type A is stabilized by T . 
3. Moduli spaces of connections
In this section, we will describe the moduli space of connections on P1(C) with
compatible framings and fixed combinatorics at each singular point.
First, we recall the construction of the moduli space of framed connections on
P1(C) with fixed formal type at each singular point [2]. Throughout, I will be a
finite indexing set and x = {xi}i∈I a collection of distinct points in P
1. We denote
the completion of the function field of P1 at xi by Fi and the corresponding power
series ring by oi.
Let V be a trivial rank n vector bundle on P1, i.e., we have fixed a trivialization
V ∼= OnP1 . Accordingly, we may identify the space of all global trivializations of V
with GLn(C). Note that a global trivialization determines a local trivialization of
Vi := V ⊗O
P1
Fi, so there is a natural inclusion GLn(C) →֒ GLn(Fi); moreover, the
global sections of V generate a distinguished lattice Li ⊂ Vi. Suppose that ∇ is a
connection on V with the property that the induced connection on Vi has formal
type Ai. We will assume without loss of generality that the associated torus Ti is
contained in GLn(oi). Therefore, by [2, Proposition 4.14], Ai determines a unique
stratum (Pi, r, βi) in GLn(Fi). We also set ̟i = ̟Ti .
Throughout this section, Ui will denote the unipotent subgroup P
1
i ∩GLn(C) with
Lie algebra ui = P
1
i∩gln(C). For simplicity, we write gi for the parahoric subalgebra
gln(oi); its radical is g
1
i = tgi. Note that Ui
∼= P 1i /(1 + g
1
i ) and ui
∼= P1i /g
1.
Definition 3.1. A compatible framing for ∇ at xi is a global trivialization g ∈
GLn(C) with the property that ∇ contains the GL(Vi)-stratum (P
g
i , r, β
g
i ) defined
above. We say that ∇ is framed at xi if there exists such a g.
We now define the moduli space of connections with fixed formal type and a
specified framing at each singular point. Set A¯i = Ai|P1 .
Definition 3.2. Let M˜(A) be the the moduli space of isomorphism classes of
triples (V,∇,g), where
• ∇ is a meromorphic connection on the trivial bundle V with singularities
at {xi}i∈I ;
• g = {Uigi}i∈I , with gi a compatible framing for ∇ at xi;
• the formal type A′i of ∇ at xi satisfies A¯
′
i = A¯i.
The moduli space M˜(A) is built out of “extended” coadjoint orbits M˜(Ai)
determined locally by each formal type Ai. In the following, let A be a formal type.
We define πP : g
∨ → P∨ and πP1 : g
∨ → (P1)∨ to be the restriction maps and O1
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to be the orbit of A¯ under the coadjoint action of P 1. Also, when r = 0 (so e = 1),
we take (t♭)′ ⊂ gln(C)
∨ to be the set of functionals of the form φ(X) = Tr(DX),
where D ∈ t♭ is a diagonal matrix with distinct eigenvalues modulo Z.
Definition 3.3. When r > 0, define the extended orbit M˜(A) ⊂ (U\GLn(C))×g
∨
to be
M˜(A) = {(Ug, α) | πP1(Ad
∗(g)(α)) ∈ O1)}.
When r = 0, we define M˜(A) by
M˜(A) = {(g, α) ∈ GLn(C)× gln(C)
∨ | Ad∗(g)α ∈ (t♭)′}.
There is a natural action ρ of GLn(C) on M˜(A) given by ρ(h)(Ug, α) = (Ugh
−1,Ad∗(h)α).
Note that when r = 0, M˜(A) is independent of A.
Proposition 3.4. [2, Proposition 5.10] The space M˜(A) is a symplectic manifold,
and ρ is a Hamiltonian action. The moment map for ρ is given by µρ(Ug, α) =
res(α), where res(α) = α|gln(C).
Remark 3.5. If αν is any representative of α, then res(α) = Res(ανν).
Theorem 3.6. [2, Theorem 5.4] The moduli space M˜(A) is the symplectic reduc-
tion of
∏
i∈I M˜(Ai) by the diagonal action of GLn(C):
M˜(A) ∼= (
∏
i∈I
M˜(Ai)) 0 GLn(C).
Moreover, M˜(A) is a symplectic manifold.
Specifically,
∏
i∈I M˜(Ai) is a symplectic manifold, and the diagonal action of
GLn(C) has moment map µGLn =
∑
i∈I resi. Thus,
(
∏
i∈I
M˜(Ai)) 0 GLn(C) = µ
−1
GLn
(0)/GLn(C).
In the remainder of this section, we describe a larger moduli space in which we
fix only the combinatorics of (Vi,∇i) at xi, and not the formal type. Again, it will
be constructed as a reduction of the product of local pieces.
First, we discuss these local pieces. If P is a uniform parahoric subgroup P
with period e, r ≥ 0 is an integer such that (r, e) = 1, and T is a maximal torus
such that T (o) ⊂ P , we let (P/Pr+1)∨reg be the set of γ ∈ (P/P
r+1)∨ such that
(P, r, γ|Pr/Pr+1) is a regular stratum centralized by T . We also let A(P, r) be the
subset of (P/Pr+1)∨reg consisting of normalized formal types. Note that A(P, r)
is the subset of (P/Pr+1)∨reg consisting of X + HT , where X is stabilized by the
coadjoint action of T (o). We also define (P1/Pr+1)∨reg to be the projection of
(P/Pr+1)∨reg onto (P
1/Pr+1)∨.
Definition 3.7. If r = 0, define M˜(P, r) = M˜(A) for any A. If r > 0, define
M˜(P, r) ⊂ (U\GLn(C)) × gln(o)
∨ by
M˜(P, r) = {(Ug, α)|πP(Ad
∗(g)α) ∈ (P/Pr+1)∨reg}.
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The space M˜(P, r) is a manifold; the argument is similar to the proof that M˜(A)
is smooth given in [2].
If we set V = π−1P (P/P
r+1)∨reg ⊂ (g/P
r+1)∨, then
(3.1) V×U GLn(C) ∼= M˜(P, r).
The isomorphism is given by the map (v, g) 7→ (Ug,Ad∗(g−1)v). Note that in the
case r = 0, V = (g/g1)∨reg = (t
♭)′ = A(GLn(o), 0).
Proposition 3.8. There is a smooth map Γ : M˜(P, r)→ A(P, r) which assigns to
(Ug, α) the unique normalized formal type in the P 1-orbit of πP(Ad(g)(α)). The
fiber Γ−1(A˜) is isomorphic to M˜(A).
Proof. Using the description of M˜(P, r) in (3.1), we will construct a smooth map
ζ : V×GLn(C)→ A(P, r) and then show that it U -equivariant.
First, we show that (P/Pr+1)∨reg
∼= A(P, r) ×T∩P 1 P
1/P r+1, where T ∩ P 1
acts on the right factor by left translation, and on the left factor by the coadjoint
action. There is a natural map A(P, r) ×T∩P 1 P
1/P r+1 → (P/Pr+1)∨reg given by
(Y, p¯) 7→ Ad∗(p−1)Y . The inverse map takes a regular functional γ to the class
of (A, p¯), where A˜ is the unique normalized formal type in the P 1-orbit of A˜ and
A˜ = Ad∗(p)γ.
We now define ζ′ : (P/Pr+1)∨reg → A(P, r) as the projection onto the left factor
of A(P, r)×T∩P 1 P
1/P r+1; this makes sense since the coadjoint action of T ∩P 1 on
A(P, r) is trivial by Proposition 2.12. In particular, it is clear that ζ′(Ad∗(u)X) =
X for any u ∈ U . It follows that the map ζ(v, g) = ζ′(πP(v)) is U -equivariant,
where U acts trivially on A(P, r). We define Γ to be the map induced by ζ on
V×U GLn(C).
Finally, we see that M˜(A) embeds into Γ−1(A˜) by comparing Definitions 3.3
and 3.7. Moreover, if (Ug, α) ∈ Γ−1(A˜), then πP1(Ad
∗(g)(α)) ∈ O1. Therefore,
M˜(A) ∼= Γ−1(A˜).

Before proceeding, we need to recall some facts about Poisson reduction. Recall
that if a Lie group G acts on a Poisson manifold M via a canonical Poisson action,
then there is a corresponding moment map µM : M → g
∨. The following result
appears in [11].
Proposition 3.9 ([11, Examples 3.B, 3.F]). Let M be a Poisson manifold, and
suppose that G is a linear algebraic group with a free canonical Poisson action on
M . If 0 is a regular value for µM , then the Poisson structure on M induces a
Poisson structure on M 0 G
def
= µ−1(0)/G called the Poisson reduction of M . If
the symplectic leaves of M intersect the G-orbits cleanly (in the terminology of [6,
II.25, p. 180]), then the symplectic leaves of M 0 G are the connected components
of the symplectic reductions of those symplectic leaves of M that intersect µ−1(0).
Lemma 3.10. The variety (P1/Pr+1)∨reg is naturally a Poisson manifold.
Proof. Observe that (P1/Pr+1)∨reg consists of those elements X ∈ (P
1/Pr+1)∨
such that (P, r,X |Pr ) is a regular stratum. Under the isomorphism (P
1/Pr+1)∨ ∼=
P−r/P induced by the pairing (2.1), we see that this is an open condition on the
closed subvariety Z = (t ∩ P−r + P−r+1)/P. By part (4) of Proposition 2.4 and
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using the notation in part (5) of the same proposition, Z corresponds to the set
of functionals X with the property X |Wr = 0. Since [P
1,Wr] ⊂ P
r+1, and the
Poisson bracket restricted to linear functions on (P1/Pr+1)∨ is just the usual Lie
bracket on P1/Pr+1, this implies that the ideal generated byWr is a Poisson ideal.
It follows that Z = (P1/Pr+1)∨reg ⊂ (P
1/Pr+1)∨ is a Poisson space, and therefore
(P1/Pr+1)∨reg is Poisson. 
Proposition 3.11. The manifold M˜(P, r) has a Poisson structure. When r ≥ 1,
the manifold M˜(P, r) is isomorphic to a Poisson reduction:
M˜(P, r) ∼= ((P1/Pr+1)∨reg × T
∗GLn(C)) 0 U.
The symplectic leaves of M˜(P, r) are the fibers of the map Γ.
Proof. In the case r = 0, M˜(P, r) ∼= M˜(A) by the remark following Definition 3.7.
Therefore, M˜(P, r) is in fact symplectic.
We now suppose that r ≥ 1. The space (P1/Pr+1)∨reg×T
∗GLn(C)) is a Poisson
manifold using the Poisson structure of Lemma 3.10 on the first factor and the
usual symplectic structure of a cotangent bundle on the second.
The group U acts on (P1/Pr+1)∨reg and T
∗GLn(C) via the coadjoint action and
the free action induced by left multiplication on GLn(C) respectively; these actions
are canonical Poisson.
The moment map of the diagonal action is given by
(3.2) µ˜(Y, (g,X)) = −Ad∗(g)(X)|u + Y |u.
It is clear that µ˜ is a submersion.
If µ˜(Y, (g,X)) = 0, then Ad∗(g)(X)|u = Y |u. Therefore, we may glue Ad
∗(g)(X)
and Y together to obtain a functional ψY,X ∈ (g/P
r+1)∨; note that ψY,X ∈ V if
and only if Y ∈ (P1/Pr+1)∨reg Using the description of M˜(P, r) in line (3.1), we
define a map p : µ˜−1(0)→ M˜(P, r) by
(Y, (g,X)) 7→ (ψY,X , g) ∈ (g/P
r+1)∨ ×U GLn(C).
The map is surjective, and the fibers of p are U -orbits.
The symplectic leaves of (P1/Pr+1)∨reg×T
∗GLn(C) are given by O×T
∗GLn(C),
where O is any coadjoint orbit in (P1/Pr+1)∨reg. It is obvious that the U -orbits
intersect the leaves cleanly. It now follows from Definition 3.3 and the fact that the
M˜(A) are connected that the symplectic leaves of M˜(P, r) are given by M˜(A) for
A a formal type corresponding to P and r.

Lemma 3.12. The GLn(C)-action on M˜(P, r) defined by h(Ug, α) = (Ugh
−1,Ad∗(h)(α))
is free canonical Poisson with submersive moment map µ(Ug, α) = res(α).
Proof. By [2, Lemma 5.12], this action restricts to a free action on each symplectic
leaf M˜(A). To see that it is canonical Poisson, first observe that the GLn(C)-
action on (P1/Pr+1)∨reg ×T
∗GLn(C) given by h · (Y, (g,X)) = (Y, gh
−1, Ad∗(h)X)
is canonical Poisson with moment map (Y, (g,X)) 7→ X . Since it commutes with
the action of U , it induces a canonical Poisson action on the Poisson reduction with
moment map given by the same formula. It is easy to check that this action corre-
sponds to the given action on M˜(P, r) under the isomorphism of Proposition 3.11.
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Since (Y, (g,X)) corresponds to (ψY,X , g) and res(ψY,X) = X , we obtain the de-
sired expression for the moment map. Finally, by [2, Lemma 5.11], µ is even a
submersion when restricted to any symplectic leaf. 
We are now ready to construct the moduli space of framed connections on P1(C)
with fixed combinatorics. Recall that x is a finite set of points in P1(C) indexed by
I. Let P = {Pi}i∈I be a collection of uniform parahoric subgroups with periods ei
such that Pi ∈ GLn(oi), and let r = (ri)i∈I with ri ≥ 0 and gcd(ri, ei) = 1. Also,
fix maximal tori Ti such that Ti(o) ⊂ Pi.
It is immediate from Lemma 3.12 that the diagonal action of GLn(C) on
∏
i∈I M˜(Pi, ri)
is free canonical Poisson and that its moment map µ =
∑
i∈I resi is a submersion.
Definition 3.13. Define M˜(x,P, r) as the Poisson reduction
M˜(x,P, r) =
∏
i∈I
M˜(Pi, ri) 0 GLn(C).
We also set M̂(x,P, r) = µ−1(0) and A(x,P, r) =
∏
i∈I A(Pi, ri).
Proposition 3.14. There is a smooth map Γ : M˜(x,P, r) → A(x,P, r) which
assigns a normalized formal type A˜i to ∇ at each pole xi. The fiber Γ
−1(A˜) is
isomorphic to M˜(A), and the symplectic leaves of M˜(x,P, r) are the connected
components of these fibers.
Proof. Since the maps Γi : M˜(Pi, ri) → A(Pi, ri) are GLn(C)-equivariant (where
GLn(C) acts trivially on A(Pi, ri)),
∏
i∈I Γi induces the desired map Γ. The state-
ment about the fibers of Γ follows from Proposition 3.8 and the construction of
M˜(A) in Theorem 3.6. Finally, the symplectic leaves of
∏
i M˜(Pi, ri) are given by∏
i M˜(Ai), and they intersect the GLn(C)-orbits cleanly. By Proposition 3.9, the
symplectic leaves of M˜(x,P, r) are the connected components of M˜(A). 
Theorem 3.15. The Poisson manifold M˜(x,P, r) is isomorphic to the moduli
space of isomorphism classes of triples (V,∇,g), where (V,∇,g) satisfies the first
two conditions of Definition 3.2, and (Vi,∇i) contains a regular stratum of the
form (Pi, ri, β). The manifold M̂(x,P, r) is isomorphic to the moduli space of
isomorphism classes (V,∇,g) satisfying the conditions above, with a fixed global
trivialization φ.
Proof. By Proposition 2.9, we may associate a unique formal type A to every formal
connection that contains a regular stratum (P, r, β). Therefore, if (V,∇,g) satisfies
the conditions above, there is a unique element A ∈ A(Pi, ri) given by the formal
type of (V,∇,g) at each singular point. In particular, by Theorem 3.6, (V,∇,g)
corresponds to a unique point in M˜(A). However, by Proposition 3.14, M˜(A) ∼=
Γ−1(A). On the other hand, every point p ∈ M˜(x,P, r) corresponds to a unique
connection with formal type Γ(p).
Now, suppose q = (Uigi, αi)i∈I ∈ M̂(x,P, r). Fix a global form ν ∈ Ω
1
P1
. By
(2.1), we may associate to αi a unique meromorphic form αiνν with coefficients in
gln(Fi). Since µ(q) = 0,
∑
i∈I Resi(αiνν) = 0. It follows that q determines a global
form αν, and thus a global meromorphic connection ∇ = d+αν on the trivial rank
n vector bundle over P1. It is easily checked that this gives a bijection between
points in M̂(x,P, r) and triples (V,∇,g).
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
4. Integrable deformations
Let X = P1(C), and let V be an n−dimensional trivial vector bundle on X . In
this section, we will consider the deformations of a connection (V,∇) which contains
a regular stratum at each singularity.
4.1. Formal Deformations. Without loss of generality, take x1 = 0 and fix a
parameter z at 0. We will suppress the subscripts on (Pi, ri, βi), etc. when we work
locally at 0. Let F be the field of Laurent series at 0 and o ⊂ F the ring of power
series. Define Vˆ to be the formal completion of V at 0, and let ∇ˆ be the induced
formal connection.
Now, let D = Spec(o), and fix a standard parahoric P and an integer r with
gcd(r, e) = 1. We also fix a torus T , with T (o) ⊂ P , as in (2.2). Let ∆ be an analytic
polydisk; we denote its ring of functions by R. A formal flat deformation is a flat,
meromorphic connection (V¯ , ∇¯) on D ×∆ satisfying the following properties:
• the vector bundle V¯ is isomorphic to the trivial rank n vector bundle, and
• the restriction of ∇¯ to D×{y}, denoted by ∇ˆy, contains a regular stratum
(Py , r, βy).
Fix a trivialization φ of V¯ so that we may identify all other trivializations with
elements of GLn(o ⊗ R). We say that the deformation (V¯ , ∇¯) is framed if there
exists a trivialization g ∈ GLn(R) with the property that Py = P
g(y), βy = β
g(y),
and the regular stratum (Py, r, βy) is centralized by Ty := T
g(y). In particular,
any representative (βy)ν ∈ P
−r
y for βy lies in ty +P
−r+1
y by [2, Remark 3.5] (with
ord(ν) = −1).
We denote Pℓ∆ = P
ℓ ⊗ R, P¯ℓ∆ = P
ℓ
∆/P
ℓ+1
∆ , and t∆ = t⊗R. We define P∆ and
T∆ similarly. Suppose that (V¯ , ∇¯) is framed by g, and fix a nonzero one-form ν at
0. If ν = u dzz , write
zν
dz = u. Let A(y) be the formal type of ∇¯ at y. Using the
pairing in (2.1), we may choose a representative Aν(y) for A(y) of the form
Aν(y) = (
−r
n
t−r(y)̟
−r
T + . . .+
−1
n
t−1(y)̟
−1
T + t0(y))
dz
zν
,
with ti(y) ∈ t
♭
∆. For example, A dz
z
= (−rn t−r(y)̟
−r
T + . . .+
−1
n t−1(y)̟
−1
T + t0(y)).
Recall that any element of t can be written as a Laurent series t =
∑∞
i=−N tj̟
j
T
with ti ∈ t
♭. We define an endomorphism δe of t via δe(t) =
∑∞
i=−N
i
e ti̟
i
T .
Lemma 4.1. Suppose t ∈ t∆. Then, z∂zt− [t,HT ] = δet. Moreover, any solution
B ∈ Ω1∆((t +P
ℓ)/Pℓ) to the differential equation z∂zB − [B,HT ] = δet + t0 +P
ℓ
has the form B = t + f +Pℓ, where f ∈ t♭∆. There is no solution when ℓ ≥ 0 and
t0 6= 0.
Proof. Since the equations are block diagonal in t, we may immediately reduce to
the case where T = E×. A direct calculation shows that z∂z̟
i
T − [̟T , HE ] =
i
e̟
i
T = δe(̟
i
T ). This proves the first statement. The second follows by applying
the same calculation to each term of B up to ̟ℓT . Note that z∂z̟
0
T − [̟
0
T , HE ] = 0,
so there is no solution when t0 6= 0. 
As in the previous section, we will let p · [∇¯]g denote the dz part of the gauge
transformation formula: p · [∇¯]g = Ad(g)([∇¯]g) − (dzp)p
−1. We will use d∆ and d¯
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to denote the exterior differential on ∆ and P1 ×∆, respectively. Suppose that A˜ν
is the normalized formal type associated to Aν . By Proposition 2.11, there exists
an element p ∈ P∆ such that
p(y) · [∇ˆy ]g = A˜ν(y)ν.
Let d∆ be the exterior differential on ∆. Define
A∆(y) =
−1∑
i=−r
̟−iT d∆ti,
so that d∆A dz
z
= δeA∆ + d∆t0.
Proposition 4.2. Let p be as above. Then, p · [∇¯]g − (d∆p)p
−1 = A˜νν +A∆ + f ,
where f ∈ Ω1∆(t
♭) is closed. Moreover, t0(y) must be constant. Conversely, if q ∈
GLn(F⊗R), f is closed, and t0(y) is constant, then [∇¯
′] = q−1 ·
(
A˜νν +A∆ + f
)
+
q−1(d∆q) determines a flat meromorphic connection ∇¯
′ on V¯ .
Remark 4.3. The case e = 1 is proved in the Appendix of [1].
Proof. Note that the connection determined by p · [∇¯]g − (d∆p)p is flat, since ∇¯
is flat and −(d∆p)p is simply the d∆ part of the gauge transformation formula.
Conversely, if the connection determined by A˜νν + A∆ + f is flat, then ∇¯
′ is flat
by the same argument.
Without loss of generality, set ν = dzz . It suffices to show that whenever [∇¯] =
A˜ dz
z
dz
z + B for some B ∈ Ω
1
∆(gln(F )), then ∇¯ is flat if and only if B has the form
A∆ + f . We observe that ∇¯ is flat if and only if it satisfies the conditions
d∆(A dz
z
)− z∂zB + [B,A dz
z
+HT ] = 0(4.1)
and d∆B +B ∧B = 0.(4.2)
If B = A∆ + f , (4.2) holds trivially while (4.1) follows from the first part of
Lemma 4.1, so ∇¯ is flat.
We now prove the converse. If r = 0, then e = 1 and HT = 0. In this case, we
may take A dz
z
= t0(y) to be a regular diagonal matrix with entries in R; moreover,
no two eigenvalues of A dz
z
differ by an integer. Setting B =
∑
Bℓz
ℓ with Bℓ ∈
gln(C), (4.2) reduces to [Bℓ, A dz
z
] = ℓBℓ when ℓ 6= 0. The eigenvalue condition
now implies that Bℓ = 0. whenever ℓ 6= 0, by the condition on the eigenvalues of
A dz
z
. On the other hand, [B0, A dz
z
] = −d∆(A dz
z
). Since the right hand side is a
diagonal matrix, both sides must be identically 0. It follows that d∆(A dz
z
) = 0 and
B0 ∈ Ω
1
∆(t
♭) while the fact that B0 is closed follows from (4.2).
We now consider the case r ≥ 1. In the following, let t0(y) be the constant
term of A dz
z
. Suppose, by induction, that B ∈ A∆ + f + Ω
1
∆(t
♭ +Pℓ). (Note that
B ∈ Ω1(PL) for some L ≤ −r, so the first inductive step is trivially satisfied for
ℓ = L). Applying the first part of Lemma 4.1 with t = A∆ gives
d∆(A dz
z
) + [B,HT ]− z∂zB ∈ d∆t0 +Ω
1
∆(P
ℓ).
We deduce from (4.1) that [B,A dz
z
] ∈ d∆t0 +Ω
1
∆(P
ℓ).
When ℓ < 1, d∆t0 ∈ Ω
1
∆(P
ℓ). This implies that [B,A dz
z
] ∈ Ω1∆(P
ℓ), so B ∈
Ω1∆(t+P
ℓ+r). Next, consider ℓ = 1. By the ℓ = 0 step, we know that B ∈ Ω1∆(t+
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Pr). Part (3) of Proposition 2.4 shows that [B,A dz
z
] + Ω1∆(P
1) ∈ ker(π¯t ⊗ IΩ1∆).
Since d∆t0 ∈ Ω
1
∆(t
♭), part (1) of the same proposition gives d∆t0 ∈ Ω
1
∆(P
1). Since
t♭ ∩ P1 = {0}, we see that d∆t0 = 0. Thus, we may conclude that the inductive
hypothesis implies that [B,A dz
z
] ∈ Ω1∆(P
ℓ) for ℓ ≥ 1 as well. As before, B ∈
Ω1∆(t+P
ℓ+r) ⊂ Ω1∆(t+P
ℓ+1).
To complete the inductive step, we apply the second part of Lemma 4.1 to obtain
B ∈ A∆ + Ω
1
∆(t
♭ +Pℓ+1). Using the fact that the sum t♭ +Pℓ is direct for ℓ ≥ 1,
we actually obtain f ∈ Ω1∆(t
♭) such that B ∈ A∆+ f +Ω
1
∆(P
ℓ) for all ℓ. The result
now follows since
⋂
ℓP
ℓ = 0.

Definition 4.4. We say that a compatible framing g for ∇¯ is good if there exists
p ∈ P 1∆ such that p · [∇¯]g − (d∆p)p
−1 = A˜νν +A∆.
Proposition 4.5. Every framed flat deformation has a good compatible framing.
Proof. If g is a compatible framing, there exists p ∈ P such that p · ([∇¯]g) −
(d∆p)p
−1 = (A dz
z
+HT )
dz
z +A∆ + f by Proposition 4.2. Since f is closed on ∆, it
is exact. Choosing ϕ ∈ t♭∆ such that f = d∆ϕ, we obtain
Ad(eϕ)
(
p · ([∇¯]g)− d∆(p)p
−1
)
− d∆ϕ = (A dz
z
+HT )
dz
z
+A∆.
It follows that eϕg is a good compatible framing. 
4.2. Global Deformations.
Definition 4.6. A framed global deformation is a triple (g, V¯ , ∇˜) consisting of:
(1) a trivializable rank n vector bundle V¯ on P1 ×∆;
(2) an R-relative connection ∇˜;
(3) a collection of analytic framings g = (gi)i∈I , gi : ∆→ Ui\GLn(C);
(4) the restriction of (V¯ , ∇˜) to P1×{y} must lie in M˜(x,P, r) with compatible
framing g(y).
We say that a framed deformation is integrable if there exists a total flat connection
∇¯ on P1 ×∆ with P1 part ∇˜.
We note that (g, V¯ , ∇˜) determines a smooth map ∆→ M˜(x,P, r). Specifically,
there are maps gi(y) and αi(y) such that the connection on the fiber above y
corresponds to the point (Uigi(y), αi(y))i∈I ∈ M˜(x,P, r) .
Suppose that (g, V¯ , ∇˜) is an integrable framed global deformation. If we fix
a trivialization for V¯ , we may write [∇¯] = αν + Υ, where Υ is a section of
Ω1∆/C(End(V¯ )) with poles along {xi}. The curvature of ∇¯ is given by
Ξ(α,Υ) = d¯(αν +Υ) + Υ ∧ αν + αν ∧Υ+Υ ∧Υ ∈ Ω2∆×P1.
Thus, ∇¯ is flat if and only if the following hold:
(4.3) τνΥ = d∆α+ [Υ, α] and 0 = d∆Υ+Υ ∧Υ.
An integrable deformation (g, V¯ , ∇˜) determines a flat formal deformation (Vˆi, ∇¯i)
at each singular point. Therefore, if A˜i(y) is the normalized formal type of (Vˆi, ∇¯i)
at y ∈ ∆, Proposition 4.5 implies that there exists pi ∈ P
1
i such that pigi · [∇¯] −
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Ad(pi)(d∆gig
−1
i ) − (d∆pi)p
−1
i = A˜i,νν + Ai,∆. Since p
−1
i d∆pi ∈ Ω
1
∆(P
1) by [2,
Lemma 4.4], we deduce
(4.4) Υ ∈ Ad(g−1i p
−1
i )Ai,∆ + g
−1
i d∆gi +Ω
1
∆((P
1
i )
gi).
Set re = (r
′
i)i∈I := (⌈
ri
ei
⌉)i∈I , where ⌈
ri
ei
⌉ is the integer ceiling of riei . Let Dr be
the divisor
∑
i∈I r
′
i[xi] on P
1.
Definition 4.7. Let glnP1 denote the trivial gln-bundle on P
1, and let glrenP1 =
glnP1(Dr) be the sheaf corresponding to the divisor Dr
Note that sections of glrenP1 have poles of order at most r
′
i at xi.
Fix a set of parameters (zi)i∈I at each singular point xi with the property that
each zi has a pole at a fixed point x0. Define a C-linear map φi : gln(Fi)→ gln(C)
by φi(X) = Resxi(X
dzi
zi
). Thus, φi extracts the constant term of X at xi with
respect to zi. This induces a map φ¯i : gln(Fi)/P
1
i → gln(C)/ui.
Next, we define a map ς which assigns a global section of glrenP1 to a collection
of principal parts at x. Given Xi ∈ g
−r′i
i /gi, let X˜i ∈ H
0(P1; glrenP1) be the section
corresponding to the unique lift of Xi to gln(z
−1
i C[z
−1
i ]).
Definition 4.8. The map ς :
∏
i∈I g
−r′i
i /gi → H
0(P1; glrenP1) is given by
(4.5) ς((Xi)i∈I) =
∑
i∈I
X˜i.
We will usually write X0 for ς((Xi)i∈I).
Remark 4.9. This map commute with the adjoint action of GLn(C), i.e., Ad(g)(X
0) =
(Ad(g)X)0 for any g ∈ GLn(C). Indeed, Ad(g)(X˜i) = ˜Ad(g)Xi for each i since
Ad(g) stabilizes gln(z
−1
i C[z
−1
i ]).
We are now ready to describe a system of differential equations satisfied by an
integrable deformation. Let (V¯ , ∇¯) be a deformation of (V,∇) as in Definition 4.6,
corresponding to a map (gi(y), αi(y))i∈I from ∆ to M˜(x,P, r).
Fix a uniformizer z0 at x0.
Lemma 4.10. If Υ′ has principal part Υi at each xi and is holomorphic elsewhere,
then Υ′ −Υ0 = Υ′|z0=0.
Proof. Since Υ′ and Υ0 have the same principal parts at each singular point, Υ′ −
Υ0 = X ∈ Ω1∆(gln(C)). By construction, Υ
0 and Υ′ are holomorphic at x0, and
Υ0|z0=0 = 0. Therefore, X = Υ
′|z0=0. 
Lemma 4.11. Given Υ ∈ Ω1∆(H
0(P1; glrenP1)), define Υi = Υ+ gi. Any integrable
framed deformation ∇¯ is GLn(R)-gauge equivalent to a deformation αν +Υ satis-
fying Υ = ς((Υi)i∈I).
Proof. Suppose that [∇¯] = α′ν + Υ′. Then, Υ′ − (Υ′)0 = X ∈ Ω1∆(gln(C)) by
Lemma 4.10. Since the image of ς is closed under conjugating by GLn(R), it
suffices to show that there exists g ∈ GLn(R) such that Υ := Ad(g)Υ
′−(d∆g)g
−1 =
Ad(g)(Υ′)0.
The system of differential equations g−1(d∆g) = X has a solution if d∆X +X ∧
X = 0. To see this, recall that d∆X = d∆Υ
′|z0=0. By flatness, d∆Υ
′+Υ′ ∧Υ′ = 0,
so d∆X +X ∧X = (d∆Υ
′ +Υ′ ∧Υ′)|z0=0 = 0. 
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Now, suppose that (g, V¯ , ∇˜) is a deformation. Choose pi ∈ P
1
∆ such that pi ·αν =
A˜iνν, and write gˆi = pigi. Let Υi = Ad(gˆ
−1
i )Ai,∆ + Ω
1
∆(gi), with corresponding
global section Υ0 ∈ Ω1∆(H
0(P1; glrenP1)).
Theorem 4.12. A good framed deformation (g, V¯ , ∇˜) is integrable if and only if
it is GLn(R)-gauge-equivalent to a deformation satisfying the following equations:
(1) φi(Ad(p
−1
i )(Ai,∆) + (d∆gi)g
−1
i ) ∈ φi(Ad(gi)Υ
0) + Ω1∆(ui);
(2) d∆α ∈ τνΥ
0 + [α,Υ0] + Ω1∆(gi
dzi
ziν
); and
(3) dΥ0 +Υ0 ∧Υ0 = 0.
Proof. Suppose that (g, V¯ , ∇˜) is integrable. By Lemma 4.11, there exists a gauge
g ∈ GLn(R) such that [∇¯]g = αν +Υ with Υ = Υ
0. By Proposition 4.2,
(4.6) Υ ∈ Ad(gˆ−1i )Ai,∆ + gˆ
−1
i d∆gˆi + (P
1
i,∆)
gi .
Therefore, condition (1) is satisfied by applying Ad(gi) and φi. Moreover, αν + Υ
is flat, so conditions (2) and (3) follow from (4.3).
To see the converse, note that condition (1) shows that Υ0 satisfies (4.6). Con-
dition (2) implies that the cross-term of the curvature of αν + Υ0 is zero modulo
g1i
dzi
ziν
. Writing this term as
∑
fjdyj , where the dyj ’s are a basis for Ω
1
∆, we see
that fj ∈ H
0(P1; Ω1
P1
) = {0}. Since the term in Ω2∆ vanishes by condition (3), we
see that the curvature vanishes.

Corollary 4.13. A good framed deformation (g, V¯ , ∇˜) is integrable if and only if
there exists g ∈ GLn(R) such that
(1) φi(Ad(gi)(g
−1d∆g +Υ
0)) ∈ φi(Ad(p
−1
i )A∆,i + (d∆gi)g
−1
i ) + Ω
1
∆(ui);
(2) d∆α ∈ τνΥ
0 + [α,Υ0 + g−1d∆g] + Ω
1
∆(g
1
i
dzi
ziν
); and
(3) d∆(Υ
0 + g−1d∆g) + (Υ
0 + g−1d∆g) ∧ (Υ
0 + g−1d∆g) = 0.
Proof. Set [∇¯] = αν + Υ and choose g ∈ GLn(R) such that [∇¯]g = α
′ν + Υ′ with
Υ′ = (Υ′)0. The proof above shows that (g′, α′,Υ′) satisfy the conditions in the
theorem. One obtains the equations in the corollary by substituting Υ′ = Ad(g)Υ0,
α′ = Ad(g)(α), and g′i = gig
−1. The converse is proved similarly. 
Remark 4.14. It will be shown later in Theorem 5.7 that the third condition in
these two results is unnecessary.
5. Integrability
In this section we show that the equations from Corollary 4.13 determine a
Frobenius integrable system on M˜(x,P, r). Throughout, we will fix a global mero-
morphic one-form ν on P1(C).
5.1. The Differential Ideal. We will construct a differential ideal IGLn on M̂(x,P, r)
corresponding to the system of differential equations in Corollary 4.13. Through-
out, we will simplify notation by suppressing x, P, and r in the notation and using
d for the exterior differential on all spaces whenever there is no risk of ambiguity.
We will also write M˜i = M˜(Pi, ri) and Ai = A(Pi, ri).
ISOMONODROMIC DEFORMATIONS OF CONNECTIONS 17
Set tji = ti ∩ P
j
i and T
j
i = Ti ∩ P
j
i . First, we define maps Γˆi : M̂ → Ai and
Γˆiν : M̂ → (t
−ri
i +HT )
dzi
ziν
:
Γˆi((Ujgj, αj)i∈I) = Γi(Uigi, αi)
and Γˆiν((Ujgj , αj)) is the standard representative of Γi(Uigi, αi) in P
−r
i
dzi
ziν
with
Laurent expansion (γ−r̟
−r
i + . . . + γ0̟
0
i + HT )
dzi
ziν
. We also write Γˆ0i for the
coefficient of ̟0i
dzi
ziν
in Γˆiν .
We identify the tangent bundle of Ai with Ai×t
−ri
i /t
1
i using the pairing 〈, 〉 dzi
zi
.
The differential of the map Γˆi : M̂ → Ai determines a section dΓˆi of Ω
1
M̂
(t−rii /t
1
i ) ⊂
Ω1
M̂
(P−rii /P
1
i ).
Let ψi : M̂ → Ui\GLn(C) be the composition of the projections M̂ → M˜i
and M˜i → Ui\GLn(C). Using the standard identification of T (Ui\GLn(C)) with
(ui\ gln(C)) ×Ui GLn(C), we define a map ǫ¯i from gln(C) to global sections of
T (Ui\GLn(C)) via ǫ¯i(X)(Uig) = (Ad(g)X, g). The pullback ǫi = ψ
∗
i ǫ¯i gives a map
from gln(C) to sections of ψ
∗
i (T (Ui\GLn(C))).
Identify M˜i with Vj ×Uj GLn(C) as in (3.1). Throughout this section, (3.1), we
will use mj = (vj , gj) ∈ Vj ×Uj GLn(C) to denote a point in M˜i and m = (mj)j∈I
to denote a point in M̂ ⊂
∏
i∈I M˜i.
We are now ready to define a collection of differential forms on M̂.
(1) Define an endomorphism δe’ : t
−ri
i /t
1
i → t
−ri
i /t
1
i by
δe’(t−j̟
−j
i ) =
{
−e
j t−j̟
−j
i if j > 0;
0 if j = 0,
and set A
M˜,i
= δe’(dΓˆi). If ν =
dzi
zi
, the first part of Lemma 4.1 implies
that
τνAM˜,i + ad(Γˆiν)(AM˜,i) = dΓˆiν − dΓˆ
0
i + t
1
i .
(2) Recall that (Pi/P
ri+1
i )
∨
reg
∼= Ai×T 1P
1
i /P
r+1
i . Given mi ∈ M˜i, we may
write πPi(vi) = (ai, pi) ∈ A(Pi, ri) ×T 1 P
1
i /P
ri+1
i . Thus, pi is character-
ized by Ad(pi)(πPi(vi)) = a. Define a bundle Bi = P
−r
i /P
1
i ×Ui GLn(C)
over Ui\GLn(C), where Ui acts on GLn(C) by left multiplication and on
P−ri /P
1
i by Ad. We define Φi ∈ Ω
1
M̂
(ψ∗i (Bi)) by
(5.1) Φi = Ad(p
−1
i )(AM˜,i),
Note that Φi is well defined: AM˜,i is stabilized by T
1 and, since ui(ai, pi) =
(ai, piu
−1
i ),
Ad(ui)Φi(uim) = Φi(m),
(3) We define a third form Υ0 on M̂ which has coefficients in H0(P1; glrenP1).
The form
Φ¯i = Ad(g
−1
i )Φi +Ω
1
M̂
(gi) ∈ Ω
1
M̂
((P−rii )
gi/gi)
is well defined on M̂, so the product Φ¯ = (Φ¯i)i∈I determines a form in
Ω1
M̂
(
∏
i∈I((P
−ri
i )
gi/gi)). Using Definition 4.8, Φ¯ determines a form Υ
0 ∈
Ω1
M̂
(H0(P1; glrenP1)).
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(4) The next form, Θi, is defined on M̂ with coefficients in ψ
∗
i (T (Ui\GLn(C))).
Here, we identify T (Ui\GLn(C)) with ui\ gln(C)×Ui GLn(C) in the usual
way. Define a section of Ω1
M̂
(ψ∗i T (Ui\GLn(C))) by
Θi(m) = (dgi)g
−1
i + φ¯i(Φi)− φ¯i(Ad(gi)(Υ
0)) + Ω1
M̂
(ui).
The form Θi is well defined. By construction, φ¯i(Φi) is well defined on M̂.
Furthermore, Ad(ui)φ¯i(Ad(gi)Υ
0)(uim) = φ¯i(Ad(gi)Υ
0)(m) and
d(uigi)g
−1
i u
−1
i ∈ Ad(ui)((dgi)g
−1
i ) + Ω
1
M̂
(ui).
(5) By Theorem 3.15, each point of M̂ determines a unique form αν ∈ H0(P1\x; Ω1
P1
(glnP1)).
In particular, dα is a one form with coefficients in H0(P1\x; glnP1). Note
that dα depends on the choice of global form ν.
(6) We define the last collection of forms on M̂ to have coefficients in (g
−r′i
i
dzi
ziν
)/(g1i
dzi
ziν
),
where re = (r
′
i)i∈I as in Definition 4.7. Since GLn(C) acts on M̂, we
have an isomorphism M̂ ∼= GLn(C) ×GLn(C) M̂. Let Ξ
′
i be defined on
GLn(C)× M̂ by
Ξ′i(g, (vj , gj)j∈I) = τνΥ
0 − dα− [Υ0 + g−1dg, α] + Ω1
GLn(C)×M̂
(g1i
dzi
ziν
).
The form Ξ′i is G-invariant, hence induces a form Ξi on M̂. This follows
from the observation
(5.2) d(Ad(g−1)α) = Ad(g−1)dα − [g−1dg,Ad(g−1)α].
Definition 5.1. Let IGLn be the differential ideal on M̂(x,P, r) generated by the
coefficients of
(1) Ξi ∈ Ω
1
M̂
((g
−r′i
i
dzi
ziν
)/(g1i
dzi
ziν
)) and
(2) Θi − ǫ(g
−1dg) ∈ Ω1
M̂
(ψ∗i ((ui\ gln(C))×Ui GLn(C)))
for all i ∈ I.
Theorem 5.2. The ideal IGLn satisfies Frobenius’ integrability condition: dIGLn ⊂
IGLn . Therefore, IGLn determines a foliation of M̂(x,P, r). Moreover, a map σ :
∆→ M̂ corresponds to a framed integrable deformation if and only if σ∗IGLN = 0.
5.2. Proof of Integrability. In this section, we will prove Theorem 5.2. Through-
out, we fix local sections gˆi of the trivial GLn(oi)-bundle over M̂ such that gˆig
−1
i ∈
P 1i and gˆi · α = Γˆiν . Observe that (dgˆi)gˆ
−1
i ∈ (dgi)g
−1
i + P
1
i . We choose a lift
A′
M˜,i
∈ t−ri of AM˜,i which satisfies the property
τνA
′
M˜,i
+ [Γˆiν , A
′
M˜,i
] = dΓˆiν − dΓˆ
0
i .
If B is a bundle over M̂ and σ ∈ Ω∗
M̂
(B), we will use the shorthand “σ ∈ IGLn”
to mean σ ∈ IGLn ⊗OM̂ B. If B
′ is another bundle and f : B → B′ is a bundle
map, then σ ∈ IGLn implies that f(σ) ∈ IGLn . In particular, this is the case if the
bundles are trivial with f induced by a C-linear map on their fibers.
Lemma 5.3. Suppose that X ∈ Ω1
M̂
(P1i ) satisfies
(5.3) τν(X)− [X, Γˆiν ] ∈ IGLn .
Then, X ∈ IGLn .
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Proof. Without loss of generality, assume that ν = dzizi and τν = zi∂zi . To sim-
plify notation, we will suppress the subscript i in the proof. Let ψ : Ω1
M̂
(P1) →
Ω1
M̂
(P−r+1) be defined by ψ(Y ) = τν(Y )− [Y, Γˆν ].
First, we prove the case r = 0, so e = 1 and P = GLn(o). Note that Γˆν ∈ (t
♭)′
by Definition 3.3 and τν(Y ) = ℓY for Y ∈ Ω
1
M̂
(zℓ gln(C)). It follows that ψ :
zℓ gln(C)→ z
ℓ gln(C) is an isomorphism, since −ℓ is never an eigenvalue of ad(Γˆν).
Now, suppose that X ∈ Ω1
M̂
(gℓ) + IGLn for ℓ ≥ 1, say X ∈ Xℓ +Ω
1
M̂
(gℓ+1) + IGLn
for some Xℓ ∈ Ω
1
M̂
(zℓ gln(C)). (This holds trivially for ℓ = 1.) We see that the
image of ψ(Xℓ) ∈ Ω
1
M̂
(gℓ+1) + IGLn . However, we have shown that ψ induces
an automorphism of Ω1
M̂
(gℓ/gℓ+1), so Xℓ ∈ Ω
1
M̂
(gℓ+1) + IGLn . By induction, we
conclude that X ∈ IGLn .
Let Wℓ = ker(π¯t) ⊂ P
ℓ/Pℓ+1. We define the projection pt : gln(F ) → ker(πt)
by pt(X) = X − πt(X), and write p¯t : P
ℓ/Pℓ+1 → Wℓ for the induced map on
cosets. Let ψ : Ω1
M̂
(P1) → Ω1
M̂
(P−r+1) be defined by ψ(Y ) = τν(Y ) − [Y, Γˆν ].
Since Lemma 4.1 states that ψ(t) = δe(t) ∈ t for all t ∈ Ω
1
M̂
(t1), pt ◦ψ(t) = 0. This
implies that pt(ψ(Y )) = pt(ψ(pt(Y ))) for all Y ∈ Ω
1
M̂
(Pℓ).
First, we show inductively that X ′ = pt(X) ∈ IGLn . Suppose that X
′ ∈ IGLn +
Ω1
M̂
(Pℓ), say X ′ ∈ X ′ℓ + IGLn with X
′
ℓ ∈ Ω
1
M̂
(Pℓ). Since ψ(X) ∈ IGLn , we obtain
pt(ψ(X
′
ℓ)) = pt(ψ(X)) + IGLn ⊂ IGLn . By part (5) of Proposition 2.4, the map
ψ¯ :Wℓ →Wℓ−r induced by pt ◦ψ is an isomorphism, so X
′
ℓ ∈ IGLn+Ω
1
M̂
(Pℓ+1). It
follows that X ′ ∈ IGLn +Ω
1
M̂
(Pℓ+1). Since the inductive hypothesis holds trivially
for ℓ = 1, we conclude that X ′ ∈ IGLn .
We now have X ∈ πt(X) + IGLn and also δe(πt(X)) = ψ(πt(X)) = ψ(X) −
ψ(X ′) ∈ IGLn . Since δe is an automorphism of t
1, this gives πt(X) ∈ IGLn , and
hence X ∈ IGLn .

Lemma 5.4. Let IGLn be the differential ideal defined above.
(1) The following identity holds modulo IGLn :
Υ0 + g−1dg ∈ Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi + IGLn .
(2) Let pi = gˆig
−1
i . The following weaker identity holds modulo the ideal IΘ
generated only by Θi − ǫ(g
−1dg):
Ad(gi)(Υ
0 + g−1dg) ∈ Ad(p−1i )A
′
M˜,i
+ (dgi)g
−1
i +Ω
1
M̂
(P1i ) + IΘ.
(3) Finally, dΓˆ0i ∈ IGLn .
Proof. Without loss of generality, we set ν = dzizi and τν = zi∂zi . First, we note
that Υ0 −Ad(gˆ−1i )(A
′
M˜,i
) ∈ Ω1
M̂
(gi) by construction. Therefore,
Ad(gi)(Υ
0) + Ad(gi)(g
−1dg)− (Ad(p−1i )(A
′
M˜,i
) + (dgi)g
−1
i ) ∈
− φi((dgi)g
−1
i +Ad(p
−1
i )(A
′
M˜,i
)−Ad(gi)(Υ
0)) + ǫ(g−1dg) + Ω1
M̂
(P1i ) =
− (Θi − ǫ(g
−1dg)) ∈ IΘ.
This is the second part of the lemma.
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Since
τνΥ
0 − dα− [Υ0 + g−1dg, α] + Ω1
M̂
(g1j
dzj
zjν
) = Ξj ∈ IGLn ,
we obtain
(5.4) ν ∧
(
τνΥ
0 − dα− [Υ0 + g−1dg, α]
)
∈ IGLn .
This follows from the observation that the principal part at each xj ∈ P
1 lies in
IGLn .
Let Υ′ = Ad(gˆi)(Υ
0 + g−1dg) − (dgˆi)gˆ
−1
i . Using part (2), we see that Υ
′ −
A′
M˜,i
∈ Ω1
M̂
(P1i ) + IGLn . Substituting Ad(gˆ
−1
i )(Υ
′) + gˆ−1i dgˆi = Υ
0 + g−1dg and
Ad(gˆ−1i )Γˆiν + gˆ
−1
i τν(gˆi) = α into (5.4), we obtain
τν(Υ
′)− dΓˆiν − [Υ
′, Γˆiν ] ∈ IGLn .
Since dΓiν − dΓˆ
0
i = τν(A
′
M˜,i
)− [A′
M˜,i
,Γiν ], we deduce that
τν(Υ
′ −A′
M˜,i
)− [Υ′ −A′
M˜,i
,Γiν ] ∈ dΓˆ
0
i + IGLn .
On the left hand side, τν(Υ
′ − A′
M˜,i
) lies in Ω1
M̂
(P1i ) + IGLn . Therefore, dΓˆ
0
i ∈
−[Υ′ − A′
M˜,i
,Γiν ] + Ω
1
M̂
(P1i ) + IGLn . With pti as in the proof of the previous
lemma, we obtain
(5.5) pti([Υ
′ −A′
M˜,i
,Γiν ]) ∈ IGLn +Ω
1
M̂
(P1i ).
Suppose Υ′−A′
M˜,i
∈ Ω1
M̂
(ti+P
ℓ
i)+IGLn for ℓ ≤ r. By part (5) of Proposition 2.4,
(5.5) implies that pti(Υ
′−A′
M˜,i
) ∈ Ω1
M̂
(Pℓ+1i )+IGLn .We conclude that Υ
′−A′
M˜,i
∈
Ω1
M̂
(Pr+1i + ti) + IGLn .
Finally, part (3) of Proposition 2.4 implies that [Υ′ − A
M˜,i
,Γiν ] ∈ Ω
1
M̂
(P1i ) +
IGLn . Since t
♭ ∩ P1 = {0}, dΓˆ0i ∈ IGLn , giving part (3). The first statement now
follows, since by Lemma 5.3, Υ′ −A′
M˜,i
∈ IGLn .

Lemma 5.5. The following holds modulo IGLn :
d(Υ0 + g−1dg) + (Υ0 + g−1dg) ∧ (Υ0 + g−1dg) ∈ IGLn .
Proof. Recall that Υ0 is defined as ς((Φ¯i)i∈I). It follows that dΥ
0 = ς((dΦ¯i)i∈I).
First, we will show that
(5.6) d(Υ0) ∈ −(Υ0 + g−1dg) ∧ (Υ0 + g−1dg) + Ω2
M̂
(gi) + IGLn .
By construction, Υ0 ∈ Ad(gˆ−1i (A
′
M˜,i
)) + Ω1
M̂
(gi). Therefore,
d(Υ0) ∈ −[Ad(gˆ−1i )(A
′
M˜,i
), gˆ−1i dgˆi] + Ω
2
M̂
(gi).
On the other hand, by Lemma 5.4,
(5.7) (Υ0 + g−1dg) ∧ (Υ0 + g−1dg) ∈
(Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi) ∧ (Ad(gˆ
−1
i )A
′
M˜,i
+ gˆ−1i dgˆi) + Ω
2
M̂
(gi) + IGLn .
The right hand side is equivalent to [Ad(gˆ−1i )A
′
M˜,i
, gˆ−1i dgˆi] +Ω
2
M̂
(gi) + IGLn . This
proves (5.6).
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It suffices to show that
(5.8)
(Υ0+g−1dg)∧(Υ0+g−1dg) ∈ ς(((Υ0+g−1dg)∧(Υ0+g−1dg)+Ω2
M̂
(gi))i∈I)−dg
−1dg,
since the right hand side is equal to −d(Υ0+g−1dg) (mod IGLn) by the arguments
above. By Lemma 4.10, (Υ0 + g−1dg)|z0=0 = g
−1dg. Moreover,(
(Υ0 + g−1dg) ∧ (Υ0 + g−1dg)
)
|z0=0 = (g
−1dg) ∧ (g−1dg) = −dg−1dg.
Another application of Lemma 4.10 gives (5.8).

Lemma 5.6. The following holds modulo IGLn :
d(Θi − ǫ(g
−1dg)) ∈ Ω2
M̂
(ui) + IGLn .
Proof. Throughout, we will write Υ = Υ0 + g−1dg. As in Lemma 5.4, we write
pi = gˆig
−1
i . By the same Lemma, we see that
Ad(gi)(Υ) ∈ Ad(p
−1
i )(A
′
M˜,i
) + p−1i dpi + (dgi)g
−1
i + IGLn .
A sequence of calculations using the expression above and Lemma 5.5 produces
d(Ad(gi)Υ) = [(dgi)g
−1
i ,Ad(gi)(Υ)] + Ad(gi)d(Υ)
∈ [(dgi)g
−1
i ,Ad(gi)(Υ)]−Ad(gi) (Υ ∧Υ) + IGLn
= [(dgi)g
−1
i ,Ad(p
−1
i )(A
′
M˜,i
) + p−1i dpi + (dgi)g
−1
i ]
− (Ad(p−1i )(A
′
M˜,i
) + p−1i dpi + (dgi)g
−1
i ) ∧ (Ad(p
−1
i )(A
′
M˜,i
) + p−1i dpi + (dgi)g
−1
i ) + IGLn
= −dgidg
−1
i + dp
−1
i dpi − [p
−1
i dpi,Ad(p
−1
i )A
′
M˜,i
)] + IGLn
= −dgidg
−1
i + dp
−1
i dpi + d(Ad(p
−1
i )A
′
M˜,i
)) + IGLn .
The last line is equivalent to dΦi − (dgi)dg
−1
i + IGLn (mod Ω
1
M̂
(P1i )). Therefore,
d(Φi + dgig
−1
i −Ad(gi)(Υ
0 − g−1dg)) ∈ Ω1
M̂
(P1i ) + IGLn .
Applying φ¯i to the equation above gives d(Θi − ǫ(g
−1dg)) ∈ IGLn .

Proof of Theorem 5.2. As above, write Υ = Υ0 + g−1dg. We have already shown
that d(Θi − ǫ(g
−1dg)) ∈ IGLn . A calculation shows that
dΞi = τν(dΥ+Υ ∧Υ)− [dΥ+Υ ∧Υ, α] + [Ξi,Υ] + Ω
1
M̂
(g1i
dzi
ziν
),
so by Lemma 5.5, dΞi ∈ IGLn .
Finally, by Theorem 3.15, we may identify trivialized framed global deformations
(g, V¯ , ∇˜) on P1 ×∆ with analytic maps σ : ∆→ M̂(x,P, r). Note that σ∗IGLn =
{0} if and only if σ∗(Θi − ǫ(g
−1dg)) = 0 and σ∗Ξi = 0 for all i, and the vanishing
of these forms is equivalent to conditions (1) and (2) of Corollary 4.13. Also, by
Lemma 5.5, σ∗IGLn = {0} implies σ
∗(dΥ + Υ ∧ Υ) = 0, which is equivalent to
condition (3).

Theorem 5.2 and Lemma 5.5 immediately show that the third conditions in
Theorem 4.12 and Corollary 4.13 are redundant.
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Theorem 5.7. Let (g, V¯ , ∇˜) be a good framed deformation. The following state-
ments are equivalent.
(1) (g, V¯ , ∇˜) is integrable.
(2) (g, V¯ , ∇˜) is GLn(R)-gauge-equivalent to a deformation satisfying the first
two conditions of Theorem 4.12.
(3) There exists g ∈ GLn(R) such that the first two conditions of Corollary 4.13
are satisfied.
6. Example
In this section, we give an explicit example of the system of equations constructed
above. We will consider a space of rank n meromorphic connections on P1 with m
singularities of slope 1n . Let x be a set of m finite points, and set Pi = Ii and ri = 1
for all i. If z is the usual coordinate on P1, we write zi = (z − ξi). Accordingly,
̟i = ̟Ti = N+ziE ∈ P
1
i , where N is the regular nilpotent matrix in Jordan form
and E is the elementary matrix En1. Note that ̟
−1
i = N
′ + 1ziE
′, where N ′ and
E′ are the transposes of N and E respectively.
We choose our one form to be ν = dz, so τν = ∂z =
d
dz . Choose a point
(Uigi, αi)i∈I ∈ M̂ corresponding to a connection ∇, and write [∇] = αν. Thus,
α ∈ αiν +I
1
i at each i and
∑
i∈I Resi(αν) = 0. To simplify calculations, we assume
that the normalized formal type of ∇ at ξi has the representative
1
zi
(−ain ̟
−1
i +HT )
under the pairing 〈, 〉ν .
We write A
M˜,i
= ̟−1i dai and Ad(gi)(α) =
1
zi
(−ain ̟
−1
i −
1
n (Di+Xi)+HT +gi)
for some traceless diagonal matrix Di and Xi ∈ ui. By definition,
Φi = (̟
−1
i dai +Di
dai
ai
) + Ω1∆(I
1
i ).
Therefore,
Υ0 =
∑
i∈I
Ad(g−1i )
(
z−1i E
′dai
)
,
and
φi(Υ
0) =
∑
j∈I\{i}
1
ξi − ξj
Ad(g−1j )(E
′daj).
We conclude that equation (1) from Theorem 4.12 is equivalent to
(6.1) (dgig
−1
i , gi) =∑
j∈I\i
1
ξi − ξj
Ad(gig
−1
j )(E
′daj)
− [N ′dai +Di dai
ai
]
+ ui, gi

in (gln(C)/ui)×Ui GLn(C).
Now, we consider equation (2) of Theorem 4.12. At ξi, applying Ad(gi) to the
principal part of the curvature gives us
(6.2) − z−2i E
′dai ∈
−
1
nzi
(̟−1i dai + dDi + dXi) + [Ad(gi)(Υ
0)− (dgi)g
−1
i ,Ad(gi)(α)] + Ω
1
∆(gi).
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First, we calculate [z−1i E
′,Ad(gi)(α)] + gi. Observe that [z
−1
i E
′,Ad(gi)(α)dz] is a
one form on P1∆ with poles along x. Thus,
(6.3) [z−1i E
′,Ad(gi)(α)dz] ∈ (−
1
nzi
[z−1i E
′, N ′ai+Di+Xi−nHT ]+
1
zi
ρ)dz+gidz,
where ρ is the residue term. By the residue theorem, ρ+
∑
j∈I Resj([z
−1
i E
′,Ad(gi)(α)dz]) =
0. We conclude that
ρ =
1
n
∑
j∈I\{i}
Resj([z
−1
i E
′,Ad(gig
−1
j )(̟
−1
i aj +Dj +Xj − nHT )]
dz
zj
)
=
1
n
∑
j∈I\{i}
1
ξj − ξi
[E′,Ad(gig
−1
j )(N
′aj +Dj +Xj − nHT )]−
1
(ξj − ξi)2
[E′,Ad(gig
−1
j )E
′aj].
By Proposition 4.2 we see that
(6.4) − z−2i E
′dai = −
1
nzi
(̟−1i dai) +
1
zi
[̟−1i dai, HT ].
Comparing (6.2), (6.3), and (6.4), we obtain the condition
(6.5) −
1
nzi
(
d(Di +Xi) + [z
−1
i E
′dai, N
′ai +Di +Xi − nHT ]
)
+
1
zi
ρdai+[Ad(gi)(Υ
0)−z−1i E
′dai−(dgi)g
−1
i ,Ad(gi)(α)]−
1
zi
[̟−1i dai, HT ] ∈ Ω
1
∆(gi).
Now, by (6.1),
(6.6) [Ad(gi)Υ
0 − z−1i E
′dai − (dgi)g
−1
i , z
−1
i E
′ai] ∈
[φi(Ad(gi)Υ
0)−(dgi)g
−1
i , z
−1
i E
′ai]−
∑
j∈I\{i}
1
(ξj − ξi)2
[Ad(gig
−1
j )(E
′), E′]aidaj+Ω
1
∆(g
1
i )
= [N ′dai+Di
dai
ai
, z−1i E
′ai]−
∑
j∈I\{i}
1
(ξj − ξi)2
[Ad(gig
−1
j )(E
′), E′]aidaj+Ω
1
∆(g
1
i ).
On the other hand,
(6.7) [Ad(gi)Υ
0 − z−1i E
′dai, N
′ai +Di +Xi − nHT ] ∈
[φi(Ad(gi)Υ
0), N ′ai +Di +Xi − nHT ] + Ω
1
∆(g
1
i )
= [
∑
j∈I\{i}
1
ξi − ξj
Ad(gig
−1
j )(E
′daj), N
′ai +Di +Xi − nHT ] + Ω
1
∆(g
1
i ).
Finally,
(6.8) [z−1i E
′dai, HT ]− [̟
−1
i dai, HT ] = [−N
′dai, HT ].
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We substitute (6.6), (6.7), and (6.8) into (6.5):
d(Di +Xi)− [(dgi)g
−1
i , N
′ai +Di +Xi − nHT ] ≡ [−N
′dai, nHT ]+∑
j∈I\{i}
1
ξj − ξi
[E′dai,Ad(gig
−1
j )(N
′aj+Dj+Xj−nHT )]−
1
(ξj − ξi)2
[E′,Ad(gig
−1
j )E
′]ajdai
+
∑
j∈I\{i}
1
(ξj − ξi)2
[Ad(gig
−1
j )(E
′), E′]aidaj
−
∑
j∈I\{i}
1
ξi − ξj
[Ad(gig
−1
j )(E
′daj), N
′ai +Di +Xi − nHT ] (mod Ω
1
∆(g
1
i )).
Equivalently, if we apply Ad(g−1i ) and divide both sides by −n, we obtain
dφi(ziα) =
∑
j∈I\{i}
(
1
ξj − ξi
(
[Ad(g−1j )E
′, φi(ziα)]daj + [Ad(g
−1
i )E
′, φj(zjα)]dai
)
+
1
n
1
(ξj − ξi)2
[Ad(g−1i )E
′,Ad(g−1j )E
′]d(aiaj)
)
,
since [N ′dai, HT ] =
1
nN
′dai.
7. Appendix
In this section, we will show that IGLn is a Pfaffian system in the sense of [7,
II.2.4]. We will need to describe a (local) minimal basis for IGLn . Since IGLn
is independent of the choice of one-form ν, we may assume that ν = dzizi when
working locally at xi. Moreover, the basis only requires a local description. Thus,
over a sufficiently small neighborhood Wi ⊂ Ui\GLn(C), we may choose a smooth
algebraic slice of coset representatives σi :Wi → GLn(C). For brevity, we will write
gσi = σi(Uigi).
We define a map ξi : gi → Ω
1
ψ−1
i
(Wi)
using the residue-trace pairing in (2.1):
(7.1) ξi(X) = 〈X,Ad(g
σ
i )Ξi〉ν .
By part (2) of Proposition 2.4, the map πti induces a map π
′
ti
: Pi/P
r
i → ti/t
r
i .
Choose vector space lifts Lodi ⊂ P of ker(π
′
ti
) and Lui ⊂ g of gi/Pi. Note that these
vector spaces are 0 when r = 0.
Let W =
⋂
i∈I ψ
−1
i (Wi) ⊂ M̂(x,P, r). We locally define the ‘off-diagonal’ and u
components of Ξi to be Ξ
od
i = ξi|Lod ∈ Ω
1
W ((L
od)∨) and Ξui = ξi|Lu ∈ Ω
1
W ((L
u)∨)
respectively.
Lemma 7.1. Let J be a differential ideal in Ω∗
M̂
. Then ξi(gi) ⊂ J if and only if
Ξi ∈ J .
Proof. By definition of Ξi, g
r′i+1
i ⊂ ker(ξi), so ξi induces an element ξ¯i ∈ HomC(gi/g
s
i ,Ω
1
W )
∼=
Ω1W ((gi/g
r′i+1
i )
∨). Note that ξi(gi) ⊂ J if and only ξ¯i ∈ J . Moreover, ξ¯i and
Ad(gσi ))(Ξi) correspond under the isomorphism (gi/g
r′i+1
i )
∨) ∼= g−r
′
i/g1i given by
the perfect pairing 〈, 〉ν , so ξ¯i ∈ J if and only if Ad(g
σ
i ))(Ξi) ∈ J . The result now
follows, since this last fact holds if and only if Ξi ∈ J .

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Lemma 7.2. Suppose that J is a differential ideal on M̂ containing dΓˆ0i . If
Ad(gi)(Υ
0) + Ad(gi)(g
−1dg)− (dgi)g
−1
i +Ω
1
M̂
(P1i ) ∈ Φi + J ,
then Ad(gi)(Ξi) ∈ Ω
1
M̂
([P1i ,Ad(gi)(α)] +P
1
i
dzi
ziν
) + J .
Proof. Without loss of generality, let ν = dzizi . Recall that τν(A
′
M˜,i
)− dΓˆiν + dΓˆ
0
i +
[Γˆiν , A
′
M˜,i
] = 0. Write α′ = gˆ−1i · (Γˆiν − Γˆ
0
i ), so α − α
′ = Ad(gˆ−1i )(Γˆ
0
i ). Set
Z = Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi.
By Proposition 4.2, τν(Z)− dα
′ + [α′, Z] = 0. It follows that
τν(Z)− dα + [α,Z] = −Ad(gˆ
−1
i )dΓˆ
0
i ∈ J .
By definition, Ad(gˆ−1i )AM˜,i + Ω
1
M̂
((P1i )
gi) = Ad(g−1i )Φi and gˆ
−1
i dgˆi ∈ g
−1
i dgi +
Ω1
M̂
((P1i )
gi). Therefore, subtracting the above expression from Ξi and using the
hypothesis yields
Ξi ∈ τν(Υ
0 + g−1dg −Ad(gˆ−1i )AM˜,i − gˆ
−1
i dgˆi)−
[Υ0 + g−1dg −Ad(gˆ−1i )AM˜,i − gˆ
−1
i dgˆi, α] + Ω
1
M̂
((P1i )
gi) + J .
The lemma follows after applying Ad(gi) to both sides of the equation above. 
Proposition 7.3. On the neighborhood W defined above, IGLn is generated by
Θi − ǫ(g
−1dg), Ξodi , Ξ
u
i and dΓˆ
0
i for i ∈ I.
Proof. As above, we assume that ν = dzizi . By Lemma 7.1, it suffices to show
that ξi(gi) lies in the ideal I
′ generated by dΓˆ0i , Θi − ǫ(g
−1dg), Ξodi , and Ξ
u
i , since
I ′ ⊂ IGLn .
Let I1 be the ideal generated by {Θi − ǫ(g
−1dg)} and dΓˆ0i . By the second part
of Lemma 5.4, Υ0+g−1dg ∈ Ad(gˆ−1i )AM˜,i+ gˆ
−1
i dgˆi+Ω
1
W ((P
1
i )
gi)+I1. Lemma 7.2
states that
(7.2) Ad(gσi )Ξi ∈ Ω
1
W ([P
1
i ,Ad(g
σ
i )(α)] +P
1
i ) + I1 ⊂ Ω
1
W (P
−r+1) + I1.
Therefore, ξi(P
r
i ) ⊂ I1, and it follows that the ideal I2 generated by I1 and the
Ξodi ’s is independent of the choice of lift for L
od.
We will now show that Ad(gσi )(Ξi) ∈ I2 + Ω
1
W (P
1
i ). By (7.2), there exists
X ∈ Ω1W (P
1
i ) such that Ad(g
σ
i )Ξi ∈ [X,Ad(g
σ
i )(α)]+Ω
1
W (P
1
i )+I2. Take 1 ≤ j ≤ r,
and assume inductively that there exists X ∈ Ω1W (P
j
i ) such that
(7.3) Ad(gσi )Ξi ∈ [X,Ad(g
σ
i )(α)] + I2 +Ω
1
W (P
1
i ).
Part (3) of Proposition 2.4 shows that [X,Ad(gσi )(α)] + Ω
1
W (P
j−r+1
i ) ∈ ker(π¯ti).
Thus, by part (4) of the same proposition, 〈[X,Ad(gσi )(α)], t
r−j
i 〉ν = {0}. Since
Ξodi ∈ I2 , 〈[X,Ad(g
σ
i )(α)], Y 〉ν ∈ I2 for Y ∈ ker(πti )∩P
r−j . Combining these two
facts gives 〈[X,Ad(gσi )(α)],P
r−j〉ν ∈ I2, and we conclude that [X,Ad(g
σ
i )(α)] ∈
Ω1W (P
j−r+1
i ) + I2. Part (5) of Proposition 2.4 now implies that X ∈ πt(X) +
Ω1W (P
j+1
i ) + I2. Finally, since there exists p ∈ P
1
i such that Ad(p)(Ad(g
σ
i )(α)) ∈
t−ri +P
1
i , we see that X−Ad(p
−1)(πt(X)) ∈ Ω
1
W (P
j+1
i )+I2 satisfies (7.3) for j+1.
By induction, we obtain (7.3) for r+1. This gives Ad(gσi )(Ξi) ∈ I2+Ω
1
W (P
1
i ) and
hence ξi(Pi) ⊂ I2.
Finally, since gi = Lu +Pi, we see that ξi(gi) ⊂ I
′ as desired. Note that it also
follows that the ideal I ′ is independent of the choice of Lu.
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
In the following, let ι : M̂ →
∏
i∈I M˜i be the inclusion and T
∗ι : ι∗(Ω1∏
i∈I M˜i
)→
Ω1
M̂
the induced bundle map. The generators of IGLn lift to a set of generators
for a subbundle J ⊂ ι∗Ω1∏
i∈I
M˜(Pi,ri)
on M̂. The only form that requires some
explanation is Ξi. Suppose that m = ((Ujgj , αj)j∈I) ∈
∏
i∈I M˜i. We write αiν for
a representative of α in (g
−r′i
i
dzi
ziν
)/(g1i
dzi
ziν
). Therefore, if m ∈ M̂, αiν = α + g
1
i
dzi
ziν
.
We may rewrite Ξi as
Ξi = τνΥ
0 − dαiν − [Υ
0 + g−1dg, αiν ].
It is clear that T ∗ι(Ξi) is the usual Ξi.
Lemma 7.4. Let µ be the moment map for the action of GLn(C) on
∏
i∈I M˜(Pi, ri).
Then, dµ ⊂ J .
Proof. Let ν be the global choice of one form. By construction, µ((Uigi, αi)i∈I) =∑
i∈I res(αi). However,∑
i∈I
Resi(ν ∧ Ξi) =
∑
i∈I
Resi(ν ∧ τν(Υ
0))− Resi(ν ∧ dαiν)− Resi(ν ∧ [Υ
0 + g−1dg, α])
=
∑
i∈I
Resi(ν ∧ dαiν ).
Here,
∑
i∈I Resi(ν ∧ τν(Υ
0)) and
∑
i∈I Resi(ν ∧ [Υ
0, α]) vanish by the residue the-
orem. Since Resi(ν ∧ αiν) = resi(αi), we see that dµ =
∑
i∈I Resi(ν ∧ dαiν) lies in
J . 
Lemma 7.5. Let ρˆ : GLn(C)×GLn(C) M̂ → M̂ be the usual isomorphism. Define
Ξ¯i = τνΥ
0 − dα− [Υ0, α] + Ω1
M̂
(g1i
dzi
ziν
).
Then, ρˆ∗Θi(h,m) = Θi(m)− ǫ(h
−1dh) and ρˆ∗Ξ¯(h,m) = Ad(h)ρˆ∗(Ξ)(h,m).
Proof. Recalling the definition of Θi in Section 5, one easily checks that
ρˆ∗Θi(h,m) = d(gih
−1)hg−1i + φ¯(Φi)− φ¯(Ad(gig
−1)(Υ0)) + Ω1
GLn(C)×GLn(C)M̂
(ui)
= Θi(m)− ǫ(h
−1dh).
Furthermore, d(ρˆ∗(α))(h,m) = d(Ad(h)(α)) = Ad(h)(α) + [(dh)h−1,Ad(h)(α)].
Therefore,
Ad(h)ρˆ∗(Ξi)(h,m) =
τν(Ad(h)(Υ
0))−Ad(h)dα − [Ad(h)(Υ0 + h−1dh),Ad(h)(α)] + Ω1
M̂
(g1i
dzi
ziν
)
= ρˆ∗Ξ¯i(h,m).

Proposition 7.6. The ideal IGLn is a Pfaffian system.
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Proof. Fix a pointm = (Uigi, αi)i∈I ∈ M̂, with corresponding formal types (Ai)i∈I .
We will first show that J has full rank when restricted to (
∏
i∈I M˜(Ai)) ∩ M̂. In
other words, the restriction of J to
∏
i∈I M˜(Ai) spans Ω
1∏
i∈I
M˜(Ai)
.
Let ψ′i : M˜(Pi, ri)→ Ui\GLn be the natural projection. Choose neighborhoods
Wi ⊂ Ui\GLn of ψi(m) as above, and let Wˆ =
∏
i∈I(ψ
′
i)
−1(Wi) be the corre-
sponding neighborhood of of m in
∏
i∈I M˜(Pi, ri). There are isomorphisms Wˆ
∼=∏
i(Pi/Pr+1)
∨
reg ×Wi and W (A) = Wˆ ∩
∏
i∈I M˜(Ai)
∼=
∏
i∈I(πP1)
−1(O1i )×Wi.
By Lemma 7.5, J is generated by Θi and Ξ¯i. Restricting J toW (A), we see that
all terms involving A
M˜,i
vanish. In particular, Υ0 and Φi vanish, so Θi becomes
(dgi)g
−1
i +Ω
1
W (A)(ui), and Ξ¯i is simply dα+Ω
1
W (A)(g
1
i
dzi
ziν
). Write Ad(gi)(α) = v ∈
(πP1)
−1(O1i ). Since dα = Ad(g
−1
i )(dv − [(dgi)g
−1
i , v]), it is easily checked that the
coefficients of (dgi)g
−1
i and dα span T
∗
m(W (A)). On the other hand, a calculation
using [2, Lemma 3.17] shows that dimT ∗m(W (A)) = dim gln(C)/u + dim g/P
r −
dim t1/tr, and so the coefficients of the set of generators for J in Proposition 7.3
give a basis for T ∗m(W (A)). Thus, J is a rank
∑
i∈I dim(M˜(Ai)) Pfaffian system.
Lemma 7.4 shows that dµ ∈ J . Since the coefficients of dµ span the conormal
bundle of M̂ in
∏
i∈I M˜(Pi, ri), we see that the image of J in Ω
1
M̂
, i.e., IGLn , is a
rank
∑
i∈I dim(M˜(Ai))− n
2 Pfaffian system.

References
[1] P. Boalch, “Symplectic manifolds and isomonodromic deformations,” Adv. Math. 163 (2001),
137–205.
[2] C. Bremer and D. S. Sage, “Moduli Spaces of Irregular Singular Connections,”
arXiv:1004.4411v1 [math.AG], 2010.
[3] C. J. Bushnell, “Hereditary orders, Gauss sums, and supercuspidal representations of GLN ,”
J. Reine Angew. Math. 375/376 (1987), 184–210.
[4] N. Chriss and V. Ginzburg, Representation theory and complex geometry, Birkha¨user, Boston,
1997.
[5] E. Frenkel, Langlands correspondence for loop groups, Cambridge University Press, New
York, 2007.
[6] V. Guillemin and S. Sternberg, Geometric Asymptotics, Mathematical Surveys, No. 14, Amer-
ican Mathematical Society, Providence, 1977.
[7] G. Hector and U. Hirsch, Introduction to the Geometry of Foliations, Part A, Aspects of
Mathematics, Friedr. Vieweg and Sohn, Braunschweig, 1981.
[8] M. Jimbo and T. Miwa, “Monodromy preserving deformations of linear differential equations
with rational coefficients II,” Physica D 2 (1981), 407–448.
[9] M. Jimbo, T. Miwa, and K. Ueno, “Monodromy preserving deformations of linear ordinary
differential equations with rational coefficients I,” Physica D 2 (1981), 306–352.
[10] B. Malgrange, E´quations Diffe´rentielles a` Coefficients Polynomiaux, Progress in Mathemat-
ics, Vol. 96, Birkha¨user Boston, Inc., Boston, MA, 1991.
[11] J. Marsden and T. Ratiu, “Reduction of Poisson Manifolds,” Letters in Mathematical Physics,
11 (1986), 161-169.
[12] A. Moy and G. Prasad, “Unrefined minimal K-types for p-adic groups,” Invent. Math. 116
(1994), 393-408.
[13] C. Sabbah, Isomonodromic Deformations and Frobenius Manifolds, Universitext, Springer,
Berlin, 2007.
[14] L. Schlesinger, “U¨ber eine Klasse von Differentialsystemen beliebiger Ordnung mit festen
kritischen Punkten,” J. Reine Angew. Math., 141 (1912), 96-145.
28 CHRISTOPHER L. BREMER AND DANIEL S. SAGE
Department of Mathematics, Louisiana State University, Baton Rouge, LA 70803
E-mail address: cbremer@math.lsu.edu
E-mail address: sage@math.lsu.edu
ar
X
iv
:1
01
0.
22
92
v2
  [
ma
th.
AG
]  
1 M
ay
 20
11
ISOMONODROMIC DEFORMATIONS OF CONNECTIONS WITH
SINGULARITIES OF PARAHORIC FORMAL TYPE
CHRISTOPHER L. BREMER AND DANIEL S. SAGE
Abstract. In previous work, the authors have developed a geometric theory
of fundamental strata to study connections on the projective line with irregular
singularities of parahoric formal type. In this paper, the moduli space of
connections that contain regular fundamental strata with fixed combinatorics
at each singular point is constructed as a smooth Poisson reduction. The
authors then explicitly compute the isomonodromy equations as an integrable
system. This result generalizes work of Jimbo, Miwa, and Ueno to connections
whose singularities have parahoric formal type.
1. Introduction
The study of transcendental solutions to differential equations has a long pedi-
gree in mathematics. An important innovation in this field from the turn of the
century was Schlesinger’s observation that families of solutions to linear differential
equations often satisfy interesting nonlinear equations. His work on monodromy-
preserving deformations of Fuchsian differential equations produced a remarkable
family of nonlinear differential equations which satisfy the Painleve´ property, namely,
that the only movable singularities are simple poles [15].
For example, consider a family of regular singular differential equations on P1 of
the form
(1.1)
d
dz
Φ =
p∑
i=1
1
z − xi
AiΦ,
where x1, . . . , xp ∈ P
1 and Ai is a matrix valued holomorphic function in the coor-
dinates x1, . . . , xp. A family of fundamental solutions to (1.1) has constant mon-
odromy if and only if the Ai’s satisfy the Schlesinger equations:
dAi =
∑
j 6=i
[Ai, Aj ]
d(xi − xj)
xi − xj
.
(See [13, IV.1] for a contemporary exposition.) In general, we will refer to the dif-
ferential equations satisfied by a family of linear differential equations with constant
monodromy as isomonodromy equations.
It took almost seventy years for progress to be made on the isomonodromy prob-
lem for irregular singular differential equations. In 1981, Jimbo, Miwa, and Ueno
characterized the isomonodromy equations for certain generic families of irregular
2010 Mathematics Subject Classification. Primary:14D24; Secondary: 34Mxx, 53D30.
Key words and phrases. meromorphic connections, irregular singularities, moduli spaces, Pois-
son reduction, fundamental stratum, isomonodromy.
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singular differential equations [9]. One explanation for the long delay is that the
monodromy map for irregular singular point differential equations is significantly
more complicated; it involves the asymptotic behavior of solutions along Stokes sec-
tors at each singular point, so it is less explicitly topological than the monodromy
map in the regular singular case. The proof of Jimbo, Miwa and Ueno required a
much clearer geometric picture of the monodromy map.
In this paper, we will think of linear differential equations in terms of mero-
morphic connections ∇ on a trivial vector bundle V on P1. After fixing a basis
for V , we may write ∇ = d + α, where d is the usual exterior derivative and α is
an End(V )-valued meromorphic one-form. Roughly speaking, if one considers the
moduli stack MDR of meromorphic connections on P
1, there is a formal Riemann-
Hilbert map to the moduli stackMB of irregular monodromy representations.
1 An
explicit description of the irregular Riemann-Hilbert correspondence may be found
in [10].
If one can find a smooth family M′ that maps to MDR, the Malgrange-Sibuya
theorem [10] implies that the fibers of the monodromy map are a foliation ofM′. In
particular, the isomonodromy equations should correspond to an integrable distri-
bution onM′. By an observation of Boalch [1, Appendix], L ⊂M′ is a leaf of this
foliation if and only if the family of connections corresponding to L is integrable,
i.e., there exists a connection ∇¯ on L × P1 with the property that ∇¯|{x}×P1 is a
representative of the isomorphism class x ∈ MDR. Throughout the paper, we will
suppress the monodromy point of view in favor of this integrability condition. As
an example, we describe the smooth family of framed connections M˜JMU which
was constructed by Boalch, building on work of Jimbo, Miwa and Ueno.
Fix a finite collection of points (xi)i∈I ⊂ P
1 and a vector of non-negative integers
(ri)i∈I .
2 Points in M˜JMU correspond to isomorphism classes of connections ∇ =
d + α, singular at xi, with the following additional data: there is a collection of
framings gi ∈ GLn(C) such that the Laurent expansion of Ad(gi)α at xi has the
form
Ad(gi)α = (Ari
1
(z − xi)ri
+ . . .+A1
1
z − xi
+A0)
dz
z − xi
,
where Ai ∈ gln(C) and the leading term Ari is a regular diagonal matrix. The
moduli space M˜JMU is, in fact, smooth. The isomonodromy equations may be
expressed in terms of a Pfaffian system involving terms Θi, which control the dy-
namics of the framings, and terms Ξi, which are essentially the principal parts of
the curvature of ∇¯ [9].
In [2], the authors describe smooth moduli spaces of framed connections with
arbitrary slope, generalizing a construction of [1]. The goal of this paper is to
study isomonodromic deformations of such connections. The primary technical
tool is a local invariant of meromorphic connections called the fundamental stratum,
which plays the role of the leading term. A stratum is a triple (P, r, β), consisting
of a parahoric subgroup P ⊂ GLn(C[[z]]), a non-negative integer r, and a ‘non-
degenerate’ linear functional on the rth graded piece associated to the canonical
filtration on the Lie algebra of P . The relevant condition on connections which
1Here, DR stands for the “DeRham” theory of meromorphic connections, and B stands for the
“Betti” theory of irregular monodromy representations.
2There is a slight simplification here: Jimbo, Miwa, and Ueno and Boalch allow xi to vary in
P1.
ISOMONODROMIC DEFORMATIONS OF CONNECTIONS 3
assures smoothness of the moduli space is that ∇ must contain a ‘regular’ stratum.
This approach is described in detail in Section 2.
The primary motivation behind the introduction of fundamental strata into the
study of connections comes from the geometric Langlands program, which in this
case suggests an analogy between wildly ramified adelic representations of GLn
and irregular monodromy representations of rank n on P1 (see [5] or, for a more
physical interpretation, [16]). The fundamental stratum (alternatively, the minimal
K-type) was originally used as a tool for classifying wildly ramified representations
of a reductive group over a p-adic field [3, 12]. Thus, one hopes that a dictionary
between fundamental strata and families of monodromy representations will better
illuminate the wild ramification case of the geometric Langlands correspondence.
We conclude with a short overview of the results in this paper. Suppose that
x = (xi)i∈I ⊂ P
1 is a collection of singular points, P = (Pi)i∈I is a collection
of uniform parahoric subgroups Pi ⊂ GLn(C[[z − xi]]), and r = (ri)i∈I is a vec-
tor of non-negative integers. In Section 3, we give a construction of the moduli
space M˜(x,P, r) consisting of isomorphism classes of connections with compatible
framings on P1 that contain regular strata of the form (Pi, ri, βi) at xi. By Propo-
sition 3.15 and Theorem 3.16, M˜(x,P, r) is a Poisson manifold; moreover, the
symplectic leaves correspond to connected components of moduli spaces of connec-
tions with a fixed formal isomorphism class at each singular point. When all of the
parahoric subgroups are maximal, i.e., Pi = GLn(C[[z−xi]]), M˜(x,P, r) = M˜JMU.
In Section 4, we calculate the isomonodromy equations for connections corre-
sponding to points of M˜(x,P, r) (Theorem 4.12). In this context, the framing data
is given by a coset U\GLn(C), where U ⊂ GLn(C) is the unipotent subgroup de-
termined by P . In particular, part of the isomonodromy data is a time dependent
flow on an affine bundle over a partial flag manifold. Since U is trivial when P is
a maximal parahoric subgroup, this phenomenon is absent in the isomonodromy
equations of Jimbo, Miwa and Ueno.
In Section 5, we describe a differential ideal I on the moduli space M˜(x,P, r)
corresponding to the isomonodromy equations. To be precise, we construct a dif-
ferential ideal I on a principal GLn(C)-bundle over M˜(x,P, r) and then show that
it descends. The main result of the paper, Theorem 5.1, states that both I and
I are integrable Pfaffian systems. Moreover, there is a natural correspondence be-
tween the leaves of the foliation determined by I and isomonodromic deformations
of framed connections. The proof is deferred to Section 6.
Finally, in Section 7, we compute an explicit example of the isomonodromy
equations in the case where Pi is an Iwahori subgroup and ri = 1 for all i. To the
authors’ knowledge, this is a completely new example of an integrable system on a
Poisson manifold.
2. Formal Types
In this section, we review some results from the geometric theory of fundamental
strata and recall how they may be used to associate formal types to irregular sin-
gular connections. Let F = k((z)) be field of formal Laurent series with coefficients
in a field k in characteristic zero, and let o ⊂ F be the corresponding power series
ring. Let Vˆ be an n-dimensional F vector space. A lattice chain L = {Li}i∈Z is
a collection of o-lattices in Vˆ satisfying the following properties: Li ⊃ Li+1, and
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zLi = Li+e with a fixed period e > 0. We say L is uniform if dimk L
i/Li+1 = n/e
for all i; the lattice chain is complete if e = n.
Definition 2.1. A uniform parahoric subgroup P ⊂ GL(Vˆ ) is the stabilizer of a
uniform lattice chain L, i.e., P = {g ∈ GL(Vˆ ) | gLi = Li for all i}. The Lie algebra
of P is the parahoric subalgebra P ⊂ gl(Vˆ ) consisting of P = {p ∈ gl(Vˆ ) | pLi ⊂
Li for all i}. Note that P is in fact an associative subalgebra of gl(Vˆ ). An Iwahori
subgroup I is the stabilizer of a complete lattice chain, and an Iwahori subalgebra
I is the Lie algebra of I.
For more details on lattice chains and the corresponding parahoric subgroups
and subalgebras, see for example [14, 2].
There are natural filtrations on P (resp. P) by congruence subgroups (resp.
ideals). For r ∈ Z, define the P-module Pr to consist of X ∈ P such that XLi ⊂
Li+r for all i; it is an ideal of P for r ≥ 0 and a fractional ideal otherwise. The
congruence subgroup P r ⊂ P is then defined by P 0 = P and P r = In + P
r for
r > 0. Note that these ideals are multiplicative, in the sense that PrPs = Pr+s.
If we fix a form ν ∈ Ω1F/k of order −1, the pairing
(2.1) 〈X,Y 〉ν = ResTr(XY ν)
identifies P−r with (Pr+1)⊥ and (Pr+1/Ps+1)∨ with P−s/P−r. There are sim-
ilar formulas for ν of arbitrary order, for example, (Pr+1)⊥ ∼= P−r+(1+ord(ν))e.
Throughout this section, we will assume for simplicity that ord(ν) = −1, but all
definitions and results can be stated for other ν.
Definition 2.2. Let Vˆ be an F vector space, and let (P, r, β) be a triple consisting
of
• P ⊂ GL(Vˆ ) a uniform parahoric subgroup;
• r ∈ Z≥0, with gcd(r, e) = 1;
• β ∈ (Pr/Pr+1)∨.
After fixing ν as above, we may identify β with a coset βν +P
−r+1 ⊂ P−r/P−r+1.
Thus, we may choose a representative βν ∈ P
−r for β. We say that (P, r, β) is a
uniform stratum if βν +P
−r+1 contains no nilpotent elements.
In this paper, we are interested in strata that satisfy a ‘graded’ version of regular
semisimplicity. Fix a totally ramified field extension E/F of degree e, and let oE
be the corresponding integral domain. Let
(2.2) T ∼= (E×)n/e ⊂ GL(Vˆ )
be a maximal torus and let t ∼= En/e ⊂ gl(Vˆ ) be the corresponding Cartan subal-
gebra. We denote the identity elements of the Wedderburn components of t by χj ,
and we write T (o) (resp. t(o)) for (o×E)
n/e ⊂ T (resp. o
n/e
E ⊂ t). Moreover, write t
♭
for the k-span of the χj and T
♭ for (t♭)×.
Now, suppose that (P, r, β) is a uniform stratum. There is a map ∂β,s : P
s/Ps+1 →
Ps−r/Ps−r+1 given by ∂β,s(X +P
s) = ad(X)(βν) +P
s−r+1.
Definition 2.3. We say that (P, r, β) is a regular stratum centralized by T if it
satisfies the following conditions:
(1) T (o) ⊂ P ;
(2) ker(∂β,s) = t ∩P
s +Ps+1 for all s;
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(3) yβ = z
rβeν +P
1 is a semi-simple element of the algebra P/P1;
(4) when r = 0 (and hence, eP = 1), the eigenvalues of yβ are distinct modulo
Z.
In fact, by [2, Theorem 3.6], L induces a complete lattice chain on each χj(Vˆ )
(with period e). Write Ij for the corresponding Iwahori subgroup. It follows from
[2, Lemma 2.4] that it is the unique lattice chain Lj with o
×
E ⊂ Ij . Moreover, if we
fix a uniformizer ̟E for oE , then ̟EIj = I
1
j . By [3, Proposition 1.18], we deduce
that the matrix ̟T = (̟E , . . . , ̟E) ∈ t satisfies the property ̟TP = P̟T = P
1.
Recall the following proposition:
Proposition 2.4 ([2, Proposition 2.10]). Let (P, r, β) be a regular stratum central-
ized by T , and let βν ∈ P
−r be a representative for β. There is a morphism of
t-modules πt : gl(Vˆ )→ t satisfying the following properties:
(1) πt restricts to the identity on t;
(2) πt(P
ℓ) ⊂ Pℓ;
(3) the kernel of the induced map
π¯t : (t+P
ℓ−r)/Pℓ−r+1 → t/(t ∩Pℓ−r+1)
is given by the image of ad(Pℓ)(βν) modulo P
ℓ−r+1;
(4) if y ∈ t and X ∈ gl(Vˆ ), then 〈y,X〉ν = 〈y, πt(X)〉ν ;
(5) let π¯t,ℓ : P
ℓ/Pℓ+1 → t/t∩Pℓ+1 be the induced map, and set Wℓ = ker(π¯t,ℓ).
Then, the induced map ad(βν) :Wℓ →Wℓ−r is an isomorphism.
A connection on Vˆ is a k-derivation ∇ : Vˆ → Vˆ ⊗ Ω1F/k. If τ is a k-derivation
on F , we write ∇τ for the composition of ∇ with the inner derivation associated
to τ : ∇τ (v) = iτ (∇(v)). In particular, let τν be the derivation with the property
that iτν (ν) = 1.
Definition 2.5. Let (P, r, β) be a uniform stratum. When r ≥ 1, we say that (Vˆ ,∇)
contains (P, r, β) if ∇τν (L
i) ⊂ Li−r and (∇τν − βν)(L
i) ⊂ Li−r+1 for all i. When
r = 0, and thus e = 1, we say that (Vˆ ,∇) contains (P, 0, β) if (∇τν−βν)(L
i) ⊂ Li+1
for some lattice Li.
Given a trivialization φ : Vˆ
∼
→ Fn, we write [∇]φ for the matrix of∇ with respect
to the standard basis of Fn. By the Leibniz rule, ∇ = dz + [∇]φ where dz is the
usual exterior k-differential on F . The group GLn(F ) acts transitively on the space
of trivializations for F , and
(2.3) [∇]gφ = g · [∇]φ := Ad(g)[∇]φ − (dzg)g
−1.
If we have fixed a base trivialization, we will shorten [∇]gφ to [∇]g and [∇]φ to [∇].
In general, the left action g· on gln(F )⊗Ω
1
F/k is called a gauge transformation, and
we say that two matrices X,Y ∈ gln(F )⊗Ω
1
F/k are gauge equivalent if there exists
g ∈ GLn(F ) such that g · X = Y . Thus, if ∇ and ∇
′ are connections on Vˆ , and
[∇]φ is gauge equivalent to [∇
′]φ, then (Vˆ ,∇) and (Vˆ ,∇
′) are isomorphic.
Now, suppose that (P, r, β) is a regular stratum in GLn(F ) centralized by a torus
T . We denote the pullback of P and β to GL(Vˆ ) by Pφ and βφ, respectively.
Theorem 2.6. [2, Theorem 4.13] If (Vˆ ,∇) contains the stratum (Pφ, r, βφ), then
there exists p ∈ P 1 and a regular element Aν ∈ t ∩P
−r such that p · [∇]φ = Aνν.
Furthermore, the orbit of Aνν under P
1-gauge transformations contains (Aν+P
1)ν.
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Remark 2.7. By [2, Lemma 4.4], the map P−r → P−r/P1 intertwines the gauge
and adjoint actions of P . This implies that the functional induced on Pr/Pr+1 by
Aν coincides with β.
We now define the “formal type” of a connection.
Definition 2.8. Let A ∈ P∨\{0}, and suppose that Pr+1 is the smallest congru-
ence ideal contained in A⊥. Let β be the restriction of A to Pr/Pr+1. We say that
A is a formal type if it satisfies the following conditions:
(1) the stratum (P, r, β) is regular and centralized by T , and
(2) any representative Aν ∈ P
−r for A lies in t+P1.
The connection (Vˆ ,∇) has formal type A if there is a trivialization φ : Vˆ →
Fn such that (Vˆ ,∇) contains the stratum (Pφ, r, βφ), and [∇]φ is formally gauge
equivalent to an element of (Aν +P
1)ν by an element of P 1. Finally, we say that
two connections that contain regular strata are combinatorially equivalent if the
strata have the same parahoric subgroup and slope.
By [2, Corollary 4.16], any two connections with formal type A are formally
isomorphic, and the formal type is independent of ν. The converse is false, since
any conjugate of A by the relative Weyl group of T is also a formal type for (Vˆ ,∇).
However, fixing a stratum uniquely determines the formal type. For the rest of the
section, we assume (without loss of generality) that P ⊂ GLn(o).
Proposition 2.9. If ∇ contains a regular stratum (Pφ, r, βφ), there exists a unique
formal type A such that A|Pr = β and [∇]φ is gauge equivalent to an element of
(Aν +P
1)ν by an element of GLn(o).
Proof. By Theorem 2.6 and Remark 2.7, (Vˆ ,∇) has a formal type A such that
A|Pr = β, and there exists p ∈ P
1 such that p · [∇]φ = Aνν, where Aν ∈ t ∩P
−r.
This formal type is unique, since [2, Lemma 3.16] implies that if [∇]φ is gauge
equivalent to A′ν ∈ t ∩P
−r and A′ν |Pr = β, then A
′
ν +P
1 = Aν +P
1. 
Finally, throughout the paper we will need to consider a slight variation on the
formal type. Choose a uniformizer ̟E for E such that ̟
e
E = z; under a suitable
embedding E →֒ gln/e(C), such a way that
(2.4) ̟E =

0 1 · · · 0
...
. . .
. . .
...
0
. . . 0 1
z 0 · · · 0
 .
We choose a basis for each χj Vˆ (and hence for V ) such that ̟T is block diag-
onal with these blocks. Using this basis, we define HT = (HE , . . . , HE) ∈ P
as the block diagonal matrix with blocks given by the diagonal matrix HE =
diag( e−12e ,
e−3
2e , . . . ,
1−e
2e ). LetH
′
T ∈ P
∨ to be the corresponding functionalH ′T (X) =
Tr(HTX)|z=0.
Definition 2.10. Let (Vˆ ,∇) have formal type A. We define the normalized formal
type of (Vˆ ,∇) to be A˜ = A+H ′T .
Note that if e = 1, then A˜ = A.
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Proposition 2.11. Suppose that (Vˆ ,∇) contains a regular stratum and has nor-
malized formal type A˜. If A˜ν ∈ P
−r is a representative for A˜, then there exists
pˆ ∈ P 1 such that pˆ · [∇]φ = A˜νν.
Proof. If r = 0 (so e = 1), this is just Theorem 2.6, so assume that r ≥ 1.
Note that H ′T ∈ (t
♭)⊥. Therefore, part 4 of Proposition 2.4 imply that πt(HT ) ∈
P1. Part 3 of the same proposition shows that there exists X ∈ Pr such that
ad(X)A˜ν ∈ HT
1
Res(ν) + P
1, so there exists p ∈ P 1 such that p · [∇]φ = Aνν by
Theorem 2.6. Moreover, exp(−X) · A˜νν ∈ (Aν +P
1)ν, so there exists p′ ∈ P 1 such
that p′ exp(−X) · A˜νν = Aνν. It follows that (exp(X)(p
′)−1p) · [∇]φ = A˜νν. 
Proposition 2.12. Any normalized formal type A˜ is stabilized by T ∩ P 1.
Proof. Since ad(P1)HT ∈ P
1, P 1 stabilizes HT +P
1. Moreover, the corresponding
formal type A is stabilized by T . 
3. Moduli spaces of connections
In this section, we will describe the moduli space of connections on P1(C) with
compatible framings and fixed combinatorics at each singular point.
First, we recall the construction of the moduli space of framed connections on
P1(C) with fixed formal type at each singular point [2]. Throughout, I will be a
finite indexing set and x = {xi}i∈I a collection of distinct points in P
1. We denote
the completion of the function field of P1 at xi by Fi and the corresponding power
series ring by oi.
Let V be a trivial rank n vector bundle on P1, i.e., we have fixed a trivialization
V ∼= OnP1 . Accordingly, we may identify the space of all global trivializations of V
with GLn(C). Note that a global trivialization determines a local trivialization of
Vi := V ⊗O
P1
Fi, so there is a natural inclusion GLn(C) →֒ GLn(Fi); moreover, the
global sections of V generate a distinguished lattice Li ⊂ Vi. Suppose that ∇ is a
connection on V with the property that the induced connection on Vi has formal
type Ai. We will assume without loss of generality that the associated torus Ti is
contained in GLn(oi). Therefore, by [2, Proposition 4.14], Ai determines a unique
stratum (Pi, r, βi) in GLn(Fi). We also set ̟i = ̟Ti .
Throughout this section, Ui will denote the unipotent subgroup P
1
i ∩GLn(C) with
Lie algebra ui = P
1
i∩gln(C). For simplicity, we write gi for the parahoric subalgebra
gln(oi); its radical is g
1
i = tgi. Note that Ui
∼= P 1i /(1 + g
1
i ) and ui
∼= P1i /g
1.
Definition 3.1. A compatible framing for ∇ at xi is a global trivialization g ∈
GLn(C) with the property that ∇ contains the GL(Vi)-stratum (P
g
i , r, β
g
i ) defined
above. We say that ∇ is framed at xi if there exists such a g.
We now define the moduli space of connections with fixed formal type and a
specified framing at each singular point. Set A¯i = Ai|P1 .
Definition 3.2. Let M˜(A) be the the moduli space of isomorphism classes of
triples (V,∇,g), where
• ∇ is a meromorphic connection on the trivial bundle V with singularities
at {xi}i∈I ;
• g = {Uigi}i∈I , with gi a compatible framing for ∇ at xi;
• the formal type A′i of ∇ at xi satisfies A¯
′
i = A¯i.
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The moduli space M˜(A) is built out of “extended” coadjoint orbits M˜(Ai)
determined locally by each formal type Ai. In the following, let A be a formal type.
We define πP : g
∨ → P∨ and πP1 : g
∨ → (P1)∨ to be the restriction maps and O1
to be the orbit of A¯ under the coadjoint action of P 1. Also, when r = 0 (so e = 1),
we take (t♭)′ ⊂ gln(C)
∨ to be the set of functionals of the form φ(X) = Tr(DX),
where D ∈ t♭ is a diagonal matrix with distinct eigenvalues modulo Z.
Definition 3.3. When r > 0, define the extended orbit M˜(A) ⊂ (U\GLn(C))×g
∨
to be
M˜(A) = {(Ug, α) | πP1(Ad
∗(g)(α)) ∈ O1)}.
When r = 0, we define M˜(A) by
M˜(A) = {(g, α) ∈ GLn(C)× gln(C)
∨ | Ad∗(g)α ∈ (t♭)′}.
There is a natural action ρ of GLn(C) on M˜(A) given by ρ(h)(Ug, α) = (Ugh
−1,Ad∗(h)α).
Note that when r = 0, M˜(A) is independent of A.
Proposition 3.4. [2, Proposition 5.10] The space M˜(A) is a symplectic manifold,
and ρ is a Hamiltonian action. The moment map for ρ is given by µρ(Ug, α) =
res(α), where res(α) = α|gln(C).
Remark 3.5. If αν is any representative of α, then res(α) = Res(ανν).
Theorem 3.6. [2, Theorem 5.4] The moduli space M˜(A) is the symplectic reduc-
tion of
∏
i∈I M˜(Ai) by the diagonal action of GLn(C):
M˜(A) ∼= (
∏
i∈I
M˜(Ai)) 0 GLn(C).
Moreover, M˜(A) is a symplectic manifold.
Specifically,
∏
i∈I M˜(Ai) is a symplectic manifold, and the diagonal action of
GLn(C) has moment map µGLn =
∑
i∈I resi. Thus,
(
∏
i∈I
M˜(Ai)) 0 GLn(C) = µ
−1
GLn
(0)/GLn(C).
In the remainder of this section, we describe a larger moduli space in which we
fix only the combinatorics of (Vi,∇i) at xi, and not the formal type. Again, it will
be constructed as a reduction of the product of local pieces.
First, we discuss these local pieces. If P is a uniform parahoric subgroup P
with period e, r ≥ 0 is an integer such that (r, e) = 1, and T is a maximal torus
such that T (o) ⊂ P , we let (P/Pr+1)∨reg be the set of γ ∈ (P/P
r+1)∨ such that
(P, r, γ|Pr/Pr+1) is a regular stratum centralized by T . We also let A(P, r) be the
subset of (P/Pr+1)∨reg consisting of normalized formal types. Note that A(P, r)
is the subset of (P/Pr+1)∨reg consisting of X + HT , where X is stabilized by the
coadjoint action of T (o). We also define (P1/Pr+1)∨reg to be the projection of
(P/Pr+1)∨reg onto (P
1/Pr+1)∨.
Definition 3.7. If r = 0, define M˜(P, r) = M˜(A) for any A. If r > 0, define
M˜(P, r) ⊂ (U\GLn(C)) × gln(o)
∨ by
M˜(P, r) = {(Ug, α)|πP(Ad
∗(g)α) ∈ (P/Pr+1)∨reg}.
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The space M˜(P, r) is a manifold; the argument is similar to the proof that M˜(A)
is smooth given in [2].
Set V = π−1P (P/P
r+1)∨reg ⊂ (g/P
r+1)∨. In the notation of Proposition 2.4
part (5), let W˜r ⊂ P
r be the subset of elements that map to Wr (mod P
r+1).
We define Z = (g/W˜r)
∨. Note that in the case r = 0, V = (g/g1)∨reg
∼= (t♭)′ =
A(GLn(o), 0) and Z ∼= t
♭.
Lemma 3.8. There is an isomorphism V ×U GLn(C) ∼= M˜(P, r). Furthermore,
there are open dense inclusions (P/Pr+1)∨reg →֒ (P/W˜r)
∨, V →֒ Z, and (P1/Pr+1)∨reg →֒
(P1/W˜r)
∨ in the case r ≥ 1.
Proof. The first isomorphism is given by the map (v, g) 7→ (Ug,Ad∗(g−1)v). Next,
we observe that (P/Pr+1)∨reg may be identified with an open subset of (t ∩P
−r +
P−r+1)/P1. By part (4) of Proposition 2.4, W˜r = (t ∩P
−r +P−r+1)⊥. It follows
that (t∩P−r +P−r+1)/P1 ∼= (P/W˜r)
∨. The other inclusions are proved similarly.

Proposition 3.9. There is a smooth map Γ : M˜(P, r)→ A(P, r) which assigns to
(Ug, α) the unique normalized formal type in the P 1-orbit of πP(Ad(g)(α)). The
fiber Γ−1(A˜) is isomorphic to M˜(A).
Proof. Using the description of M˜(P, r) in Lemma 3.8, we will construct a smooth
map ζ : V×GLn(C)→ A(P, r) and then show that it U -equivariant.
First, we show that
(3.1) (P/Pr+1)∨reg
∼= A(P, r) ×T∩P 1 P
1/P r+1,
where T∩P 1 acts on the right factor by left translation, and on the left factor by the
coadjoint action. There is a natural map A(P, r) ×T∩P 1 P
1/P r+1 → (P/Pr+1)∨reg
given by (Y, p¯) 7→ Ad∗(p−1)Y . The inverse map takes a regular functional γ to the
class of (A, p¯), where A˜ is the unique normalized formal type in the P 1-orbit of A˜
and A˜ = Ad∗(p)γ.
We now define ζ′ : (P/Pr+1)∨reg → A(P, r) as the projection onto the left factor
of A(P, r)×T∩P 1 P
1/P r+1; this makes sense since the coadjoint action of T ∩P 1 on
A(P, r) is trivial by Proposition 2.12. In particular, it is clear that ζ′(Ad∗(u)X) =
X for any u ∈ U . It follows that the map ζ(v, g) = ζ′(πP(v)) is U -equivariant,
where U acts trivially on A(P, r). We define Γ to be the map induced by ζ on
V×U GLn(C).
Finally, we see that M˜(A) embeds into Γ−1(A˜) by comparing Definitions 3.3
and 3.7. Moreover, if (Ug, α) ∈ Γ−1(A˜), then πP1(Ad
∗(g)(α)) ∈ O1. Therefore,
M˜(A) ∼= Γ−1(A˜).

Before proceeding, we need to recall some facts about Poisson reduction. Recall
that if a Lie group G acts on a Poisson manifold M via a canonical Poisson action,
then there is a corresponding moment map µM : M → g
∨. The following result
appears in [11].
Proposition 3.10 ([11, Examples 3.B, 3.F]). Let M be a Poisson manifold, and
suppose that G is a linear algebraic group with a free canonical Poisson action on
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M . If 0 is a regular value for µM , then the Poisson structure on M induces a
Poisson structure on M 0 G
def
= µ−1(0)/G called the Poisson reduction of M . If
the symplectic leaves of M intersect the G-orbits cleanly (in the terminology of [6,
II.25, p. 180]), then the symplectic leaves of M 0 G are the connected components
of the symplectic reductions of those symplectic leaves of M that intersect µ−1(0).
Lemma 3.11. When r ≥ 1, (P1/Pr+1)∨reg has a natural Poisson structure.
Proof. By Lemma 3.8, (P1/Pr+1)∨reg is naturally isomorphic to an open dense
subset of (P1/W˜r)
∨. It suffices to show that (P1/W˜r)
∨ is a Poisson manifold.
Since [P1, W˜r] ⊂ P
r+1, and the Poisson bracket restricted to linear functions on
(P1/Pr+1)∨ is just the usual Lie bracket on P1/Pr+1, this implies that the ideal
generated byWr ⊂ P
1/Pr+1 is a Poisson ideal. It follows that (P1/W˜r)
∨ ∼=W⊥r ⊂
(P1/Pr+1)∨ is a Poisson space. Therefore (P1/Pr+1)∨reg is Poisson. 
Proposition 3.12. The manifold M˜(P, r) has a Poisson structure. When r ≥ 1,
the manifold M˜(P, r) is isomorphic to a Poisson reduction:
M˜(P, r) ∼= ((P1/Pr+1)∨reg × T
∗GLn(C)) 0 U.
The symplectic leaves of M˜(P, r) are the fibers of the map Γ.
Proof. In the case r = 0, M˜(P, r) ∼= M˜(A) by the remark following Definition 3.7.
Therefore, M˜(P, r) is in fact symplectic.
We now suppose that r ≥ 1. The space (P1/Pr+1)∨reg×T
∗GLn(C)) is a Poisson
manifold using the Poisson structure of Lemma 3.11 on the first factor and the
usual symplectic structure of a cotangent bundle on the second.
The group U acts on (P1/Pr+1)∨reg and T
∗GLn(C) via the coadjoint action and
the free action induced by left multiplication on GLn(C) respectively; these actions
are canonical Poisson.
The moment map of the diagonal action is given by
(3.2) µ˜(Y, (g,X)) = −Ad∗(g)(X)|u + Y |u.
It is clear that µ˜ is a submersion.
If µ˜(Y, (g,X)) = 0, then Ad∗(g)(X)|u = Y |u. Therefore, we may glue Ad
∗(g)(X)
and Y together to obtain a functional ψY,X ∈ (g/P
r+1)∨; note that ψY,X ∈ V if
and only if Y ∈ (P1/Pr+1)∨reg. Using the description of M˜(P, r) in Lemma 3.8, we
define a map p : µ˜−1(0)→ M˜(P, r) by
(Y, (g,X)) 7→ (ψY,X , g) ∈ (g/P
r+1)∨ ×U GLn(C).
The map is surjective, and the fibers of p are U -orbits.
The symplectic leaves of (P1/Pr+1)∨reg×T
∗GLn(C) are given by O×T
∗GLn(C),
where O is any coadjoint orbit in (P1/Pr+1)∨reg. It is obvious that the U -orbits
intersect the leaves cleanly. It now follows from Definition 3.3 and the fact that the
M˜(A) are connected that the symplectic leaves of M˜(P, r) are given by M˜(A) for
A a formal type corresponding to P and r.

Lemma 3.13. The GLn(C)-action on M˜(P, r) defined by h(Ug, α) = (Ugh
−1,Ad∗(h)(α))
is free canonical Poisson with submersive moment map µ(Ug, α) = res(α).
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Proof. By [2, Lemma 5.12], this action restricts to a free action on each symplectic
leaf M˜(A). To see that it is canonical Poisson, first observe that the GLn(C)-
action on (P1/Pr+1)∨reg ×T
∗GLn(C) given by h · (Y, (g,X)) = (Y, gh
−1, Ad∗(h)X)
is canonical Poisson with moment map (Y, (g,X)) 7→ X . Since it commutes with
the action of U , it induces a canonical Poisson action on the Poisson reduction with
moment map given by the same formula. It is easy to check that this action corre-
sponds to the given action on M˜(P, r) under the isomorphism of Proposition 3.12.
Since (Y, (g,X)) corresponds to (ψY,X , g) and res(ψY,X) = X , we obtain the de-
sired expression for the moment map. Finally, by [2, Lemma 5.11], µ is even a
submersion when restricted to any symplectic leaf. 
We are now ready to construct the moduli space of framed connections on P1(C)
with fixed combinatorics. Recall that x is a finite set of points in P1(C) indexed by
I. Let P = {Pi}i∈I be a collection of uniform parahoric subgroups with periods ei
such that Pi ∈ GLn(oi), and let r = (ri)i∈I with ri ≥ 0 and gcd(ri, ei) = 1. Also,
fix maximal tori Ti such that Ti(o) ⊂ Pi.
It is immediate from Lemma 3.13 that the diagonal action of GLn(C) on
∏
i∈I M˜(Pi, ri)
is free canonical Poisson and that its moment map µ =
∑
i∈I resi is a submersion.
Definition 3.14. Define M˜(x,P, r) as the Poisson reduction
M˜(x,P, r) =
∏
i∈I
M˜(Pi, ri) 0 GLn(C).
We also set M̂(x,P, r) = µ−1(0) and A(x,P, r) =
∏
i∈I A(Pi, ri).
Proposition 3.15. There is a smooth map Γ : M˜(x,P, r) → A(x,P, r) which
assigns a normalized formal type A˜i to ∇ at each pole xi. The fiber Γ
−1(A˜) is
isomorphic to M˜(A), and the symplectic leaves of M˜(x,P, r) are the connected
components of these fibers.
Proof. Since the maps Γi : M˜(Pi, ri) → A(Pi, ri) are GLn(C)-equivariant (where
GLn(C) acts trivially on A(Pi, ri)),
∏
i∈I Γi induces the desired map Γ. The state-
ment about the fibers of Γ follows from Proposition 3.9 and the construction of
M˜(A) in Theorem 3.6. Finally, the symplectic leaves of
∏
i M˜(Pi, ri) are given by∏
i M˜(Ai), and they intersect the GLn(C)-orbits cleanly. By Proposition 3.10, the
symplectic leaves of M˜(x,P, r) are the connected components of M˜(A). 
Theorem 3.16. The Poisson manifold M˜(x,P, r) is isomorphic to the moduli
space of isomorphism classes of triples (V,∇,g), where (V,∇,g) satisfies the first
two conditions of Definition 3.2, and (Vi,∇i) contains a regular stratum of the
form (Pi, ri, β). The manifold M̂(x,P, r) is isomorphic to the moduli space of
isomorphism classes (V,∇,g) satisfying the conditions above, with a fixed global
trivialization φ.
Proof. By Proposition 2.9, we may associate a unique formal type A to every formal
connection that contains a regular stratum (P, r, β). Therefore, if (V,∇,g) satisfies
the conditions above, there is a unique element A ∈ A(Pi, ri) given by the formal
type of (V,∇,g) at each singular point. In particular, by Theorem 3.6, (V,∇,g)
corresponds to a unique point in M˜(A). However, by Proposition 3.15, M˜(A) ∼=
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Γ−1(A). On the other hand, every point p ∈ M˜(x,P, r) corresponds to a unique
connection with formal type Γ(p).
Now, suppose m = (Uigi, αi)i∈I ∈ M̂(x,P, r). Fix a global form ν ∈ Ω
1
P1
. By
(2.1), we may associate to αi a unique meromorphic form αiνν with coefficients
in gln(Fi). Since µ(m) = 0,
∑
i∈I Resi(αiνν) = 0. It follows that q determines
a global form αν, and thus a global meromorphic connection ∇ = d + αν on the
trivial rank n vector bundle over P1. It is easily checked that this gives a bijection
between points in M̂(x,P, r) and triples (V,∇,g).

4. Integrable deformations
Let X = P1(C), and let V be an n−dimensional trivial vector bundle on X . In
this section, we will consider the deformations of a connection (V,∇) which contains
a regular stratum at each singularity.
4.1. Formal Deformations. Without loss of generality, take x1 = 0 and fix a
parameter z at 0. We will suppress the subscripts on (Pi, ri, βi), etc. when we work
locally at 0. Let F be the field of Laurent series at 0 and o ⊂ F the ring of power
series. Define Vˆ to be the formal completion of V at 0, and let ∇ˆ be the induced
formal connection.
Now, let D = Spec(o), and fix a standard parahoric P and an integer r with
gcd(r, e) = 1. We also fix a torus T , with T (o) ⊂ P , as in (2.2). Let ∆ be an analytic
polydisk; we denote its ring of functions by R. A formal flat deformation is a flat,
meromorphic connection (V¯ , ∇¯) on D ×∆ satisfying the following properties:
• the vector bundle V¯ is isomorphic to the trivial rank n vector bundle, and
• the restriction of ∇¯ to D×{y}, denoted by ∇ˆy, contains a regular stratum
(Py , r, βy).
Fix a trivialization φ of V¯ so that we may identify all other trivializations with
elements of GLn(o ⊗ R). We say that the deformation (V¯ , ∇¯) is framed if there
exists a trivialization g ∈ GLn(R) with the property that Py = P
g(y), βy = β
g(y),
and the regular stratum (Py, r, βy) is centralized by Ty := T
g(y). In particular,
any representative (βy)ν ∈ P
−r
y for βy lies in ty +P
−r+1
y by [2, Remark 3.5] (with
ord(ν) = −1).
We denote Pℓ∆ = P
ℓ ⊗ R, P¯ℓ∆ = P
ℓ
∆/P
ℓ+1
∆ , and t∆ = t⊗R. We define P∆ and
T∆ similarly. Suppose that (V¯ , ∇¯) is framed by g, and fix a nonzero one-form ν at
0. If ν = u dzz , write
zν
dz = u. Let A(y) be the formal type of ∇¯ at y. Using the
pairing in (2.1), we may choose a representative Aν(y) for A(y) of the form
Aν(y) = (
−r
n
t−r(y)̟
−r
T + . . .+
−1
n
t−1(y)̟
−1
T + t0(y))
dz
zν
,
with ti(y) ∈ t
♭
∆. For example, A dz
z
= (−rn t−r(y)̟
−r
T + . . .+
−1
n t−1(y)̟
−1
T + t0(y)).
Recall that any element of t can be written as a Laurent series t =
∑∞
i=−N tj̟
j
T
with ti ∈ t
♭. We define an endomorphism δe of t via δe(t) =
∑∞
i=−N
i
e ti̟
i
T .
Lemma 4.1. Suppose t ∈ t∆. Then, z∂zt− [t,HT ] = δet. Moreover, any solution
B ∈ Ω1∆((t +P
ℓ)/Pℓ) to the differential equation z∂zB − [B,HT ] = δet + t0 +P
ℓ
has the form B = t + f +Pℓ, where f ∈ t♭∆. There is no solution when ℓ ≥ 0 and
t0 6= 0.
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Proof. Since the equations are block diagonal in t, we may immediately reduce to
the case where T = E×. A direct calculation shows that z∂z̟
i
T − [̟T , HE ] =
i
e̟
i
T = δe(̟
i
T ). This proves the first statement. The second follows by applying
the same calculation to each term of B up to ̟ℓT . Note that z∂z̟
0
T − [̟
0
T , HE ] = 0,
so there is no solution when t0 6= 0. 
As in the previous section, we will let p · [∇¯]g denote the dz part of the gauge
transformation formula: p · [∇¯]g = Ad(p)([∇¯]g) − (dzp)p
−1. Similarly, upon fixing
ν ∈ Ω1F (R), we write p ·M = Ad(p)(M)−(τνp)p
−1 whenM ∈ gln(F ⊗CR). We will
use d∆ and d¯ to denote the exterior differential on ∆ and P
1×∆, respectively. Sup-
pose that A˜ν is the normalized formal type associated to Aν . By Proposition 2.11,
there exists an element p ∈ P∆ such that
p(y) · [∇ˆy ]g = A˜ν(y)ν.
Let d∆ be the exterior differential on ∆. Define
A∆(y) =
−1∑
i=−r
̟−iT d∆ti,
so that d∆A dz
z
= δeA∆ + d∆t0.
Proposition 4.2. Let p be as above. Then, p · [∇¯]g − (d∆p)p
−1 = A˜νν +A∆ + f ,
where f ∈ Ω1∆(t
♭) is closed. Moreover, t0(y) must be constant. Conversely, if q ∈
GLn(F⊗R), f is closed, and t0(y) is constant, then [∇¯
′] = q−1 ·
(
A˜νν +A∆ + f
)
+
q−1(d∆q) determines a flat meromorphic connection ∇¯
′ on V¯ .
Remark 4.3. The case e = 1 is proved in the Appendix of [1].
Proof. Note that the connection determined by p · [∇¯]g − (d∆p)p is flat, since ∇¯
is flat and −(d∆p)p is simply the d∆ part of the gauge transformation formula.
Conversely, if the connection determined by A˜νν + A∆ + f is flat, then ∇¯
′ is flat
by the same argument.
Without loss of generality, set ν = dzz . It suffices to show that whenever [∇¯] =
A˜ dz
z
dz
z + B for some B ∈ Ω
1
∆(gln(F )), then ∇¯ is flat if and only if B has the form
A∆ + f . We observe that ∇¯ is flat if and only if it satisfies the conditions
d∆(A dz
z
)− z∂zB + [B,A dz
z
+HT ] = 0(4.1)
and d∆B +B ∧B = 0.(4.2)
If B = A∆ + f , (4.2) holds trivially while (4.1) follows from the first part of
Lemma 4.1, so ∇¯ is flat.
We now prove the converse. If r = 0, then e = 1 and HT = 0. In this case, we
may take A dz
z
= t0(y) to be a regular diagonal matrix with entries in R; moreover,
no two eigenvalues of A dz
z
differ by an integer. Setting B =
∑
Bℓz
ℓ with Bℓ ∈
gln(C), (4.2) reduces to [Bℓ, A dz
z
] = ℓBℓ when ℓ 6= 0. The eigenvalue condition
now implies that Bℓ = 0. whenever ℓ 6= 0, by the condition on the eigenvalues of
A dz
z
. On the other hand, [B0, A dz
z
] = −d∆(A dz
z
). Since the right hand side is a
diagonal matrix, both sides must be identically 0. It follows that d∆(A dz
z
) = 0 and
B0 ∈ Ω
1
∆(t
♭) while the fact that B0 is closed follows from (4.2).
14 CHRISTOPHER L. BREMER AND DANIEL S. SAGE
We now consider the case r ≥ 1. In the following, let t0(y) be the constant
term of A dz
z
. Suppose, by induction, that B ∈ A∆ + f + Ω
1
∆(t
♭ +Pℓ). (Note that
B ∈ Ω1(PL) for some L ≤ −r, so the first inductive step is trivially satisfied for
ℓ = L). Applying the first part of Lemma 4.1 with t = A∆ gives
d∆(A dz
z
) + [B,HT ]− z∂zB ∈ d∆t0 +Ω
1
∆(P
ℓ).
We deduce from (4.1) that [B,A dz
z
] ∈ d∆t0 +Ω
1
∆(P
ℓ).
When ℓ < 1, d∆t0 ∈ Ω
1
∆(P
ℓ). This implies that [B,A dz
z
] ∈ Ω1∆(P
ℓ), so B ∈
Ω1∆(t+P
ℓ+r). Next, consider ℓ = 1. By the ℓ = 0 step, we know that B ∈ Ω1∆(t+
Pr). Part (3) of Proposition 2.4 shows that [B,A dz
z
] + Ω1∆(P
1) ∈ ker(π¯t ⊗ IΩ1∆).
Since d∆t0 ∈ Ω
1
∆(t
♭), part (1) of the same proposition gives d∆t0 ∈ Ω
1
∆(P
1). Since
t♭ ∩ P1 = {0}, we see that d∆t0 = 0. Thus, we may conclude that the inductive
hypothesis implies that [B,A dz
z
] ∈ Ω1∆(P
ℓ) for ℓ ≥ 1 as well. As before, B ∈
Ω1∆(t+P
ℓ+r) ⊂ Ω1∆(t+P
ℓ+1).
To complete the inductive step, we apply the second part of Lemma 4.1 to obtain
B ∈ A∆ + Ω
1
∆(t
♭ +Pℓ+1). Using the fact that the sum t♭ +Pℓ is direct for ℓ ≥ 1,
we actually obtain f ∈ Ω1∆(t
♭) such that B ∈ A∆+ f +Ω
1
∆(P
ℓ) for all ℓ. The result
now follows since
⋂
ℓP
ℓ = 0.

Definition 4.4. We say that a compatible framing g for ∇¯ is good if there exists
p ∈ P 1∆ such that p · [∇¯]g − (d∆p)p
−1 = A˜νν +A∆.
Proposition 4.5. Every framed flat deformation has a good compatible framing.
Proof. If g is a compatible framing, there exists p ∈ P such that p · ([∇¯]g) −
(d∆p)p
−1 = (A dz
z
+HT )
dz
z +A∆ + f by Proposition 4.2. Since f is closed on ∆, it
is exact. Choosing ϕ ∈ t♭∆ such that f = d∆ϕ, we obtain
Ad(eϕ)
(
p · ([∇¯]g)− d∆(p)p
−1
)
− d∆ϕ = (A dz
z
+HT )
dz
z
+A∆.
It follows that eϕg is a good compatible framing. 
4.2. Global Deformations.
Definition 4.6. A framed global deformation is a triple (g, V¯ , ∇˜) consisting of:
(1) a trivializable rank n vector bundle V¯ on P1 ×∆;
(2) an R-relative connection ∇˜;
(3) a collection of analytic framings g = (gi)i∈I , gi : ∆→ Ui\GLn(C);
(4) the restriction of (V¯ , ∇˜) to P1×{y} must lie in M˜(x,P, r) with compatible
framing g(y).
We say that a framed deformation is integrable if there exists a flat C-relative
connection ∇¯ on P1 ×∆ with P1 part ∇˜.
We note that (g, V¯ , ∇˜) determines a smooth map ∆→ M˜(x,P, r). Specifically,
there are maps gi(y) and αi(y) such that the connection on the fiber above y
corresponds to the point (Uigi(y), αi(y))i∈I ∈ M˜(x,P, r) .
Suppose that (g, V¯ , ∇˜) is an integrable framed global deformation. If we fix
a trivialization for V¯ , we may write [∇¯] = αν + Υ, where Υ is a section of
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Ω1∆/C(End(V¯ )) with poles along {xi}. The curvature of ∇¯ is given by
Ξ(α,Υ) = d¯(αν +Υ) + Υ ∧ αν + αν ∧Υ+Υ ∧Υ ∈ Ω2∆×P1.
Thus, ∇¯ is flat if and only if the following hold:
(4.3) τνΥ = d∆α+ [Υ, α] and 0 = d∆Υ+Υ ∧Υ.
An integrable deformation (g, V¯ , ∇˜) determines a flat formal deformation (Vˆi, ∇¯i)
at each singular point. Therefore, if A˜i(y) is the normalized formal type of (Vˆi, ∇¯i)
at y ∈ ∆, Proposition 4.5 implies that there exists pi ∈ P
1
i such that pigi · [∇¯] −
Ad(pi)(d∆gig
−1
i ) − (d∆pi)p
−1
i = A˜i,νν + Ai,∆. Since p
−1
i d∆pi ∈ Ω
1
∆(P
1) by [2,
Lemma 4.4], we deduce
(4.4) Υ ∈ Ad(g−1i p
−1
i )Ai,∆ + g
−1
i d∆gi +Ω
1
∆((P
1
i )
gi).
Set re = (r
′
i)i∈I := (⌈
ri
ei
⌉)i∈I , where ⌈
ri
ei
⌉ is the integer ceiling of riei . Let Dr be
the divisor
∑
i∈I r
′
i[xi] on P
1.
Definition 4.7. Let glnP1 denote the trivial gln-bundle on P
1, and let glrenP1 =
glnP1(Dr) be the sheaf corresponding to the divisor Dr
Note that sections of glrenP1 have poles of order at most r
′
i at xi.
Fix a set of parameters (zi)i∈I at each singular point xi with the property that
each zi has a pole at a fixed point x0. Define a C-linear map φi : gln(Fi)→ gln(C)
by
(4.5) φi(X) = Resxi(X
dzi
zi
).
Thus, φi extracts the constant term of X at xi with respect to zi. This induces a
map φ¯i : gln(Fi)/P
1
i → gln(C)/ui.
Next, we define a map ς which assigns a global section of glrenP1 to a collection
of principal parts at x. Given Xi ∈ g
−r′i
i /gi, let X˜i ∈ H
0(P1; glrenP1) be the section
corresponding to the unique lift of Xi to gln(z
−1
i C[z
−1
i ]).
Definition 4.8. The map ς :
∏
i∈I g
−r′i
i /gi → H
0(P1; glrenP1) is given by
(4.6) ς((Xi)i∈I) =
∑
i∈I
X˜i.
We will usually write X0 for ς((Xi)i∈I).
Remark 4.9. This map commutes with the adjoint action of GLn(C), i.e., Ad(g)(X
0) =
(Ad(g)X)0 for any g ∈ GLn(C). Indeed, Ad(g)(X˜i) = ˜Ad(g)Xi for each i since
Ad(g) stabilizes gln(z
−1
i C[z
−1
i ]).
We are now ready to describe a system of differential equations satisfied by an
integrable deformation. Let (V¯ , ∇¯) be a deformation of (V,∇) as in Definition 4.6,
corresponding to a map (gi(y), αi(y))i∈I from ∆ to M˜(x,P, r).
Fix a uniformizer z0 at x0.
Lemma 4.10. If Υ′ has principal part Υi at each xi and is holomorphic elsewhere,
then Υ′ −Υ0 = Υ′|z0=0 ∈ Ω
1
∆(gln(C)). Here, Υ
0 = ς((Υi)i∈I) as above.
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Proof. Since Υ′ and Υ0 have the same principal parts at each singular point, Υ′ −
Υ0 = X ∈ Ω1∆(gln(C)). By construction, Υ
0 and Υ′ are holomorphic at x0, and
Υ0|z0=0 = 0. Therefore, X = Υ
′|z0=0. 
Lemma 4.11. Given Υ ∈ Ω1∆(H
0(P1; glrenP1)), define Υi = Υ+ gi. Any integrable
framed deformation ∇¯ is GLn(R)-gauge equivalent to a deformation αν +Υ satis-
fying Υ = ς((Υi)i∈I).
Proof. Suppose that [∇¯] = α′ν + Υ′. Then, Υ′ − (Υ′)0 = X ∈ Ω1∆(gln(C)) by
Lemma 4.10. Since the image of ς is closed under conjugating by GLn(R), it
suffices to show that there exists g ∈ GLn(R) such that Υ := Ad(g)Υ
′−(d∆g)g
−1 =
Ad(g)(Υ′)0.
The system of differential equations g−1(d∆g) = X has a solution if d∆X +X ∧
X = 0. To see this, recall that d∆X = d∆Υ
′|z0=0. By flatness, d∆Υ
′+Υ′ ∧Υ′ = 0,
so d∆X +X ∧X = (d∆Υ
′ +Υ′ ∧Υ′)|z0=0 = 0. 
Now, suppose that (g, V¯ , ∇˜) is a deformation. Choose pi ∈ P
1
∆ such that pi ·αν =
A˜iνν, and write gˆi = pigi. Let Υi = Ad(gˆ
−1
i )Ai,∆ + Ω
1
∆(gi), with corresponding
global section Υ0 ∈ Ω1∆(H
0(P1; glrenP1)).
Theorem 4.12. A good framed deformation (g, V¯ , ∇˜) is integrable if and only if
it is GLn(R)-gauge-equivalent to a deformation satisfying the following equations:
(1) φi(Ad(p
−1
i )(Ai,∆) + (d∆gi)g
−1
i ) ∈ φi(Ad(gi)Υ
0) + Ω1∆(ui);
(2) d∆α ∈ τνΥ
0 + [α,Υ0] + Ω1∆(gi
dzi
ziν
); and
(3) dΥ0 +Υ0 ∧Υ0 = 0.
Proof. Suppose that (g, V¯ , ∇˜) is integrable. By Lemma 4.11, there exists a gauge
g ∈ GLn(R) such that [∇¯]g = αν +Υ with Υ = Υ
0. By Proposition 4.2,
(4.7) Υ ∈ Ad(gˆ−1i )Ai,∆ + gˆ
−1
i d∆gˆi + (P
1
i,∆)
gi .
Therefore, condition (1) is satisfied by applying Ad(gi) and φi. Moreover, αν + Υ
is flat, so conditions (2) and (3) follow from (4.3).
To see the converse, note that condition (1) shows that Υ0 satisfies (4.7). Con-
dition (2) implies that the cross-term of the curvature of αν + Υ0 is zero modulo
g1i
dzi
ziν
. Writing this term as
∑
fjdyj , where the dyj ’s are a basis for Ω
1
∆, we see
that fj ∈ H
0(P1; Ω1
P1
) = {0}. Since the term in Ω2∆ vanishes by condition (3), we
see that the curvature vanishes.

Corollary 4.13. A good framed deformation (g, V¯ , ∇˜) is integrable if and only if
there exists g ∈ GLn(R) such that
(1) φi(Ad(gi)(g
−1d∆g +Υ
0)) ∈ φi(Ad(p
−1
i )A∆,i + (d∆gi)g
−1
i ) + Ω
1
∆(ui);
(2) d∆α ∈ τνΥ
0 + [α,Υ0 + g−1d∆g] + Ω
1
∆(g
1
i
dzi
ziν
); and
(3) d∆(Υ
0 + g−1d∆g) + (Υ
0 + g−1d∆g) ∧ (Υ
0 + g−1d∆g) = 0.
Proof. Set [∇¯] = αν + Υ and choose g ∈ GLn(R) such that [∇¯]g = α
′ν + Υ′ with
Υ′ = (Υ′)0. The proof above shows that (g′, α′,Υ′) satisfy the conditions in the
theorem. One obtains the equations in the corollary by substituting Υ′ = Ad(g)Υ0,
α′ = Ad(g)(α), and g′i = gig
−1. The converse is proved similarly. 
Remark 4.14. It will be shown later in Theorem 6.8 that the third condition in
these two results is unnecessary.
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5. The Differential Ideal
In this section and the next, we show that the equations from Corollary 4.13
determine a Frobenius integrable system on M˜(x,P, r). Throughout, we will fix
a global meromorphic one-form ν on P1(C). We will also use the convention that
if B is a vector bundle on a manifold M and N ⊂ M is open, then we will write
Ω1N (B) for Ω
1
N (B|N ). Furthermore, if σ is a global section of Ω
1
M (B), we will abuse
notation and let σ also denote σ|N .
5.1. Generators. We will construct a differential ideal I on M̂(x,P, r) corre-
sponding to the system of differential equations in Corollary 4.13. Throughout, we
will simplify notation by suppressing x, P, and r in the notation and using d for
the exterior differential on all spaces whenever there is no risk of ambiguity. We
will also write M˜i = M˜(Pi, ri) and Ai = A(Pi, ri).
Set tji = ti ∩ P
j
i and T
j
i = Ti ∩ P
j
i . First, we define maps Γˆi : M̂ → Ai and
Γˆiν : M̂ → (t
−ri
i + HT )
dzi
ziν
: Γˆi((Ujgj , αj)i∈I) = Γi(Uigi, αi) and Γˆiν((Ujgj , αj))
is the standard representative of Γi(Uigi, αi) in P
−r
i
dzi
ziν
with Laurent expansion
(γ−r̟
−r
i + . . .+ γ0̟
0
i +HT )
dzi
ziν
. We also write Γˆ0i for the coefficient of ̟
0
i
dzi
ziν
in
Γˆiν .
We identify the tangent bundle of Ai ⊂ (ti/t
r+1
i )
∨ with Ai×t
−ri
i /t
1
i using the
pairing 〈, 〉 dzi
zi
. The differential of the map Γˆi : M̂ → Ai determines a section dΓˆi
of Ω1
M̂
(t−rii /t
1
i ) ⊂ Ω
1
M̂
(P−rii /P
1
i ).
Identify M˜i with Vj ×Uj GLn(C) as in Lemma 3.8. Throughout this section, we
will use mj = (vj , gj) ∈ Vj ×Uj GLn(C) to denote a point in M˜i and m = (mj)j∈I
to denote a point in M̂ ⊂
∏
i∈I M˜i. Let ψi : M̂ → Ui\GLn(C) be the composition
of the projections M̂ → M˜i and ψ˜i : M˜i → Ui\GLn(C).
We are now ready to define a collection of differential forms on M̂.
(1) Define an endomorphism of ti by
δe’(t−j̟
−j
i ) =
{
−e
j t−j̟
−j
i if j 6= 0;
0 if j = 0.
Note that if t =
∑∞
i=−N ti̟i, then δe(δe’(t)) = t−t0. We obtain an induced
map δe’ : Ω
∗
M̂
(t−rii /t
1
i )→ Ω
∗
M̂
(t−rii /t
1
i ).
We shall clarify the dictionary between this notation and the notation
in Section 4.1. Set A
M˜,i
= δe’(dΓˆi) ∈ Ω
1
M̂
(t−rii /t
1
i ). If ν =
dzi
zi
, the first
part of Lemma 4.1 implies that
(5.1) τνAM˜,i − [AM˜,i, Γˆiν ] = dΓˆiν − dΓˆ
0
i + t
1
i .
Below, we will apply Proposition 4.2 several times with A
M˜,i
and Γˆiν − Γˆ
0
i
playing the roles of A∆ and A˜ν respectively.
(2) Recall, from (3.1), that (Pi/P
ri+1
i )
∨
reg
∼= Ai×T 1
i
P 1i /P
r+1
i . Given mi ∈
M˜i, we may write πPi(vi) = (ai, pi) ∈ Ai×T 1i P
1
i /P
ri+1
i . Thus, ai is the
image of vi under the map Γi from Proposition 3.9, and pi is characterized
by Ad∗(pi)(πPi (vi)) = ai. Define a bundle Bi = P
−r
i /P
1
i ×Ui GLn(C)
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over Ui\GLn(C), where Ui acts on GLn(C) by left multiplication and on
P−ri /P
1
i by Ad. We define Φi ∈ Ω
1
M̂
(ψ∗i (Bi)) by
(5.2) Φi(m) = Ad(p
−1
i )(AM˜,i).
Note that Φi is a well defined section of Ω
1
M̂
(ψ∗i (Bi)): if u ∈ Ui, then
u(ai, pi) = (ai, piu
−1); it follows that Ad(u)Φi(um) = Φi(m).
(3) We define a third form Υ0 on M̂ which has coefficients in H0(P1; glrenP1).
The form
Φ¯i = Ad(g
−1
i )Φi +Ω
1
M̂
(gi/P
1
i ) ∈ Ω
1
M̂
((P−rii )
gi/gi)
is well defined on M̂, so the product Φ¯ = (Φ¯i)i∈I determines a form
in Ω1
M̂
(
∏
i∈I((P
−ri
i )
gi/gi)). Using Definition 4.8, we set Υ
0 = ς(Φ¯) ∈
Ω1
M̂
(H0(P1; glrenP1)).
(4) The next form, Θi, is defined on M̂ with coefficients in ψ
∗
i (T (Ui\GLn(C))).
Here, we identify T (Ui\GLn(C)) with ui\ gln(C)×Ui GLn(C) in the usual
way. Define a section of Ω1
M̂
(ψ∗i T (Ui\GLn(C))) by
Θi(m) = (dgi)g
−1
i + φ¯i(Φi)− φ¯i(Ad(gi)(Υ
0)) + Ω1
M̂
(ui),
where φ¯ is the function defined in (4.5). The form Θi is a well defined. By
construction, φ¯i(Φi) is a well defined section of Ω
1
M̂
(ψ∗i T (Ui\GLn(C))).
Furthermore, Ad(ui)φ¯i(Ad(gi)Υ
0)(uim) = φ¯i(Ad(gi)Υ
0)(m) and
d(uigi)g
−1
i u
−1
i ∈ Ad(ui)((dgi)g
−1
i ) + Ω
1
M̂
(ui).
(5) By Theorem 3.16, each point of M̂ determines a unique form αν ∈ H0(P1\x; Ω1
P1
(glnP1)).
In particular, dα is a one-form with coefficients in H0(P1\x; glnP1). Note
that dα depends on the choice of global form ν.
(6) We define the last collection of forms on M̂ to have coefficients in (g
−r′i
i
dzi
ziν
)/(g1i
dzi
ziν
),
where re = (r
′
i)i∈I as in Definition 4.7. Let Ξi be defined on M̂ by
Ξi((vj , gj)j∈I) = τνΥ
0 − dα − [Υ0, α] + Ω1
M̂
(g1i
dzi
ziν
).
Intuitively, we have a framed global deformation on any neighborhood of M̂ iso-
morphic to an analytic polydisk determined by g = (gi)i∈I and ∇˜ = d + αν (see
Definition 4.6). Here, Υ0 represents the dy term of the connection (up to a section
of Ω1
M̂
(gln(C))). The form Ξi corresponds to the expansion, in non-positive degrees
of zi, of the dz ∧ dy term of the curvature. Moreover, the vanishing of Θi gives a
relation on the framing gi analogous to part (1) of Theorem 4.12.
5.2. The Differential Ideal. We are now ready to construct a differential ideal I
on M̂ corresponding to the isomonodromy equations in Section 4. Throughout, we
fix sections gˆi of the trivial GLn(oi)-bundle over M̂ such that gˆig
−1
i ∈ P
1
i and gˆi·α =
Γˆiν . We write pˆi = gˆig
−1
i . Observe that Ad(gi)(gˆ
−1
i dgˆi) ∈ (dgi)g
−1
i +Ω
1
M̂
(P1i ) and
pi = pˆiP
ri+1
i .
For convenience, we will take A′
M˜,i
∈ Ω1
M̂
(t−ri ) to be the lift of AM˜,i which has
zero components in positive degrees. By Lemma 4.1, this lift has the property
(5.3) τνA
′
M˜,i
+ [Γˆiν , A
′
M˜,i
] = dΓˆiν − dΓˆ
0
i .
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Moreover, dA′
M˜,i
= 0, since A′
M˜,i
= δe’(dΓˆiν). The same holds for AM˜,i.
If B is a vector bundle over M̂, σ ∈ Ω∗
M̂
(B) and J is a differential ideal on
M̂, we will use the shorthand “σ ∈ J ” to mean σ ∈ I ⊗O
M̂
B. If B′ is another
bundle and f : B → B′ is a bundle map, then σ ∈ J implies that f(σ) ∈ J . In
particular, this is the case if the bundles are trivial with f induced by a C-linear
map on their fibers. We also say that J is generated by σ if it is locally generated
by the coefficients of σ in a trivialization of B.
Throughout, we may assume that ν = dzizi when working with Ξi and Θi. Let
χi = φi(Ad(gˆ
−1
i )A
′
M˜,i
+gˆ−1i dgˆi−Υ
0) ∈ Ω1
M̂
(gln(C)). Note that Ad(gi)(χi)+Ω
1
M̂
(ui)
is a well-defined section of the bundle Bi from the previous section. Choose some j ∈
I. Let I be the differential ideal on M̂ is generated by Ξi− [χj, α], Θi−Ad(gi)(χj),
and dΓˆ0i for all i ∈ I. We will show late that this definition is independent of the
choice of j.
Theorem 5.1.
(1) The differential ideal I is a Pfaffian ideal which satisfies the Frobenius inte-
grability condition dI ⊂ I and therefore determines a foliation of M̂(x,P, r).
Moreover, any map f : ∆ → M̂ corresponds to a framed integrable defor-
mation if and only if f∗I = 0.
(2) The ideal I is the pullback of an integrable Pfaffian differential ideal I on
M˜(P,x, r), and any map f : ∆ → M˜ corresponds to a framed integrable
deformation if and only if f∗I = 0.
We will prove this theorem in the subsequent two sections. The remainder of
this section is devoted to a local analysis of the ideal I which will be useful later
on.
Over a sufficiently small neighborhood Ni ⊂ Ui\GLn(C), we may choose a
smooth algebraic slice of coset representatives σi : Ni → GLn(C). Let N˜i ⊂ GLn(C)
be the inverse image of Ni, and let N =
⋂
i∈I ψ
−1
i (Ni) ⊂ M̂.
For brevity, we will write gσi = σi(Uigi). When χ ∈ gln(C) = Tgσi GLn(C), we
write χσ ∈ gln(C) for the image of χ under the tangent map corresponding to the
composition N˜i → Ni
σi−→ N˜i. We also define Θ
σ
i ∈ Ω
1
N (gln(C)) by
(5.4) Θσi = (g
σ
i )
−1dgσi + Tσi(φ¯i(Φi)− φ¯i(Ad(gi)(Υ
0))).
Observe that Ad(gσi )(Θ
σ
i ) + Ω
1
N (ui) = Θi|N ; indeed, Θ
σ
i = Tσi(Θi).
We define a map ξi : gi → Ω
1
N using the residue-trace pairing in (2.1):
(5.5) ξi(X) = 〈Ad(g
σ
i )(Ξi − [Θ
σ
i , α]), X〉ν .
Lemma 5.2. Let J be a differential ideal on N ⊂ M̂, and let Ξ be a section of
Ω1N (P
−R/g1) for some integer R > 0. Define ξ ∈ Ω1N(g
∨) by ξ(X) = 〈Ξ, X〉ν .
Then ξ(g) ⊂ J if and only if Ξ ∈ J . Furthermore, ξ(Ps) ∈ J if and only if
Ξ ∈ J +Ω1N (P
−s+1)
Proof. By assumption,PR+1 ⊂ ker(ξ), so ξ induces an element ξ¯ ∈ HomC(g/P
R+1,Ω1N )
∼=
Ω1N ((g/P
R+1)∨). Note that ξ(g) ⊂ J if and only ξ¯ ∈ J . Moreover, ξ¯ and Ξ corre-
spond under the isomorphism (g/PR+1)∨ ∼= P−R/g1 given by the perfect pairing
〈, 〉ν , so ξ¯ ∈ J if and only if Ξ ∈ J . The first result now follows. A similar
argument, replacing g with Ps, proves the second statement. 
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We will write ρˆ for the action of GLn(C) on
∏
i∈I M˜i. (This is the product over
the action of GLn(C) on each factor M˜(P, r) from Lemma 3.13.) Define Tgln ⊂∏
i∈I T(M˜i) to be the subbundle of T(
∏
i∈I M˜i) consisting of vectors tangent to the
GLn(C)-orbits. Since the action of GLn(C) is free, this is an integrable subbundle.
Moreover, the action map of ρˆ gives an isomorphism between the trivial gln(C)-
bundle on
∏
i∈I M˜i and Tgln .
We may identify the preimage ψ˜−1i (Ni) of Ni in M˜i with Vi ×Ni via
(v, gi) 7→ (Ad(g
σ
i g
−1
i )v, Uigi).
Thus, there is a local isomorphism
(5.6) T(ψ˜−1i (Ni))
∼= T(Vi)× T(Ni).
This equation induces a local bundle map pUi : Tgln |N → T(Vi) ⊂ T (
∏
i∈I ψ˜
−1(Ni))|N .
We also have a global bundle map pLi : Tgln |N → ψ
−1
i T (Ui\GLn(C)).
Recall from Lemma 3.8 that Vi is open dense in Zi = (gi/W˜ri)
∨. Therefore,
T (Vi) ∼= Vi × Zi.
Lemma 5.3. Let χ be a section of Ω1N (Tgln). Then, p
L
i (χ) = −Ad(gi)(χ) + ui ∈
Ω1N (Bi). Moreover, p
U
i (χ) ∈ Ω
1
N (Z
∨
i ) is the functional defined by Ad(g
σ
i ) ([χ− χ
σ, α]).
Proof. The action of GLn(C) on Ui\GLn(C) is the usual (left) action, h(Uig) =
Uigh
−1. The first statement follows. The map N˜i → Ui defined by g 7→ g(g
σ)−1 has
tangent map X 7→ Ad(gσ)(X −Xσ). Since the projection from the ψ˜i(Ni) ⊂ M˜i
onto Vi has the form (vi, gi) 7→ Ad(g
σ
i g
−1
i )(vi), it follows that p
U
i (χ) = [Ad(g
σ
i )(χ−
χσ),Ad(gσi )(α)]). 
Choose a vector space lift Ẑi ⊂ gi of gi/W˜ri . Define Ξ
V
i ∈ (Ẑi)
∨ ∼= Zi by
ΞVi = ξi|Ẑi , using the notation in (5.5). In other words, Ξ
V
i is the functional
on Ẑi determined by Ad(g
σ
i )(Ξi − [Θ
σ
i , α]). The I-tuple κ˜ = (−Ξ
V
i ,Θi)i∈I deter-
mines a section of Ω1N (
∏
i∈I T(M˜i)). We define κ to be the differential form on
Ω1N ((
∏
i∈I T(M˜i))/Tgln) determined by the image of κ˜.
Definition 5.4. We define Iσ to be the differential ideal on N determined by the
coefficients of κ and by dΓˆ0i for each i ∈ I.
We wish to show that Iσ is the restriction of I to N .
Lemma 5.5. Suppose that J is a differential ideal on N containing dΓˆ0i and χ is
a section of Ω1N (Tgln). If
Ad(gi)(Υ
0) + Ad(gi)(χ) − (dgi)g
−1
i ∈ Φi + J +Ω
1
N (P
1
i ),
then Ad(gi)(Ξi − [χ, α]) ∈ Ω
1
N ([P
1
i ,Ad(gi)(α)] +P
1
i
dzi
ziν
) + J .
Proof. Without loss of generality, let ν = dzizi . By construction, τν(A
′
M˜,i
)− dΓˆiν +
dΓˆ0i + [Γˆiν , A
′
M˜,i
] = 0. Write α′ = gˆ−1i · (Γˆiν − Γˆ
0
i ), so α − α
′ = Ad(gˆ−1i )(Γˆ
0
i ). Set
Υ = Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi.
By Proposition 4.2, gˆ−1i ·
(
(Γˆiν − Γˆ
0
i )ν +A
′
M˜,i
)
+ gˆ−1i dgˆi = α
′ν +Υ determines
a flat connection on Spec(Fi)×N . Therefore, τν(Υ)− dα
′ + [α′,Υ] = 0. It follows
ISOMONODROMIC DEFORMATIONS OF CONNECTIONS 21
that
τν(Υ)− dα + [α,Υ] = −Ad(gˆ
−1
i )dΓˆ
0
i ∈ J .
By definition, Ad(gˆ−1i )AM˜,i + Ω
1
N ((P
1
i )
gi ) = Ad(g−1i )Φi and gˆ
−1
i dgˆi ∈ g
−1
i dgi +
Ω1N ((P
1
i )
gi). Therefore, subtracting the above expression from Ξi− [χ, α] and using
the hypothesis yields
Ξi − [χ, α] ∈ τν(Υ
0 + χ−Ad(gˆ−1i )AM˜,i − gˆ
−1
i dgˆi)−
[Υ0 + χ−Ad(gˆ−1i )AM˜,i − gˆ
−1
i dgˆi, α] + Ω
1
N ((P
1
i )
gi) + J .
The lemma follows after applying Ad(gi) to both sides of the equation above. 
Lemma 5.6. Let J be a differential ideal on N satisfying the following property:
there exists a section χ of Ω1N (Tgln) such that Θi + p
L
i (χ) ∈ J for all i. Then,
Ad(gi)(Υ
0 + χ) ∈ Ad(pˆ−1i )A
′
M˜,i
+ (dgi)g
−1
i +Ω
1
M̂
(P1i ) + J .
Proof. We note that Υ0 − Ad(gˆ−1i )(A
′
M˜,i
) ∈ Ω1
M̂
(gi) by construction. Since the
map φ¯i induces an isomorphism P
1
i \gi
∼= ui\ gln(C), it suffices to show
φ¯i(Ad(gi)(Υ
0 + χ)−Ad(pˆ−1i )(A
′
M˜,i
)− (dgi)g
−1
i ) ∈ J .
This is equal to −Θi +Ad(gi)(χ) + Ω
1
N (ui) as a section of Ω
1
N(ψ
∗
i T (Ui\GLn(C))).
By Lemma 5.3,
−Θi +Ad(gi)(χ) + Ω
1
N (ui) = −Θi − p
L
i (χ) ∈ J .
It follows that Ad(gi)(Υ
0 + χ) ∈ Ad(pˆ−1i )(A
′
M˜,i
) + (dgi)g
−1
i +Ω
1
M̂
(P1i ) + J .

Proposition 5.7. On a sufficiently small neighborhood N , there exists a section
χ of Ω1N (Tgln) such that κ˜ + χ ∈ I
σ. Any such χ will satisfy the conditions of
Lemma 5.6 for J = Iσ; furthermore, Iσ is generated by Ξi − [χ, α], Θi + p
L
i (χ),
and dΓˆ0i . In particular, I
σ is independent of the choice of lift Ẑi.
For the next few results, we will assume that N is taken to be sufficiently small
as in the statement of the lemma. However, we shall see below in Corollary 5.10
that we may choose χ to be the restriction of the globally defined χj .
Proof. ShrinkingN if necessary, we may choose a direct sum decomposition
∏
i∈I T(M˜i))|N
∼=
Tgln |N ⊕T
⊥
gln
. Here, T⊥gln
∼= ((
∏
i∈I T(M˜i))/Tgln)|N . Thus, we may choose a sec-
tion χ of Ω1N (Tgln) such that κ˜ + χ ∈ I
σ. In particular, Θi + p
L
i (χ) ∈ I
σ and
−ΞVi + p
U
i (χ) ∈ I
σ. By Lemma 5.6,
Ad(gi)(Υ
0) + Ad(gi)(χ) − (dgi)g
−1
i ∈ Ad(pˆ
−1
i )(A
′
M˜,i
) + Iσ +Ω1
M̂
(P1i ).
The right hand side is equal to Φi + I
σ + Ω1
M̂
(P1i ). We may conclude, using
Lemma 5.5, that Ad(gi)(Ξi − [χ, α]) ∈ Ω
1
N (P
−ri+1
i ) + I
σ.
Consider the identity
(5.7)
Ad(gσi )(−Ξi+[Θ
σ
i , α]+ [χ−χ
σ, α]) = Ad(gσi )(−Ξi+[χ, α])+Ad(g
σ
i )([Θ
σ
i −χ
σ, α]).
Note that Θσi − χ
σ ∈ Ω1N (gln(C)) lies in I
σ, since it is the image of Θi + p
L
i (χ)
under the tangent map of σi. We obtain that the right hand side of (5.7) lies in
Ω1N (P
−ri+1
i )+I
σ since Θσi −χ
σ ∈ Ω1N (gln(C)) is the image of Θi+p
L
i (χ) ∈ I
σ under
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the tangent map of σi. The left hand side determines a functional ξ
′
i ∈ Ω
1
N (g
∨
i )
using the residue-trace pairing. Equation (5.2) and the second part of Lemma 5.3
show that ξ′i is equal to −ξi+p
U
i (χ). It follows that (−ξi+p
U
i (χ))(P
ri
i ) ⊂ I
σ. Since
W˜ri ⊂ P
ri
i , we see that Ẑi +P
ri
i = gi. Thus, (−ξi + p
U
i (χ))(gi) ⊂ I
σ. Lemma 5.2
implies that both sides of (5.7) lie in Iσ . In particular, Ξi − [χ, α] ∈ I
σ.
Finally, let I ′ be the ideal generated by Ξi − [χ, α], Θi + p
L
i (χ), and dΓˆ
0
i .
Since −ΞVi + p
U
i (χ) is the restriction of the difference of the first two genera-
tors, it lies in the ideal I ′. Therefore, κ′ = κ˜ + χ lies in I ′. The image of κ′
in Ω1N ((
∏
i(T(M˜i)))/Tgln) is κ, so κ ∈ I
′. It follows that Iσ = I ′.

We will now show that Iσ is the restriction of I to N .
Lemma 5.8. Let J be a differential ideal on N . Suppose that X ∈ Ω1
M̂
(P1i )
satisfies
(5.8) τν(X)− [X, Γˆiν ] ∈ J .
Then, X ∈ J .
Proof. Without loss of generality, assume that ν = dzizi and τν = zi∂zi . To sim-
plify notation, we will suppress the subscript i in the proof. Let ψ : Ω1
M̂
(P1) →
Ω1
M̂
(P−r+1) be defined by ψ(Y ) = τν(Y )− [Y, Γˆν ].
First, we prove the case r = 0, so e = 1 and P = GLn(o). Note that Γˆν ∈ (t
♭)′
by Definition 3.3 and τν(Y ) = ℓY for Y ∈ Ω
1
M̂
(zℓ gln(C)). It follows that ψ :
zℓ gln(C)→ z
ℓ gln(C) is an isomorphism, since −ℓ is never an eigenvalue of ad(Γˆν).
Now, suppose that X ∈ Ω1
M̂
(gℓ)+J for ℓ ≥ 1, sayX ∈ Xℓ+Ω
1
M̂
(gℓ+1)+J for some
Xℓ ∈ Ω
1
M̂
(zℓ gln(C)). (This holds trivially for ℓ = 1.) We see that the image of
ψ(Xℓ) ∈ Ω
1
M̂
(gℓ+1)+J . However, we have shown that ψ induces an automorphism
of Ω1
M̂
(gℓ/gℓ+1), so Xℓ ∈ Ω
1
M̂
(gℓ+1) + J . By induction, we conclude that X ∈ J .
Let Wℓ = ker(π¯t) ⊂ P
ℓ/Pℓ+1. We define the projection pt : gln(F ) → ker(πt)
by pt(X) = X − πt(X), and write p¯t : P
ℓ/Pℓ+1 → Wℓ for the induced map on
cosets. Let ψ : Ω1
M̂
(P1) → Ω1
M̂
(P−r+1) be defined by ψ(Y ) = τν(Y ) − [Y, Γˆν ].
Since Lemma 4.1 states that ψ(t) = δe(t) ∈ t for all t ∈ Ω
1
M̂
(t1), pt ◦ψ(t) = 0. This
implies that pt(ψ(Y )) = pt(ψ(pt(Y ))) for all Y ∈ Ω
1
M̂
(Pℓ).
First, we show inductively that X ′ = pt(X) ∈ J . Suppose that X
′ ∈ J +
Ω1
M̂
(Pℓ), say X ′ ∈ X ′ℓ + J with X
′
ℓ ∈ Ω
1
M̂
(Pℓ). Since ψ(X) ∈ J , we obtain
pt(ψ(X
′
ℓ)) = pt(ψ(X))+J ⊂ J . By part (5) of Proposition 2.4, the map ψ¯ :Wℓ →
Wℓ−r induced by pt ◦ψ is an isomorphism, so X
′
ℓ ∈ J +Ω
1
M̂
(Pℓ+1). It follows that
X ′ ∈ J + Ω1
M̂
(Pℓ+1). Since the inductive hypothesis holds trivially for ℓ = 1, we
conclude that X ′ ∈ J .
We now have X ∈ πt(X)+J and also δe(πt(X)) = ψ(πt(X)) = ψ(X)−ψ(X
′) ∈
J . Since δe is an automorphism of t
1, this gives πt(X) ∈ J , and hence X ∈ J .

In the following, let χ be the section of Tgln |N constructed in Lemma 5.3.
Proposition 5.9. The following identity holds modulo Iσ:
Υ0 + χ ∈ Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi + I
σ.
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Proof. By Proposition 5.7,
τνΥ
0 − dα− [Υ0 + χ, α] + Ω1
M̂
(g1j
dzj
zjν
) = Ξj − [χ, α] ∈ I
σ .
Thus, if ν is a global meromorphic one-form on P1, we obtain ν∧
(
τνΥ
0 − dα− [Υ0 + χ, α]
)
∈
Iσ. This follows from the observation that the principal part at each xj ∈ P
1 lies
in Iσ . Applying the interior derivative ιτν implies that
(5.9) τνΥ
0 − dα− [Υ0 + χ, α] ∈ Iσ.
Now, we set ν = dzizi and τν = zi∂zi . Note that Υ
0 − Ad(gˆ−1i )(A
′
M˜,i
) ∈ Ω1
M̂
(gi)
by construction. Therefore, setting pˆσi = gˆi(g
σ
i )
−1,
Ad(gσi )(Υ
0) + Ad(gσi )(χ)− (Ad((pˆ
σ
i )
−1)(A′
M˜,i
) + (dgσi )(g
σ
i )
−1) ∈
− φi((dg
σ
i )(g
σ
i )
−1 +Ad((pˆσi )
−1)(A′
M˜,i
)−Ad(gσi )(Υ
0)) + Ad(gσi )(χ) + Ω
1
M̂
(P1i ) =
−Ad(gσi )(Θ
σ
i − χ) ∈ I
σ.
It follows that Υ0 + χ ∈ Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi + I
σ +Ω1
M̂
(P1i ).
Let Υ′ = Ad(gˆi)(Υ
0 + χ) − (dgˆi)gˆ
−1
i . From the argument above, we see that
Υ′ − A′
M˜,i
∈ Ω1
M̂
(P1i ) + I
σ. Substituting Ad(gˆ−1i )(Υ
′) + gˆ−1i dgˆi = Υ
0 + χ and
Ad(gˆ−1i )Γˆiν + gˆ
−1
i τν(gˆi) = α into (5.9), we obtain
τν(Υ
′)− dΓˆiν − [Υ
′, Γˆiν ] ∈ I
σ.
Since dΓˆiν − dΓˆ
0
i = τν(A
′
M˜,i
)− [A′
M˜,i
, Γˆiν ] by (5.3), we deduce that
τν(Υ
′ −A′
M˜,i
)− [Υ′ −A′
M˜,i
, Γˆiν ] ∈ dΓˆ
0
i + I
σ.
The left hand side lies in Iσ, since dΓˆ0i ∈ I
σ. The statement of the Lemma now
follows, since by Lemma 5.8, Υ′ −A′
M˜,i
∈ Iσ.

Corollary 5.10. The sections χi of Tgln satisfy κ˜ + χi ∈ I
σ. Moreover, χi ∈
χj + I
σ and dχi + χi ∧ χi ∈ I
σ.
Proof. Let χ be the section of Tgln constructed in Proposition 5.7. To prove the
first statement, it suffices to show that χi − χ ∈ I
σ. However, for any i ∈ I,
χi − χ = φi(Ad(gˆ
−1
i )A
′
M˜,i
+ gˆ−1i dgˆi −Υ
0 − χ) ∈ Iσ
by Proposition 5.9.
In order to prove the second part, we recall that Υ0 is defined as ς((Φ¯j)j∈I). It
follows that dΥ0 = ς((dΦ¯j)j∈I). By construction, Φ¯j = Ad(gˆ
−1
j )(AM˜,j). Therefore,
dΦ¯j ∈ −[Ad(gˆ
−1
j )AM˜,j , gˆ
−1
j dgˆj ] + Ω
1
N (gj) since dAM˜,i = 0.
By Proposition 5.9, Ad(gˆ−1j )AM˜,j + gˆ
−1
j dgˆj ∈ Υ
0 + χi + I
σ. We conclude that
[Ad(gˆ−1j )AM˜,j , gˆ
−1
j dgˆj ] ∈ −(Υ
0 + χi) ∧ (Υ
0 + χi) + I
σ + Ω2N(gj),
and moreover ς((dΦ¯j)j∈I) ∈ −ς(
(
(Υ0 + χi) ∧ (Υ
0 + χi)
)
j∈I
)+Iσ. Thus, by Lemma 4.10,
(Υ0 + χi) ∧ (Υ
0 + χi) + ς((dΦ¯j)j∈I) ∈ χi ∧ χI + I
σ.
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Finally,
d(Ad(gˆ−1i )AM˜,i + gˆ
−1
i dgˆi) =
− (Ad(gˆ−1i )AM˜,i + gˆ
−1
i dgˆi) ∧ (Ad(gˆ
−1
i )AM˜,i + gˆ
−1
i dgˆi)
∈ −(Υ0 + χi) ∧ (Υ
0 + χi) + I
σ.
It follows that
dχi + χi ∧ χi = φi
(
d
(
Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi −Υ
0
))
+ χi ∧ χi
∈ φi(−(Υ
0 + χi) ∧ (Υ
0 + χi) + (Υ
0 + χi) ∧ (Υ
0 + χi)− χi ∧ χi) + χi ∧ χi + I
σ
= Iσ.

Corollary 5.11. Fix j ∈ I. The ideal Iσ is generated by Ξi− [χj , α], Θi+p
L
i (χj),
and dΓˆ0i for all i ∈ I. In particular, I
σ is the restriction of I to N , and I does not
depend on the choice of j.
Proof. By Corollary 5.10, χj satisfies the the conditions of Proposition 5.7. The
same proposition implies that Iσ has the given generators.

5.3. Invariance. In this section, we will show that I is the pullback of a differential
ideal I on M˜(P, r,x). Moreover, the ideal I is Pfaffian and integrable.
Proposition 5.12. Let X be a section of Tgln , and take ω ∈ I. Then, ιXω ∈ I.
In particular, if ω ∈ I ∩ Ω1
M̂
, then ιXω = 0.
Proof. It suffices to show that the generators of I are in the kernel of ιX . Since Γˆi
is invariant under the action of GLn(C), we see that ιXdΓˆ
0
i = 0 and ιX(AM˜,i) = 0.
It follows that any term involving A
M˜,i
lies in the kernel of ιX . We now calculate
ιX(Ξi − [χj , α]). By the argument above,
ιX(Ξi) = ιX(−dα) = −[X,α].
On the other hand,
(5.10) ιX(χj) = ιXφj(gˆ
−1
j dgˆj) = −X.
It follows that ιX(Ξi − [χj , α]) = −[X,α] + [X,α] = 0. On the other hand,
ιX(Θi) = ιX((dgi)g
−1
i +Ω
1
M̂
(ui)) = Ad(gi)(X) + ui.
Using (5.10), we see that ιX(Θi +p
L
i (X)) = Ad(gi)(X)−Ad(gi)(X) + ui = ui. 
We now show that the ideal I is GLn(C)-invariant.
Proposition 5.13. Let g : V → GLn(C) be a function defined on a neighborhood
V ⊂ M̂, and let ρˆg : V → M̂ be the map determined by the action of g. Then,
ρˆ∗gI = I. Moreover, ρˆ
∗
g(Ξi − [χj , α]) = Ad(g)(Ξi − [χj , α]) and ρˆ
∗
g(Θi + p
L
i (χj)) =
Θi + p
L
i (χj)).
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Proof. First, we calculate ρˆ∗g(χj). One easily checks that
(5.11) ρˆ∗g(χj) = Ad(g)χj − (dg)g
−1.
We also see that ρˆ∗g(Ξi) = Ad(g)(Ξi)−[(dg)g
−1, α] and ρˆ∗g(Θi) = −Ad(gig
−1)((dg)g−1)+
Θi. We see that ρˆ
∗
g(Ξi − [χj , α]) = Ad(g)(Ξi − [χj, α]) ∈ I and ρˆ
∗
g(Θi + p
L
i (χj)) =
Θi + p
L
i (χj) ∈ I. Finally, ρˆ
∗
gdΓˆ
0
i = dΓˆ
0
i . It follows that ρˆ
∗
g(I) ⊂ I. 
In the following, M˜ = M˜(P,x, r) and q : M̂ → M˜ is the natural projection.
Corollary 5.14. There exists a differential ideal I on M˜(P,x, r) such that q∗I =
I.
Proof. Since M̂ is a principal GLn(C)-bundle over M˜, we may choose a cover of
M˜ by neighborhoods W with the property that q−1(W ) ∼= GLn(C) ×W . Define
ΘGi and Ξ
G
i on q
−1(W ) by ΘGi (g, w) = Θi + p
L
i (χj) + Ω
1
M̂
(ui) and Ξ
G
i (g, w) =
Ad(g−1)(Ξi − [χj , α]). It is clear that the collection Θ
G
i , Ξ
G
i , and dΓˆ
0
i over all i ∈ I
generates I|q−1(W ). By Proposition 5.13, ρˆ
∗
h(Θ
G
i ) = Θ
G
i and ρˆ
∗
h(Ξ
G
i ) = Ξ
G
i .
Proposition 5.12 shows that each of the generators determines a well-defined
form on q∗T (W ) ∼= T (q−1(W ))/ gln(C). By invariance, Θ
G
i , Ξ
G
i , and dΓˆ
0
i descend
to differential forms on T (M˜). These generate the ideal I.

6. Integrability
We will now show that I is an integrable Pfaffian system in the sense of [7,
II.2.4]. In general, if J is a differential ideal on a smooth variety X , we write
J 1 = J ∩Ω1X . It suffices to show that the coherent sheaf I
1 is locally free and that
dI ⊂ I.
Let J be the ideal on M̂ generated by Ξi, dΓˆ
0
i , and Θi for all i ∈ I. Note that
I ⊂ J . We will first show that J is a Pfaffian system and that I1 ⊂ J 1 has
constant corank.
We need to describe a (local) minimal basis for J . Since J is independent of the
choice of one-form ν, we may assume that ν = dzizi when working locally at xi. As
in Section 5.2, we will restrict to sufficiently small neighborhoods Ni ⊂ Ui\GLn(C)
and the corresponding neighborhood N ⊂ M̂.
By part (2) of Proposition 2.4, the map πti induces a map π
′
ti
: Pi/P
ri
i → ti/t
ri
i .
Choose a vector space lift Zodi ⊂ Pi of ker(π
′
ti
) and a lift Zui ⊂ gi of gi/Pi. Note that
these vector spaces are trivial when r = 0. We define locally the ‘off-diagonal’ and
u components of Ξi to be Ξ
od
i = ξi|Zod ∈ Ω
1
N ((Z
od)∨) and Ξui = ξi|Zui ∈ Ω
1
N ((Z
u
i )
∨)
respectively.
Proposition 6.1. The ideal J |N is generated by Θi, Ξ
od
i , Ξ
u
i , and dΓˆ
0
i for i ∈ I.
Proof. As above, we assume that ν = dzizi . By Lemma 5.2, it suffices to show that
ξi(gi) lies in the ideal J
′ generated by dΓˆ0i , Θi, Ξ
od
i , and Ξ
u
i , since J
′ ⊂ J .
Let J1 be the ideal generated by Θi and dΓˆ
0
i for each i ∈ I. By Lemma 5.6
(applied with χ = 0), Υ0 ∈ Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi+Ω
1
W ((P
1
i )
gi )+J1. Lemma 5.5
states that
(6.1) Ad(gσi )Ξi ∈ Ω
1
W ([P
1
i ,Ad(g
σ
i )(α)] +P
1
i ) + J1 ⊂ Ω
1
W (P
−r+1) + J1.
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Therefore, ξi(P
r
i ) ⊂ J1.
We will now show that Ad(gσi )(Ξi) ∈ J
′+Ω1N(P
1
i ). Take 1 ≤ j ≤ r, and assume
inductively that there exists X ∈ Ω1N(P
j
i ) such that
(6.2) Ad(gσi )Ξi ∈ [X,Ad(g
σ
i )(α)] + J
′ +Ω1N (P
1
i ).
Part (3) of Proposition 2.4 shows that [X,Ad(gσi )(α)] + Ω
1
N (P
j−r+1
i ) ∈ ker(π¯ti).
Thus, by part (4) of the same proposition, 〈[X,Ad(gσi )(α)], t
r−j
i 〉ν = {0}. Since
Ξodi ∈ J
′ , 〈[X,Ad(gσi )(α)], Y 〉ν ∈ J
′ for Y ∈ ker(πti)∩P
r−j. Combining these two
facts gives 〈[X,Ad(gσi )(α)],P
r−j〉ν ∈ J
′, and we conclude that [X,Ad(gσi )(α)] ∈
Ω1N (P
j−r+1
i ) + J
′. Part (5) of Proposition 2.4 now implies that X ∈ πt(X) +
Ω1N (P
j+1
i ) + J
′. Finally, since there exists p ∈ P 1i such that Ad(p)(Ad(g
σ
i )(α)) ∈
t−ri +P
1
i , we see that X−Ad(p
−1)(πt(X)) ∈ Ω
1
N (P
j+1
i )+J
′ satisfies (6.2) for j+1.
By induction, we obtain (6.2) for r+1. This gives Ad(gσi )(Ξi) ∈ J
′+Ω1N (P
1
i ) and
hence ξi(Pi) ⊂ J
′. Finally, since gi = Z
u
i +Pi, we see that ξi(gi) ⊂ I
′ as desired.

In the following, let ι : M̂ →
∏
i∈I M˜i be the inclusion and T
∗ι : ι∗(Ω1∏
i∈I
M˜i
)→
Ω1
M̂
the induced bundle map. The generators of I (resp. J ) lift to a set of
generators for a differential ideal I˜ ⊂ ι∗Ω∗∏
i∈I
M˜i
(resp. J˜ ) on M̂. Only the
lift Ξ˜i of Ξi requires explanation. Suppose that m = ((Ujgj, αj)j∈I) ∈ M̂. We
write αiν for a representative of α in (g
−r′i
i
dzi
ziν
)/(g1i
dzi
ziν
). Therefore, if m ∈ M̂,
αiν = α+ g
1
i
dzi
ziν
. We set
Ξ˜i = τνΥ
0 − dαiν − [Υ
0, αiν ].
It is clear that T ∗ι(Ξ˜i) = Ξi. All other forms involved in the definitions of I
and J are restrictions of forms on
∏
i∈I M˜i, and we will not make any notational
distinction between such a form and its restriction to M̂.
Lemma 6.2. Let µ be the moment map for the action of GLn(C) on
∏
i∈I M˜(Pi, ri).
Then, dµ ⊂ I˜.
Proof. Let ν be the global choice of one form. By construction, µ((Uigi, αi)i∈I) =∑
i∈I res(αi). Let χ = χj , so Ξ˜i − [χ, α] is one of the generators of I˜. We have∑
i∈I
Resi(ν ∧ (Ξ˜i − [χ, α]) =
∑
i∈I
Resi(ν ∧ τν(Υ
0))− Resi(ν ∧ dαiν)− Resi(ν ∧ [Υ
0 + χ, α])
=
∑
i∈I
Resi(ν ∧ dαiν).
Here,
∑
i∈I Resi(ν ∧ τν(Υ
0)) and
∑
i∈I Resi(ν ∧ [Υ
0, α]) vanish by the residue the-
orem. Since Resi(ν ∧ αiν) = resi(αi), we see that dµ =
∑
i∈I Resi(ν ∧ dαiν) lies in
I. 
Let M̂(A) = q−1(M˜(A)) andN(A) = N∩M̂(A). We also setN =
∏
i∈I(ψ˜i)
−1(Ni) ⊂∏
i∈I M˜i and N(A) = N ∩
(∏
i∈I M˜(Ai)
)
.
Proposition 6.3. The ideal J is a Pfaffian system. Moreover, the restriction map
taking J 1 ⊂ Ω1
M̂
to Ω1
M̂(A)
is surjective.
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Proof. This is a local statement, so we will work with the restriction of J to N .
Fix a point m = (Uigi, αi)i∈I ∈ N(A). We will first show that the restriction of
J˜ 1 to N(A) spans Ω1
N(A)
.
There are isomorphismsN ∼=
∏
i(Pi/Pr+1)
∨
reg×Ni andN(A)
∼=
∏
i∈I(πP1 )
−1(O1i )×
Ni. Restricting J˜ to N(A), we see that all terms in Θi and Ξ˜i involving AM˜,i
vanish. In particular, Υ0 and Φi vanish, so Θi becomes (dgi)g
−1
i + Ω
1
N(A)
(ui),
and Ξ˜i is simply dα + Ω
1
N(A)
(g1i
dzi
ziν
). Write Ad(gi)(α) = v ∈ (πP1 )
−1(O1i ). Since
dα = Ad(g−1i )(dv−[(dgi)g
−1
i , v]), it is easily checked that the coefficients of (dgi)g
−1
i
and dα span T ∗m(N(A)).
On the other hand, a calculation using [2, Lemma 3.17] shows that dimT ∗m(N (A)) =
dim gln(C)/u + dim g/P
r − dim t1/tr, and so the coefficients of the set of gener-
ators for J˜ in Proposition 6.1 give a basis for T ∗m(N(A)). Thus, J˜ is a rank∑
i∈I dim(M˜(Ai)) Pfaffian system.
Lemma 6.2 shows that dµ ∈ J˜ . Since the coefficients of dµ span the conormal
bundle of M̂ in
∏
i∈I M˜(Pi, ri), we see that the pullback of J˜ in Ω
∗
M̂
, i.e., J , is
a rank
(∑
i∈I dim(M˜(Ai))
)
− n2 Pfaffian system. Moreover, the restriction map
taking J 1 to Ω1N(A) induced by the map J˜
1 → Ω1
N(A)
is still surjective. 
Lemma 6.4. Fix j ∈ I. The ideal J is generated by I and the coefficients of χj.
Proof. We know that I ⊂ J . By Corollary 5.10, κ˜ + χj ∈ I. However, by con-
struction, κ˜ ∈ J ; it follows that χj ∈ J .
In order to prove the reverse inclusion, Proposition 5.7 shows that Ξi−[χj, α] ∈ I.
By assumption, Θi + p
L
i (χj) ∈ I as well. It follows that Ξi and Θi lie in the ideal
generated by I and χj . 
There is a natural restriction map Ω1
M̂
→ (Tgln)
∨. We denote by F the induced
map F : J 1 → (Tgln)
∨.
Proposition 6.5. The map F is surjective, and I1 is the kernel of F . Moreover,
I is a Pfaffian system.
Proof. First, we prove surjectivity. For a point m ∈ M̂(A), the map F factors
through restriction to T ((M̂(A)), since M̂(A) is GLn(C)-invariant. By Proposi-
tion 6.3, the restriction map J 1 → Ω1
M̂(A)
is a surjective bundle map. Since the
map Ω1
M̂(A)
→ T∨gln is surjective, it follows that F is surjective.
By Proposition 5.12, I1 ⊂ T⊥gln . We conclude that I ⊂ ker(F ). Finally, since I
1
and χj generate J
1, the rank of I1 must be at least rank(J 1) − n2. The rank of
the kernel of F is rank(J 1) − n2, so I1 = ker(F ). Therefore, I has constant rank
and is thus a Pfaffian system. 
We will now prove that I satisfies the Frobenius integrability condition.
Lemma 6.6. Set χ = χj as above. Then,
d(Υ0 + χ) + (Υ0 + χ) ∧ (Υ0 + χ) ∈ I.
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Proof. First, we will show that
(6.3) d(Υ0) ∈ −(Υ0 + χ) ∧ (Υ0 + χ) + Ω2
M̂
(gi) + I.
By construction, Υ0 ∈ Ad(gˆ−1i (A
′
M˜,i
)) + Ω1
M̂
(gi). Therefore,
d(Υ0) ∈ −[Ad(gˆ−1i )(A
′
M˜,i
), gˆ−1i dgˆi] + Ω
2
M̂
(gi).
On the other hand, by Proposition 5.9,
(6.4) (Υ0 + χ) ∧ (Υ0 + χ) ∈
(Ad(gˆ−1i )A
′
M˜,i
+ gˆ−1i dgˆi) ∧ (Ad(gˆ
−1
i )A
′
M˜,i
+ gˆ−1i dgˆi) + Ω
2
M̂
(gi) + I.
The right hand side is equivalent to [Ad(gˆ−1i )A
′
M˜,i
, gˆ−1i dgˆi] + Ω
2
M̂
(gi) + I. This
proves (6.3).
It suffices to show that
(6.5) (Υ0 + χ) ∧ (Υ0 + χ) = ς(((Υ0 + χ) ∧ (Υ0 + χ) + Ω2
M̂
(gi))i∈I) + χ ∧ χ,
since the right hand side is equal to −d(Υ0 + χ) (mod I) by the arguments above
and Corollary 5.10. By Lemma 4.10, (Υ0 + χ)|z0=0 = χ. Moreover,(
(Υ0 + χ) ∧ (Υ0 + χ)
)
|z0=0 = χ ∧ χ.
Another application of Lemma 4.10 gives (6.5).

Lemma 6.7.
d(Θi −Ad(gi)(χ)) ∈ Ω
2
M̂
(ui) + I.
Proof. Throughout, we will write Υ = Υ0 + χ. As in the beginning of Section 5.2,
we write pˆi = gˆig
−1
i . By Proposition 5.9, we see that
Ad(gi)(Υ) ∈ Ad(pˆ
−1
i )(A
′
M˜,i
) + pˆ−1i dpˆi + (dgi)g
−1
i + I.
A sequence of calculations using the expression above and Lemma 6.6 produces
d(Ad(gi)Υ) = [(dgi)g
−1
i ,Ad(gi)(Υ)] + Ad(gi)d(Υ)
∈ [(dgi)g
−1
i ,Ad(gi)(Υ)]−Ad(gi) (Υ ∧Υ) + I
= [(dgi)g
−1
i ,Ad(pˆ
−1
i )(A
′
M˜,i
) + pˆ−1i dpˆi + (dgi)g
−1
i ]
− (Ad(pˆ−1i )(A
′
M˜,i
) + pˆ−1i dpˆi + (dgi)g
−1
i ) ∧ (Ad(pˆ
−1
i )(A
′
M˜,i
) + pˆ−1i dpˆi + (dgi)g
−1
i ) + I
= −dgidg
−1
i + dpˆ
−1
i dpˆi − [pˆ
−1
i dpˆi,Ad(pˆ
−1
i )A
′
M˜,i
)] + I
= −dgidg
−1
i + dpˆ
−1
i dpˆi + d(Ad(pˆ
−1
i )A
′
M˜,i
)) + I.
The last line is equivalent to dΦi − dgidg
−1
i + I (mod Ω
1
M̂
(P1i )). Therefore,
d(Φi + (dgi)g
−1
i −Ad(gi)(Υ
0 + χ) ∈ Ω2
M̂
(P1i ) + I.
Applying φ¯i to the equation above gives d(Θi −Ad(gi)(χ)) ∈ Ω
2
M̂
(ui) + I.

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Proof of Theorem 5.1, part (1). As above, write Υ = Υ0 + χ. We have already
shown that d(Θi −Ad(gi)(χ)) ∈ Ω
2
M̂
(ui) + I. A standard, but tedious, calculation
shows that
d(Ξi − [χ, α]) = τν(dΥ +Υ ∧Υ)− [dΥ+Υ ∧Υ, α] + [Ξi,Υ] + Ω
1
M̂
(g1i
dzi
ziν
),
so by Lemma 6.6, d(Ξi − [χ, α]) ∈ I.
Finally, by Theorem 3.16, we may identify trivialized framed global deformations
(g, V¯ , ∇˜) on P1 × ∆ with analytic maps σ : ∆ → M̂(x,P, r). We will show that
the conditions of Corollary 4.13 are equivalent to the vanishing of σ∗I. Suppose
that σ∗I = 0. By Corollary 5.10, dχ + χ ∧ χ = 0. It follows that there exists an
analytic solution g ∈ GLn(R) on ∆ to the integrable differential equation dg = g.χ.
In particular, χ = g−1dg.
We observe that σ∗I = {0} if and only if σ∗(Θi − Ad(gi)(χ)) = 0 and σ
∗Ξi −
[χ, α] = 0 for all i, and the vanishing of these forms is equivalent to conditions (1)
and (2) of Corollary 4.13. Also, by Lemma 6.6, σ∗I = {0} implies σ∗(dΥ+Υ∧Υ) =
0, which is equivalent to condition (3).

Theorem 5.1 and Lemma 6.6 immediately show that the third conditions in
Theorem 4.12 and Corollary 4.13 are redundant.
Theorem 6.8. Let (g, V¯ , ∇˜) be a good framed deformation. The following state-
ments are equivalent.
(1) (g, V¯ , ∇˜) is integrable.
(2) (g, V¯ , ∇˜) is GLn(R)-gauge-equivalent to a deformation satisfying the first
two conditions of Theorem 4.12.
(3) There exists g ∈ GLn(R) such that the first two conditions of Corollary 4.13
are satisfied.
Proof of Theorem 5.1, part (2). Since q∗I = I, and I is a Pfaffian system by The-
orem 5.1, one immediately sees that I is Pfaffian. Specifically, the rank of I
1
at
any point m ∈ M˜ is equal to the rank of I1 at a point in q−1(m).
In order to prove integrability, suppose that ω ∈ I
1
. Then, d(q∗ω) = q∗(dω) ∈ I.
It now suffices to work on a neighborhood W ⊂ M˜. Choosing a local section
σ : W → q−1(W ) of the principal GLn(C)-bundle, we see that σ
∗I|q−1(W ) = I|W .
We deduce that dω = σ∗q∗(dω) ∈ I|W .
Finally, suppose that f : ∆ → M˜. Again, we choose a local section σ : W →
q−1(W ) of a neighborhood W containing the image of ∆. By the first part of
Theorem 5.1, f corresponds to a framed integrable deformation if and only if
f∗σ∗(I) = 0. However, this is equivalent to the statement that f∗(I) = 0 since
σ∗(I) = I|W .

7. Example
In this section, we give an explicit example of the system of equations constructed
above. We will consider a space of rank n meromorphic connections on P1 with m
singularities of slope 1n . Let x be a set of m finite points, and set Pi = Ii and ri = 1
for all i. If z is the usual coordinate on P1, we write zi = (z − ξi). Accordingly,
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̟i = ̟Ti = N+ziE ∈ P
1
i , where N is the regular nilpotent matrix in Jordan form
and E is the elementary matrix En1. Note that ̟
−1
i = N
′ + 1ziE
′, where N ′ and
E′ are the transposes of N and E respectively.
We choose our one form to be ν = dz, so τν = ∂z =
d
dz . Choose a point
(Uigi, αi)i∈I ∈ M̂ corresponding to a connection ∇, and write [∇] = αν. Thus,
α ∈ αiν +I
1
i at each i and
∑
i∈I Resi(αν) = 0. To simplify calculations, we assume
that the normalized formal type of ∇ at ξi has the representative
1
zi
(−ain ̟
−1
i +HT )
under the pairing 〈, 〉ν .
We write A
M˜,i
= ̟−1i dai and Ad(gi)(α) =
1
zi
(−ain ̟
−1
i −
1
n (Di+Xi)+HT )+gi
for some traceless diagonal matrix Di and Xi ∈ ui. We let ̺i denote the residue
term of αν at xi. Explicitly, ̺i = φi(ziα) = Ad(g
−1)(− 1n (N
′ +Di +Xi) +HT ).
Proposition 7.1. The isomonodromy equations for the system above are
((dgi)g
−1
i , gi) =
∑
j∈I\i
1
ξi − ξj
Ad(gig
−1
j )(E
′daj)
− [N ′dai +Di dai
ai
]
+ ui, gi

∈ (ui\ gln(C))×Ui GLn(C) and
(7.1a)
d̺i =
∑
j∈I\{i}
(
1
ξj − ξi
(
[Ad(g−1j )E
′, ̺i]daj + [Ad(g
−1
i )E
′, ̺j ]dai
)
+
1
n
1
(ξj − ξi)2
[Ad(g−1i )E
′,Ad(g−1j )E
′]d(aiaj)
)
.
(7.1b)
Remark 7.2. In this system of partial differential equations, the independent vari-
ables are the ai’s, which are essentially the formal types, while the dependent vari-
ables are the framings gi and the residues ̺i of αν (which can be written explicitly
in terms of gi, Di, and Xi).
Proof. First, observe that by definition,
Φi = (̟
−1
i dai +Di
dai
ai
) + Ω1∆(I
1
i ).
Therefore,
Υ0 =
∑
i∈I
Ad(g−1i )
(
z−1i E
′dai
)
,
and
φi(Υ
0) =
∑
j∈I\{i}
1
ξi − ξj
Ad(g−1j )(E
′daj).
We conclude that equation (1) from Theorem 4.12 is equivalent to (7.1a).
Now, we consider equation (2) of Theorem 4.12. At ξi, applying Ad(gi) to the
principal part of the curvature gives us
(7.2) − z−2i E
′dai ∈
−
1
nzi
(̟−1i dai + dDi + dXi) + [Ad(gi)(Υ
0)− (dgi)g
−1
i ,Ad(gi)(α)] + Ω
1
∆(gi).
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First, we calculate [z−1i E
′,Ad(gi)(α)] + gi. Observe that [z
−1
i E
′,Ad(gi)(α)dz] is a
one form on P1∆ with poles along x. Thus,
(7.3) [z−1i E
′,Ad(gi)(α)dz] ∈ (−
1
nzi
[z−1i E
′, N ′ai+Di+Xi−nHT ]+
1
zi
Y )dz+gidz,
where Y is the residue term. By the residue theorem, Y+
∑
j∈I Resj([z
−1
i E
′,Ad(gi)(α)dz]) =
0. We conclude that
Y =
1
n
∑
j∈I\{i}
Resj([z
−1
i E
′,Ad(gig
−1
j )(̟
−1
i aj +Dj +Xj − nHT )]
dz
zj
)
=
1
n
∑
j∈I\{i}
1
ξj − ξi
[E′,Ad(gig
−1
j )(N
′aj +Dj +Xj − nHT )]−
1
(ξj − ξi)2
[E′,Ad(gig
−1
j )E
′aj ].
By Proposition 4.2 we see that
(7.4) − z−2i E
′dai = −
1
nzi
(̟−1i dai) +
1
zi
[̟−1i dai, HT ].
Comparing (7.2), (7.3), and (7.4), we obtain the condition
(7.5) −
1
nzi
(
d(Di +Xi) + [z
−1
i E
′dai, N
′ai +Di +Xi − nHT ]
)
+
1
zi
Y dai+[Ad(gi)(Υ
0)−z−1i E
′dai−(dgi)g
−1
i ,Ad(gi)(α)]−
1
zi
[̟−1i dai, HT ] ∈ Ω
1
∆(gi).
Now, by (7.1a),
(7.6) [Ad(gi)Υ
0 − z−1i E
′dai − (dgi)g
−1
i , z
−1
i E
′ai] ∈
[φi(Ad(gi)Υ
0)−(dgi)g
−1
i , z
−1
i E
′ai]−
∑
j∈I\{i}
1
(ξj − ξi)2
[Ad(gig
−1
j )(E
′), E′]aidaj+Ω
1
∆(g
1
i )
= [N ′dai+Di
dai
ai
, z−1i E
′ai]−
∑
j∈I\{i}
1
(ξj − ξi)2
[Ad(gig
−1
j )(E
′), E′]aidaj+Ω
1
∆(g
1
i ).
On the other hand,
(7.7) [Ad(gi)Υ
0 − z−1i E
′dai, N
′ai +Di +Xi − nHT ] ∈
[φi(Ad(gi)Υ
0), N ′ai +Di +Xi − nHT ] + Ω
1
∆(g
1
i )
= [
∑
j∈I\{i}
1
ξi − ξj
Ad(gig
−1
j )(E
′daj), N
′ai +Di +Xi − nHT ] + Ω
1
∆(g
1
i ).
Finally,
(7.8) [z−1i E
′dai, HT ]− [̟
−1
i dai, HT ] = [−N
′dai, HT ].
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We substitute (7.6), (7.7), and (7.8) into (7.5):
d(Di +Xi)− [(dgi)g
−1
i , N
′ai +Di +Xi − nHT ] ≡ [−N
′dai, nHT ]+∑
j∈I\{i}
1
ξj − ξi
[E′dai,Ad(gig
−1
j )(N
′aj+Dj+Xj−nHT )]−
1
(ξj − ξi)2
[E′,Ad(gig
−1
j )E
′]ajdai
+
∑
j∈I\{i}
1
(ξj − ξi)2
[Ad(gig
−1
j )(E
′), E′]aidaj
−
∑
j∈I\{i}
1
ξi − ξj
[Ad(gig
−1
j )(E
′daj), N
′ai +Di +Xi − nHT ] (mod Ω
1
∆(g
1
i )).
Since [N ′dai, HT ] =
1
nN
′dai, applying Ad(g
−1
i ) and dividing both sides by −n
shows that this equation is equivalent to (7.1b). 
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