A generalized grid based technique, which is an agglomeration of cells with arbitrary number of nodes in the domain, was developed for handling the relative motion of grids in computational fluid dynamic simulations involving rotating machineries. In this approach, a cylindrical domain and the associated grid around the rotating machinery is moved rigidly with the body while the rest of the grid is kept stationary. Splitting the cell-faces at the interface between the rotating and stationary grids and appropriately updating the grid data structure handles the relative motion between the grid blocks. The resulting grid will have cells and cell-faces with an arbitrary number of nodes and a cell-face based data structure is utilized to store the grid information. The present work supports only tetrahedral elements at the interface of the rotating gridblocks at the beginning of the simulation. After every rotation, the new grid was tested for negative volumes, folded cell-faces, proper connectivity of nodes forming the cell-faces, and gaps. Preliminary work has been conducted to incorporate the grid generation strategy to a generalized grid based flow solver and is validated using the results from a shock tube problem with a rotating cylinder inside.
INTRODUCTION
Research interests in the field of rotating machines are whetted by its variety of applications in aerospace, automotive, space, and marine industries. Due to the expensive nature of experimental investigation, rapid development of computational power, and relative economic viability of a computational simulation, computational fluid dynamics (CFD) is emerging as a major tool for analysis and better understanding of the complex physics involved in the flow regime of such applications. The wide and critical application interests have been a driving force for research in this area.
A CFD simulation has essentially two critical components, namely, the domain decomposition and the solution of the governing equations on the discretized domain. The process of domain decomposition is called mesh generation while the solution algorithm is a procedure for discretizing and solving a set of differential or integral equations which model the physics process.
The process of mesh generation can be broadly classified into two categories based on the characteristics of the data structure and the topology of the elements that fill the domain. These two basic categories are known as structured and unstructured grids. These different types of grids have their advantages and disadvantages in terms of both solution accuracy and the complexity of the grid generation process. A structured grid is defined as a set of hexahedral elements with an implicit connectivity of the points in the grid. For complex geometries, the domain has to be decomposed into smaller blocks before the structured grid generation process [1] . An unstructured grid is defined as a set of tetrahedral elements with an explicitly defined connectivity. The grid generation process involves two basic steps: point creation and point connection [2, 3] . The choice of point placement strategy and point connection gives the flexibility that makes this type of grid a favored choice for complicated computational domains, even though a structured grid may give a good quality domain discretization. The structured grid generation for complex geometries is very time consuming as the grid may need to be manually broken into several blocks depending on the nature of the geometry. The flexibility and automation make an unstructured grid a favorable choice although solution accuracy may be relatively poor due to the presence of skewed elements in sensitive regions like boundary layers. In an attempt to combine the advantages of both structured and unstructured grids, a new approach has been developed and is called hybrid grids [4] . In a hybrid grid, the viscous region is filled with prismatic or hexahedral cells while the rest of the zone can be filled with tetrahedral cells [4, 5, 6] . It has been observed that a hybrid grid in viscous regions create a lesser number of elements than a completely unstructured grid with similar resolution. This idea has been generalized further to give rise to what is called a generalized grid [7, 8] . This type of grid has no restrictions on the number of edges or faces on a cell, which makes it extremely flexible for topological adaptation.
Structured, unstructured, and hybrid grids have been extensively employed in the CFD simulation of rotating machines [9, 10, 11, 12, 13] . A sliding grid [14] approach is one of the common tools for controlling the grids while simulating geometries in relative motion, a situation typically encountered in turbomachinery simulations. In such situations, due to non-conformity of the faces of the grid-blocks, the solution is interpolated [15] to preserve the conservation laws. Another approach for handling the grid in such simulations employs deformation in a local region around the interface. In this method, the grid is locally regenerated when the deformed grid is no longer within the quality requirements. Another deformation-based method applied to this category of problems is called the Local Grid Distortion (LGD) and it is used with structured grids [9, 16] . In the LGD method, when the deformation in the grid is no longer acceptable the grid is suitably reconnected. In our approach, when a grid block rotates with respect to another grid block, the interface surfaces slide over each other. The cell-faces at the interface of one block are suitably broken based on the region of overlap with the cell-faces at the interface of the other grid-block. Due to this process, generalized faces and cells appear at the interface. For CFD simulation of rotating machines with this methodology, the capabilities of a generalized CFD solver can be exploited [8] . In the current approach, the speed of rotation of the turbomachines can be arbitrary. This capability can be utilized for the simulation of accelerating or decelerating rotors and propellers.
CURRENT METHODOLOGY
A schematic assembly of a single rotating fan is shown in Figure 1 . The grid shown in Figure 1 (a) represents a cylindrical grid built around a fan while Figure 1(b) shows the outer (stationary) grid block which houses the rotating grid block. The rotating grid block, after rotation, is schematically merged with the stationary grid and the grid data is updated to form a single block grid as shown in Figure 1 (c). This figure outlines the basic strategy, and the following sections describe the process of updating the grid topology and the datastructure. The CFD simulation of a rotating machine using the present methodology to handle the changes in the grid due to rotation of one or more components is shown in Figure 2 . In this chart, the Grid(1) represents the stationary grid which houses all of the rotating blocks, and the other grids represent the grids around the rotating components. As indicated in this diagram, all of the grids are assembled into a single block grid initially and passed to a solver that, in turn, specifies the angle of rotation for the rotating components. Following this, each grid block built around the rotating components is rotated rigidly by the prescribed angle. The grid near the interfaces of these grid blocks is adjusted as described in the following sections. The resulting grid is again combined into a single block grid with generalized faces near the interfaces of the grid blocks.
When a grid block is rotated by a specified angle, its interface surfaces slide over the corresponding interface surfaces of the stationary grid block. The grid on these interfaces is adjusted appropriately to obtain a valid single block grid incorporating this rotation. When the surfaces of the rotating grid slide over the surfaces of the stationary grid, the overlapping faces of the corresponding two surfaces are split, causing the appearance of generalized elements on these interfaces. For the purpose of recognizing the overlapping faces and computing the overlap region of a face of an interface of one grid block with the faces of corresponding interface of the other grid block, all the interface surfaces are projected on a 2-D plane.
Surface Projection and Search Operation
The projection of the planar interface surfaces of the cylindrical grid is a trivial matter, but special attention is needed for the projection of the cylindrical interface surfaces. For projecting these cylindrical interfaces, the process is similar to cutting these surfaces along a line parallel to the Z-axis shown as in figure 3 , and then opening them. In figure 3 , the coordinate system is chosen such that the Z-axis is along the axis of rotation. For every node n on the cylindrical interface surfaces, an angle θ , which the node makes with the X-Z plane in the local coordinate system of the stationary grid is computed and then these surfaces are cut along a line on which θ = 0. When these cylindrical surfaces are projected in 2-D η ψ − space, the projected coordinates for a node n on a cylindrical surface are assigned as,
is the Z coordinate of the node.
All the search operations are carried out in the projected plane using an area-coordinate search algorithm. The search algorithm may pose problems for the projection of cylindrical interface surfaces. This is largely due to the presence of faces that were cut during the projection of these surfaces. Some adjustments have been made to handle these problems which are briefly described in the following two sections. The area coordinate search on the planar interface surfaces is easier as these surfaces are planar in nature. However, the algorithm for finding the projection of a cylindrical interface needs some adjustments. This can be attributed to the way these surfaces have been projected on the η ψ − plane. Since these cylindrical surfaces have been cut along the line of 0 = θ as mentioned earlier, it is possible to get some faces cut and inverted on the projected plane, which means that these faces will have some nodes with θ close to zero and some with θ close to π 2 . This situation is illustrated in figure 3 (a), which shows an exaggerated view of a few faces that fall on the line along which the surface is cut. Figure 3 (b) shows some such faces on the projected plane. Here, an angle is said to be close to zero if it is less than π and close to π 2 if it is at least π . Figure 2 . Outline of the steps followed for CFD simulation of a rotating machine. As seen in figure 3 (a), the faces 4, 5, 6 and 7 are cut when the surface is cut along the line with 0 = θ due to which these faces become inverted as shown in figure   3 (b). We set θ to zero for all the nodes on this cutting line and because these faces have a node on the cutting line and another node with θ close to π 2 , they become inverted. Faces marked as 1 and 3 are examples of this. While performing the search operations on the projection of such surfaces, a reference angle is assigned to the point whose location is being searched.
When searching for the centroid of a face that remained un-cut during projection, the reference angle is the average of the angles of the three nodes of the face. Assume we are searching for the centroid of a face Rf belonging to the projection of a cylindrical interface surface of the stationary grid on the projection of the corresponding interface surface of the rotating grid block. Let 
The reference angle θ ref , assigned to the centroid will be, 
In this case, the reference angle θ ref is set to zero. Now, the location of any point on the projection of a cylindrical surface can be determined by using an area coordinate search algorithm. If in the search path we encounter a face Sf which has been cut, some temporary adjustments are made for the coordinates of the three nodes of this face. These adjustments are similar to the ones that were made while computing the centroid of such a face on the projected surface. 
When the search path encounters a face which was cut during projection, these corrected η coordinates 1 η , 2 η and 3 η are used in place of (1) η , (2) η
and (3) η . Figure 4 illustrates the process of searching for a point on such a surface. Figure 4 (a) shows point P which is being searched with a given guess location-face to start the search. A possible search path for point P is shown in figure 4(b) . The search path for point P meets a face which was cut during projection, as shown in figure   4 (a). Some adjustments in the η coordinates of the current location face, which was cut, are made as described earlier and shown in figure 4(b) . A similar adjustment is made if the point that is being searched has its reference angle close to 2π .
(a) (b) Figure 4 . (a) Point P with its η coordinate close to zero, is searched on the projected plane with a given search-start location. (b) A search path for locating point P with a temporary adjustment for the cut and inverted face on the search path.
Search Path Correction
Due to temporary adjustments needed in the face-node coordinates of the faces that have been cut during projection, it is possible for the search algorithm to fall into a loop unless the search path is carefully selected. Consider the case depicted in figure 5 where point P is to be searched. Shown in this figure, the face face0 was cut during the projection and hence was inverted.
As explained earlier, the face face0 can take the shape of the face containing nodes ' 1 n , ' 2 n and 3 n or the one containing the nodes 1 n , 2 n and ' 3 n , depending on the need. Consider the following situation: While searching for point P, the search path comes to the face marked as face0. Since point P is close to 2π , this face face0 takes the shape of the face containing nodes ' 1 n , ' 2 n and 3
n . In such a case, based on the sign of the area coordinates of point P1 with respect to this face, we have two possible directions to advance the search. These two directions are indicated in figure 5 as direction (1) and direction (2) . If we take direction (1), face1 will be the next face to be searched and, if we continue this way, we may just miss point P. Instead, if we take the second route, direction (2), we will get closer to finding the location of this point. A similar situation is possible while looking for a point with it's η coordinate near zero when we may just miss the point by being thrown to a face near 2 η π = . Hence, while searching for a point which is in the upper half of the projected plane, the direction of the search should be decided in such a way that, once the search is in the upper half of the plane, it is not thrown back to the lower half of the plane. A similar precaution is to be taken while searching for a point in the lower half of the projected plane. (1) is chosen then the next face to be searched will be face1 while for direction(2) the next face to be searched will be face2.
Grid Rotation Strategy and Grid-Data Update
To briefly bring out an analogy of the procedure in 3-D, consider the similarities in a simple two-dimensional case. Although the procedure in an actual threedimensional case is significantly more complicated to implement, the two-dimensional case in the following section will give an understanding of the overall process in a three dimensional situation.
Consider a two-dimensional grid enclosed by a circular boundary. First, this circular boundary is discretized and an unstructured grid is generated. Figure 6 (a) represents a symbolic grid around this fan. The same edge grid on the circular boundary is used in generating the unstructured grid in the stationary region seen in figure 6 (b). For convenience, we name the stationary grid as grid1 and the rotating grid as grid2. A local coordinate axis-system is created for grid2 with its origin at the center of the circular boundary and the Xaxis passing through some selected point on the circular curve. The Y-axis is created to form a two dimensional orthogonal coordinate system. The same coordinate system is assigned to the circular hole in grid1, as shown in figure 6 (b). When grid2 is rotated, the outer boundary nodes of grid2 will slide along the circular contour of the hole in grid1 in figure 6 (b). After rotation, the edges of grid2 that are connected to its outer boundary nodes are likely to penetrate into grid1.
This represents a two-dimensional analogy of a 3-D case in which the interface-faces of one grid block may penetrate in to the other grid block due to rotation. In the present 2-D case, a part of the grid near the interface is shown in figure 7 .
In the present two-dimensional case, the grid is repaired to remove the overlapping of faces on the interface to obtain a single block grid. To start the process of repair, for each node of the circular boundary of both the grids, an angle θ that the node makes with the X-axis of the local coordinate system of grid1, is computed. To explain the further process, consider the two faces rf1 and rf2 of grid2 shown in figure 7 Single block grid after repair.
It can be noticed that during the updating process, only the interface nodes of the rotating grid are adjusted, while those on the corresponding interface edges of the stationary grid remain unchanged. The face areas of the stationary grid do not change except those edges on the circular boundary which may be broken and new nodes may appear on them. All the changes in face areas occur only in the faces of the rotating grid. An analogous philosophy will be followed in the three dimensional situation. In the 3-D situation, similar to the 2-D case, all the face area and cell volume changes occur only in the faces and cells in the rotating grid which are connected to the interface. In the 3-D case, the surface faces of the stationary grid may be broken to form new faces, but the sum of the total face areas of the newly created faces and the updated old face is the same as the area of the old face before breaking. This is because the new nodes are placed on the faces of the stationary grid while the faces and cells of the rotating grid are adjusted to contain these nodes. In the twodimensional case, the number of faces remains constant while new nodes and edges appear in the grid during the repair. Similar to this, in 3-D cases, the number of cells remains fixed while new nodes and faces appear in the grid.
TOLERANCE RELATED ISSUES
Tolerance is one of the most critical parts of any geometry related computation and should be dealt with judiciously to avoid serious problems, particularly in 3-D cases. In the present work, the most important role played by tolerance occurs while deciding the creation of new faces and getting the nodes forming these faces.
Creation of a new face involves a series of decisionmaking processes and all the decisions made should be consistent with each other. For example, while trying to find the intersection of two edges, if the two edges are "nearly" parallel to each other, it creates a numerically ill-conditioned system of linear equations and the computed intersection coordinates may not be reliable.
Consider figure 8 , which shows two faces partially overlapping. We need to find the overlapping region i.e. identifying the nodes which form this region. Assume that edge ed3 and edge ed5 show an intersection point at a location shown by point ' n . In this case, it is necessary that no edge on the surface containing face f1 shows an intersection point with edge ed5 at node n1, within the selected tolerance. In the same way, if the edges ed2 and ed5 produce an intersection at node n1 based on some decided tolerance, every edge on the surface containing the face f1 should show an intersection with edge ed5 at not n1 only. Similarly, if within the tolerance selected for deciding whether a point is completely inside of a face, the point n1 is shown to lie completely in the interior of face f2, it is imperative that the edge ed2 shows an intersection with edge ed5 at a point other than its end node n1. There are several such consistency-related issues that need to be handled appropriately to avoid problems. Figure 8 . Edges ed1, ed2 and ed3 belong to face f1 and edges ed4, ed5, ed6 belong to face f2. These two faces partially overlap.
To briefly highlight how such situations were tackled, consider two planar surfaces surf1 and surf2 which essentially represent the interface surface grids in the projected plane. Before embarking on creating new faces from the overlap-regions of the faces on these two surfaces, it is necessary to deal with the abovementioned sources of troubles caused by tolerance. The procedure for avoiding such problems is carried out in two stages. In the first stage, based on a selected tolerance for the area coordinate, all the nodes of surface surf2 are projected on an edge of surface surf1 or merged with a node of surface surf1. After this stage, there will not be any node of surface surf2 that can cause problems by being dangerously close to an edge or node of surface surf1. However, there may be nodes of surface surf1 which can cause problems. If we merge a node of surface surf1 with a node of surface surf2 or project it onto an edge of surface surf2 by changing the coordinates of this node, it may alter the setup achieved by arranging the coordinates of some of the nodes of surface surf2. A procedure similar to merging a node of surface surf1 with a node or projection onto an edge of surface surf2 will be done when needed, but without altering the coordinates of any node on any projected surface. This will constitute the second of the two stages for handling this issue. For this, we create data for every edge on the two surfaces, which will hold all the intersection points the edge has with any edge of a face on the other surface. We go through all the faces of surface surf1 and check if an edge, say an edge ed of surface surf1, intersects an edge of surface surf2 at one of its end points. If the intersection point, within some tolerance limit, lies on one of the end points of edge ed, it is said to intersect the other edge at its own corresponding end point. In this case, this end node is placed in the data of this edge of surface surf2 as an intersection point. So, before checking whether two edges intersect, we check whether the edge data of the two edges involved already have a node in common and, if so, we do not compute the intersection and go on to the other edges of this face. If the two edges are parallel within a certain tolerance, we do not try to compute an intersection. The tolerance for merging the nodes of surface surf2 with the nodes of surface surf1 in the first stage should be kept sufficiently large as compared to the tolerance set for deciding if the intersection falls at the end point of an edge, so that, in the second stage, the two edges of the two surfaces do not intersect at their end points. Otherwise, the two nodes have to be merged and a node will need to be removed from the grid data, as these surfaces represent interface surfaces of two grid blocks. If a node of surface surf1 is placed in the edge data of an edge of surface surf2, in the actual grid this edge will be broken at this node. Due to this, the intersection points lying on this edge may not be collinear with the two end points of this edge in 3-D.
After completing both of the stages for breaking a face of an interface surface as mentioned in the previous section, and before computing an intersection point of any two edges in overlapping faces, the data is always checked to determine whether the edge data for these two edges already have a node in common. Once all of the nodes participating in forming a polygonal overlap region are found, a new face is formed and the orientation of this new face is borrowed from the parent face which was broken to create this new face.
RESULTS
This preliminary study on the application of generalized grids for turbomachinery applications is done in two stages. In the first stage, the resulting generalized grid after every time step is checked for the validity of the grid. In the second stage, the grid system is coupled with an existing generalized grid-based flow solver. The results from these efforts are presented in this section. The validity of the grid after every update is verified by checking negative volumes, folded faces, and gaps in the grid. The logic used for updating the grid works well in creating a valid single block grid after every rotation.
The logic of the grid repair was tested for multiple rotating components. Two Un-ducted SR7 fans shown in Figure 9 were rotated in opposite directions and the grid on the interface of the cylindrical grid blocks around the fans was combined to obtain a single block grid after each rotation. This test was conducted to check the working of the algorithm for the grid update and, hence, no solver was coupled with it for this test. Table 1 shows the grid sizes of the stationary and the two rotating grid blocks for this test case. The grid block1 is the grid block around the top fan in Figure 9 and the grid block around the other fan is denoted as block2. Both of the grid blocks were simultaneously rotated for one complete revolution in opposite directions, with a rotation step of 0.5 degrees.
The variation of the grid data size of the newly obtained single block grid after each rotation is shown in Figure  10 . The periodic dips shown in the data sizes are purely due to the nature of the interface surface grids. As noted earlier, the total number of volume elements in the single block grid remains fixed as no new cells are added to or deleted from the grid during rotation. The resulting single block grid is checked for gaps, inverted faces, negative face areas, and negative volumes after combining the rotating and stationary grids. 
Shock Tube
The present grid update strategy for the turbomachinery application has been coupled with a generalized gridbased flow solver [8] and the results from a preliminary study on a shock tube problem are presented in this section. A schematic diagram of a cylindrical shock tube which is used for the study is shown in Figure 11 . A cylindrical portion of the grid, located in the middle of the shock tube, was rotated continuously at a speed of 2400 rpm to look for any effects of the presence of a rotating component on the solution with a second order spatial accurate scheme for the convection terms. Figures 12 -14 show the distribution of pressure, velocity, and density respectively on a line touching the rotating cylindrical interface, after 1.4196 seconds. These figures compare the analytical distribution and the results from the simulations with the rotating inner cylinder. It can be seen from these figures that the analytical and computed results agree well. There are slight deviations and these are primarily due to poor grid resolution in some places. For validation, a test was also conducted by keeping the inner cylindrical grid stationary. The results from the shock tube problem with stationary and rotating cylinders agrees very well and the pressure distribution at time 1.4196 sec is compared with the analytical results in Figure 15 . From the CPU time-requirement studies it has been noticed that the time taken for the grid rotation and update is less than 5% of the simulation time. 
CONCLUSIONS
An approach for handling grid-related issues has been developed for the numerical simulation of rotating machineries using generalized grids. In this approach, the domain is divided into two regions: a rotating region around rotors and a stationary region. The grids in these two regions can be of a mixture of elements with an arbitrary number of nodes and a cell-face based data structure is used to store the grid information. The cell-faces at the interface between the stationary and rotating grids are split appropriately after every rotation of the moving grid. After every iteration, the rotating and the stationary grids are combined to create a single block grid. The integrity of the grid data has been tested in the presence of multiple rotating components. This grid generation method has been coupled with a generalized grid-based CFD solver and preliminary results have been presented from a shock tube problem with a rotating cylinder inside the domain. An ongoing effort is being made to study the effects of this gridupdate methodology on the solution quality and behavior of numerical simulation on real world applications.
