Abstract. We consider the Gaussian free field on the torus whose covariance kernel is given by the zero-average Green's function. We show that for dimension d ≥ 3, the extremal point process associated with this field converges weakly to a Poisson random measure. As an immediate corollary the maxima of the field converges after appropriate centering and scaling to the Gumbel distribution.
Introduction
The Gaussian free field is an important example of a random interface. In Z d the Gaussian free field on a box of side length n is defined as a centered Gaussian process whose covariance is given by the Green's function of the simple random walk on Z d (conditioned to be killed upon exiting the box). In d = 2, it falls under the rich class of log-correlated models and due to its close connections with the branching random walk, it has been an important object of study (Ding et al. (2017) ). In d ≥ 3, a deep structure appears when one considers the level set percolation (Rodriguez and Sznitman (2013) ). The continuum Gaussian free field, especially in d = 2, also plays a crucial role in SLE theory, due to the natural conformal invariance property (Schramm and Sheffield (2009) ). In this short note, we are interested in the study of extremes of a Gaussian free field on a torus. In Z d the picture of the extremal process has become clearer due to important contributions in the works of Biskup and Louidor (2018) , Bramson and Zeitouni (2012) , Bramson et al. (2016) , Chiarini et al. (2015 , Ding et al. (2017) . For a comprehensive review we refer to Biskup (2017) .
The zero-average Gaussian free field is a centered Gaussian field, indexed by a discrete torus whose covariance is given by the zero average Green's function (see (1) for the precise definition). The zero-average Gaussian fields are known to be related to occupation measures of charged particles (see (Aldous and Fill, 2000, Chapter 14.6 .2) for more details). The nomenclature of "zero average" was introduced recently by Abächerli (2017) , in the context of the level set percolation. Due to the lack of boundary on the torus, there are other approaches to define the Green's function on the torus which leads to different kinds of Gaussian free field. In d = 2 they were studied in Chatterjee (2016), and Bramson and Zeitouni (2012) .
The zero average Green's function is closely related to the Green's function on Z d . In Abächerli (2017) a nice coupling between the fields on the discrete torus and Z d was given. We show that this coupling gives us an easy and natural way to derive the scaling limit of the extremal process. We show the point process of the Gaussian free field converges to a Poisson random measure. The behaviour of the point process turns out to be similar to the case of Z d in d ≥ 3 and hence like a collection of i.i.d. Gaussians. As a corollary, the weak convergence of the maxima (after centering and scaling) to the standard Gumbel distribution follows. The longrange correlation does not affect the extremal process. At this moment, we cannot confirm whether this can be extended to the more interesting d = 2 case. It would be interesting to see if a Cox-cluster process (similar to Biskup and Louidor (2018) ) appears there also.
The outline of the article is as follows. Since the main ingredient of the proof is a coupling result by Abächerli (2017) , we recall the notations and some of the important results from there in the next section. In the section 3, we state the main idea of the proof and then finally in section 4 we give the complete arguments for the intermediate steps.
Notations and main result
We borrow the notations and setup from Abächerli (2017) with a slight modification. We consider the discrete tori T 
Note that the above is finite as we deal with the case d ≥ 3. Additionally, it is symmetric, positive, and satisfies
The zero-average Green's function G T d n (·, ·) associated with the simple random walk on T d n is given by
It turns out that G T d n (·, ·) is also symmetric, finite and positive semi-definite and satisfies 
We remind the reader that the nomenclature of zero-average was introduced in Abächerli (2017) due to the following property
We now state the main results of this note on the extremal process and maxima of the zero-average Gaussian free field.
Main results. We let
and denote M p (E) to be the space of all Radon point measures on E endowed with the topology of vague convergence. We define the following sequence of extremal point processes on E associated with zero-average Gaussian free field.
where δ x (·), x ∈ E, is the point measure that gives mass one to a set containing x and zero otherwise, and
(3) Our main result is Theorem 2.2. For the sequence of point processes η n defined in (2) we have that 
2.2. Some known facts. To keep the article self-contained, in this subsection we write down some known estimates of the Green's function on Z d and T d n and also recall the main ingredient of the proof, namely the coupling result from Abächerli (2017) .
Let us write |x| to denote the Euclidean norm of
has a polynomial decay of order |x − y| 2−d as |x − y| → ∞ and the following lemma asserts this. The estimate will be crucial in our proofs. (2013)). For any x, y ∈ Z d , it holds that
where T V := inf{k ≥ 0 | X k / ∈ V } is the exit time from V . A key fact for the Green's function is the spatial Markov property which is stated in the next lemma.
Lemma 2.5 (Proposition 4.6.2(a) of Lawler and Limic (2010) 
n the Green's function of the simple random walk on T d n killed when exiting U, which is
We now state some properties of the Green's function 
Let us denote the usual graph distance on
Lemma 2.7 (Proposition 1.4 of Abächerli (2017)). For all n ≥ 1 and x, y ∈ T d n it holds that
where c, c ′ and c ′′ are constants depending on d only.
Lemma 2.6 is the zero-average Green's function analog of Lemma 2.5. Lemma 2.7 shows that the Green's function G T d n (x, y) goes to zero when the points x, y are far
We close this section with a powerful coupling result.
Lemma 2.8 (Theorem 2.3 of Abächerli (2017)
where c 1 , c 2 are positive constants.
The above result is true for sets of the form R n = (n
, 1). However, for our proof it suffices to consider β = 3/4.
Outline of Proof of Theorem 2.2
We consider the space E :
be the collection of all nonnegative continuous real-valued functions on E with compact support. We denote the space of all Radon point measures on E as M p ( E) endowed with the topology of vague convergence. This topology is known to be metrizable by the metric
where {h i } i≥1 is a suitably chosen subset of C + c (E) consisting only of Lipschitz functions (see Proposition 3.17 and Lemma 3.11 of Resnick (1987) ). We consider the following two point processes as random elements in M p ( E) :
It is known from Chiarini et al. (2015) that the point process ζ n converges weakly in M p ( E). In fact,
as n → ∞, where η is a Poisson random measure on E with intensity measure given by dt ⊗ e −z dz where dt ⊗ dz is the Lebesgue measure on E. Our proof relies on the following lemma which essentially establish that the asymptotic behaviour of η n is same as that of ζ n .
Lemma 3.1. There exist a coupling P n of Ψ T d n and ϕ Z d such that for all ǫ > 0 we have lim
We postpone the proof of the lemma to next section. We now complete the proof of Theorem 2.2 using Lemma 3.1. Towards this end, we define Π :
d to be the natural projection map. We define a function h :
converging to µ with respect to the metric ρ. We will show that h( µ n ) converges to h( µ) with respect to the vague topology on M p (E). Take f : E → R to be a compactly supported continuous function. Define g : E → R as g(α, x) = f (Π(α), x). Clearly, g is also a compactly supported continuous function. Hence
This establishes the continuity of h. Observe that by Slutsky's Theorem, one can combine Lemma 3.1 and (5), to get η n d → η. Note that h( η n ) = η n and h( η) has the same distribution as η. Hence by Continuous Mapping Theorem we have
This completes the proof of Theorem 2.2 modulo Lemma 3.1.
Proof of Lemma 3.1
We consider the coupling Q n of Ψ T d n and ϕ Z d as described in Lemma 2.8. In fact, we will show that this coupling Q n is indeed the coupling P n of Lemma 3.1. For simplicity, let us write
where N = n d is the size of the torus T d n . With these notations in hand, we see that
Take a Lipschitz function g ∈ C + c ( E). Assume that the support of g is contained in [0, 1] d × (δ, ∞] for some δ ∈ R. By the definition of the vague metric ρ, it suffices to prove that, for every ǫ > 0,
The main idea is to show that the contributions essentially come when the field is restricted to R n , where we can also apply Lemma 2.8. Towards this end, we define the following events
Moreover, for each 0 < γ < 1, we define
The following lemma establishes that with high probability A n , B n , and C n (γ) occur.
Lemma 4.1. For each γ ∈ (0, 1), we have
The proof of this technical result is postponed to the next section. Assuming Lemma 4.1, the proof of Lemma 3.1 can be completed as follows. Note that
Lemma 4.1 will imply that the last three terms of the right side of (7) are asymptotically zero. Observe that g α n , ψ(α) is zero whenever ψ(α) ≤ δ. Hence we can write
Similarly one can use B n to decompose ζ n (g). We have
The above decomposition is crucial in bounding the first term on the right hand side of (7). Conditioning on the events A n and B n , one can get rid of the second summand appearing in both (8) and (9). Hence we have
We next show that the random variable
appearing in the last line of (10) can be bounded by a suitable random variable. Towards this end, we suppose φ(α) ≤ δ − γ and |ψ(α) − φ(α)| ≤ γ. Then ψ(α) ≤ δ and as a consequence, both g α n , ψ(α) and g α n , φ(α) are zero. Furthermore, under our assumption, we have
where g denotes the Lipschitz constant. These estimates allow us to give an upper bound on (11). We have
Now using the point process result in (5), we see that
, which is finite almost surely. Thus combining (10) and (12), we get that
The last inequality follows from Portmanteau theorem. Here we assume (Ω, F , P) is the probability space where η is defined. Thus by taking limsup on both sides of (7) and applying Lemma 4.1, and the bound in (13), we get lim sup
using estimates of T W (see equation (1.21) of Lawler (2013)), we get that
for some constant C 1 depending on d only. We further notice that
Rearranging (15), and observing that g Z d and E
we get that
≤ sup
The last inequality follows from the bounds on the Green's functions given in Lemma 2.4 and Lemma 2.7. For simplicity we denote v n := G T d n (0, 0) and v := g Z d (0, 0). We now turn to the proof of Lemma 4.1. Observe that
where u N (δ) = a N δ + b N = O( log(n)) with a N and b N as defined in (3). We note that by using the union bound and the standard inequality P (N(0, 1) > a) ≤ 1 a √ 2π e −a 2 /2 one can show that with high probability A n and B n occurs. To see this, observe that
The last line in the above equation follows from (18). Thus lim n→∞ Q n (A c n ) = 0. Similarly by applying the union bound again and the tail estimates of the Gaussian distribution, we get
This shows that lim . Using this estimate, we have that 
