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resumo 
 
 
As técnicas de monitorização desempenham um papel vital em áreas tão 
diversificadas da vida quotidiana como por exemplo na cultura, na área 
socioeconómica ou ainda na gestão e conservação dos nossos recursos 
naturais. Concretamente na conservação da biodiversidade, estas poderosas 
ferramentas estão a ser usadas para estudar, gerir e proteger espécies 
ameaçadas e seus habitats. As técnicas usadas para o rastreamento, são 
fortemente influenciadas pelo desenvolvimento crescente da tecnologia no 
campo da telemetria. Com efeito, a capacidade de remotamente localizar e 
obter dados comportamentais ou fisiológicos de animais em meio livre, a partir 
da integração e convergência de diversas técnicas de biotelemetria, tem 
contribuído de forma bastante significativa para um melhor conhecimento da 
vida selvagem. Contudo o peso e/ou volume de certos equipamentos restringe 
a utilização de certas técnicas de monitorização a animais de pequeno porte. É 
neste contexto que é proposto neste trabalho, um sistema de monitorização 
baseado no conceito de “GPS invertido”, apresentando as arquitecturas 
relativas ao emissor e ao receptor. Neste caso é o animal a monitorar que 
transportar o aparelho emissor RF, cabendo à estação receptora terrestre todo 
o processamento de informação que conduza ao resultado final, que fica 
disponível no imediato, ao contrário de outras técnicas que necessitam da 
recaptura do animal. Com esta nova abordagem a complexidade do sistema 
global é transferida em grande parte para a estação receptora, o que permite 
não só a redução das dimensões como do preço dos aparelhos emissores. 
Para além disso, a longevidade do sistema é exponenciada dado que o 
transmissor é programado para entrar em funcionamento periodicamente, ao 
invés de estar continuamente a emitir, o que permite poupar a bateria deste 
aparelho. Este sistema utiliza uma técnica de modulação de espalhamento de 
espectro por sequência directa, pelo que são abordados os aspectos mais 
importantes dos sistemas CDMA, nomeadamente os códigos pseudo-
aleatórios. Uma vez que se trata de um sistema sem fios, foi igualmente 
efectuado um projecto para a ligação entre as duas extremidades, emissor e 
receptor, considerando o balanço entre ganhos e perdas que se verifica tanto 
no caminho de propagação como nos estágios de transmissão e recepção. 
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abstract 
 
The monitoring techniques play a vital role in such diverse areas of everyday 
life such as culture, socio-economic area or in the management and 
conservation of our natural resources. Specifically in biodiversity conservation, 
these powerful tools are being used to study, manage and protect endangered 
species and their habitats. The techniques used for tracking, are strongly 
influenced by the increasing development of technology in the field of 
telemetry. Indeed, the ability to remotely locate and retrieve behavioral or 
physiological data from animals, from the integration and convergence of 
various biotelemetry techniques, has contributed very significantly to a better 
understanding of wildlife. However the weight and / or volume of certain 
equipment restricts the use of certain monitoring techniques to small 
animals. In this context, is proposed in this thesis, a monitoring system based 
on the concept of "inverted GPS”, presenting the architecture for the transmitter 
and the receiver. In this case the is the animal to monitor, that carries the RF 
transmitter unit, falling to the ground receiving station all the processing of 
information leading to the final result, which is immediately available, unlike 
other techniques that require the recapture of the animal. With this new 
approach the complexity of the global system is largely transferred to the 
receiving station, which allows not only the reduction of dimensions as the price 
of transmitting equipment. In addition, the longevity of the system is 
exponentiated as the transmitter is scheduled to go into operation periodically, 
rather than being continuously transmitted, which saves the battery in this 
unit. This system uses a modulation technique for spread spectrum direct 
sequence, so the most important aspects of CDMA systems were discussed, 
namely the pseudo-random codes. Since it is a wireless system, was also 
carried out an analysis of the system link budget, considering the balance 
between gains and losses which occurs thus in the propagation path as the 
stages of transmission and reception. 
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Capítulo 1
Introdução
Sumário
Este capítulo começa por enquadrar o trabalho realizado. De seguida é apresentada a motivação
para a sua realização e enumerados os respectivos objectivos. Por fim, é resumida a estrutura
desta dissertação.
1.1 Enquadramento
Nos dias de hoje existem vários métodos para efectuar a monitorização de seres vivos ou bens
materiais. Para além dos métodos de radio-tracking terrestres (VHF) existem, sobretudo, mais
duas opções baseadas em comunicações via satélite: ARGOS e GPS. Estes dois sistemas forne-
cem informações localizacionais usando diferentes técnicas. No que concerne especificamente ao
sistema GPS, este utiliza uma rede de satélites que transmitem sinais periódicos para estações
terrestres receptoras, que através de um algoritmo baseado na diferença de tempos de chegada
dos diversos sinais (TDOA) consegue estimar a localização do receptor. A principal desvantagem
do GPS prende-se com o facto de não fornecer directamente os resultados, uma vez que estes são
primeiramente armazenados no receptor e só depois recolhidos. Como alternativa alguns apare-
lhos vêm equipados com um dispositivo VHF que lhes permite descarregar os dados através de
uma ligação RF auxiliar. Para além disso, o peso dos aparelhos identificadores é também um
factor limitativo nos sistemas baseados em comunicação via satélite. O rácio máximo admissível
típico entre identificador e peso do corpo é de 5%. O identificador GPS mais pequeno conhecido
nos dias de hoje, compreende a gama entre as 10 e as 150 gramas o que limita a sua aplicação
a animais com peso superior a 200 gramas. No que concerne aos identificadores pertencentes
ao sistema ARGOS, no geral são mais pequenos que os identificadores GPS, mas à semelhança
destes, permitem somente a monitorização de animais com um peso superior a 200 gramas, cons-
trangimento que exclui quase 40% das espécies de aves existentes[6]. O peso e a performance dos
sistemas de localização, exigem que sejam estudadas novas abordagens e é neste contexto que
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esta dissertação se insere.
1.2 Motivação
As técnicas de monitorização desempenham um papel vital em áreas tão diversificadas da vida
quotidiana como na cultura, na área socioeconómica ou na gestão e conservação de recursos
naturais[7]. Concretamente na conservação da biodiversidade, estas poderosas ferramentas são
usadas para estudar, gerir e proteger espécies ameaçadas e seus habitats. As técnicas usadas
para o rastreamento, são fortemente influenciadas pelo desenvolvimento crescente da tecnologia
no campo da telemetria e da electrónica associada. Com efeito, a capacidade de remotamente
localizar e obter dados comportamentais ou fisiológicos de animais em meio livre, a partir da
integração e convergência de diversas técnicas de biotelemetria, tem contribuído de forma bas-
tante significativa para um melhor conhecimento da vida selvagem. A monitorização contínua
de determinados animais, permite tomar conhecimento de parâmetros tão importantes como a
sua temperatura corporal e outros aspectos fisiológicos, ou ainda a sua localização, o que ajuda
a estudar o comportamento do animal em termos de rotas migratórias por exemplo[8]. A técnica
que mais revolucionou estes estudos passava pela monitorização via rádio, ou telemetria, onde o
animal era capturado para que lhe fosse implantado um dispositivo transmissor que emitisse peri-
odicamente um sinal identificador[9]. Contudo continua a haver algumas preocupações quanto ao
uso desta ou de outras técnicas, nomeadamente no que diz respeito ao seu potencial intrusivo[2].
A verdade é que a implantação de transmissores, por mais pequenos que sejam, em animais pode
levar a situações de stress que os levam a praticar acções fora do normal, conduzindo ao adultera-
mento do estudo. A solução deste problema levanta algumas interrogações pertinentes: será que
existe no momento alguma técnica de monitoramento que seja menos intrusiva mas que tenha
as mesmas funcionalidades que os demais? Será que no futuro os melhoramentos tecnológicos
conduzirão a técnicas menos intrusivas? São tudo questões que a comunidade científica tenta
resolver a cada dia passa.
1.3 Objectivos
Nesta tese de mestrado, é explorado o conceito de GPS invertido, que está na base de uma
nova abordagem para os sistemas de monitorização de animais ou objectos, particularmente de
pequenas dimensões. Serão apresentadas as arquitecturas dos sub-sistemas de transmissão e de
recepção, destacando os blocos funcionais que as constituem e que de certo modo fazem com que
esta abordagem se demarque das restantes.
O princípio de funcionamento do sistema baseia-se no envio periódico de uma palavra identifi-
cadora, por parte do emissor, que será correlacionada no receptor. Esse resultado é posteriormente
armazenado na estação receptora, e associado a uma referência temporal específica fornecida por
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um GPS. Depois da recolha dos dados de todas as estações procede-se à estimação da localização
do emissor, baseada no algoritmo TDOA. A operação de correlação assume um papel preponde-
rante neste sistema, uma vez que é através dela que se detecta o grau de verosimilhança entre
as sequências emissora e receptora. O banco de correlatores será implementado digitalmente re-
correndo a um chip FPGA, pelo que o processo de correlação será simulado através do recurso
à ferramenta de simulação Simulink, especificamente ao plug-in Xilinx System Generator. Esta
abordagem permite, também, estimar o consumo de requisitos de hardware na FPGA, sendo com
base nisso que será escolhido chip a usar.
Dado que o sistema operará em espaço livre, a hostilidade do meio obriga à utilização de
métodos de transmissão baseados na técnica Spread Spectrum (nomeadamente os processos de
modulação e desmodulação) em detrimento dos métodos de transmissão convencionais. Esta
técnica foi implementada através do processo de sequência directa, pelo que foi igualmente ne-
cessário abordar conceitos relacionados com CDMA, nomeadamente os relativos às sequências
pseudo-aleatórias usadas em sistemas multiutilizador. Neste contexto, serão abordados os prin-
cipais conjuntos de códigos usados para efectuar o espalhamento do espectro, sendo a análise
focada, sobretudo, nas suas funções de autocorrelação e correlação cruzada, com o intuito de
escolher o conjunto que melhor servirá os interesses do sistema. A geração destas sequências é
feita a nível digital recorrendo a uma FPGA.
A nível do projecto de ligação entre emissor e receptor, será efectuada uma análise que visa
apurar o somatório entre ganhos e perdas que se verificam nos três estágios de operação: emissor,
canal de transmissão e receptor. Será a configuração de certos parâmetros relacionados com o
balanço entre ganhos e perdas, que tornará a ligação entre as duas extremidades do sistema
robusta, garantindo o funcionamento do link mesmo nas condições mais adversas.
1.4 Organização da dissertação
No sentido de estruturar esta dissertação num documento coerente, foram redigidos além deste
capítulo introdutório, os seguintes capítulos:
 Capítulo 2 - Estado da Arte: Neste capítulo são apresentadas as técnicas de monitori-
zação utilizadas com maior predominância no presente. Uma abordagem que visa realçar
que o desenvolvimento destas técnicas, da sua génese até hoje, está inevitavelmente as-
sociado ao crescimento da tecnológia. Neste contexto serão apresentadas as técnicas de
monitorização VHF, via satélite, GPS e Pseudolite. É neste capítulo que se efectua uma
primeira introdução ao sistema de monitorização a implementar, que aproveita conceitos
relacionados com a técnica GPS no geral, e com a técnica Pseudolite em particular. É apre-
sentada uma caracterização global do sistema, que envolve a descrição de todos os blocos
intervenientes, os conceitos que estão subjacentes à integração global dos mesmos e ainda
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uma explicação relativa à metodologia empregue para o cálculo da posição geográfica. É
analisado a influência do canal de transmissão na propagação do sinal emitido, e finalmente
é efectuado um estudo relativo ao projecto de ligação, que visa averiguar a qualidade do link
de transmissão. À parte disso são apresentadas as especificações do sistema, nomeadamente
a nível de resolução espacial e de relação sinal-ruído no receptor. Uma vez que se trata de
um sistema multiutilizador, em que todos estes operam na mesma banda de frequências, são
analisados os conjuntos de códigos usados para os discriminar. Neste âmbito, e uma vez que
o funcionamento do sistema se dá em ambiente onde a relação sinal-ruído é muito reduzida,
é abordada a técnica Spread Spectrum usada nos processos de modulação e desmodulação.
Esta abordagem pretende dar a conhecer os aspectos mais importantes desta técnica, muito
embora hajam conceitos que não se aplicam ao sistema em desenvolvimento.
 Capítulo 3 - Sub-Sistema de Transmissão: Este capítulo apresenta a arquitectura do
sub-sistema de transmissão. Dado as características do sistema, o aparelho emissor possui
um reduzido grau de complexidade, sendo constituído por uma parte digital e por uma parte
analógica. A parte digital, implementada em FPGA, engloba o mecanismo de controlo do
sistema, responsável pelos intervalos de funcionamento do mesmo, e o modulador Spread
Spectrum por sequência directa. Neste contexto será apresentado o método para a geração
das sequências PN escolhidas. A parte analógica é composta pelo filtro formatador de
impulsos, cujo factor de excesso de largura de banda, β, será calculado, pelo modulador
AM que adaptará este sinal ao meio de transmissão e finalmente pelo conjunto amplificador
e antena de transmissão.
 Capítulo 4 - Sub-Sistema de Recepção: Será descrita a arquitectura do sub-sistema
de recepção. Ao contrário do sub-sistema de transmissão, este possui grande parte da
complexidade global do sistema. Para além da descrição de todos os blocos constituintes da
estação receptora, é de destacar o desmodulador Spread Sprectrum implementado através
de uma arquitectura matched-filter que recorre a um filtro impulsivo de resposta finita.
Esta implementação foi executada recorrendo a um plug-in do Simulink, o Xilinx System
Generator. São apresentados os resultados referentes às operações de correlação efectuadas
nos correlatores, sendo testada a influência do ruído nos mesmos. Ainda com base na
simulação efectuada no System Generator, é apresentada uma estimativa para os recursos
usados por um chip FPGA, e com base nisso é escolhido o chip a usar.
 Capítulo 5 - Conclusões e Trabalho Futuro: Este capítulo conclui a dissertação.
Começa por apresentar um resumo do trabalho realizado, seguido de uma discussão final
dos resultados obtidos e terminando com a exposição de possíveis linhas de trabalho e
investigações futuras.
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De modo a fornecer informação complementar acerca do trabalho realizado no âmbito desta
dissertação, foi redigido o seguinte apêndice:
 Apêndice A - Tabela de Polinómios: Este apêndice complementa a informação forne-
cida no capítulo 3, onde se aborda o tema relativo aos polinómios geradores. Nesta tabela
estão listados os polinómios primitivos, geradores de sequências-m que estão na base dos
códigos de Kasami implementados neste sistema.
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Capítulo 2
Estado da Arte
Sumário
Este capítulo visa abordar os principais sistemas de monitorização usados nos dias de hoje.
Esta introdução servirá para fazer a ponte para o sistema proposto, sendo feita uma primeira
caracterização ao nível do funcionamento e conceitos associados, que de certa forma servem para
o demarcar do paradigma dos sistemas de monitorização quotidiano. É efectuado o projecto para
a ligação do sistema através da configuração de parâmetros que levam ao apuramento do balanço
entre ganhos e perdas verificados nos três estágios de operação:emissor, canal de transmissão
e receptor. Finalmente é feita uma abordagem geral aos sistema Spread Spectrum, destacando
as vantagens que esta técnica oferece ao sistema a implementar, bem como os seus aspectos
principais.
2.1 Sistemas de monitorização geográfica
As diversas técnicas de monitorização existentes permitem obter informações relevantes em vá-
rias áreas da vida quotidiana. A comunidade científica ligada ao ramo da biologia, tem olhado
para o desenvolvimento destas técnicas, como uma ferramenta para melhor entender e gerir a
vida selvagem[10]. A rádio telemetria não evoluiu antes do final da década de 50, quando se
dá o advento do transístor. Este componente electrónico substituiu, com vantagens, a válvula e
permitiu a redução de tamanho dos transmissores, tornando a sua utilização mais abrangente. A
partir dai, a rádio telemetria começou a ser vista como uma solução viável para ajudar na gestão
da ecologia, tendo sofrido refinamentos significativos, fruto dos desenvolvimentos tecnológicos
verificados. Contudo até à década de 80, os melhoramentos ao sistema base não se revelavam
consideráveis, sendo que a única verdadeira novidade era a utilização de circuitos integrados,
que esteve na génese da criação de alguns (poucos) novos sensores[11]. A principal razão para
esta quase estagnação prendia-se com o facto do desenvolvimento destes sistemas ocupar bas-
tante tempo e ser bastante dispendioso. A grande mudança, a nível das funcionalidades dos
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transmissores, ocorreu já na década de 90, com o desenvolvimento das unidades de controlo dos
microprocessadores. Esta alteração estrutural veio permitir a criação de ciclos de serviço (duty
cycles). Com esta funcionalidade, passou-se a efetuar uma transmissão regular que podia ser pro-
gramada de acordo com as necessidades do estudo, contrariamente ao que acontecia até então,
onde a transmissão era constante o que levava a um elevado consumo de energia. Esta mudança
veio reflectida na duração da vida útil das baterias. Mas o contínuo progresso da tecnologia
trouxe melhorias também a nível dos receptores e dispositivos de aquisição de dados[2]. Com
efeito, passou a ser possível que os dados fossem armazenados numa estação não monitorizada,
situada numa localização estratégica, e posteriormente enviados para os laboratórios através de
técnicas de comunicação avançadas, como por exemplo usando a comunicação satélite e o sistema
ARGOS. Nos dias de hoje existem basicamente três tipos de monitorização rádio. São eles a
monitorização VHF, monitorização via satélite e monitorização via GPS[11].
2.1.1 Monitorização VHF
A monitorização VHF é a técnica standard usada desde o início dos anos 50. Trata-se da técnica
que proporciona resultados com um grau de precisão razoável, quer a nível de dados relacionados
com localizações, quer a outros tipos de informações fisiológicas, aliando a isso uma boa autono-
mia dos seus equipamentos, não obstante de ser uma tecnologia bastante barata. Com os avanços
tecnológicos, os emissores VHF passaram a ser mais leves e pequenos tornando-os escolhas na-
turais para aplicações envolvendo espécies de pequeno porte em particular. A implementação
prática desta técnica, utiliza a faixa do espectro electromagnético de ondas rádio situada entre
os 30Mhz e os 300Mhz, e passa pelo acoplamento de um emissor ao corpo do animal. Este dispo-
sitivo emite periodicamente um sinal que é captado por antenas omnidireccionais ou dispositivos
de recepção portáteis transportados pelos investigadores. O intenso trabalho de campo resulta
numa das desvantagens deste método, uma vez que se traduz inevitavelmente num acréscimo de
custos. A outra desvantagem, está intrinsecamente ligada à já abordada, dado que este trabalho
de campo pode interferir com o comportamento do animal, prejudicando o estudo[12, 7]. A figura
2.1 ilustra os elementos básicos de qualquer sistema VHF: o emissor, que neste caso está inserido
numa cinta a colocar no animal, uma antena receptora para a captação dos dados, e sistemas de
recepção portátil.
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Figura 2.1: Elementos básicos de um sistema VHF (Retirado de [2]).
Neste contexto, existem vários métodos para se proceder à localização do animal [11]contudo
a técnica que oferece maior precisão é designada por VHF de triangulação. (figura 2.2).
Figura 2.2: VHF de triangulação.
Este método utiliza a estimação do azimute (ângulo relativo a uma referência fixa, por exem-
plo Norte geográfico) do animal em duas ou mais localizações diferentes, sendo a posição calculada
com base na intersecção desses medições. Para a medição do azimute é usada uma antena direci-
onal no receptor, como uma antena Yagi por exemplo. Quando este processo é feito manualmente
(figura 2.2), o investigador, munido de uma antena direcional, gira em torno de si próprio em
direcção à maior intensidade de sinal enviado pelo identificador VHF. Assim que este é obtido,
o azimute é registado e o investigador parte para outra localização para repetir o processo. A
desvantagem deste método é que, se o animal se move entre a medição de dois azimutes, a lo-
calização do mesmo vem imprecisa. Para evitar que isto aconteça, dois ou mais investigadores
são usados para medirem simultaneamente os azimutes. A alternativa a este método, passa pela
triangulação automática que faz uso tanto de antenas rotativas como de não rotativas. Contudo,
um sistema fazendo uso de antenas rotacionais exige manutenção frequente para que a operação
possa ser continua. No caso do uso de antenas não rotacionais, a procura pela força máxima do
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sinal exige a utilização de múltiplas antenas. Um exemplo de um sistema VHF de triangulação
automática é o sistema ARTS [11].
2.1.2 Monitorização via satélite
Até ao inicio da década de 70, a monitorização da vida selvagem via a técnica de telemetria
VHF como a única ferramenta disponível. A principal desvantagem deste sistema prendia-se
com o limitado alcance do seu sinal, o que prejudicava o estudo de espécies que se movimentam
em grandes distâncias. O uso de satélites para efetuar esta monitorização, era vista como uma
potencial boa alternativa, apesar disso, as exigências tecnológicas que esta técnica comportava
tornavam-na inviável à altura. Contudo a partir de meados desta década o U.S.Fish and Wildlife
Service sediada nos Estados Unidos da América começou a estudar esta alternativa, e os resultados
culminaram na monitorização de ursos polares usando o sistema satélite Nimbus[3]. Os avanços
na tecnologia permitiram a miniaturização dos circuitos electrónicos e a evolução dos sistemas de
transmissão, o que se traduziu na redução do tamanho e do peso dos transmissores. A par disto
a maior autonomia das baterias ajudou a impor a telemetria por satélite como uma alternativa
relativamente viável neste ramo. Dentro deste contexto, foi criado no início da década de 70 o
sistema ARGOS. Trata-se de um projecto cooperativo entre o CNES (Centre National d'Études
Spatiales) de França, o NOAA (the National Oceanic and Atmospheric Administartion) e a NASA
(the National Aeronautics and Space Administration) ambos dos Estados Unidos da América, cujo
objectivo principal era o de recolher dados ambientais tais como, meteorológicos, hidrológicos e
ecológicos.
Figura 2.3: Sistema ARGOS(Retirado de [3]).
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O sistema baseava-se na leitura que satélites efectuavam, de sinais enviados por transmissores
localizados em bóias oceânicas, terrenos e animais. Os dados que chegavam aos satélites, eram
posteriormente enviados para centros de processamento para poderem ser descodificados. À
data existiam duas estações de processamento de dados, uma localizada em França e outra nos
Estados Unidos da América. A introdução do ARGOS Data Collection and Location System em
finais da década de 70, veio abrir uma nova porta no que diz respeito ao estudo dos movimentos
migratórios de certos animais[3]. Começou a ser possível determinar rotas e escalas migratórias
com uma precisão nunca antes obtida, levando a uma melhor compreensão, gestão e preservação
das espécies envolvidas.
Contrariamente ao VHF, a monitorização via satélite devolve resultados com um grau de
precisão inferior, para além do facto de a vida útil dos seus equipamentos ser também menor.
Apesar disso não deixa de ser uma técnica mais dispendiosa a nível de custos, ao que não é alheio o
facto de necessitar de transmissores de maior potência, vulgarmente designados por PTTs . Estes
emissores, que têm um custo compreendido entre 1400¿ e 2200¿, enviam sinais para os satélites
a uma frequência de 401.650 MHz (UHF) [2], sendo que são necessários pelo menos dois satélites
para se obter a informação relativa à localização do transmissor. Os PTTs podem estar anexados
a coleiras, cintas ou implantados no organismo do animal e são programados para transmitir
periodicamente (entre 50 a 90 segundos) com largura de pulso de 0.33 segundos. Dado que têm
que transmitir sinais para distâncias consideráveis, entre os 800km e os 4000km, os PTTs têm uma
potência radiada entre os 250mW a 2W, que é substancialmente maior que a potência radiada por
um transmissor convencional VHF (cerca dos 10mW). A programação do duty cycle do emissor,
permite uma melhor gestão da vida útil da bateria, permitindo que a autonomia dos dispositivos
se maximize. Para além disso já existem nos dias de hoje, PTTs totalmente alimentados a energia
solar, sendo especialmente destinados à monitorização de aves necessariamente de grande porte.
Aliado a isto, a utilização de células fotovoltaicas em combinação com baterias níquel-cádmio
têm prolongado o tempo útil das baterias dos transmissores [11].
A base de funcionamento deste sistema, explora os desvios de frequência no sinal recebido
(efeito de Doppler) causado pela movimentação relativa dos satélites em relação a um transmissor
colocado em Terra. Sempre que um satélite se encontre com linha de vista desimpedida para o
emissor, abre-se uma janela de cerca de 10-12 minutos durante a qual os sinais enviados pelos
PTT podem ser recebidos. Esta é a grande vantagem deste tipo de sistemas, uma vez que a
monitorização pode ser feita em qualquer lugar do planeta, por um investigador comodamente
sentado no seu gabinete. Para além disso permite o rastreamento de espécies com longos raios de
acção [3], e em situações extremas, nos locais mais inóspitos, pode mesmo ser a única alternativa
de monitorização. Contudo a telemetria por satélite, em comparação com a monitorização VHF
e GPS, é de longe a menos precisa, podendo ter um erro que varia entre dos 150m a alguns
quilómetros[2]. Para além de fornecerem dados de localizações, os PTTs mais recentes podem
armazenar também uma vasta gama de parâmetros fisiológicos, comportamentais e ambientais.
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Esses dados serão posteriormente enviados para satélites a fim de serem reencaminhados para as
estações de monitorização terrestres. A grande maioria dos PTTs actuais incluem um transmissor
VHF de backup, que entra em funcionamento somente em caso de falha do aparelho principal,
permitindo a localização do animal e por extensão a recuperação do PTT.
2.1.3 Monitorização via GPS
O último grande avanço na área do rastreamento da vida selvagem ocorreu com a introdução
do Sistema de Posicionamento Global (GPS). Este sistema foi criado pelo Departamento de
Defesa dos Estados Unidos da América em 1973 e à altura servia unicamente para fins militares.
Contudo nos dias de hoje, é considerada uma tecnologia dual-use dado que as suas aplicações
servem também o interesse de civis. Esta tecnologia serve-se da constelação de satélites, que
orbitam em torno da Terra e que funcionam como transmissores, para localizar qualquer animal,
pessoa, ou objecto que carregue um receptor de GPS. Isto é possível sobre quaisquer condições
climatéricas, e é aplicável em qualquer sítio no planeta Terra, desde que exista uma linha de
visão desobstruída entre o receptor e o conjunto de satélites. A posição é fornecida com um
erro que pode ir até aos 5 metros. Tal deve-se ao facto de a receptibilidade do sinal GPS poder
sofrer interferências resultantes dos diferentes tipos de habitats, pelo que é necessário considerar
o enviesamento nos dados. Essa posição é calculada com base na recepção e respectiva medição
precisa dos sinais de sincronismo que são enviados pelos satélites GPS. Cada um deles emite
continuamente mensagens que incluem informações relativas à hora da transmissão, à órbita e
ainda ao estado geral do sistema. Isto é possível uma vez que cada satélite possui um almanaque
de todos os outros satélites da constelação, tendo por isso cada um acesso a informações relativas
ao relógio atómico e posição geográfica dos restantes. O receptor utiliza a mensagem recebida para
calcular a chamada pseudo-distância (distância a cada satélite), com base no tempo de trânsito das
mensagens enviadas por estes. Apenas 3 satélites seriam necessários para calcular a posição global
do receptor, uma vez que para sabermos a localização exacta apenas necessitamos de 3 dimensões
(longitude, latitude, altitude). Contudo os erros no cálculo da posição do receptor existem, uma
vez que o seu relógio não é tão preciso como o do satélite. Qualquer erro na determinação
do instante de chegada, por mais pequeno que seja, ao ser multiplicado pela velocidade da luz
provocará um erro no cálculo da posição. Por causa deste factor, os receptores usam o sinal
proveniente de quatro ou mais satélites.
O desenvolvimento da tecnologia tem vindo a permitir melhorias quanto ao peso dos dispo-
sitivos. Actualmente é possível encontrar neste ramo, aparelhos minimalistas, quer a nível de
componentes quer a nível de funcionalidades, entre as 10 e as 150 gramas de peso[11]. Contudo
a diminuição do peso dos aparelhos pode ter como consequência uma menor longevidade dos
mesmos, uma vez que muito desses esforços, passam pela redução do tamanho dos componentes,
e no caso da bateria isso revela-se fatal. A vida útil dos aparelhos é então um parâmetro muito
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importante que é afectado sobretudo pelo tempo de pesquisa por sinais de satélite. Este tempo é
condicionado por questões topográficas por exemplo, e pode ir desde os 2 a 4 minutos no pior dos
casos, ou alguns segundos em circunstâncias ideais. Dado ser um factor crítico para a longevi-
dade destes aparelhos, muitos estudos têm incidido na tentativa de diminuir o tempo de aquisição,
facto que iria aumentar substancialmente a vida útil das baterias. Novos avanços tecnológicos
permitem coleiras GPS com comunicação bidireccional remota com as estações de monitorização,
o que permite a reprogramação do duty cycle ou de outros parâmetros da unidade sem que seja
necessária uma nova captura do animal, minimizando assim a intrusão dos investigadores na vida
da espécies em estudo. No mesmo sentido foram desenvolvidas coleiras com um mecanismo de
drop-off automático, para a recuperação do colar sem a necessidade de recapturar o animal.
Outro aspecto importante nos receptores GPS é o modo como a recuperação dos dados é feita.
Estes podem ser armazenados no próprio dispositivo estando acessíveis somente após a recupe-
ração do colar, podem ser enviados para um dispositivo receptor portátil, ou para as estações de
monitorização de destino através do sistema satélite ARGOS. O armazenamento dos dados no
próprio dispositivo trás algumas vantagens, que se prendem não só com o volume mais reduzido
do equipamento, mas também com o menor grau de complexidade a nível de hardware receptor,
sendo por isso um dispositivo mais barato em comparação com os restantes. Isto abre espaço à
utilização de baterias mais pesadas contribuindo para uma maior longevidade do equipamento,
mantendo a média de peso relativamente aos outros. Contudo a grande desvantagem desta abor-
dagem passa pela possibilidade de perda total dos dados no caso de não recuperação do aparelho
receptor. Por outro lado, o método de envio de dados para um dispositivo receptor, é efectuado
via sinal VHF. A frequência com que os dados são enviados pode variar consoante as necessidades
dos investigadores, sendo esta programada tirando partido da comunicação bidireccional. Algu-
mas desvantagens deste método passam pelo aumento do custo global do sistema (equipamento
receptor e unidade de telemetria), a que não é alheio um aumento de complexidade quer a nível
de hardware quer a nível de circuitos. Outra maneira de efectuar o download dos dados é usando
o sistema satélite ARGOS. A desvantagem associada a este sistema, é que o volume e o peso
do mesmo aumentam, uma vez que o colar terá que enviar os dados para satélites o que exige
mais potência de sinal. Com os avanços tecnológicos a permitirem não só uma maior precisão
nos dados como também aplicações de pesquisa mais sofisticadas, é de esperar que os estudos
baseados em monitorização GPS sejam cada vez mais frequentes. A proliferação da tecnologia
GPS poderá provocar uma descida nos preços, o que, aliada aos desenvolvimentos tecnológicos,
expandirá esta técnica a uma vasta gama de espécies.
Em conclusão, a tendência mais significativa no campo da biotelemetria, é a dependência cada
vez maior dos microprocessadores nos subsistemas contemporâneos e futuros da telemetria. O
uso de microprocessadores de baixa potência tem guiado o desenvolvimento, tanto da tecnologia
dos transmissores como dos receptores. Para além disso, é a convergência de tecnologias que
leva ao desenvolvimento, cujo resultado se espelha em equipamentos cada vez mais pequenos,
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inteligentes e versáteis.
2.1.4 Comparação entre o sistema GPS e o sistema VHF
Das três técnicas de monitorização abordadas, as mais conceituadas são o vanguardista sistema
de monitorização por GPS e o convencional sistema por VHF. De facto o primeiro oferece maior
precisão nos seus resultados, pese embora o facto de a sua longevidade não ser comparável à do
sistema VHF. Crê-se que a bateria de um receptor GPS não chegue a durar um ano, contrastando
com a do sistema VHF que pode durar até 4. Em matéria de custos, o sistema por GPS é cerca de
10 vezes mais caro que o VHF. Para se ter uma ideia, um colar GPS com carregamento de dados
remoto, custa aproximadamente 7,500¿ [2]. Apesar do dispositivo GPS ser mais dispendioso que
o VHF, não significa que este último seja mais económico. De facto o tratamento de dados no
sistema GPS, é bastante mais fácil uma vez que fornece os dados correlacionados, permitindo
poupar nas despesas de pessoal, já que o trabalho de laboratório é menos intensivo. Por outro
lado, a telemetria por VHF, apesar de fornecer dados menos precisos, requer geralmente mais
trabalho de laboratório o que acaba por ser dispendioso, dado que é necessário abarcar custos
de mão-de-obra e de transporte (para obtenção dos dados). Devido a isto, é necessário ter
em linha de conta a relação custos/qualidade dos resultados. Como tal a monitorização GPS
é, em comparação com a monitorização VHF e telemetria por satélite, a opção mais económica
e logisticamente viável para estudos de duração curta/média (entre 3 a 6 meses).No caso dos
estudos se prolongarem durante um longo período e envolverem um número elevado de animais,
a telemetria VHF é a opção ideal. Os dispositivos GPS por serem mais caros costumam ser
apenas empregues em estudos onde o número de animais participantes é bem menor. Para além
disso os sistemas VHF podem ser empregues em praticamente qualquer animal, contrastando
com as unidades de telemetria por satélite e GPS, que são geralmente mais pesadas e volumosas
restringindo assim a sua utilização em certas espécies. Uma vantagem que os sistemas GPS
preservam em relação aos sistemas VHF, é o facto oferecerem maior privacidade aos animais em
estudo, uma vez que os investigadores não necessitam de estar no terreno para recolherem os
dados. Isto conduz a estudos mais fidedignos uma vez que não interferem nem na vida, nem no
comportamento natural do animal.
2.2 Pseudolite - conceito de GPS invertido
O estabelecimento efectivo da tecnologia GPS na sociedade, trouxe consigo novos desafios. Um
dos mais aliciantes prende-se com a procura incessante por um serviço de localização GPS cada
vez mais fiável. É neste contexto que o estudo dos designados pseudolites (de pseudo-satellite) se
começou a tornar importante, com o intuito de ser uma ferramenta de auxilio a esta técnica. Com
efeito, os problemas associados ao sistema GPS, especificamente em ambientes onde a aquisição
2.2. PSEUDOLITE - CONCEITO DE GPS INVERTIDO 15
dos sinais de satélite é difícil (cidades, túneis ou florestas por exemplo), podem ser ultrapassados
através da utilização de transmissores pseudolites colocados ao nível do solo, que complementam a
navegação baseada em satélites[13]. A figura 2.4 ilustra a integração de um transmissor pseudolite
no sistema GPS.
Figura 2.4: Princípio de funcionamento de um sistema GPS Pseudolite.
Uma vez que o receptor, devido à sua localização geográfica não consegue receber o sinal
proveniente de no mínimo quatro satélites, o transmissor pseudolite opera como um satélite GPS,
fornecendo ao receptor a informação necessária para efectuar o cálculo da posição. O primeiro
sistema de localização baseado neste principio foi desenvolvido por Raquet, com resultados que
demonstravam que era possível estimar a localização de um transmissor móvel pseudolite, usando
um transmissor fixo pseudolite cuja posição é conhecida e um conjunto de receptores GPS ao
nível do solo [14].
2.2.1 Sistema de localização baseado no conceito de GPS invertido
O conceito fundamental relacionado com a concepção deste sistema de localização diz respeito à
definição de GPS invertido, pelo que importa esclarecer quais as principais características que
a demarcam das restantes tecnologias em geral, e da tecnologia GPS convencional em particular.
Ao contrário do que foi referido na secção 2.1.3 relativa à monitorização via GPS, esta tecnologia
coloca o aparelho emissor no objecto a identificar, tendo como receptor uma estação fixa que se
encarrega de receber e processar os dados, ficando os resultados imediatamente disponíveis. Esta
aparente inversão de papeis resulta num conjunto de vantagens que são de enorme importância
para quem lida com a monitorização de objectos ou animais de pequeno porte. Para este caso em
particular, o peso reduzido impossibilita o uso da tecnologia GPS convencional, uma vez que as
limitações de peso para os receptores não encontrariam correspondência nos elevados consumos
de potência das células comercias de GPS disponíveis. Uma alternativa possível, seria equipar o
receptor GPS com uma bateria menor o que se traduziria numa redução do tempo de aquisição
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de dados para alguns dias, acabando por comprometer a exequibilidade do sistema e viabilidade
do estudo.
Ao invés, colocando um emissor minimalista, que obedeça aos constrangimentos relacionados
com o peso e dissipação de potência no animal, caberia ao receptor que não têm esse tipo de
limitações, possuir grande parte da inteligência do sistema. Tendo em conta os constrangimentos
abordados, é possível retirar algumas ilações que servirão de linhas condutoras para o desenvol-
vimento do sistema. O sinal a emitir, será de baixa potência de forma a se poder racionalizar o
consumo de bateria. Devido a este factor, o sinal recebido terá uma característica SNR muito
baixa, o que obriga o receptor a possuir técnicas de recuperação de sinal similares às usadas em
sistemas Spread Spectrum, que serão abordadas na secção 2.3. A par disto, a programação de
ciclos de serviço reduzidos e espaçados temporalmente contribui para que a longevidade do sis-
tema se estenda por meses ou mesmo anos. Finalmente, uma outra consideração importante diz
respeito ao alcance do sistema, especificamente a distância máxima que separa o transmissor da
estação receptora. Este valor está dependente da densidade de estações fixas presentes na área.
2.2.2 Caracterização do Sistema
Figura 2.5: Esquema conceptual da técnica GPS invertido
A figura 2.5 apresenta o diagrama descritivo do funcionamento do sistema. Este consiste num
conjunto de estações receptoras fixas, que delimitam o perímetro de funcionamento do sistema, e
por emissores em movimento. Cada um deles possuirá uma sequência PN única que o identificará
no receptor, e que será transmitida periodicamente de acordo com o duty cycle programado. Por
sua vez o receptor é constituído por três blocos fundamentais:um correlator, que irá efectuar a
identificação do emissor através da sua sequência PN, um receptor de GPS necessário para adquirir
informação precisa acerca das estações receptoras circundantes, e finalmente um dispositivo de
gravação de dados para futuro processamento. Esta abordagem apresenta algumas vantagens
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relativamente às soluções existentes:
 Permite reduzir a complexidade e inteligência do transmissor para o mínimo admissível,
reduzindo significativamente o peso e o volume destes aparelhos, o que não restringe a sua
utilização a animais de pequeno porte;
 Reduz o consumo de potência no lado do emissor aumentando o tempo de utilização do
dispositivo;
 Providencia resultados mais precisos uma vez que exclui a intervenção do homem para
efetuar a aquisição dos dados, o que não acontece no caso da monitorização VHF;
Uma vez que a relação sinal-ruído no receptor é muito baixa, o sistema recorre à técnica Spread
Spectrum para efectuar as operações de modulação e desmodulação. Mas as semelhanças ficam
entre o sistema proposto e um sistema Spread Spectrum típico ficam por aqui. A distinção está
ao nível da sincronização emissor-receptor, que não é necessária neste caso. A função do sistema
é probabilística, pelo que não alinha no tradicional determinismo dos sistemas de comunicação.
A informação a enviar é muito restrita, limitando-se à sinalização 0 (emissor desligado) ou 1
(emissor em funcionamento) que depois será modulada utilizando o espalhamento de espectro
por sequência directa como será abordado na secção 2.3.4. O sistema suporta a intervenção de
múltiplos utilizadores a operar na mesma banda de frequências, e para isso recorre a algumas
propriedades dos sistemas CDMA, sendo cada emissor identificado por uma sequência PN unívoca
com propriedades de correlação que reduzem a interferência entre eles.
2.2.3 CDMA:Sequências Pseudo-Aleatórias
O sistema implementado permite que múltiplos utilizadores intervenham em simultâneo. Dadas
as características do sub-sistema de transmissão, a emissão é feita de forma assíncrona, sendo
cada emissor constituído por um transmissor AM simples, operando todos à mesma frequência
de portadora. Contudo cada um deles modula essa portadora comum com um código pseudo-
aleatório diferente. Estes códigos são assim designados uma vez que, para um observador não
conhecedor do método de geração dos mesmos, apresentam características de aleatoriedade não
passando no entanto de sequências determinísticas e periódicas. A selecção de um bom código é
importante dado que o tipo e o comprimento do conjunto de códigos limitam as capacidades do
sistema. Quanto maior for o período dessa sequência, mais perto o sinal transmitido estará de se
assemelhar a ruído, e por isso mais difícil será a sua detecção. De outra maneira seria impossível
que esta fosse reproduzida no receptor no processo de despreading.
O número de transmissores que podem operar em simultâneo neste sistema, é função do
código espalhador usado. Existem vários códigos PN que são usados para efetuar a operação
de spreading, entre eles temos os códigos de Hadamard, Gold , Sequência-m e Kasami. Do
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lado do receptor estará grande parte da inteligência do sistema, responsável pela recuperação e
interpretação do sinal recebido. Esta interpretação implica uma operação de correlação, levada a
cabo por um banco de matched-filters com resposta impulsiva finita, efectuada entre a sequência
de bits impressa no sinal de chegada e uma sequência mapeada nos coeficientes do filtro. Esta
operação de correlação não é mais do que uma forma de detectar a verosimilhança do sinal recebido
com a chave (código de spreading) utilizado. As propriedades dos códigos PN irão influenciar o
resultado da operação de correlação pelo que é necessário analisar estes códigos sob o ponto de
vista das suas funções de autocorrelação e correlação cruzada, de forma a escolher aquele que
melhor se adequa às características do sistema.
2.2.3.1 Geradores Sequências PN
Os geradores de código, são por norma lineares e são obtidos através de um registo de desloca-
mento com realimentação (LFSR). Estes circuitos possuem uma larga aplicação em telecomuni-
cações, para além da utilização em sistemas CDMA Spread Spectrum. A figura 2.6 ilustra dois
métodos de implementação de geradores de sequências PN. Para um dado polinómio gerador,
existem duas formas para construir um LFSR[15, 16]. O gerador de Galois, que usa somente
o bit de saída para ser somado em módulo-2 às respectivas realimentações do shift register, e
é aconselhável para implementações de hardware de elevada velocidade. Por outro lado, numa
implementação que recorre a um gerador do tipo Fibonacci os pesos de todas as realimentações
do polinómio são somadas (módulos-2) e realimentadas para a entrada[17].
A saída do gerador, p(D), será o código a utilizar para o espalhamento do espectro. Este
depende do polinómio gerador e do valor inicial do registo de deslocamento. O operador D indica
uma unidade de atraso aplicada à sequência original. A sequência é gerada a partir de aritmética
módulo 2, com o produto entre a sequência p(D) e o polinómio geradorg(D) com coeficientes Ci.
Este tem a seguinte forma:
g(x) = xn + Cn−1 · xn−1 + · · ·+ C2 · x2 + C1 · x+ 1 (2.1)
Onde os coeficientes C1, C2, ..., Cn−1 podem ser 0 ou 1. Logo estas sequências são constituídas
por uma sequência de 1's e 0's, o que apresenta um problema de implementação que impede o
cálculo efectivo da correlação, dado que não é possível distinguir os dois níveis. Desta forma a
utilização destes códigos pressupõe a conversão bipolar dos mesmos no receptor.
O estado inicial destes geradores nunca pode ser o estado nulo, visto a sua saída neste caso ser
igualmente nula. Por isso para um polinómio gerador de grau n, o registo de deslocamento terá
um comprimento de 2n, podendo passar por 2n − 1 estados diferentes (2n menos o estado nulo).
A quantidade de portas lógicas envolvidas neste processo permite que esta geração seja efectuada
rapidamente. A escolha dos coeficientes Ci do polinómio irá definir a sequência de estados por
que passa o registo de deslocamento, podendo este ter um comprimento máximo igual ao número
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de estados possível.
(a) Fibonacci
(b) Galois
Figura 2.6: Gerador linear com registo de deslocamento e realimentação (Adaptado de [4]).
2.2.3.2 Propriedades das Sequências Pseudo-Aleatórias
Estes códigos têm que respeitar um conjunto de propriedades[18]:
 Devem ser balanceados (equilibrados) no número de 0 e 1, para que a densidade espectral
de potência esteja bem repartida na frequência. Em cada período o número de 1s é igual
ao número de 0s mais um:
 Número de 1s: 2n−1
 Número de 0s: 2n−1 − 1
 Em cada período, 1/2 das séries de 1s ou 0s tem comprimento 1, 1/4 têm comprimento 2,
1/8 têm comprimento 3, etc.
 As sequências pseudo-aleatórias, p(t), deverão apresentar uma função de autocorrelação tão
próxima quanto possível da de uma sequência aleatória,c(t) dada pela equação 2.2,
Rc(τ) ≡ lim
A→∞
1
2A
Aˆ
−A
c(t) · c(t+ τ)dt =
1−
|τ |
Tc
, |τ | < Tc
0, |τ | ≥ Tc
(2.2)
e representada pela figura 2.7.
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Figura 2.7: Autocorrelação de uma sequência aleatória infinita.
As sequências PN são periódicas pelo que, modificando a equação 2.2 , obtemos a expressão
que retrata a sua função de autocorrelação:
Rp(τ) ≡ 1
NTc
NTcˆ
0
p(t) · p(t+ τ)dt (2.3)
em que NTc é o período da sequência aleatória e p(t) = p(t + τ). Uma vez o processo de
despreading é feito à custa de uma operação de correlação entre o sinal de chegada e uma réplica
local do sinal de código, as sequências que apresentem autocorrelação semelhantes à figura 2.7,
são desejáveis. Deste modo é possível determinar o atraso da sequência local relativamente ao
sinal recebido, para que haja sincronismo entre códigos.
 Nos sistemas CDMA múltiplos utilizadores ocupam a mesma banda RF e transmitem si-
multaneamente. Sendo assim se os códigos associados a cada utilizador fossem ortogonais, não
existiria interferência entre eles depois da operação de despreading e a privacidade da comunica-
ção estava garantida. Na prática os códigos não são perfeitamente ortogonais, pelo que a função
de correlação cruzada entre utilizadores terá que possuir baixos valores para que a degradação da
performance do sistema (aumento da potência de ruído depois da operação de despreading) não
limite em demasia o número máximo de utilizadores simultâneos do sistema.
2.2.3.3 Códigos Ortogonais:Hadamard
Este tipo de código baseia-se nas matrizes de Hadamard[19]. Estas, são matrizes quadradas 2n×
2n, de elementos±1 e linhas (e colunas) ortogonais entre si, o que faz com que num sistema CDMA
multiutilizador, não haja interferência entre os diversos intervenientes no caso deste sistema ser
síncrono. A construção destas matrizes é feita recursivamente a partir de H1 = [1]:
H2n =
[
H2n−1 H2n−1
H2n−1 −H2n−1
]
(2.4)
onde cada linha da matriz define uma sequência de Hadamard. Como dá a entender, este
tipo de sequências apresenta uma função de correlação cruzada ideal quando o offset de fase é
nulo, contudo a nível de autocorrelação o mesmo registo não se verifica para outros offsets de
fase. Para além disso, estes códigos não efectuam o espalhamento do sinal uniformemente pelo
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espectro. Uma vez que as propriedades óptimas deste tipo de códigos só se revelam em sistemas
síncronos, não foi efectuado um estudo mais aprofundado acerca destes códigos.
2.2.3.4 Sequências de tamanho máximo (sequências-m)
São sequências geradas a partir de shift-registers, mas com a particularidade de possuírem o
período máximo considerando um dado polinómio gerador de ordem n, isto é N = 2n − 1. A
função de autocorrelação periódica Ra(k) toma dois valores e é dada pela equação 2.5
Ra(k) =
N k = l ·N−1 k 6= l ·N (2.5)
onde l é um inteiro e N representa o período da sequência[20]. Como tal este tipo de sequências
possuem propriedades de autocorrelação óptimas como ilustra a figura 2.8.
Figura 2.8: Função de autocorrelação de uma sequência de tamanho máximo.
No caso ilustrado pela figura 2.8, foi usado um polinómio gerador de ordem 9, pelo que o
pico máximo da função de autocorrelação tem o valor de 511, e se repete periodicamente. No
que concerne às propriedades relativas à correlação cruzada, não existe uma fórmula fechada
para correlação entre sequências-m distintas, podendo esta tomar vários valores para diferentes
fases e diferentes sequências geradas. A tabela2.1, regista o rácio entre os valores de pico de
autocorrelação e correlação cruzada, max {|θac(k)|} /max {|θcc(k)|}, para polinómios geradores
com diferentes graus.
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Tabela 2.1: Relação entre máximos de autocorrelação e correlação cruzada de sequências-m.
Sequência-m
n θacmax θccmax θacmax/θccmax
5 31 11 2,82
6 63 23 2,74
7 127 41 3,10
8 255 95 2,68
9 511 113 4,52
10 1023 383 2,67
11 2047 287 7,13
12 4095 1407 2,91
A análise efectuada a partir da tabela 2.1, permite atestar do carácter imprevisível que a
função de correlação cruzada destas sequências possui, já que não existe um relação linear entre
o aumento do grau do polinómio gerador e estes picos. Em sistemas multiutilizador isto não
representa uma vantagem. Para um polinómio gerador de grau n, são geradas 2n − 1 sequências.
2.2.3.5 Sequências de Gold
As sequências de Gold são construídas a partir da combinação linear entre duas sequências-m,
geradas a partir de polinómios geradores com o mesmo grau. Nem todos os pares de sequências-m
podem gerar sequências de Gold, pelo que aquelas que estão aptas a fazê-lo são designadas por
pares preferenciais[18, 21]. Estas sequências possuem uma função de correlação cruzada com 3
valores {−1,−t(n), t(n)− 2}, onde o valor de t(n) é dado pela equação 2.6,
t(n) =
2
n+1
2 + 1 n impar
2
n+2
2 + 1 n par
(2.6)
A figura 2.9 ilustra a função de correlação cruzada entre duas sequências de Gold geradas a
partir de polinómios geradores de ordem 5.
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Figura 2.9: Função de Correlação Cruzada entre duas sequências de Gold de n=5.
Como é possível verificar a partir do gráfico, os valores que esta função toma, {−9,−1, 7}respeitam
a equação 2.6.
Para além destes três valores, a função de autocorrelação toma um valor máximo de amplitude
N igual ao período da sequência, que para o caso de n=5 será de 31 como ilustra a figura 2.10.
Figura 2.10: Função de Autocorrelação de uma sequência de Gold de n=5.
Para um dado n, serão geradas 2n + 1 sequências cada uma com 2n − 1 bits. Na tabela são
apresentados os valores da relação max {|θac(k)|} /max {|θcc(k)|}para os conjuntos de sequência
de Gold para diversos períodos, N.
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Tabela 2.2: Relação entre máximos de autocorrelação e correlação cruzada de sequências de Gold.
Sequências de Gold
n θacmax θccmax θacmax/θccmax
5 31 9 3,44
6 63 17 3,71
7 127 17 7,47
8 255 33 7,73
9 511 33 15,48
10 1023 65 15,74
11 2047 65 31,49
12 4095 129 31,74
Daqui se depreende que à medida que se incrementa o grau do polinómio gerador, o rácio entre
os picos de autocorrelação e de correlação cruzada aumenta sendo maior do que os registados para
as sequências-m. Isto justifica-se pelo facto de as sequências de Gold possuírem picos de correlação
cruzada inferiores, o que representa uma mais valia para os sistemas que empreguem este tipo de
sequências em detrimento das sequências-m.
2.2.3.6 Sequências de Kasami: pequeno e grande conjunto
As sequências de Kasami podem obter-se de um modo semelhante às sequências de Gold, mas
admitindo apenas polinómios geradores de ordem par. A diferença reside no facto da geração se
basear na combinação entre uma sequência-m de período N e a respectiva sequência decimada[16].
Estes códigos são definidas por dois tipos de conjuntos: o grande e o pequeno.
Pequeno Conjunto de Kasami
O pequeno conjunto de Kasami possui 2n/2 sequências cada uma com 2n−1 bits de comprimento.
A função de autocorrelação, para além do pico máximo de valor 2n − 1 registado a cada período
da sequência, tem a função de correlação cruzada que pode assumir os valores do conjunto 2.7
{s(n),−1, s(n)− 2} (2.7)
em que s(n) = 2n/2 + 1.
As funções de autocorrelação e de correlação cruzada para um polinómio gerador de ordem 6,
estão representadas nas figuras 2.11 e 2.12 respectivamente. Como é possível verificar, os valores
atingidos pelas funções, {−9,−1, 7} vão de encontro ao estipulado pela equação 2.7.
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Figura 2.11: Função de Autocorrelação de uma sequência pertencente ao pequeno conjunto de
Kasami.
Figura 2.12: Função de Correlação Cruzada entre duas sequências pertencentes ao pequeno con-
junto de Kasami.
Como é facilmente perceptível os valores obtidos para as funções de autocorrelação e correlação
cruzada são melhores comparativamente com as sequências de Gold.
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Grande Conjunto de Kasami
No que diz respeito ao grande conjunto de Kasami, este possui 2
3n
2 +2
n
2 sequências de comprimento
2n − 1. Os valores das funções de autocorrelação e de correlação cruzada pertencem ao conjunto
2.8
{t(n);−s(n);−1; s(n)− 2; t(n)− 2} (2.8)
Este conjunto contém as sequências de Gold e o pequeno conjunto de Kasami. A vantagem
que este possui em relação às sequências de Gold prende-se com o facto de gerar um maior número
de sequências. Contudo apresenta valores de autocorrelação e correlação cruzada mais elevados
do que os verificados no pequeno conjunto de Kasami. As figuras 2.13 e 2.14 ilustram as funções
de Autocorrelação e de Correlação Cruzada respectivamente assumindo um polinómio gerador de
ordem 6.
Figura 2.13: Função de Autocorrelação de uma sequência pertencente ao grande conjunto de
Kasami.
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Figura 2.14: Função de Correlação Cruzada entre duas sequências pertencentes ao grande con-
junto de Kasami.
A tabela apresenta os valores para a relação max {|θac(k)|} /max {|θcc(k)|} para o pequeno e
grande conjunto de Kasami.
Tabela 2.3: Relação entre máximos de autocorrelação e correlação cruzada para os conjuntos de
Kasami.
Pequeno Conjunto
n θacmax θccmax θacmax/θccmax
4 15 5 3,0
6 63 9 7,0
8 255 17 15,0
10 1023 33 31,0
12 4095 65 63,0
Grande Conjunto
n θacmax θccmax θacmax/θccmax
4 15 9 1,67
6 63 17 3,71
8 255 33 7,73
10 1023 65 15,74
12 4095 129 31,74
A análise desta tabela permite aferir das melhores propriedades de correlação que as sequên-
cias pertencentes ao pequeno conjunto de Kasami têm, em relação às do grande conjunto. Es-
pecificamente no que concerne à correlação cruzada, e tendo em conta os valores obtidos para
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as sequências de Gold (tabela 2.2) e sequências do pequeno conjunto de Kasami, a equação 2.9
regista o rácio entre os valores máximos destas duas sequências.
θcc(k)kasami
θcc(k)Gold
=
1 + 2n/2
1 + 2
n+2
2
(2.9)
Esta relação é de aproximadamente 0,5, pelo que se prova que o pequeno conjunto de Kasami
apresenta índices de correlação cruzada mais baixos que os verificados para as sequências de Gold.
Este valor transforma as sequências pertencentes ao pequeno conjunto de Kasami nas melhores
sequências para serem utilizadas em sistemas multiutilizador.
2.2.3.7 Minorante de Welch
O minorante deWelch[18, 22] permite estimar o comportamento em termos de correlação cruzada
de famílias de códigos, através do cálculo do valor absoluto máximo da correlação cruzada,|Rc(j)|max,
entre qualquer par de sequências binárias com período N, retirado de um conjunto de sequências
M. A equação 2.10 expressa este limite.
|Rc(j)|max ≥ N ·
√
M − 1
M ·N − 1 (2.10)
A tabela sumariza os códigos espalhadores estudados, no que diz respeito à operação de
correlação cruzada.
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Tabela 2.4: Minorante de Welch.
Gold
n Nº de sequências (M) Período (N) Val. máximo Welch
4 17 15 9 3,0
6 65 63 17 7,0
8 257 255 33 15,0
10 1025 1023 65 31,0
12 4097 4095 129 63,0
(a) Gold.
Pequeno Conjunto Kasami
n Nº de sequências (M) Período (N) Val. máximo Welch
4 4 15 5 5,0
6 8 63 9 9,0
8 16 255 17 17,0
10 32 1023 33 33,0
12 64 4095 65 65,0
(b) Pequeno Conjunto Kasami.
Grande Conjunto Kasami
n Nº de sequências (M) Período (N) Val. máximo Welch
4 4 15 9 3,8
6 8 63 17 7,9
8 16 255 33 16,0
10 32 1023 65 32,0
12 64 4095 129 64,0
(c) Grande Conjunto de Kasami.
Da análise das tabelas, é possível concluir que apenas as sequências que pertencem ao pequeno
conjunto de Kasami, cumprem o minorante de Welch, o que corrobora toda a análise feita até
aqui em torno deste tipo de códigos.
2.2.3.8 Sequência PN a usar
Face ao que foi exposto nas secções anteriores, é possível concluir que tanto as sequências de
tamanho máximo, como as sequências de Gold ou Kasami apresentam boas propriedades de
autocorrelação. Especificamente as sequências-m possuem uma característica de autocorrelação
ideal, uma vez que apresentam uma função impulsiva, o que não acontece com as restantes. Tanto
no caso de Kasami como de Gold, as funções de autocorrelação apresentam picos secundários
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controlados, sendo que o rácio pico máximo pico secundário é maior nas sequências pertencentes
ao pequeno conjunto de Kasami. Por sua vez, no que concerne à função de correlação cruzada, o
pequeno conjunto de Kasami apresenta os melhores resultados, para além do facto de respeitarem
o minorante de Welch. O única desvantagem que se prende com este conjunto diz respeito ao
facto de gerarem somente 2
n
2 sequências. Apesar disso, e dada a finalidade do sistema, esta
particularidade não se revela uma desvantagem preocupante numa primeira fase.
Em jeito de conclusão, os códigos pertencentes ao pequeno conjunto de Kasami possuem as
melhores propriedades de correlação cruzada em comparação com os restantes códigos e mesmo
não tendo uma característica de autocorrelação ideal, na globalidade assumem-se como o conjunto
que melhor se adapta às características do sistema.
2.2.4 Cálculo da posição do emissor
O sistema implementado diferencia-se dos restantes sistemas Spread Spectrum pelo facto de não
necessitar de sincronização entre a sequência de chegada e a mapeada nos coeficientes do filtro
FIR, que faz o papel de correlator. No fundo, trata-se de um sistema probabilístico onde o que se
pretende detectar são eventos de maior correlação, sendo o valor do pico armazenado e associado
a um tempo de referência fornecido pelo dispositivo GPS. Através deste tempo de referência, e
aplicando um dos métodos para a obtenção do TDOA, é possível determinar a distância entre
emissor e as estações receptoras. Contudo, a resolução temporal do GPS impõe uma incerteza
na obtenção dessa distância da ordem de ∆dk, pelo que a estimação da localização se faz pela
intersecção de no mínimo 3 sectores circulares de raio dk ± ∆dk2 , como a figura 2.15 ilustra. Isto
implica que o sinal emitido atinja no mínimo três estações receptoras, todavia, quanto mais
estações participarem neste processo, mais precisa será a estimação da localização, uma vez que
a área de incerteza é reduzida.
Figura 2.15: Ilustração da aplicação do método TDOA na determinação da posição do emissor.
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Todo este processo assenta em três pilares fundamentais: medição do tempo de diferença de
chegada dos sinais emitidos a cada estação (TDOA), sincronização das estações base, e finalmente
a análise estatística para o apuramento dos dados.
2.2.4.1 Tempo de diferença de chegada (TDOA)
A técnica TDOA é baseada na medição do intervalo de tempo de propagação entre o emissor e
as estações receptoras. Este método é efectuado em dois passos: O primeiro, envolve a estimação
do TDOA entre o emissor e pares de estações receptoras; O segundo diz respeito à conversão
dessa medida, em diferença de tempos entre estações, o que resulta num conjunto de equações
hiperbólicas não lineares, c(tk − ty), cuja solução permite a estimação da posição do emissor.
Essas hipérboles definem o conjunto de localizações onde a diferença de tempos de chegada entre
as duas respectivas estações é constante.
A estimação do TDOA é geralmente efectuada recorrendo a dois métodos: subtracção do
tempo de chegada ao tempo de transmissão, ou através de técnicas de correlação, nas quais o sinal
recebido numa estação é correlacionado com o sinal recebido numa outra. Será esta a alternativa
usada para o cálculo do TDOA, já que o primeiro método implica que se tenha conhecimento
dos instantes de transmissão, o que não é o caso. Para o método usado, a única exigência é
que as estações estejam sincronizadas, o que é garantido através do dispositivo GPS. O emissor
envia o sinal que é captado por duas ou mais estações receptoras, que procedem à operação de
correlação. O pico de correlação não vai ser verificado pelas estações no mesmo instante, pelo
que é essa diferença que permite definir uma hipérbole entre pares de estações, que delimita uma
área onde o emissor se deverá encontrar.
Figura 2.16: Determinação do tempo TDOA..
Cada estação armazena diferentes valores de correlação, sendo que esse valor é associado a
um ponto que pertencerá à nuvem de probabilidade associada a um dado emissor.
Contudo, para que esta tarefa de realize é necessário ultrapassar um conjunto de problemas
relacionados quer com a relação sinal-ruído verificada no receptor, quer com os efeitos da pro-
pagação no canal de transmissão, ou quer com o tempo de precisão do sistema e identificação
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de mais do que um transmissor simultaneamente. Todos estes problemas podem ser tratados de
forma eficaz usando técnicas de correlação baseadas em correlatores do tipo matched -filter, onde
é possível maximizar a relação sinal-ruído. O uso da informação temporal relativa aos eventos
de detecção, faz com que a precisão do sistema não se degrade em função da distância, como
nos sistemas DOA. Para além disso, esta técnica permite a poupança significativa de energia em
comparação com as técnicas convencionais. Transmissões curtas e pouco frequentes são possíveis
uma vez que os receptores estão continuamente à escuta. Por exemplo, é perfeitamente possível
transmitir uma vez em cada 5 minutos, o que reduz a potência consumida do transmissor por um
factor de 1500 relativamente aos identificadores tradicionais[6].
2.2.4.2 Sincronização entre estações receptoras e análise estatística dos dados.
Cada estação receptora possuirá um módulo GPS responsável por efetuar a captura de um tempo
de referência. Este valor, que será igual para todas as estações, irá mantê-las sincronizadas,
permitindo a criação de referências temporais precisas relativas a eventos de detecção para cada
estação. Através disso, é possível a cada estação, criar uma nuvem de probabilidades associada
a cada emissor. Cada ponto dessa nuvem tem uma força que está relacionada com o pico
de correlação verificado por essa estação. Para processar essa informação é necessário aplicar
um algoritmo de análise estatística muito semelhante ao algoritmo de CLEAN, desenvolvido por
Hogbon para rádio astronomia[23]. A figura 2.17 ilustra a aplicação desse método sobre uma
nuvem de pontos. Para além disso, é possível o refinamento das estimações anteriores, através
do uso da informação disponível em todas as estações receptoras disponíveis. No caso ilustrado,
isso é efectuado através da introdução da informação relativa a uma quarta estação.
Figura 2.17: Aplicação do método de análise estatística para tratamento dos dados.
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2.2.5 Banda de frequências utilizada
A QNAF[24] disponibiliza informação relativa a bandas de frequência cuja utilização do espectro
está isenta de licenciamento radioeléctrico, desde que sejam cumpridos os pressupostos estabele-
cidos. Estes prendem-se essencialmente com a não interferência relativamente a outras estações
ou redes de radiocomunicação licenciadas e as restrições de potência associadas a cada gama. Um
outro factor não menos importante, diz respeito à largura de banda disponível, já que uma maior
largura de banda permitirá uma maior expansão do sinal em frequência, e consequentemente um
maior ganho de processamento. Tendo em atenção todas estas considerações , optou-se pela faixa
de frequências 433,050-434,790MHz que providencia uma largura de banda de 1,74MHz.
Dada a sua simplicidade de realização, o tipo de modulação escolhido foi o AM. Na secção
3.1.3.1 é apresentado o tipo de impulso formatador de espectro a utilizar na transmissão, sendo
calculado o factor de excesso de largura de banda β. Utilizando este tipo de filtros, a largura de
banda para o sinal transmitido vem acrescido de um factor (1 + β) , e é apresentada na equação
2.11.
B =
1
TC
(1 + β) (2.11)
em que β = 0, 5 é o factor de excesso de largura de banda, e TC o período de chip do código
a utilizar para espalhamento, relacionado com o período de bit, TB, através de TC =
TB
2n−1 .
Assim, dada a largura de banda total disponível, Btotal = 1, 74MHz, e sabendo que Btotal =
1
(2n−1)·rB (1 + β), resolvendo em ordem a n chegamos à equação 2.12 que indica o valor máximo
que o grau do polinómio gerador de sequências, n, pode ter.
n ≤ log2
((
Btotal
1+β
)
/rB + 1
)
(2.12)
onde rB = 1TB .
Para um débito de informação, rB = 500bps e por substituição de valores, a equação 2.12
resulta em n ≤ 11, 18.
2.2.5.1 Comprimento do código
De acordo com a equação 2.12, o comprimento do código é função da largura de banda dispo-
nibilizada pela gama de frequências utilizada, e de acordo com isso, o número máximo de chips
que a sequência espalhadora poderá ter será 2047. Contudo quanto maior for o número de chips,
mais requisitos de hardware serão necessários para efectuar a operação de correlação no receptor,
o que se traduz num acréscimo dos custos de implementação. Como tal é necessário efectuar um
compromisso entre custos de implementação e precisão do sistema. Tendo isto em consideração,
optou-se por utilizar sequências de comprimento 1023, o que permite aproveitar também as boas
propriedades de correlação que o pequeno conjunto de Kasami possui.
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Sendo assim, para n = 10 o sistema tem um factor de espalhamento de 2n − 1 = 1023,
traduzindo-se numa taxa de chip de rC = (2n − 1)× rB = 511, 5Kcps com o respectivo período
de chip TC = 1rC = 1, 96ns. O período de execução do código é dado por
Prep =
2n − 1
rc
= 2× 10−3s (2.13)
A escolha da frequência da portadora, f0, é livre, desde que o espectro do sinal resultante
esteja confinado à banda imposta pela recomendação. Como tal foi escolhida a frequência central
da banda, 433,92MHz que representa um valor de frequência normalizado para um cristal de uso
comum.
2.2.6 Projecto de Feixe
O primeiro estágio no projecto de um sistema de comunicação em espaço livre, passa pelo estudo
dos requisitos mínimos que levam à viabilização da ligação entre os dois terminais. Isso implica
a consideração de parâmetros, que vão muito para além dos que dizem respeito simplesmente ao
canal ou região que separa o transmissor do receptor, sendo necessário ter em linha de conta uma
série de factores que vão desde a fonte de informação, passando por todos os passos de codificação
e modulação efectuados no transmissor e no canal, e finalmente todas as acções de processamento
de sinal no receptor[25]. A figura2.18 sumariza genericamente os factores envolvidos.
Figura 2.18: Factores envolvidos no cálculo do link budget de uma ligação.
A análise que engloba todos estes factores pode ser expressa tabularmente, tabela 2.5, suma-
riando os ganhos e as perdas que se verificam no transmissor, ao longo do caminho de propagação
e no receptor. Estes parâmetros foram ajustados de maneira a que a relação sinal ruído final dis-
2.2. PSEUDOLITE - CONCEITO DE GPS INVERTIDO 35
ponível, contemple uma margem aceitável face à requerida, de maneira a que a ligação se torne
robusta face uma panóplia de imprevistos que possam surgir ao longo do caminho de propagação.
Foi assumida uma frequência de operação de 433,92MHz sendo a largura de banda de trans-
missão 767kHz (equação 2.11) considerando que o transmissor está equipado com um filtro for-
matador de espectro da família cos-elevado cujo factor de roll-off, β, é 0,5. Para além disso,
considerou-se que a distância máxima, para o funcionamento do link, entre transmissor e recep-
tor seria de 5km, e assumiu-se que a potência do sinal emitido seria de 5mW, o que vai de encontro
aos constrangimentos relativos à dissipação de potência na banda de espectro utilizada.
A análise de cada parâmetro da tabela será feita em seguida, sendo efectuada uma descrição
geral de cada um, seguido de uma justificação para o valor considerado.
2.2.6.1 SNR requerido
A primeira consideração a tomar numa ligação, é definir o tipo de dados (analógico ou digital) e a
qualidade ou fidelidade da transferência. Esta decisão irá condicionar a escolha da modulação, a
estrutura do receptor e também estabelecer um determinado nível de SNR que garanta um certo
nível de fidelização na transferência. O SNR requerido é um limite mínimo para o SNR disponível
quando o balanço entre os ganhos e as perdas for contabilizado. Para uma transferência de dados
de elevada qualidade, o SNR requerido é na ordem dos 6 a 12 dB. Este valor está directamente
relacionado com a taxa de erros de bit (BER). Neste caso considerou-se uma relação sinal-ruído
mínima de 10dB o que resulta numa probabilidade de erro de bit de 10−6.
2.2.6.2 SNR disponível
Valor de SNR que resulta do balanço entre ganhos e perdas de todos os parâmetros envolvidos.
Todos os parâmetros da ligação têm de ser configurados de maneira a que este valor seja no
mínimo igual ao SNR requerido, uma vez que só assim serão cumpridos os requisitos de qualidade
desejados. O exercício de link budget efectuado produz um valor de SNR de 19,9 dB, o que
satisfaz os requisitos mínimos de SNR garantindo uma margem de 9,9dB.
2.2.6.3 Potência do transmissor
A potência do transmissor, Pt, deve ser ajustada sobre uma vasta gama de modo a satisfazer
os requisitos da ligação. Contudo, quanto maior for a potência de transmissão maiores serão os
custos de implementação, ao que se soma constrangimentos relativos à dissipação de calor, ou
dimensões geométricas do aparelho. Dadas as limitações do aparelho transmissor, que se prendem
sobretudo pelas reduzidas dimensões que tem de ter, a potência usada foi de 5mW (6,98 dBm).
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2.2.6.4 Perdas na linha de transmissão
Este parâmetro, Lt, engloba todas a perdas do sinal no caminho entre o transmissor e a antena
de transmissão. Tipicamente os componentes que contribuem para a ocorrência destas perdas
são os filtros transmissores ou linha de transmissão (cablagem). A minimização destas perdas é
muito importante dado que representaria uma redução considerável de dissipação de potência.
Neste caso concreto, a contribuição destas perdas é desprezável dada a estrutura do aparelho
transmissor.
2.2.6.5 Ganho antena
Por definição é o aumento de potência de um sinal numa determinada direcção quando comparada
com uma antena isotrópica. A escolha de um determinado tipo de antena implica a considera-
ção de um de dois cenários:comunicação ponto-a-ponto ou comunicação base station, sendo que
cada um requer antenas de categorias diferentes. Neste caso estamos perante um sistema que
implementa uma comunicação do tipo base station, isto é de acesso múltiplo existindo dois tipos
de antenas que se adequam a este cenário: antenas omnidireccionais que irradiam igualmente em
todas as direcções, ou antenas sectoriais que focam uma pequena área[26].
Antena transmissora e receptora
A antena transmissora será uma antena monopólo de ¼ de comprimento de onda com padrão de
radiação omnidireccional. É uma antena muito simples no que concerne à sua concepção sendo
muito útil para comunicações onde o tamanho e o custo são parâmetros importantes. Possuem
tipicamente um ganho, GT na ordem dos -5 dBi. Dada a frequência a que transmite, o seu
comprimento é de 17,3 cm.
Relativamente à antena receptora, será uma antena monopólo com um padrão omnidireccional
e que possui um ganho entre os 6 e 8 dBi.
2.2.6.6 Potência Efectivamente Irradiada
Representa a figura de mérito do terminal transmissor e denota a densidade de potência que é
direccionada para o receptor. Isto é, representa a potência transmitida que seria necessária se
a antena transmissora fosse um radiador isotrópico ideal e estivesse conectado num modo sem
perdas ao transmissor. Implica a consideração de factores como o ganho da antena transmissora,
perdas na linha de transmissão e potência transmitida. A relação entre eles está expressa na
equação 2.14:
EIRP = PT +GT − LT (dBm) (2.14)
Neste caso, o transmissor exibe um EIRP de 1,99dBm ou 1,58mW.
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2.2.6.7 Perdas em espaço livre
Representa as perdas que seriam exibidas num sistema com duas antenas isotrópicas separadas
por uma distância R, neste caso 5km, operando a um comprimento de onda λ.
Ls = 10 log
(
4piR
λ
)2
(dB) (2.15)
Re-estruturando a equação 2.15, podemos verificar que esta é o produto entre o termo 4piR2,
que retrata a dispersão geométrica de uma onda electromagnética, e 4pi/λ2, que por sua vez
expressa a abertura efectiva de uma antena de recepção isotrópica. No exercício efectuado, é
utilizada uma frequência de portadora de 433,92MHz (λ ≈ 0, 7m), e uma distância entre terminais
de 5 km, resultando numa total de 99,19 dB.
2.2.6.8 Absorção atmosférica e absorção provocada pelo precipitação
Alguns constituintes da atmosfera terrestre, como é o caso do vapor de água e do oxigénio são
capazes de absorver emissões RF num determinado grau. À semelhança do efeito da atmosférica,
também a precipitação, em forma de chuva ou neve, no caminho da propagação absorve parte
da radiação incidente. Geralmente esta absorção de energia aumenta com o aumento da taxa
de precipitação e com a frequência de operação. Uma vez que esta ligação opera a frequências
inferiores a 1 GHz, as perdas provocadas por estes tipos de absorção poderiam ser desprezadas,
contudo optou-se por não o fazer (considerando 1dB para cada) de modo a tornar o link mais
robusto.
2.2.6.9 Perdas no receptor
Contabiliza a acção do ganho da antena receptora em contraposição com um conjunto de perdas
relacionadas com a linha de recepção, cuja discussão anterior relativa à linha de transmissão
se aplica aqui também, e perdas de polarização. Estas podem ocorrer tanto para polarizações
lineares como circulares. As situações de desalinhamento são normais em sistemas onde um
terminal se encontra em movimento a uma elevada altitude. Neste caso considerou-se que o link
aloca 2dB para este tipo de perdas. O balanço total no receptor é descrito pela equação 2.16.
Rxp = Gr − Lpol − Lr(dB) (2.16)
2.2.6.10 Ruído
Todos os objectos que não se encontram à temperatura 0 absoluta emitem radiação electro-
magnética, estando a banda de frequências a que são emitidas dependente da temperatura dos
respectivos objectos. Toda a avaliação do impacto do ruído tem esta última afirmação em consi-
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deração. Segundo Max Planck, um sistema contendo ruído pode ser modulado como um radiador
de energia. Essa energia radiada é expressa em função da frequência, f(Hz), e temperatura, T(K)
e é dada pela equação 2.17.
E = hf
[
1
hf
ekT−1
+
1
2
]
(2.17)
Onde h é a constante de Plank (6, 626 × 10−34J · s) e k a constante de Boltzmann (1, 38 ×
10−23).Para frequências na gama das micro-ondas, o factor hf é bastante pequeno relativamente
ao factor kT considerando a gama de temperaturas nominal, por volta dos 293K, pelo que é
possível simplificar a equação 2.17:
E = kT +
hf
2
≈ kT (2.18)
Assim o ruído gerado a frequências reduzidas é usualmente designado por ruído térmico,
uma vez que é proporcional à temperatura do sistema. Esta energia é equivalente à densidade
espectral de potência do ruído radiado, N0.
Factor de ruído
O aumento do nível de ruído, como consequência do aumento da energia de vibração dos electrões
no circuito RF, é geralmente definido por figura de ruído, e pode ser expresso pela equação 2.19
NF = 10 log [F ] (dB) (2.19)
onde F é o chamado factor ruído, que se refere ao número de vezes que o front-end do receptor
multiplica o ruído térmico (kT ) na entrada, conforme a equação 2.20 ilustra .
F =
Tsistema
293
(2.20)
Temperatura de Ruído, Nt
A equação 2.21representa a temperatura de ruído do sistema, e denota a quantidade de ruído que
o sistema inclui, fruto do aumento da temperatura por um factor F.
Nt = 293× 10F−110 (2.21)
2.2.6.11 Potência de Ruído efectiva
É o parâmetro que define a sensibilidade de um receptor. Esta é limitada pela quantidade de
ruído que acompanha o sinal desejado, incluindo o próprio ruído gerado internamente. A potência
de ruído no receptor é então dada pela equação 2.22,
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ENP = 30 + 10 log (k ·Nt ·B) (dBm) (2.22)
onde o único parâmetro que falta mencionar diz respeito à largura de banda de ruído do
receptor, B. Num sistema Spread Spectrum, a largura de banda de recepção deve ser proporcional
à largura de banda do sinal desejado. Mesmo que a largura de banda em banda-base do sinal seja
espalhado múltiplas vezes por uma banda RF, o receptor terá que aceitar mais ruído precisamente
no mesmo rácio que o aumento da largura de banda.
Tabela 2.5: Projecto de Feixe.
Parâmetros do Sistema
Frequência de transmissão (MHz) 433,92
Largura de banda de transmissão (KHz) 767
Distância máx. entre transmissor e receptor (m) 5000
SNR requerido (dB) 10
Transmissor (Tx)
Potência transmissor, Pt (mW) 5
Perdas na linha de transmissão, Lt (dB) 0
Ganho antena transmissão, Gt (dBi) -5 SNR parcelar
EIRP (dBm) 1,99 1,99
Caminho de Propagação
Perdas espaço livre (dB) 99,19
Absorção atmosférica (dB) 1
Absorção precipitacional (dB) 1
Total de perdas relativas ao caminho de propagação,Lprop (dB) -101,19 -99,20
Receptor (Rx)
Ganho antena receptora, Gr (dBi) 8
Perdas de Polarização, Lpol (dB) -2
Perdas na linha de recepção, Lr (dB) -1
Total de perdas no receptor, Rxp (dB) 5 -94,20
Ruído
Factor ruído, F (dB) 2
Temperatura de ruído, Nt 368,87
Potência efectiva de ruído, ENP (dBm) -114,08 SNR final 19,89
A coluna mais à direita, vai actualizando o valor do SNR à medida que vão sendo contabili-
zados os vários parâmetros. O SNR disponível vem dado pela expressão
SNRfinal = EIRP + Lprop +Rxp − ENP (2.23)
Com este valor é possível calcular a margem de SNR que o link tem, e que garante o seu
funcionamento quando as condições de transmissão são as mais hostis (chuva, vegetação densa
ou outros obstáculos).
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2.2.7 Especificações do Sistema
As especificações do sistema, reflectem um conjunto de requisitos que sendo subscritos permitem
ao sistema alcançar a performance desejada. Considerações relativas à resolução espacial, ganho
de processamento e margem de jamming serão abordadas de seguida.
2.2.7.1 Resolução Espacial
A resolução espacial representa um factor de mérito dos sistemas de localização[27], senda através
da optimização deste parâmetro que se consegue atingir a precisão deseja para o sistema. Neste
sistema, este factor depende da densidade de estações receptoras e comprimento dos códigos
PN utilizados, uma vez que quanto maior for o número de chips, maior serão as métricas de
correlação. Dada a largura de banda disponibilizada pela gama de frequências utilizada, o grau
do polinómio gerador, n, poderá ser no máximo igual a 11, o que resulta num comprimento de
2047 chips. Apesar disso a escolha recaiu em polinómios geradores de ordem 10, estabelecendo
um compromisso entre custo de implementação e precisão do sistema.
2.2.7.2 Ganho de Processamento e Margem de Jamming
A maneira mais comum de se descrever um sistema spread spectrum é em termos de ganho
processamento. Trata-se de uma medida da robustez do sistema Spread Spectrum, e consiste na
habilidade do receptor para melhorar a qualidade do seu sinal de entrada. Isto é alcançado através
de um compromisso entre largura de banda e SNR. Como já foi abordado o teorema de Shannon
prova que é possível enviar informação livre de erros, desde que largura de banda de transmissão
seja suficientemente ampla. Esta grandeza não é mais que uma personificação deste teorema,
sendo produzido pelas operações de spreading e despreading. Logo é igual ao rácio entre a largura
de banda de transmissão RF e a largura de banda de informação, rB[28]. É usual assumir que
a largura de banda RF corresponde à largura de banda do lóbulo principal (null -to-null) do
espectro, o que corresponde a 0,88 (largura de banda a 3dB) da largura de banda RF total pelo
que o ganho de processamento pode ser dado pela equação 2.24.
GP = 10 log
(
B × 0, 88
rB
)
= 10 log
(
767, 25k × 0, 88
500
)
= 31, 3(dB) (2.24)
Contudo muitas vezes o que se pretende saber não é o ganho de processamento, mas sim
um outro factor, com não menos importância, designado por margem de jamming. Este permite
expressar a capacidade do sistema em operar em ambientes hostis, tendo que ser forçosamente
inferior a GP . Para o seu cálculo é necessário considerar, não só o ganho de processamento do
sistema, como também a relação sinal-ruído mínima requerida para se obter a probabilidade de
erro desejada no receptor, e um factor que compensa as perdas devidas à implementação do
sistema, aqui identificado pelo parâmetro Lsys, que tipicamente toma valores entre 1 a 3 dB.
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Mj = GP −
[
Lsys + (S/N)requerido
]
= 19, 3(dB) (2.25)
A margem de jamming do sistema é então dada pela equação 2.25. Tendo em conta o ganho
de processamento calculado para o sistema, o valor mínimo de SNR e ainda um valor de 2dB
para as perdas na implementação do sistema, a margem de jamming será de 19,3dB, sendo esse o
nível máximo de interferência tolerável. Na prática, quando o sinal sofre uma interferência desta
ordem, o ganho de processamento do sistema faz com que a relação sinal-ruído presente na largura
de banda de transmissão seja de 10 dB sendo assim cumpridas as especificações pretendidas.
2.2.8 Caracterização do canal de transmissão
Neste sistema a transmissão é um processo assíncrono, podendo cada emissor entrar em funcio-
namento a qualquer instante, não existindo por isso qualquer tipo de sincronismo entre emissor
e receptor. O sinal que percorre o canal é constituído pela sobreposição de múltiplos sinais,
que vão sofrendo reflexões em diversos obstáculos, atrasos e atenuações (efeitos provocados pelo
multicaminho). Para além da acção do ruído que é em geral ruído gaussiano AWGN, existe a
problemática do multicaminho que surge devido às várias reflexões que o sinal sofre em objectos
ou superfícies.
2.2.8.1 Efeitos da propagação no canal
Ao longo do caminho de propagação, existem muitos factores que degradam o sinal RF, condi-
cionando o desempenho do sistema. O ruído e os efeitos provocados pelo multicaminho são as
fontes de interferências mais relevantes[27].
Ruído
O termo ruído refere-se a sinais eléctricos indesejados que estão sempre presentes num sistema
eléctrico. Este pode entrar num sistema RF oriundo de várias fontes de interferência degradando o
desempenho do sistema ao ponto de tornar o sinal desejado indetectável pelo receptor. Mesmo que
os sinais RF consigam ser detectados com uma boa fiabilidade, o ruído pode provocar sobretudo
a atenuação da amplitude do sinal ou ainda o deslocamento no tempo do sinal original. Mesmo
com um bom projecto de sistema, o ruído permanece como uma das fontes imprevisíveis de erros,
condicionando a precisão desejada para a medição.
Multicaminho
Apesar da antena transmissora radiar apenas uma onda electromagnética, existem circunstâncias
em que essa onda alcança o receptor por mais que um caminho. Estes caminhos alternativos
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envolvem reflexões na ionosfera, solo, edifícios ou noutros objectos ao longo do caminho de pro-
pagação, como é ilustrado na figura 2.19. Actuando como forma de ruído , os sinais multicaminho
afectam a amplitude e fase do sinal directo, o que tem um efeito nocivo na performance do sis-
tema. Esta fonte de erros de carácter imprevisível pode contudo ser combatida eficientemente
através de técnicas de modulação spread spectrum.
Figura 2.19: Caminhos de propagação sobre a crosta terrestre.
Interferência jamming
Este é o tipo de interferência que é provocada pelos restantes utilizadores do sistema que o
ocupam a mesma banda de frequências. Apesar de cada um ser modulado por um código PN
cujas características de correlação diminuem a interferência mutua entre utilizadores, o que é
factor é que esta está sempre presente.
2.3 Sistemas Spread Spectrum
A técnica de modulação Spread Spectrum teve a sua origem, nas pesquisas efectuadas durante a
Segunda Guerra Mundial, no intuito de providenciar meios de comunicação mais seguros entre
aliados, em ambientes hostis[29, 30]. Isto era possível, dado que as características desta mo-
dulação permitiam ao sinal de informação dissimular-se de ruído, podendo desta forma passar
despercebido. Para além disso possui características que permitem atenuar os diversos tipos de
interferência, o que torna esta técnica bastante popular nos dias de hoje. Por essa razão, o Spread
Spectrum é uma técnica que pode ser aplicada na implementação de diversos tipos de sistemas,
como por exemplo, sistemas anti-jamming, sistemas CDMA ou em sistemas que sofrem de per-
turbações causadas pelo efeito do multicaminho[5]. Contudo formular uma definição precisa e
inequívoca que demarque esta filosofia das demais não deixa de ser uma tarefa difícil, muito por-
que essa definição teria que abranger todas as áreas de aplicação desta técnica. O termo spread
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remete para um alargamento da largura de banda, ou seja, para o uso de sinais com um espectro
amplo. Como é óbvio, a definição de spread spectrum, não se esgota nesta análise minimalista.
Alias, esta não é suficientemente precisa, dado que não especifica em comparação com o que, é
que o espectro do sinal é amplo por exemplo. Uma das explicações mais frequentes para este con-
ceito afirma que um sistema ou sinal é do tipo spread spectrum, se a sua largura de banda excede
significativamente a largura de banda mínima necessária para o envio da informação. À luz do
teorema de Shannon importa esclarecer o conceito de largura de banda mínima. A equação2.26
reflecte a eficiência espectral de um sistema de comunicação operando num canal Gaussiano:
R
W
< log2(1 +
Eb
N0
· R
W
)⇔ Eb
N0
>
2
R
W − 1
R
W
(2.26)
Onde Ebrepresenta a energia do sinal por bit de informação, N0 a densidade espectral unilate-
ral de ruído gaussiano, R a taxa de transmissão de dados, eW a largura de banda de transmissão.
O limite expresso pela equação 2.26, está representado graficamente na figura 2.20.
Figura 2.20: Limite de Shannon
É possível observar que qualquer combinação deR/W ou Eb/N0 que caia abaixo da curva
é teoricamente possível, o que significa que, a largura de banda mínima teórica necessária para
a transmissão de informação é zero. Posto isto, qualquer sistema real, que obviamente ocupa
uma largura de banda diferente de zero, é um sistema Spread Spectrum. Isto mostra a ambi-
guidade que o termo largura de banda mínima suscita. Inegavelmente que qualquer tentativa
de efetuar uma transmissão de dados usando uma largura de banda próxima de zero levará a
valores Eb/N0 bastante elevados e irrealistas. Uma outra definição surgiu para tentar esclarecer
essa ambiguidade. O propósito passava pela substituição do termo largura de banda, por taxa
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de transmissão em bits por segundo, o que teoricamente representava uma associação coerente
a nível de unidades no Sistema Internacional. Contudo definir um sistema Spread Spectrum em
termos de largura de banda em bits por segundo compromete os sistemas que não o são de modo
algum. Tome-se como exemplo o caso de um uplink GSM entre um utilizador e a estação base.
Neste caso o utilizador dispõe de uma largura de banda de cerca de 200kHz, apesar da taxa de
digitalização de voz ser de 9.6kbits/s. Isto poderia induzir em erro quem classificasse o GSM
como um sistema Spread Spectrum, contudo nenhuma característica genuinamente proveniente
desta técnica está envolvida no alargamento de um uplink GSM. A explicação para o facto de a
largura de banda exceder a taxa de dados é a modulação TDMA que atribui a cada utilizador
um intervalo de frequência fixo, resultado da divisão do canal em no máximo seis intervalos de
tempo distintos. Para além de todas as considerações já tomadas, há que esclarecer ainda mais
uma, não menos importante. Retratar o sistema Spread Spectrum recorrendo aos termos taxa
de dados  ou largura de banda de transmissão, não deixa de ser uma maneira redutora de
retratar esta técnica. Tais termos adequam-se apenas a sistema de transmissão, sendo o Spread
Spectrum uma técnica amplamente implementada em muitos outros tipos de sistemas, tais como,
radares, sonares, sistemas de navegação ou controlo remoto etc. Para se obter uma perspectiva
mais ampla do que é um sistema Spread Spectrum, é necessário recorrer ao princípio da incerteza
de Gabor[31]. De acordo com este, o produto da duração de um sinal pela sua largura de banda
(produto tempo-frequência) satisfaz a inequação WT ≥ α, em que α é uma constante que depende
do modo como a duração e a largura de banda são especificados  de um modo geral é sempre
na ordem de 1. Através deste princípio, é possível observar que no caso de se verificar WT≈1,
ou seja, duração e largura de banda estarem relacionados, estamos perante um sinal que não é
do tipo Spread Spectrum, dado que para aumentar a largura de banda seria necessário reduzir a
duração do sinal. Por outro lado, considera-se um sinal Spread Spectrum, no caso de se verificar
a relação WT1, ou seja, quando a largura de banda pode ser manipulada independentemente
da duração do sinal. Logo, para que um sistema se classifique de Spread Spectrum, terá que
conseguir expandir a largura de banda do sinal a transmitir em relação à largura de banda de
informação, independentemente da informação transportada pelo sinal[31].
Este tipo de sistemas são muitas vezes implementados em circunstâncias onde o sinal que
contem a informação está fortemente deteriorado, isto é a relação sinal-ruído é muito baixa. A
justificação para isso está na equação 2.27 que não é mais que uma reformulação da equação 2.26.
R = W  log2
(
1 +
S
N
)
(2.27)
É possível verificar que a capacidade do canal em bits por segundo, que não é mais que a
máxima taxa de transmissão de dados (R) para um determinado BER teórico (S/N), pode ser
aumentada através do aumento da largura de banda de transmissão W .
Existem diferentes técnicas de Spread Spectrum, que serão abordadas mais tarde, na secção
2.3. SISTEMAS SPREAD SPECTRUM 45
2.3.3, contudo todas elas têm uma ideia em comum, a designada chave (também conhecida por
código ou sequência)[32]. Este sinal possui uma frequência bastante superior à frequência do
sinal de informação, e quando introduzido na cadeia de transmissão(operação conhecida com
spreading) provoca a expansão da largura de banda do sinal de banda-base. A figura 2.21 ilustra
o diagrama de blocos de um sistema Spread Spectrum típico.
Figura 2.21: Sistema de comunicação Spread Spectrum.
Como consequência directa, a energia usada para a transmissão do sinal é espalhada por uma
largura de banda muito maior, podendo deste modo assemelhar-se a ruído. Do lado do receptor, a
operação de despreading permite reconstituir o sinal original em banda-base desde que a sequência
de código que codificou o sinal de informação seja conhecida.
2.3.1 Vantagens do Spread Spectrum
Como já foi abordado, esta técnica de modulação é empregue sobretudo em circunstâncias onde
a relação sinal-ruído é muito baixa, e onde, apesar disso é possível aumentar ou pelo menos
manter a capacidade do canal, através do aumento da largura de banda de transmissão. Este
falso desperdício de largura de banda de banda, faz com que o Spread Spectrum possua muitos
benefícios[33].
2.3.1.1 Ganho de processamento
O ganho de processamento (ou factor de espalhamento), Gp, é em geral definido como a razão
entre a largura de banda originada pelo processo de espalhamento e a largura de banda mínima
requerida para o sinal a transmitir. Este ganho permite desmodular sinais cuja relação sinal-ruído
(SNR) é negativa. A título de exemplo, se o sinal recebido possuir uma relação SNR= =10 dB e
o ganho de processamento for de 30 dB, isto é equivalente a receber um sinal com um SNR de
20 dB usando modulações de banda estreita.
2.3.1.2 Utilização simultânea da mesma banda de frequências, CDMA
Permitem a utilização simultânea da mesma banda de frequências por um grande número de uti-
lizadores, sem interferência mútua excessiva. Isto é possível dado que as propriedades estatísticas
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dos sinais transmitidos se assemelham a ruído branco. Para além disso os códigos usados possuem
características de correlação propícias à redução da interferência multiutilizador, características
essas, relacionadas com a função de correlação cruzada que apresenta valores negligenciáveis.
Exemplos disso são os códigos ortogonais, como os de Hadamard, ou os que possuem uma função
de correlação cruzada com valores reduzidos como é o caso de Kasami. De facto, nos siste-
mas spread spectrum a correlação é uma operação fundamental permitindo detectar o grau de
semelhança entre a sequência de semelhança entre o sinal recebido e a chave utilizada.
2.3.1.3 Resistência a interferências e efeitos anti-jamming.
É sem dúvida o maior mérito do spread spectrum. Interferências e jamming intencionais ou não
intencionais, são rejeitados por desconhecerem o código de spreading. Somente o sinal desejado
,que possui essa chave, será visto no receptor quando a operação de despreading estiver a decorrer
conforme ilustrado na figura2.22.
Figura 2.22: Exemplo da resistência a interferências dos sinais spread spectrum.
A interferência, de banda estreita ou larga, pode assim ser desprezada à semelhança de outros
sinais spread spectrum que também não possuam a chave correcta.
2.3.1.4 Resistência à Intercepção.
Este factor representa a segunda grande vantagem deste tipo de sistemas, dado que receptores
não autorizados, por desconhecerem a sequência chave são incapazes de descodificar a informação.
Sem a chave correcta, um sinal Spread Spectrum assemelha-se a ruído ou interferência, uma vez
que a energia do sinal pode estar abaixo do patamar de ruído, em virtude da operação de spreading
reduzir a densidade espectral do mesmo (a energia total é a mesma, mas encontra-se espalhada
na frequência). A mensagem é assim tornada invisível para os demais receptores que apenas
detectam um ligeiro aumento do nível de ruído.
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2.3.1.5 Resistência a Fading (Efeitos do multicaminho)
Os canais de transmissão em espaço livre, incluem usualmente propagação multicaminho, na
qual o sinal possui mais que um caminho entre o transmissor e o receptor. Esses caminhos
extra podem ser causados por reflexões atmosféricas, no solo ou em objectos como prédios por
exemplo, ou por refracções. O caminho da reflexão pode interferir com o caminho directo, num
fenómeno chamado de fading. Uma vez que o processo de despreading está sincronizado para
o sinal proveniente do caminho directo, os restantes sinais provocados pelo multicaminho são
rejeitados, mesmo possuindo a chave correcta.
2.3.2 Code Division Multiple Access
Os sistemas Spread Spectrum oferecem uma nova forma de partilhar os recursos do canal de comu-
nicação, para além das conhecidas FDMA e do TDMA[34]. Quando existe partilha dos recursos
do canal, usando a técnica spread spectrum, é permitido a todos os utilizadores transmitirem
simultaneamente usando a mesma banda de frequências. Isto é possível porque é associado a
cada utilizador um código de spreading diferente, de maneira a que estes possam ser separados
no processo de despreading no receptor. Neste tipo de sistemas CDMA, o objectivo passa por
encontrar o melhor conjunto de códigos de spreading que possibilite a intervenção de um maior
número de utilizadores com o menor nível de interferência mútua possível. O método de acesso
CDMA é encarado, hoje em dia, como uma das formas de atenuar o problema da congestão espec-
tral provocada, nomeadamente, pela rápida expansão da telefonia celular. Além de permitir uma
maior capacidade (em termos de utilizadores/célula) do que os métodos de acesso convencionais
como o FDMA ou o TDMA, possui inúmeras outras vantagens no que respeita à qualidade de
serviço fornecida.
2.3.2.1 Tipos de CDMA
Podemos considerar três tipos de sistemas CDMA, síncrono, assíncrono e semi-síncrono, sendo
que cada código PN tem as suas propriedades de correlação adequadas para um determinado
tipo.
2.3.2.2 Síncrono (S-CDMA)
Nos sistemas síncronos todos os utilizadores têm as suas sequências perfeitamente sincronizadas,
em relação ao receptor, através de um relógio interno ao sistema. Devido a isto não existe qualquer
erro de sincronização entre quaisquer duas sequências, pelo que os efeitos do multicaminho são
anulados. Através do uso de sequências ortogonais garante-se que a interferência entre utilizadores
é anulada, o que permite a participação de um número maior de utilizadores em comparação com
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os restantes casos. Contudo o sincronismo perfeito é muito difícil de ser atingido e os sistemas
que se aproximam desta idealidade não são viáveis do ponto de vista económico.
2.3.2.3 Assíncrono (A-CDMA)
Para os sistemas assíncronos o atraso entre as sequências é arbitrário, por isso torna-se necessário
conseguir eliminar a interferência devida ao multi-acesso. Isso faz-se escolhendo um conjunto de
sequências que apresentem uma função de autocorrelação impulsiva bem como uma função de
correlação cruzada nula. Teoricamente, de acordo com o minorante de Welch[18], tal conjunto de
códigos é impossível de ser construído pelo que, nestes casos, são usados sequências de spreading
com baixos valores de correlação cruzada e com uma função de autocorrelação com lóbulos laterais
reduzidos, como acontece nas sequências de Gold ou Kasami. Como tal não necessitam de um
relógio para o sincronismo dado que cada utilizador tem a sua informação descodificada à medida
que a mesma chega ao receptor. Isto torna a sua implementação mais fácil e mais económica.
2.3.2.4 Semi-síncrono (QS-CDMA)
Por seu lado, os sistemas QS-CDMA surgiram como alternativa aos sistemas síncronos, permitindo
a existência de um certo tempo de desalinhamento relativo entre símbolos de quaisquer duas
sequências. A sua performance depende largamente da sequência de spreading, o que limita o
número de utilizadores assíncronos no sistema.
2.3.3 Tipos de Modulação Spread Spectrum
As técnicas de modulação e desmodulação são desenvolvidas com o intuito de tornar a comuni-
cação entre quaisquer dois pontos o mais eficiente possível, considerando um meio com AWGN
estacionário. Os sinais transmitidos são escolhidos para serem eficientes no uso dos recursos de
energia e largura de banda. Por seu lado os desmoduladores são projectados para atingirem a
probabilidade mínima de erro para um dado sinal transmitido contaminado com AWGN. Contudo
em muitos canais de comunicação reais, existem interferências que não são moduladas num canal
AWGN estacionário. É o caso dos canais que sofrem de interferências provocadas pelo multicami-
nho ou jamming por exemplo. Para estes casos é usado a técnica de modulação e desmodulação
spread spectrum que permite atenuar os efeitos destes tipos de interferências[5]. Existem várias
formas de se obter o espalhamento espectral, entre as mais utilizadas estão a FHSS, a DSSS e
uma técnica híbrida.
2.3.3.1 Frequency Hopping Spread Spectrum
Neste tipo de modulação, a informação transmitida é espalhada por uma banda (faixa de frequên-
cias) muito maior do que a necessária para a sua transmissão. Para tal a FHSS divide a faixa
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de frequências total em vários canais de pequena largura de banda. Durante a comunicação o
transmissor e o receptor saltam de forma sincronizada por estes canais conforme uma sequência
PN conhecida apenas por ambos. Embora não apresente um bom aproveitamento do espectro,
uma vez que a informação ocupa instantaneamente apenas uma pequena parcela da banda total
limitando a taxa de transmissão, é robusta em relação à segurança no envio da informação, uma
vez que apenas o transmissor e o receptor conhecem a sequência de saltos[35].
Vantagens
 Os canais que o sistema utiliza para a operação não precisam de ser sequenciais;
 A probabilidade de diferentes utilizadores usarem a mesma sequência de canais é bastante
reduzida;
 A realização de sincronismo entre diferentes estações é facilitada em razão das diferentes
sequências de saltos;
 Maior imunidade às interferências;
Desvantagens
 Ocupação maior do espectro em razão da utilização de diversos canais ao longo da banda;
 Circuito gerador de frequências (sintetizador) possui grande complexidade;
 Sincronismo entre transmissão e recepção é mais crítico;
 Baixa capacidade de transmissão , da ordem dos 2Mbit/s;
2.3.3.2 Direct Sequence Spread Spectrum
Embora a primeira abordagem de espalhamento espectral tenha sido a de salto em frequência,
a tecnologia mais usada em sistemas comerciais é a de espalhamento espectral por sequência
directa. O sinal de informação é multiplicado por uma sequência PN com uma frequência bastante
superior à taxa do sinal de informação. Esta sequência é usada para modular a portadora de modo
a expandir a largura de banda do sinal original. No receptor o sinal de informação é recuperado
através de um processo complementar usando um gerador de código local similar e sincronizado
com o código gerado na transmissão. Nestes sistemas, para diferenciar, cada unidade mínima de
informação é designada por chip. Assim tem-se a conversão de um sinal com uma taxa de bits
por segundo para um sinal DSSS com taxa de chips por segundo. A técnica de sequência directa
é também o princípio utilizado pelo CDMA[5].
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Vantagens
 O circuito gerador de frequência é mais simples, pois não tem necessidade de trocar de
frequência constantemente;
 Processo de espelhamento simples, pois é realizado através da multiplicação do sinal de
informação por um código PN;
 Maior capacidade de transmissão, da ordem de 11Mbit/s
Desvantagens
 Maior dificuldade para manter o sincronismo entre o sinal PN gerado e o recebido;
 Maior dificuldade para a solução de problemas de interferências;
 Equipamentos de maior custo;
2.3.3.3 Hybrid Spread Spectrum
Como o próprio nome indica este método é uma junção dos dois anteriores. A motivação para
este isso prende-se com a capacidade de obter num único sistema as vantagens de cada um
individualmente. No entanto, estes métodos resultam em sistemas muito mais complexos, tendo
aplicações essencialmente de carácter militar. Num sistema híbrido DS-FH, por cada salto de
frequência é transmitido um sinal já espalhado em frequência do tipo modulado por sequência
directa[22].
2.3.4 Descrição de um sistema DSSS
A modulação spread spectrum escolhida para efetuar o espalhamento espectral do sinal de infor-
mação em banda-base, foi o espalhamento por sequência directa. Na base desta decisão está a
necessidade de projectar um emissor o mais simples possível, o que o torna incompatível com
uma modulação FHSS já que neste caso o emissor tem que possuir uma complexo sintetizador
de frequências. Apesar de também ser necessário na modulação DS o grau de complexidade é
bastante inferior. A figura 2.23 exemplifica um sistema DSSS que emprega uma modulação em
amplitude, onde é possível distinguir as duas operações fundamentais que se realizam em qualquer
sistema spread spectrum: a operação de spreading no transmissor, e a operação complementar,
despreading, que se realiza no receptor[5].
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Figura 2.23: Diagrama de Blocos de um sistema DSSS-AM.
Neste sistema, um utilizador gera bits de duração TB, resultando no sinal de informação,d(t).
A este sinal é realizada uma operação de multiplicação pelo sinal de código, p(t), obtido a partir de
uma sequência de símbolos pertencentes ao alfabeto {+1,−1} e com duração TC , muito menor
que TB. Ao sinal resultante, é aplicado uma modulação digital ou analógica, neste caso uma
modulação AM, resultando no sinal s(t) a transmitir. Antes de chegar ao receptor, o sinal é
corrompido por um sinal interferente, n(t). Assim que atinge o receptor é realizada a operação de
desmodulação seguida de filtragem passo-baixo. Ao sinal resultante, r(t), é efectuada a operação
de despreading através da multiplicação por uma sequência idêntica à utilizada na emissão. Caso
haja correspondência, o sinal retorna à banda base e através do bloco decisor, a sequência de
informação inicial é descodificada.
Este método de espalhamento de espectro é atractivo dada a simplicidade de transformação
dos bits de utilizador em bits de emissão. Usualmente a sequência de bits de utilizador pertence
ao alfabeto {0, 1}, bem como a sequência pseudo-aleatória, e deste modo, o produto necessário
ao espalhamento do espectro pode ser realizado com recurso a uma simples operação lógica de
ou-exclusivo, com subsequente passagem ao alfabeto {−1,+1}. As operações fundamentais em
quaisquer sistema spread spectrum, são as operações de spreading (espalhamento) e despreading
(desespalhamento).
2.3.4.1 Modulação: Spreading
A operação de spreading é efectuada no transmissor, e é um processo que efectua a multiplicação
directa entre o sinal de banda-base de informação, com uma taxa de bit rB, e o sinal representativo
da sequência PN, p(t), que possui uma taxa de bit muito maior, rC . O resultado deste processo,
é um alargamento da largura de banda de transmissão como é possível ver através da figura 2.24,
sendo o factor de expansão, conhecido por ganho de processamento, GP , dado por:
GP =
rC
rB
=
TB
TC
= NC (2.28)
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Figura 2.24: Densidade espectral de potência dos sinais antes e após o processo de espalhamento.
Este factor, define o quanto a relação sinal ruído mínima para desmodulação pode ser dimi-
nuída, mantendo uma determinada taxa de erros admissível.
2.3.4.2 desmodulação: Despreading
A operação de despreading tem um papel fulcral em todos os sistemas spread spectrum. É efectu-
ada no receptor, através da multiplicação do sinal de banda-base de chegada, com uma sequência
PN gerada localmente, pr(t)[36]. Essa multiplicação é levada a cabo por correlatores, que po-
dem ter dois tipos de arquitectura, como será visto em seguida. É então possível distinguir duas
situações:
 Caso pr(t) = p(t), e ambos estejam sincronizados, o sinal original é recuperado, uma vez
que a multiplicação do sinal de chegada com a sequência PN correcta gerada localmente, faz
com que o sinal recupere a sua largura de banda original, permitindo a sua descodificação.
 Caso pr(t) 6= p(t), a operação de despreading não se realiza, uma vez que apenas um receptor
que conheça a sequência PN usada no transmissor está apto a descodificar a informação.
2.3.4.3 Correlator
O processo de desmodulação spread spectrum, envolve a detecção e extracção da sequência pseudo-
aleatória do sinal que chega ao receptor. Assumindo um sistema síncrono com N utilizadores, o
sinal que chega ao receptor, depois de desmodulado é dado pela equação 2.29 [37]
r(t) =
N∑
K=1
AK(t) · pK(t) · dK(t) + η(t) (2.29)
onde
 AK(t) é a amplitude do utilizador k;
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 pK(t) é a forma de onda da sequência PN que pertence ao utilizador k;
 dK(t) é a informação modulada do utilizador k;
 η(t) representa o ruído AWGN;
O valor da correlação é dado por,
ρiK =
1
Tb
Tbˆ
0
pi(t) · pK(t)dt (2.30)
O resultado da correlação respeitante ao utilizador k, para um dado intervalo de bit é dado
pela equação 2.31
yK =
1
Tb
Tbˆ
0
r(t) · pK(t)dt
= AKdK +
N∑
i=1,i 6=K
ρiK ·Aidi + 1
Tb
Tbˆ
0
η(t) · pK(t)dt
= AKdK +MAIK + ZK (2.31)
Desta análise, conclui-se que correlação do utilizador k com ele próprio (autocorrelação) per-
mite a recuperação dos dados, a correlação com os restantes utilizadores provoca interferência
multiutilizador (MAI), e a correlação com o ruído origina o termo ZK . Uma vez que os códigos
são desenhados para possuírem valores de correlação cruzada baixos, a interferência entre utiliza-
dores é reduzida. Mesmo assim o efeito da MAI condiciona as capacidades do sistema. Este efeito
é mais pronunciado quando os sinais chegam ao receptor com diferentes níveis de energia. Neste
caso, sinais mais fracos podem ser completamente absorvidos pela interferência causada pelos
restantes. Esta situação acontece quando os transmissores têm diferentes localizações geográficas
em relação ao receptor, o que faz com que sinais provenientes de transmissores mais próximos
sofram menor atenuação de amplitude. Este é o problema conhecido com near-far [38] e é uma
situação bastante comum em sistemas de comunicação wireless. O near-far refere-se a um caso
específico na qual a resolução da ADC limita a gama de sinais que o receptor consegue detectar.
O problema da gama dinâmica em certos estágios do receptor limita a habilidade para detectar
um sinal fraco caso sinais mais fortes tenham sido recebidos durante muito tempo. Isto porque o
bloco de controlo automático de ganho(CAG) do receptor teve que reduzir o seu ganho de forma
a evitar que a ADC saturasse, o que faz com que sinais mais fracos caiam no ruído da mesma.
Existem dois tipos de arquitectura que podem ser usadas para efetuar a operação de despre-
ading que serão apresentadas de seguida.
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2.3.4.4 Matched Filter
Esta arquitectura implementa a convolução através de um filtro de resposta impulsiva (FIR)
cujos coeficientes são os chips da sequência PN temporalmente invertidos. A figura ilustra esta
arquitectura[38].
(a) Arquitectura Matched-Filter.
(b) Exemplo do Funcionamento da arquitectura Matched-Filter.
Figura 2.25: Arquitectura de correlação baseada numa implementação do tipo Matched -Filter.
Para exemplificar o funcionamento deste tipo de correlator, considera-se a seguinte sequência
PN, p=[1 1 1 -1 1 -1 -1] impressa no sinal de chegada previamente desmodulado r=[r1 r2 r3 r4
r5 r6 r7]. Para este caso os coeficientes do filtro serão h=[-1 -1 1 -1 1 1 1]. A saída do filtro
FIR é a convolução do sinal recebido com a resposta impulsiva do filtro, h que não é mais do
que a sequência PN do receptor temporalmente invertida. Devido a esta particularidade a saída
representa a correlação entre o sinal de entrada e a sequência PN local. A equação ?? descreve
matematicamente o funcionamento do sistema considerando os N utilizadores e o sinal de chegada
r.
Caso o receptor não esteja sincronizado, o sinal propaga-se pelo matched filter, que coloca
na saída a função de autocorrelação específica. O pico máximo registado confirma que o código
correcto está a ser recebido.
2.3.4.5 Integrate and dump
Este tipo de abordagem exige que ambas as sequências PN do transmissor (impressa no sinal de
chegada r) e gerada localmente no receptor estejam sincronizados no tempo, como ilustra a figura
2.26 através do parâmetro τ .
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Figura 2.26: Arquitectura Integrate and Dump.
O sinal de chegada r, que contem a sequência PN impressa, é multiplicado pela sequência
PN gerada localmente sendo esse produto integrado durante o período da sequência para ser
apurada a função de correlação. Caso Rc supere um determinado limiar considera-se que existe
correspondência entre as sequências PN do transmissor e do receptor e a operação de despreading
pode ser concluída[38].
2.3.4.6 Sincronização
É neste ponto que o sistema proposto se demarca de uma sistema spread spectrum tradicional.
Contudo de maneira a completar a informação relativa a esta técnica de modulação, o processo
de sincronização é apresentado em contornos gerais. Para que um sistema spread spectrum típico
funcione correctamente, três níveis de sincronização têm que ser atingidos no receptor. Estes são,
sincronização da portadora, sincronização em relação à fase do código PN e em relação ao tempo
de bit dos dados.
Trata-se de um processo difícil dado que o período do sinal de espalhamento é, em geral
longo e a respectiva largura de banda larga. Isto cria incerteza quanto à estimação do atraso
de propagação T̂d que se traduz em incerteza na codificação de fase de um elevado número de
símbolos. O processo de sincronização é alcançado recorrendo a uma abordagem composta por
dois passos:
 Aquisição, que efectua uma sincronização grosseira entre o transmissor e o receptor dentro
de um intervalo de incerteza de T̂d.
 Tracking, que refina a sincronização efectuada no primeiro passo.
Uma vez efectuada a aquisição inicial, que garante uma incerteza máxima de T̂d2 entre as sequên-
cias local e recebida , a operação de tracking é relativamente fácil. Comparada com este processo,
a operação de aquisição é usualmente muito mais difícil. Isto deve-se não só à necessidade de
efetuar uma busca em duas dimensões, no tempo e na frequência, como também ao facto deste
processo se realizar muitas vezes em ambientes de SNR reduzido, na presença de interferências
provocadas pelo fading ou multicaminho[34]. Em suma é possível afirmar que as fontes de incer-
teza no processo de sincronização, são de duas ordens[38]:
 Incerteza temporal:
56 CAPÍTULO 2. ESTADO DA ARTE
 Incerteza na distância entre o transmissor e o receptor, que se traduz em incerteza no
atraso de propagação;
 Instabilidades relativas entre os relógios do transmissor e do receptor, que resultam em
diferenças de fase entre os sinais espalhados, que tenderão a crescer como uma função
do tempo de sincronização.
 Incerteza na frequência:
 Incerteza entre a velocidade relativa do receptor relativamente ao transmissor, que se
traduz numa incerteza no valor da frequência de Doppler, da frequência da portadora
(fcarrier).
fdopplercarrier = fcarrier(1±
vr
c
) (2.32)
Contudo em aplicações destinadas à monitorização de animais, esta incerteza é negligenciável
dado que a velocidade que estes atingem é bastante modesta.
O diagrama de fluxo de sinal da figura 2.27, ilustra o processo de sincronização.
Retardar clock do 
gerador de 
sequências local
Sincronismo?
Continuar
a
pesquisa
Parar a pesquisa
Modo de tracking
Figura 2.27: Processo de Sincronização(Adaptado de [5]).
2.3.4.7 Aquisição
Este processo envolve uma pesquisa em duas dimensões, em ordem ao tempo e à frequência (chip,
portadora), de maneira a sincronizar o sinal recebido com a sequência PN gerada localmente.
Uma capacidade comum a todos os métodos de aquisição, é que o sinal recebido e o sinal gerado
localmente são primeiramente correlacionados para produzir uma medida de similaridade entre
os dois. Esta medida é então comparada a um nível de threshold para decidir se ambos estão em
sincronismo. Caso se verifique, o processo de aquisição termina, iniciando-se o ciclo tracking.
Para efetuar o processo de aquisição existem várias técnicas, entre elas as sincronizações em
série, paralelo ou híbrida.
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Pesquisa Série
A pesquisa em série é também conhecida por sliding correlator, uma vez que é baseada no resul-
tado da correlação de um integrate-and-dump, que varre toda a região de incerteza em intervalos
de TC/2 segundos ou menos. A correlação é executada sobre a totalidade do período da sequência
PN, NC · TC . Depois de cada intervalo de integração, a saída do correlator é comparada com um
valor limiar a fim de determinar se a sequência PN conhecida se encontra presente ou não. Caso
o valor limiar não seja excedido, a sequência gerada localmente pr, é avançada TC/2 segundos
e o processo de correlação repete-se. Este processo continua até que um sinal seja detectado
ou a pesquisa sobre a região de incerteza termine. Para um intervalo de pesquisa de TC/2, o
tempo de aquisição que corresponde ao pior caso dá-se quando a região de incerteza se estende
a todo o comprimento do código[38]. Nessa circunstância, o intervalo de incerteza é dado por
Tu = NC · TC , e o respectivo tempo de aquisição é,
Tacq =
Tu
TC/2
·NC · TC = 2 ·N2C · TC (2.33)
Pesquisa Paralela
Efectuada através de uma arquitectura do tipo matched-filter, que calcula a função de correla-
ção para cada período de amostragem. Isto resulta num tempo de aquisição mais curto quando
comparado com as restantes abordagens conforme documenta a equação 2.34. Contudo a im-
plementação em paralelo exige grandes requisitos de hardware que aumentam em função do
comprimento dos códigos PN e com o factor de sobre-amostragem[38].
Tacq = NC · TC (2.34)
Pesquisa Híbrida
Esta abordagem é designada de híbrida uma vez que efectua x pesquisas em série simultanea-
mente, onde x representa o número de correlatores integrate-and-dump envolvidos no processo[38].
O código espalhador gerado localmente está disponível com atrasos espaçados de meio período
de chip, TC/2. Estes são dispostos em paralelo e cada um recebe uma versão da sequência PN
espaçada de metade do período de chip (TC/2). Cada um examina simultaneamente uma sequên-
cia de chips, depois da qual, a saída dos correlatores é comparada, sendo escolhido o código que
corresponde à maior saída. Quando nenhuma saída do comparador excede o valor limiar, as
sequências são avançadas xTC/2. O majorante para o tempo de aquisição é calculado assumindo
que a região de incerteza abrange a totalidade dos bits (chips) da sequência, Nu = Nc:
Tacq =
Tu
x · TC2
·NCTC = 2
x
·N2C · TC (2.35)
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O tempo de pesquisa pode então ser reduzido aumentando o número de correlatores, o que
representa uma maior complexidade de implementação. A tabela 2.6 regista os tempos de aqui-
sição verificados para as diferentes arquitecturas de pesquisa, considerando o pior caso, isto é,
para o caso em que se considera que a região de incerteza se estende por todo o comprimento do
código neste caso 1023 chips. É igualmente imposto que nas pesquisas série e híbrida, o intervalo
de pesquisa seja de Tc/2.
Tabela 2.6: Tempos de aquisição para as diferentes arquitecturas de pesquisa.
Arquitectura de pesquisa Tempo de Aquisição considerando o pior caso
Série 2×N2c × Tc = 4s
Paralela Nc × Tc = 2× 10−3s
Híbrida x=2000 22000 ×N2c × Tc = 2ms
2.3.4.8 Tracking
O propósito desta fase é o de efetuar e manter uma sincronização fina, que começa a sua operação
apenas depois de fase de aquisição ter sido completada, sinal racq. Esta operação é importante
pois permite ao sistema atingir o máximo ganho de processamento. As malhas de tracking podem
ser classificadas com full -time early-late tracking loop, vulgarmente conhecida por delay-locked
loop (DLL)[34].
Delay-Locked Loop (DLL)
O código gerado localmente pr(t) que se encontra na malha de tracking, está desfasado do código
recebido, p(t), um tempo τ < TC/2.
acq
trk
Figura 2.28: Circuito de Tracking :Delay-Locked Loop.
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O esquema de tracking, ilustrado na figura 2.28, providencia um refinamento da sincronização
gerando duas sequências PN, pr1(t + TC/2 + τ) e pr2(t − TC/2 + τ) atrasadas um tempo de
chip (TC) uma em relação à outra. O filtro passa-banda é projectado para acomodar o sinal sem
distorção, e para calcular o produto entre o sinal recebido e as duas versões pr1 e pr2. Os detectores
de envolvente de lei quadrática permitem colocar à sua saída as funções de autocorrelação das
sequências PN, Ra(x). O sinal de feedback, Y (τ), representa a subtracção entre as funções de
autocorrelação das duas sequências. Quando τ é positivo, o sinal de feedback instruí o voltage-
controlled oscillator (VCO) a aumentar a frequência, forçando τ a diminuir. Quando τ é negativo
passa-se o contrário. A sincronização fica concluída quando τ se torna suficientemente pequeno
tal que p(t)×p(t+ τ) u 1. Posto isto, a operação de despreading pode ser realizada. O problema
desta técnica, é que os braços early e late têm que ser precisamente balanceados em termos de
ganho. Caso contrário o sinal de feedback Y (τ) estará desfasado produzindo um sinal de erro
diferente de zero quando o erro é nulo[39].
2.4 Conclusão
Neste capítulo foram abordadas as principais técnicas de monitorização descrevendo a sua evo-
lução desde a génese até aos dias de hoje. Essa evolução vem acompanhando o desenvolvimento
cada vez mais acentuado da tecnologia associada a estes aparelhos. O reflexo desse desenvolvi-
mento vê-se sobretudo, na diminuição dos componentes electrónicos usados, o que leva a uma
redução de peso e de volume dos mesmos, permitindo, por exemplo, que animais cada vez mais
leves e pequenos possam ser monitorizados.
Em linha com as técnicas de monitorização já conhecidas, foi apresentado o sistema de moni-
torização proposto que é baseado nos conceitos gerais da técnica GPS e particulares da técnica
Pseudolite. Neste âmbito, foi explicado o conceito de GPS invertido que lança as bases para o
desenvolvimento de um sistema que se pretende demarcar dos restantes. Com esta abordagem
é possível a monitorização de animais de pequeno porte, uma vez que a arquitectura do sistema
transfere a grande maioria da complexidade para a estação receptora que fica localizada em terra,
cabendo ao animal a monitorizar o transporte do aparelho emissor que como foi visto possui uma
arquitectura minimalista. Para além disso, estando as estações receptoras continuamente à es-
cuta e os emissores programados para emitirem periodicamente, é possível poupar bastante a
bateria destes dispositivos, o que contribui para a longevidade do sistema e consequentemente
para a credibilidade dos estudos. Uma vez que o sistema suporta múltiplos utilizadores a operar
na mesma gama de frequências, foram estudados os conjuntos de sequências pseudo-aleatórias
utilizadas em sistemas CDMA que identificam unívocamente cada emissor em funcionamento.
Estas sequências, teriam que possuir as propriedades de correlação desejadas, nomeadamente no
que concerne às funções de correlação cruzada (negligenciável) e autocorrelação (impulsiva) de
maneira a diminuir a interferência entre os utilizadores e a facilitar a identificação de cada um no
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receptor. Segundo o estudo efectuado, as sequências que melhor preenchiam estas características
pertenciam ao pequeno conjunto de Kasami. O comprimento dos códigos é de 1023 chips, o que
origina um período de código de 2 milissegundos. Considerando este comprimento de sequência,
registou-se um ganho de processamento de 31,3 dB e uma margem de jamming de 19,3 dB. Fi-
nalmente foi efectuado um projecto de ligação para o sistema, onde foram contabilizadas todos
os ganhos e perdas que englobam o emissor, canal de transmissão e receptor. Foi o balanço entre
estes ganhos e perdas que permitiu projectar uma ligação emissor-receptor que apresentasse uma
margem de SNR próxima dos 10 dB o que garante a robustez necessária ao funcionamento do link
nas mais diversas condições. Uma vez que o sistema recorre a técnicas de modulação semelhantes
às usadas em sistemas spread spectrum, a parte final deste capítulo destinou-se a apresentar os
conceitos e as vantagens que esta modulação oferece.
Capítulo 3
Sub-Sistema de Transmissão
Sumário
Este capítulo destina-se a descrever a arquitectura do sub-sistema de transmissão, através da
apresentação de todos os blocos funcionais que a constituem. O sub-sistema é formado por uma
parte digital e por uma parte analógica. A nível digital é dado ênfase à geração das sequências de
Kasami utilizadas para efectuar o espalhamento do espectro. Esse processo é efectuado utilizando
uma FPGA, sendo por isso apresentada a estimativa para os recursos de hardware consumidos
pela implementação. Por outro lado na parte analógica serão abordados os filtros formatadores
de impulsos, responsáveis pela conversão dos impulsos digitais em formas de onda analógicas
adaptadas ao meio de transmissão. Neste contexto será calculado o factor de excesso de largura
de banda destes filtros.
3.1 Arquitectura do sub-sistema de transmissão
De acordo com as directrizes do sistema proposto, a maior parte da complexidade do sistema é
remetida para a estação receptora fixa. Desta forma, arquitectura do sub-sistema de transmissão
foi concebida de maneira a minimizar os recursos de hardware necessários do lado do emissor. A
figura 3.1 descreve o diagrama de blocos desta arquitectura. Através dela é possível distinguir os
quatro blocos fundamentais que a constituem: o bloco de controlo, que estabelece os instantes
de funcionamento do sistema e o modulador DSSS constituído pelo gerador de sequências de
Kasami, e por um multiplicador que conjuga essa sequência com o sinal de controlo. Estes dois
blocos constituem a parte digital do sub-sistema. Na parte analógica têm-se os restantes dois
blocos, o modulador AM que contém um filtro formatador de impulsos da família cos-elevado, e
ainda o bloco de amplificação e antena de transmissão.
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Figura 3.1: Diagrama de Blocos Transmissor.
3.1.1 Controlo do sistema:duty-cycle
O controlo do sistema de transmissão é efectuado à custa de um bloco designado por duty-cycle.
Somente quando o ciclo de serviço se encontra activo é que são desencadeadas as restantes opera-
ções. Este controlo permite que o sistema não esteja continuamente em funcionamento o que se
traduz, a curto médio prazo, numa poupança significativa da vida útil da bateria do dispositivo
resultando numa maior longevidade do aparelho. Este bloco de controlo é implementado digital-
mente para permitir a reprogramação dos ciclos de funcionamento do emissor e da taxa de débito
de bit, rB. Contudo esta possível reprogramação poderá exigir a recaptura do aparelho, uma vez
que a introdução de um módulo VHF que permita a programação sem fios, traduzir-se-ia num
acréscimo de complexidade que não é admissível neste contexto.
3.1.2 Modulador DSSS
O modulador spread spectrum de sequência directa tem a função de efetuar o espalhamento do
espectro do sinal de controlo, c. Este espalhamento é efectuado à custa de uma operação de
multiplicação entre c, com uma taxa de bit rB = 500bps, e a sequência PN gerada pelo gerador
de Kasami, p, que possuí uma taxa de chip de rC = (2n − 1)× rB = 511, 5Kcps. Este processo
só se desencadeia quando o sinal de controlo está activo, isto é quando c = 1, resultando numa
sequência sn com uma taxa de chip rC , que será aplicada à entrado do filtro formatador de
impulsos. A figura 3.2 ilustra o modulador spread spectrum por sequência directa.
Figura 3.2: Modulador DSSS.
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3.1.2.1 Gerador de sequências de Kasami
Para a implementação do gerador de sequências de Kasami, foi necessário recorrer a um circuito
digital composto por vários estágios de shift registers, com realimentação de determinadas saídas
para a entrada, através de uma lógica ou-exclusiva. O número de estágios bem como o número de
saídas a serem realimentadas depende do grau e do polinómio gerador escolhido. Uma sequência
do pequeno conjunto de Kasami é obtida combinando uma sequência de comprimento máximo α
(de período 2n− 1, com n par) com a sua versão decimada α'=α[q], conforme ilustra a figura 3.3.
Os códigos utilizados teriam que ter um comprimento de 1023 chips, o que implica a utilização
de polinómios geradores de ordem 10.
Figura 3.3: Geração de sequências de Kasami.
Sendo assim, para n=10:
 q=2n/2 + 1 = 33
 α'=2n/2 − 1 = 31
pelo que repetindo α' q vezes se obtém a nova sequência, ρ, de comprimento N=2n − 1.
Um novo conjunto de sequências é formado somando (módulo 2) α a ρ e a 2n/2−2 deslocações
cíclicas de ρ:
p =
{
α, α⊕ ρ, α⊕ Tρ, ..., α⊕ T (2n/2−2)ρ
}
Ao todo, incluindo α, temos 2n/2 sequências. Neste caso como o polinómio gerador é de ordem
n = 10 é possível gerar 32 sequências, sendo que cada emissor para gerar a sua própria sequên-
cia de Kasami, necessita de combinar a sequência-m α com uma versão específica da sequência
ρciclicamente deslocada. A maior dificuldade surge quando se deseja achar o polinómio gera-
dor que dê origem a sequências de comprimento máximo. Existem tabelas, como a apresentada
em anexoA, com polinómios primitivos listados em função do grau. Contudo importa esclarecer
que nem todos os polinómios listados, dão origem a sequências-m de tamanho máximo. Exis-
tem determinados polinómios que geram sub-códigos de comprimento inferior a 2n − 1, que são
repetidos x vezes até perfazerem o período desejado. Isto deteriora as propriedades de autocor-
relação tão características das sequências-m de tamanho máximo (diminuição do pico máximo
de autocorrelação)[28]. Tendo em conta este factor, para gerar a sequência-m α foi escolhido o
polinómio primitivo x10 + x7 + 1,com estado inicial [0 0 0 0 0 0 0 0 0 1], por originar um circuito
mais simples que os demais, uma vez que possui apenas duas realimentações. Para obtermos
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a sequência ρ, é necessário efetuar a operação de decimação à sequência α, o dá origem a uma
nova sequência-m de ordem 5, que repetida q vezes formará a sequência desejada. Importa pois
saber, qual o polinómio gerador de ordem 5 que estará na origem da sequência decimada α e
para tal, recorreu-se novamente à tabela presente em anexo. Através da ferramenta de simulação
Simulink, que contém os blocos geradores destas sequências, verificou-se que a sequência-m de
tamanho máximo com o polinómio gerador x5 + x3 + x2 + x + 1 com o estado inicial [0 1 0 1
1], correspondia à sequência α decimada. A figura 3.4 descreve o circuito digital gerador de uma
sequência de Kasami pertencente ao pequeno conjunto, recorrendo a uma implementação do tipo
Fibonacci.
Figura 3.4: Circuito digital gerador de sequências de Kasami.
3.1.2.2 Implementação do gerador de sequências de Kasami
Cada emissor irá possuir um gerador de sequências de Kasami programado para periodicamente
sintetizar uma sequência específica. Este gerador será implementado digitalmente, recorrendo a
uma FPGA de baixo custo, sendo que a simulação se efectuou em ambiente Simulink, recorrendo
ao plug-in Xilinx System Generator. A figura 3.5 ilustra a geração de uma sequência de Kasami.
Figura 3.5: Implementação do gerador de sequências de Kasami.
O bloco básico funcional num gerador de códigos PN, seja ele qual for, é o bloco LFSR. Este
gera sequências de comprimento 2n − 1, onde n é o número de shift-registers que cada LFSR
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contém. A configuração de cada um obedece a uma série de variáveis, como ilustra a figura 3.6.
Figura 3.6: Configuração dos parâmetros LFSR.
Como é possível verificar as configurações prendem-se com o número de estágios shift-registers
que contém (n), o número de realimentações que possui, valor que é função do polinómio gerador,
e a condição inicial de preenchimento dos registos. Este conteúdo é deslocado para a direita
uma posição a cada ciclo de relógio. As realimentações dos registos predefinidos em função
do polinómio gerador, são depois combinadas em conjunto, através da operação lógica de OU-
exclusivo. Para além disso a janela de configuração permite seleccionar um dos dois estilos de
implementação de um LFSR, Galois e Fibonacci.
A introdução destas configurações tem de ser feita em numeração hexadecimal. Neste caso
específico no campo feedback polynomial é introduzido o polinómio gerador, que no caso será
481 para o polinómio x10 + x7 + 1 e 2F para o polinómio x5 + x3 + x2 + x+ 1. No que concerne
ao preenchimento inicial dos registos, o LFSR com o polinómio gerador 481 foi inicializado com o
estado '1' ao passo que o restante LFSR foi inicializado com o estado 'B' pelas razões já explanadas
na secção 3.1.2.1.
A escolha da FPGA implica uma análise prévia, dos recursos de hardware ocupados pela
parte digital do sub-sistema de transmissão, efectuada através do bloco Resource Estimator. A
Spartan3 xc3s50, acabou por ser o dispositivo escolhido, e cujo preço por unidade ronda os 13¿.
As estimativas para o consumo dos requisitos estão apresentadas na tabela 3.1.
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Tabela 3.1: Estimativa para o consumo de recursos de hardware da parte digital do transmissor.
Spartan 3 xc3s50 -4vq100
Utilização Lógica Usada Disponível Utilização
NºSlices Flip Flop 9 1536 1%
Nºde 4 entradas LUTs 6 1536 1%
Nºde Slices ocupados 9 768 1%
Nºde Slices com lógica relacionada 9 9 100%
Nº de IOBs ligados 3 63 4%
Nº de BUFGMUXs 1 8 12%
3.1.3 Modulador AM
A função do modulador AM é a de converter a sequência digital de bits modulada por uma
sequência directa, num sinal analógico de características adaptadas ao meio de transmissão. A
sua realização é descrita pela figura 3.7, onde a função do filtro de resposta impulsiva h(t), é a
de formatar e compactar o espectro da sequência x(t), dado pela equação 3.1,
x(t) =
n=+∞∑
n=−∞
sn · δ(t− nTC) (3.1)
onde sn representa o chip n da sequência de Kasami e TC é a duração de um chip dessa
sequência. O sinal resultante, s′(t), é multiplicado por um sinal sinusoidal de frequência igual à
frequência da portadora, f0, resultando no sinal a enviar ao meio de transmissão, s(t).
Figura 3.7: Modulador AM.
3.1.3.1 Filtro formatador de impulsos
Este tipo de filtros alteram a forma de onda dos impulsos transmitidos de maneira a tornar o sinal
mais adequado à transmissão no canal de comunicação. Isso é alcançado limitando a largura de
banda de transmissão, e as vantagens passam pela redução da interferência entre símbolos causada
pelo canal, garantindo ainda que o sinal se mantém adaptado à sua banda de frequência RF. Para
isso a resposta do filtro h(t) (figura 3.7) deve obedecer ao critério de Nyquist h(nTC) = 0, ∀n6=0.
Uma família de respostas impulsiva que verifica este critério, é a família de impulsos co-seno
elevado. Estes impulsos são representados pela equação 3.2
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h(t) = sinc(
t
TC
) · cos(
βpit
TC
)
1− (2βtTC )2
(3.2)
cuja transformada de Fourier, H(f) é dada pela equação 3.3
H(f) =

TC , 0 ≤ |f | ≤ 1−β2TC
TC
2 ·
[
1− sin
(
piTC
(
|f |− 1
2TC
)
β
)]
, 1−β2TC  |f | 
1+β
2TC
0, |f | ≥ 1+β2TC
(3.3)
O parâmetro β representa o factor de excesso de largura de banda, que pode tomar valores no
intervalo [0,1]. Este parâmetro controla o excesso de largura de banda utilizado, face à largura
de banda mínima necessária à transmissão a um ritmo 1/TC símbolos por segundo, dada por
BN = 1/(2TC).
Na figura 3.8 encontram-se representadas a resposta em frequência, H(f), e impulsiva, h(t),
para diversos valores de β.
(a) Resposta em frequência.
(b) Resposta impulsiva.
Figura 3.8: Resposta em frequência e resposta impulsiva dos filtros cos-elevado.
O valor de β representa um compromisso entre o aumento do debito de chip e a supressão das
bandas laterais no domínio do tempo. Como é possível verificar a partir das amostras retiradas
no domínio da frequência, figura 3.8a, um valor de β=0, oferece uma largura de banda mínima
considerando o teorema de Nyquist. Quando β toma valores sucessivamente mais próximos de 1, a
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largura de banda utilizada na transmissão é cada vez maior. No entanto,h(t) tem um decaimento
maior ao longo do tempo, o que provoca uma menor sensibilidade a erros no receptor.
A largura de banda necessária à transmissão, quando são utilizados estes impulsos formata-
dores é dada porBT = 2(1 + β) · BN = 1+βTC onde, BN = 1/(2TC), que representa a largura de
banda mínima necessária à transmissão, segundo o critério de Nyquist. TC representa o período
de chip da sequência espalhadora e é dado por TC = 1rC =
1
(2n−1)rB . Logo é possível concluir que
a largura de banda de transmissão é dada pela equação 3.4
BT = (1 + β) · (2n − 1) · rB (3.4)
O valor para o majorante de β é calculado segundo a equação 3.5
fmin ≤ f0 − BT
2
⇔ β ≤ f0 − fmin
(2n − 1) rB × 2− 1 (3.5)
onde fmin representa o limite inferior da banda de frequências escolhido, neste caso 433,050MHz,
e f0 a frequência da portadora, que neste caso é a frequência central da banda, dada por
433,92MHz. Para além disso para rB = 500bps e n = 10 obtemos um valor máximo para β
de 1. Este valor terá forte impacto na largura de banda de transmissão que se reflectirá sobre-
tudo no cálculo da margem de SNR elaborado no projecto de ligação do sistema, presente na
secção 2.2.6. Daqui se depreende que para calcular o valor de β, é necessário estabelecer um
compromisso entre o valor de margem de SNR que se considere aceitável para o estabelecimento
da ligação, e o decaimento dos impulsos no domínio dos tempos que por sua vez está relacionado
com a sensibilidade a erros provocados pela interferência entre símbolos. A tabela 3.2 resume a
influência que o parâmetro β tem na largura de banda de transmissão, e como esta está relacio-
nada com a margem de SNR que se obtém depois de todos os parâmetros terem sido apurados.
A escolha do valor 0,5 reflecte um bom compromisso, providenciando 9,89dB de margem de
segurança.
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Tabela 3.2: Factor β em função do valor de margem de SNR.
β Largura de Banda de Transmissão (KHz) Margem SNR
0 511,5 11,65
0,1 562,65 11,23
0,2 613,8 10,86
0,3 664,95 10,51
0,4 716,1 10,19
0,5 767,25 9,89
0,6 818,4 9,61
0,7 869,55 9,34
0,8 920,7 9,1
0,9 971,85 8,86
1 1023 8,64
3.2 Conclusões
Neste capítulo foi apresentado o sub-sistema de transmissão. Este foi projectado de maneira a
possuir a complexidade mínima necessária ao seu funcionamento. Foi então implementada um
sistema composto por 4 blocos funcionais:bloco de controlo,modulador DSSS, modulador AM e
bloco amplificador mais antena de transmissão. O bloco de controlo, determina os instantes de
funcionamento do emissor, o que permite poupanças significativas ao nível da bateria. Quanto
ao bloco modulador Spread Sprectrum, foi construído a partir de um gerador de sequências de
Kasami, implementado recorrendo a uma FPGA Spartan3 xc3s50, que efectua uma operação
de multiplicação com o sinal proveniente do bloco de controlo. O gerador de sequências foi
construído recorrendo a registos de deslocamento e blocos lógicos auxiliares. A base para esta
geração está na escolha de uma sequência-m de ordem 10, que será combinada com a respectiva
sequência decimada. Cada emissor gerará a sua sequência partindo deste principio, mas cada
um possuirá uma versão deslocada específica de cada sequência decimada. Foi usado um filtro
formatador de impulsos de maneira a garantir que o espectro do sinal se mantinha dentro da
gama de frequências escolhida. Para calcular o valor do factor de roll-off do filtro, parâmetro β,
foi necessário estabelecer um compromisso entre largura de banda, que tem implicação directa
na margem de SNR calculada na secção 2.5, e a amplitude dos lóbulos laterais, ou seja na
sensibilidade a erros. Tendo isto em consideração, optou-se por um factor de roll-off de 0,5.
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Capítulo 4
Sub-Sistema de Recepção
Sumário
Este capítulo destina-se a descrever de forma geral todos os constituintes da arquitectura do
sistema de recepção, que comporta a maioria da complexidade do sistema. Este é composto por
uma parte analógica, que efectua a recuperação do sinal em banda base, e por uma parte digi-
tal implementada em FPGA. Será dada ênfase especial, ao banco de correlatores que efectua a
operação de despreading do sinal de chegada, sendo proposta uma solução baseada numa arqui-
tectura matched -filter do tipo FIR. Neste contexto é analisada a influência do ruído nas funções
de saída dos correlatores e consequentemente na performance do sistema. Esta implementação
foi simulada em ambiente SIMULINK, através do plug-in Xilinx System Generator, que permite
a programação a um nível mais abstracto recorrendo a blocos disponibilizados pelas respectivas
bibliotecas, antes da sintetização para HDL.
4.1 Arquitectura do sistema de recepção
A figura 4.1 descreve a arquitectura de uma estação receptora. Esta é composta por sete blo-
cos funcionais:O bloco entrada, constituído pela antena receptora, amplificador de baixo ruído
controlado por um CAG e o desmodulador AM, uma ADC,o bloco correlator formado por vá-
rios matched-filters em paralelo, um receptor de GPS, uma unidade central de processamento,
uma unidade de armazenamento de dados e finalmente um terminal para que estes possam ser
recuperados. Cada estação receptora terá que ter a capacidade para identificar qualquer um dos
emissores em operação, o que implica que o chip FPGA usado tenha a capacidade de implementar
o mesmo número de correlatores. Como será visto na secção 4.3.1.1 foi usada uma FPGA que
permite a implementação de no máximo 7 correlatores, o que obriga à integração em paralelo de
5 chips FPGA, considerando o número máximo de emissores em funcionamento.
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Figura 4.1: Diagrama de blocos de uma estação receptora.
4.2 Bloco de recuperação do sinal e desmodulação AM
O sinal é captado por uma antena receptora, passa pela linha de transmissão (cabo coaxial) até ao
estágio de entrada de amplificação de baixo ruído (LNA), usado para amplificar o fraco sinal que
é captado pela antena. O ganho deste amplificador é controlado por um bloco CAG, que mantém
a energia do sinal recebido aproximadamente constante, e adaptada à gama de funcionamento
do conversor analógico-digital do sistema. Este estágio de controlo diminui o ganho geral do
receptor à medida que o sinal RF de entrada aumenta. Tal mecanismo, é aplicado nos receptores
que recebem sinais modulados com envolvente variável, o que significa que os sinais que chegam à
antena receptora não possuem amplitude constante. Isso deve-se essencialmente a dois factores:
 Distância entre o emissor e o receptor variável.
 Como os sinais são transmitidos por ondas electromagnéticas, o meio de propagação afecta
a amplitude do sinal, e até mudanças nas condições atmosféricas poderão provocar alterações das
condições do meio de propagação e variações na intensidade do sinal.
Após o estágio de amplificação, efectua-se a operação de extracção do sinal de banda-base
composto pela stream de chips e por ruído, do sinal RF, através de um desmodulador AM
sintonizado para frequência da portadora.
4.3 Desmodulador DSSS- Bloco Correlator Matched-Filter
Uma vez que o bloco correlator é implementado digitalmente, é necessário efetuar a conversão
analógico-digital do sinal, 0 ou 1, antes da entrada na FPGA. Para isso, recorre-se a uma ADC
com uma taxa de amostragem, no mínimo duas vezes superior à taxa de transmissão, para que
seja respeitado o teorema de Nyquist.
A desmodulação spread spectrum é uma operação crítica em qualquer sistema deste género.
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Para a efectuar, diversas estratégias podem ser consideradas, contudo a arquitectura correlatora
escolhida baseou-se em matched -filters com resposta impulsiva finita como a figura 4.2 ilustra,
onde os coeficientes do filtro são a inversão temporal do chips da sequência PN. A opção por esta
abordagem resulta num conjunto de vantagens. A primeira, permite que o correlator seja explicito
em hardware concorrente, e não sequencial, permitindo que todos os chips da sequência possam
ser considerados sem que haja um processo de sincronismo ou alinhamento. Aliás, neste caso
não faz sentido falar de sincronismo ou de alinhamento, uma vez que não existe propriamente
uma réplica da sequência PN a ocorrer na FPGA. O que existe é um vector concorrente com
todos os coeficientes do filtro. Uma vez que todos os chips são considerados, não existe perca
nem de energia, nem de resolução. Para além disso a aplicação de uma arquitectura baseada em
matched-filters com resposta impulsiva finita adequa-se melhor à integração em FPGA do que
outras abordagens. Um exemplo disso, seria a abordagem que recorre a um integrate-and-dump,
que tem uma implementação em hardware muito mais complexa.
Figura 4.2: Correlator matched -filter.
4.3.1 Implementação da arquitectura correlatora em FPGA
Todo o projecto relacionado com a estratégia de correlação foi implementado através de um plug-
in da ferramenta de simulação MATLAB Simulink, designado por Xilinx System Generator. Esta
ferramenta é responsável por gerar automaticamente código HDL sintetizável, mapeado para al-
goritmos Xilinx pré-optimizados. O modelo HDL pode depois ser sintetizado para implementação
em qualquer plataforma FPGA, Virtex ou Spartan. Como resultado obtém-se uma representação
abstracta do sistema, que traduz o projecto numa representação em blocos. Cada bloco possui
configurações que podem ser actuadas pelo projectista de maneira a adaptar a sua funcionalidade
ao sistema. A figura 4.3 ilustra a programação inerente à implementação de um correlator. Como
é possível depreender da figura, a arquitectura matched -filter recorre ao bloco Xilinx FIR Com-
piler para efectuar a operação de despreading do sinal de chegada. A configuração deste filtro,
através da actuação em diversos parâmetros, influência de forma significativa o nível de recursos
ocupados na FPGA, facto que restringe o número de correlatores que podem ser implementados.
O System Generator é versátil o suficiente para disponibilizar ao utilizador o bloco Xilinx MCode,
que permite a sintetização de código Matlab em blocos Xilinx, podendo estes serem usados no
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projecto. O bloco Bipolar_Conv foi construído aproveitando esta facilidade. A sua função é efec-
tuar a codificação bipolar da sequência de chips, de maneira a que se possa realizar a operação
de correlação, uma vez que de outra maneira não seria possível fazer a distinção entre níveis.
Figura 4.3: Implementação em Simulink do sistema de correlação baseado em matched -filter.
4.3.1.1 Estimação dos recursos da FPGA
Num chip FPGA os recursos básicos normalmente disponíveis para a implementação de um
sistema são: slices que contêm as LUTs e flip-flops (FFs), blocos RAM, buffers tri-state e IOBs
que representam os pinos físicos da FPGA. Estes são referidos como os recursos de hardware
utilizados e que por isso terão que ser estimados. A estimação destes requisitos é de particular
importância quando o objectivo passa por encontrar a melhor performance para um sistema que
encaixe num chip específico, ou quando se necessita de encontrar um cenário que registe um menor
consumo de recursos, alcançando os requisitos de performance especificados. Por essa razão, a
estimativa dos recursos está na base da escolha da FPGA a usar. Esta operação é efectuada no
ambiente System Generator do Simulink através do bloco Resource Estimator, que através da
simulação do projecto da figura 4.3 estima os recursos ocupados na implementação do correlator.
Apesar de ser apenas uma estimativa, esta é suficientemente credível para que o apuramento
dos resultados justifique a utilização de uma FPGA em detrimento de outra. Uma vez que na
base da implementação dos correlatores está o bloco Xilinx FIR Compiler, será de todo vantajoso
conseguir optimizar o seu consumo de recursos.
4.3.1.2 Optimização do bloco Xilinx FIR Compiler
O filtro de resposta impulsiva finita (FIR) é um dos blocos fundamentais em qualquer sistema
de processamento de sinal. Apesar do seu algoritmo ser bastante simples, as variantes de im-
plementação podem ser muitas. O bloco FIR Compiler providencia uma interface para gerar fil-
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tros FIR altamente parametrizáveis, de elevada performance utilizando duas arquitecturas base:
Multiplay-Accumulate(MAC), que implementa as arquitecturas Systolic e Transpose, e a Dis-
tribute Arithmetic(DA). Quando uma arquitectura do tipo MAC é seleccionada, uma ou mais
unidades funcionais multiply-accumulate são usadas para calcular as N soma-produto no filtro. O
núcleo determina automaticamente o número mínimo de unidades MAC necessárias para garantir
as especificações impostas pelo utilizador ao nível da taxa de transferência.
Por outro lado, uma aritmética distribuída, efectua um re-arranjo na arquitectura MAC ao
nível do bit para evitar as multiplicações. É, por isso, uma técnica poderosa que reduz o volume de
hardware paralelo necessário na arquitectura MAC recorrendo somente a look -up tables (LUTs),
shift registers e scaling accumulators.
É através da escolha da arquitectura bem como da configuração de alguns parâmetros do
filtro, que é possível a realização de compromissos com vista a atingir as performances desejadas.
O filtro tem dois níveis de entrada, (-1, +1) e 1023 níveis de saída que correspondem ao pico
máximo de correlação verificado para as sequências PN utilizadas.
A figura 4.4 ilustra as várias janelas de configuração que o bloco FIR Compiler disponibiliza.
Figura 4.4: Janela de configuração do bloco FIR Compiler.
Os recursos ocupados pelo bloco FIR Compiler são fortemente influenciados pelo número
de slices DSP usados na implementação. O número de slices DSP é determinado pelo número
de coeficientes, e pela taxa de oversampling de hardware por canal. A arquitectura escolhida
baseou-se na aritmética distribuída, que ao não recorrer a este tipo de recurso, realiza uma
melhor racionalização dos requisitos exigidos pelos recursos disponíveis. As operações básicas
requeridas são uma sequência de table look-ups, adições, subtracções e deslocamentos da sequência
de entrada. Todas estas funções são eficientemente mapeadas na FPGA.
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4.3.1.3 Selecção FPGA
A estimação dos recursos consumidos pela parte digital do sistema receptor permite decidir qual
a FPGA que deverá ser utilizada. Como o sub-sistema receptor terá que ser capaz de identificar
qualquer emissor em operação, e havendo a possibilidade de no limite existirem 32 emissores
em funcionamento, é necessário haver outro tanto número de correlatores matched-filter (cada
um sintonizado para um emissor diferente). O preenchimento deste requisito impõe a utilização
de mais que uma FPGA, já que os recursos consumidos por um matched-filter não permitem
a integração de todos num mesmo chip. Logo esta escolha terá que ser feita no sentido de
permitir a integração do maior número de correlatores possível, de modo a reduzir os chips
FPGA necessários. O System Generator permite que o projecto possa ser simulado em diversas
FPGAs da plataforma Spartan ou Virtex. Através do bloco Resouce Estimator é possível retirar
a informação relativa ao consumo de recursos de cada FPGA testada.
As tabelas 4.1, 4.2, 4.3 e 4.4, registam as estimativas para os recursos consumidos para FPGAs
da plataforma Spartan e Virtex, considerando o bloco FIR Compiler com arquitectura distribuída.
Tabela 4.1: Estimativa dos recursos utilizados para uma FPGA Spartan 3xcs5000.
Spartan 3xcs5000
Utilização Lógica Usada Disponível utilização
Número de Slices 4473 33280 13%
Número de Slices Flip Flop 8192 66560 12%
Número de 4 entradas LUTs 5624 66560 8%
Número de IOBs ligados 3 784 0%
Número de GCLKs 1 8 12%
Tabela 4.2: Estimativa dos recursos utilizados para uma FPGA Spartan 3exc3s1600.
Spartan 3exc3s1600
Utilização Lógica Usada Disponível utilização
Número de Slices 4473 14752 30%
Número de Slices Flip Flop 8192 29504 27%
Número de 4 entradas LUTs 5624 29504 19%
Número de IOBs ligados 3 376 0%
Número de GCLKs 1 24 4%
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Tabela 4.3: Estimativa dos recursos utilizados para uma FPGA Virtex 4xc4vlx80.
Virtex 4xc4vlx80
Utilização Lógica Usada Disponível utilização
Nº de Slices 4897 35840 13%
Nº de Slices Flip Flop 7889 71680 11%
Nº de 4 entradas LUTs 5327 71680 7%
Nº de IOBs ligados 3 768 1%
Nº de Slices com lógica relacionada 4897 4897 100%
Tabela 4.4: Estimativa dos recursos utilizados para uma FPGA Virtex 5xc5vtx240t.
Virtex 5xc5vtx240t
Utilização Lógica Usada Disponível utilização
Nº de Slices 2676 37440 7%
Nº de Slices LTUs 5325 149760 3%
Nº de pares LUT-Flip Flop usados 5320 7894 67%
Nº de IOBs ligados 3 680 1%
A análise destas tabelas permite desde já concluir que as FPGAs da plataforma Spartan
efectuam uma melhor distribuição dos requisitos pelos recursos de hardware disponíveis. Neste
sentido a Spartan 3xc3s5000, cuja estimativa de recursos consumidos está apresentada na tabela
4.1, é a que consome menos recursos por matched-filter pelo que é a escolha óbvia. Esta escolha
permite a integração de no máximo 7 correlatores num único chip.
4.4 Dispositivos Auxiliares
Cada estação receptora terá que incluir um receptor GPS para assim poder possuir uma referência
temporal precisa e comum a todas as restantes estações. Esta foi a abordagem escolhida para
que uma referência temporal pudesse ser difundida. Uma outra alternativa poderia passar por
ligar todas as estações fisicamente através de fibra óptica por exemplo. Essa referência temporal
é fundamental para se registar o instante de um evento de detecção e para que este possa ser
combinado com os restantes eventos das outras estações para o cálculo do TDOA.
Por sua vez, a unidade central de processamento procede à identificação do emissor, através
do armazenamento do valor do pico máximo da sua função de correlação. É o processamento
dos dados de todas as estações, através da quantificação do valor do pico em conjugação com
a aplicação do algoritmo TDOA, que é possível determinar a área onde o emissor poderá estar
localizado, num determinado instante de tempo. Este resultado é obtido através da aplicação de
um algoritmo computacional sobre um conjunto de nuvens de probabilidade pertencentes às várias
estações. A unidade central de processamento pode ser implementada em FPGA recorrendo a
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uma máquina de estados, ou recorrendo a uma PIC.
Finalmente, de maneira a que estes resultados estejam facilmente acessíveis, existe um ter-
minal de dados que permite a recolha dos mesmos. Isto representa uma clara vantagem face a
alguns dispositivos de monitorização baseados no sistema GPS, já que estes só conseguem ter
conhecimento dos resultados depois de recuperado o módulo.
4.5 Resultados experimentais
Nesta secção são apresentados e analisados, os resultados gráficos que espelham as funções de
correlação verificados à saída de cada correlator. Foram efectuados ensaios num ambiente ideal,
isto é sem a presença de ruído, de forma a comprovar as propriedades de correlação dos códigos
pseudo-aleatórios usados. O efeito do ruído é também estudado, especificamente a influência
deste na amplitude dos picos máximos registados nas respectivas funções.
A figura 4.5 regista a função de correlação de um matched -filter que não possui correspon-
dência entre os seus coeficientes e a sequência PN impressa no sinal de chegada. Como é possível
verificar os picos de correlação têm amplitude bastante reduzida, não chegando a 4% do valor
registado para o pico máximo no caso de haver correspondência entre sequências.
Figura 4.5: Resultado correlação sem match entre sequências.
Na prática, a acção do ruído não pode ser desprezada. Como tal sujeitou-se o sistema a um
ambiente de SNR máximo, admissível para o funcionamento do mesmo, mantendo a condição de
não correspondência entre sequências. Esse valor é dado pela margem de jamming, que conforme
fora calculado na secção 2.2.7.2 é de -19,3 dB. O resultado está ilustrado na figura 4.6.
4.5. RESULTADOS EXPERIMENTAIS 79
Figura 4.6: Resultado da correlação entre duas sequências diferentes, num ambiente com SNR=-
19,3dB.
Facilmente se conclui que a acção do ruído deteriora a função de correlação fazendo com que
os picos vejam a sua amplitude aumentada e passem a ter um carácter aleatório. Isto poderá
interferir na performance do sistema, uma vez que será registado um pico de correlação superior
ao que seria de esperar, cabendo ao algoritmo de análise estatística o tratamento destes dados.
Quando a correspondência se verifica, a função de autocorrelação toma a forma da figura 4.7.
Neste cenário não entra a contribuição do ruído. Através desta figura é possível verificar a enorme
diferença de amplitudes entre o pico máximo, que se regista a cada período da sequência, e os
picos secundários. Segundo a equação 2.7 , para n=10 obtém-se o pico máximo de 1023 e um
pico secundário máximo de 33.
Figura 4.7: Resultado correlação sem ruído.
Para estudar o efeito do ruído na função de correlação, introduziram-se vários factores SNR,
sendo as respectivas funções ilustradas na figura 4.8.
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(a) SNR=-5dB.
(b) SNR=-10dB.
(c) SNR=-19,3dB.
Figura 4.8: Função de Autocorrelação para diversos valores de SNR.
À medida que o sistema está sujeito a níveis de SNR cada vez mais elevados, a função de
correlação vai tomando um carácter aleatório, deixando de respeitar a fórmula fechada apresen-
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tada na equação 2.7. Pior que isso, os picos máximos sofrem uma redução de amplitude o que
contribui para a perca de precisão do sistema, uma vez que as métricas de correlação são menores
diminuindo a força dos pontos pertencentes à nuvem de probabilidade.
4.6 Conclusões
O sub-sistema de recepção foi projectado de maneira a possuir grande parte da complexidade do
sistema uma vez que sendo implementada no solo, a estação receptora não possui restrições ao
nível do peso ou volume dos seus equipamentos. Neste capítulo foram descritos todos os blocos
funcionais constituintes deste sistema, sendo explicada a integração de cada um no contexto
geral do mesmo. O bloco correlator é implementado recorrendo a um chip FPGA, pelo que
foi necessário efectuar uma estimação para os recursos ocupados pela implementação, com vista
a escolher a melhor solução. Esta recaiu na Spartan 3xcs5000, o que permite, integrando em
paralelo 5 chips FPGAs, identificar todos os emissores que poderão estar em funcionamento.
Finalmente foram analisados as funções de correlação do matched filter para diversas condições
de SNR com a intenção de verificar a influência do ruído na performance do sistema. Concluiu-
se que a sua acção reduz os picos máximos de correlação verificados pelos correlatores, o que
prejudica a precisão do sistema.
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Capítulo 5
Conclusões e trabalho futuro
Sumário
Este capítulo conclui a dissertação. Começa por apresentar um resumo do trabalho realizado,
seguido de uma discussão final dos resultados obtidos, terminando com a exposição de possíveis
linhas de trabalho e investigação futuras.
5.1 Conclusões
Neste trabalho foi explorada uma nova abordagem ao sistemas de monitorização existentes, base-
ada no conceito de GPS invertido. Dada a hostilidade do meio de transmissão (espaço livre), os
métodos de transmissão convencionais de banda estreita foram preteridos em favor dos sistemas
de comunicação com espalhamento de espectro. De entre esses foi escolhido o sistema de espa-
lhamento de espectro por sequência directa, utilizando uma modulação analógica AM de suporte
à comunicação. A escolha do gerador de sequências PN recaiu num gerador de sequências de
Kasami de período N=1023, obtendo-se um ganho de processamento de 31,3dB, e uma margem
de jamming de 19,3 dB. Isto significa que com estas configurações é possível recuperar o sinal até
19,3 dB a baixo do ruído.
O conceito associado ao desenvolvimento deste sistema, possibilita explorar aspectos relacio-
nados com as dimensões dos dispositivos, ou consumos de potência. Com efeito esta abordagem
possibilita uma melhor utilização da potência disponível no lado do emissor, não obstante de
reduzir o tamanho do dispositivo acoplado ao animal a monitorar, o que não deixa de ser uma ex-
celente vantagem principalmente para aplicações de monitorização envolvendo pequenos animais.
Para além disso, o sistema transfere a maior parte da complexidade para o lado do receptor,
tendo o emissor uma arquitectura minimalista contribuindo para a redução do seu volume. Esta
é constituída por três blocos fundamentais:o bloco de controlo, que controla os instantes de fun-
cionamento, o bloco modulador DSSS, que combina o sinal de controlo com o sinal oriundo do
gerador de sequências de Kasami, e finalmente o bloco modulador AM cuja função é a de transfor-
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mar a sequência de bits num sinal analógico de características adaptadas ao meio de transmissão.
É usado um filtro de resposta impulsiva cujo factor de roll-off é de 0.5, o que se verificou ser um
bom compromisso entre valor de margem SNR obtido no projecto da ligação e sensibilidade a
erros.
O receptor terá uma parte analógica, responsável pela captação do sinal enviado, que terá um
bloco de controlo automático de ganho, uma vez que a envolvente do sinal AM não é constante.
Na parte digital dos sistema, o bloco de correlação estará encarregue de efectuar a multiplicação
concorrente entre o sinal de chegada e os coeficientes mapeados no filtro FIR. Este foi imple-
mentado em Simulink através do plug-in Xilinx System Generator, sendo não só possível simular
o comportamento do bloco, como também estimar os recursos que este ocupa. Esta análise foi
importante uma vez que culminou na escolha da FPGA a usar no sistema, a Spartan 3xcs5000.
O resultado do banco de correlatores, representa um vector de probabilidades temporal, isto é, o
valor de pico da função de saída de cada correlator retrata o grau de precisão com que se assume
que o emissor foi detectado. A este vector é associado um tempo de referência, fornecido pelo
dispositivo GPS, que servirá para criar uma nuvem de probabilidades de cada evento para cada
estação. Em conjunto com as restantes estações é possível criar uma constelação de probabilida-
des respeitantes a um dado emissor, onde a probabilidade de o localizar numa determinada área
2D, será dada pela intersecção dessas nuvens.
Os dados fornecidos por este sistema podem ser considerados mais fidedignos, uma vez que
para o cálculo da posição, não é requerida a intervenção humana. No que concerne à modula-
ção spread spectrum foi efectuado um estudo relativo à sequência pseudo-aleatória de interesse,
tendo sido escolhido o pequeno conjunto de Kasami. Este conjunto, como os resultados docu-
mentam, apresenta as melhores propriedades de correlação (autocorrelação e correlação cruzada)
contudo apresentam a desvantagem de limitarem o número de possíveis transmissores. Logo para
aplicações em que este seja um factor crítico será necessário uma alteração do tipo de sequência.
5.2 Trabalho Futuro
Da realização desta dissertação, resultaram várias ideias para possíveis linhas de trabalho e in-
vestigação futuras. De seguida são propostos diversos tópicos, abrangendo vertentes quer de
investigação, quer de desenvolvimento.
5.2.1 Tipo de Sequência pseudo-aleatória
No âmbito deste trabalho foram usados os códigos pertencentes ao pequeno conjunto de Kasami.
O que esteve na base da escolha destes códigos foi o facto de apresentarem as melhores proprie-
dades de correlação em comparação com os restantes. Contudo a grande desvantagem prende-se
com o reduzido número de sequências que estes códigos possuem. Portanto a escolha do pequeno
5.2. TRABALHO FUTURO 85
conjunto de Kasami acaba por restringir o número de utilizadores do sistema. No caso de se que-
rer aumentar o número de utilizadores é então necessário efectuar uma nova pesquisa que conduza
a um código que simultaneamente cumpra os requisitos relativos às propriedades de correlação e
ao número de utilizadores.
5.2.2 Comprimento da sequência pseudo-aleatória
A precisão do sistema depende essencialmente de dois factores: densidade de estações receptoras e
métricas de correlação. No que concerne ao último aspectos, isto será conseguido usando sequên-
cias de de comprimento superior. Através da equação 2.12, concluí-se que o comprimento das
sequências a usar está dependente da largura de banda que a gama de frequências disponibiliza,
logo uma alteração a este nível teria que obrigar a utilização de uma nova gama que possui-se
uma largura de banda superior. Contudo o aumento do comprimento da sequência iria aumentar
os custos globais do sistema, uma vez que seria necessário integrar um número mais elevado de
FPGAs.
5.2.3 Discretização do sinal de entrada no filtro
Na implementação efectuada, o sinal de entrada do filtro FIR está discretizado para dois níveis, o
que introduz desde logo um estágio de decisão que prejudica as estatística do sinal detectado. A
solução passa por discretizar o sinal em mais 4 ou mais níveis, e estimar os recursos necessários
do lado do filtro FIR para efectuar a operação de correlação. Neste caso teremos um entrave
grave uma vez que vamos aumentar o número de registos do filtro proporcionalmente ao número
de níveis.
5.2.4 Optimização do filtro FIR
O filtro FIR é implementado pela ferramenta de síntese Xilinx System Generator que não toma
em consideração certos detalhes relativos à optimização, sendo a estrutura do filtro o mais regular
possível, e consequentemente, desperdiça recursos. Sendo assim é necessário levar em consideração
que:
1. estágios com coeficientes série não necessitam de multiplicação nem acumulam no estágio
de soma;
2. estágios de soma não necessitam de resolução total 1023 (ou tamanho do código em uso).
A resolução é aumentada progressivamente em função dos bits de sinal utilizados.
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Apêndice A
Tabelas polinómios[1]
A tabela A.1 efectua a listagem dos polinómios primitivos geradores de sequências-m. Dado que o
polinómio recíproco de um polinómio primitivo é também ele um polinómio primitivo, o recíproco
de cada polinómio aqui listado pode ser usado para gerar sequências-m.
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Tabela A.1: Polinómios primitivos geradores de sequências-m.
Grau (r) Polinómio (base octal)
5 [45] [75] [67]
6 [103] [147] [155]
7 [211] [217] [235] [367] [277] [325] [203] [313] [345]
8 [435] [551] [747] [453] [545] [537] [703] [543]
9
[1021] [1131] [1461] [1423] [1055] [1167] [1541]
[1333] [1605] [1751] [1743] [1617] [1553] [1157]
10
[2011] [2415] [3771] [2157] [3515] [2773] [2033]
[2443] [2461] [3023] [3543] [2745] [2431] [3177]
11
[4005] [4445] [4215] [4055] [6015] [7413] [4143]
[4563] [4053] [5023] [5623] [4577] [6233] [6673]
12
[10123] [15647] [16533] [16047] [11015] [14127] [17673]
[13565] [15341] [15053] [15621] [15321] [11417] [13505]
13
[20033] [23261] [24623] [23517] [30741] [21643] [30171]
[21277] [27777] [35051] [34723] [34047] [32535] [31425]
14
[42103] [43333] [51761] [40503] [77141] [62677] [44103]
[45145] [76303] [64457] [57231] [64167] [60153] [55753]
15
[100003] [102043] [110013] [102067] [104307] [100317] [177775]
[103451] [110075] [102061] [114725] [103251] [100021] [100201]
16
[210013] [234313] [233303] [307107] [307527] [306357] [201735]
[272201] [242413] [270155] [302157] [210205] [305667] [236107]
17
[400011] [400017] [400431] [525251] [410117] [400731] [411335]
[444257] [600013] [403555] [525327] [411077] [400041] [400101]
18
[1000201] [1000247] [1002241] [1002441] [1100045] [1000407] [1003011]
[1020121] [1101005] [1000077] [1001361] [1001567] [1001727] [1002777]
19
[2000047] [2000641] [2001441] [2000107] [2000077] [2000157] [2000175]
[2000257] [2000677] [2000737] [2001557] [2001637] [2005775] [2006677]
20 [4000011] [4001051] [4004515] [6000031] [4442235]
21
[10000005] [10040205] [10020045] [10040315] [10000635] [10103075] [10050335]
[10002135] [17000075]
22 [200007003] [20001043] [22222223] [25200127] [20401207] [20430607] [20070217]
23
[40000041] [40404041] [40000063] [40010061] [50000241] [40220151] [40006341]
[40405463] [40103271] [41224445] [4043561]
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