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ENTROPY METHODS AND CONVERGENCE TO EQUILIBRIUM FOR
VOLUME-SURFACE REACTION-DIFFUSION SYSTEMS
KLEMENS FELLNER, BAO QUOC TANG
Abstract. We consider two volume-surface reaction-diffusion systems arising from cell biol-
ogy. The first system describes the localisation of the protein Lgl in the asymmetric division
of Drosophila SOP stem cells, while the second system models the JAK2/STAT5 signalling
pathway. Both model systems have in common that i) different species are located in different
spatial compartments, ii) the involved chemical reaction kinetics between the species satisfies
a complex balance condition and iii) that the associated complex balance equilibrium is spa-
tially inhomogeneous. By using recent advances on the entropy method for complex balanced
reaction-diffusion systems, we show for both systems exponential convergence to the equilibrium
with constants and rates, which can be explicitly estimated.
1. Introduction and main results
Various physical, chemical, biological or ecological systems involve processes in different spa-
tial compartments. A particular important example is given by considering quantities on a
domain and on its surrounding boundary. Reactions taking place in these situations result in
a class of PDE models called Volume-Surface Reaction-Diffusion systems (hereafter, we will
use the abbreviation VSRD systems). The intrinsic volume-surface coupling of VSRD systems
introduces new difficulties in both the mathematical and the numerical analysis compared to
classical reaction-diffusion systems supported on only one spatial domain.
Recently, a rapidly increasing amount of attention has been devoted to the mathematical
theory of VSRD systems arising from such different applications as fluid mechanics [16, 21],
ecology [1, 2, 3], crystal growth [20] or, especially, cell biology, see e.g. [9, 11, 13, 17].
This paper aims to investigate the large time behaviour of two particular linear VSRD systems
arising from two different application backgrounds in cell biology: the first being a model for the
localisation of the key-protein Lgl during the asymmetric stem cell division of SOP precursor
cells in Drosophila (see e.g. [11]), the second one being a model on the so-called JAK2/STAT5
signalling pathway, see [13]. In both examples, the cell cytoplasm constitutes the volume do-
main and the surrounding cell-membrane/cortex constitutes the surrounding boundary. In the
JAK2/STAT5 model, also the volume of cell nucleus and its boundary are considered. More-
over, reactions occur within and between the volume- and surface-compartments, which do not
satisfy the so called detailed balance condition, but the more general complex balance condition,
see e.g. [18].
The main results of this paper prove exponential convergence to the complex balance equi-
librium with explicitly computable rates by using the so-called entropy method. Moreover, we
extend the entropy method to apply to spatially inhomogeneous equilibria. This paper may
serve as a proof of concept for the applicability of the entropy method to a wide class of VSRD
systems including mixed ODE/PDE systems. The presented proofs, however, rely on positive
lower and upper bounds of the equilibria, which are difficult to obtain for general systems.
The entropy method applied in this work has recently become a very powerful tool in proving
exponential convergence to equilibrium with explicit rates for reaction-diffusion systems, but
mostly under the assumption of the detailed balance condition and on a single spatial domain,
see e.g. [5, 6, 12, 15, 22]. The entropy method for complex balance reaction-diffusion networks
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was so far only considered on a single domain for linear, respectively, nonlinear systems in
[10, 7].
The current paper constitutes the first results of the entropy method for volume-surface
systems with spatially inhomogeneous complex balance equilibria. In the next two sections, we
detail the considered VSRD systems and state the main results.
A VSRD model for the localisation of Lgl during asymmetric stem cell division. In
stem cells undergoing asymmetric cell division, particular proteins (so-called cell-fate determi-
nants) are localised at the cortex of only one of the two daughter cells during mitosis. These
cell-fate determinants trigger in the following the differentiation of one daughter cell into specific
tissue while the other daughter cell remains a stem cell.
In Drosophila, SOP precursor stem cells provide a well-studied biological example model of
asymmetric stem cell division, see e.g. [4, 19, 25] and the references therein. In particular,
asymmetric cell division of SOP cells is driven by the asymmetric localisation of the key protein
Lgl (Lethal giant larvae), which exists in two conformational states: a non-phosphorylated form
which regulates the localisation of the cell-fate-determinants in the membrane of one daughter
cell, and a phosphorylated form which is inactive.
The asymmetric localisation of Lgl during mitosis is the result of the activation of the kinase
aPKC, which phosphorylates Lgl (as part of a highly evolutionary conserved protein complex)
only on a subpart of the cortex, as well as the results of the weakly reversible reaction/sorption
dynamics of the two conformations of Lgl between cortex and cytoplasm. In particular, it is
the irreversible release of phosphorylated Lgl from the cortex, which initiates the asymmetric
localisation of Lgl upon the activation of aPKC.
Let Ω ⊂ Rn, n = 2, 3 describe the cell cytoplasm as a connected, bounded domain with
sufficiently smooth boundary ∂Ω (e.g. ∂Ω ∈ C2+ǫ, ǫ > 0). Denote by Γ = ∂Ω the surrounding
cell cortex. Moreover, the cell cortex is divided into two disjoint, connected subsets Γ1 and Γ2
with Γ = Γ1∪Γ2 and where Γ2 is the active part of the cell cortex, where phosphorylation takes
place.
Concerning the various conformations of Lgl, we denote by L and P the concentrations
of non-phosphorylated Lgl and phosphorylated Lgl within the volume domain Ω. Moreover,
the concentrations of non-phosphorylated Lgl and phosphorylated Lgl on the cell cortex are
denoted by ℓ and p, respectively. Note that ℓ is supported on Γ while p is supported only on
the sub-domain Γ2, since phosphorylation only occurs on Γ2.
Schematically, we consider the following reactions between the four different conformations
of Lgl with positive reaction rate constants α, β, λ, γ, σ and ξ.
L P
ℓ p
α
β
γλ
σ
ξ
Figure 1. The reaction dynamics between L,P, l and p
Moreover, we assume positive diffusion coefficients of L,P on Ω, of ℓ on Γ and of p on Γ2, i.e.
dL, dP , dℓ, dp > 0, respectively. Then, applying the mass action law, the resulted VSRD system
consists of two volume equations{
Lt − dL∆L = −βL+ αP, x ∈ Ω, t > 0,
Pt − dP∆P = βL− αP, x ∈ Ω, t > 0,
(1.1a)
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and two surface equations
ℓt − dℓ∆Γℓ = λL− (γ + σχΓ2)ℓ, x ∈ Γ, t > 0,
pt − dp∆Γ2p = σℓ− ξp, x ∈ Γ2, t > 0,
∂ν2p = 0, x ∈ ∂Γ2, t > 0,
(1.1b)
which are connected via mixed Neumann/Robin boundary conditions{
dL∂νL = −λL+ γℓ, x ∈ Γ, t > 0,
dP∂νP = χΓ2ξp, x ∈ Γ, t > 0,
(1.1c)
and subject to nonnegative initial data{
L(x, 0) = L0(x), P (x, 0) = P0(x), x ∈ Ω,
ℓ(x, 0) = ℓ0(x), x ∈ Γ, p(x, 0) = p0(x), x ∈ Γ2,
(1.1d)
where ν and ν2 are the outward unit normal vectors of Γ and ∂Γ2, respectively, and ∆Γ and
∆Γ2 are Laplace-Beltrami operators on Γ and Γ2, respectively. Moreover, χΓ2 denotes the
characteristic function of the boundary part Γ2.
Note that the above system (1.1) conserves the total mass of Lgl, which is expressed in the
following conservation law:∫
Ω
(L(t, x) + P (t, x)) dx +
∫
Γ
ℓ(t, x) dS +
∫
Γ2
p(t, x) dS
=
∫
Ω
(L0(x) + P0(x)) dx +
∫
Γ
ℓ0(x) dS +
∫
Γ2
p0(x) dS > 0, ∀t > 0 (1.2)
Concerning the existence of global weak solutions of (1.1), we refer to [11], where also the
quasi-steady-state approximation in the limit ξ → +∞ and numerical simulations were carried
out.
The first main result of this paper is stated in the following theorem.
Theorem 1.1 (Exponential convergence to equilibrium of Lgl system (1.1)).
Assume that Ω ⊂ Rn, n = 2, 3 is a bounded domain with sufficiently smooth boundary Γ = ∂Ω.
Moreover, Γ = Γ1 ∪ Γ2 is the union of two disjoint, connected subsets and Γ2 has a smooth
boundary ∂Γ2.
Then, for any positive initial mass M > 0, the system (1.1) possesses a unique positive
equilibrium (L∞, P∞, ℓ∞, p∞) satisfying the mass conservation law∫
Ω
(L∞(x) + P∞(x))dx +
∫
Γ
ℓ∞(x)dS +
∫
Γ2
p∞(x)dS = M.
Moreover, L∞ ∈ C(Ω) ∩ H
2(Ω), P∞ ∈ L
∞(Ω) ∩ H3/2(Ω), ℓ∞ ∈ C(Γ) ∩ H
2(Γ2) and p∞ ∈
C(Γ2) ∩H
2(Γ2), and there are 0 < a ≤ A < +∞ such that
a ≤ L∞(x), P∞(x), ℓ∞(x), p∞(x) ≤ A
where the bounds hold for x in Ω, a.e. in Ω, in Γ and in Γ2 respectively.
Finally, every global weak solution to (1.1) with positive initial mass M (as constructed in
[11]) converges exponentially to (L∞, P∞, ℓ∞, p∞) in the following sense∫
Ω
|L(t)− L∞|
2
L∞
+
∫
Ω
|P (t)− P∞|
2
P∞
+
∫
Γ
|ℓ(t)− ℓ∞|
2
ℓ∞
+
∫
Γ2
|p(t)− p∞|
2
p∞
≤ C0e
−λ0t
for all t > 0, where λ0 is as in Lemma 2.4 and C0 and λ0 can be computed explicitly.
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A PDE/ODE system modelling the JAK2/STAT5 signalling pathway. The commu-
nication between cells in multicellular organisms is often mediated by signalling molecules se-
creted to the extracellular space, which then bind to cell surface receptors, see [13]. However,
the modalities of the transport from the site of signal transducer and activator of transcription
(STAT) phosphorylation at the plasma membrane to the site of action in the nucleus is still
unclear. In [13], Friedmann, Neumann and Rannacher introduced a mixed PDE/ODE model
system to analyse the influence of the cell shape on the regulatory response to the activated
pathway.
By following the notations in [13], we denote by u0 and u1 the unphosporylated and phos-
phorylated STAT5 in the cytoplasm, while u2 and u3 denote the unphosphorylated and phos-
phorylated STAT5 in the nucleus, respectively. Moreover, we denote by u4, . . . , u7 so-called
”fictitious concentrations”, which describe processes in the nucleus via linear equations yielding
a delayed response. The reaction dynamics of the eight species ui, i = 0, 1, . . . , 7 are depicted
by the diagram in Fig. 2.
u1 u3 u4 u5
u6u7u2u0
rimp2 rdelay rdelay
rdelay
rdelayrdelay
ractpJAK
rexp
rimp
Figure 2. Reaction network of the JAK2/STAT5 signalling pathway
The JAK2/STAT5 model considers a smooth, bounded domain Ω0 ⊂ R
n and distinguishes
Ωnuc ( Ω0 the domain of the cell nucleus and Ωcyt = Ω0\Ωnuc the cell cytoplasm. With a little
abuse of notation, we denote by ∂Ωcyt = ∂Ω0 the membrane of the cell, while ∂Ωnuc is the
boundary of the nucleus.
The following mixed PDE/ODE model was considered in [13]: The two PDEs
∂tu0(t, x) = D∆u0(t, x), t > 0, x ∈ Ωcyt,
D∂n1u0(t, y) = −
ract
|∂Ωcyt|
pJAKu0(t, y), t > 0, y ∈ ∂Ωcyt,
D∂n2u0(t, y) = −
rimp
|∂Ωnuc|
u0(t, y) +
rexp
|∂Ωnuc|
u2(t), t > 0, y ∈ ∂Ωnuc,
(1.3a)

∂tu1(t, x) = D∆u1(t, x), t > 0, x ∈ Ωcyt,
D∂n1u1(t, y) =
ract
|∂Ωcyt|
pJAKu0(t, y), t > 0, y ∈ ∂Ωcyt,
D∂n2u1(t, y) = −
rimp2
|∂Ωnuc|
u1(t, y), t > 0, y ∈ ∂Ωnuc,
(1.3b)
and six ODEs
(u2)
′(t) +
rexp
|Ωnuc|
u2(t) =
rdelay
|Ωnuc|
u7(t) +
rimp
|Ωnuc||∂Ωnuc|
∫
∂Ωnuc
u0(t, y)dS,
(u3)
′(t) +
rdelay
|Ωnuc|
u3(t) =
rimp2
|Ωnuc||∂Ωnuc|
∫
∂Ωnuc
u1(t, y)dS,
(ui)
′(t) +
rdelay
|Ωnuc|
ui(t) =
rdelay
|Ωnuc|
ui−1(t), i = 4, 5, 6, 7,
(1.3c)
subject to nonnegative initial data u0(x, 0) = u
in
0 (x), u1(x, 0) = u
in
1 (x), x ∈ Ω, ui(0) = u
in
i for
i = 2, 3, . . . , 7, where ν1 and ν2 are outward normals of ∂Ωcyt and ∂Ωnuc respectively. Note that
the system (1.3) satisfies the mass conservation law∫
Ωcyt
(u0(t, x) + u1(t, x))dx + |Ωnuc|
7∑
i=2
ui(t) =
∫
Ωcyt
(uin0 (x) + u
in
1 (x))dx + |Ωnuc|
7∑
i=2
uini . (1.4)
The well-posedness of the mixed PDE/ODE model (1.3) was shown in [13]. Moreover, in
the pure ODE case, the authors proved exponential convergence to equilibrium by extensively
studying the structure of the reaction matrix. This approach, however, doesn’t apply to the
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PDE/ODE case and the authors were only able to prove Lyapunov stability of the stationary
states of (1.3).
The second main result of this paper proves exponential convergence to equilibrium of the
mixed PDE/ODE JAK2/STAT5 model (1.3).
Theorem 1.2 (Exponential convergence to equilibrium of the JAK2/STAT5 model (1.3)). Let
Ω0,Ωnuc,Ωcyt ⊂ R
n, n ≥ 2 be smooth, bounded domains with Ωnuc ( Ω0, Ωcyt = Ω0\Ωnuc and
∂Ωcyt = ∂Ω0.
Then, for any positive initial mass M > 0, system (1.3) possesses a unique equilibrium
(u0,∞, . . . , u7,∞) satisfying the mass conservation law∫
Ωcyt
(u0,∞(x) + u1,∞(x))dx + |Ωnuc|
7∑
i=2
ui,∞ = M > 0. (1.5)
Moreover, u2,∞, . . . , u7,∞ are positive and u0,∞, u1,∞ ∈ C(Ωcyt) ∩ C
2(Ωcyt) satisfy that b ≤
u0,∞(x), u1,∞(x) ≤ B for all x ∈ Ωcyt for some constants 0 < b ≤ B ≤ +∞.
Finally, any global weak solution (ui)i=0,1,...,7 to (1.3) with positive initial mass M (as con-
structed in [13]) converges exponentially to the equilibrium (ui,∞)i=0,1,...,7 in the sense that∫
Ωcyt
(
|u0(t, x)− u0,∞(x)|
2
u0,∞(x)
+
|u1(t, x)− u1,∞(x)|
2
u1,∞(x)
)
dx
+ |Ωnuc|
7∑
i=2
|ui(t)− ui,∞|
2
ui,∞
≤ C1e
−λ1t,
for all t > 0, where λ1 is as in Lemma 2.6 and C1, λ1 are constants, which can be computed
explicitly in terms of the domains, parameters and initial mass M .
Remark 1.1. In system (1.3), the diffusion coefficients of u0 and u1 are taken the same as in
[13]. However, the proof of Theorem 1.2 holds equally for different diffusion coefficients for u0
and u1, e.g. u0 diffuses with D0 > 0 and u1 with D1 > 0.
2. Preliminaries
The proofs of Theorems 1.1 and 1.2 use some previous results about linear complex balance
reaction-diffusion networks proven in [10], which we shall briefly recall in the following. The
interested reader is referred to [10] for more details.
We consider a first order (i.e. linear) reaction network of the form
Si Sj i 6= j = 1, 2, . . . , N, (N )
aji
aij
where Si, i = 1, 2, . . . , N are different chemical substances (or species) and aij , aji ≥ 0 are
constant reaction rates. In particular, aij denotes the reaction rates from the species Sj to Si.
The considered reaction network is contained in a bounded vessel (or reactor) Ω ⊂ Rn, where
Ω is a smooth, bounded domain with outer unit normal ν. The substances Si are described
by spatio-temporal concentrations ui(t, x) at position x ∈ Ω and time t ≥ 0. In addition,
each substance Si is assumed to diffuse with a diffusion coefficient di ≥ 0, i = 1, 2, . . . , N .
Finally, using the mass action law as model for the reaction rates leads to the following linear
reaction-diffusion system:
ct = D∆c+Ac, x ∈ Ω, t > 0,
∂νc = 0, x ∈ ∂Ω, t > 0,
c(x, 0) = c0(x) ≥ 0, x ∈ Ω,
(2.1)
where c(t, x) = [u1(t, x), . . . , uN (t, x)]
T denotes the vector of concentrations subject to non-
negative initial conditions c0(x) = [u1,0(x) ≥ 0, . . . , uN,0(x) ≥ 0]
T , D = diag(d1, d2, . . . , dN )
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denotes the diagonal diffusion matrix and the reaction matrix A = (aij) ∈ R
N×N satisfies the
following conditions:{
aij ≥ 0, for all i 6= j, i, j = 1, 2, . . . , N,
ajj = −
∑N
i=1,i 6=j aij , for all j = 1, 2, . . . , N.
(2.2)
The solution to system (2.1) satisfies the following mass conservation law
N∑
i=1
∫
Ω
ui(t, x)dx = M :=
N∑
i=1
∫
Ω
ui,0(x)dx > 0 for all t > 0. (2.3)
To study the convergence to equilibrium we consider the following quadratic relative entropy
functional
E(c1|c2)(t) =
N∑
i=1
∫
Ω
|ui|
2
vi
dx (2.4)
between two solutions c1 = [u1, . . . , uN ]
T and c2 = [v1, . . . , vN ]
T (with respect to possibly
different initial data) and its entropy dissipation D(c1|c2) = −
d
dtE(c1|c2):
D(c1|c2) = 2
N∑
i=1
di
∫
Ω
vi
∣∣∣∣∇uivi
∣∣∣∣2 dx+ N∑
i,j=1;i<j
∫
Ω
(aijvj + ajivi)
(
ui
vi
−
uj
vj
)2
dx. (2.5)
The network N is called weakly reversible if for any reaction Si
aji
−−→ Sj with aji > 0, there
exist Sk1 , . . . , Skr such that Sj ≡ Sk0
ak1k0−−−→ Sk1
ak2k1−−−→ Sk2 → . . .→ Skr
akr+1kr
−−−−−→ Si ≡ Skr+1 with
aki+1ki > 0 for all i = 0, 1, . . . , r. Intuitively, a network N is weakly reversible if for any reaction
from Si to Sj we can find a returning chain of reactions, which starts from Sj and finishes at
Si.
If N is weakly reversible, then the associated reaction graph can be composed of multiple
disjoint strongly connected components, see [10]. However, these components are entirely inde-
pendent since every node of a first order reaction network represents only one species. Therefore,
all such disjoint components can be treated separately from one another and w.l.o.g. we shall
consider in the following only weakly reversible networks consisting of one strongly connect com-
ponent. Finally, all weakly reversible first order reaction networks satisfy the complex balance
condition, see [10]. The following theorem is one of the main results in [10].
Theorem 2.1 (Exponential convergence to equilibrium for first order reaction networks, [10]).
Assume that the reaction network N is weakly reversible and consists w.l.o.g. of only one
strongly connect component. Moreover, assume that there is at least one positive diffusion
coefficient, that is, there exists i0 such that di0 > 0. Let Ω ⊂ R
n, n ≥ 1 be a bounded domain
with sufficiently smooth boundary ∂Ω (e.g. ∂Ω ∈ C2+ǫ, ǫ > 0).
Then, for any given positive initial mass M > 0, system (2.1) possesses a unique positive
complex balance equilibrium c∞ = (u1,∞, . . . , un,∞) satisfying the mass conservation law (2.3).
Moreover, each solution to (2.1) with positive initial mass M converges exponentially to this
equilibrium with computable rates, i.e.
N∑
i=1
‖ui(t)− ui,∞‖
2
L2(Ω) ≤ Ce
−λt for all t > 0,
where C, λ are constants, which can be computed explicitly.
The following elementary inequality, which was proved in [10] (in a variant), will be useful in
the following sections.
Lemma 2.2 (A finite dimensional inequality, see [10]). Assume that the network N is weakly
reversible and consists of one strongly connected component.
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Then, for all c = (c1, . . . , cN ) satisfying
∑N
i=1 αici = 0 with α1, . . . , αN being positive con-
stants, there holds
N∑
i,j=1;i<j
(aij + aji)(ci − cj)
2 ≥ η
N∑
i=1
c2i
for an explicit constant η > 0 depending only on αi, aij and N .
Proof. First, thanks to the weak reversibility of N , and since N contains only one strongly
connected component, we observe for every Si and Sj in N that there exist a chain of nontrivial
reactions starting from Si and finishing at Sj and vice versa. Hence, by using iteratively the
triangle inequality along such chains of reactions in cases where aij = aji = 0, we can estimate
(see [10, Lemma 2.4] for the details)
N∑
i,j=1;i<j
(aij + aji)(ci − cj)
2 ≥ ζ
N∑
i,j=1;i<j
(ci − cj)
2 (2.6)
for some explicit constant ζ(N) > 0 only depending on N . Now, for any 1 ≤ i0 ≤ N
N∑
i,j=1;i<j
(ci − cj)
2 ≥
N∑
j=1;j 6=i0
(ci0 − cj)
2 ≥
N∑
j=1;j 6=i0
1
α2j
(αjci0 − αjcj)
2
≥
(
ci0
∑N
j=1;j 6=i0
αj −
∑N
j=1;j 6=i0
αjcj
)2
(N − 1)maxi=1,...,N{α2i }
=
(∑N
j=1 αj
)2
(N − 1)maxi=1,...,N{α2i }
c2i0 . (2.7)
Since 1 ≤ i0 ≤ N is arbitrary, by combining (2.6) and (2.7) we get the desired result. 
Proof of Theorem 1.1
In this section, we denote by c = (L,P, ℓ, p) the vector of concentrations of system (1.1). Fol-
lowing the previous section, we introduce the relative entropy between two solution trajectories
c1 = (L1, P1, ℓ1, p1) and c2 = (L2, P2, ℓ2, p2) as follow
E(c1|c2) =
∫
Ω
(
L21
L2
+
P 21
P2
)
dx+
∫
Γ
ℓ21
ℓ2
dS +
∫
Γ2
p21
p2
dS. (2.8)
Corresponding to (2.5), we can compute the entropy dissipation functional corresponding to
(2.8), i.e D(c1|c2) = −
d
dtE(c1|c2) as
D(c1|c2) = 2dL
∫
Ω
L2
∣∣∣∣∇L1L2
∣∣∣∣2 dx+ 2dP ∫
Ω
P2
∣∣∣∣∇P1P2
∣∣∣∣2 dx+ 2dℓ ∫
Γ
ℓ2
∣∣∣∣∇Γ ℓ1ℓ2
∣∣∣∣2 dS
+ 2dp
∫
Γ2
p2
∣∣∣∣∇p1p2
∣∣∣∣2 dS + ∫
Ω
(αP2 + βL2)
∣∣∣∣L1L2 − P1P2
∣∣∣∣2 dx
+
∫
Γ
(λL2 + γℓ2)
∣∣∣∣L1L2 − ℓ1ℓ2
∣∣∣∣2dS + ∫
Γ2
ξp2
∣∣∣∣P1P2 − p1p2
∣∣∣∣2dS + ∫
Γ2
σℓ2
∣∣∣∣ℓ1ℓ2 − p1p2
∣∣∣∣2dS. (2.9)
The following Lemma 2.3 proves the existence of a unique positive equilibrium provided
positive initial mass M > 0. The main difficulties are the complex balance structure of the
equilibrium (with the associated mass conservation law preventing standard coercivity argu-
ments) and the mixed boundary conditions impeding classical solutions and thus, the direct use
of classical maximum principles.
Lemma 2.3 (Existence of a unique positive equilibrium).
Let Ω be a bounded domain of Rn, n = 2, 3 with smooth boundary Γ = ∂Ω.
Then, for any positive initial mass M > 0, the system (1.1) possesses a unique positive
equilibrium c∞ = (L∞, P∞, ℓ∞, p∞) satisfying the mass conservation∫
Ω
(L∞(x) + P∞(x))dx+
∫
Γ
ℓ∞(x)dS +
∫
Γ2
p∞(x)dS = M. (2.10)
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Moreover, L∞ ∈ C(Ω) ∩ H
2(Ω), P∞ ∈ L
∞(Ω) ∩ H3/2(Ω), ℓ∞ ∈ C(Γ) ∩ H
2(Γ) and p∞ ∈
C(Γ2) ∩H
2(Γ2), and satisfy for some constants 0 < a ≤ A < +∞
0 < a ≤ L∞(x) ≤ A for all x ∈ Ω,
0 < a ≤ P∞(x) ≤ A for almost all x ∈ Ω,
0 < a ≤ ℓ∞(x) ≤ A for all x ∈ Γ,
0 < a ≤ p∞(x) ≤ A for all x ∈ Γ2.
Proof. We will first prove that the equilibrium system has non-negative solutions and then show
that equilibria are indeed bounded and strictly positive. Finally, the uniqueness follows from
the vanishing of entropy-dissipation functional (2.9).
In order to prove the existence of nonnegative equilibria via a fixed point argument, we
consider the following auxiliary system
−dL∆L+ βL = αP0, −dP∆P + αP = βL0, x ∈ Ω,
dL∂νL+ λL = γℓ0, dP∂νP = χΓ2ξp0, x ∈ Γ,
−dℓ∆Γℓ+ (λ+ σχΓ2)ℓ = λL0|Γ, x ∈ Γ,
−dp∆Γ2p+ ξp = σℓ0, x ∈ Γ2,
dp∂νΓ2p = 0, x ∈ ∂Γ2
(2.11)
where (L0, P0, ℓ0, p0) ∈ Y are given in the space
Y = {(U, V, u, v) ∈ H1(Ω)× L2(Ω)× L2(Γ)× L2(Γ2) : U, V, u, v ≥ 0}.
By standard linear elliptic equation theory, there exists a unique weak solution (L,P, ℓ, p) ∈
H1(Ω)×H1(Ω)×H1(Γ)×H1(Γ2) for (2.11). Thanks to the nonnegativity of (L0, P0, ℓ0, p0) ∈ Y
and the weak maximum principle (cf. e.g. [14]), this solution is also nonnegative: Indeed, by
testing, for instance, the equation for P by the negative part P− = −min{P, 0}, we calculate
with PP− = −(P−)
2
−
∫
Γ
χΓ2ξp0P− dS − dP
∫
Ω
χ{P≤0}|∇P |
2 dx = +α
∫
Ω
(P−)
2 + β
∫
Ω
L0P− dx, (2.12)
and observe that the left hand side is nonpositive while the right hand side is nonnegative
provided that p0 and L0 are nonnegative. Thus, both sides have to equal zero and, as a
consequence,
∫
Ω(P−)
2 = 0, which implies the nonnegativity of P .
Moreover, the smoothness of the boundary ∂Ω allows to deduce higher regularity for L,
namely L ∈ H2(Ω) thanks to P0 ∈ L
2(Ω) and ℓ0 ∈ L
2(Γ). In particular, the following a prior
estimate holds
‖L‖H2(Ω) + ‖P‖H1(Ω) + ‖ℓ‖H1(Γ) + ‖p‖H1(Γ2)
≤ C
(
‖L0‖H1(Ω) + ‖P0‖L2(Ω) + ‖ℓ0‖L2(Γ) + ‖p0‖L2(Γ2)
)
.
By defining T : Y → Y by T(L0, P0, ℓ0, p0) = (L,P, ℓ, p), we obtain from the previous a priori
estimate that T is a compact operator. Hence, it follows from the Schauder fixed point theorem
that there exist fixed points (L∞, P∞, ℓ∞, p∞) of T, and these fixed points are thus nonnegative
solutions to the equilibrium system. Note that uniqueness of the fixed points (L∞, P∞, ℓ∞, p∞)
can not be supposed as such, since we expect equilibria to exist for any given mass M .
Next, again by maximal regularity for linear elliptic equations, we obtain L∞ ∈ H
2(Ω),
ℓ∞ ∈ H
2(Γ) and p∞ ∈ H
2(Γ2), which implies L∞ ∈ C(Ω), ℓ∞ ∈ C(Γ) and p∞ ∈ C(Γ2) thanks
to Sobolev embeddings and Ω ⊂ Rn with n = 2, 3. The continuity of L∞, ℓ∞ and p∞ and the
compactness of Ω, Γ and Γ2 imply also the upper bounds L∞, ℓ∞, p∞ ≤ A < +∞ for a constant
A.
For P∞ satisfying the mixed Neumann boundary condition dP∂νP∞ = χΓ2p∞ with χΓ2 ∈
L∞(Γ) being discontinuous, maximal elliptic regularity only yields P∞ ∈ H
3/2(Ω), which is
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insufficient to conclude boundedness in three space dimensions, see e.g. [8]. However, we are
able to construct supersolutions Pˆ as the solutions of{
−dP∆Pˆ + αPˆ = β‖L∞‖∞, x ∈ Ω,
dP∂νPˆ = ξ‖p∞‖∞, x ∈ ∂Γ.
For the supersolutions Pˆ , standard elliptic theory implies the maximal regularity Pˆ ∈ H2(Ω)
und thus continuity and boundedness. Moreover, the same weak maximum principle argument
as in (2.12) yields Pˆ ≥ P∞ and thus the upper bound P∞ ≤ A < +∞ for a constant A.
We will show now that ℓ∞ ≡ 0 implies L∞ = P∞ = p∞ = 0. Indeed, with ℓ∞ ≡ 0 it follows
readily that p∞ ≡ 0. By multiplying the equation for L∞ by βL∞, the equation for P∞ by
αP∞, and by summing the two equations, we calculate with p∞ ≡ 0
dL‖∇L∞‖
2
L2(Ω) + λ‖L∞‖
2
L2(Γ) + dP ‖∇P∞‖
2
L2(Ω) +
∫
Ω
(βL∞ − αP∞)
2 dx = 0,
which implies L∞ ≡ 0 and eventually P∞ ≡ 0. Therefore, whenever a positive mass M > 0 is
considered, the corresponding equilibrium state has to satisfy ℓ∞ 6≡ 0, and consequently p∞ 6≡ 0
and P∞ 6≡ 0.
From the continuity of ℓ∞, we obtain that p∞ is the unique classical solution to{
−dp∆Γ2p∞ + ξp∞ = σℓ∞, x ∈ Γ2,
dp∂νΓ2p∞ = 0, x ∈ ∂Γ2
Since ℓ∞ is nonnegative and not identically zero, we can apply the classical maximum principle
to conclude p∞(x) ≥ a > 0 for x ∈ Γ2 and a constant a > 0.
Next, by considering the auxiliary equation
−dℓ∆Γℓ
∗ + (γ + σ)ℓ∗ = λL∞|Γ, x ∈ Γ,
and by recalling the continuity and nonnegativity of L∞ 6≡ 0, the strong maximum applied
to the unique classical solution ℓ∗ implies that ℓ∗(x) ≥ a > 0 for all x ∈ Γ and a constant
a > 0. Moreover, by a weak maximum principle argument analog to (2.12), we have that ℓ∗ is
a subsolution to ℓ∞, i.e. ℓ∞(x) ≥ ℓ
∗(x) ≥ a > 0 for all x ∈ Γ.
Moreover, we consider the unique classical solutions L∗ of the auxiliary system
−dL∆L
∗ + βL∗ = 0, x ∈ Ω, dL∂νL
∗ + λL∗ = γℓ∞, x ∈ Γ,
for which the classical maximum principle and the lower bound ℓ∞(x) ≥ a > 0 implies L
∗(x) ≥
a > 0 for x ∈ Ω and a constant a > 0. Furthermore, by the weak maximum principle, L∗ is a
subsolution to L∞, i.e. L∞(x) ≥ L
∗ ≥ a > 0 for all x ∈ Ω.
Finally, by considering the unique classical solution P ∗ of the auxiliary system
−dP∆P
∗ + αP ∗ = βL∞, x ∈ Ω, dP∂νP
∗ = 0, x ∈ ∂Γ,
the weak maximum principle shows P ∗ to be subsolutions, which is bounded below by a positive
constants due to the strong maximum principle applied to P ∗, i.e. P∞(x) ≥ P
∗(x) ≥ a > 0 for
x ∈ Ω and a constant a > 0. This finishes the proof of the lower and upper bounds.
To prove the uniqueness of the equilibrium for a given positive mass M > 0, we suppose two
different equilibria c
(1)
∞ = (L
(1)
∞ , P
(1)
∞ , ℓ
(1)
∞ , p
(1)
∞ ), c∞ = (L∞, P∞, ℓ∞, p∞) as constructed above.
Then, obviously the entropy-dissipation of the relative entropy between c(1) and c∞ vanishes,
i.e. D(c
(1)
∞ , c∞) = 0. Thanks to (2.9), this implies
L
(1)
∞
L∞
≡
P
(1)
∞
P∞
≡
ℓ
(1)
∞
ℓ∞
≡
p
(1)
∞
p∞
≡ k
for some constant k ∈ R\{0}. Hence, the conservation law (2.10) implies c
(1)
∞ ≡ c∞ provided a
fixed positive mass M > 0. 
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Remark 2.1. Note that the existence of a nonnegative equilibrium is proved independently of
the space dimension. The positive lower and upper bounds, however, are based on classical
maximum principles arguments. Due to the discontinuity of the characteristic function χΓ2 , we
do not get classical solutions but only weak solutions with higher regularity (e.g. L∞ ∈ H
2(Ω),
P∞ ∈ H
3/2(Ω)), which restricts our proof to dimensions n ≤ 3. The case of higher spatial
dimensions remains open.
The proof of Theorem 1.1 is based on the following crucial Lemma 2.4, which establishes a so
called entropy entropy-dissipation estimate and constitutes the key idea of the entropy method,
which aims to quantify the entropy dissipation in terms of the relative entropy towards the
equilibrium via a functional inequality independent of the flow of a PDE model, see e.g. [5, 6].
In order to prove the entropy entropy-dissipation estimate in Lemma 2.4 and in particular
as a consequence of having to prove an entropy method for the space inhomogeneous equilibria
c∞ = (L∞, P∞, ℓ∞, p∞), it will be highly convenient to introduce the following abbreviations,
weighted quantities and inequalities:
• Norms: ‖ · ‖Ω, ‖ · ‖Γ, ‖ · ‖Γ2 are the norms in L
2(Ω), L2(Γ), L2(Γ2), respectively;
• New variables (weighted deviations around equilibrium values):
U =
L− L∞
L∞
, V =
P − P∞
P∞
, u =
ℓ− ℓ∞
ℓ∞
, v =
p− p∞
p∞
;
• New measures: dL∞ = L∞dx, dP∞ = P∞dx,
dSL∞ = L∞|Γ dS, dSP∞ = P∞|Γ dS, dℓ∞ = ℓ∞dS, dp∞ = p∞dS.
• Weighted averages: U = 1∫
Ω
dL∞
∫
Ω UdL∞, V =
1∫
Ω
dP∞
∫
Ω V dP∞,
u =
1∫
Γ dℓ∞
∫
Γ
ℓdℓ∞, v =
1∫
Γ2
dp∞
∫
Γ2
pdp∞.
• Weighted Poincare´ Inequalities: The following weighted inequalities hold thanks to the
upper and lower bounds of L∞, P∞, ℓ∞ and p∞ in Lemma 2.3∫
Ω
|∇U |2dL∞ ≥ PL
∫
Ω
|U − U |2dL∞,
∫
Ω
|∇V |2dP∞ ≥ PP
∫
Ω
|V − V |2dP∞, (2.13)∫
Γ
|∇Γu|
2dℓ∞ ≥ Pℓ
∫
Γ
|u− u|2dℓ∞,
∫
Γ2
|∇Γ2v|
2dp∞ ≥ Pp
∫
Γ2
|v − v|2dp∞. (2.14)
• Weighted Trace Inequalities: Thanks to the lower and upper bounds of L∞ ∈ C(Ω) and
the usual Trace inequality, we have∫
Ω
|∇U |2dL∞ ≥ TL
∫
Γ
|U|Γ−U |
2dSL∞ (2.15)
With respect to the new notations, note that the relative entropy (2.8), in particular the
relative entropy w.r.t. the equilibrium c∞, i.e. E(c|c∞) can be rewritten as
E(c|c∞) = E(c− c∞|c∞) +M, where E(c∞|c∞) = M, (2.16)
and that E(c−c∞|c∞) =
∫
Ω U
2dL∞+
∫
Ω V
2dP∞+
∫
Γ u
2dℓ∞+
∫
Γ2
v2dp∞. Moreover, the entropy
dissipation law (2.9) rewrite as
D(c− c∞|c∞) = −
d
dt
E(c− c∞|c∞)
= 2dL
∫
Ω
|∇U |2dL∞ + 2dP
∫
Ω
|∇V |2dP∞ + 2dℓ
∫
Γ
|∇Γu|
2dℓ∞ + 2dp
∫
Γ2
|∇Γ2v|
2dp∞
+ α
∫
Ω
|U − V |2dP∞ + β
∫
Ω
|U − V |2dL∞ + λ
∫
Γ
|U|Γ −u|
2dSL∞
+ γ
∫
Γ
|U|Γ −u|
2dℓ∞ + ξ
∫
Γ2
|V |Γ −v|
2dp∞ + σ
∫
Γ2
|u− v|2dℓ∞, (2.17)
and from (2.16) it follows readily that D(c− c∞|c∞) = D(c|c∞).
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Proof of Theorem 1.1.
The proof of Theorem 1.1 is a direct consequence of the key functional inequality (2.18) in the
following Lemma 2.4 and a classical Gronwall argument applied to the entropy dissipation law
(2.17), which is weakly satisfied (in the sense of being integrated in time) by the weak global
solutions to system (1.1) constructed in [11]. 
Lemma 2.4 (Entropy entropy-dissipation estimate for system (1.1)).
Fix a positive initial mass M > 0. Then, for any non-negative measurable functions c =
(L,P, ℓ, p) satisfying the mass conservation∫
Ω
(L(x) + P (x))dx+
∫
Γ
ℓ(x)dS +
∫
Γ2
p(x)dS = M,
the entropy entropy-dissipation estimate
D(c− c∞|c∞) ≥ λ0 E(c− c∞|c∞) (2.18)
holds, where c∞ is as in Lemma 2.3 and the constant λ0 > 0 can be estimated explicitly.
Proof. Note that D(c − c∞|c∞) = 0 for all constant states satisfying U = V = u = v while
E(c − c∞|c∞) = 0 if and only if U = V = u = v = 0. Hence, the constraint provided by mass
conservation law, i.e.∫
Ω
U(x)dL∞ +
∫
Ω
V (x)dP∞ +
∫
Γ
u(x)dℓ∞ +
∫
Γ2
v(x)dp∞ = 0,
plays a crucial role in inequality (2.18), which can not hold otherwise.
The proof of this lemma is therefore divided into two steps, where the mass conservation
law enters the proof in the first step. At first, we remark that the relative entropy enjoys to
following additivity property w.r.t. c = (U, V , u, v)
E(c− c∞|c∞) = E(c − c|c∞) + E(c − c∞|c∞)
and that the second term on the right hand side is controlled in terms of the entropy dissipation
in Step 1, while the first term is controlled in Step 2:
Step 1. First, we prove that there exists an explicit constant K0 > 0 such that
D(c− c∞|c∞) ≥ K0 E(c− c∞|c∞) (2.19)
Indeed, (2.19) writes explicitly as
α|U − V |2
∫
Ω
dP∞ + β|U − V |
2
∫
Ω
dL∞ + λ|U − u|
2
∫
Γ
dSL∞
+ γ|U − u|2
∫
Γ
dℓ∞ + ξ|V − v|
2
∫
Γ2
dp∞ + σ|u− v|
2
∫
Γ2
dℓ∞
≥ K0
(
U
2
∫
Ω
dL∞ + V
2
∫
Ω
dP∞ + u
2
∫
Γ
dℓ∞ + v
2
∫
Γ2
dp∞
)
under the mass constrain U
∫
Ω dL∞+V
∫
Ω dP∞+u
∫
Γ dℓ∞+v
∫
Γ2
dp∞ = 0 and where α, β, λ, γ, σ
and ξ denote the positive reaction rate constants of the network Fig. 1.
However, the above inequality is a direct consequence of Lemma 2.2 applied to the vector of
averaged concentrations (U, V , u, v) after noting that the network of reactions between L,P, ℓ
and p (see Figure 1) is weakly reversible with one strongly connected component. Thus, the
constants K0 can be taken as the corresponding constant η > 0 of Lemma 2.2.
Step 2. We introduce the following deviations from the averaged values by δU = U − U, δV =
V −V , δu = u−u and δv = v−v. Note that
∫
Ω δUdL∞ =
∫
Ω δV dP∞ =
∫
Γ δudℓ∞ =
∫
Γ2
δvdp∞ = 0.
Moreover, we can rewrite
E(c− c∞|c∞) =
∫
Ω
δ2UdL∞ +
∫
Ω
δ2vdP∞ +
∫
Γ
δ2udℓ∞ +
∫
Γ2
δ2vdp∞ + E(c− c∞|c∞). (2.20)
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By using the weighted Poincare´ and Trace inequalities (2.13)–(2.15), we estimate D as
D(c− c∞|c∞) ≥ dLPL
∫
Ω
δ2UdL∞ + dPPP
∫
Ω
δ2V dP∞ + dLTL
∫
Γ
δ2UdSL∞
+ 2dℓPℓ
∫
Γ
δ2udℓ∞ + 2dpPp
∫
Γ2
δ2vdp∞
+
[
α
∫
Ω
|U − V |2dP∞ + β
∫
Ω
|U − V |2dL∞ + λ
∫
Γ
|U|Γ −u|
2dSL∞
+ γ
∫
Γ
|U|Γ −u|
2dℓ∞ + ξ
∫
Γ2
|V |Γ2 −v|
2dp∞ + σ
∫
Γ2
|u− v|2dℓ∞
]
(2.21)
We denote by Ji, i = 1, 2, . . . , 6 the last six terms on the right hand side of (2.21). We have
J1 = α
∫
Ω
|U − V |2dP∞ = α
∫
Ω
|U − V + δU − δV |
2dP∞
≥ ǫ1α
∫
Ω
|U − V |2dP∞ −
2αǫ1
1− ǫ1
(∫
Ω
δ2UdP∞ +
∫
Ω
δ2V dP∞
)
≥ ǫ1α
∫
Ω
|U − V |2dP∞ −
2αǫ1
1− ǫ1
(∥∥∥∥P∞L∞
∥∥∥∥
L∞(Ω)
∫
Ω
δ2UdL∞ +
∫
Ω
δ2V dP∞
) (2.22)
for all ǫ1 ∈ (0, 1). Similarly, we get
J2 ≥ ǫ2β
∫
Ω
|U − V |2dL∞ −
2βǫ2
1− ǫ2
(∫
Ω
δ2UdL∞ +
∥∥∥∥L∞P∞
∥∥∥∥
L∞(Ω)
∫
Ω
δ2V dP∞
)
,
J3 ≥ ǫ3λ
∫
Γ
|U − u|2dSL∞ −
2λǫ3
1− ǫ3
(∫
Γ
(δU|Γ)
2 dSL∞ +
∥∥∥∥L∞ℓ∞
∥∥∥∥
L∞(Γ)
∫
Γ
δ2udℓ∞
)
,
J4 ≥ ǫ4γ
∫
Γ
|U − u|2dℓ∞ −
2γǫ4
1− ǫ4
(∥∥∥∥ ℓ∞L∞
∥∥∥∥
L∞(Γ)
∫
Γ
(δU|Γ)
2 dSL∞ +
∫
Γ
δ2udℓ∞
)
,
J6 ≥ ǫ6σ
∫
Γ2
|u− v|2dℓ∞ −
2σǫ6
1− ǫ6
(∫
Γ2
δ2udℓ∞ +
∥∥∥∥ ℓ∞p∞
∥∥∥∥
L∞(Γ2)
∫
Γ2
δ2vdp∞
)
, (2.23)
with ǫ2, ǫ3, ǫ4, ǫ6 ∈ (0, 1). For J5, the lack of continuity of P∞ at the boundary Γ2 prevents a
similar estimate as above, since it is unclear how to control the term ‖ p∞P∞ ‖L∞(Γ2). However,
the weak reversibility of system (1.1) allows first to estimate J5 ≥ 0 and then use the triangle
inequality to have
1
2
(
ǫ2β
∫
Ω
|U − V |2dL∞ + ǫ3λ
∫
Γ
|U − u|2dSL∞ + ǫ6σ
∫
Γ2
|u− v|2dℓ∞
)
≥
1
6
min
{
ǫ2β
∫
Ω
dL∞; ǫ3λ
∫
Γ
dSL∞ ; ǫ6σ
∫
Γ2
dℓ∞
}
|V − v|2 =: ω|V − v|2. (2.24)
By combining (2.21)–(2.23) and by choosing ǫ1, . . . , ǫ6 small enough (for instance in order to
ensure that for some η1 > 0
dLPL −
2αǫ1
1− ǫ1
∥∥∥∥P∞L∞
∥∥∥∥
L∞(Ω)
−
2βǫ2
1− ǫ2
≥ η1 > 0
with
∥∥P∞
L∞
∥∥
L∞(Ω)
≤ Aa by Lemma 2.3), we can estimate D(c− c∞|c∞) below as
D(c− c∞|c∞) ≥
1
2
min{ǫ1, ǫ2, ǫ3, ǫ4, 2ω, ǫ6}D(c− c∞|c∞)
+ η1
∫
Ω
δ2UdL∞ + η2
∫
Ω
δ2V dP∞ + η3
∫
Γ
δ2udℓ∞ + η4
∫
Γ2
δ2vdp∞
(2.25)
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where ω is defined in (2.24). Hence, by using (2.19) and (2.20), we have
D(c− c∞|c∞) ≥
1
2
K0min{ǫ1, ǫ2, ǫ3, ǫ4, 2ω, ǫ6}E(c − c∞|c∞)
+ min
i=1..4
{ηi}
(∫
Ω
δ2UdL∞ +
∫
Ω
δ2V dP∞ +
∫
Γ
δ2udℓ∞ +
∫
Γ2
δ2vdp∞
)
≥ λ0 E(c − c∞|c∞)
with λ0 =
1
2 min{2K0ǫ1, 2K0ǫ2, 2K0ǫ3, 2K0ǫ4, 4K0ω, 2K0ǫ6, η1, η2, η3, η4}. 
Proof of Theorem 1.2
In this section, we denote by u = (u0, u1, . . . , u7) and w = (w0, w1, . . . , w7). Moreover, we
define (in the spirit of the relative entropy (2.4) of first-order reaction networks) the relative
entropy functional associated to (1.3):
E(u|w) =
∫
Ωcyt
(
|u0|
2
w0
+
|u1|
2
w1
)
dx+ |Ωnuc|
7∑
i=2
|ui|
2
wi
, (2.26)
which dissipates (analog to the entropy dissipation (2.5)) due to the following entropy dissipation
functional:
D(u|w) = −
d
dt
E(u|w) = D
∫
Ωcyt
w0
∣∣∣∇ u0
w0
∣∣∣2dx+D ∫
Ωcyt
w1
∣∣∣∇ u1
w1
∣∣∣2dx
+ ract pJAK
∫
∂Ωcyt
w0
[
u0
w0
∣∣∣∣
∂Ωcyt
−
u1
w1
∣∣∣∣
∂Ωcyt
]2
dS + rimp2
∫
∂Ωnuc
w1
[
u1
w1
∣∣∣∣
∂Ωnuc
−
u3
w3
]2
dS
+ rimp
∫
∂Ωnuc
w0
[
u0
w0
∣∣∣∣
∂Ωnuc
−
u2
w2
]2
dS + rexpw2
∫
∂Ωnuc
[
u0
w0
∣∣∣∣
∂Ωnuc
−
u2
w2
]2
dS
+ rdelay w7
[
u7
w7
−
u2
w2
]2
+
6∑
i=3
rdelay wi
[
ui
wi
−
ui+1
wi+1
]2
. (2.27)
Lemma 2.5 (Existence of a unique positive equilibrium of (1.3)).
For any positive initial mass M > 0, system (1.3) possesses a unique equilibrium u∞ =
(u0,∞, . . . , u7,∞) satisfying the mass conservation (1.5), i.e.∫
Ωcyt
(u0,∞(x) + u1,∞(x))dx + |Ωnuc|
7∑
i=2
ui,∞ = M > 0.
Moreover, u2,∞, . . . , u7,∞ are positive and u0,∞, u1,∞ ∈ C(Ωcyt) ∩ C
2(Ωcyt) satisfy
0 < b ≤ u0,∞(x), u1,∞(x) ≤ B < +∞, for all x ∈ Ωcyt
for some constants 0 < b ≤ B ≤ +∞.
Proof. From (1.3c), we easily see that
u3,∞ = u4,∞ = u5,∞ = u6,∞ = u7,∞ =
rimp2
rdelay|∂Ωnuc|
∫
∂Ωnuc
u1,∞(y)dS, (2.28)
u2,∞ =
rdelay
rexp
u7,∞ +
rimp
rexp|∂Ωnuc|
∫
∂Ωnuc
u0,∞(y)dS
=
rimp2
rexp|∂Ωnuc|
∫
∂Ωnuc
u1,∞(y)dS +
rimp
rexp|∂Ωnuc|
∫
∂Ωnuc
u0,∞(y)dS. (2.29)
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It thus remains to solve the following non-local elliptic system for u0,∞ and u1,∞,
D∆u0,∞(x) = 0, x ∈ Ωcyt,
D∂n1u0,∞(y) = −
ract
|∂Ωcyt|
pJAKu0,∞(y), y ∈ ∂Ωcyt,
D∂n2u0,∞(y) = −
rimp
|∂Ωnuc|
u0,∞(y)
+ 1|∂Ωnuc|
(
rimp2
|∂Ωnuc|
∫
∂Ωnuc
u1,∞ dS +
rimp
|∂Ωnuc|
∫
∂Ωnuc
u0,∞ dS
)
, y ∈ ∂Ωnuc,
(2.30a)

D∆u1,∞(x) = 0, x ∈ Ωcyt,
D∂n1u1,∞(y) =
ract
|∂Ωcyt|
pJAKu0,∞(y), y ∈ ∂Ωcyt,
D∂n2u1,∞(y) = −
rimp2
|∂Ωnuc|
u1,∞(y), y ∈ ∂Ωnuc.
(2.30b)
subject to the constraint, which follows from the mass conservation, (2.28) and (2.29),∫
Ωcyt
(u0,∞ + u1,∞)dx+
rimp
rexp|∂Ωnuc|
∫
∂Ωnuc
u0,∞dS
+
(
5
rimp2
rdelay|∂Ωnuc|
rimp2
rexp|∂Ωnuc|
)∫
∂Ωnuc
u1,∞dS = M. (2.31)
By considering an auxiliary system as follows
D∆u0 = 0, x ∈ Ωcyt,
D∂n1u0 +
ract
|∂Ωcyt|
pJAKu0 = 0, y ∈ ∂Ωcyt,
D∂n2u0 +
rimp
|∂Ωnuc|
u0 =
1
|∂Ωnuc|
(
rimp2
|∂Ωnuc|
∫
∂Ωnuĉ
u1 dS +
rimp
|∂Ωnuc|
∫
∂Ωnuĉ
u0 dS
)
, y ∈ ∂Ωnuc,
D∆u1 = 0, x ∈ Ωcyt,
D∂n1u1 =
ract
|∂Ωcyt|
pJAKû0(y), y ∈ ∂Ωcyt,
D∂n2u1 +
rimp2
|∂Ωnuc|
u1 = 0, y ∈ ∂Ωnuc
(2.32)
we can use similar arguments in Lemma 2.3, namely define for non-negative (û0, û1) an operator
L : (û0, û1) 7→ (u0, u1) as the solution to (2.32). Then, the existence of a nonnegative weak
solution (u0,∞, u1,∞) ∈ H
1(Ωcyt)×H
1(Ωcyt) to (2.30a)-(2.30b) follows from the Schauder fixed
point theorem applied to L. In return, this implies nonnegative equilibria (u0,∞, . . . , u7,∞) to
system (1.3).
By applying standard bootstrap arguments to (2.30a) and (2.30b), we obtain that (u0,∞, u1,∞)
is in fact a classical solution, namely u0,∞, u1,∞ ∈ C(Ωcyt) ∩ C
2(Ωcyt). Hence, u0,∞ and u1,∞
are uniformly bounded above by a positive constant thanks to the compactness of Ωcyt. We
now prove the strict positivity of u0,∞ and u1,∞. First we show that u0,∞ is not identical to
zero on ∂Ωcyt. Indeed, assume the reserve is true, we then obtain from (2.30b) that u1,∞ ≡ 0.
It follows then from (2.30a) and the strong maximum principle that u0,∞ ≡ 0. This violates the
mass conservation (2.31). Therefore, u0,∞ ≥ 0 is not identical to zero on ∂Ωcyt and we get from
(2.30b) and the maximum principle that u1,∞(x) > 0 for all x ∈ Ωcyt which leads to a strictly
positive lower bound of u1,∞. The strict positivity of u0,∞ also follows from u0,∞ ∈ C(Ωcyt)
and strong maximum principle since the second boundary condition in (2.30a) implies
D∂nu0,∞(y) +
rimp
|∂Ωnuc|
u0,∞(y) ≥
rimp2
|∂Ωnuc|2
∫
∂Ωnuc
u1,∞dS
and u1,∞ is strictly positive. The uniqueness of the equilibrium can be proved similar to Lemma
2.3 thanks to the entropy structures (2.26) and (2.27). We omit here the proof. 
As in the previous section, we introduce the following short notations
• New variables: vi =
ui−ui,∞
ui,∞
, for i = 0, 1, . . . , 7.
• New measures: du0,∞ = u0,∞dx, du1,∞ = u1,∞dx, dσu0,∞ = u0,∞|∂Ωcyt dS,
dσu1,∞ = u1,∞|∂Ωcyt dS, dSu0,∞ = u0,∞|∂Ωnuc dS, dSu1,∞ = u1,∞|∂Ωnuc dS.
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• New parameters: α = ract, β = pJAK , γ = rimp, σ = rimp2, κ = rexp, ξ = rdelay.
• Weighted averages:
v0 =
1∫
Ωnuc
du0,∞
∫
Ωnuc
v0(t, x)du0,∞, v1 =
1∫
Ωnuc
du1,∞
∫
Ωnuc
v1(t, x)du1,∞.
Then, analog to (2.16)–(2.17), we can rewrite the relative entropy
E(u− u∞|u∞) =
∫
Ωcyt
|v0|
2du0,∞ +
∫
Ωcyt
|v1|
2du1,∞ + |Ωnuc|
7∑
i=2
ui,∞|vi|
2, (2.33)
and its entropy dissipation functional D(u− u∞|u∞) = −
d
dtE(u− u∞|u∞) as
D(u− u∞|u∞) = D
∫
Ωcyt
|∇v0|
2 du0,∞ +D
∫
Ωcyt
|∇v1|
2 du1,∞ +
6∑
i=3
ξui,∞ [vi − vi+1]
2
+ αβ
∫
∂Ωcyt
[
v0|∂Ωcyt −v1|∂Ωcyt
]2
dσu0,∞ + σ
∫
∂Ωnuc
[v1|∂Ωnuc −v3]
2 dSu1,∞
+ γ
∫
∂Ωnuc
[v0|∂Ωnuc −v2]
2 dSu0,∞ + κu2,∞
∫
∂Ωnuc
[v0|∂Ωnuc −v2]
2dS + ξu7,∞[v7 − v2]
2. (2.34)
Finally, the mass conservation law rewrite as
v0
∫
Ωcyt
du0,∞ + v1
∫
Ωcyt
du1,∞ + |Ωnuc|
7∑
i=2
ui,∞vi = 0. (2.35)
Proof of Theorem 1.2.
The proof of Theorem 1.2 is a direct consequence of the functional inequality (2.36) in the
following Lemma 2.6 and a Gronwall argument applied to the entropy dissipation law (2.34),
which is weakly satisfied by the global solutions constructed in [13]. 
Lemma 2.6 (Entropy entropy-dissipation estimate for system (1.3)).
Fix a positive initial mass M > 0. Then, for any measurable state u = (u0, . . . , u7) satisfying the
mass conservation
∫
Ωcyt
(u0(x)+u1(x))dx+ |Ωnuc|
∑7
i=2 ui = M the entropy entropy-dissipation
inequality
D(u− u∞|u∞) ≥ λ1 E(u− u∞|u∞) (2.36)
holds where u∞ is as in Lemma 2.5 and the constant λ1 > 0 can be estimated explicitly.
Proof. The proof of this lemma is similar to that of Lemma 2.4. First, it is straightforward to
verify that the relative entropy satisfies to following additivity property:
E(u− u∞|u∞) = E(u− u|u∞) + E(u− u∞|u∞) (2.37)
where
E(u− u|u∞) =
∫
Ωcyt
|v0 − v0|
2du0,∞ +
∫
Ωcyt
|v1 − v1|
2du1,∞,
E(u− u∞|u∞) = v
2
0
∫
Ωcyt
du0,∞ + v
2
1
∫
Ωcyt
du1,∞ + |Ωnuc|
∑7
i=2 ui,∞|vi|
2.
Step 1. Thanks to the mass conservation law (2.35), it follows from Lemma 2.2 and the weak
reversibility of the reaction network Fig. 2 that for an explicit constant L0 > 0
D(u− u∞|u∞) ≥ L0 E(u− u∞|u∞). (2.38)
Step 2. The term E(u− u|u∞) can be controlled in terms of the entropy dissipation by using
the weighted Poincare´ inequalities as follow
1
2
D(u− u∞|u∞) ≥ D
∫
Ωcyt
|∇v0|
2du0,∞ +D
∫
Ωcyt
|∇v1|
2du1,∞
≥ L1
(∫
Ωcyt
|v0 − v0|
2du0,∞ +
∫
Ωcyt
|v1 − v1|
2du1,∞
)
= L1 E(u− u|u∞),
(2.39)
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where L1 = Dmin{Pu0,∞ , Pu1,∞} depends on D and the corresponding weighted Poincare´ con-
stants. Next, we prove for some constant L2 > 0 that
1
2
D(u− u∞|u∞) ≥ L2D(u− u∞|u∞), (2.40)
which yields the desired estimate (2.36) with λ1 = min{L1, L0L2} by combining (2.37), (2.38),
(2.39) and (2.40). To prove (2.40), we will use the µ-weighted trace inequalities∫
Ωcyt
|∇f |2dµ ≥ Tσµ
∫
∂Ωcyt
|f − f |2 dσµ,
∫
Ωnuc
|∇f |2dµ ≥ TSµ
∫
∂Ωnuc
|f − f |2 dSµ,
where f = 1∫
Ωcyt
dµ
∫
Ωcyt
fdµ to estimate, using the triangle inequality,
D(u− u∞|u∞) ≥ DTµ
∫
∂Ωcyt
|v0 − v0|
2dσu0,∞ +DTµ
∫
∂Ωcyt
|v1 − v1|
2dσu1,∞ + ξu7,∞|v7 − v2|
2
+ αβ
∫
∂Ωcyt
|v0 − v1|
2dσu0,∞ +DTµ
∫
∂Ωnuc
|v0 − v0|
2dSu0,∞ + γ
∫
∂Ωnuc
|v0 − v2|
2dSu0,∞
+DTµ
∫
∂Ωnuc
|v1 − v1|
2dSu1,∞ + σ
∫
∂Ωnuc
|v1 − v3|
2dSu1,∞ +
6∑
i=3
ξui,∞ [vi − vi+1]
2
≥ C1|v0 − v1|
2
∫
∂Ωcyt
dσu0,∞ + C2|v0 − v2|
2
∫
∂Ωnuc
dSu0,∞ + C3|v1 − v3|
2
∫
∂Ωnuc
dSu1,∞
+
6∑
i=3
ξui,∞|vi − vi+1|
2 ≥ 2L2D(u− u∞|u∞)
where Tµ = min{Tσu0,∞ , Tσu1,∞ , TSu0,∞ , TSu1,∞}, C1 =
DTµ
3 min
{
1;αβ; min
y∈∂Ωcyt
u1,∞(y)
u0,∞(y)
}
, C2 =
min{DTµ;γ}
2 , C3 =
min{DTµ;σ}
2 and L2 =
1
2 min
{
C1
αβ ;
C2
2γ ;
C2
∫
∂Ωnuc
dSu0,∞
2κu2,∞
∫
∂Ωnuc
dS
; C3σ ; 1
}
which can be com-
puted explicitly, for instance
DTµ
∫
∂Ωcyt
|v0 − v0|
2dσu0,∞ +DTµ
∫
∂Ωcyt
|v1 − v1|
2dσu1,∞ + αβ
∫
∂Ωcyt
|v0 − v1|
2dσu0,∞
≥
1
3
DTµmin
{
1; min
y∈∂Ωcyt
u1,∞(y)
u0,∞(y)
; αβ
}∫
∂Ωcyt
(v0 − v0 + v1 − v1 − v0 + v1)
2dσu0,∞
= C1|v0 − v1|
2
∫
∂Ωcyt
dσu0,∞ .

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