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Preface
Rapidly changing information needs in research and commerce have increased
demands for advances in computer technology. The industry has answered by
improving the gathering, analysis, processing, and storage of data, thereby enhanc
ing computer performance and reducing costs.
Another advance, natural language processing, enables a computer to accept
instructions in human language, process the input, and generate the required out
put. This natural language communication is closely related to expert systems
because both technologies are within the field of artificial intelligence.* This report
presents practical information about natural language processing—its basics, the
opportunities for the accounting profession, issues to consider, and prospects for
the future. This information is neither new nor highly technical. It is basic coverage
intended to help AICPA members and other interested parties understand the
natural language possibilities for problem solving and productivity improvement.
Hopefully this report will encourage practitioners to meet the challenges of natu
ral language processing as they provide professional services.

EDP Technology Research Subcommittee (1987-88)
Karl G. King, Chairman
Raymond W. Elliott
Mark A. Fien
Ali R. Kakhsaz
Richard K. Oppenheim

Thomas R. Orsi
Suzanne M. Spitzer
Paul J. Steinbart
Robert B. Sweeney
Kenneth L. Vander Wal

Monroe S. Kuttner, Director
Management Advisory Services
Monte N. Kaplan, Technical Manager
Management Advisory Services
Steven E. Sacks, Technical Manager
Management Advisory Services
Libby F. Bruch, Coordinator/Editor
Management Advisory Services
*For more information on artificial intelligence, see the MAS Special Report entitled An Introduction
to Artificial Intelligence and Expert Systems (New York: AICPA, 1987).

iii

Contents
Preface
Natural Language Basics
What Is a Natural Language Processor?
Approaches to Natural Language Processing
Connectionist Approach
Grammar-Based Approaches
Knowledge-Based Approaches
Evaluation of the State of the Art

Examples of Natural Language Processing Applications
Structured Conversational Systems
Quick-Quoter
StreetSmart
Combinations of Linguistic and Graphic Techniques
Interfaces to Databases
Linguistic Knowledge
Query-Processing Characteristics
Knowledge Acquisition From Text
ATRANS®
ELOISE

Opportunities for the Accounting Profession
Types of Tasks
Benefits
Potential Applications

iii
1
1
1
2
2
2
3

4
4
4
4
6
6
7
7
10
11
11

12
12
12
13

Appendix—Resource List of Natural Language Interfaces
to Databases

14

Bibliography

15

v

Natural Language Basics
What Is a Natural Language Processor?
A natural language (NL) processor is a computer program that permits a computer
to “understand” human languages, that is, to accept ordinary human language as
input and execute the corresponding computing functions. Hence, the central func
tion of the program is to transform the input into a form that can be used internally
by a computer.
Human language is much more complex than it first appears, and many prob
lems must be solved to put human language into a form that a computer can use.
The foremost problem is resolving potentially ambiguous input into an unambiguous
statement the computer can use. Human languages incorporate many features that
produce ambiguity: different meanings for the same words, different meanings
produced by sentence structure, idioms, and metaphors. Therefore, an NL proces
sor routinely deals with input that has more than one possible interpretation.
This problem has plagued NL processors for years. Many researchers have
claimed that their NL programs could perform impressive feats of understanding,
and commercial software vendors have advertised their products as “programs that
understand you so you don’t have to understand them.” But the claims have often
exceeded the actual capabilities. These programs frequently appeared to perform
well under highly structured experimental conditions, but they failed when con
fronted with the demands of real-world tasks.
Recently, however, two developments have contributed to progress in practical
applications of NL processing. First, the dramatic increases in the speed and memory
capacity of computers and the cost-effectiveness of computing have made it possible
to apply greater resources to the task. Second, and perhaps more important, software
vendors have shifted away from emulating the human process of understanding lan
guage and toward the more limited goal of achieving an understanding sufficient for
defined practical tasks, such as database inquiry.

Approaches to Natural Language Processing
NL researchers are divided into two groups: one continues to examine language
as a cognitive process and views NL processing as modeling the brain, and another
views NL processing as a means to facilitate human-computer interaction. The
1

cognitive process researchers are turning to a connectionist approach, and the
others are focusing on grammar-based and knowledge-based approaches.

Connectionist Approach
The connectionist, or neural network, approach models human linguistic
processing. Basically, it sets up a network of computing units simulating neurons
(human nerve cells). Each simulated neuron has several inputs, a set of possible
states, and an output corresponding to the inputs. The theory is that, as in a human,
the individual neural units do not handle large amounts of data, but they compute
through their connection to a large network of similar units.
In NL processing, the neural network consists of three levels. On the first level,
the units’ inputs are mapped to particular words. On the second level, the inputs are
combined to represent the meaning of the words. And on the third level, the mean
ings are combined to develop phrases containing predicates and objects.

Grammar-Based Approaches
Grammar-based approaches are among those used by the group of researchers
who view NL as a human-computer interface. In such approaches, a grammar is
fundamentally a set of rules stipulating how the words in a sentence interact to pro
duce meaning. NL processing programs have used several different kinds of gram
mars, varying principally in their ability to handle complexity in sentences. The
important role of meaning in understanding language has led some researchers to
recently emphasize one of these types, semantic grammar, which consists of both
a set of rules and a lexicon. The rules are applied to the structure of input, putting
words into lexical categories, such as verb and noun. The lexicon then supplies
meaning for the words as they are used in a particular sentence.
LADDER is one well-known implementation of semantic grammar in an NL
processor. Gary G. Hendrix developed it in 1977 as an interface to a database for
the U.S. Navy. Hendrix subsequently became a founder of the company that
produces Q&A, a microcomputer-based database and word processing package.
Q&A includes an NL interface called Intelligent Assistant, which reflects the
approach Hendrix used in LADDER.

Knowledge-Based Approaches
Unlike grammar-based approaches, which rely on only the structural or semantic
aspects of input sentences, knowledge-based approaches also utilize a domainspecific (that is, subject-area) knowledge base. The knowledge base consists of stan
dardized representations for the meanings of words and sentences in the context of
a particular domain. Scripts and sublanguages are two ways to accomplish this.
Roger Schank, director of the Institute for Learning Sciences at Northwestern
University, is a prominent proponent of the knowledge-based approach, which he
2

expresses in his script theory. Schank’s scripts are sets of standardized, domainspecific knowledge. For example, a script for a restaurant consists of information
about the kinds of people and things found in the restaurant (customer, waiter, and
so on) and the types of actions that occur (ordering food, presenting checks, and so
on). In essence, the script provides the knowledge that permits the NL processor to
correctly interpret a word or sentence in a particular context.
Another way of providing such knowledge is through sublanguage knowledge
bases. Recent developments in mathematical linguistics have facilitated the design of
sublanguages as representations of knowledge for NL processing. Sublanguages
used in specific fields, such as medicine or finance, often have restricted vocabularies
and fewer syntactic patterns than the whole language, thus permitting development
of a lexicon and grammar of workable size to describe the sublanguage. This
method provides a means of analyzing how information is organized and how sen
tences carry information in the specialized language used in a specific domain. The
analysis can yield the lexicon, grammar, semantic classes, proposition types, and
discourse structures, all of which represent knowledge about how to characterize
meaning in the sublanguage. These representations are the building blocks of a
knowledge base that an NL processor can then use to efficiently interpret input and
resolve ambiguities.

Evaluation o f the State o f the Art
From research conducted, it appears unlikely that NL processors will be avail
able for practical business use in the foreseeable future. Although researchers have
produced some practical applications in peripheral aspects of language processing,
like word recognition, the techniques seem far from emulating the higher cognitive
functions needed to understand and sensibly respond to ordinary language input.
However, researchers pursuing NL processing as a human-computer interface
have produced programs adequate for purposes like formulating database queries
and processing information in specific topic areas of natural texts, such as
newspapers, financial reports, and books. Indeed, several practical applications of
NL processing are available and are described in the next section. Furthermore,
important technological advances have taken place in voice recognition, although
specific products are not yet available. Using NL-based voice recognition can open
database systems to a much wider audience. Many believe that combining voice
recognition with NL is a prerequisite for viable user-oriented NL processors.
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Examples of Natural
Language Processing
Applications
A number of programs presently incorporate NL processing. They include struc
tured conversational systems; the combination of linguistic and graphic techniques
for interactive tasks, such as answering questions; NL interfaces to databases; and
knowledge acquisition from natural texts.

Structured Conversational Systems
Cognitive Systems, Inc. (CSI), founded by Dr. Roger Schank, has produced
several structured conversational systems that provide users with advice on specific
topics, using NL dialogue.

Quick-Quoter
Quick-Quoter, a homeowner’s insurance sales system, gives customers purchas
ing information in ordinary English. The information ranges from estimated
rebuilding costs and premium quotes to detailed coverage explanations. The system
asks customers questions to gather the data needed for a premium quote. Along the
way, the system describes basic types of coverage, endorsements, and personal
property schedules. Customers can interrupt the process at any time by asking
questions in their own words. See exhibit 1.

StreetSmart
Retail brokerage customers can get advice and information on 1,600 Value Line
stocks through StreetSmart, a stock portfolio advisory program. The demonstration
version of the system used a conversation format in ordinary English to offer the
opinions of five “automated” experts whose viewpoints ranged from conservative
contrarian to aggressive risk-taker. Users can submit their portfolio to one or all of
4

the experts for evaluation. As with Quick-Quoter, users can ask StreetSmart ques
tions in their own words. See exhibit 2.

Exhibit 1
Example of Quick-Quoter

“What is the difference between guest medical and liability coverage?
Quick-Quoter explains insurance terms.
“Am I covered for hurricanes?”
Quick-Quoter provides details on specific coverage points.
“I don’t know how far I am from a fire station. Can I guess?”
Quick-Quoter helps answer confusing underwriting questions.

Exhibit 2
Example of StreetSmart

“How am I doing?”
StreetSmart provides a historical performance evaluation of
the portfolio.
“What do you think of my portfolio?”
StreetSmart critiques the user’s portfolio.
“What do you recommend?”
StreetSmart calls on an expert for recommendations.
“What is the P/E of Exxon?”
StreetSmart retrieves the P/E ratio of Exxon from the Value
Line database.

5

Combinations o f Linguistic and
Graphic Techniques
Cognitive Systems, Inc., also combines NL processing with graphic techniques
for interactive training systems. Unlike conventional computer-based instructional
systems, CSI’s training systems actively engage learners in a “Socratic dialogue”
with the program, which contains the following components:
• An NL interface, for understanding students’ questions and responses
• Graphic simulation display tools, for providing a realistic simulation of a work
environment
• A student model, for evaluating student progress and learning difficulties
• A tutoring model, for guiding the Socratic dialogue and selecting appropriate
teaching strategies
• A domain model, for incorporating the system’s knowledge of the subject matter
Teller Trainer is an application that teaches newly hired bank tellers basic skills
and specific job information. The system asks students to perform a typical banking
task, such as depositing a check in a savings account and returning fifty dollars in
cash. Students learn through a combination of doing (for example, moving money,
filling out forms, and accessing balance information on the graphically simulated
teller station) and asking questions (such as “how do I deposit checks?”). The system
responds conversationally to the questions either directly or by providing hints
through analogies that help students figure out the correct procedures for themselves.

Interfaces to Databases
The largest number of practical NL applications is in interfaces to databases. (A
list of the products appears later in this report.) These applications offer economic
value by improving the productivity of people who need computer-stored informa
tion to make decisions. NL interfaces to databases require far less user training
than structured command languages and other conventional interfaces, and they
can b e u sed rapidly a n d accurately w hen th e u se r n eed s to access data in u n an tici

pated ways. Whether users are computer literate or not, an effective NL interface
gives them access to information in a database in seconds or minutes, unlike the much
more time-consuming traditional information sources. Users can ask questions
without having to stop and think of computer commands or dig through documen
tation.
The products vary somewhat in their underlying methodologies and the extent of
their abilities. For the most part, however, they share the basic linguistic knowledge
and query-processing characteristics set forth as follows.
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Linguistic Knowledge
The products have enough built-in linguistic knowledge —a lexicon and a
grammar—to permit the computer to understand user input. The lexicon, or
vocabulary, consists of a predefined base vocabulary plus terms specific to a given
database and additional terms defined by the user. The more sophisticated
products come with large base vocabularies, automatically include the words and
phrases used in labeling database fields in the domain-specific vocabulary, and
have a built-in facility for acquiring special classes of lexical items and structural
data. In addition, they have NL access to functional abilities of the system, such as —
• Selective retrieval. Example: “List the managers with salaries over $40,000.”
• Sorting. Example: “Show the managers sorted alphabetically within branch
offices.”
• Mathematical calculations. Example: “What is Miller’s salary plus Johnson’s?”
• Aggregate data on operations —maximum, minimum, count, total, average, and
so on. Example: “Give me the average salary of the managers in each branch
office.”
• Date computations. Example: “Who will reach the age of sixty-five in 1992?”
• Creation o f new data records. Example: “Add Edwin McDonald, a new manager,
to the Indianapolis office.”
• Selective updating o f multiple data records. Example: “Increase the salaries of
managers in the Chicago office by 10 percent.”

Query-Processing Characteristics
The programs take the following steps in processing a query:
• The user enters a query in ordinary English. Example: “Who are the New York
employees?”
• The system asks for clarification if needed. Example: “Do you mean New York
City or New York State?”
• The system allows the user to define or edit an unknown word in the query. For
an example, see the screens in exhibits 3 and 4.
• The system processes the query using the information in its grammar and lexi
con, trying to produce one or more interpretations.
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Exhibit 3
System presents options to define or edit an unknown word.

Is there a Yale man who earns over $100,000?

I don’t know the word MAN. Would you like to:
A. Add the unknown word to my vocabulary?
E. Edit the unknown word?
G. Go ahead; the word doesn’t matter.
Choice:________
______________________________________________________________________

Exhibit 4
System permits user to define
synonyms for database field names.

Is there a Yale man who earns over $100,000?

Type the synonym you want to add to my vocabulary in the left
column and the word or phrase it stands for in the right

column.

MAN
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MALE

• The system states its understanding of the query to the user for verification.
Because the system is designed to accept a wide variety of inputs and because
the language entered could be ambiguous, the system shows the user its plan for
dealing with each query before proceeding. At this point ambiguities are discov
ered and resolved: the user can either confirm the system’s interpretation or
request that the system go on to another one. For an example, see the screen in
exhibit 5.

Exhibit 5
System permits user to approve or disapprove interpretation.

Is there a Yale man who earns over $100,000?

I plan to do the following:
Search PERSONNEL for all entries in which—
the COLLEGE is YALE and
the SEX is MALE and
the SALARY is greater than $100,000
Is this what you want (Y or N )? ________

• When the user verifies an interpretation, the computer executes the corresponding
database commands.
• The underlying database system retrieves the answer and displays the results.
Parlance, an NL database interface system produced by BBN Laboratories
(BBN), differs significantly from the other products. Parlance is not connected to
a particular database management system, and its query processing does not result
in direct execution of database commands. The program translates NL input into
Structured Query Language (SQL), the standard command language used with
many relational database management systems. SQL commands are then applied
to the underlying database. Hence, Parlance is potentially applicable to many
different relational database management systems that support SQL.
9

Knowledge Acquisition From Text
Sublanguage research projects such as ATRANS® (a commercial product from
CSI) and ELOISE (an exploratory project developed for the Securities and
Exchange Commission) are examples of NL processing applications in knowledge
acquisition from natural texts.
The theory of sublanguages has been applied to experts’ texts, such as pharma
cology articles, patient medical histories, and weather reports. The results of the
sublanguage analysis have then been processed to acquire knowledge for relational
databases, which contain terms common to members of particular professions. For
example, exhibit 6 illustrates the mapping of medical narrative to a database.

Exhibit 6
Mapping medical narrative to a database*

MEDICAL NARRATIVE:

“Developed burning sensations on soles of both feet since last visit.
Increased fatigue, aching, swelling of ankles and feet. Hb has decreased
from 13 to 11 gm. No evidence of vasculitis. No motor weakness. Stocking
distribution sensory loss in both feet.”
RELATIONAL DATABASE TABLE OF SENTENCE SUBCLASS PATTERNS:

Bodypartl
Bodyfunc/
Bodymeas

Sign
Symptom/
Diagnosis

soles (of
both feet)
ankles
feet
ankles
feet
ankles
feet

burning
sensation
fatigue
fatigue
aching
aching
swelling
swelling

Test
Type

Quant

Evidential

Change/
Begin/
End

since develop
visit
increase
increase
increase
increase
increase
increase
decrease

hemo- from 13 to
globin
11 grams
vasculitis
motor
weakness
sensory
loss
(stocking
distribution
in both feet)

Event
Time

no evidence
no

*From S. Johnson, “Mathematical Building Blocks,” A I Expert, May 1987, 4 2 -5 0 . Reprinted with
permission of Miller Freeman Publications.
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ATRANS®
The Cognitive Systems, Inc., program ATRANS® automatically analyzes and
formats text in unformatted funds transfer messages. It separates fund transfers
from other types of messages, extracts all components of the transfer (for example,
amount, dates, parties), identifies the account numbers for the relevant transfer
parties, and rewrites the result in ISO or SWIFT formats (standard formats for
funds transfer messages). The system reads the message left to right, the same way
a human operator would, extracting all the information relevant to the money trans
fer. The information is extracted by using a parser, a computer program routine that
analyzes the syntax of input sentences. In a money transfer, the parser uses two
kinds of information: the knowledge of the structure of the typical payment message
(“payment script”) and the meaning of individual words used in the message.
ATRANS® has been in commercial use for over four years in a major corpora
tion. Cognitive Systems, Inc., personnel say the user has realized significant
productivity improvements. According to CSI, the manual processing of money
transfer payments requires approximately four to eight minutes per transfer, and
the average human operator can complete one hundred transfers per day. With
ATRANS®, processing time fell to twenty seconds per transfer and operator output
rose to five hundred transfers per day, a productivity increase of 400 percent.

ELOISE
The Securities and Exchange Commission (SEC) developed EDGAR (electronic
data gathering, analysis, and retrieval) to enable companies to submit SEC filings
electronically. In 1985, during the pilot test of the EDGAR system, a subsystem
called ELOISE (English language—oriented indexing system for EDGAR) went into
use. The program used NL processing technology to read and index the text of
proxy statements and other documents filed with the SEC. Indexing was based on
concepts contained in the documents so that analysts could readily obtain answers
to questions, such as “which of this year’s proxy statements contain bylaw changes
to create a new class of stock?” Since the indexing used concepts rather than key
words, ELOISE had to recognize the concepts underlying the text. The program
did so by using two knowledge bases: (1) an English language base containing
knowledge about English grammar, sentence structure, and meanings of words and
phrases and (2) an SEC base containing knowledge about items of interest to the
SEC and vocabulary unique to proxy statements.
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Opportunities for the
Accounting Profession
Meaningful NL processing systems are still in the future. Potential applications
will evolve over time rather than provide immediate benefits. Consequently, oppor
tunities are limited to general issues as opposed to specific applications. This sec
tion proposes ideas that require careful analysis to determine the return on any
development investment.

Types o f Tasks
The NL processing applications described in this report display some common
characteristics. These suggest that the accounting profession can use the technol
ogy for two types of tasks:
• Furnishing simple interfaces to applications includes the ability to understand
commands expressed in ordinary language and turn them into a series of com
puter processing steps.
• Acquiring knowledge from texts involves extracting data from one or more
sources to develop meaningful insights.

Benefits
The ability to use ordinary human language to input information and execute
computing functions lowers a barrier to utilizing computer applications. Conse
quently, personnel productivity rises.
The following contribute to the process:
• Increasing users’ ability to handle complex tasks. NL provides an ability to
combine several applications with a common language thread.
• Automating the process o f transforming text into a meaningful knowledge base.
NL processors can scan large amounts of text to extract meaningful information
and create a specific database.
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• Expediting access to computer data. NL allows users to query existing databases
or request reports without knowing specific codes, spellings, or syntax.
• Extending the usability o f data to a larger population. With language no longer
a barrier to application use, different people can input various terms and obtain
the same results.
• Decreasing user training requirements. NL interfaces reduce the time required
to learn new applications and benefit infrequent users by eliminating the need
to relearn specific commands.

Potential Applications
Given the nature of accounting work and the current abilities of NL processing,
applications likely to become common in the near future include the following:
• General research. Access to on-line databases is common today. NL interfaces
will allow easier access and promote the development of even larger textoriented databases.
• Data selection. Traditional methods of extracting data require specific coding
syntax and file structure to establish the parameters for selection. NL would
eliminate this requirement by allowing users to employ ordinary human
language to specify selection parameters.
• Intelligent tutors. NL allows computer-based training courses to include more
effective question-and-answer sessions. Trainees can interact with the tutor
using their ordinary language instead of structured codes.
• Document interpretation. NL processors can scan a variety of documents, such
as newspapers, correspondence, and manuals. The result could be an interpre
tation of any single fact or the intuitive linking of multiple facts that indicates
concepts underlying the text.
• Analytical review. NL may enhance the analytical review process by helping to
evaluate information from multiple sources, such as accounting records,
corporate minutes, and other databases.
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Appendix

Resource List of Natural
Language Interfaces
to Databases
Parlance

1A—(Intelligent Assistant)

NL interface to files maintained
by selected relational database
management systems. Runs on various
mainframes and minicomputers.

NL interface to files managed by Q&A
database/word processing system.
Runs on IBM PC, XT, AT, PS/2, and
compatibles.

BBN Laboratories
10 Fawcett Street
Cambridge, Mass. 02238
(617) 497-3412

Symantec
10201 Torre Avenue
Cupertino, Calif. 95014
(408) 2 5 3 -9 6 0 0

Clout

EQL (English Query Language)

NL interface to files managed by
R:base 4000, R:base 5000, R:base
System V, R:base for DOS, and
R:base for OS/2 database systems.
Runs on IBM PC, XT, AT, PS/2, and
compatibles.

NL interface to files managed by
PC/Focus database system. Runs on
IBM PC, XT, AT, PS/2, and compatibles.

Microrim, Inc.
3925 159th Avenue
Redmond, Wash. 98052
(206) 8 8 5 -2 0 0 0

K-Chat
NL interface to files managed by
Knowledgeman/2 database system.
Runs on IBM PC, XT, AT, and
compatibles.
Micro Data Base Systems, Inc.
P.O. Box 248
Lafayette, Ind. 47902
(800) 3 4 4 -5832
14

Information Builders, Inc.
1250 Broadway
New York, NY. 10001
(212) 7 3 6 -4433

Metamorph
NL text analysis software for informa
tion retrieval and correlation. Used for
research and information analysis.
Runs on IBM PC, XT, AT, PS/2, and
compatibles.
Thunderstone Corporation
Expansion Programs
International, Inc.
P.O. Box 839
Chesterland, Ohio 44026
(216) 449-6104
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