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An experimental study of ultraviolet (UV) laser-induced plasma spectros-
copy (LIPS) on Ti samples with low-pressure surrounding He gas has been
carried out to demonstrate its applicability to quantitative micro-analysis
of deuterium impurities in titanium without the spectral interference from
the ubiquitous surface water. This was achieved by adopting the optimal
experimental condition ascertained in this study, which is specified by 5
mJ laser energy, 10 Torr helium pressure, and 1–50 ls measurement
window, which resulted in consistent D emission enhancement and
effective elimination of spectral interference from surface water. As a
result, a linear calibration line exhibiting a zero intercept was obtained
from Ti samples doped with various D impurity concentrations. An
additional measurement also yielded a detection limit of about 40 ppm for
D impurity, well below the acceptable threshold of damaging H
concentration in Ti and its alloys. Each of these measurements was found
to produce a crater size of only 25 lm in diameter, and they may therefore
qualify as nondestructive measurements. The result of this study has
therefore paved the way for conducting further experiments with
hydrogen-doped Ti samples and the technical implementation of
quantitative micro-analysis of detrimental hydrogen impurity in Ti metal
and its alloys, which is the ultimate goal of this study.
Index Headings: Hydrogen analysis; Deuterium analysis; Titanium sample;
Laser-induced breakdown spectroscopy; LIBS; Helium surrounding gas.
INTRODUCTION
In a recent study,1 the widely adopted practical technique of
laser-induced breakdown spectroscopy (LIBS)2–9 was shown to
be applicable to address the urgent need for regular, rapid, and
in situ quantitative analysis of detrimental hydrogen impurities
penetrated into the zircaloy wall of the fuel vessels of a light-
water nuclear power plant. In contrast to the unacceptably
broad and weak H emission commonly observed in conven-
tional LIBS operated with ambient air,10,11 the study reported
the observation of a remarkable sharp hydrogen emission line
when the atmospheric-pressure ambient air used in standard
LIBS was replaced by a low-pressure helium gas. Subsequent-
ly, the interfering H emission from the ubiquitous surface water
and surrounding gas was largely reduced by proper defocusing
of the laser irradiation as well as the proper control of ambient
air pressure and chamber temperature, which resulted in a
linear intensity calibration line.12,13 In a more recent study,14
doped deuterium impurities in a zircaloy-4 sample were used as
a surrogate for H impurities for the investigation of different
and distinct characteristics exhibited by the emission of H
impurities and that of the dissociated surface water, and the
experimental conditions most favorable for the detection of H
impurity emission while suppressing the interfering H emission
were thereby determined. The result of using that optimal
experimental condition yielded a further suppression of the
interfering H emission by a factor of 10, although this was
achieved at a cost of reduced linear dynamical range.
Titanium (Ti) and its alloys are also known to suffer from
similar problems with the presence of H impurities in the
material, and they must therefore be routinely examined to
avoid intolerable dysfunction of the material. The metal and its
alloys are known to have wide-ranging and sometimes
irreplaceable applications as medical materials in the form of
pure Ti, as well as industrial materials in the form of its alloys.
It is therefore natural to investigate the applicability or the
needed modification of the previously developed technique
reported in Ref. 14 for hydrogen analysis of Ti samples, in
particular the non-alloyed Ti materials used for medical
purposes, where the generally low tolerances to H impurity-
induced detrimental effects must be strictly observed. Our
preliminary experiment has indicated that such an extension
requires a study beyond a straightforward adjustment or
adaptation of the optimal experimental parameters obtained
previously for zircaloy samples.1,12–14 In fact, no plasma was
observed when the Ti sample was irradiated using the Nd:YAG
laser at its fundamental wavelength at various energies up to 30
mJ, very much like the cases with Pb and W found in our
previous study in which only the ablation effect was observed.
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Further increase of the laser energy is likely to produce
unacceptable damage on the small Ti samples, which have a
thickness in the range of less than 0.2 mm. Therefore, laser
irradiation at a different wavelength must be explored for the
desired plasma generation, in conjunction with the need to
minimize the produced crater size for nondestructive analysis
of small Ti samples. For the different operational laser
wavelength, a thorough re-examination of the previous
results14 becomes necessary before its technical implementa-
tion for quantitative hydrogen analysis of Ti samples.
This study is firstly aimed at examining the validity of the
basic tenet adopted in the previous method in which deuterium
dopant was introduced in the sample as a surrogate for the H
impurity in the study of different effects induced by various
experimental parameters on the impurity emission and the
interfering H emission. The different effects were employed to
explore and determine the most favorable experimental
condition for the elimination of the interfering H emission
with consistent enhancement of D emission, which may also
result in a linear calibration line with a zero intercept.
EXPERIMENTAL PROCEDURE
The experimental setup used in this study is basically the
same as the one employed in a previous work,12–14 which is
reproduced in Fig. 1 for easy reference. The laser system
(Nd:YAG, Quanta Ray INDI SERIES, 5 ns, maximum energy
of 125 mJ) was employed and operated in the Q-switched
mode at 10 Hz repetition rate with the laser output energy fixed
at 5 mJ unless otherwise stated. It was found that the laser
operating at the third harmonic wavelength of 355 nm
succeeded in generating the desired plasma and could be
expected to meet one of the important aims of limiting the
crater size created by repeated laser pulses as reported
previously using a nitrogen laser.16 The reduction of the crater
size, as mentioned earlier, is required for the application of the
technique to nondestructive micro-analysis. The He:Ne laser
diode is a position marker used to direct the invisible Nd:YAG
laser to the spot on the sample surface illuminated by the diode.
The Nd:YAG laser beam was tightly focused by a moveable
lens with a focal length of 150 mm and directed at a 458
incident angle onto the sample surface through a quartz
window as shown in Fig. 1. The power density on the sample
surface was estimated to be around 2 GW/cm2. The shot-to-
shot fluctuation of the laser was found to be approximately 3%.
The targets employed in this experiment consist of a number of
titanium plates separately doped with deuterium at concentra-
tions of 124, 226, 727, and 3000 ppm. All the samples measure
15 mm 3 15 mm in cross-section and 0.4 mm in thickness.
After evacuating the sample-containing chamber to a pressure
of 0.001 Torr, the high purity helium gas (Air Liquid, 6N) was
introduced into the chamber until a pressure of 10 Torr was
reached, which was then maintained at a constant flow rate of 2
L/min.
The plasma emission was detected by an optical multichannel
analyzer (OMA system, Andor I*Star intensified charge-coupled
device (CCD) 1024 3 256 pixels) attached on one end to a
spectrograph (McPherson model 2061 with 1000 mm focal
length with Czerny–Turner configuration) and connected to an
optical fiber on the other end. The entrance end of the fiber was
inserted through a cylindrical quartz tube well into the chamber
and fixed at a position 6 mm in front of the sample surface and at
a distance of 80 mm side-wise from the plasma center. At this
position, the fiber was expected to collect the emitted radiation
entering within 278 degrees of solid angle. The spectral window
covered by the detector has a width of 20 nm at 500 nm
wavelength. The accumulated data of 50 detected spectra from
each irradiated spot were monitored on a screen and were
recorded to yield the averaged results presented here. Through-
out the experiment, the gate delay and gate width of the OMA
system were set at 1 ls and 50 ls, respectively. The spectral
resolution of this detection system is 0.009 nm at 500 nm.
The sample surface condition was constantly monitored
during the repeated laser irradiation and data acquisition
process using a stereo microscope (Mini Dia Stereo MDS-40,
Nissho Optical Co. Ltd.) through a 50 mm quartz window
installed parallel to the sample surface. The working distance
between the objective lens and the sample surface was kept at
135 mm.
EXPERIMENTAL RESULTS AND DISCUSSION
Presented in Fig. 2 is the plasma produced by the laser at 5
mJ output energy on the titanium sample containing 3000 ppm
FIG. 1. Description of experimental setup. FIG. 2. Plasma photograph produced by third harmonic Nd:YAG laser
irradiation of 5 mJ on titanium sample containing 3000 ppm deuterium
impurity with 10 Torr surrounding helium pressure.
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of deuterium in 10 Torr helium surrounding gas. A clear and
typically hemispherical shock wave plasma is clearly seen that
closely resembles the plasma produced previously by the
nitrogen laser.15 Figure 3a shows the emission spectrum from
the plasma, which features strong and completely resolved H
and D emission lines together with the Ti and He emission
lines. The achievement of complete resolution between the D
and H emission lines was explained as a result of delayed
excitation of H by the metastable helium excited state, which
allowed the elimination of the Stark broadening effect.14 The H
emission observed in this spectrum is supposed to have its
origin in the surface water and perhaps with some contribution
from the H impurity contained in the surrounding gas. The
emission spectrum from the same sample at much higher laser
energy of 30 mJ is given in Fig. 3b, where perceptible intensity
enhancement is observed in all emission lines, including the
undesirable background emission. It should be noted, however,
that the intensity ratio of D emission against the Ti emission
visibly decreases from about 1.3 at laser energy of 5 mJ to
about 0.5 at 30 mJ.
The measurement of detailed energy-dependent intensity
variations was also carried out and the result is presented in
Fig. 4. It is clearly seen that the He emission experiences by far
the largest intensity enhancement in connection with the
considerably stronger laser irradiation. This is in clear contrast
to the result obtained from the zircaloy-4 sample irradiated with
the 1064 nm Nd:YAG laser, in which case the He emission
intensity was only moderately enhanced.12,13 This different
energy-dependent effect is related to the lower mass and
melting point of Ti, which leads to more effective ablation of
the Ti atoms, resulting in more rapid formation of the ionic
plasma in front of the sample surface. This ionic shield serves
as an efficient energy absorber to the later part of the laser pulse
and the fast accumulated laser energy in turn generates the
more intense gas breakdown responsible for the stronger He
emission. Meanwhile, the increased laser energy is rendered
relatively ineffective for the later ablation process as a large
part of this energy is already absorbed by the Ti ion shield
before reaching the target. These different effects on the He gas
and the target atoms readily explain the pronounced difference
in the energy-dependent behaviors of the emission intensities
shown in Fig. 4. It is reasonable to expect that similar relative
behaviors will hold when the D impurity is replaced by H
impurity. Apart from that, it is important to recall that the D/Ti
intensity ratio appears to decline monotonically from about 1.3
to about 0.5 with increasing laser energy in the range
considered, and this takes place in conjunction with increasing
background emission. We note further that the crater created at
5 mJ laser energy has already reached a diameter of roughly 25
lm. In short, increasing the laser energy appears to induce
unnecessary and even unfavorable effects instead of offering
any benefit for the intended micro-analysis of H and D. We
have thus chosen to work with 5 mJ laser energy for the
ensuing studies on the roles of other experimental parameters.
FIG. 3. Emission spectra obtained from titanium sample containing 3000 ppm
deuterium with laser energy of (a) 5 mJ and (b) 30 mJ at 10 Torr surrounding
helium pressure. The gate delay and gate width of the OMA system were set at
1 ls and 50 ls, respectively.
FIG. 4. Logarithmic plots of the variations of D I 656.1 nm, H I 656.2 nm, Ti I
656.5 nm, and He I 667.8 nm emission intensities with respect to increasing
laser energy obtained from the sample as in Fig. 2 at a fixed surrounding helium
pressure of 10 Torr, with 1 ls gate delay and 50 ls gate width of the OMA
system.
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The result of emission intensity measurements carried out at
various surrounding He pressures is presented in Fig. 5. It is
seen that all emission lines show the general trend of initial rise
with increasing helium pressure up to their individual
maximum values before reversing the trend beyond that,
which is consistent with previous observations carried out on
the zircaloy sample.13 It is obvious from this figure that there is
a remarkably large intensity difference between the D and H
emission lines due to the large difference between the D and H
concentrations. Interestingly, this difference is seen to vary
with the gas pressure, reaching its maximum at 10 Torr in favor
of the D emission. Therefore, this helium gas pressure was also
adopted along with the 5 mJ laser energy for the subsequent
experiment. It is worth noting in this connection that the
remarkably different pressure-dependent behaviors between the
two emission lines may have arisen from the fact that D
impurity atoms were bonded inside the target sample while the
H atoms were dissociated from water molecules loosely
deposited on the sample surface. The same effect is expected
to occur when the D impurity are replaced by H impurity.
The detailed variations of the emission intensities with
respect to the gate delay time measured with 5 mJ laser energy
and 10 Torr gas pressure are plotted in Fig. 6. It is seen that
remarkable rises of all emission lines generally take place about
1 ls after the laser pulse. This is followed by relatively slow
decays after reaching their maxima except for the D and H
emission intensities. The general time-dependent behaviors
shown in this figure are typical to shockwave-induced emission
in low-pressure plasma as reported previously.16 The sharper
initial decays common to D and H emission were also well
studied as a consequence of time-mismatch between the extra-
fast passage of the very light atoms and the shockwave plasma
formation by the much heavier host atoms from the target. This
common fast decline of D and H emission intensities is,
however, followed by a more extended, relatively slow
decaying process indicating the role of the He metastable
excited state in sustaining the H and D emission as suggested in
a previous work.17 This observation was the basis of our choice
of the large detection window extending from 1 ls to 50 ls for
the measurement of the integrated intensities presented in this
work.
Employing the favorable condition ascertained from the
experimental results described above, a series of measurements
were carried out on a number of titanium samples prepared
with different concentrations of doped deuterium. Each data
point in the presented experimental result is the average of 50
data produced by 50 successive laser shots on the same sample
spot. This measurement was then repeated on five different
spots of the same sample surface. The results of these
measurements were found to be highly reproducible, implying
the uniformity of the impurity D distribution in the sample. The
averages of those five measurement results for samples with
different impurity concentrations (124, 226, 727, and 3000
ppm) were then plotted in Fig. 7a. It is seen that the relation
between the D impurity concentration and its associated
emission intensity is clearly short of the linear character
needed for quantitative analysis. Further, a non-zero intercept is
also visibly indicated by its extrapolation. However, a separate
measurement run on a deuterium-free titanium sample shows
the presence of an emission line located exactly at the
deuterium emission wavelength as displayed in Fig. 7b,
although this particular emission is so far unidentified in this
study. When this emission component was subtracted from the
as-measured emission data, the best fitted result appears as a
linear calibration line with near-zero intercept as shown in Fig.
7c, and indicated by the background equivalent concentration
of 10 ppm.
For an estimation of the detection limit, the emission
spectrum of a titanium sample containing 727 ppm D was
measured and the result is presented in Fig. 8. Following the
conventional criterion for determining the detection limit as a
ratio of the signal against three times the noise level, the
detection limit of D was estimated to be around 40 ppm, which
is well below the tolerated threshold of damaging hydrogen
concentration of several hundred ppm in Ti.
CONCLUSION
We have demonstrated the possibility of using deuterium
atoms doped inside the Ti samples as surrogate hydrogen
FIG. 6. Variations of D I 656.1 nm, H I 656.2 nm, Ti I 656.5 nm, and He I
667.8 nm emission intensities with respect to increasing gate delay of the OMA
system at fixed surrounding helium pressure of 10 Torr, fixed laser energy of 5
mJ, and fixed gate width of 50 ls.
FIG. 5. Variations of D I 656.1 nm, H I 656.2 nm, Ti I 656.5 nm, and He I
667.8 nm emission intensities with respect to increasing surrounding helium
gas pressure, at fixed laser energy of 5 mJ and 1 ls gate delay and 50 ls gate
width of the OMA system.
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impurities for the study and determination of the most
favorable experimental parameters in UV laser-induced plasma
spectroscopy with low-pressure surrounding helium gas. It is
found that employing the favorable parameters of 5 mJ laser
energy, 10 Torr helium gas pressure, and 1 to 50 ls detection
window ascertained from the experiment, an effective
enhancement of the D impurity signal and effective elimination
of the interfering hydrogen emission from the surface water
were achieved with high reproducibility and a linear calibration
line with zero intercept was obtained under these experimental
conditions. A further measurement also gave a roughly 40 ppm
detection limit for D impurity in Ti. These useful results for
quantitative deuterium analysis, while not directly applicable to
hydrogen impurity analysis, should provide the basis for a
further experiment aiming at the further adjustment of those
experimental parameters and its ultimate technical implemen-
tation for quantitative micro-analysis of hydrogen impurity in
titanium and its alloys.
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FIG. 8. Emission spectrum of titanium sample containing 727 ppm deuterium
measured with laser energy of 5 mJ, at 10 Torr surrounding helium pressure,
and a detection window (determined by the gate delay and gate width of the
OMA system) from 1 ls to 50 ls.
FIG. 7. Calibration relations obtained from titanium samples doped with
various concentrations of deuterium impurity (124, 226, 727, and 3000 ppm)
(a) before and (c) after correction (see text for details) with error bars indicating
;4.7% deviations. Meanwhile, (b) shows the emission spectrum of the
deuterium-free titanium sample.
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