Abstract. We consider the mass critical fractional (NLS)
1. Introduction.
1.1. Setting of the problem. We study the existence and uniqueness of traveling waves for the mass critical fractional nonlinear Schrödinger equation
where D := −i∂ x , F (|D| u) = |ξ| (Fu) (ξ) , which appear as limiting models in various physical situations, see [12] , [4] and references therein. The existence of the ground state solution u(t, x) = Q s (x)e it , Q s > 0, of (1.1) follows from classical variational arguments, and uniqueness is a deep result [12] . The ground state produces a sharp criterion of global existence: for all u 0 ∈ H s 2 (R) with u 0 L 2 < Q s L 2 , ∃!u ∈ C 0 ([0, ∞), H s 2 ) solution to (1.1), [5] , and there exists a minimal blow up solution at the threshold u 0 L 2 = Q s L 2 , [10] . For u 0 L 2 < Q L 2 , the behaviour of solutions dramatically depends on s: s = 2: In the local case, all solutions below the ground state scatter, which is an elementary consequence of the pseudo-conformal symmetry for u 0 ∈ H 1 ∩{xu ∈ L 2 } and follows from the Kenig-Merle route map [9] coupled to Morawetz like estimates, [3] . Note that in this case, the travelling wave family generated by the ground state solitary wave is explicitly given by the action of Galilean symmetry u(t, x) = Q s,β (x − 2βt)e i|β| 2 t , Q s,β (y) = e iβ·y Q s (y), β ∈ R and hence the explicit degeneracy
(1.2) s = 1: The half wave case is treated in details in [6] where the existence of travelling u(t, x) = Q s,β (x − βt) is proved with
In fact, a unique branch is constructed with the asymptotic behaviour Q s,β (x) = (Q + + o β→1 (1))
where Q + is the ground state to the limiting non-local Szegő equation
see [5, 16] . The existence of the critical speed β = 1 is the starting point for the construction of two bubbles interacting solitons with growing Sobolev norms, [16] , [6] .
1.2. Statement of the result. Our aim in this paper is to investigate the case 1 < s < 2 and show that a third scenario occurs. Let us consider the travelling wave problem. We define u β (t, x) := e itγ Q β (x − 2βt) , where γ = γ (β) ∈ R. Then, in order to solve (1.1), Q β must satisfy the equation
which is the Euler-Lagrange equation corresponding to the minimization problem For β = 0, there holds the Gagliardo-Nirenberg-type inequality (see [17] and [18] )
where C s = s+1 Q,Q s , and the ground state Q s is the optimizer of (1.7). We may now state the main results of this paper where to ease notations, we note Q s = Q.
Existence of a minimizer for all mass below the ground state. Theorem 1.1 (Existence of a minimizer). Let 1 < s < 2 and β ≥ 0. Then, for all 0 < N < Q L 2 , the problem (1.5) has a minimizer Q β,N ∈ H s/2 (R) with Q β,N 2 L 2 = N that satisfies (1.4) for some γ = γ (β, N ) ∈ R. Asymptotic as N → 0. For 0 < N < Q 2 L 2 and β ≥ 0, we denote by Q β,N the set of minimizers of the problem (1.5), which is not empty by the previous result. Let R ∈ H 1 be the unique positive, radial symmetric solution of Uniqueness for small mass.
Theorem 1.3 (Uniqueness for small mass)
. There exists 0 < N 0 < Q 2 L 2 , such that the following holds. Given 0 < N < N 0 , β ≥ 0 and Q β,N ,Q β,N ∈ Q β,N , there exist φ, y ∈ R such thatQ β,N (x) = e iφ Q β,N (x − y) .
Control of the tails. Finally, we have a complete description of the tail of solutions for small mass. Let
and
where Γ (s) denotes the Gamma function.
Theorem 1.4 (Tail asymptotics for small mass)
. Let R N be defined by (1.9 ) and x,γ ∈ R be such that (1.10) holds. Then, the following asymptotics are valid
where o N (1) → 0, as N → 0, and o |x| (1) → 0, as |x| → ∞.
Comments on the results.
Existence and uniqueness.
The existence proof follows the path [4] which adapts the classical concentration compactness argument [14] . Let us say that we focused on dimension d = 1 only for the sake of simplicity, but clearly the argument can be extended to higher dimensions as well. Uniqueness in the small mass limit requires a careful renormalization on the Fourier side and the sharp understanding of the role Galilean drifts which generate an explicit symmetry group for s = 2 only. Related renormalization occur for example in [15] for the description of high momentum solitary waves. Note that like the case s = 1 (1.3), a concentration phenomenon occurs in the limit N = 0, but the associated profile corresponds to a local limiting (NLS) problem, profile R, and concentration occurs with large Galilean like oscillations, (1.9).
Tails and interaction.
The computation of the tail of the travelling wave in Theorem 1.4 relies on a careful computation of the Fourier side. Related results for the travelling waves of the Gross Pitaevski equation are given in [7] . In [6] , the sharp description of the tail of the travelling wave is an essential step for the derivation of the modulation equations associated to energy exchanges between two interacting solitary waves. The derivation of related modulation equations for 1 < s < 2 and the description of multiple bubbles interaction is a challenging problem due to the presence of additional high Galilean like oscillations, but Theorems 1.3-1.4 are the necessary starting point for such an investigation.
The paper is organized as follows. In Section 2 we prove Theorem 1.1. We translate problem (1.5) to a β−independent problem and we prove the existence of minimizers for this translated problem. Section 3 is devoted to the proof of Theorem 1.2. Again, we translate (1.5) to a problem where the mass of the minimizers is independent on N . We obtain an asymptotic expansion for small N for the minimizers of this new problem and for the corresponding Lagrange multipliers. These yield the results of Theorem 1.2. Section 4 is dedicated to the proof of Theorem 1.3. Finally, in Section 5 we prove Theorem 1.4.
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Existence of traveling waves
This Section is devoted to the proof of the existence of solutions to (1.4). First, we want to reduce (1.5) to a problem independent on β. For 1 < s ≤ 2 and β ≥ 0 we define the transform τ β by
where
We consider the minimization problem
with n (D) = F −1 n (ξ) F. A minimizer of (2.3) satisfies the equation
with some constant η ∈ R. We now prove the following:
Proof. We denote m β (ξ) := |ξ| s − 2βξ.
Observe that m
Note that
Then, using that Q β (x) = (τ β S) (x) we have
Then, we get
Hence, if S minimizers (2.3), Q β solves (1.5). Next, consider equation (1.4). Using (2.5) we obtain
and thus, as γ =γ and S solves (2.4), we conclude that
This proves Lemma 2.1.
Below we will show that problem (2.3) has a minimizer. More precisely, we aim to prove the following: 
with some C (A) > 0 is satisfied.
for |ξ| ≥ c 1 (A) . If |ξ| ≤ c 1 (A) , as n (ξ) ≥ 0, for all ξ ∈ R, we estimate In order to prove Theorem 2.2, first we show that I (N ) is bounded from below. We prove the following: Lemma 2.5. Let 1 < s ≤ 2. Then, for all 0 < N ≤ Q, Q , the following inequality holds
Using (2.6) with A =
for some C (N ) > 0. Using (2.11) in (2.10) we attain (2.9). The boundedness of minimizing sequences for (2.3) follows immediately from (2.9).
Next, we show that the infimum I (N ) is strictly negative. We have:
Lemma 2.6. Let 1 < s < 2 and 0 < N < Q, Q . Then, the estimate
holds.
Proof. Let v ∈ S be such that v (ξ) is supported on B := {ξ ∈ R : ξ > 0} and |v| 2 = N. We take χ (t) such that χ (t) = 1, for 0 ≤ t ≤ 1 and χ (t) = 0, for t > 1. By Taylor's theorem, for ξ > 0 we have
Thus, using that
for ξ > 0, we see that
Therefore, we obtain
Let now w ∈ S be such that w (ξ) is supported on B and |w| 2 = N. We take
As s < 2, choosing λ > 0 small enough we show that
Therefore, by (2.13) and (2.14) we obtain
and (2.12) follows.
In the next lemma we show that I (N ) enjoys a strict sub-additivity condition.
Lemma 2.7. Let 1 < s < 2, 0 < N < Q, Q and 0 < α < N. Then, the following estimate holds
Moreover, the function I (N ) is strictly decreasing and continuous on 0 < N < Q, Q .
Proof. We follow the proof of Lemma 2.3 of [4] . Suppose that 0 < N < Q, Q . Then, by Lemma 2.5, I (N ) is finite. Observe that
We can restrict the infimum in (2.16) 
Indeed, otherwise there exists a minimizing sequence {v m } ∞ m=0 such that
As n (ξ) ≥ 0, for all ξ ∈ R, we see that
The last relation contradicts (2.12). Hence, (2.17) holds. Relation (2.17) implies that I 1 (N ) , as function of N, is strictly decreasing. Then,
for θ > 1. Thus, (2.15) follows from Lemma II.1 of [14] . Now, as I 1 (N ) is strictly decreasing and I 1 (N ) < 0, by (2.12), for 0 < N < N 1 < Q, Q , we have
and hence, I (N ) is strictly decreasing. Since N s is convex for s > 1, I 1 (N ) must be concave on 0 < N < Q, Q , and hence I 1 (N ) ∈ C ((0, Q, Q )) . Therefore, it follows that I (N ) is continuous on 0 < N < Q, Q .
We define the functional
We need now the following profile decomposition result for a bounded sequence in H s/2 (R) .
of H s/2 (R) functions, such that for every l ≥ 1 and every
where the series
converges and
Proof. See the proof of Proposition 2.1 of [8] for the case of bounded sequence in H 1 (R) . The proof for the fractional case H s/2 (R) , 1 < s < 2, is analogous. We only make a comment on (2.24). Since n (ξ) ≤ C (|ξ| s + 1) , using (2.6) with A = 0, we deduce c (|ξ|
for some constants 0 < c ≤ C. Therefore, the norm u L := L (u) is equivalent to the H s/2 (R) norm. Hence, relation (2.24) is obtained similarly to (2.22) and (2.23).
Lemma 2.9. The functional L (u) , defined by (2.18), is weakly semicontinuos in
Proof. As noted in the proof of Lemma 2.8, the norm u L = L (u) is equivalent to the H s/2 (R) norm. By Plancharel theorem, the norm u L is equivalent to a weighted L 2 -norm. Then, the result of Lemma 2.9 follows from Theorem 2.11 of [13] . Now we have all the ingredients to prove Theorem 2.2.
Proof of Theorem 2.2. Suppose that 0 < N < Q, Q , where Q is an optimizer of (1.7). Let {u n } ∞ n=0 be a minimizing sequence for (2.3). Then,
(2.25) Since by Lemma 2.5 {u n } ∞ n=0 is bounded in H s/2 (R) , it follows from Lemma 2.8 that there exist a subsequence of {u n } ∞ n=0 that we still denote by {u n } ∞ n=0 and a sequence V j ∞ j=1 of H s/2 (R) functions, such that for every l ≥ 1 and x ∈ R,
This contradicts (2.12), by an argument similar to the proof of (2.17).
Suppose that ∞ j=1 V j L 2 = α, for some 0 < α < N, and define
due to the orthogonality property (2.19), we have
we deduce that for a given ε > 0, there is some l, n 0 ≥ 0, such that for all n ≥ n 0 ,
Then, for some l and all n sufficiently large, by (2.19) and (2.21) we deduce
Therefore, from (2.24) we see that
Using (2.29) and (2.30) we obtain
Then, as I (N ) is strictly decreasing by Lemma 2.7, using (2.28), from (2.31) we deduce that
By Lemma 2.7, I (N ) is continuous on 0 < N < Q, Q . Then, taking the limit as ε → 0 in (2.32) we see that
for some α ∈ (0, N ) . This contradicts (2.15). Therefore, we get
L 2 = N and that there are at least two functions V j 0 and
Then, arguing as in the case when ∞ j=1 V j L 2 = α, for some 0 < α < N, we arrive to (2.33), which contradicts (2.15).
By discussion so far, the sum
Then, Lemma 2.8 implies that there exist a subsequence of {u n } ∞ n=0 (still denoted by {u n } ∞ n=0 ) and a sequence of real numbers {x n } ∞ n=0 , such thatũ n := u n (· + x n ) converges strongly in L p (R) , p ≥ 2, to S N := V j 0 , as n → ∞. Therefore, by Lemma 2.9 we have
The last relation implies that S N ∈ H s/2 (R) is a minimizer for (1.5). Finally, we note that by (2.34), lim n→∞ L (ũ n ) = L (S N ) . Then, Lemma 2.9 shows that in fact u n converges strongly to S N in H s/2 (R) , as n → ∞.
3. Small-mass behavior of traveling waves.
We now investigate the structure of small mass solitary waves. Consider the minimization problem
We now formulate a result on existence and characterization of minimizers for problem (3.1) (see Chapter 8 of [1] ).
Proposition 3.1. There exists a real, positive and radially symmetric function R ∈ H 1 such that: i) The set of minimizers of (3.1) is characterized by the family
and I 0 (v n ) → I 0 , as n → ∞, there exist x n , γ n ∈ R and a strictly increasing sequence φ : N →N, with the property:
iii) R ∈ H 1 is the unique positive, radial symmetric solution of (1.8) .
We aim to compare the minimizers S N of (2.3) with the minimizer R of (3.1). For this purpose, we consider the following minimization problem
and n (ξ) is defined by (2.2). Let
5) with some Lagrange multiplier θ N ∈ R.
Let 0 < N < Q, Q , where Q is an optimizer of (1.7). We denote by R N the set of minimizers of the problem (3.2), which is not empty by Theorem 2.2 and (3.4). Now, we prove that R N converges to R, as N tends to 0. Namely, we aim to prove the following:
for any r ≥ 0.
We prepare a lemma that is involved in the proof of Theorem 3.2.
for all |ξ| ≤ κ −α . Moreover,
holds, for all |ξ| ≥ κ −α .
Proof. By using Taylor's theorem, we have
we get (3.7). Next we prove (3.8). If
is true for all |κξ| ≥ K. Note now that n (κξ) ≥ 0 for all ξ ∈ R , n ′ (κξ) < 0, for ξ < 0, and n ′ (κξ) > 0, for ξ > 0. Then, min |κξ|≥ 1 2 n (κξ) = c > 0 and thus, if K ≥ 
3 . Hence, putting κ 0 = min{κ 1 , κ 2 , κ 3 }, we conclude that (3.
, for |ξ| ≤ κ −α , and σ κ (ξ) = 0, for
, we have
we deduce
Let χ κ ∈ L ∞ be such that χ κ (ξ) = 1, for |ξ| ≤ κ −1/3+δ/3 , 0 < δ < 1, and χ κ (ξ) = 0, for |ξ| ≥ κ −1/3+δ/3 . We define
Let us prove that in fact Y κ → I 0 , as κ → 0. Note that
Using the elementary relation (a + b)
+2s+1) . Using the last inequality in (3.14) we get
By using (3.7) with α = 1−δ 3 we have
Hence, we show that
as κ → 0. On the other hand, we claim that there is κ 1 (ε) > 0 such that
for any 0 < κ ≤ κ 1 (ε) . Indeed, using (1.7) and (3.16), we estimate
Then, 
22) as κ → 0. Thus, taking into account (3.12), we get
for any 0 < κ ≤ κ 2 (ε) , and some κ 2 (ε) > 0. Then, from (1.7) and (3.16) we get
Therefore, as for some c > 0,
, for all |ξ| ≥ c, by (3.16) we obtain the estimate
uniformly on 0 < κ ≤ κ 2 (ε) . Moreover, using (3.8) we get
(
Then, it follows from (3.16) that
Then, returning to (3.22) and using (3.21) we get
for some 0 < δ 1 ≤ δ. Therefore, using (3.12), (3.23) and (3.26), we obtain
In particular, this means
Then, from (3.24) and (3.25) we deduce that
Now, we have all the estimates that we need to prove Theorem 3.2. We argue as follows. Let {N n } ∞ n=1 be such that 0 < N n < Q, Q and N n → 0, as n → ∞. Then, κ n = N s 2−s n also tends to 0. We consider the sequence {w n } ∞ n=1 , where w n := w κn . Taking into account (3.26) and (3.28), from Proposition 3.1 it follows that there exist a subsequence of {w n } ∞ n=1 , that we still denote by {w n } ∞ n=1 and x n , γ n ∈ R, such that lim n→∞ e iγn w n (· + x n ) − R H 1 = 0.
Furthermore, using (3.13) and (3.29) we deduce that
To complete the proof, we need to show that e iγn R (κn) (· + x n ) converges to R in H r , for all r ≥ 0. Recall that for any 0 < κ < Q, Q 2−s s , R (κ) is a minimizer of (3.2). Then, R (κ) satisfies equation (3.5) , that is
H s/2 ≤ C, uniformly for n ∈ N. In particular, from Sobolev theorem we get R (κn) 2s+2 ≤ C, and then, using the bound (3.12) we see that
Hence, from (3.31) we get
uniformly for n ∈ N. From (3.31) and (3.33), via the Sobolev theorem, we also deduce
Then, it follows from Lemma 3.3 that R (κn) H s ≤ C. Applying the operator D to equation (3.31) and arguing similarly to the proof of (3.34), we get R (κn) H s+1 ≤ C. By induction on r ∈ N, we see that, in fact, R (κn) is uniformly bounded in H r , for all r ∈ N (and hence all r ≥ 0). Therefore, as (3.30) is true, e iγn R (κn) (· + x n ) converges to R in H r , r ≥ 0, as n → ∞. Recalling that R (κn) = R κ 2−s s n and κ n = N s 2−s n we deduce that for any {N n } ∞ n=1 such that 0 < N n < Q, Q and N n → 0, as n → ∞, the estimate lim
holds for any r ≥ 0. Since the sequence {N n } ∞ n=1 in the last relation is arbitrary, we attain (3.6). Theorem 3.2 allows to calculate the limit as the mass 0 < N < Q, Q tends to 0 for Lagrange multiplier θ N in the equation (3.5) for R N . We have the following. Proof. Theorem 3.2 implies that there is R N (x), such that R N converges to R, in H r , r ≥ 0, as N → 0. Since R N and R solve (3.5) and (1.8), respectively, we have
By noting that the sequence {κ n } ∞ n=1 in (3.33) is arbitrary, as θ (κn) = θ κ 2−s s n we have
uniformly for all N > 0 small enough. Then, since R N converges to R, using (3.37), (3.38) and Sobolev theorem, we see that the last three terms in the right hand side of (3.36) tend to 0, as N → 0. Now, note that Sobolev theorem implies 
Using (3.37) we havẽ
Then, using (3.7) to estimate the first term in the right hand side of (3.39), we see that r = o (1), as N → 0. Hence, from (3.36) we attain (3.35).
Proof of Theorem 1.2.
To prove the first part of Theorem 1.2 we note that the minimizers S N of (2.3) and the minimizers R N of (3.2) are related by (3.4). Moreover, by Lemma 2.1 we see that S N is related to Q β,N by the equation 
Therefore, the second part of Theorem 1.2 follows from (3.35).
Uniqueness of traveling waves.
We now turn to the proof of Theorem 1.3. In view of relations (3.4) and (3.40), we need to show the unicity of the minimizers R N ∈ R N . We aim to prove the following.
Lemma 4.1. There exists N 0 > 0 with the following property: given 0 < N < N 0 and R N ,R N ∈ R N , there exist φ, y ∈ R such that
Before proving Lemma 4.1 we present a lemma that is involved in its proof. Consider some fixed R N ∈ R N and recall that R N satisfies equation (3.5) . We define the linearized operator
Recall the notation (f, g) = Re f g. We now prove the following invertibility result for L R N .
Lemma 4.2.
There exists N 0 > 0, such that for all 0 < N < N 0 and all R N ∈ R N the estimate
is true for all f ∈ H s/2 . Moreover, for all
has a unique solution f ∈ H s/2 , and
Proof. Let L : H 1 → H −1 be the linearized operator for the equation (1.8) around R :
We write f ∈ H 1 as f = h + ig, with real h and g. Then,
3) for real functions h, g ∈ H 1 . It is known (see Lemmas 2.1 and 2.2 of [2] ) that
for all f ∈ H 1 . Now, in order to prove (4.1), let us compare L R N and L. Theorem 3.2 shows that there exist x (N ) , γ (N ) ∈ R such thatR N := e iγ(N ) R N (· + x (N )) → R, in H r , r ≥ 0, as N → 0. Since the Sobolev norms are invariant under translations and phase-shift, to prove (4.1) we may assume that R N itself converges to R, in H r , r ≥ 0, as N → 0. We fix such R N ∈ R N and denote L N := L R N . Let η N ∈ L ∞ be such that η N (ξ) = 1, for |ξ| ≤ κ −α , κ = N s 2−s , 0 < α < 1/3, and η N (ξ) = 0, for |ξ| ≥ κ −α . We decompose f ∈ H s/2 as f = f 1 + r, (4.5) with
We denote
Also, we have
Using (4.8), (4.9) and (4.10) in (4.7) we get
where 
Proof of Lemma 4.1. Without loss of generality we suppose that R N andR N tend to R, as N → 0. For any γ, y ∈ R we define
These functions are smooth with respect to γ and y. Let us denote by J N (γ, y) the Jacobian matrix of f N and g N at (γ, y) . As R N converges to R, in H r , r ≥ 0, as (3.31) and R N converges to R, we have
Therefore, using (4.2) we conclude that ε N (x, γ (N ) , y (N )) ≡ 0. Lemma 4.1 is proved.
Spatial asymptotics of travelling waves.
This Section is devoted to the proof of Theorem 1.4. For this purpose we use relations (2.1) and (3.4) and consider the function R N which satisfies the equation (3.5) . Taking the Fourier transform in the both sides of (3.5) we have
where we recall that
(Here we used formulae (3.3) and (2.2)). Then,
We begin by studying the asymptotics of the function m N (x) . Recall that
(Γ (s) denotes the Gamma function.) We prove the following. Before proving Lemma 5.1, we prepare a result that is involved in its proof. Let us consider the functions
Lemma 5.1. The following expansion is true
Re y > −1 and ± Im y > 0} , with the brunch of (y + 1) s selected in such way that (x + 1)
We have the following. Proof. Let us consider the case of f + 1 . We translate y → y − 1 and study the zeros of the functionf + 1 (y) = y s − sy + s − 1 + κ 2 θ (κ) inG + 1 = {y ∈ C : Re y ≥ 0 and Im y ≥ 0}. We write y = |y| e iφ , for 0 ≤ φ ≤ π 2 . Then, we need to solve the following equatioñ
Equivalently, we get the equations
and f
From (5.7) we see that for 0 < φ ≤ π 2
The right-hand side is increasing on 0 ≤ φ ≤ π 2 and it is equal to 1 for φ = 0. Therefore, there is no roots for f 
Integrating the last inequality we see that
Thus, there is 0 < φ 0 < π 2 , such that f To prove the second part, we first translate y → y + 1 and study the existence of zeros forf Proof of Lemma 5.1. We have
Let us study the function
We have
with
Suppose that x > 0. First, we consider I 1 . We extend the denominator F (ξ) = κ −2 ((κξ + 1)
has only one root ξ = ξ (κ) in the region ξ ∈ C : Re ξ > − 1 κ and Im ξ > 0 . Then, it follows from Jordan's lemma that
By (3.9)
Using (5.5) we deduce that ξ (κ) ≤ C. Then, from (5.13) it follows
2 θ N and (3.35) we get
as κ → 0. Therefore, taking into account the relation 14) as κ → 0.
Making the change y = −i (κξ + 1) in the integral in I 11 we have
Integrating by parts in I 1 we have We decompose now Z as
16) where
Making the change z = x κ y in Z 1 and Z 3 we have
and 
Introducing the last equation into (5.15) we get
Finally, using (5.14) and (5.19) in (5.12) Let us now consider I 2 . We extend
has no roots in the region ξ ∈ C : Re ξ > 1 κ and Im ξ < 0 . Then, by Jordan's lemma we have
Making the change y = i (κξ − 1) we get
Integrating by parts we have
Changing z = x κ y inZ 3 we show that
Then, x s+2 , we obtain (5.2) for x > 0. The case x < 0 is considered similarly.
We now get a bound for a solution of (5.1). Namely, we prove the following. 
is true.
Proof. Suppose that
Let us prove that
To show this inequality, we follow the proof of Lemma 3.1 of [5] . Since R N ∈ L 2 , there is a 0 > 0 such that
For any a > 0, we set M (a) := sup
for all |x| ≥ a, and a ≥ a 0 . Using equation (5.1), from the last relation we deduce
for all a ≥ a 0 . Putting a = 2 n , n ≥ n 0 , in last relation we obtain
Iterating the above inequality we see that
Since R N ∈ L ∞ , to prove (5.24) we can assume that |x| is big enough. For instance, |x| ≥ 2 n 0 . Then, as |x| ∈ [2 n , 2 n+1 ], for some n ≥ n 0 , we deduce (5.24) from (5.25).
Suppose first that N Using this inequality in (5.34) we get
Introducing the last inequality into (5.33) we arrive to
3/2 |y|≤R e δ|x| |P N (y)| 2s+2 dy + 2.
Taking the limit as ε → 0, we obtain We have now all ingredients that we need to prove Theorem 1.4. As R is radially symmetric we have 
