ABSTRACT. The simulation code named VXI ("Virtual X-ray Imaging") has been considerably improved since the issue of its first version, two years ago. Emphasis was particularly laid on devising faster (dedicated and optimized) ray tracing algorithms. At present, the computation time needed to simulate a transmitted image (i.e. formed by uncollided photons), with a polychromatic beam, complex sample geometry and high detector resolution, is typically in the range 0.01-10 s, with a simple personal computer (1 GHz microprocessor). This feature enables real-time simulation of radioscopy and tomography setups. We have recently tackled the simulation of Rayleigh and Compton scattering using the same deterministic ray tracing approach. The performance of our code in the case of transmission images as well as preliminary results of the simulation of first-order scattering are presented in this paper.
INTRODUCTION
X-ray imaging techniques, such as radiography, radioscopy and tomography, are used in more and more diversified applications, notably in the medical field [1] , materials science [2] , agriculture and food industry [3] . For each specific application, it is generally a complex task to design the appropriate testing chain. Suitable X-ray emitter and detector have to be chosen, and the optimal parameter values (current and voltage of the X-ray tube, geometric adjustment, exposure time) have to be determined. To develop a new X-ray imaging system, or to optimize an existing one, long and expensive series of experimental tests and measurements are necessary. Sometimes the only method is to proceed by trial and error, and in practice, it is impossible to study exhaustively the influence of the many parameters that condition the final image quality. As a consequence, when the Non-Destructive Testing (NDT) application is very delicate, the development stage may seem quite off-putting, or within the reach of specialists only.
Simulation offers powerful means for predicting the future device performance, by acting as a virtual experimental bench. Simulated images, that can be obtained in little time and at low cost, may enable the behavior of the whole imaging system to be investigated in complex situations. In that context, a research program was initiated 4 years ago in our laboratory to model and simulate the functioning of any X or 7-ray imaging chain, including the photon emission phenomena, the photon-matter interactions within any 3D object and the detector behavior. We started with the simulation of direct images and chose a deterministic approach based on ray-tracing [4] . We laid particular emphasis on the computation time issue and developed specific algorithms. Then we broached the simulation of Rayleigh and Compton scattering using the same deterministic approach. We present in this paper preliminary results concerning the simulation of first-order scattering, obtained with a single personal computer. The simulation of multiple scattering still requires non-conventional computing power and is not addressed in this paper.
SIMULATION OF DIRECT IMAGES
Ray-tracing together with the X-ray attenuation law are the basis for simulating images formed by uncollided photons. From each source point, a set of rays is emitted towards every pixel of the detector. Each ray may intersect a certain number of facets on the sample surface or at the interfaces between different parts of the object (Fig. 1) . The attenuation path length in every part of the object is calculated by determining the coordinates of all the intersection points. The number of photons N(E) which is transmitted through the sample without interacting and reaches a pixel of the detector is given by the attenuation law:
In this formula, N 0 (E) refers to the number of photons with energy E, emitted by the source per solid angle unit; Af2 is the solid angle that corresponds to the pixel, seen from the source point; fJLi(E) designates the linear attenuation coefficient associated with the material i at the energy E, and Xi the total path length through the material i. The image computed using Eq. 1 does not take into account the contribution of the photons that are scattered within the object. This contribution will be addressed in the next part of this paper. Our simulation software requires various input data to describe an experimental situation in a realistic way. The main parameters concerning the source, the sample and the detector are taken into account (geometry of every element, beam spectrum, sample material, spatial and spectral resolution of the detector...).
To be able to carry out image simulation with a large variety of samples (mechanical parts, food industry products, biological samples...), our computer code was designed to accept standard CAD files to describe their geometry. It handles STL (STereoLithographic) files, containing a list of triangular facets that fit the object surface with an adjustable precision. The samples may consist of different parts, possibly made of different materials, assumed to be homogeneous. Depending on the pursued applications, the CAD model of the object can be obtained by means of a CAD software package or derived from experimental data. For example, the CAD models of biological samples can be extracted from 3D tomography or magnetic resonance imaging (MRI) data.
To simulate the functioning of radioscopic or tomographic systems, we have developed some functions which enable multiple simulations with automatic movements of the sample. These movements play the same role as stepper motors in experimental setups and they can be a combination of translations and rotations. First generation, fan-beam or cone-beam tomographic devices can be simulated as well, by computing all the projections that compose the sinogram. For example, we simulated 3D tomographic experiments on a turbine paddle and on a vertebra sample (Fig. 2) . An interesting characteristic of our code is the absence of photon noise in simulated images, which is a consequence of the deterministic approach. This feature is perhaps the most fundamental difference of this approach, compared to the Monte Carlo method. To understand this thoroughly, one should consider Eq. 1, whose result is the mean value (or mathematical expectation) of the transmitted photon number. In a Monte Carlo simulation (or in a real experiment), one would get the mean value plus or minus a random fluctuation. The statistical law which describes the photon noise is known to be Gaussian when the photon number is big enough (this condition is always realized in practical imaging applications). Typically, if one wants to obtain TV = 10 4 photons per pixel, in order to have a relative noise level ^/N/N -1%, if the image is composed of 10 5 pixels and if there is, for example, 50% transmission through the sample, one should set the total number of photon histories to 2 x 10 9 if one uses a Monte Carlo code. This example underlines the advantage of the deterministic approach for simulating direct images, in terms of computing time and noise. Finally, if one is interested in simulating (with VXI) the influence of photon noise, one can simply add Gaussian random fluctuations to the image. Different noise levels can easily be tested without having to repeat the whole simulation process. Taking advantage of these possibilities, we have developed a method for studying the detectability of specified defects, depending on their thickness and position in the object. This method, already described in another paper [4] , relies on simulated contrast-to-noise ratio maps, which are impossible to obtain experimentally, and offer a means of determining the best experimental parameters to optimize the detection of defects.
SIMULATION OF FIRST-ORDER PHOTON SCATTERING
When an object is placed in an X-ray beam, every point in this object can be considered as a secondary source, which in turn radiates in every direction. The detector thus receives direct (uncollided) photons as well as singularly or multiply scattered photons. One can easily imagine the amount of computing necessary to take these effects into account, hence a special care concerning algorithm speed.
Studying scattered radiation is interesting for different reasons:
1. In transmission imaging (radiography, radioscopy, tomography), scattered photons superimpose themselves on the direct image. This phenomenon may cause a significant degradation of the image quality, and should therefore be taken into account to increase the accuracy of the simulation.
2. The scattered photons carry information, which constitutes the useful signal in scattering investigation techniques (wall thickness measurement, scattering tomography, etc).
3. Photon scattering must be taken into account for computing the 3D distribution of dose in the sample. Dose mapping is essential in the medical field (radiotherapy) and can also be very useful in microelectronics, as some components are used in severe radiative environments (nuclear and spatial industry).
In the framework of this study, we have chosen to tackle only the simulation of first-order scattering, i. e. we consider only the photons that reach the detector after a single scattering interaction in the sample. We decided to go on using the same deterministic approach as for direct images. The algorithms relative to ray tracing and 3D geometry have been kept on or generalized. Several points lead us to this choice: in a lot of practical cases, the contribution of first-order scattering represents the major part of overall scattering; first-order scattered photons generally carry signal with higher spatial frequencies than multiple-order scattered photons; in practice, the simulation of first-order scattering images seemed feasible with a single PC (which, so far, remains out of reach for multiple scattering, due to the amount of computing); the contribution of multiple scattering can be evaluated using Monte Carlo codes (with the intrinsic limits of this approach).
Our method for simulating first-order scattering consists of the three followings steps:
1. the irradiated sample is divided into voxels (parallelepipeds or prisms); 2. the incident photon flux received by each voxel is computed;
3. the number of photons scattered by each voxel towards each pixel of the detector is calculated, using the atomic differential-in-angle cross sections (DCS) for Rayleigh and Compton effects.
The atomic DCS for Compton scattering is the product of the Klein and Nishina expression by the incoherent scattering function (SF). Hubbell has summarized existing information on the SF and the validity of its use [5] . Similarly, the atomic DCS for Rayleigh scattering is the product of the Thomson DCS by the atomic form factor squared (FF 2 ). The validity of this simple approach of coherent scattering is discussed e. g. in the paper by Roy et al. [6] . Tabulated values of the SF and FF can be found in the database EPDL 97, which includes data for all elements between hydrogen (Z = 1) and fermium (Z -100) [7] .
The first configuration that we have simulated is presented in Fig. 3 . This kind of configuration may be used to assess the percentage of scattered photons detected behind the sample for different values of the beam energy, plate thickness and for different materials. In this particular example, both Rayleigh and Compton scattering play a significant role (they represent together about 20% of the total signal received by the central part of the detector). The spatial distribution of the two types of scattered photons can be visualized independently. Due to the forward-peaked shape of the Rayleigh DCS, the photons coherently scattered are statistically less deviated than the incoherently scattered ones, which results in steeper slopes in the profile of Rayleigh scattering.
The example shown in Fig. 4 emphasizes the possibility of simulating images formed by scattered photons. In this simulation, the beam was monochromatic (1.25 MeV), the sample was an iron step wedge (5 steps, 10 mm to 50 mm thick) divided into 6 x 10 4 cubic voxels (1 mm 3 ) and the detector was composed of 400 x 400 pixels. The direct image was computed in less than 1 s. In this example, Rayleigh scattering was negligible compared to Compton scattering. The image formed by first-order Compton-scattered photons required about 7 h using a PC with 1 GHz microprocessor frequency. It is possible to recognize roughly the shape of the step wedge, surrounded by a diffuse halo, which is larger in the lower (thicker) part of the wedge. The number of scattered photons is maximal behind the 20 mm thick step, where a compromise is realized between the thickness of scattering matter and the attenuation rate. We have checked that reducing the size of voxels did not result in significant changes in the image formed by scattered photons. On the contrary, it is even possible to increase the size of voxels by a factor of 2, thus dividing the computing time by 2 3 , with a very limited loss of accuracy.
Another experimental configuration of interest is the one used in Compton and Rayleigh scattering measurements, which makes use of two narrow collimated beams, whose intersection delimit the measurement volume [8] . The inspection of the part is carried out by moving the measurement volume. One of the difficulties of this technique is the interpretation of the signals given by the detector when the geometry of the part is complex. Simulation can be used to obtain reference signals, which can help to interpret experimental data. A very simple example is presented in Fig. 5 . In this example, the energy of the incident photons is equal to 100 keV and the scattering angle is 90°. The measurement volume is a cube (1 mm 3 ), divided into 8000 cubic voxels. The measurement volume was translated vertically through an aluminum plate (230 steps). The resulting curve shows three characteristic zones: the first one, with a positive slope, corresponds to the penetration of the measurement volume in the plate; the second one (exponentially decreasing) is due to rising photon attenuation when the measurement volume goes deeper in the plate; the last part of the curve is obtained when the measurement volume leaves the plate.
CONCLUSION AND FUTURE WORK
The deterministic approach can be considered as very efficient for simulating direct images in a short time. The main experimental parameters of the X-ray imaging chain can be taken into account by this method. We have developed an algorithm based on the same approach for simulating the contribution of first-order Rayleigh and Compton scattering. The preliminary results presented in this paper suggest that this algorithm can be useful, as it does not require exceptional computing power. One of the main advantages of the deterministic approach, compared to the Monte Carlo method is the absence of statistical fluctuations in the simulation results. We consider now validating our results by making comparisons with the code GEANT4 [9] . This code and ours utilize the same physical models for photon scattering and the same cross section database, therefore the comparison will focus on the numerical approach only. 
