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Abstract
The derivation of the full Standard Model from noncommutative geometry has been a
promising sign for possible applications of the latter in High Energy Physics. Many believe,
however, that the Standard Model cannot be the final answer. We translate several demands
whose origin lies in physics to the context of noncommutative geometry and use these to
put constraints on the fermionic content of models. We show that the Standard Model
only satisfies these demands provided it has a right-handed neutrino in each ‘generation’.
Furthermore, we show that the demands can be met upon extending the SM with a copy of
the representation 2 ⊗ 1o, but this has consequences for the number of particle generations.
We finally prove that the Minimal Supersymmetric Standard Model is not among the models
that satisfy our constraints, but we pose a solution that is a slight extension of the MSSM.
1 Introduction
The Standard Model (SM) of elementary particles has been tremendously successful in explaining
the world at the smallest length scales that can currently be probed [1]. Yet, it leaves many feeling
a bit uneasy for some of its properties appear to be rather ad hoc; few people believe that we have
fully understood the Standard Model. The application of noncommutative geometry [2] (NCG) to
the subatomic realm might over time increase our understanding of the Standard Model. A line
of thought that started with the Connes-Lott model [3] culminated in a geometric description [4]
of the full Standard Model. It derives both the correct particle content of the Standard Model,
extended with right-handed neutrinos (νSM), as its full action by employing the principles of NCG
and adding as little extra input as possible. On top of that, this description allows for a prediction
of the Higgs boson mass [4, 5]. NCG might thus prove itself a valuable tool for model building in
High Energy Physics.
Considerable effort has already been spent on a classification of all the possible models using the
demands that various mathematical and physical arguments put on noncommutative geometries,
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such as [6, 7, 8, 9, 10] and also [11]. The approach we take in this article is to exploit some of
the more recent developments (see [4]) to put constraints on all possible SM extensions. We will
demand from any model that
1. the gauge Lie algebra associated to the noncommutative geometry is that of Standard Model
(§3);
2. the particle content contains at least one copy of each of the particles that the Standard
Model features (§3);
3. the hypercharges of the particles are such that there is no chiral gauge anomaly (§4.2);
4. the values of the coupling constants of the electromagnetic, weak and strong forces are such
that they satisfy the GUT-relation1
5
3
g21 = g
2
2 = g
2
3 (1)
(§4.3). It is in fact this relation —coming out naturally in the description of the SM from
NCG— that allows one to determine a scale on which the theory ‘lives’. Consequently it
plays a vital role in the prediction for the value of the Higgs mass.
Together these four demands lead to a number of relations between the multiplicities of the par-
ticles, which can be used to constrain the number of viable models. We recover the Standard
Model (plus a right-handed neutrino in each generation) using these relations in §5.1 and finally
turn our attention to supersymmetric variants (§5.2). We must add however, that the scope of
the application of these results is much broader than supersymmetry alone.
2 Preliminaries
At the very heart of NCG lies the notion of a spectral triple, describing a noncommutative manifold.
It is a triple (A,H, D), where A is a unital ∗-algebra that is represented as bounded operators on
a Hilbert space H on which a Dirac operator D acts. The latter is an (unbounded) self-adjoint
operator that has compact resolvent and in addition satisfies [D, a] ∈ B(H) ∀ a ∈ A.
• We call a spectral triple even if there exists a grading γ : H → H, with [γ, a] = 0 ∀ a ∈ A
and γD = −Dγ.
• We call a spectral triple real if there exists an anti-unitary real structure J : H → H satisfying
J2 = ±1, JD = ±DJ.
The Dirac operator and real structure are required to be compatible via the first-order
condition [[D, a], Jb∗J∗] = 0 ∀ a, b ∈ A.
• If a spectral triple is both real and even there is the additional compatibility relation
Jγ = ±γJ.
The eight different combinations for the tree signs above determine the KO-dimension of
the spectral triple. For more details we refer to [14].
This is a rather abstract notion which we will try to make more concrete by providing two examples
that play a key role in the application of NCG to particle physics.
1This relation not only appears in the context of SU(5) Grand Unified Theory, but is also a feature of SO(10)
and E6 theories [12], [13].
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Example 1. (Canonical spectral triple) The triple (A,H, D) = (C∞(M), L2(M,S), /∂ := i /∇S)
serves as the motivating example of a spectral triple. Here M is a compact Riemannian manifold
that has a spin structure and L2(M,S) denotes the square-integrable sections of the correspond-
ing spinor bundle. The Dirac operator /∂ is associated to the unique spin connection which in
turn is derived from the Levi-Civita connection on M . This spectral triple can be extended by a
real structure JM (‘charge conjugation’) and —when dimM is even— a grading γM ≡ γdimM+1
(‘chirality’). The KO-dimension of a canonical spectral triple equals the dimension of M .
2.1 Finite spectral triples
A second example of spectral triples is that of a finite spectral triple:
Example 2. (Finite spectral triple [15, 16]) For a finite-dimensional algebra A, a finite-dimensional
(left) module H of A and a symmetric linear operator D : H → H, we call (A,H, D) a finite spec-
tral triple. As in the general case some finite spectral triples are called real and/or even depending
on whether there exists a J (implementing a bimodule structure of H) and/or γ respectively.
To be more specific, we will write out in detail the properties of such finite spectral triples,
restricting to the case of KO-dimension 6 for which J2 = 1, JD = DJ and Jγ = −γJ :
- The finite-dimensional algebra is (by Wedderburn’s Theorem) a direct sum of matrix alge-
bras:
A =
K⊕
i
MNi(Fi) Fi = R,C,H, (2)
with componentwise multiplication: (a1, . . . , aK)(b1, . . . , bK) = (a1b1, . . . , aKbK).
- The Hilbert space is anA⊗(A)o-module, or, more specifically, a direct sum of tensor products
of two defining representations Ni of MNi(Fi):
HF =
⊕
i≤j≤K
[
Ni ⊗Noj ⊕Nj ⊗Noi
]⊕MNiNj
. (3)
The non-negative integers MNiNj denote the multiplicity of the representation Ni ⊗Noj .
- TheA-bimodule structure is implemented by a real structure J interchanging representations
Ni ⊗Noj and Nj ⊗Noi (so MNiNj = MNjNi).
- For each component of the algebra for which Fi = C we will a priori allow both the complex
linear representation Ni as the real-linear representation Ni given by
pi′ : MNi(Fi)→ EndR(FNi), pi′(m)v := mv, v ∈ FN .
The algebra (2) is a real algebra. We are using this general form since already in describing the
Standard Model (let alone extensions of it) one uses a copy of the quaterions H, a real algebra.
2.2 Almost-commutative geometries
In describing particle models using NCG one constructs spectral triples by taking the tensor prod-
uct of a canonical spectral triple (Example 1) and a finite spectral triple (Example 2). Spectral
triples of this form are generally referred to as almost-commutative geometries. This tensor product
simply consists of taking the tensor product of the various components of the two spectral triples,
except for the Dirac operator, which is given by /∂⊗1+γM⊗DF , where DF is the Dirac operator of
the finite spectral triple. In this article we will not deal with operators DF , in fact at some points
we will even demand it to be absent by putting DF = 0. If confusion is likely to arise, we will add
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a subscript F to distinguish (a component of) a finite spectral triple from its canonical counterpart.
In the canonical spectral triple the algebra encodes space(time), in a finite spectral triple it is
intimately connected to the gauge group. Noncommutative geometry can thus be said to put the
external and internal degrees of freedom of a particle on similar footing.
When part of an almost-commutative geometry, the Dirac operator of the canonical spectral triple
develops extra terms that have the characteristics of gauge fields [17, §XI], whereas the finite Dirac
operator DF can develop extra terms that parametrize scalar fields, such as the Higgs field. We
will write DA := /∂⊗ 1 +A+ γM ⊗DF (φ), where the symbol A represents the generic gauge fields
and the scalar fields are generically denoted by φ.
With an almost-commutative geometry we can associate [18] an action functional (consisting of
two terms: the fermionic action and the spectral action) via
S[ζ¯, ζ, A] :=
1
2
〈Jζ,DAζ〉+ tr f(D2A/Λ2) (4)
where f is a positive function and
〈Jζ,DAζ〉 =
∫
M
(Jζ,DAζ)
√
gd4x, ζ ∈ 1
2
(1 + γM ⊗ γF )H ≡ H+, (5)
with (., .) : H × H → C∞(M) the Hermitian structure on L2(M,S) combined with the inner
product in HF .2
In practice one has to resort to approximations for calculating the second part of (4) explicitly.
Most often this is done [19] via a heat kernel expansion [20]. For convenience, we end this section
by recalling some details on this that will be of value later on. If V is a vector bundle on a compact
Riemannian manifold (M, g) and if P : C∞(V ) → C∞(V ) is a second-order elliptic differential
operator of the form
P = −(gµν∂µ∂ν +Kµ∂µ + L) (6)
with Kµ, L ∈ Γ(End(V )), then there exist a unique connection ∇ and an endomorphism E on V
such that
P = ∇∇∗ − E.
Explicitly, we write locally ∇µ = ∂µ + ω′µ, where ω′µ = 12 (gµνKν + gµνgρσΓνρσ). Using this ω′µ and
L we find E ∈ Γ(End(V )) and compute for the curvature Ωµν of ∇:
E := L− gµν∂ν(ω′µ)− gµνω′µω′ν + gµνω′ρΓρµν ;
Ωµν := ∂µ(ω
′
ν)− ∂ν(ω′µ) + [ω′µ, ω′ν ].
It is this context in which one is able to compute the spectral action, by making an asymptotic
expansion (as t→ 0) of the trace of the operator e−tP in powers of t:
tr e−tP ∼
∑
n≥0
t(n−m)/2
∫
M
tr en(x, P )
√
gdmx,
where m is the dimension of M and the coefficients tr en(x, P ) are called the Seeley–DeWitt
coefficients. One finds [20, Ch 4.8] that for n odd, en(x, P ) = 0 and the first three even coefficients
2Note that, because of the form of an almost-commutative spectral triple, the requirement that γζ = ζ does not
imply that γM ζ = ζ.
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are given by
e0(x, P ) = (4pi)
−m/2(id); (8a)
e2(x, P ) = (4pi)
−m/2(−R/6 id +E); (8b)
e4(x, P ) = (4pi)
−m/2 1
360
(− 12R µ;µ + 5R2 − 2RµνRµν (8c)
+ 2RµνρσR
µνρσ − 60RE + 180E2 + 60E µ;µ + 30ΩµνΩµν
)
,
where R is the scalar curvature of M , R µ;µ := ∇µ∇µR and the same for E. In all cases that we
will consider, the manifold M will be taken four-dimensional and without boundary so that the
terms E µ;µ , R
µ
;µ vanish by Stokes’ Theorem.
Applying the heat kernel expansion of the second term in the action (4) then gives
tr f(D2A/Λ
2) ∼ 2Λ4f4 tr e0(D) + 2f2Λ2 tr e2(D) + f(0) tr e4(D) +O(Λ−2), (9)
where fi is the (i− 1)th moment of f :
fi =
∫ ∞
0
f(x)xi−1dx.
We underline that the action (9) is automatically gauge invariant and is fixed by the contents of
the spectral triple.
3 Constraints on the algebra A
Let A be a ∗-algebra that is represented on a Hilbert space H. Corresponding to the pair (A,H)
we define the gauge group
SU(A) := {u ∈ U(A),detH(u) = 1}
where U(A) is the group of elements u ∈ A such that uu∗ = u∗u = 1 and with detH we mean the
determinant of the representation pi : A → B(H). We then have
Lemma 1. Suppose that A is such that su(A) ' su(3) ⊕ su(2) ⊕ u(1). Then A must be in the
following list:
1. M3(C)⊕H⊕M2(R),
2. M3(C)⊕M3(R)⊕M2(R),
3. M3(C)⊕H⊕ C,
4. M3(C)⊕M2(C) or
5. M3(C)⊕M3(R)⊕ C,
modulo extra summands R.
Proof. Let A be of the form (2), represented on a Hilbert space H. We define two Lie algebras
u(A) = {X ∈ A : X∗ = −X}
su(A) = {X ∈ u(A) : trHX = 0} (10)
Note that thus u(A) is a direct sum of simple Lie algebras o(Ni), u(Ni), sp(Ni) according to
Fi = R,C,H, respectively. All these matrix Lie algebras have a trace, and we observe that the
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matrices in o(Ni) and sp(Ni) are already traceless. For the complex case, we can write Xi ∈ u(Ni)
as Xi = Yi + zi where zi = trXi, showing that:
u(Ni) = su(Ni)⊕ u(1).
The unimodularity condition trHX = 0 translates as∑
i
αi tr(Xi) = 0
where αi are the multiplicities of the fundamental representations of MNi(Fi) appearing in H.
Using the above property for the traces on simple matrix Lie algebras, we find that unimodularity
is equivalent to
C∑
l=1
αilzil = 0
where the sum is over the complex factors (i.e. for which Fi = C) in A, labeled by i1, . . . , iC .
We conclude that
su(A) '
K⊕
i=1
su(Ni)⊕ u(1)⊕(C−1)
where su(Ni) denotes o(Ni), su(Ni) or sp(Ni) depending on whether Fi = R,C or H, respectively.
In order to get su(A) ' u(1) ⊕ su(2) ⊕ su(3), we either need that C = 1 (with the u(1) ' so(2)
coming from M2(R)) or C = 2. In the first case su(2) must come from from either u(H) or from
su(2) ' so(3), u(M3(R)) = o(3), i.e.
• N1 = 3C, N2 = 1H, N3 = 2R or
• N1 = 3C, N2 = 3R, N3 = 2R.
In the second case we have the following options:
• N1 = 3C, N2 = 1H, N3 = 1C,
• N1 = 3C, N2 = 2C or
• N1 = 3C, N2 = 3R, N3 = 1C.
Modulo extra summands R these are the five options for the algebra A.
If the Hilbert space is to contain at least one copy of all the SM representations, then the algebra
should allow for at least singlet, doublet and triplet representations. Only the third of these
options satisfies this demand3.
4 Constraints on the finite Hilbert space
4.1 Gauge group
The gauge group of the Standard Model is known (see e.g. [21, §3.1]) to be
GSM = U(1)× SU(2)× SU(3)/Z6, (11)
where the finite abelian subgroup Z6 stems from the fact that certain elements of U(1)×SU(2)×
SU(3) act trivially on the Standard Model fermions.
3Although the possible extra summands R do provide singlets too, the corresponding particles would lack any
gauge interactions and are thus unsuitable.
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In the previous paragraph we have demanded that extensions of the SM Hilbert space still have
a similar gauge group as that of the SM. Let us explicate this a bit. If we write u = (u1, . . . , uM )
for a generic element of U(A), then the demand detH(u) = 1 —that is part of the definition of
SU(A)— applied to the Hilbert space of (3) translates to
detH(u) =
K∏
i≤j
detNi(ui)
MNiNjNj detNj (uj)
MNiNjNi = 1. (12)
Applying this to the algebra of the SM —C ⊕ H ⊕M3(C) and correspondingly U(A) = U(1) ×
SU(2) × U(3) 3 u = (λ, q,m)— we have five possibilities for the representations: Ni = 1,1,2, 3
and 3 on which the determinant equals λ, λ−1, 1,detm and (detm)−1 respectively. The relation
(12) then becomes
detH(u) = λa det(m)b = 1
where
a = 2M11 − 2M1¯1¯ + 2(M12 −M1¯2) + 3(M13 +M13¯ −M1¯3 −M1¯3¯), (13a)
b = M31 +M31¯ −M3¯1 −M3¯1¯ + 2(M32 −M3¯2) + 6(M33 −M3¯3¯). (13b)
The multiplicity M11¯ does not enter in the expression for a above, for it actually appears twice
but with opposite sign.
Lemma 2. If a divides b then we have for the gauge group
SU(A) ' (U(1)× SU(3)) /Z3 × SU(2)× Za
Proof. We show this in two steps:
SU(A) ' G× SU(2)× SU(3)/Z3 (I)
where G =
{
(λ, µ) ∈ U(1)× U(1) : λaµ3b = 1}, containing Z3 as the subgroup {e} × Z3, and
G ' Za × U(1). (II)
For I, consider the following map
(λ, µ, q,m) ∈ G× SU(2)× SU(3) 7→ (λ, q, µm) ∈ SU(A).
We claim that this map is surjective and has kernel Z3. If (λ, q,m) ∈ SU(A) then there exists
a µ ∈ U(1) such that µ3 = detm ∈ U(1). Since λaµ3b = λa detmb = 1 the element (λ, µ, q,m)
lies in the preimage of (λ, q,m). The kernel of the above map consists of pairs (λ, µ, q,m) ∈
G × SU(2) × SU(3) such that λ = 1, q = 1 and m = µ−113. Since m ∈ SU(3) this µ satisfies
µ3 = 1. So we have established I.
For II we show that the following sequence is split-exact:
1→ U(1)→ G→ Za → 1,
where the group homomorphisms are given by λ ∈ U(1) 7→ (λ3b/a, λ−1) ∈ G and (λ, µ) ∈ G →
λµ3b/a ∈ Za. Exactness can be easily checked, and the splitting map is given by λ ∈ Za → (λ, 1) ∈
G. In this abelian case, the corresponding action of Za on U(1) is trivial so that the resulting
semidirect product G ' U(1)o Za ' U(1)× Za.
Remark 3. In the case that we only allow for representations that already enter in the νSM
(i.e. 1,1,2 and 3), a and b are given by:
a = 2M11 − 2M1¯1¯ + 2(M12 −M1¯2) + 3(M13 −M1¯3), (14a)
b = M31 +M31¯ + 2M32 + 6M33. (14b)
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Representation Multiplicity Hypercharge SM-particles
1⊗ 1o 3 1− 1 = 0 right-handed neutrino
1¯⊗ 1o 3 −1− 1 = −2 right-handed electron
2⊗ 1o 3 −1 left-handed leptons
1⊗ 3o 3 1 + 1/3 = 4/3 right up-type quarks
1¯⊗ 3o 3 −1 + 1/3 = −2/3 right down-type quarks
2⊗ 3o 3 1/3 left quarks
Table 1: Hypercharges as derived from the finite spectral triple describing the Standard Model.
The Standard Model itself (see also §5.1) is given by M11 = M11¯ = M12 = M13 = M1¯3 = M23 = 3
(for three families) and all other multiplicities zero. In this case, a = b = 12 so that the above
Lemma yields SU(A) ' SU(2) × (U(1) × SU(3))/Z3 × Z12 in concordance with what was found
in [4, Prop. 2.16]. The representation of SU(A) on H is as u 7→ uJuJ−1, and the kernel of this
representation is Z2 [22, Prop. 6.3]. In turn, we find that SU(A)/Z2 ' GSM × Z12.
Note that from the definition of SU(A) we can determine the hypercharges of the particles from
the U(1) factor of SU(A) (cf. [4, Prop. 2.16]):
{(λ, 1, λ−a/3b13), λ ∈ C, |λ| = 1} ⊂ SU(A), (15)
where the value of a/b must be determined via additional constraints.4 The corresponding hyper-
charge generator Y = i(1, 0,−a/3b13) then acts on HF as (Y ⊗ 1− 1⊗Y o). The hypercharges for
the example of the Standard Model then come out right, as illustrated in Table 1.
4.2 Anomalies and anomaly cancellation
In short, a quantum anomaly is said to arise when a certain local (gauge) symmetry of a classical
theory gets broken upon quantization. Here, we focus attention on the non-abelian chiral gauge
anomaly : even if the action is invariant under the transformation H 3 ζ → exp(γ5T )ζ (with T
anti-Hermitian), the path integral corresponding to this action might not be. The demand of
having an anomaly free theory (i.e. a theory that can be quantised) can be casted in an expression
that depends on the fermionic content of the theory. We will use it to put constraints on the
particle content described by the spectral triple.
In what follows, we assume a finite Hilbert space of the formHF = HL⊕HR⊕HoL⊕HoR (containing
the left- and right-handed particles and antiparticles respectively) and KO-dimension 6 (i.e. γF
anti-commutes with JF ) implying that a generic element ζ ∈ H+ —the physical Hilbert space—
is of the form
ζ = ξL ⊗ eL + ξR ⊗ eR + ηR ⊗ e¯L + ηL ⊗ e¯R. (16)
The motivation for working in this KO-dimension 6 is that we are after theories beyond the
Standard Model and this is the KO-dimension in which the latter is described. Furthermore we
take the finite Dirac operator DF to be zero.
5 T a will denote a fixed generator of the gauge Lie
algebra su(AF ), i.e. (T a)∗ = −T a.
Lemma 4. Let ζ ∈ H+ and let α : M → R be a real function, then the non-abelian chiral gauge
transformation
ζ → UJζ, with UJ := exp(αγTa),Ta = pi(T a)− Jpi(T a)∗J∗ (17)
is an on-shell symmetry of the fermionic action in (4).
4Note however, that these hypercharges are determined up to an overall power.
5This corresponds to having massless fermions, which is crucial when considering the chiral gauge anomaly.
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Proof. We only have to consider the fermionic part of (4), since the gauge fields do not transform.
For UJ as in (17) with γ = γ
5 ⊗ γF one can easily prove that
JUJ = U
∗
JJ and UJγ
µ = γµU∗J ,
by using that left and right actions of the algebra on the Hilbert space must commute and that
{γ5, γµ} = {J, γF } = 0. Then for the inner product we have, upon transforming ζ:
1
2
〈JUJζ,DAUJζ〉 = 1
2
〈Jζ, iγµU∗J (∇Sµ + Aµ)UJζ〉
=
1
2
〈Jζ, /∂ζ〉+ 1
2
〈Jζ, i∂µ(α)γµγ Taζ〉+ 1
2
〈Jζ, iγµ exp[−αγ adTa]Aµζ〉,
where we have used the identity exp(A)B exp(−A) = exp(adA)B for complex n × n matrices A
and B. If we expand the exponential in the last term of the previous expression, and use partial
integration for the second term, this becomes
1
2
〈Jζ,DAζ〉 − 1
2
∫
M
α∂µ
[
(Jζ, iγµγTaζ)
√
g
]
d4x− 1
2
〈Jζ, iαγµγ[Ta,Aµ]ζ〉+O(α2).
Writing Aµ = Aµ bTb and using [Ta,Tb] = ad[T a, T b] = fabcTc this implies
1
2
〈JUJζ,DAUJζ〉 = 1
2
〈Jζ,DAζ〉 − 1
2
∫
M
α(Daµ cj
µ c)d4x+O(α2)
where
Daµ c = ∂µδ
a
c + f
ab
cAµ b, j
µa = (Jζ, iγµγTaζ)
√
g.
On the other hand we have the following:
∂µj
µa = (J∇Sµζ, iγµγTaζ)
√
g + (Jζ, i∇SµγµγTaζ)
√
g + (Jζ, iγµγTaζ)∂µ
√
g,
where we have used that the spin-connection is Hermitian and commutes with J . Using that for
the tensor density
√
g we have ∂µ
√
g = Γλλµ
√
g (e.g. [23, §21.2]) and that for the spin-connection
[∇Sµ , γµ] = −Γµµλγλ this yields
∂µj
µa = (J∇Sµζ, iγµγTaζ)
√
g + (Jζ, iγµγTa∇Sµζ)
√
g.
Employing the Dirac equation for ζ and the skew-adjointness of Aµ this gives
∂µj
µa = −(Jζ, iγµγ[Ta,Aµ]ζ)√g.
i.e. Daµ cj
µ c = 0, establishing the result.
In order to progress, we need to be a bit more detailed. For a representation Ni ⊗Njo of a given
pair (i, j), i ≤ j, the representation pi(T a) can be decomposed as piL(T a) + piR(T a), where one of
the two is trivial depending on the chirality of Ni ⊗Njo. The representation on the conjugate of
Ni ⊗Njo is denoted by p¯iL(T a) + p¯iR(T a). Hence we write for the full representation pi(T a) on
Ni ⊗Njo ⊕Ni ⊗Njo:
pi(T a) = piL(T
a) + piR(T
a) + p¯iL(T
a) + p¯iR(T
a). (18)
Example 3. For the case HF = 2L⊗3o⊕3⊗2oL and T a = τa, the Gell-Mann matrices, we have
piR(τ
a) = p¯iR(τ
a) = piL(τ
a) = 0, p¯iL(τ
a) = τa.
For the case HF = 1R ⊗ 3o ⊕ 3⊗ 1oR and T a ≡ Y = i(1, 0,− a3b13), the hypercharge generator, we
have
piR(Y ) = i, p¯iR(Y ) = −i a
3b
13, piL(λ) = p¯iL(λ) = 0.
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Since 〈Jξ,DAξ〉 defines an anti-symmetric bilinear form [4, Prop. 4.1] we can also write the chiral
gauge transformation in terms of the component spinors (16), reading:
1
2
〈JUJζ,DAUJζ〉 = 〈JM (Uo)∗η,DAUξ〉
i.e. under the transformation (17) we have
ξ 7→ exp(αγ diag{piL − p¯ioL, piR − p¯ioR}(T a))ξ ≡ Uξ, η 7→ (U∗)oη (19)
in the notation of (18).
Now considering the path integral∫
DηDξDAµ exp(S[η, ξ,Aµ]), (20)
(where in a Euclidean set up the fields ξ and η should be considered as independent) there is
a second effect from transforming the fermionic fields (19), which is from the transformation of
its measure. The following derivation is primarily based on [26, §22.2], [27, §5.6] and [28, §13.2].
We first consider the effect of that transformation on the Dirac spinor ξ = (ξL, ξR) with finite
component. Let
ξ =
∑
I
aIψI
be its decomposition into the eigenfunctions of D. Here I is a generic index describing both
continuous and finite indices: if, for example, the particle sector of HF would equal (N⊗Mo)L +
(K⊗ Lo)R then∑
I
aIψI ≡
∑
i
(∑
n,m
ainmψiL ⊗ en ⊗ e¯m +
∑
k,l
aiklψiR ⊗ ek ⊗ e¯l
)
, ainm = 〈ψiL ⊗ en ⊗ e¯m, ξ〉,
where ψiL,R is a left-/right-handed eigenspinor of /∂ and {en ⊗ e¯m, 1 ≤ n ≤ N, 1 ≤ m ≤ M}
denotes the basis of the left-handed finite part. Then the transformation
ξ 7→ ξ′ := Uξ
sets ξ′ =
∑
I a
′
IψI with a
′
I =
∑
J CIJaJ where
CIJ = δIJ + 〈ψI , αγ diag{(piL − p¯ioL)(T a), (piR − p¯ioR)(T a)}ψJ〉+O(α2).
The effect of the transformation on the measure Dξ in (20) is then
Dξ → det(C)−1Dξ,
and similarly for η. Writing X := diag{(piL − p¯ioL)(T a), (piR − p¯ioR)(T a)}, and calculating the
determinant by using detA = exp tr lnA gives
det(CIJ) = exp tr ln(δIJ + 〈ψI , αγXψJ〉+O(α2))
≈ exp tr〈ψI , αγXψJ〉
= exp
∑
I
〈ψI , αγXψI〉,
where in going from the first to the second line we have used that ln(1 + z) = z+O(z2), and that
α is infinitesimal. The anomaly corresponding to the transformation of ξ is thus
exp(−Aξ), Aξ =
∫
M
αAξ(x)
√
gd4x, Aξ(x) =
∑
I
(ψI , γ XψI).
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Even though this is an ill-defined quantity, we can make sense of it using the following regulariza-
tion scheme: ∑
I
〈ψI , αγ XψI〉 := lim
Λ→∞
∑
I
〈ψI , αγ Xh(λ2I/Λ2)ψI〉
where h can be any function that satisfies h(0) = 1 and limx→∞ h(x) = 0, and λI is the eigenvalue
of DA with eigenvector ψI :
Aξ = lim
Λ→∞
∑
I
〈ψI , αγ Xh(D2A/Λ2)ψI〉 = lim
Λ→∞
trHf [γ Xh(D
2
A/Λ
2)],
where with Hf = L2(M,S)L ⊗ HL ⊕ L2(M,S)R ⊗ HR we mean the particle sector of the total
Hilbert space H, as opposed to the anti-particle sector Hf¯ = L2(M,S)R⊗HoL⊕L2(M,S)L⊗HoR.
Using a heat kernel expansion (9) this expression equals
Aξ = lim
Λ→∞
trHf αγ X
[
h4Λ
2e0(x,D
2
A) + h2Λ
2e2(x,D
2
A) + h(0)e4(x,D
2
A) +O(Λ−2)
]
. (21)
In an analogous fashion we can determine the anomaly that is caused by the spinor η, yielding
Aη = − lim
Λ→∞
trHf¯ αγ X
o
[
h4Λ
2e0(x,D
2
A) + h2Λ
2e2(x,D
2
A) + h(0)e4(x,D
2
A) +O(Λ−2)
]
. (22)
Then we have the following result:
Lemma 5. The total anomaly in the path integral due to (17) is given by:
A =
∫
M
αA (x)
√
gd4x
with
A (x) =
1
16pi2
µνλσF bµνF
c
λσ
[
trHL(piL − p¯ioL)(T a){Tb,Tc} − trHR(piR − p¯ioR)(T a){Tb,Tc}
]
+
1
192pi2
abcdRµνabRµν cd
[
trHL(piL − p¯ioL)(T a)− trHR(piR − p¯ioR)(T a)
]
. (23)
Proof. We start with (21), taking the expression for e0,2,4(x,D
2
A) from (8c), where, for an almost-
commutative geometry, E and Ωµν are determined by the field strength of the gauge field and the
Riemann tensor for M :
E =
1
4
R+
1
2
γµγνFµν , Ωµν =
1
4
Rabµνγab ⊗ 1 + Fµν ,
with γab =
1
2 [γa, γb]. Since tr γ
5 = tr γ5γµγν = 0 we only retain, after taking the limit in Λ,
Aξ = h(0) trHf αγ Xe4(x,D
2
A)
=
h(0)
(4pi)2
1
360
trHf αγ X
[
180E2 + 30ΩµνΩ
µν
]
, (24)
plus boundary terms, that vanish upon integration since the manifold M is without boundary.
Inserting the expressions for E and Ωµν , performing the trace over Dirac indices and setting
h(0) = 1 this becomes
Aξ =
∫
M
α trHL⊕HR
[
1
32pi2
µνλσγFXFµνFλσ +
1
384pi2
abcdRµνabRµν cdγFX
]√
gd4x.
The derivation of Aη can be found using the same arguments, reading
Aη = −
∫
M
α trHoL⊕HoR
[
1
32pi2
µνλσγFX
oFµνFλσ +
1
384pi2
abcdRµνabRµν cdγFX
o
]√
gd4x.
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Adding Aξ and Aη and putting in the expression for X, using that {γF , JF } = 0 and trHo Xo =
trHX (so contributions from the particle and antiparticle sectors add), the total anomaly reads
A =
∫
M
αA (x)
√
gd4x
with A (x) =
1
16pi2
µνλσ
[
trHL(piL − p¯ioL)(T a)FµνFλσ − trHR(piR − p¯ioR)(T a)FµνFλσ
]
+
1
192pi2
abcdRµνabRµν cd
[
trHL(piL − p¯ioL)(T a)− trHR(piR − p¯ioR)(T a)
]
,
where we have used that γF
∣∣
HL = −γF
∣∣
HR = 1. Writing Fµν = F
a
µνTa and exploiting the
(anti)symmetries of µνλσ and the field strength tensor Fµν we obtain (23).
This result should hold for any generator T a of the Lie algebra su(A) of the gauge group (cf. (10)).
So, if we want the theory to be anomaly free, (23) should be zero.
We apply this general result to the models for which the Lie algebra is su(A) = u(1)⊕su(2)⊕su(3);
the T a can separately be Y ≡ i(1, 0,− a3b13), (0, σa, 0) and (0, 0, τa), the generators of the Lie
algebra of the SM. Here σa and τa denote the Pauli and Gell-Mann matrices respectively. Since
trσi = tr τa = 0, the gravitational term of (23) only gets a contribution from the u(1)-part:
trHL(Y ⊗ 1− 1⊗ Y o)− trHR(Y ⊗ 1− 1⊗ Y o), Y = i(1, 0,−a/3b 13),
where although Y denotes the hypercharge generator of u(1), it is Y ⊗ 1− 1⊗ Y o that represents
the actual hypercharge. For the representations that appear in the Standard Model, this gives
2(−1)M21 + 2 · 3 a
3b
M23 − 3
(
1 +
a
3b
)
M13 − (−2)M1¯1 − 3
(
− 1 + a
3b
)
M1¯3
= −2M21 + 2a
b
M23 −
(
3 +
a
b
)
M13 + 2M1¯1 +
(
3− a
b
)
M1¯3 = 0. (25)
Now for the non-gravitational term in (23). If we use the cyclicity of the trace, tr(σa) = tr(τa) = 0
and trσaσb = tr τaτ b = 2δab, {σa, σb} = 2δab and {τa, τ b} = 43δab + 2dabcτ c, we find —when
restricting to the representations that already appear in the Standard Model— it to be equivalent
to the following relations:
T a the hypercharge generator, Fµν the photon field:
6
(
a
3b
)3
M23 − 3
(
1 +
a
3b
)3
M13 − 3
(
− 1 + a
3b
)3
M1¯3 + 2(−1)3M21 − (−2)3M1¯1 = 0, (26a)
T a the hypercharge generator, Fµν the gluon field:
2
a
b
M23 − 3
(
1 +
a
3b
)
M13 − 3
(
− 1 + a
3b
)
M1¯3 = 0, (26b)
T a the hypercharge generator, Fµν the SU(2) boson field:
−2M21 + 2a
b
M23 = 0, (26c)
T a a Gell-Mann matrix, Fµν the gluon field:
2M23 −M13 −M1¯3 = 0. (26d)
All other combinations are seen to vanish. It is evident that the demand of the cancellation of
anomalies puts rather stringent constraints on the multiplicities. One well-known result can now
be re-confirmed.
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Proposition 6. The minimal Standard Model is anomaly free.
Proof. A glance back at the remark just below (14) shows that the non-zero multiplicities of the
representation of AF = C ⊕ H ⊕M3(C) in HF are M11 = M1¯1 = M21 = M13 = M1¯3 = M23 = 3
and a = b = 12, for which the above equations are readily seen to hold.
Two comments are in order here. In using the demand of anomaly cancellation for validating
extensions of the Standard Model, we need to know what the value of the grading (chirality)
γ is on each of the representations. However, there is no such thing as a canonical expression
for a grading6, which in principle limits the scope of these constraints to the particles we know
the chirality of, i.e. the SM particles. For non-SM representations we can only try both possible
gradings separately. Note, secondly, that the demand for a theory to be anomaly free is most often
used for determining the hypercharges of the particles involved. Here, however, these are already
determined by the constraint concerning the gauge group, causing the role of anomaly cancellation
to be different; it may be used to put constraints on the multiplicities of the representations.
4.3 GUT relation
In determining the bosonic part of the action functional (4) by means of a heat kernel expansion,
one obtains [19] from the a4(x,D
2
A)-term a contribution
− f(0)
24pi2
∫
M
trHF FµνFµν .
Here the trace runs over the entire (finite) Hilbert space HF , and Fµν is a generic symbol denoting
the field strength associated to the various gauge fields. Calculating it explicitly —assuming a
Hilbert space of the form (3)— gives
− f(0)
24pi2
trHF FµνFµν = −
f(0)
24pi2
∑
k
Gk(gk) trNk F(k)µν Fµν(k)
with the coefficients Gk ≡ Gk(gk) (as a function of the coupling constant gk) being given by
Gk = 2
∑
i,j≤i
MNiNjc
(k)
ij
(
q
(k)
ij
)2
g2k. (27)
Here the label (k) denotes the type of gauge field and q
(k)
ij = −q(k)ji is the charge of the representation
Ni⊗Noj associated to the gauge field A(k)µ . For the number c(k)ij we have in the case that the only
representations are 1, 1, 2 and 3:
c
(k)
ij =

Ni if k = j,
Nj if k = i,
NiNj else.
In the description of the SM from NCG, the three coefficients are precisely such that upon equating
them to the normalisation constant −1/4 in front of the kinetic term —as is customary— they
automatically satisfy the GUT-relation (1) [4, §16.1]. Now certainly in reality, with the particle
content of the Standard Model alone, the coupling constants do not meet at a single energy scale.
But first of all this feature is too specific to disregard it as a mere coincidence and secondly the
entire predictive power of NCG relies [22, §8] on it: if it has to say anything more about reality
than does the conventional approach to the Standard Model (or any of its extensions), we should
take this feature seriously. Furthermore much of the ‘beyond the Standard Model’ research has
6A rather strict demand on the grading would be that of orientability [30, 16]: for a set I 3 i there exist ai, bi ∈ A
such that γ =
∑
i ai ⊗ boi . But since already the grading of the SM (with a right-handed neutrino included) is not
of this form [31], demanding it for γ would in fact be too strict.
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been conducted in a setting that is characterized by coupling constant unification. To this end we
promote that the coupling constants satisfy the GUT relation from a feature to a demand.7 The
nature of the constants Gk is then such that it allows one to put constraints on the Hilbert space.
G1 G2 G3 G1 G2 G3
1⊗ 1o 0 0 0 1¯⊗ 1¯o 0 0 0
1⊗ 1¯o 8 0 0 1¯⊗ 2o 4 2 0
1⊗ 2o 4 2 0 1¯⊗ 3o 6(−1 + a3b )2 0 2
1⊗ 3o 6(1 + a3b )2 0 2 1¯⊗ 3¯o 3(−1 + a3b )2 0 2
1⊗ 3¯o 6(1− a2b )2 0 2
3⊗ 3o 0 0 12
2⊗ 2o 0 8 0 3⊗ 3¯o 9(− 2a3b )2 0 12
2⊗ 3o 12( a3b )2 6 4 3¯⊗ 3¯o 0 0 12
2⊗ 3¯o 12(− a3b )2 6 4
Table 2: The contributions c
(k)
ij q
(k)
ij for any of the possible representations of the Standard Model
algebra contributes to either of the three coupling constants. These already include a factor 2
from the fact that in taking the sum every representation appears twice.
In the case of the Standard Model algebra there are three different gauge fields, since the gauge field
acting on 1 is the same as the one acting on 1. The SU(2) charge equals 1 on the representation
2 and 0 on everything else and similarly the SU(3) charge equals 1 on the representation 3 and 0
on everything else. The charges for the U(1) gauge field are determined by (15). The coefficients
with which a certain representation contributes to any of the three coupling constants can be
found in Table 2. If we only allow the representations that already appear in the Standard Model
—1,1,2,3— we get for the three different coefficients in (27):
G1 = 2
[
4M11¯ + 2M12 + 2M1¯2 + 3
(
1 +
a
3b
)2
M13 + 3
(
1− a
3b
)2
M1¯3 + 6
( a
3b
)2
M32
]
,
G2 = 2[M21 +M21¯ + 3M23 + 4M22],
G3 = 2[M31 +M31¯ + 2M32 + 6M33].
Now upon taking the trace of kinetic terms of the gauge fields, the second and third line get an
additional factor 2 because of the normalisation of the Pauli and Gell-Mann matrices respectively.
The demand for the GUT-relation (1) is then that
3G1 = 10G2 = 10G3
i.e. in terms of multiplicities[
12M11¯ + 6M12 + 6M1¯2 + 9
(
1 +
a
3b
)2
M13 + 9
(
− 1 + a
3b
)2
M1¯3 + 2
a2
b2
M32
]
= 10[M21 +M21¯ + 3M23 + 4M22]
= 10[M31 +M31¯ + 2M32 + 6M33]. (28)
4.4 Bringing it all together
We summarize Sections 3, 4.1, 4.2 and 4.3 by saying that for any finite spectral triple whose
C.1 Lie algebra corresponding to the gauge group is the one of the Standard Model;
7Certainly at some point one should check that a Hilbert space that satisfies the GUT-relation is compatible
with a crossing of the coupling constants as obtained using the Renormalization Group Equations and the very
same particle content.
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C.2 particle content contains at least one copy of each of the Standard Model particles;
C.3 particle content is (chiral gauge) anomaly free;
C.4 three coupling constants satisfy the GUT relation (1);
the algebra is A = M3(C)⊕H⊕ C and the multiplicities of the fermions are constrained by rela-
tions (26) and (28) (with a and b appearing in this last relation determined by (13)).
The readers may ask themselves how and to what extent this approach distinguishes itself from
the conventional one, i.e. the non-NCG approach to (beyond the) SM physics; what more does
the former offer compared to the latter? In our opinion there are two main differences. The
first is the link between the value for the coupling constants and the Hilbert space —making the
existence of the GUT-relation a consequence of the particle content. Secondly, the demand for
the gauge group to be that of the Standard Model made it possible to determine the charges of
the featured particles in terms of the powers a and b, changing the role of the demand of anomaly
cancellations to determining multiplicities. (Both differences are a fruit of the meticulous path
from the principles of NCG to the particle content of the Standard Model.)
It might be worthwhile to explicate how this article relates to several others having a similar
approach, most notably [6, 7, 8, 9, 10]. The main differences are that this is the first time that the
GUT-relation is explicitly used for constraining the multiplicities, that the demand for the gauge
group had not been articulated before in terms of the content of the Hilbert space. Furthermore,
this analysis does not regard the question what finite Dirac operators are allowed, so we have
no demands related to this. Finally, the articles [6, 7, 8] consider finite spectral triples of KO-
dimension 0, instead of 6.
5 Solutions of the constraints
In the following sections we investigate what the above constraints can tell us about some exten-
sions of the Standard Model. But first we will employ these constraints to recover the latter.
5.1 SM and extensions thereof
Let A = C⊕H⊕M3(C) and let H be such that it only contains representations that are present
in the Standard Model: 2L ⊗ 1o, 1R ⊗ 1o, 2L ⊗ 3o, 1R ⊗ 3o, and 1R ⊗ 3o (representing (eL, νL),
eR, (uL, dL), uR and dR respectively) and their conjugates. We leave the possibility open for a
right-handed neutrino 1R ⊗ 1o. This implies that H is characterised by a 6-tuple
(M11,M13,M1¯1,M1¯3,M21,M23) ∈ N6.
The subscript L (R) refers to the value 1 (−1) of γF on the particular representation.
Lemma 7. Upon demanding C.1 – C.4 for this spectral triple, the only solution for the multiplic-
ities is:
(M11,M13,M1¯1,M1¯3,M21,M23) = (M,M,M,M,M,M)
with M ∈ N, the number of generations or families.
Proof. From combining (26a) to (26d) we already infer that
M13 = M1¯3 = M23, M1¯1 = M21 =
a
b
M13. (29)
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Inserting these equations into the demand for the GUT-relation (28) (but discarding all non-SM
representations), gives:
2
(
9 + 9
a
b
+ 2
a2
b2
)
M13 = 40M13 =
(
30 + 10
a
b
)
M13
yielding a = b, i.e. the hypercharges are those of the SM and all multiplicities equal each other,
except for M11 (the right-handed neutrino), which is still unrestricted. Now from the expressions
for a and b we find:
2M11 + 2M12 = 4M21,
establishing the result.
Note that according to the previous Lemma, a right-handed neutrino in all generations is necessary
from our point of view. That the Standard Model with three generations and an equal number of
right-handed neutrinos is at odds with the orientability axiom, was already noted by C. Stephan
[31]. For future convenience we succinctly write the solution to the previous Lemma as:
H′SM :=
(E ⊕ Eo)⊕M , E = (2L ⊕ 1R ⊕ 1R)⊗ (1⊕ 3)o,
where we added the accent because the bare SM in fact has M = 3 and does not contain any
right-handed neutrinos.
We can try to get the most out of the constraints we have derived. We will first focus our attention
on the only non-adjoint representation that is absent in the SM — given that we only use 1, 1, 2
and 3:
Lemma 8. An extension of the SM with only a certain (non-zero) number of copies of 2 ⊗ 1o
(and its conjugate) is possible, provided it is of negative chirality. In that case we have for the
multiplicities:
M21 +M21¯ = M23 = M11¯ = M13 = M1¯3, M11 = 3M21¯ +M21.
Proof. Since the representation under consideration is hypothetical, we do not know whether it is
right- or left-handed, but we can try either possibility. We get a ±2M21¯ extra in (26a), (26c) and
(25), where the sign depends on the chirality.
Taking the latter to be positive (i.e. it has the same chirality as M21), we find from anomaly
cancellation that M23 = M31 = M1¯1,
a
bM13 = M1¯1. Together with the demand G2 = G3 this gives(
1− a
b
)
M21 =
(
− 1 + a
b
)
M21¯.
The other GUT-demand 3/5G1 = G2 solves a/b = −4 ∨ 1. Using all relations between multiplic-
ities, the first solution demands all multiplicities to vanish, the second solution only sets M21¯ to
be zero and we are back at the SM with right-handed neutrinos.
Using the other value for the chirality, M21 and M21¯ enter all relations in the same way, except in
(13) —whose previous use was to determine M11 since that is the only constraint it appears in.
This means that we cannot exactly solve all multiplicities. Instead we get the results as stated in
the Lemma above.
Looking at what we observe in particle experiments, the above Lemma suggests that either 2⊗1o
is absent after all, or that there is a non-zero M21¯ implying that all other particles —except for
2 ⊗ 1o— come in at least one more generation than is currently observed. The representation
1 ⊗ 1o (the right-handed neutrino) on the other hand, needs to have an even higher multiplicity
than the others.
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5.2 Supersymmetric extensions
In supersymmetry (see [32]) one fully exploits all space-time symmetries (as captured by the
Poincare´ group) to arrive at theories in which all existing particles have superpartners; particles
residing in the same representation of the gauge group, but necessarily differing in spin by the
amount of 1/2. In this article we focus on supersymmetric extensions of the SM in which each SM
particle has one supersymmetric partner8. Thus, we want to extend the finite Hilbert space by
the gauginos, the superpartners of the gauge bosons (the latter corresponding to the components
of the algebra), and the higgsinos (the superpartners of the Higgses [33, §2.2]). The former are
in the representations 1 ⊗ 1o, 2 ⊗ 2o and 3 ⊗ 3o and the latter are in 2 ⊗ 1 and 2 ⊗ 1o. In
order for the result to have the right number of degrees of freedom, we need to take two copies
of the gaugino representations, both having a different value of the grading. This allows us not
only to project onto the physical states of H+ [c.f. (5)], halving the number of degrees of freedom,
but it also allows for the possibility of defining gaugino masses. Having a real structure J makes
the higgsinos automatically come with their (charge) conjugates. Since we already have particles
in the representation 1 ⊗ 1o and 2 ⊗ 1o in the SM, we will distinguish between the SM and
supersymmetric versions of this representation by putting a tilde above the latter. In the notation
introduced above Lemma 7 we write
(M11 + M˜11,M13,M1¯1,M1¯3,M21 + M˜21,M23, M˜21¯, M˜22, M˜33) ∈ N9 (30)
with M˜21 = M˜21¯ = M˜11 = M˜22 = M˜33 = 1. Written differently:
H′MSSM := H′SM ⊕Hgauginos ⊕Hhiggsinos
with
Hgauginos =
(
1⊗ 1o ⊕ 2⊗ 2o ⊕ 3⊗ 3o)⊕2 ' (C⊕M2(C)⊕M3(C))⊕2
Hhiggsinos = 2⊗ 1o ⊕ 2⊗ 1o ⊕ 1⊗ 2o ⊕ 1⊗ 2o.
We then have:
Lemma 9. There is no solution (30) for the finite Hilbert space that satisfies our demands after
extending the Standard Model by two copies of the gauginos and a single copy of the higgsinos.
Proof. We can proceed in exactly the same way as in Lemma 7, using the demands C.1 – C.4.
Since the Standard Model representations together satisfied the demands, so should separately do
the newly added representations. First of all, the gauginos do not cause an anomaly, since each
left representation appears both left-handed and right-handed [c.f. (23)]. The higgsino in 2 ⊗ 1o
does cause an anomaly (via the second and fourth relations in (26)), but the other one in 2⊗ 1o
—having the same grading but an opposite hypercharge— cancels this anomaly again. So the
relations (29) stay intact, reducing the a priori 6 unknown SM-multiplicities to only one, M13.
Next, we find for the three GUT-coefficients:
12
a
b
M13 + 6
(a
b
M13 + 1
)
+ 6 + 9
(
1 +
a
3b
)2
M13 + 9
(
− 1 + a
3b
)2
M13 + 2
a2
b2
M13
=
[
18 + 18
a
b
+ 4
a2
b2
]
M13 + 12,
10
[(a
b
M13 + 1
)
+ 1 + 3M13 + 4
]
= 10
[(
a
b
+ 3
)
M13 + 6
]
and
10[M13 +M13 + 2M13 + 6] = 10[4M13 + 6],
8The most common of these is the Minimal Supersymmetric Standard Model (MSSM) (cf. [33]).
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respectively. From equating the second and third coefficients one can infer that a = b. Inserting
this solution into the first coefficient, one gets
12M13 + 6M13 + 6 + 9
(
4
3
)2
+ 9
(
− 2
3
)2
+ 2M13 = 40M13 + 12
i.e. the GUT-relation cannot be satisfied. Moreover, inserting the extra multiplicities in (14) shows
that a 6= b, in contrast to what the GUT-relation told us.
Now the previous lemma suggests that the MSSM and NCG are at odds, but there might be
models which are not that different from the MSSM that do satisfy all our constraints. We could
in principle restore all constraints by adding extra representations compared to the MSSM. In the
light of supersymmetry these should all be a superpartner of a scalar particle that enters through
a finite Dirac operator. To show that such models exist, we have
Theorem 10. The smallest possible extension (in the sense of lowest number of extra represen-
tations) of the MSSM that satisfies all four constraints, has six additional representations in HF .
Namely, it is one of the following two possibilities for the Hilbert space H′MSSM ⊕F ⊕Fo:
F = (1⊗ 1o)⊕4 ⊕ (1⊗ 1o)⊕2, (31)
where two of the copies of 1⊗ 1o should have a grading opposite to the other two copies; or
F = (1⊗ 1o)⊕2 ⊕ (1⊗ 3o)⊕2 ⊕ (1⊗ 2) ⊕ (1¯⊗ 2). (32)
Proof. This can be done with a routine computer check on the equations (26) and (28) while
letting the multiplicities M11,M11¯,M13,M1¯3,M12,M1¯2,M23,M22 and M33 increase.
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