Abstract. Motivated by problems coming from different areas of the applied science we study the periodic solutions of the following differential system
1. Introduction and statement of the main results
1.1.
Introduction. The study of the existence of invariant sets, particularly, periodic solutions is very important for understanding the dynamics of a differential system. One of the most important tools to detect such sets is the averaging theory. A classical introduction to this tool can be found in [29, 28] .
On the other hand the study of the discontinuous differential systems has it importance and motivation lying in some fields of the applied sciences. Many problems of physics, engineering, economics, and biology are modeled using differential equation with discontinuous right-hand side. For instance we may cite problems in control systems [2] , impact and friction mechanics [4] , nonlinear oscillations [1, 25] , economics [13, 14] , and biology [3, 15] . Recent reviews appeared in [30, 23] .
Despite to the importance of the discontinuous differential systems mentioned above, there still exist only a few analytical techniques to study the invariant sets of discontinuous differential systems. In [19] the averaging theory has been extended for the following class of discontinuous differential systems (1) x ′ (t) = εF 1 (t, x) + ε 2 R 1 (t, x, ε) if h(t, x) > 0, εF 2 (t, x) + ε 2 R 2 (t, x, ε) if h(t, x) < 0.
where F 1 , F 2 , R 1 , R 2 and h are continuous functions, locally Lipschitz in the variable x, T -periodic in the variable t, and h is a C 1 function having 0 as a regular value. The results stated in [19] have been extensively used, see for instance the works [16, 17, 26, 21, 22] .
In this paper we focus on the development and improvement of the averaging theory for studying periodic solutions of a much bigger class of discontinuous differential systems than in (1) . Regarding to the averaging theory for finding periodic solutions there are essentially three main theorems. In what follows we describe these theorems.
The first one is concerning about the study of the periodic solutions of the periodic differential systems of the form x ′ = εF 1 (t, x) + ε 2 F 2 (t, x) + · · · + ε m F m (t, x) + ε m+1 R(t, x, ε), with x ∈ R d . For continuous differential systems, even for the non-differentiable ones, this theory is already completely developed (see for instance [29, 28, 6, 12, 20] ), and for discontinuous differential systems this theory is develop up to order 2 in ε (see [19, 18] ).
The other two theorems go back to the works of Malkin [24] and Roseau [27] . They studied the periodic solutions of the periodic differential systems of the form x ′ = F 0 (t, x) + εF 1 (t, x) + ε 2 F 2 (t, x) + · · · + ε m F m (t, x) + ε m+1 R(t, x, ε), with x ∈ R d , distinguishing when the manifold Z of all periodic solutions of the unperturbed system x ′ = F 0 (t, x) has dimension d or smaller then d. These theories are well developed for continuous differential systems (see for instance [7, 8, 12, 20] ). Nevertheless there is no theory for studying such problems in discontinuous differential systems. Thus our main objective in this paper is to develop these last theorems for a big class of discontinuous differential systems.
In subsections 1.2 and 1.3 we describe the class of discontinuous differential systems that we shall consider in this paper together with our main results, and we also do an application. In section 2 we prove our main results, and in section 3 we describe carefully the application of our results.
Preliminaries.
We take the ODE's (2) x ′ (t) = F n (t, x), (t, x) ∈ S 1 × D for n = 1, 2, . . . , N,
is an open subset and S 1 = R/T for some positive real number T . Here F n : S 1 ×D → R d for n = 1, 2, . . . , N are continuous functions and the prime denotes derivative with respect to the time t. For n = 1, 2, . . . , N let S n be open connected and disjoint subsets of S 1 × D. The boundary of S n for n = 1, 2, . . . , N is assumed to be piecewise C m embedded hypersurface with m ≥ 1 and the union of all these boundaries is denoted by Σ. Moreover we assume that Σ and all S n together cover S 1 × D. We call an N-Discontinuous Piecewise Differential System, or simply a DPDS, when the context is clear, the following differential system
Here S n denotes the closure of
Instead of working with system (3) we can work with the following associated system.
where for a given subset A of S 1 ×D the characteristic function χ A (t, x) is defined as
Systems (3) and (4) does not coincides in Σ. Indeed system (3) is multivalued in Σ whereas system (4) is single valued in Σ. Using Filippov's convention for the solutions of the systems (3) or (4) (see [11] ) passing through a point (t, x) ∈ Σ we have that these solutions do not depend on the value F (t, x). So the solutions of systems (3) and (4) are the same. When F n for n = 1, 2, . . . , N are C 1 functions we define the "derivative" of the discontinuous piecewise differentiable function F (t, x) with respect to x as
We note that when the function F (t, x) is differentiable with respect to the variable x then the above definition coincides with the usual derivative. We say that a point p ∈ Σ is a generic point of discontinuity if there exists a neighborhood G p of p such that S p = G p ∩ Σ is a C m embedded hypersurface in Figures 1 and 2) . Let S ⊂ Σ be an embedded hypersurface in S 1 ×D and T p S denotes the tangent space of S at the point p. In what follows we define the crossing region Σ c (S) (see Figure 1) , and the sliding region Σ s (S) (see Figure 2 ) of the hypersurfaceS.
These definitions only make sense when the linear space T p S is based at the origin of the vectors F + p (p) and F − p (p). The hypersurface S ⊂ Σ can be decomposed as the union of the closure of its crossing region with its sliding region.
When the hypersurface S ⊂ Σ is given by S = h −1 (0) for some C 1 function h : S 1 × D → R having 0 as a regular value, then the above definitions becomes Globally we define the crossing region Σ c as the generic points of discontinuity p such that p ∈ Σ c (S p ). The sliding region Σ s is defined analogously. Later on this paper for a point p ∈ Σ c we shall denote T p Σ = T p S p . Let ϕ F n (t, q) be the solution of system (2) passing through the point q ∈ S n at time t = 0, i.e. ϕ F n (0, q) = q. The local solution ϕ F (t, q) of system (4) passing through a point p ∈ Σ c at time t = 0 is given by the Filippov convention, i.e. for p ∈ Σ c such that l(p) ⊂ G + p and taking the origin of time at p, the trajectory through p is defined as ϕ F (t, p) = ϕ F − p (t, p) for t ∈ I p ∩ {t < 0}, and Assuming that the functions F n (t, x) are Lipschitz in the variable x for n = 1, 2, . . . , N, the results on Filippov systems (see [11] ) guarantee the uniqueness of the solutions reaching the set of discontinuity only at points of Σ c .
Statements of the main results. Let
be continuous functions which are Lipschitz in the second variable. All these functions can be seen as T -periodic functions in the variable t when t ∈ R. Later on in this paper we shall assume more conditions under these functions. Now taking
, for i = 0, 1, and
we consider the following DPDS,
The parameter ε is assumed to be small. We recall that Σ denotes the union of the boundaries of S n for n = 1, 2, . . . , N.
In order to present our main results we have to introduce more definitions and notation.
For z ∈ D and ε > 0 sufficiently small we denote by
We denote by Σ 0 the set of points x ∈ D such that the function
One of the main hypothesis of this paper is that the unperturbed system
has a manifold Z embedded in D\∂Σ 0 such that the solutions starting in Z are all T -periodic functions and reach the set of discontinuity Σ only at its crossing region Σ c . Here ∂Σ 0 denotes the boundary of Σ 0 with respect to topology of D.
V is an open and bounded subset of R k , and
Remark 1. Suppose that the solution x α (t) reaches the set Σ c κ α times. The assumption Z ∩ ∂Σ 0 = ∅ in hypothesis (H) implies that for each z α ∈ Z there exists a small neighborhood U α ⊂ D of z α such that for ε > 0 sufficiently small every solution of the perturbed system (6) starting in U α reach the crossing region of the set of discontinuity Σ c also κ α times. This fact will be well justified in the proofs of Lemmas 3 and 4 in section 2
For z ∈ D we take the following discontinuous piecewise linear differential system
which can be seen as the linearization of the unperturbed system (7) along the solution x(t, z, 0). We note that for each z ∈ D the function t → D x F 0 (t, x(t, z, 0)) is piecewise C m with m ≥ 1, so we can consider a fundamental matrix Y (t, z) of the differential system (8) . Clearly t → Y (t, z) is continuous piecewise C m function. We define
be the projections onto the first k coordinates and onto the last d − k coordinates, respectively. Thus we define the averaged function
In what follows dis(x, A) denotes the Hausdorff distance function between a point x ∈ D and a set A ⊂ D, and as usual the function d B (f 1 , W, 0) denotes the Brouwer degree (see for instance [5] for details on the Brouwer degree). Our main result on the periodic solutions of DPDS (6) 
Then for ε > 0 sufficiently small, there exists a T -periodic solution ϕ(t, ε) of system (6) such that dis(ϕ(0, ε), Z) → 0 as ε → 0.
Theorem A is proved in Section 2.
is a sufficient condition to guarantees the validity of the hypothesis (H4).
Theorem B. We suppose that the hypotheses (H), (H2) and (H3) of Theorem A hold. If we assume that
, R n , and β 0 are C 2 functions and the boundary of S n are piecewise
Moreover, if we assume in addition that hypothesis (h4) holds, then for ε > 0 sufficiently small, there exists a Tperiodic solution ϕ(t, ε) of system (6) such that ϕ(0, ε) → z a as ε → 0.
In what follows we provide an application of Theorems A and B. We study the existence of limit cycles which bifurcate from the periodic solutions of the linear differential system (u,v,ẇ) = (−v, u, w) perturbed inside the class of all discontinuous piecewise linear differential systems with two zones separated by
Our result on the existence of a limit cycle of system (11) is the following.
Proposition 1 is proved in Section 3.
Proof of Theorem A
Before proving our main result we state some preliminary lemmas. • , and a small parameter ε 0 > 0 such that t (z,ε) > T for every z ∈ C and ε ∈ [0, ε 0 ]. Moreover x(t, z, ε) = x(t, z, 0) + εy 1 (t, z) + o(ε) for every z ∈ Z, ε ∈ [0, ε 0 ], and t ∈ [0, T ]. Here Z
• denotes the interior of the set Z with respect to the topology of D, and the function y 1 is given in (9).
Proof. We note that Z is a compact subset of D and ∂Σ 0 is a closed subset of D, such that, from the hypothesis (H),
Also from hypothesis (H) we have that for α ∈ V the continuous function x α (t) reaches the set Σ only at points of Σ c . Since this function is T -periodic we can find a finite sequence (t i α ) for i = 0, 1, . . . , κ α with t 0 α = 0 and t κα α = T such that 
From the compactness of Z we can choose ε 1 as a minimum element of ε α ∈ V . Now taking C = ∪ α∈V C α it follows that C ε ∩ Σ ⊂ Σ c for every ε ∈ [0, ε 1 ]. Moreover, we can take ε 1 > 0 and C smaller in order that the function t → x(t, z, ε) is defined for all (t, z, ε)
. This is again a simple consequence of the Theorem of continuous dependence on initial conditions and parameters.
Thus for z ∈ C and ε ∈ [0, ε 1 ] the function t → x(t, z, ε) is continuous and piecewise C 1 . So we can find a finite sequence (t i (z, ε)) for i = 0, 1, . . . κ z with t 1 (z, ε) = 0 and t κz (z, ε) = T such that
for which we have the following recurrence
is an open subset of Σ, so for each z ∈ C we can find 0 < ε z ≤ ε 1 sufficiently small such that the number κ z of intersections between the curve t → x(t, z, ε) with the set Σ c for 0 ≤ t ≤ T and for ε ∈ [0, ε z ] does not depend of ε. Since C is compact we can find ε 2 a minimum element of the ε z 's for z ∈ C such that the above statement holds for every z ∈ C and ε ∈ [0, ε 2 ].
Here again for every z ∈ C and ε ∈ [0, ε 2 ] each curve t → x i (t, z, ε) reaches the set Σ c only at t = t i−1 (z, ε) and t = t i (z, ε) for i = 2, 3, . . . , κ z − 1, the curve x 1 (t, z, ε) reaches the set Σ c only at t = 0 and t = t 1 (z, ε) if (0, z) ∈ Σ, and only at t = t 1 (z, ε) if (0, z) / ∈ Σ, the curve x κz (t, z, ε) reaches the set Σ c only at t = t κz−1 (z, ε) and t = T if (T, x(T, z, 0)) ∈ Σ, and only at
. . , κ z are C 1 and satisfy the DPDS (6), so there exists a subsequence (n i ) for i = 1, . . . , κ z with n i ∈ {1, 2, . . . , N} such that
Therefore the function x i (t, z, ε) is the solution of the Cauchy Problem defined by the differential system (14) together with the corresponding initial condition given in (13) . Moreover
From the continuity of the function x(t, z, ε) we can choose a compact subset
. From the continuity of the functions F n i and R n for i = 0, 1 and n = 1, 2, . . . , N we have that these functions are bounded on the compact set
, so let M be an upper bound for all these functions. Let L be being the maximum Lipschitz constant of the functions F n i , DF n 0 , and R n for i = 0, 1 and n = 1, 2, . . . , N on the compact set
We compute
For z ∈ C and t ∈ (0, T ) we can find κ ∈ {1, 2, . . . , κ z − 1} such that t ∈ [t κ−1 (z, ε), t κ (z, ε)) and
for i = 1, 2, . . . , κ z , we obtain, proceeding by induction on i, that
From here the proof of the lemma follows by proving several claims.
Claim 1.
There exists a small parameter ε 0 > 0 such that for any z ∈ Z and for i = 0, 1, 2, . . . , κ z the function t i (z, ε) is of class C 1 for every z in a neighborhood U z ⊂ C of z and for ε ∈ [0, ε 0 ], and (∂ t i /∂ε)(z, 0) = 0. Moreover for
First of all we note that t 1 (z, ε) = 0 and t κz (z, ε) = T . So the first part of Claim 1 is clearly true for i = 0 and i = κ z .
We have concluded above that for each z ∈ Z the curve t → x(t, z, 0) reaches the discontinuity set only at points of Σ c . Let
From the definition of crossing region we also have
from the Implicit Function Theorem we conclude that there exist a small neighborhood U z ⊂ C of z and a small parameterε z > 0 such that t i (ζ, ε) is the unique C m function with H(t i (ζ, ε), ε) = 0 for every ζ ∈ U z and ε ∈ [0,ε z ]. So
for every i = 1, 2, . . . , κ z − 1. Since Z is compact we can take ε 0 as a minimum element ofε z 's for z ∈ Z.
Now we shall use finite induction to conclude the proof of Claim 1. We note (14) we obtain that
So for 0 ≤ t ≤ t 1 (z, 0) the differential system (19) becomes
Since ∂x 1 ∂ε (0, z, 0) = 0 the solution of the linear differential system (20) is
for 0 ≤ t ≤ t 1 (z, 0). Now from hypothesis (H3) and from equality (18), for i = 1, we have that Hence from (21) and (24) the claim is proved for i = 1. Given a positive integer ℓ > 1, we assume by induction hypothesis that Claim 1 is true for i = ℓ − 1. Taking i = ℓ from (14) we have that
So for t ℓ−1 (z, 0) ≤ t ≤ t ℓ (z, 0) the differential system (25) becomes
From (13) we have that
Computing its derivative with respect to ε at ε = 0 we obtain that (27) 
So from induction hypothesis it follows that
We note that (28) is the initial condition for system (26) . Thus for t ℓ−1 (z, 0) ≤ t ≤ t ℓ (z, 0) regarding to the linear differential equation (26) we get that
where Y (t, z) is the fundamental matrix of the linear differential system (8) such that Y (t ℓ−1 (z, 0), z) is the identity matrix. Clearly
. Now repeating the procedure of (22) Claim 2. The equality x(t, z, ε) = x(t, z, 0) + O(ε) holds for every z ∈ Z and ε ∈ [0, ε 0 ].
where
It is easy to see that there exists a constant E such that
Indeed the function F n i 0 (t, x) are bounded in the set S 1 × K, so
for i = 0, 1, 2, . . . , κ.
From Claim 1 we conclude that
Using the fact that the functions F n i 0 for i = 1, 2, . . . , κ z are locally Lipschitz in the second variable together with (32) we obtain
From (15) this implies that (33)
The last inequality is a consequence of Gronwall Lemma (see, for example, Lemma 1.3.1 of [28] ). From (33) we conclude that x(t, z, ε) = x(t, z, 0) + O(ε). So we have proved Claim 2.
Claim 3. The equality x(t, z, ε) = x(t, z, 0)+εy 1 (t, z)+o(ε) holds for every z ∈ Z and ε ∈ [0, ε 0 ].
In the proof of Lemma 1 of [20] it has been proved that (34)
for all t i−1 (z, ε) ≤ t ≤ t i (z, ε) and for every i = 1, 2, . . . , κ z . In what follows we give a sketch of the proof.
So observing that the function D x F n i 0 (t, x) is locally Lipschitz in the variable x and using Claim 2 in (35) we obtain the equality for F n i 0 of (34). The equality for F n i 1 (t, x) of (34) is obtained directly by using Claim 2 together with the fact that this function is Lipschitz in the variable x.
From (34) we obtain that (36)
for all t i−1 (z, ε) ≤ t ≤ t i (z, ε) and for every i = 1, 2, . . . , κ z . For the moment we cannot use Claim 1 to ensure that ∂x i ∂ε (t, z, 0) = y 1 (t, z) because it is only true
Given z ∈ C we have that, for every , ε) ) for j = 0, 1 and for every i = 1, 2, . . . , κ.
Now, as in the case E 0 (ε) of the proof of Claim 2, it is easy to see that there exists a constant E such that
So from Claim 1 we conclude that E 1 (ε) = o(ε) and consenquently E 1 (ε) = O(ε). Going back to inequality (37) we obtain
The last equality comes from observing that F 0) ) and i = 1, 2, . . . , κ. From definition (5) the inequality (40) becomes
Here
So from Claim 1 it follows that E 2 (ε) = o(ε). Going back to inequality (41) we have
So from (15), (39), and (43) we conclude that (44)
The last equality is a simple consequence of the computations made in Claim 1. Indeed from (26) and Claim 1 if
From here, proceeding by induction on ℓ, we obtain that
This completes the proof of Claim 3 and, consequently, the proof of the lemma.
Lemma 3. Under the hypothesis of Theorem A there exists a compact subset Z of C with Z ⊂ Z • such that the solution x(t, z, 0) of the unperturbed differential system (7) is C 1 in the variable z for every z ∈ Z. Moreover (∂x/∂z)(t, z, 0) = Y (t, z)Y (0, z) −1 . The set Z is defined in the statement of Lemma 2 and Y is the fundamental matrix solution of (8).
Proof. It is easy to see that there exists a compact subset Z of C such that Z ⊂ Z
• . Given z ∈ Z the solution of the unperturbed system (7) starting at z is given by (12) by taking ε = 0. Since C ∩ ∂Σ 0 = ∅ and Z ⊂ C, there exists a neighborhood U 0 ⊂ C of z such that for every ζ ∈ U 0 the local flow of the unperturbed system (7) starting at the point ζ is given by x 1 (t, ζ, 0). We know
is an open subset of Σ we conclude that there exist
Moreover, for each ζ ∈ U i the locally flow of the unperturbed system (7) starting in ζ is given by x i+1 (t, ζ, 0) for i = 1, 2, . . . , κ z . Therefore we can choose a small neighborhood
Hence we conclude that for each z ∈ C there exists a small neighborhood U z ⊂ C of z such that the solution t → x(t, ζ, 0) can be written as (12) for every ζ ∈ U z having the same number κ z of C 1 pieces.
Let ϕ n (t, t 0 , x 0 ) be the solution of the differential equation
From the results of the differential dependence of the solutions we conclude that each of these functions are of class C 1 in the variables (t, t 0 , x 0 ). Indeed the function F n 0 is C 1 for i = 1, 2, . . . , κ z . From Claim 1 of the proof of Lemma 2 for i = 1, 2, . . . , κ z the function t i (ζ, ε) is of class C 1 , for every ζ ∈ U z and ε ∈ [0, ε 0 ].
From (13) we have that (45) x 1 (t, ζ, 0) = ϕ n 1 (t, 0, ζ) and
for ζ ∈ U z and for i = 2, 3, . . . , κ z . So for i = 1 the function (t, ζ) → x 1 (t, ζ, 0) =
Indeed from (14) we have that (8) for 0 ≤ t ≤ t 1 (ζ, 0) and ζ ∈ U z . Since ∂x 1 ∂z (0, ζ, 0) is the identity matrix, we conclude that
We assume by induction hypothesis that the function ζ → x ℓ−1 (t, ζ, 0) is C 1 for each t ∈ S 1 , and that for t ℓ−2 (ζ, 0) ≤ t ≤ t ℓ−1 (ζ, 0) the equality ∂x
From (51) we have that,
because from the induction hypothesis it is composition of C 1 functions. Now, we have
) and ζ ∈ U z . The last equality comes from the induction hypothesis because
The above induction proved that for every z ∈ Z, x i (t, z, 0) is a C 1 function in the second variable and ∂x
We conclude the proof of the lemma by observing that for z ∈ Z and t ∈ S 1 there exists ℓ ∈ {1, 2, . . . , κ z } such that t ℓ−1 (z, 0) ≤ t ≤ t i (z, 0), hence x(t, z, 0) = x ℓ (t, z, 0).
Lemma 4.
Under the hypotheses of Theorem A there exists a small parameter ε ∈ [0, ε 0 ] such that for every ε ∈ [0, ε] the function z → x(T, z, ε) is locally Lipshchitz for z ∈ Z. The parameter ε 0 is defined in the statement of Lemma 2 and the set Z is defined in the statement of Lemma 3.
Proof. From Lemma 3 we have that for each z ∈ Z there exists a small neighborhood U z ⊂ C of z such that the solution t → x(t, ζ, 0) can be written as (12) for every ζ ∈ U z having the same number κ z of C 1 pieces. Therefore applying the result of the continuous dependence of the solutions on the parameters in each differentiable piece we conclude that for each z ∈ Z there exists a small neighborhood U z ⊂ U z and a small parameter ε z ∈ (0, ε 0 ] such that the solution t → x(t, ζ, ε) can be written as (12) for every ζ ∈ U z and for each ε ∈ (0, ε z ] having the same number κ z of C 1 pieces. Since Z is a compact set we can choose ε a minimal parameter of ε z for z ∈ Z such that the above result holds for every ε ∈ [0, ε].
Let ψ n (t, t 0 , x 0 , ε) be the solution of the differential equation
such that ψ n (t 0 , t 0 , x 0 , ε) = x 0 . Clearly ψ n (t, t 0 , x 0 , 0) = ϕ n (t, t 0 , x 0 ) which has been defined in Lemma 3. From the result of the continuous dependence of the solutions on the initial conditions we conclude that each of these functions are continuous in the variables (t, t 0 , x 0 ). Indeed F n is a continuous function which is Lipschitz in the second variable for i = 1, 2, . . . , κ z . Moreover using the Gronwall Lemma (see, for instance, [28] ) we conclude that
for each t, s 1 , s 2 ∈ S 1 , z 1 , z 2 ∈ U z , and ε ∈ [0, ε], where the constant L and M are defined in the proof of Lemma 2. From the flow properties of the solutions of system (47) we have that the equality
holds for every n = 1, 2, . . . , N.
Given t 1 , t 2 , s 1 , s 2 ∈ S 1 , z 1 , z 2 ∈ U z and ε ∈ [0, ε] we can prove that the inequality
holds for n = 1, 2, . . . , N. Indeed, from (48) and (49)
Again from (13) we obtain (51)
for ζ ∈ U z and for i = 2, 3, . . . , κ z . Thus from (51) for i = 1 the function x 1 (t, ζ, ε) = ϕ n 1 (t, 0, ζ). So from (50) we have that
We assume by induction hypothesis that there exist constants A ℓ−1 and B ℓ−1 such that
From (51) we have,
So from induction such that P vanishes on the set Z = {z α = (α, β 0 (α)) : α ∈ V } and that for any α ∈ V the matrix DP (z α ) has in its upper right corner the null k × (d − k) matrix and in the lower corner the
For any α ∈ V we define f 1 (α) = πQ(z α , 0). Thus if f 1 (α) = 0 for all α ∈ ∂V and d(f 1 , V, 0) = 0, then there exists ε 1 > 0 sufficiently small such that for each ε ∈ (0, ε 1 ] there exists at least one z ε ∈ R d with F (z ε , ε) = 0 and dis(z ε , Z) → 0 as ε → 0.
. We assume that there exists an open and bounded subset V ⊂ R k with k ≤ n and a C 2 function β 0 :
such that P vanishes on the set Z = {z α = (α, β 0 (α)) : α ∈ V } and that for any α ∈ V the matrix DP (z α ) has in its upper right corner the null k × (d − k) matrix and in the lower corner the
For any α ∈ V we define f 1 (α) = πQ(z α , 0). Thus if there exists a ∈ V with f 1 (a) = 0 and det(f ′ (a)) = 0, then there exists α ε such that f (z αε , ε) = 0 and z αε → z a as ε → 0. Now we are ready to prove our main results.
Proof of Theorem A. We consider the
Its differentiability comes from Lemma 3. Clearly system (6) for ε = ε ∈ [0, ε 0 ] has a periodic solution passing through z ∈ C if and only if f (z, ε) = 0. From Lemma 2 we have that
Taking P (z) = x(t, z, 0) − z and Q(z, ε) = y 1 (t, z) +õ(ε), thus f (z, ε) = P (z) + εQ(z, ε). Moreover from Lemma 3 P (z) is a C 1 function, and from Lemma 4 Q(z, ε) is a continuous function which is locally Lipschitz in the first variable because Q(z, ε) = (x(T, z, ε) − x(T, z, 0))/ε.
In order to apply Lemma 6 to function (53) we compute Here the prime denotes the derivative with respect to θ.
For system (55) we have that D = {(r, z) : r > 0, z ∈ R} and T = 2π. We note that Σ = {(0, r) : r > 0} ∪ {(π, r) : r > 0} ∪ {(2π, r) : r > 0}, thus taking h(θ, r, z) = θ(θ − π)(θ − 2π) it follows that Σ = h −1 (0).
In what follows we shall study the elements of hypothesis (H) of Theorem A. For ε = 0 the solution x(θ, r, z, 0) of system (55) such that x(0, r, z, 0) = (r, z) is given by x(θ, r, z, 0) = (r, e θ z). Taking V = {r ∈ R : r 1 < α < r 2 } with r 1 > 0 arbitrarily small and r 2 > r 1 arbitrarily large, and β 0 = 0 we have that the solution x α (θ) = (α, 0) is constant for every α ∈ V , particularly 2π-periodic. In this case the manifold Z of periodic solution of the system (55) when ε = 0 is given by Z = {(α, 0) : r 1 ≤ α ≤ r 2 }, and Σ 0 = D. Since Z ⊂ Σ 0 it follows that Z ∩ ∂Σ 0 = ∅. Moreover computing the crossing region of system (55) for ε > 0 sufficiently small we conclude that Σ c = Σ, so we obtain that Z 0 ∩ Σ ⊂ Σ c . Therefore hypothesis (H) hods for system (55). Since ∆ α = e 2π − 1 = 0 for every α ∈ V it follows that hypothesis (H2) holds for system (55).
Now if (θ, r, z) ∈ Σ, then θ ∈ {0, π}. On the other hand ∇h(0, r, z) = (2π 2 , 0, 0) and ∇h(π, r, z) = (−π 2 , 0, 0) for every (r, z) ∈ D. So ∇h(θ, r, z), (0, v) = 0 for every θ ∈ {0, π}, (r, z) ∈ D, and v ∈ R 2 , which means that for any v ∈ R 2 we have that (0, v) ∈ T (θ,r,z) Σ for every θ ∈ {0, π} and (r, z) ∈ D. In short hypothesis (H3) holds for system (55).
Using an algebraic manipulator as Mathematica or Maple we compute is a solutions of the equation f 1 (α) = 0 such that f ′ 1 (a) = 0. From Remark 2 it is a sufficient condition to guarantee the existence of a small neighborhood W ⊂ V of a such that d(f 1 , W, 0) = 0. Since f 1 is linear, it is clear that f 1 (α) = 0 for every α ∈ ∂W . Therefore hypothesis (H4) of Theorem A holds for system (55). Now the proof of the proposition follows directly by applying Theorems A and B.
