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Abstract.
Using the coset construction, we compute the root multiplicities at level three for some hyperbolic Kac-Moody
algebras including the basic hyperbolic extension of A
(1)
1 and E10.
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1
Hyperbolic or generalized Kac-Moody algebras [1] re-appear periodically in string theory. There have
been recent indications that they should play a role in duality properties of supersymmetric gauge theories
[9] [10]. It is indeed quite striking that the modular group is often a subgroup of the Weyl group of hyperbolic
Kac-Moody algebras. They also seem to have a role to play in two dimensional field theory since some affine
Toda field theories are known [11] to be invariant under quantum affine algebras but with a central charge
acting as a topological charge. This suggests that hyperbolic algebras could be related to the spectrum
generating algebra of these models.
However little in known about hyperbolic Kac-Moody algebras, (but more is known concerning generalized
Kac-Moody algebras). In particular the root multiplicities are known only for a small subset of roots, the
so-called level two roots [3, 8]. The aim of this short note is to shlightly extend this knowledge by determining
the root multiplicities for the level three roots.
1 Hyperbolic extension of affine algebras.
1.1 Presentation.
We are going to consider Kac-Moody algebras which are extensions of affine algebras by a basic representa-
tion. We mainly use notation from the book [1]. We denote by G0 the underlying affine algebra, which we
assume to be untwisted, and by Ĝ its extension.
Let (aij), i, j = 0, 1, · · · , r, be the Cartan matrix of G0, and ei, fi, hi be the generators associated to the
simple root αi. By convention the root α0 is the extended root of the affine algebra G0 and the remaining
roots αj , j = 1, · · · , r, are those of a finite simple Lie algebra, which we denote by G. As usual, we extend
G0 by adding a derivation d commuting with the Cartan generators hi and such that [d, ei] = −δi,0ei, and
[d, fi] = δi,0fi. In the following G0 will refer to the affine algebra extended by the derivation. It will be
useful to introduce a basis {d; k; Jan, n ∈ Z, a = 1, · · · , dim G} of G0 with Lie brackets:
[Jan , J
b
m] = f
ab
c J
c
n+m + nkq
abδn+m,0
[d, Jan ] = −nJ
a
n
where fabc and q
ab are the structure constants and the Killing form of G, and k is central. The invariant
bilinear form of G0 is defined by (J
a
n , J
b
m) = q
abδn+m,0 and (d, k) = −1. As is well known, the derivation d
can be realized on any integrable highest weight G0-module as d = L0 + C
st where L0 is the zero mode of
the Sugawara Virasoro generators:
L0 =
1
2(k + h∗)
∑
a,b
(
qabJ
a
0 J
b
0 + 2
∑
n>0
qabJ
a
−nJ
b
n
)
In the above formula, h∗ is the dual Coxeter number of G and qab the inverse Killing form, q
abqbc = δ
a
c .
The Cartan matrix â of the extension Ĝ of G0 is defined by :
âij = aij , for i, j = 0, 1, · · · , r
âi,−1 = â−1,i = −δi,0 (1)
The algebra Ĝ is thus of rank (r + 1). The root α−1 is usually referred as the overextended root. Although
this Cartan matrix always define a Kac-Moody algebra, it does not always define a hyperbolic algebra. For
instance it does not if the rank of G0 is too big. See ref.[2] for a complete classification of hyperbolic algebras.
The algebra Ĝ can be defined as the Lie algebra generated by the elements {ei, fi, hi, i = −1, 0, 1, · · · , r}
with relations:
[hi, hj ] = 0 , [ei, fj] = δijhi
[hi, ej] = aijej , [hi, fj ] = −aijfj
(adei)
1−aijej = (adfi)
1−aijfj = 0 i 6= j
Notice that these relations in particular imply that we may identify d with h−1 up to a multiple of k.
Consistency of the following constructions enforces the choice d = h−1 + k.
We will use an alternative presentation of Ĝ due to Feingold and Frenkel [3], see also [8] or [4]. It
corresponds to decompose Ĝ with respect to its affine subalgebra G0. This yields a graded decomposition
of Ĝ as:
Ĝ = · · ·+G−2 +G−1 +G0 +G1 +G2 + · · ·
where each subspaces Gn are G0-modules of level n. So this decomposition is graded by k the central element
of G0.
By definition the modules G1 (resp. G−1) are the highest (resp. lowest) G0-modules generated by f−1
(resp. e−1). They are isomorphic to the basic module V (Λ0 + δ) and its dual V
∗(Λ0 + δ):
G1 ≃ V (Λ0 + δ) , G−1 ≃ V
∗(Λ0 + δ)
The d-grading of the highest vector |Λ0 + δ〉, which is identified with f−1, is fixed by the identification
d = h−1 + k. It is such that d|Λ0 + δ〉 = −|Λ0 + δ〉. We denote by (v
∗, v) for v ∈ G1 and v
∗ ∈ G−1 the
pairing between G1 and G−1.
We first need to describe the Lie brackets between elements in G0 and G±1. Let x ∈ G0, v ∈ G1 and
v∗ ∈ G−1, then by construction [3]:
[x, v] = x · v, [x, v∗] = x · v∗, [v∗, v] =
∑
I
(v∗, XI · v) XI (2)
where x · v and x · v∗ refer to the action of x ∈ G0 on v ∈ G1 or on v
∗ ∈ G−1, and where (X
I) form an
orthonormal basis of G0. It is easy to check that it satisfies the Jacobi identity:
[x, [v∗, v]] = [[x, v∗], v] + [v∗, [x, v]]
The Lie subalgebras G± =
∑
n>0G±n are defined as certain quotients of the free Lie algebra F+ = F (V )
generated by V , or F− = F (V
∗) generated by V ∗. A few basic facts concerning free Lie algebras are recalled
in the next subsection. Let us introduce F̂ = F− + G0 + F+. As shown in [3] we can endow F̂ with a Lie
bracket which reduces to the commutator (2) for the elements in G0, G±1. Let now J± =
⊕
n>0 J±n be the
ideals in F̂ generated respectively by J±2 which are the subsets of F±2 defined by:
J±2 = {z ∈ F±2; [y, z] = 0, ∀ y ∈ G∓1}
Let J = J+ + J−. It is an ideal in F̂ . As proved in [3], taking the quotient of F̂ ensures that the Serre
relations are fulfilled, and the resulting algebra is isomorphic to the hyperbolic extension Ĝ:
Ĝ ≃ F̂ /J ≃ F−/J− +G0 + F+/J+ (3)
Ie. G± = F±/J±. This is the definition of Ĝ we will use to compute the root multiplicities.
1.2 Details on the free Lie algebra F (V ).
We need a finer description of the free Lie algebra F+ = F (V ). Let (T (V ),⊗) be the tensor algebra of V .
This is a graded associative algebra, so we can endow it with a graded Lie algebra structure by taking the
usual commutator as Lie bracket. We identify V with the subspace of T (V ) consisting of elements of degree 1
and write (T (V ), [ , ]) when we want to stress that we view T (V ) as a Lie algebra. Let F (V ) be the smallest
Lie subalgebra of (T (V ), [ , ]) containing V . As F (V ) is generated by homogeneous elements of degree 1, it
is a graded Lie algebra, and we write F (V ) =
⊕∞
n=1 Fn, with F1 = V . By definition, V generates F (V ). Let
U(F (V )) be the universal envelopping algebra of F (V ). As usual we view F (V ) as a subspace of U(F (V )).
Then it can be shown that [5]
Proposition. i) The associative algebras T (V ) and U(F (V )) are canonically isomorphic.
ii) Any linear map from V to a Lie algebra L extends uniquely to a Lie algebra homomorphism from F (V )
to L. This explains why F (V ) is called a free Lie algebra.
Proof.
The first part is a consequence of the universal properties of tensor algebras and universal envelopping al-
gebras. The identity map from V ⊂ T (V ) to V ⊂ U(F (V )) extends (in a unique way) to a homomorphism
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of associative algebras. The identity map from F (V ) ⊂ U(F (V )) to F (V ) ⊂ T (V ), a Lie algebra homomor-
phism, extends (in a unique way) to a homomorphism of associative algebras. The composition in any order
of those two homomorphism is the identity so they have to be isomorphisms.
The second part goes as follows : The linear map from V to L extends (in a unique way) to a homomorphism
of associative algebras from T (V ) to U(L). So by the first part there is a homomorphims of associative al-
gebras from U(F (V )) to U(L). This leads to a Lie algebra homomorphisms of the underlying Lie algebras
mapping V , hence F (V ) to L.
Further information comes from the Poincare´-Birkhof-Witt (or PBW) theorem which states that for a Lie
algebra L, the graded algebra associated to the filtered algebra U(L) = ∪∞n=0Un(L) is the symmetric algebra
S(L) =
⊕∞
n=0 Sn(L). In particular Un(L) and
⊕n
m=0 Sm(L) carry isomorphic representations of GL(L). For
the free Lie algebra F (V ) =
⊕
n Fn we see that S(F (V )) ≃
⊗
n S(Fn) and T (V ) are isomorphic as graded
representations of GL(V ). This isomorphism has several useful manifestations, involving Poincare´ series.
We introduce a formal variable t to keep track of degrees. Then we can write T (V ) = 11−tV as a formal
identity whose meaning is that the expansion in t on the right-hand side is:
T (V ) =
1
1− tV
= 1 + tV + t2V ⊗2 + t3V ⊗3 + · · · (4)
The corresponding formal expansion for S(Fn) is 1 + t
nFn + t
2nS2(Fn) + t
3nS3(Fn) + · · ·, which by a well-
known boson-fermion reciprocity can be rewritten as
S(Fn) =
1
1− tnFn + t2nΛ2(Fn)− t3nΛ3(Fn) + · · ·
(5)
where Λp(Fn) denotes the wedge product of p copies of Fn. So we have
1
1− tV
=
⊗
n>0
(
1
1− tnFn + t2n(Λ2Fn)− t3n(Λ3Fn) + · · ·
)
(6)
which we shall use by taking its inverse.
We also introduce a formal character. Let A ∈ End(V ) be diagonalizable, with eigenvalues aα, treated as
formal variables of degree 1. It multiplicatively induces a degree preserving endomorphism on T (V ), which
we again denote by A. Let aαn be the eigenvalues of the restriction of A to Fn. Then the character of T (V )
is (1 − t
∑
α aα)
−1 and the character of S(Fn) is
∏
αn
(1− tnaαn)
−1. So we have(
1
1− t
∑
α aα
)
=
∏
n>0
∏
αn
(
1
1− tnaαn
)
(7)
which we shall use by taking its logarithm. To summarize:
Proposition. Let F (V ) =
⊕
n>0 Fn be the free Lie algebra generated by V , then:
i) The spaces Fn can be computed as subspaces of the tensor algebra T (V ) using the following generating
fonction:
1− tV =
⊗
n>0
(
1− tnFn + t
2n(Λ2Fn)− t
3n(Λ3Fn) + · · ·
)
(8)
ii) The characters are given by:
log
(
1− t
∑
α
aα
)
=
∑
n>0
∑
αn
log (1− tnaαn) (9)
The first formula (8) gives for the first few spaces Fn:
F2 = Λ
2V = V ∧ V
F3 = V ⊗ (V ∧ V )− Λ
3V (10)
F4 = V ⊗ F3 − [S
2(V ∧ V )− Λ4V ]
These formulas have a simple and nice interpretation: all states in Fn can be represented as nested commu-
tators between elements in V , and the relations (10) describe the linear combinations between these states
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due to the Jacobi identity and the antisymmetry of the Lie bracket. We can formulate this interpretation
more precisely. Consider the linear maps In+1 from V ⊗ Fn to Fn+1 defined by :
In+1(v ⊗ f) = [v, f ] (11)
for any v ∈ V and f ∈ Fn. By definition we have the isomorphism:
Fn+1 ≃ (V ⊗ Fn)/KerIn+1 (12)
The relations (10) tell us how to determine the kernel of In+1 using the following sequences:
0 −→ Λ3V −→ V ⊗ (V ∧ V )
I3−→F3 −→ 0
0 −→ Λ4V −→ S2(V ∧ V )
id⊗I3−→ V ⊗ F3
I4−→F4 −→ 0
It is easy to see that these sequences define complexes. The relations (10) tell us that these complexes have
no cohomology, ie. the sequences are exact. Thus:
KerI3 = Λ
3V (13)
KerI4 = (id⊗ I3)S
2(Λ2V ) ≃ S2(Λ2V )− Λ4V
This construction can clearly be generalized to any level.
The second formula (9) leads to (∑
α
aα
)n
=
∑
pq=n
p
(∑
αn
aqαn
)
(14)
For dimensions, this could be inverted using the Mo¨bius function. Anyway, the term p = n involves the
character ChFn =
∑
αn
aαn of the space Fn. For instance
ChF2 =
1
2
(∑
α
aα
)2
−
1
2
∑
α
a2α (15)
ChF3 =
1
3
(∑
α
aα
)3
−
1
3
∑
α
a3α (16)
ChF4 =
1
4
(∑
α
aα
)4
−
1
4
∑
α
a4α −
1
2
∑
α2
a2α2 (17)
Finally let us point out that the algebra F̂ = F− + G0 + F+ is not a generalized Kac-Moody algebra
[6]. In particular, taking the quotient of F̂ by the ideal generated by J±2 is required to have a contravariant
form which is non degenerate outside the Cartan subalgebra.
1.3 Details on the ideal J2
To compute the roots multiplicities we need a finer identification of J2 and the ideal it generates. We describe
how the Feingold-Frenkel presentation of the hyperbolic algebras is related to the coset construction [7]. The
fact that the coset construction should play a role is clear from the formula (12) which identifies Fn+1 as a
G0-submodule of the tensor product of V , a level one module, with Fn, a level n-module.
Let us introduce the tensor Casimir operator C which is the element ofG0⊗G0 defined by C =
∑
I X
I⊗XI ,
with {XI} an orthonormalized basis of G0. In the basis {d; k; J
a
n, a = 1, · · · , dimG, n ∈ Z} it reads:
C = −d⊗ k − k ⊗ d+
∑
n∈Z
qabJ
a
n ⊗ J
b
−n (18)
Clearly, when acting on tensor product of two representations W1 and W2 of G0, the operator C commutes
with the diagonal action of G0. It is actually related to the coset Virasoro generators.
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Proposition. Consider highest weight G0-modules W1 and W2. Suppose that on these modules we identify
the derivation d with L0 + η1,2 where η1 and η2 are constants. Then, on W1 ⊗W2 we have :
C = −k ⊗ η2 − η1 ⊗ k − (∆(k) + h
∗)Lcoset0 (19)
where Lcoset0 is the zero mode of the coset Virasoro generators :
Lcoset0 = L0 ⊗ 1 + 1⊗ L0 −
1
2(∆(k) + h∗)
∑
a,b
(
qab∆J
a
0∆J
b
0 + 2
∑
n>0
qab∆J
a
−n∆J
b
n
)
(20)
where ∆(X) = X ⊗ 1 + 1⊗X for all X ∈ G0.
As a consequence, one gets the following description of J2.
J2 = Ker C
∣∣
V ∧V
= {|ω〉 ∈ V ∧ V ;
(
Lcoset0 |V ∧V
)
|ω〉 =
2
h∗ + 2
|ω〉} (21)
where Lcoset0 |V ∧V is the coset Virasoro generator as defined in eq.(20) acting on V ∧ V . The first equality,
which follows from the definitions, was proved in [3]. The second equality follows from the relation between
C and the coset Virasoro generators, from the identification d = L0− 1 when acting on V , and from the fact
that V ≃ V (Λ0 + δ) is a level one module.
Notice that the value ( 2h∗+2 ) for L
coset
0 identifies the vectors of J2 as highest weight vectors of the coset
Virasoro generators.
1.4 Roots multiplicities at level 2 and 3.
In order to compute the roots multiplicities of Ĝ for the very first few levels, we extend the relation between
J2 and the coset construction to other components Jn of the ideal generated by J2.
The definition of Ĝ =
⊕
n∈ZGn as the quotient of F̂ by the ideal J =
⊕
n∈Z Jn generated by J±2 gives
us the following description of Gn for n > 0 as :
Gn+1 ≃ Fn+1/Jn+1 ≃ V ⊗ Fn −KerIn+1 − Jn+1
Using the formula (13) for the kernel of the maps In+1, we obtain :
Proposition.
G2 ≃ (V ∧ V )− J2
G3 ≃ V ⊗ (V ∧ V )− Λ
3V − J3 with J3 ≃ V ⊗ J2 − (V ⊗ J2) ∩ Λ
3V (22)
G4 ≃ V ⊗ F3 − [S
2(V ∧ V )− Λ4V ]− J4 with J4 ≃ V ⊗ J3 − (V ⊗ J3) ∩KerI4
As we recalled above the G0-module J2 has been identified in [3]. Let us now identify the G0-module J3
Proposition. As subspaces of V ⊗ J2 we have the following inclusion,
(V ⊗ J2) ∩ Λ
3V ⊂ {|ω〉 ∈ V ⊗ J2;
(
Lcoset0 |V⊗J2
)
|ω〉 =
4h∗ + 6
(h∗ + 3)(h∗ + 2)
|ω〉} (23)
where Lcoset0 |V⊗J2 is the coset Virasoro generator defined in eq.(20) acting on V ⊗ J2.
Proof.
The space V ⊗ J2 is embeded into V ⊗ V ⊗ V . Let Pij be the operator permuting the i
th and jth copies
of V in V ⊗
3
. Let us denote by Cij the tensor Casimir C acting on the i
th and jth copies of V in V ⊗
3
.
If |ω〉 ∈ (V ⊗ J2) ∩ Λ
3V then C23|ω〉 = 0, by definition of J2, and Pij |ω〉 = −|ω〉, by definition of Λ
3V .
Therefore,
|ω〉 ∈ (V ⊗ J2) ∩ Λ
3V ⇒ Cij |ω〉 = 0 ∀i, j = 1, 2 or 3
since P12C23 = C13P12, etc... Now, taking into account the identification of d = L0 − 1 in each copy of V in
V ⊗
3
, we can express C12 + C13 in terms of the coset Virasoro generators :
C12 + C13 = −(h
∗ + 3)Lcoset0 |V⊗J2 + (
C23
h∗ + 2
) + (
4h∗ + 6
h∗ + 2
)
6
This proves the result .
Remark 1: this identifies a finite set of possible G0-modules, which are made of highest weight vectors for
Lcoset and which can be analysed case by case.
Remark 2: if (V ⊗ J2) ∩ Λ
3V is the trivial module {|ω〉 = 0}, then J3 ≃ V ⊗ J2, and the subspace of level
three G3 is simply
G3 ≃ V ⊗ (V ∧ V )− Λ
3V − (V ⊗ J2) (24)
It is then a simple exercise in affine algebras to decompose this space into irreducible G0-modules, exercise
that we will describe in two cases in the next sections. This covers the case of Â
(1)
1 but needs a slight
generalization for E10.
Remark 3: to compute the root multiplicities at level 4 one would need to compute the intersection (V ⊗
J3) ∩KerI4. This is not so easy because the permutation group does not act in a simple way on this space.
2 Example 1: Â
(1)
1 .
In this section, we expand the formula (24) in the case of Â
(1)
1 which is the hyperbolic extension of the affine
algebra A
(1)
1 by its basic representation. Its Dynkin diagram is:
❧ ❧ ❧ 
❅
❅
 
α1 α0 α−1It represents the Cartan matrix:
â =
 2 −2 0−2 2 −1
0 −1 2

We label the roots by α1, α0 and α−1 as indicated on the Dynkin diagram. The dual Coxeter number is
h∗ = 2.
The module V is the basic level one module V (Λ0 + δ). We recall that its character can be expressed in
terms the Theta and Dedekind functions :
Ch V ≡ ChV (Λ0 + δ) =
q−1
η(q)
ΘΛ0 (25)
Since V has level one, all the coset constructions associated to the identifications (12) will be related to the
minimal representations of the Virasoro algebra.
Consider first roots at level two. This space was already described in [3, 8] but we need to recall it for
computing the level three root multiplicities. The coset Virasoro associated to V ⊗ V has central charge
c = 12 . Therefore the decomposition of V ⊗ V with respect to the diagonal action of A
(1)
1 can be expressed
in terms of the c = 12 minimal Virasoro characters. As is well known one has :
V ∧ V = V (Λ0 + δ) ∧ V (Λ0 + δ) ≃ V ir
h=1/2
c=1/2 (q)⊗ V (2Λ1 + 2δ)
where V irhc (q) denotes the Virasoro characters of the irreducible highest weight vector representation of
central charge c and conformal weight h. Since h∗ = 2, the ideal at level 2 is
J2 ≃ |h =
1
2
〉 ⊗ V (2Λ1 + 2δ)
Therefore, we have [3, 8]:
G2 =
(
V ir
h=1/2
c=1/2 (q)− q
1/2
)
⊗ V (2Λ1 + 2δ) (26)
Consider now the root multiplicites at level three. The Virasoro generators representing the coset con-
struction associated to the isomorphism F3 ≃ (V ⊗ F2)/KerI3 have central charge c = 7/10. We need the
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decomposition of the tensor product V (Λ0 + δ) ⊗ V (2Λ1 + 2δ) with respect to the diagonal action of A
(1)
1 .
It is given by :
V (Λ0 + δ)⊗ V (2Λ1 + 2δ) ≃ V ir
h=1/10
c=7/10 (q)⊗ V (Λ0 + 2Λ1 + 3δ) + V ir
h=3/2
c=7/10(q)⊗ V (3Λ0 + 3δ) (27)
Comparing this formula and the inclusion (23) we learn that (V ⊗J2)∩Λ
3V = 0 reduces to the trivial module:
4h∗+6
(h∗+3)(h∗+2) =
7
10 and there is no state |ω〉 ∈ (V ⊗ J2) such that (L
coset
0 |V⊗J2) |ω〉 =
7
10 |ω〉. Therefore
J3 = V ⊗ J2 for Â
(1)
1
As a consequence we have :
G3 =
[
V ir
h=1/2
c=1/2 (q)− q
1/2
]
⊗
[
V ir
h=1/10
c=7/10 (q)⊗ V (Λ0 + 2Λ1 + 3δ) + V ir
h=3/2
c=7/10(q)⊗ V (3Λ0 + 3δ)
]
− Λ3V (Λ0 + δ) (28)
The last step consists in finding an explicit expression for the character of Λ3V (Λ0+ δ) ≡ Λ
3V . This can be
done using the formula (16) and (25). It gives :
Ch(Λ3V ) =
1
3
(ChV )
3
−
1
3
q−3
η(q3)
Θ3Λ0 (29)
But (ChV )3 is the character of V ⊗
3
and therefore can be expressed in terms of the Virasoro characters as
follows :
(ChV )
3
=
[
V ir
h=1/2
c=1/2 (q)V ir
h=1/10
c=7/10 (q) + V ir
h=0
c=1/2(q)V ir
h=3/5
c=7/10(q)
]
ChV (Λ0 + 2Λ1 + 3δ)
+
[
V ir
h=1/2
c=1/2 (q)V ir
h=3/2
c=7/10(q) + V ir
h=0
c=1/2(q)V ir
h=0
c=7/10(q)
]
ChV (3Λ0 + 3δ)
The second term in (29) is explicit but we can also reexpress it in terms of the A
(1)
1 characters of represen-
tations of level 3. To do it we use the fact that the Theta functions of level three are linearly related to the
characters at level three with coefficients given by the so-called string functions:
ChV (iΛ0 + jΛ1) =
∑
n,m
Cnmij (q)ΘnΛ0+mΛ1
At level three the string functions can again be expressed in terms of the Virasoro characters but with central
charge c = 4/5. Namely :
C3030 (q) =
1
η(q)
[
V irh=0c=4/5(q) + V ir
h=3
c=4/5(q)
]
C1230 (q) =
1
η(q)
[
V ir
h=2/3
c=4/5 (q)
]
C1212 (q) =
1
η(q)
[
V ir
h=1/15
c=4/5 (q)
]
C3012 (q) =
1
η(q)
[
V ir
h=2/5
c=4/5 (q) + V ir
h=7/5
c=4/5 (q)
]
Inverting the linear system relating the characters and the string functions gives the expression of Θ3Λ0 :(
C1212C
30
30 − C
30
12C
12
30
)
(q) Θ3Λ0 = C
12
12 (q) ChV (3Λ0)− C
12
30 (q) ChV (Λ0 + 2Λ1)
Gathering all the formula gives an explicit formula for the decomposition of the level three space G3 as a
G0-module. So it gives an explicit formula for the root multiplicities at level three. Explicit but ugly!
3 Example 2: E10.
In this section we present the root multiplicities at level three for E10. Once again it consists in making
formula (22) explicit. As we explained the Â
(1)
1 case in detail we will be more sketchy for E10.
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The Dynkin diagram of E10 is
❣ ❣ ❣ ❣ ❣ ❣ ❣ ❣ ❣
❣
α1 α3 α4
α2
α5 α6 α7 α8 α0 α−1
The indices refer to the root labelling. The dual Coxeter number is h∗ = 30. Let Λi be the weight dual
to the affine root αi. The weight Λ0 is the only integrable weight at level one for the affine subalgebra E
(1)
8 .
The integrable weights at level two are 2Λ0, Λ8 and Λ1. Those integrable at level three are 3Λ0, Λ8 + Λ0,
Λ1 + Λ0, Λ2 and Λ7.
The basic module which generates the hyperbolic extension of E
(1)
8 is V ≃ V (Λ0 + δ). As explained
previously, the root multiplicities at level two are related to the coset construction (E
(1)
8;k=1⊗E
(1)
8;k=1)/E
(1)
8;k=2.
This is described by the c = 12 minimal Virasoro representation. Explicitly,
V (Λ0 + δ) ∧ V (Λ0 + δ) ≃ V ir
h=1/16
c=1/2 (q)⊗ V (Λ8 + 2δ) (30)
Comparing with (21) gives:
J2 ≃ |h =
1
16
〉 ⊗ V (Λ8 + 2δ) (31)
Thus the root multiplicities at level two are [3, 8]:
G2 ≃
[
V ir
h=1/16
c=1/2 (q)− q
1/16
]
⊗ V (Λ8 + 2δ) (32)
For future convenience we need the expression of the highest weight vector |Λ8〉 in J2 :
|Λ8〉 =
(
Jθ−1 ⊗ 1− 1⊗ J
θ
−1
)
|Λ0〉 ⊗ |Λ0〉
where θ is the highest root of E8.
To compute the root multiplicities at level three we have to evaluate J3. The Virasoro generators
representing the coset construction associated to the isomorphism F3 ≃ (V ⊗F2)/KerI3 have central charge
c = 1 − 611.12 , again a minimal model. One computes that
4h∗+6
(h∗+3)(h∗+2) =
21
11.16 . As explained in the
previous section, we first have to look for the state |ω〉 ∈ (V ⊗ J2) such that (L
coset
0 |V⊗J2) |ω〉 =
21
11.16 |ω〉.
Contrary to the Â
(1)
1 case, for E10 there is a candidate for such a state. It occurs in the coset decomposition
V (Λ0)⊗ V (Λ8)/V (Λ7). More preciesly:
Proposition. For E10 we have:
(V ⊗ J2) ∩ Λ
3V ≃ |h =
21
11.16
〉 ⊗ V (Λ7 + 3δ) (33)
Here |h = 2111.16 〉 denotes the highest weight vector of the Virasoro coset algebra with conformal weight
21
11.16 .
Thus, we have: J3 ≃ (V ⊗ J2)− |h =
21
11.16 〉 ⊗ V (Λ7 + 3δ).
Proof.
The states |ω〉 which are highest weight vectors for the affine algebra with weight Λ7 and for the Virasoro
coset with conformal weight 4h
∗+6
(h∗+3)(h∗+2) =
21
11.16 , occurs at level one in the tensor product V (Λ0)⊗ V (Λ8).
Therefore, it has to be a linear combination of the four following vectors:
|Λ0〉 ⊗ J
θ
−1J
−α8
0 |Λ8〉 ; J
θ
−1|Λ0〉 ⊗ J
−α8
0 |Λ8〉
|Λ0〉 ⊗ J
θ−α8
−1 |Λ8〉 ; J
θ−α8
−1 |Λ0〉 ⊗ |Λ8〉
But recall that we have to view |Λ8〉 as the element
(
Jθ−1 ⊗ 1− 1⊗ J
θ
−1
)
|Λ0〉 ⊗ |Λ0〉 in V (Λ0) ⊗ V (Λ0).
Therefore, these four states can written in terms of the action of Jθ−1 and J
θ−α8
−1 on one of the three copies
of |Λ0〉 in |Λ0〉 ⊗ |Λ0〉 ⊗ |Λ0〉. The only state of this form which is in Λ
3V is:
|ω〉 = (Jθ−1 ⊗ J
θ−α8
−1 ⊗ 1− J
θ−α8
−1 ⊗ J
θ
−1 ⊗ 1− J
θ
−1 ⊗ 1⊗ J
θ−α8
−1
+ Jθ−α8−1 ⊗ 1⊗ J
θ
−1 + 1⊗ J
θ
−1 ⊗ J
θ−α8
−1 − 1⊗ J
θ−α8
−1 ⊗ J
θ
−1)|Λ0〉 ⊗ |Λ0〉 ⊗ |Λ0〉
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It is easy to check that this is a highest weight vector for the affine algebra. One may also verify that
|ω〉 ∈ (J2 ⊗ V ), since it can written alternatively as follows:
|ω〉 = (∆J−α80 |Λ8〉)⊗ (J
θ
−1|Λ0〉) + (∆J
θ−α8
−1 |Λ8〉)⊗ |Λ0〉 − |Λ8〉 ⊗ (J
θ−α8
−1 |Λ0〉)
The fact that the multiplicity in eq.(33) is one follows from the fact that the states |ω〉 defined above is
unique. This proves the result (33).
As a corollary we obtain the root multiplicities at level three for E10:
G3 ≃ V ⊗ (V ∧ V )− Λ
3V − (V ⊗ J2) + |h =
21
11.16
〉 ⊗ V (Λ7 + 3δ) (34)
with V = V (Λ0 + δ) and J2 ≃ |h =
1
2 〉 ⊗ V (Λ8 + 2δ). It is a simple exercise, which we leave to the reader,
to expand this formula in terms of affine E
(1)
8 characters at level three times branching functions. Since the
coset construction (E
(1)
8;k=1 ⊗ E
(1)
8;k=2)/E
(1)
8;k=3 is a minimal model, the necessary branching functions can be
written in terms of characters of c = 1− 611.12 Virasoro characters.
Clearly the same method can be applied to any extensions of an affine algebra by one of its basic
representations.
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