It is an open question for which pairs (G, K) of compact Lie groups G and closed, connected subgroups K the left action of K on the homogeneous space G/K is equivariantly formal.
Introduction
In 1997, Goresky, Kottwitz, and MacPherson [GKM98] defined equivariant formality of an action of a group G on a space X as the property that the fiber inclusion X ֒→ X G of the Borel fibration induces a surjection H * G (X) ։ H * (X) of (Borel) equivariant cohomology upon singular cohomology. This notion had already been alighted upon by Borel in Chapter XII of his Seminar [BBF + 60], and makes available a relatively simple computation of the cohomology H * (X) in terms of K-orbits of dimensions zero and one in the case there are only finitely many of each, as well as, by definition, guaranteeing all classes of H * (X) have equivariant extensions in H * G (X), to which, for example, the localization theorems of Berline-Vergne/Atiyah-Bott [BV82] [AB84] and Jeffrey-Kirwan [JK95] can be applied.
Any homogeneous space G/K admits an isotropy action of K given by k · gK = (kg)K. For any continuous action of a Lie group G on a space X, the orbit Gx of a point will be a homogeneous space of the form G/K for K = Stab(x) a closed subgroup, so any continuous Lie group action decomposes as a union of left actions of G on homogeneous spaces G/K. These actions are not equivariantly formal unless rk K = rk G, but some restriction of them to an action of a subgroup H of G is. If such a restricted action is to be equivariantly formal, then H cannot contain a strictly larger maximal torus than K does, so that the left action of K is, in a sense, essentially the "largest" action on G/K which could conceivably be equivariantly formal. Assuming that G is compact, it is known that the isotropy action of K on G/K is equivariantly formal if K is of full rank in G [Bri98, Proposition 1] or if (G, K) is a generalized symmetric pair with K connected [GN14, Theorem 5.6]; the full-rank case has found wide application in symplectic topology (see, for example, the book of Ginzburg, Guillemin, and Karshon [GGK02] , where equivariant cohomology is already mentioned in the first page of the introduction and occupies a thirty-one-page appendix). But otherwise relatively little seems to be known about which isotropy actions are equivariantly formal.
the orbit space of the diagonal action.
The homotopy quotient is a generalization of the regular quotient in the sense that if G acts freely on X, then the natural map X G ։ X/G is a homotopy equivalence, its fiber EG being contractible.
We define [BBF + 60, IV.3.3, p. 53] the (Borel) equivariant cohomology H * G (X) of the action of G on X to be the rational singular cohomology H * (X G ; Q) of the homotopy quotient X G . We will write H * G for the coefficient ring H * (BG) = H * G (pt) of equivariant cohomology; the unique map X → pt induces a map H * G → H * G (X) making G-equivariant cohomology an H * G -module. We will say a continuous map f : X → Y surjects in cohomology if it induces a surjection H * (Y) ։ H * (X) in rational cohomology. 1 Associated to the homotopy quotient is a fiber bundle X → X G → BG, called the Borel fibration. As noted in the introduction, an action of a topological group G on a space X is said to be equivariantly formal if the fiber inclusion X ֒→ X G in the Borel fibration surjects in cohomology. This condition is equivalent to the Serre spectral sequence of this bundle collapsing at the E 2 page [GGK02, Lemma C.24, p. 208] (see also the proof of Lemma 4.3).
Given a Lie group G and closed subgroup K, the left coset space G/K is a homogeneous space admitting a natural left K-action k · (gK) = (kg)K, the isotropy action. When the isotropy action of K on G/K is equivariantly formal we will, for concision, call (G, K) an EF-pair. Definition 2.1. A (real) torus is a Lie group smoothly isomorphic to the direct product of finitely many copies of the complex circle group S 1 ∼ = U(1). A one-dimensional torus S is a circle; for us a circle is always considered as a Lie group. Given a Lie group G, a torus subgroup S of G is reflected in G if there is an element w of the normalizer N G (S) of S in G such that the inner automorphism g → wgw −1 of G restricts on S to the involution s → s −1 . We then say as well that w reflects S.
Throughout, all cohomology will be singular cohomology with rational coefficients. Note that when S is a circle, the reduced cohomology H * (S) = H 1 (S) ∼ = Q is one-dimensional, so the options for the map in rational cohomology induced by S ֒→ G are severely limited: it either is surjective or else is the zero map H * (G) → H * (S). We call the map H * (G) → H * (S) trivial in this latter instance, and say the map S → G is trivial in cohomology.
We now state the results classifying equivariantly formal isotropic circle actions.
Theorem 2.2. Let G be a compact, connected Lie group and S a circular subgroup of G.
There are the following three mutually exclusive cases.
The inclusion S ֒→ G surjects in cohomology. Then (G, S) is an EF-pair and S is not reflected in G.

The inclusion S ֒→ G is trivial in cohomology and 2a. S is reflected in G and (G, S) is an EF-pair; 2b. S is not reflected in G and (G, S) is not an EF-pair.
Once this simple trichotomy is realized, the work for any given pair (G, S) is in determining whether S ֒→ G is trivial in cohomology, and, if so, whether S is reflected, which in turn depends only on whether and how, respectively, S is contained in the commutator subgroup K of G. Here J is the multiset of exponents a 1 , . . . , a n ∈ Z such that the injection S 1 (S 1 ) n realizing S as a circular subgroup of a maximal torus of U(n) (the diagonal subgroup, say) is given by z → (z a 1 , . . . , z a n ). We write −J for the multiset {−a j } 1≤j≤n whose entries are the opposites of those of J; that is to say, for each a ∈ Z, the element −a occurs in −J with the same multiplicity that a occurs in J.
Embedding of S H * (G)
3 Earlier work
Earlier work on equivariant formality
Apart from the classical result that a generalized flag manifold has equivariantly formal isotropy action and the recent result of Goertsches [Goe12] on isotropy actions of symmetric spaces and its extension by Goertsches and Noshari [GN14] to generalized symmetric spaces, little seems to be known. However, in 1996, Hiroo Shiga took up the question of when the isotropy action of a compact group K on a homogeneous space G/K is equivariantly formal [Shi96] , and working in the Cartan model, he discovered the following sufficient conditions. Theorem 3.1 (Shiga) The applicability of the condition that H * (G/K) N G (K) → H * (G) be injective is less immediately transparent, but fortunately Shiga developed another pair of sufficient conditions. work [ST95] . In any event, we come at the result from a different direction, and the main body of our work is in determining explicitly in which cases the isotropy action of a circle is equivariantly formal. While Shiga does carry this program through for circle subgroups of SU(n) as an example of his theorem-reassuringly arriving at the same result we did-we generalize his example by replacing SU(n) with an arbitrary compact, connected Lie group.
Relevant earlier work on cohomology of homogeneous spaces
In order to obtain Theorem 2.2, we need to obtain some results on the cohomology rings H * (G/S) of homogeneous spaces G/S, for a compact, connected Lie group G and circular subgroup S, and found that it has one of the following two forms:
This turns out to have been long known. General statements on the cohomology of a homogeneous space were already available to Jean Leray in 1946, the year after his release from prison. In the second of his four Comptes Rendus notes from that year [Ler46, bottom of p. 1421], he states the following result.
Theorem 3.4 (Leray, 1946 
The following year, Jean-Louis Koszul published a remark [Kos47, p. 478 , display] in the Comptes Rendus regarding Poincaré polynomials for these spaces.
Theorem 3.5 (Koszul, 1947 
Fixed point sets and cohomology
To prove Theorem 2.2, we first reduce equivariant formality to a condition on dimensions on cohomology rings. 
A torus action is equivariantly formal if and only if equality of these dimensions also holds.
Lemma 4.3. Let S be a torus acting continuously on a topological space X such that h • (X) is finite. Then the action of S on X is equivariantly formal if and only if h
Proof. The idea is that H * S (X) → H * (X) can be surjective only if all edge homomorphisms in the spectral sequence of the Borel fibration are trivial; a full proof can be found in the appendix to Ginzburg et al. [GGK02, Corollary C.27 ]. While the result there is over-optimistic as stated [FP08] , it becomes true if "torsion-free" is everywhere replaced by "free."
For a homogeneous space G/S, the dimension h • (G/S) S is easily expressed in terms of other quantities.
Notation 4.4. Let G be a compact, connected Lie group and S a subtorus. We write N = N G (S) for the normalizer of S in G and Z = Z G (S) for the centralizer of S in G. We denote subgroup and subring containment by ≤; thus, for instance, Z ≤ N. An isomorphism is ∼ =, whilst a homeomorphism is ≈. Proof. Since G is connected, the centralizer Z of S is connected, being the union of those maximal tori of G that contain S. We have a natural continuous homomorphism
whose kernel is precisely Z, thus inducing the claimed injection N/Z Aut S.
As Z is connected and Aut S is discrete, it follows that Z is the connected component of the identity in N, so that N/Z ∼ = π 0 (N) is the component group of N. Because the components of N are mutually homeomorphic, N is homeomorphic to the product 
Proof. By Lemma 4.3, the action S on G/S is equivariantly formal if and only if 
We call G the universal compact cover; it is uniquely determined, though the central fiber F is not.
In determining which toral isotropy actions are equivariantly formal, we would like to be able to replace G with G and any torus S in G with the identity component S of its preimage in G, a torus of equal rank. Note that with these definitions, π −1 (S) = F S.
Proposition 5.1. Given the hypotheses above, H
Proof. We have a homeomorphism G/S ≈ G/F S, and we know from the following more general lemma that 
Now that we know cohomology is unchanged under the substitution (G, S) → ( G, S), we want to see the same is true of normalizer components. Write N = N G ( S) and N = N G (S) for the tori's normalizers.
Proposition 5.3. Under the foregoing assumptions, the projection
To see this map is injective, suppose w ∈ N is such that w = π( w) induces the identity on S. Then for all s ∈ S we have wsw −1 s −1 = 1, so since π is a homomorphism, we must have
To see the map is surjective, given w ∈ N, let w be any preimage in G. Since π is a homomorphism, conjugation by w must take S into π −1 (S), and since it takes 1 → 1, it must in fact take S → S, so that w ∈ N.
These facts in hand, we may easily conclude the proof of Theorem 1.2. 
But evidently rk G = rk G and rk S = rk S; from Proposition 5.1, we know h
and from Proposition 5.3, we know
We therefore can replace G with its universal compact cover G in what follows, and assume without loss of generality that G is a product A × K. For later, when we specialize to circles, we note the following corollary of Proposition 5.3.
Corollary 5.4. Under these hypotheses, the torus S is reflected in G just if S is reflected in G.
Reduction to a semisimple group
In this section, the G is the product of a torus A and a simply-connected Lie group K. Let S be a torus in G. 
acts freely onĀ × K. One can factorĀ as A ⊥S × A ′ , where A ′ = im(S →Ā) and A ⊥S is viewed as a subgroup ofĀ through some section of the projectionĀ ։ A ⊥S . Now
Because we quotiented out the kernel Proof.
It is surjective because the diagonal Γ-orbit of any point (x, γ) ∈ X × Γ contains the point (xγ −1 , 1), and injective because (x, 1) = (y, 1) · γ = (yγ, γ) only if γ = 1 and x = y. To see its inverse is continuous, consider the composition
This map is constant on diagonal Γ-orbits, since (xδ, γδ) → xδ · δ −1 γ = xγ −1 , so it descends to the inverse of the map X → (X × Γ)/Γ above, which it is now clear is continuous.
Now we can carry through the claimed (near-)reduction to the semisimple case.
Theorem 1.3. Let G be a compact, connected Lie group, K its commutator subgroup, S a torus subgroup of G, and S ′ = S ∩ K its intersection with K. Then (G, S) is an EF-pair if and only if 1. the pair (K, S ′ ) is an EF-pair and 2. any element of K normalizing S ′ in fact normalizes all of S.
Proof.
In determining normalizer components, we may as well assume, by
. Note further that because K is a normal subgroup of G, any group element normalizing S also must normalize
. Using Borel's Lemma 4.2 for the action of S ′ on K/S ′ and this inequality, we have
Proposition 4.7 states that (G, S) is an EF-pair if and only if the inequalities (6.2) are in fact equations, which is equivalent to (6.1) being equations. But by Proposition 4.7 again, this can only
Remark 6.3. There do exist cases where the inequality π 0 (N) ≤ π 0 (N ′ ) is strict, making Theorem 1.3 something less than a full reduction to the semisimple case. For instance, let G = S 1 × Sp(2), pick a maximal torus T ′ of K = Sp(2), and let
However, any element of G that induces α on S ′ and normalizes S must induce (z, z 2 w, w) → (z −1 , z −2 w −1 , w) on S, and A = S 1 being central, the A-coordinate is fixed under conjugation, so π 0 (N) = 1.
Remark 6.4. There do exist cases where the inequality π 0 (N) ≤ π 0 (N ′ ) is strict, making Theorem 1.3 something less than a full reduction to the semisimple case. For instance, let
, and let
Remark 6.5. Write T for a maximal torus of K containing im(S → K). The demand each element w ∈ N ′ normalize S is equivalent to the demand that for each (a,
It is not clear, however, that this equivalent condition is any more enlightening or applicable than the original.
These reductions in hand, we now tackle the case S ∼ = S 1 .
Equivariant formality of isotropic circle actions
It is our goal in the remainder of the paper to prove Theorem 2.2 and the attendant results stated in Section 2 about cohomology of a homogeneous space G/S 1 and reflectibility of circles S 1 ֒→ G. We first make some preliminary remarks on π 0 N G (S) . In general, continuous automorphisms of a torus S ∼ = (R/Z) r = R r /Z r are induced by linear isometries of R r fixing the integer lattice Z r , which correspond to elements of GL(r, Z), so that Aut S ∼ = GL(r, Z). When S is a circle, r = 1 and GL(1, Z) = [±1] , so by Lemma 4.5 the component group π 0 (N) must be trivial or be generated by the involution s → s −1 . Thus to determine π 0 (N) in this case, it will suffice to determine whether there is any element g ∈ G such that g −1 sg = s −1 for all s ∈ S. Recall from Definition 2.1 that a circle is said to be reflected if there is some such element g. We summarize this discussion:
Proposition 7.1. If G is a compact, connected Lie group and S a circular subgroup, then the cardinality of π 0 N G (S) is 2 if S is reflected in G and 1 otherwise.
A detailed analysis of when a circle is reflected is conducted in Section 8.
Theorem 2.2. Let G be a compact, connected Lie group and S a circular subgroup of G.
The inclusion S ֒→ G surjects in cohomology. Then (G, S) is an EF-pair and S is not reflected in G.
The inclusion S ֒→ G is trivial in cohomology and 2a. S is reflected in G and (G, S) is an EF-pair; 2b. S is not reflected in G and (G, S) is not an EF-pair.
Proof. Recall (Proposition 4.7) that (G, S) is an EF-pair if and only if h • (G/S) = π 0 (N) 2 rk G−rk S , so that we just need to compare cardinalities. Proposition 7.1 imposes the constraint π 0 (N) ∈ {1, 2}, and Proposition 7.2 will impose the constraint h
and π 0 (N) = 2, for instance by Lemma 4.2, so there are only the following three cases.
We have
2b. π 0 (N) = 1. Equivariant formality is not achieved.
To finish the proof of Theorem 2.2, it remains only to prove the following proposition:
Proposition 7.2. If G is a compact, connected Lie group and S a circular subgroup, one of two cases holds:
We will find it easier to express the conditions on the map H 1 (G) → H 1 (S) in terms of the intersection of S with the commutator subgroup K.
Proposition 2.3. Let G be a compact, connected Lie group and S a torus subgroup. The inclusion S ֒→ G is trivial in cohomology if and only if S is contained in the commutator subgroup K.
Proof. Note that being contained in the commutator subgroup is invariant under taking covers, and recall from Section 5 that the rank of
On the other hand, if S → G → A is not trivial, its image is a circle in A, possibly traversed multiple times, so that S → A induces a nonzero map
Remark 7.3. The torus S is actually contained in the commutator subgroup K of G if and only if S ֒→ G is not π 1 -injective.
To see this, note that H 1 (G) → H 1 (S) is surjective just if the map H 1 (S) H 1 (G) in rational homology is injective. Since H 1 (S; Z) is free abelian, this map is injective if and only if the map H 1 (S; Z) → H 1 (G; Z) in integral homology is. Since S and G are groups, their fundamental groups are abelian, so this is actually the map π 1 (S) → π 1 (G).
Proof of Proposition 7.2. The equivalence from Proposition 2.3 in our hands, it is enough to prove
Recall from Theorem 1.2 that we may assume G is the product A × K of a central torus A and the commutator subgroup K. Since S is one-dimensional, the image of S ֒→ A × K ։ A is either a circle or a point, so that, respectively, either
; but this is Proposition 3.7, which follows from Koszul's Theorem 3.5 and hence has been known since 1947.
The case S ֒→ G does not surject in cohomology
Although the authority of Leray and Koszul is obviously sufficient for us to consider Proposition 7.2 established at this point, we do not know of a published proof of Theorem 3.5, so we supply one in this subsection.
Recall that the claim is
, whenever K is a semisimple Lie group and S a circular subgroup. This is in fact a manifestation of the stronger fact (Leray's Theorem 3.4, with n = 1) that
if S ֒→ G does not surject in cohomology, which we will also indicate a proof of in Remark 7.5. Before the proof of Theorem 3.5, we would like to indicate its general shape with a representative example. Let S be a circle contained in the first factor of the product group 
Because d 4 is an antiderivation, its kernel is the subalgebra Q[s] ⊗ [z 1 , z 3 ] and its image the ideal (s 2 ) in that subalgebra. Elements mapped to a nonzero element by d 4 are marked as blue in the diagram and elements in the image in red; the vector space spanned by these elements S . This nonzero differential annihilates all multiples of z and of s 2 in later pages, and E 5 = E ∞ . If H 1 (G) = 0, the subalgebra it generates is unaffected in the process, and can be split off before running the spectral sequence; the factoring out of this subalgebra is the algebraic analogue of the product decomposition Proposition 6.1 of G/S.
To prove Theorem 3.5, we will, using a map between cohomological Serre spectral sequences, show the differential d 4 in the spectral sequence of the bundle
If we know this second map is nonzero, then, the spectral sequence will behave as in our example, so we first prove this ancillary fact.
Lemma 7.4. The image of H
Proof. For a semisimple Lie group K, the rational cohomology groups 
As ET ≃ ES ≃ pt, the classes in the second pages given by these cohomology groups must vanish in later pages, so this d 2 andd 2 are vector space isomorphisms, and since ψ 2 is a chain map, we have the commutative square
Since H 1 (T) generates H * (T) as an algebra and likewise H 2 T generates H * T , the restriction of the homomorphism (Bi) * to H 2 T determines it uniquely, and from the commutativity of the square, this map is determined by i * :
To determine i * , identify S with the complex unit circle S 1 < C × and T with (S 1 ) n , so that i : S ֒→ T becomes
where the exponent vector (a 1 , . . . , a n ) ∈ Z n is a list of integers with greatest common divisor 1 (so that the map is injective). 4 If x j ∈ H 1 (T) is the fundamental class of the j th factor circle and [S] ∈ H 1 (S) the fundamental class, we have i * [S] = ∑ a j x j . Let (x * j ) be the dual basis for H 1 (T) and [S] * ∈ H 1 (S) the cohomological fundamental class. Then the dual map i * :
Put another way, the matrix of the dual map i * is the transpose of the matrix of i * .
As (Bi) * is an algebra homomorphism, it follows that the homogeneous polynomial q(t 1 , . . . , t n ) ∈ H 4 T will be taken under (Bi) * to q(a 1 , . . . , a n )s 2 ∈ H 4 S . Because q is negative definite, so long as (a 1 , . . . , a n ) = 0 we have q(a 1 , . . . , a n ) < 0, so
Becaused 4 : H 3 (K) → H 4 K is an isomorphism, it follows as well from Lemma 7.4 that H 3 (K) = 0 for K a nonabelian Lie group. We finally have the tools necessary to complete our independent proof of Proposition 3.7.
Proof of Proposition 3.7. Consider the bundle map
from the Borel fibration of the action of S on K to the universal principal K-bundle. 5 Write (E r , d r ) for the spectral sequence of the former, and ( E r ,d r ) for that of the latter. The bundle map induces a homomorphism ψ r :
Because H 2 K = 0 by Lemma 7.4, it follows the bottom map is zero, and by commutativity of the diagram, d 2 also annihilates H 1 (K). Becaused 2 annihilates elements of
is an exterior algebra on odd-degree elements and d 2 is an antiderivation vanishing on H 1 (K) and elements of higher degree, it follows d 2 = 0, so that E 3 = E 2 .
Note that E 3 = E 2 as well, so the leftmost column is still H * (K), and the restriction of ψ 3 to this column is still the identity map H * (K) → H * (K). Since H 2 (K) = 0 andd 3 vanishes on generators in H ≥3 (K), it followsd 3 = 0. From the relation ψ 3 •d 3 = d 3 • ψ 3 and the fact that the restriction of ψ 3 to the leftmost column is injective, it follows d 3 = 0 as well, so E 3 = E 4 . Now let us consider d 4 . Since
, we have the following system of maps:
K is an isomorphism because these groups must vanish at this page or remain forever, and we know H 3 (EK) = 0 = H 4 (EK), so they must not make it to E 4 . From Lemma 7.4, we know the bottom map (Bi) * is surjective, so (1 − r, r) , all differentials d r for r ≥ 5 must be zero. Thus
as a Q[s]/(s 2 )-module. Since the spectral sequence converges, it follows gr H * (K/S) ∼ = E ∞ . The associated graded algebra construction preserves vector space dimension, so it follows the Poincaré polynomial p(K/S) is as claimed.
Remark 7.5. To achieve the stronger result Theorem 3.4, one can use the Cartan model for the equivariant cohomology H * S (K) ∼ = H * (K/S), which collapses the spectral sequence calculation in our proof of Theorem 3.5 into the E 2 page and lets all differentials d r occur there simultaneously. Then it is a theorem of Cartan [Car, Théorème V, p. 68] that the associated graded algebra construction here actually yields an algebra isomorphism H * (K/S) ∼ = E ∞ .
Reflectibility of circles
Let G be a compact, connected Lie group and S a circular subgroup. We know from Theorem 2.2 that if H * (G) → H * (S) is trivial, then h • (G/S) = h • (G), and the action of S on G/S will be equivariantly formal if and only if S is reflected in G. In this section, we determine what circular subgroups S are reflected, reducing G to a semisimple group, then to a simply-connected group, and finally to a simple group. 
The Weyl group
Elements of N G (S) reflecting S, if they exist, can be represented by elements of the Weyl group
W(G) = N G (T)/T of G [Bou68,
Lemma 8.1. Let G be a compact, connected Lie group, T a maximal torus, and S a subtorus. Given an automorphism of S induced by conjugation by a normalizing element n ∈ N := N G (S), there exists an element w ∈ N G (T) inducing the same automorphism.
Proof. Conjugation by n stabilizes the centralizer Z := Z G (S) of S, for given z ∈ Z and s ∈ S, since nsn −1 ∈ S by normality, we have
We know T is a maximal torus of Z, so nTn −1 is another maximal torus of Z. As all maximal tori of Z are conjugate, there exists z ∈ Z such that znTn −1 z −1 = T, or zn ∈ N G (T). Since z ∈ Z centralizes S and nSn −1 = S, conjugation by w = zn induces the same automorphism of S as n does.
Write Fix N G (T) (S) for the set of elements of N G (T) fixing S pointwise. This association N ❀ N G (T)
is not a function, but if n ❀ w 1 and n ❀ w 2 , then conjugation by w −1 1 w 2 fixes S pointwise. so N ❀ N G (T) descends to a well defined homomorphism
with kernel Z; thus, to determine π 0 (N) , we need only survey Weyl group elements. We state this as a proposition.
So, to determine reflectibility of a given circle in a compact, connected Lie group, we need only lift it to the universal cover, verify that it intersects any torus component trivially, and check whether or not its projection to each simple factor is reflected.
Reflected circles in simple groups
Let K be a simple Lie group, S a circular subgroup, and T a maximal torus of K. Then some conjugate kSk −1 is contained in T. Since conjugation x → kxk −1 takes N K (S) to N K (kSk −1 ), it follows that S is reflected in K in and only if its conjugate kSk −1 is, so we may as well assume S is already in T.
We now determine which circles in simple Lie groups are reflected, working case by case through the Killing-Cartan classification.
The case all circles are reflected
It is known that a central involution of the Weyl group acts as a reflection X → −X on the Lie algebra t of a maximal torus [DW01, Theorem 1.8]. We could therefore simply note that central involutions exist for the Weyl groups of types B n , C n , D 2n , G 2 , F 4 , E 7 , and E 8 , but we prefer to argue directly.
Proposition 2.6. Let K be a finite quotient of any of the simply-connected classical simple Lie groups Spin(2n + 1), Sp(n), and Spin(4n), or the simply-connected exceptional Lie groups of types G 2 , F 4 , E 7 , and E 8 , and S a maximal torus of K. Then S is reflected in K.
Proof. For future use, write
Here are the cases.
• Spin(2n + 1). In SO(2n + 1), conjugations by the orthogonal block-diagonal matrices
, and one of g ±1 is in SO(2n + 1). Since Spin(2n + 1) is a double cover of SO(2n + 1), the maximal torus T of Spin(2n + 1) is reflected by Corollary 5.4.
• Sp(n). Choose as maximal torus the group T = U(1) n < Sp(1) n of diagonal elements with coordinates in the {1, i}-plane of H. Then conjugation by the diagonal matrix diag(j, · · · , j) = j · I ∈ Sp(n) reflects T.
• Spin(4n). Conjugation by the block-diagonal matrix diag(J, . . . , J) ∈ SO(4n) reflects each element of the block-diagonal maximal torus T = SO(2) 2n . Since Spin(4n) is a double cover of SO(4n), the maximal torus T of Spin(4n) is reflected by Corollary 5.4.
• G 2 . The Z/2 factor of the dihedral group W ∼ = S 3 × (Z/2) reflects the maximal torus T.
• F 4 . Recall [MT00, Theorem 7.4(1), p. 357] that F 4 acts transitively on the octonionic plane OP 2 with point-stabilizer Spin(9). A maximal torus T 4 of Spin(9) is reflected in Spin(9), so by Corollary 8.3, it is also reflected in F 4 . But T 4 is also maximal in F 4 .
• E 7 . Recall [Wol67, p. 285 ] that E 7 admits a local product subgroup H ∼ = SO(12) · SU(2). Since this subgroup is of rank 7, it contains a maximal torus of E 7 . By Corollary 8.3, it suffices to know this maximal torus is reflected in H. Because H is finitely covered by the direct product SO(12) × SU(2), it is enough, by Corollary 5.4, to see that a maximal torus of SO(12) × SU(2) is reflected. Finally, by Proposition 2.5, it is enough to know the maximal tori of SO(12) and SU(2) ∼ = Sp(1) are reflected; but we proved so above.
• In the remaining cases, there is no Weyl element reflecting the entire maximal torus, and we have to distinguish between circles.
Proposition 2.7. Let K = SU(n) and let S be a circular subgroup. Then S is reflected if and only if the restriction to S of the defining representation of
Proof. Let T be the diagonal maximal torus U(1) n ∩ SU(n) of SU(n). Then S is conjugate into T, and we may replace S with this conjugate, which is the image of a map z → diag(z a 1 , . . . , z a n ), where the a j ∈ Z have greatest common divisor 1 and ∑ a j = 1. Write {a 1 , . . . , a n } for the multiset of exponents characterizing this embedding of S. 6 The Weyl group of SU(n) is W ∼ = S n , acting on T by permutation of coordinates, so S is reflected if and only if it is reflected by a permutation of its coordinates. This is the case if and only if the exponent multiset J = {a 1 , . . . , a n } of the embedding S ֒→ T satisfies J = −J (as multisets); if so there exists a permutation σ of {1, . . . , n} such that diag
This representation τ of S on C n is a direct sum Proof. An equivalent statement, projecting down to the matrix group SO(4n + 2), is the following. A circle S in SO(4n + 2), is reflected if and only if it is conjugate into the block-diagonal subgroup diag SO(4n), 1, 1 of SO(4n + 2). Restated again, if S is contained in the maximal torus T := SO(2) 2n+1 of SO(4n + 2), then S is reflected if and only if it is in one of the 2n + 1 codimensionone subtori occurring as kernels of the factor projections SO(2) 2n+1 → SO(2). For sufficiency, if S < T is contained in some SO(4n) × {1} 2 subgroup, then conjugation by a block-diagonal matrix with 2n blocks 0 1 1 0 and one 2 × 2 block I induces s → s −1 on S.
For necessity, if S < T is not contained in any SO(4n) subgroup, there are no 0 exponents a j in the exponent multiset J(φ) = {a 1 , . . . , a n } of the embedding
so all exponents a j are either negative or positive. If there are n + (φ) positive exponents and n − (φ) negative exponents, then since n + (φ) + n − (φ) = 2n + 1 is odd, one of the numbers n + (φ), n − (φ) must be odd and the other even. All circle inversions are induced by elements of the Weyl group W(D 2n+1 ) = H 2n ⋊ S 2n+1 , where H 2n < {±1} 2n+1 is the hyperplane defined by ∏ 2n+1 j=1 ε j = 1 so that an even number of exponent signs in J(w • φ) differ from the corresponding signs in J(φ). In particular, w preserves the parities of numbers of n + and n − : i.e.,
If w were to reflect S, however, we would need J(w • φ) = −J(φ), so that n + (w • φ) ≡ n − (φ) and n − (w • φ) ≡ n + (φ) (mod 2), which is impossible since n + (φ) and n − (φ) are of differing parity. Thus S cannot be reflected in SO(4n + 2).
E 6
We come to the final and most interesting case. Recall the desired conclusion: Proposition 2.9. A circular subgroup S of E 6 or E 6 is reflected just if it is conjugate into a Spin (8) subgroup.
There is a famous sequence of subgroup inclusions
Consider the three-fold universal cover π : E 6 → E 6 and the subgroup chain Spin(8) < F 4 < E 6 . The preimages of the subgroups under π are finite covers, and since the subgroups Spin(8) and F 4 are simply-connected, they are isomorphic to the identity components of their preimage groups, so we also have a subgroup chain Spin(8) < F 4 < E 6 .
Any circular subgroup S contains the identity, so it will lie in a Spin(8) subgroup of E 6 if and only if the identity component S of its preimage in E 6 is contained in the lifted Spin(8). Because a maximal torus of Spin(8) is reflected in Spin(8), it is also reflected in E 6 . Proposition 8.5. Any circular subgroup S of E 6 or E 6 contained in a Spin(8) subgroup is reflected.
We will prove Proposition 2.9 by showing this simple sufficient condition is also necessary. Because any torus in E 6 is conjugate into any given maximal torus, the following proposition will establish Proposition 2.9.
Proposition 2.10. If a circular subgroup S lies within a maximal torus T 6 of E 6 , then S is reflected just if it is contained one of the forty-five conjugates of a maximal torus T 4 of a Spin(8) subgroup that lie in T 6 .
The proof of Proposition 2.10 breaks into two subclaims: that there are exactly the forty-five claimed subtori, and that they and only they contain the reflected circles. At this point, we descend to the Lie algebra level, where the claims manifest as follows. Proposition 8.6. In the Lie algebra t 6 of a maximal torus T 6 of E 6 , there are precisely forty-five distinct four-dimensional subspaces conjugate to the Lie algebra t 4 of the maximal torus of a Spin(8) subgroup.
We will call this set of spaces XL V.
Proposition 8.7. The union XL V is equal to the union w∈W(E 6 ) {v ∈ t 6 : w · v = −v} of all (−1)-eigenspaces of the adjoint action of W(E 6 ).
To prove Proposition 8.6, we will first generate the spaces XL V, and then prove that they are tangent to maximal tori of Spin(8) subgroups. We work initially in the dual tangent space (t 6 ) * . Though this space is six-dimensional, it standard to identify it not with R 6 but rather with a six-dimensional subspace of R 8 . 7 Under this identification, the inner product inherited from R 8 corresponds to the opposite (α, β) → −B(α, β) of the restriction of the Killing form of E 6 .
A (1, 1, 1, 1, 1; 1, 1, 1 The semicolon is functionally a comma, but serves to visually distinguish the last three coordinates. The simple roots ∆ span the six-dimensional subspace 1, 1, 1, 1, 1; 1, 1, 1) , −1, 1, 1, 1; 1, 1, 1) and multiplying elements of the resulting set by ±1. Among these we declare the 36 positive roots to be 8
We will identify the 4-spaces in question as spans of four mutually orthogonal roots. Let us build one such maximal mutually orthogonal set Ξ Φ + , starting with Ξ = ζ = 1 2 ( 1) . Inspection of the positive roots Φ + shows ζ is orthogonal to the 15 positive roots δ ab and ε a , so add ε 1 to Ξ. The positive roots orthogonal to both ζ and ε 1 are the six roots δ ab for 2 ≤ a < b ≤ 5. Let us add δ 23 to Ξ. The only positive root orthogonal to ζ, ε 1 , and δ 23 is δ 45 , so Ξ = {ζ, ε 1 , δ 23 , δ 45 } is a maximal orthogonal set of roots.
Proposition 8.8. The Weyl group W(E 6 ) acts transitively on the set of four-dimensional subspaces of (t 6 ) * generated by mutually orthogonal roots. There are forty-five such spaces, each spanned by precisely three distinct quadruples of mutually orthogonal roots. It is this set of spaces we call XL V.
To see so, we invoke a lemma. 7 This R 8 is conceived of as the Lie algebra of the maximal torus of E 8 . 8 Here, to be clear, in δ ab the 1 appears in the a th coordinate and the −1 in the b th , but we will let η ab = η ba and γ ab = γ ba for notational convenience. For example, δ 24 = (0, 1, 0, −1, 0; 0; 0, 0) and η 43 = 1 2 (1, 1, −1, −1, 1; 1, 1, 1) and −1, −1, −1, 1; 1, 1, 1) . Lemma 8.9. (Cf. Carter [Car72, Lemma 11.(i), p. 14] ) The Weyl group W(E 6 ) acts simply transitively on the set of ordered quadruples of mutually orthogonal roots in (t 6 ) * .
Proof. Let (α 0 , β 0 , γ 0 , δ 0 ) and (α, β, γ, δ) each be a sequence of mutually orthogonal roots in Φ. Since W acts transitively on Φ, there is an element w ∈ W such that w · α = α 0 . Since W acts by isometries, it follows that the roots w · {β, γ, δ} are orthogonal to w · α = α 0 .
The set Φ(A 5 ) of roots orthogonal to α 0 in Φ is a root system of type A 5 . To see so, we may take without loss of generality α 0 = ζ, since W isometrically and transitively permutes Φ. We saw the positive roots orthogonal to ζ were ε a and δ ab . Amongst these, consider the spanning sequence of roots ∆ ′ = (−ε 1 , δ 12 , δ 23 , δ 34 , δ 45 ) in Φ ′ . Each of these roots has inner product −1 with the adjacent entries in the sequence and is orthogonal to the rest, so ∆ ′ is a system of simple roots of type A 5 , and root reflections in the system Φ ′ generate a Weyl subgroup W(A 5 ) < W(E 6 ) fixing α 0 . Because W(A 5 ) acts transitively on Φ(A 5 ), it follows there is w ′ ∈ W(A 5 ) fixing α 0 and such that w ′ wβ = β 0 . Since w ′ is an isometry, the roots w ′ w · {γ, δ} are orthogonal to β 0 .
The roots Φ(A 3 ) orthogonal to −ε 1 in Φ(A 5 ) form a root system of type A 3 . To see so, take, without loss of generality, β 0 = −ε 1 . As we saw above, the orthogonal roots are ±{δ ab : 2 ≤ a < b ≤ 5}. Within this set, consider the sequence ∆ ′′ = (δ 23 , δ 34 , δ 45 ). We have δ 23 · δ 34 = −1 = δ 34 · δ 54 and δ 23 ⊥ δ 45 , so ∆ ′′ is a system of simple roots of type A 3 . Reflections in ∆ ′′ generate a Weyl group W(A 3 ) acting transitively on Φ ′′ , so there is a w ′′ ∈ W fixing α 0 and β 0 and such that w ′′ w ′ wγ = γ 0 . Since w ′′′ is an isometry, w ′′ w ′ wδ is orthogonal to γ 0 .
Finally, the two roots Φ(A 1 ) orthogonal to γ 0 form a root system of type A 1 . To see so, take, without loss of generality, γ 0 = δ 23 ; then the only orthogonal roots are ±δ 45 . The single reflection of the root system A 1 acts transitively on its two roots. Since w ′′ w ′ wδ was ±δ 0 , there is a unique w ′′′ fixing α 0 , β 0 , and γ 0 and sending δ → δ 0 .
Thus the composition w ′′′ w ′′ w ′ w does what we want to the quadruple (α, β, γ, δ). That it is the unique Weyl group element doing so follows from a sequence of applications of the orbitstabilizer theorem. Since W(E 6 ) has order 51,840 and transitively permutes 72 roots, it follows Stab(α 0 ) has order 720. Since Stab(α 0 ) transitively permutes the 30 roots Φ(A 5 ), it follows that the stabilizer Stab(α 0 , β 0 ) of an ordered pair has order 24. Since this stabilizer transitively permutes the 12 roots Φ(A 3 ), it follows the triplet-stabilizer Stab(α 0 , β 0 , γ 0 ) has order 2. And this stabilizer acts simply transitively on Φ(A 1 ) = {±δ 0 }, so Stab(α 0 , β 0 , γ 0 , δ 0 ) is trivial and W(E 6 ) acts simply transitively on ordered quadruples of mutually orthogonal roots.
Knowing the number of such quadruples enables us to calculate the number of distinct spaces they span. 9 Proof of Proposition 8.6. Each set {α, β, γ, δ} of four mutually orthogonal positive roots corresponds to 384 = 16 · 24 = {±1} 4 ⋊ S 4 different ordered quadruples (α, β, γ, δ) of (positive or negative) roots spanning the same 4-space, so there are 51,840/384 = 135 such sets. We claim that one (and 9 We originally found 135 such maximal mutually orthogonal sets of positive roots through brute force, then checked with Python we had accounted for them all. We did not at this time have a theoretical understanding of why they were all quadruples. Explicitly, the unordered quadruples of mutually orthogonal positive roots are We already know from Lemma 8.9 that W(E 6 ) acts transitively on ordered bases of these subspaces, so it a fortiori also acts transitively on the set containing the subspaces themselves.
It remains to realize the collection XL V as subspaces of t 6 tangent to maximal tori of Spin (8) subgroups, which will take some setup.
Given a semisimple Lie group G with maximal torus T, recall that the Killing form B of G, restricted to t, induces by its nondegeneracy an isomorphism φ : t ∼ −→ t * given by v −→ B(v, −), and there is an induced dual Killing form B * on t * given by B * (α, β) := B(φ −1 α, φ −1 β). These forms are negative definite, so their negatives make t and t * inner product spaces, and φ is also, by definition, an isometry with respect to these inner products. We will henceforth write both inner products as α · β. Corresponding to roots α ∈ t * are coroots α ∨ = 2φ −1 (α)/(α · α) ∈ t, whose Z-span is the coroot lattice Q ∨ (G) in t. Write Λ(G) = ker exp : t ։ T for the kernel of the exponential: it is a sublattice of t called the integer lattice of G and isomorphic to the fundamental group π 1 (T). 10 The integer lattice Λ(G) contains the coroot lattice Q ∨ (G), and it is a theorem [BtD85, Thm. V.(7.1), p. 223] that π 1 (G) = Λ(G)/Q ∨ (G). The exponential of each line s < t containing a point of Λ is a circle in T, so the set of circles in T can be identified with the projectivization PΛ.
In our case, consider Spin(8) < E 6 and choose maximal tori T 4 < T 6 such that one contains the other. Both Spin(8) and E 6 are simply-connected, so Λ Spin(8) = Q ∨ Spin(8) and Λ( E 6 ) = Q ∨ ( E 6 ), and the inclusion T 4 ֒→ T 6 induces inclusions t 4 → t 6 and Q ∨ Spin(8) → Q ∨ ( E 6 ).
Now we can identify XL V with subspaces of t 6 .
Conclusion of the proof of Proposition 8.6. Because the roots α of E 6 and Spin(8) all satisfy α · α = 2, we have α ∨ = φ −1 (α) for all of them, and so φ takes the coroot system Φ ∨ ( E 6 ) isometrically onto Φ( E 6 ) and likewise takes Φ ∨ Spin(8) onto a root subsystem Φ(D 4 ), spanning a space Every involution w ∈ W can be expressed as a product of mutually orthogonal root reflections [Car72, Lemma 5, p. 5], so all (−1)-eigenspaces of involutions in W are contained in those of the products of four mutually orthogonal root reflections, namely XL V.
We now need only show that the (−1)-eigenspace of each element of orders 4, 8, . . . in W is in an element of XL V. If w is some such element with (−1)-eigenspace V −1 (w), and there is an involution w 2 whose (−1)-eigenspace V −1 (w 2 ) contains V −1 (w), then for any other g ∈ W we have g · V −1 (w 2 ) = V −1 (gw 2 g −1 ) and likewise g · V −1 (w) = V −1 (gwg −1 ), so that V −1 (gwg −1 ) contains V −1 (gw 2 g −1 ). So it follows that we only need check for one element of each conjugacy class of element of even-power order whether its (−1)-eigenspace is contained in a space in XL V.
It is so. The author verified it using the GAP 4 program comprising Appendix B, which returns a positive result on a mid-2011 iMac with 4 gigabytes of RAM in approximately 1.5 seconds.
This concludes the proof of Proposition 2.10 and hence of Proposition 2.9.
When is lifting truly necessary?
In ascending to the universal compact cover G of a compact, connected Lie group G, we lifted the circle S to a circle S which covers it, but not usually bijectively. When p : S ։ S is not bijective, the induced map π 1 ( S) → π 1 (S) of fundamental groups is injective but not surjective. Lets and s be the tangent spaces of these circles; these can also be seen as also the universal covers of S and S, with the covering mapss ։ S and s ։ S being the exponentials. The kernel Λ of s ։ S is an infinite cyclic subgroup which can be canonically identified with π 1 ( S), and likewise π 1 (S) ∼ = Λ := ker(s ։ S). Since (p • exp) = exp • p * vanishes on Λ, we have the following diagram of short exact sequences.
While there is an illuminating geometric proof [Hat02, Proposition 1.32, p. 61] the cokernel in the diagram is Z/n, it also follows from the snake lemma.
It is perhaps of some independent interest to know which reflected circular subgroups, in simple Lie groups where not all circles are reflected, lift bijectively to the universal cover. Proof. If a circle S is reflected, its lift S in SO(4n + 2) is conjugate into SO(4n) × {1} 2 . Because kernel of SO(4n + 2) → PSO(4n + 2) is diag(−1, . . . , −1), which meets SO(4n) × {1} 2 trivially, it follows S → S is bijective. Similarly, the preimage of SO(4n) × {1} 2 in Spin(4n + 2) meets the kernel of Spin(4n + 2) → SO(4n + 2) trivially. A The proof of Theorem 1.1
A.1 Definitions and notations
We first establish some additional notation and terminology. In particular, we require a notational convention differing from that in the body of this work. Recall first that given any topological group K, there exists a universal principal K-bundle K → EK → BK, where EK is a contractible space with a free K-action. The EK given by the Milnor infinite join construction [Mil56] admits both natural left and right K-actions, and BK is usually taken to be the right quotient EK/K. For the purposes of this appendix, given a topological space X equipped with a left S-action, we denote the homotopy quotient by
.
the orbit space of the diagonal action. 11 The elements of S X are orbits under the diagonal action; we write S [e, x] ∈ S X for the orbit of (e, x) ∈ ES × X.
Analogously, given a right action of a group K on X, there is a diagonal action of K on X × EK given by (x, e) · k = (xk, k −1 e), and a homotopy quotient
We denote the orbit of (x, e) under K by [x, e] K ∈ X K . If X admits both a left S-action and a right K-action, then the right homotopy quotient X K admits a left S-action and the left homotopy quotient S X admits a right K-action, and we can form the homotopy biquotient sxk, e 2 ) , whose elements are denoted S [e 1 , x, e 2 ] K . Given a right action of K on X, there is a natural map
from the homotopy quotient to the orbit space of the original K-action on X, and if the action is free, this map is a weak homotopy equivalence (the fiber EK being weakly contractible). The map is natural in the sense that if S ≤ K is a subgroup, and if Y is another space admitting a K-action and there is a K-equivariant map X → Y, the diagrams Recall there is a natural projection X K ։ (pt) K = K /EK ≈ BK induced from the equivariant map X → pt and given by K [e, x] → eK. 12 The fibers of this projection are homeomorphic to X. As before, the bundle X → X K → BK is called the Borel fibration of the action of K on X.
Write H * K for the ring H * (BK) and H * K (X) for the equivariant cohomology ring H * ( K X; Q), agreeing with the standard definition. In this appendix, we also say a continuous map f : X → Y is H * -surjective if it induces a surjection H * (Y) ։ H * (X) in cohomology. As before, we say a continuous action of a topological group K on a space X is equivariantly formal if the fiber inclusion X ֒→ X K of the Borel fibration X → X K → BK is H * -surjective. 12 The homeomorphism K /EK ≈ −→ EK/K = BK can be seen two different ways. First, given the standard right action e · k = ek, one could simply define a left K-action on EK by k · e := ek −1 , and then we have K /EK = EK/K by definition. More honestly, in the Milnor construction [Mil56] , EK is the space of finite formal sums ∑ ∞ n=1 t n k n , where k n ∈ K and ∑ ∞ n=1 t n = 1. Here, by finiteness of the sum, we mean that only a finite number of k n are not 1 ∈ K. The group K acts diagonally on the left of EK and on the right by k · ∑ t n k n = ∑ t n (kk n ) and ∑ t n k n · k = ∑ t n (k n k) respectively, and the self-homeomorphism e = ∑ t n k n → ∑ t n k −1 n =: e −1 of EK takes ke → e −1 k −1 and so induces a homeomorphism K /EK ≈ −→ EK/K
A.2 Lemmata
We gather some standard facts that allow us to prove Theorem 1.1.
Remark A.1. Suppose K is a compact group and S a maximal torus, and K acts on the right on a space X. Write N = N K (S) for the normalizer of S in K and let W = N/S be the Weyl group of K. Then W acts on the right on the orbit space X/S by xS · nS = xnS, and so on the cohomology 
