Constraint Satisfaction Problem (CSP) is a fundamental algorithmic problem that appears in many areas of Computer Science. It can be stated as computing a homomorphism R → Γ between two relational structures, e.g. between two directed graphs. Analyzing its complexity has been a very fruitfull research direction, especially for fixed template CSPs (or, non-uniform CSPs) denoted CSP(Γ), in which the right side structure Γ is fixed and the left side structure R is unconstrained.
Introduction
The Constraint satisfaction problems (CSPs) and the valued constraint satisfaction problems (VCSPs) provide a powerful framework for the analysis of a large set of computational problems arising in propositional logic, combinatorial optimization, graph theory, artificial intelligence, scheduling, biology (protein folding), computer vision etc. CSP can be formalized either as a problem of (a) finding an assignment of values to a given set of variables, subject to constraints on the values that can be assigned simultaneously to specified subsets of variables, or as a problem of (b) finding a homomorphism between two finite relational structures A and B (e.g., two oriented graphs). These two formulations are polynomially equivalent under the condition that the input constraints in the first case or input relations in the second case are given by lists of their elements. A soft version of CSP, that is VCSP, generalizes the CSP by replacing crisp constraints with cost functions applied to tuples of variables. In the VCSP we require finding a maximum (or minimum) of a sum of cost functions applied to 1 corresponding variables. In this case, variable assignment and homomorphism formulations can also be generalized and proved to be equivalent under the condition that cost functions should be given by a list argument-value (rational) pairs.
The CSPs have been a very active research field of theoretical computer science since the phenomenon of NP-hardness was first observed. One of the topics that revealed rich logical and algebraic structure of the CSPs was the question of classification of the problem's computational complexity when constraint relations are restricted to a given set of relations or, alternatively, when the second relational structure is some fixed Γ. Thus, this problem is parameterized by Γ, denoted as CSP(Γ) and called a fixed template CSP with a template Γ (another name is a non-uniform CSP). E.g., if the domain set is boolean and Γ is a relational structure with four ternary predicates x ∨ y ∨ z, x ∨ y ∨ z, x ∨ y ∨ z, x ∨ y ∨ z, CSP(Γ) models 3-SAT which is historically one of the first NP-complete problems [9] . At the same time, if we restrict Γ to binary predicates, then we obtain tractable 2-SAT. Generally, Schaeffer proved [25] that for any template Γ over the boolean set, CSP(Γ) is either in P or NP-complete, and any tractable constraint language belongs to one of 6 classes (0 or 1-preserving, binary, horn, anti-horn and linear subspaces). When Γ contains only one graph (irreflexive symmetric predicate) Hell and Nešetřil [14] proved an analogous statement, by showing that only for bipartite graphs the problem is tractable. Feder and Vardi [12] found that all fixed template CSPs can be expressed as problems in a fragment of SNP, called Monotone Monadic SNP (MM SNP). They introduced this class as a natural restriction of SNP for which Ladner's argument about the existence of problems with intermediate complexity between P and NP-hard could not be applied. Moreover, they showed that all problems in MM SNP can be reduced with respect to Turing reduction to fixed template CSPs and, thus, non-uniform CSPs complexity classification would lead to a classification of MM SNP problems. This result placed fixed-template CSPs into a broad logical context which naturally lead to a conjecture that such CSPs are either tractable or NP-hard, the so called dichotomy conjecture.
In [16] Jeavons showed that the complexity of CSP(Γ) is defined by so called polymorphisms of Γ. The last was the main motive for subsequent research. Intensive studies in this direction lead to a conjectured algebraic description of all tractable templates made by Bulatov, Jeavons, and Krokhin [5] , with subsequent reformulations of this conjecture by Maroti and McKenzie [23] . In the long run, it was shown by Siggers [26] that if Bulatov-Jeavons-Krokhin characterization of tractable templates is correct, then tractable structures can be characterized as those that preserve a single 6-ary polymorphism that satisfies a certain equality. Later it was shown that it is sufficient to have a polymorphism of arity 4 [18] . The last fact will serve as a key ingredient for our results.
Related work. A meta-problem of (V)CSPs topic is to establish the complexity of (V)CSP given that an input is restricted to an arbitrary subset of all input pairs (R, Γ). A natural approach to this problem is to construct a new structure for any input (R, Γ), G R,Γ , and shift the analysis to G R,Γ . In case of binary CSPs (i.e. when all predicates of an input are binary) it is natural to define G R,Γ as a microstructure graph [17] of a template (R, Γ). Thereby, a set of inputs for which certain local substructures in G R,Γ are forbidden form a parametrized problem. Cooper andŽivný [10] investigated this formulation and found examples of specific forbidden substructures that result in tractable hybrid CSPs. Microstructure graphs also naturally appear in the context of fixed template CSPs. Specifically, all templates Γ with binary predicates that define fixed template CSPs for which local consistency preprocessing of the input results in a perfect microstructure graph were completely classified in [27] .
Recently, a hybrid framework for (V)CSP has attracted some attention [21] , that is when left structures are restricted to some set H and a right structure Γ is fixed (corresponding CSP is denoted as CSP H (Γ)) and H is closed under inverse homomorphisms. The specifics of this case is that for any input R ∈ H one can construct a new language Γ R which is called a "lifted" language (see Sec. 3) , such that tractability of this language is a necessary condition for tractability of CSP H (Γ).
Our results. The last fact is a starting point of the paper. The first question that we address is a characterization of those templates Γ for which the tractability of Γ R for any R ∈ H is not only necessary, but a sufficient condition for tractability of CSP H (Γ). We call Γ that possess this property for any H as widely tractable. It turns out that the property that a core of Γ R is preserved by some Siggers polymorphism (i.e. satisfy Bulatov-Jeavons-Krokhin test for non-NP-hardness) is equivalent to a statement that R can be homomorphically mapped to some structure Γ ′ . Based on this observation we prove that, for a large class of templates (probably, for all), wide tractability is equivalent to tractability of CSP H 0 (Γ), where H 0 is equal to a set of structures that can be homomorphically mapped to Γ ′ . Moreover, we prove that CSP(Γ) can be polynomial-time Turing reduced to CSP(Γ ′ ) and, therefore, Γ ′ is at least as hard as Γ.
In the second part of the paper we generalize the construction of Γ ′ . Suppose that we are given a set of finite algebras B with a certain signature, e.g. algebras over a domain D with one commutative operation. We assume additionally that B is tractable and extending (concise definitions can be found in section 5). We show that this set defines a template Γ B analogously to Γ ′ , such that a structure R can be homomorphically mapped to Γ B if and only if Γ R is preserved by another algebra that, informally, is constructed from algebras of B. The latter allows us to prove that CSP(Γ) is polynomial-time Turing reducible to CSP(Γ B ). Moreover, some polymorphisms of Γ can be extended to a polymorphism of Γ B . That is why we call this reduction as algebraic reduction. The latter polymorphisms of Γ B are called outside polymorphisms. We also construct additional polymorphisms of Γ B , which we call inside polymorphisms. We believe that an answer to the following question can shed light to the problematics of Feder-Vardi dichotomy conjecture: which term equalities are present in a clone generated by outside and inside polymorphisms of Γ B .
The idea of algebraic reduction allows to construct new algorithms for CSP(Γ). Indeed, B defines a reduction of CSP(Γ) to CSP(Γ B ). If the resulting Γ B is itself can be solved by some algorithm, then Γ is provably tractable.
Organization. In Sec. 2 we give all preliminary definitions and state theorems that we need. In Sec. 3 we describe an important construction of a "lifted language", taken from [21] . In subsection 4.1 we introduce a notion of widely tractable constraint language and in subsection 4.2 we prove necessary and sufficient conditions for wide tractability for a class of strongly BJK languages. A formulation and a proof of those conditions are based on the key construction of a template Γ ′ that we build from an initial fixed template Γ. We discuss properties of Γ ′ in subsection 4.3. An analogous theory for conservative constraint languages, based on the corresponding construction of Γ ′ c , is built in subsection 4.4. In Sec. 5 we generalize constructions of Γ ′ and Γ ′ c , and introduce Γ B parameterized by some set of finite algebras B. We prove the main result of the paper, that is a reduction from CSP(Γ) to CSP(Γ B ). In subsection 5.1 we show that a set of polymorphisms of the new template Γ B contains a certain fragment from Pol(Γ), so called outside polymorphisms. Subsection 5.2 is dedicated to polymorphisms of Γ B that does not have analogs in Pol(Γ). In the last section we discuss a potential applicability of our constructions.
Preliminaries
Throughout the paper we assume P = N P . A problem is called tractable if it can be solved in polynomial time.
Let us use the symbol [n] for the set {1, . . . , n} and let Q = Q ∪ {∞} denote the set of rational numbers with (positive) infinity. Also D will stand for a finite set.
We will denote the tuples in lowercase boldface such as a = (a 1 , . . . , a k ). Also for mappings h : A → B and tuples a = (a 1 , . . . , a k ), where a j ∈ A for j = 1, . . . , k, we will write b = (h(a 1 ), . . . , h(a k )) simply as b = h(a). Relational structures will be denoted in uppercase boldface as R = (R, r 1 , . . . , r k ).
Finally let ar(̺), ar(a), and ar(f ) stand for arity of a relation ̺, size of a tuple a, and arity (number of parameters) of a function f , respectively.
Fixed template (non-uniform) (V)CSPs
We will first formulate the general CSP in an algebraic way as a decision problems whether there exists a homomorphism between certain relational structures. Definition 1. Let R = (R, r 1 , . . . , r k ) and R ′ = (R ′ , r ′ 1 , . . . , r ′ k ) be relational structures with common signature (that is ar(r i ) = ar(r ′ i ) for every i = 1, . . . , k). A mapping h : R → R ′ is called a homomorphism from R to R ′ if for i = 1, . . . , k and for any (x 1 , . . . , x ar(r i ) ) ∈ r i we have that
Definition 2. The general CSP is the following problem. Given a pair of relational structures with common signature R = (V, r 1 , . . . , r k ) and Γ = (D, ̺ 1 , . . . , ̺ k ), find a homomorphism h : R → Γ.
The set V represents the set of variables and we will only consider V finite, similarly D is the domain set or the set of labels for variables. The relations r 1 , . . . , r k specify the tuples of V constrained by relations ̺ i , . . . , ̺ k , respectively.
As we mentioned in the introduction, one natural way to restrict the general CSP is to fix the constraint types. A finitary relational structure Γ = (D, ̺ 1 , . . . , ̺ k ) over a fixed finite domain D will be called a template. For such Γ we will denote by Γ (without boldface) the set of relations {̺ 1 , . . . , ̺ k }; with some abuse of terminology both Γ and Γ will be called a constraint language.
Definition 3. Let D be a finite set and Γ a constraint language over D. Then the fixed template CSP for template Γ, denoted CSP(Γ), is defined as follows: given a relational structure R = (V, r 1 , . . . , r k ) of the same signature as Γ, find a homorphism h : R → Γ.
A more general framework operates with cost functions f : D n → Q instead of relations ̺ ⊆ D n . This idea leads to the notion of valued CSP. 
Note that dom f can be considered both as an n-ary relation and as a n-ary function such that dom f (x) = 0 if and only if f (x) is finite.
where V is a finite set of variables, w(f, v) are positive rationals, and T is a finite set of constraints of the form (f, v) where f ∈ Φ D is a cost function and v ∈ V ar(f ) is a tuple of variables of size ar(f ). The goal is to find an assignment (or labeling) h ∈ D V that minimizes f I . This framework subsumes many other frameworks studied earlier and captures many specific wellknown problems, including k-Sat, Graph k-Colouring, Minimum Cost Homomorphism Problem and others (see [15] ).
A function f ∈ Φ (n) D that takes values in {0, ∞} is called crisp. We will often view it as a relation in D n , and vice versa (this should be clear from the context). If language Γ is crisp (i.e. it contains only crisp functions) then VCSP(Γ) is a pure feasibility problem corresponding to CSP(Γ).
The dominant research line in this area is to classify the complexity of problems VCSP(Γ) as a function of a language Γ.
Polymorphisms and multimorphisms
Let O Any language Γ defined on D can be associated with a set of operations on D, known as the polymorphisms of Γ, defined as follows.
For any crisp constraint language Γ over a set D, we denote by Pol(Γ) the set of all operations on D which are polymorphisms of every ρ ∈ Γ.
Polymorphisms play the key role in the algebraic approach to the CSP, but, for VCSPs, more general constructs are necessary, which we now define.
For a constraint language Γ, fPol(Γ) will denote the set of all fractional operations that are multimorphisms of each function in Γ.
We will also use symbols Pol(Γ), fPol(Γ) meaning Pol(Γ), fPol(Γ) respectively.
Algebraic dichotomy conjecture
The condition for tractability of CSPs was first conjectured by Bulatov, Krokhin and Jeavons [5] , and a number of equivalent formulations was later given in [18, 23, 1] . We will use the formulation from [18] that followed a discovery by M. Siggers [26] ; it will be important for our purposes that Taylor polymorphisms have a fixed arity (namely, 4) and so for example on a fixed finite domain D there is only a finite number of them. Definition 12. A crisp constraint language Γ is said to preserve a Siggers pair (g, s) if g is a polymorphism of Γ and s is a polymorphism of Γ| g(D) = ρ ∩ g(D) ar(ρ) |ρ ∈ Γ . Theorem 13 ([18]). A crisp constraint language Γ that does not preserve a Siggers pair is NP-Hard.
Definition 14.
A crisp language Γ is called a BJK language if it satisfies one of the following:
Conjecture 1 (Algebraic Dichotomy Conjecture). Every crisp language Γ is a BJK language.
There has been remarkable progress on this conjecture. It has been verified for domains of size 2 [24] , 3 [2] , or for languages containing all unary relations on D [3] . It has also been shown that it is equivalent to its restriction for directed graphs (that is when Γ contains a single binary relation ̺) [8] . If ̺ is an irreflexive symmetric predicate, the conjecture is equivalent to the known result of Hell and Nešetřil [7] . Unfortunately, in the general case the conjecture remains open. . . , f k ) a valued constraint language over D, and H a structural restriction of the same signature as Γ. We define VCSP H (Γ) as the class of instances of the following form.
Hybrid (V)CSP setting
An instance is a function from D V to Q given by
where V is a finite set of variables, w(f, v) are positive numbers and T is a finite set of constraints determined by some relational structure R = (V, r 1 , . . . , r k ) ∈ H as follows:
The goal is to find an assignment (or labeling) h ∈ D V that minimizes f I .
Multi-sorted CSPs
Definitions below are from [4] . We will use them in section 5 to give a definition of a tractable set of algebras. Until a reader approached the latter concept, multi-sorted CSPs can be omitted.
Definition 18. For any collection of domains D = {D i |i ∈ I}, and any list of indices (i 1 , i 2 , ..., i m ) ∈ I, a subset ρ of D i 1 × D i 2 × · · · × D im , together with the list (i 1 , i 2 , ..., i m ), will be called a multi-sorted relation over D with arity m and signature (i 1 , i 2 , ..., i m ). For any such relation ρ, the signature of ρ will be denoted σ(ρ).
Definition 19. Let Γ be a set of multi-sorted relations over a collection of sets
The multi-sorted constraint satisfaction problem over Γ, denoted MCSP(Γ), is defined to be the decision problem with
is a tuple of variables of length m C , called the constraint scope;
-ρ is an element of Γ with arity m C and signature (δ(v 1 ), ..., δ(v m C )) called the constraint relation.
Question: Does there exist a solution, i.e., a function φ,
Structural restrictions closed under inverse homomorphisms
A complexity classification of hybrid (V)CSPs for all general structural restrictions H is a challenge in theoretical computer science that is far from being even approached. Such general theory, e.g., would include the possibility to ask for a given class of graphs, whether maximum independent set is tractable for such graphs or not. Nonetheless, for certain classes of structural restrictions such theory can be developed, and a case that is of special interest is the case when H is up-closed.
As we will show, for Hybrid (V)CSPs with up-closed structural restrictions an algebraic machinery developed for fixed-template (V)CSPs can be adapted to analyse the complexity of (V)CSP H (Γ).
The key tool in this analysis is a construction of so called "lifted" language, i.e. given arbitrary R ∈ H we construct a language Γ R over a finite domain, such that for tractability of (V)CSP H (Γ), the tractability of (V)CSP(Γ R ) is necessary.
Let Γ = (D, f 1 , . . . , f k ) be a language of the same signature as H and R be a relational structure in H. Namely, the following is true:
Let us give detailed description of this construction.
Construction of Γ R
Let us fix relational structure R = (V, r 1 , . . . , r k ). For each v ∈ V we create a unique copy of the domain D, and denote it D v . We then define
Now for a cost function f ∈ Φ D and v ∈ V ar(f ) we will define a cost function on D R of the same arity as f via
Finally, we construct the sought language Γ R on domain D R as follows:
4 Wide tractability of a language
Globally and widely tractable languages
For up-closed structural restrictions H, the construction of a "lifted" language gives us the necessary conditions for tractability of (V)CSP H (Γ) (Proposition 23 (a)). Let us now define widely tractable languages Γ as those for which the necessary conditions for tractability of (V)CSP H (Γ) are, in fact, sufficient:
The concept of wide tractability is important in hybrid CSPs setting due to the following theorem: Proof. Let us define
It is easy to see that H Γ is up-closed itself. By definition H Γ contains only such R for which (V)CSP(Γ R ) is tractable, and this together with wide tractability of Γ, implies that (V)CSP H Γ (Γ) is tractable. Suppose that for some up-closed H, (V)CSP H (Γ) is tractable. From wide tractability of Γ we obtain that it is equivalent to stating that (V)CSP(Γ R ) is tractable for any R ∈ H. But the last is equivalent to H ⊆ H Γ .
The concept of wide tractability is linked with the concept of global tractability in the theory of fixed-template CSPs. We will need the notion of global tractability defined for more general constraint languages.
Less general version of the following definition can be found in [3] . For a locally finite set of cost functions Γ ∞ , we will denote by VCSP(Γ ∞ ) the class of all VCSP instances in which the cost functions are all contained in Γ ∞ . We assume that an input cost functions for VCSP(Γ ∞ ) are given by the list of argument-value pairs. Definition 27. A locally finite valued language Γ ∞ is called globally tractable if there is a universal algorithm that solves VCSP(Γ ∞ ).
Bulatov [3] notes that all known tractable crisp languages over a finite domain D are, in fact, globally tractable. Global tractability of a crisp language that preserves a Taylor polymorphism is an open conjecture. But if the answer to this problem is positive, then for any crisp contraint language Γ ∞ over a finite domain D there are only two possibilities, either it is globally tractable, or there is a finite subset of it that is NP-hard. Moreover, if the conjecture holds for crisp languages, then it also should hold for all valued languages over finite domains due to recent results on the complexity of VCSPs [20] . Let us now introduce a class B of locally finite constraint languages. Proof. Any input R ∈ H for VCSP H (Γ) can be turned into an input for VCSP(Γ H ). Indeed, let R = (V, r 1 , . . . , r k ). Let us we construct a new structure R ′ with a domain V and singleton predicates {(v)} for each v ∈ r i . We can order predicates of Γ R to form a relational structure GR in such a way that {(v)} in R ′ corresponds to f v i in Γ R (see subsection 3.1). By construction of Γ R , a homomorphism h : R ′ → GR exists if and only if there is a homomorphism from R into Γ. I.e. we reduced VCSP H (Γ) to VCSP(Γ H ). This reduction implies that from global tractability of VCSP(Γ H ) we obtain tractability of VCSP H (Γ).
Proof of theorem 29. If Γ H is of type B, then there are two possibilities for Γ H : either there is Γ R , R ∈ H such that VCSP(Γ R ) is intractable, or Γ H is globally tractable. In the first case we have that necessary conditions (Proposition 23 (a)) for tractability of VCSP H (Γ) are not satisfied, i.e. both VCSP H (Γ) and VCSP(Γ R ) are intractable. In the second case, from lemma 30 we have that VCSP H (Γ) is tractable and for any R ∈ H, VCSP(Γ R ) is tractable. This argument holds for any up-closed H, therefore, Γ is widely tractable. 9 
Wide tractability in case of strongly BJK languages
In this section we will give necessary and sufficient conditions of wide tractability in a very important case of crisp languages, namely, strongly BJK languages.
Definition 31. A crisp language Γ is called strongly BJK language if for any R we have that "lifted" Γ R is BJK.
Comment. As we already noted it is likely that this class includes all crisp languages. Unfortunately, we cannot prove that some specific NP-hard language Γ is, indeed, strongly BJK. The main hardness in proving such statement for some specific Γ is that we have to check that Γ R is BJK for any R, which is not simple even in cases for which BJK conjecture has been verified, like CSPs over boolean, or 3-element domain, H-coloring for undirected H, etc.
To formulate the conditions, we will need some supplementary definitions. Note that a set of all finite relational structures S constitute a partial preorder with respect to homomorphic maps.
Definition 32. Let R 1 and R 2 be relational structures of the same vocabulary. Then R 1 is called
The binary predicate ≻ is transitive, reflexive, but not antisymmetric. A set of all finite structures is partitioned into equivalence classes with respect to equivalence relation ∼. For example, all digraphs with loops constitute an equivalence class. The initial predicate ≻ defines a partial order ≻ ′ on the set of equivalence classes S/∼.
By definition, an up-closed set of structures H have a property that from R 1 ≻ R 2 , R 2 ∈ H we obtain that R 1 ∈ H. I.e. H/∼ is an upper ideal with respect to partial order ≻ ′ on S/∼. Given a set of finite relational structures L ⊆ S, denote Up (L) = {R|∃R ′ ∈ L R ≻ R ′ }.
Before introducing the main theorem of this section, let us describe one construction. Let ρ be some m-ary predicate over a domain D. We will correspond to it a predicate ρ ′ over a set of Siggers pairs on a set D, denoted D ′ . A tuple of Siggers pairs (g 1 , s 1 ), · · · , (g m , s m ) is in ρ ′ if and only if for any (x 1 , ..., x m ) ∈ ρ we have that (g 1 (x 1 ), ..., g m (x m )) ∈ ρ and for any tuples (a 1 , ..., a m ), (b 1 , ..., b m ),
The latter definition can reformulated in terms of multi-sorted relations and operations: if we define m copies D 1 , ..., D m of the domain D, then we can define a multi-sorted copy of ρ, i.e. ρ ms ⊆ m × i=1 D i [6] . Then a collection of Siggers pairs {(g i , s i )} on D defines a pair of multi-sorted operations (g, s) on a collection of sets D i |i = 1, m , where g D i (or s D i ) coincides with g i (or s i ) after identifying elements of D i and D. Then, equivalently, a tuple (g 1 , s 1 ), · · · , (g m , s m ) ∈ ρ ′ if and only if s ∈
Given a relational structurel Γ = (D, ρ 1 , ..., ρ s ) we define Γ ′ = (D ′ , ρ ′ 1 , ..., ρ ′ s ). 
ρ v i and for any (a 1 , ..., a m ), 
Since Γ is strongly BJK, we obtain that 
Properties of Γ ′
Note that in the construction of Γ ′ we do not make assumptions on Γ, therefore, in this section we consider a general crisp language Γ. Our goal is to consider the relationship between Γ and Γ ′ .
For any a ∈ D, let a ′ be a Siggers pair (a, a) where the first element is understood as a unary constant operation and the second element as a 4-ary constant operation. Thus, a ′ ∈ D ′ , and we can define a function h by equality h(a) = a ′ . Let us prove that h is a homomorphism from Γ to Γ ′ .
For any (d 1 , ..., d p ) ∈ ρ i its image is d ′ 1 , ..., d ′ p . We need to check that the last tuple is in ρ ′ i . Indeed, if we recall the definition of a certain tuple (g 1 , s 1 ), ..., (g m , s m ) be ρ ′ i , it can be reduced to the statement that (g 1 (.), ..., g m (.)) ∈ ρ i (and (s 1 (.) , ..., s m (.)) ∈ ρ i ). But in our case the last condition trivially holds.
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The last theorem has the following interesting consequence.
Theorem 36. If a widely tractable language Γ is strongly BJK, then there is a polynomial-time Turing reduction from CSP(Γ) to CSP(Γ ′ )
Proof. Let us describe the reduction. Given an input R for CSP(Γ) we first check whether R ∈ Up(Γ ′ ). If R / ∈ Up(Γ ′ ) then due to theorem 35 we can answer that R / ∈ Up(Γ). Alternatively, if R ∈ Up(Γ ′ ), we already know from theorem 33 that hybrid CSP Up(Γ ′ ) (Γ) is tractable. Therefore, we can identify in polynomial time whether R ∈ Up(Γ) or not.
Obviously, if Γ is tractable, then Up(Γ ′ ) is a set of all finite structures with the same vocabulary as Γ. In fact, this gives an example of a language for which Γ ∼ Γ ′ , i.e. there are no homomorphisms from Γ ′ to Γ. Be believe that a situation when Γ ∼ Γ ′ can happen also for intractable Γ, though we could not find provable example of the latter.
Let us give an example of a class of languages Γ, for which Γ ′ can be proved to be NP-hard, without wide tractability and strong BJK assumptions on Γ. 
An open problem is to find a language in this class for which Γ ∼ Γ ′ . This problem is connected with a question whether there are graphs H, H ′ such that H ′ is not homomorphic to H and H-coloring is tractable in the class of H ′ -colorable graphs. So far it is known that even 3-colorability of 4-colorable graph is NP-hard. Moreover, determining whether a graph is 3-colorable remains NP-hard for trianglefree graphs with maximum degree 4 [22] (the latter, by Brooks theorem, are 4-colourable).
Theorem 36 gives us the idea that we can reduce CSP(Γ) to CSP(Γ ′ ), CSP(Γ ′ ) to CSP(Γ ′′ ) and etc. It turns out that this sequence halts very soon:
Theorem 37. If Γ, Γ ′ are both widely tractable and strongly BJK, then Γ ′ ∼ Γ ′′ .
Proof. Let us show that CSP Up(Γ ′′ ) (Γ) is tractable. Let R ∈ Up(Γ ′′ ) be an input for CSP Up(Γ ′′ ) (Γ). From theorem 33 we know that CSP Up(Γ ′′ ) (Γ ′ ) is tractable. Therefore, we can check in polynomial time whether R ∈ Up(Γ ′ ) or not. If R / ∈ Up(Γ ′ ), then from theorem 35 we conclude that R / ∈ Up(Γ). Alternatively, if R ∈ Up(Γ ′ ), we can input R to CSP Up(Γ ′ ) (Γ) and polynomially verify whether R ∈ Up(Γ).
Since CSP Up(Γ ′′ ) (Γ) is tractable, from maximality of Up(Γ ′ ) (theorems 25 and 33) we conclude that Up(Γ ′′ ) ⊆ Up(Γ ′ ), i.e. Γ ′′ ≻ Γ ′ .
Conservative case
Despite serious theoretical efforts in the field of fixed-template (V)CSPs, industrial applications of them are moderate. So far, the most applicable class of fixed-template valued CSPs are submodular function minimization. Recently minimum cost homomorphism problems (MinHom) appeared in different contexts such as Defense Logistics [13] or Computer Vision [11] . These two examples make the framework of conservative valued CSPs of special interest, since it includes both MinHom and submodular function minimization. Though the structure of tractable crisp constraint languages is yet to be identified, the structure of tractable conservative languages is very clearly understood both in crisp [3] and valued cases [28] . Let us now give the definition. In hybrid CSPs setting, if the right structure Γ is conservative, we have to make a certain supplementary assumption on structural restrictions, so that we do not loose a desirable property that our functional can have arbitrary unary part.
Definition 39. We say that a relational structure H does not restrict unaries if for each R ∈ H of the form R = (V, r 1 , . . . , r i−1 , r i , r i+1 , . . . , r k ) with ar(r i ) = 1 and for each unary relation
The generalization of wide tractability for conservative languages will be the following definition. Recently Thapper andŽivný [28] showed that a universal algorithm based on Sherali-Adams relaxation solves any fixed-template valued conservative CSP. Moreover, the complexity of the last algorithm depends on the size of a template Γ polynomially. This implies the following result.
Theorem 41. If Γ is conservative and H is up-closed and does not restrict unaries, then Γ H is of type B.
Proof. It is sufficient to prove that Γ H is globally tractable if for any Γ R , R ∈ H is tractable.
Since Γ R for R ∈ H is tractable and H does not restrict unaries, we conclude that conservative VCSP(Γ R ∪ Un) is tractable. Therefore, any input of VCSP(Γ R ) can be understood as input of VCSP(Γ R ∪ Un) and solved by Sherali-Adams relaxation in time polynomial from the size of R. This implies global tractability of Γ H .
We will omit a proof of the following theorem, because it differs from a proof of theorem 29 only by adding a condition that H does not restrict unaries.
Theorem 42. If Γ H is of type B for any H that is up-closed and does not restrict unaries, then Γ is widely c-tractable.
A combination of theorems 41 and 42 eventually leads to the following fact.
Theorem 43. Any conservative valued language is widely c-tractable.
An analog of theorem 25 is the following statement. Sketch of the proof. We use wide c-tractability of any conservative valued language. Then, the statement can be proved by absolutely analogous arguments as theorem 25. We only have to note that a set
does not restrict unaries.
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Now our subsequent strategy will be to prove that H Γ c = Up(Γ ′ c ) for a certain template Γ ′ c . If in a case of CSP H (Γ) we used a description of tractable templates in terms of polymorphisms, in the current case we will need already known multimorphism description. The following theorem was established in [19] . A 
where x ⊔ y = x 1 ⊔ 1 y 1 , ..., x p ⊔ p y p and x ⊓ y = x 1 ⊓ 1 y 1 , ..., x p ⊓ p y p . Analogously, M (x, y, z) = M 1 (x 1 , y 1 , z 1 ), ..., M p (x p , y p , z p ) , where instead of M we can paste M j 1 , M j 2 , or M n 3 .
Proof. Using (7) and theorem 46 we conclude that Note that conservative VCSPs are defined over valued languages, whereas Γ ′ c is a crisp language. Recall that in the previous case of CSPs we reduced CSP(Γ) to CSP(Γ ′ ). The key property that allowed us to make this was a theorem 35. In a case of conservative VCSPs, such theorem does not hold, and VCSP(Γ ′ ) can be easier than VCSP(Γ). The following example shows that. Indeed, if a graph (V, E) is bipartite, VCSP(Γ) can be solved by an algorithm for maximum weight independent set in bipartite graphs. Moreover, a set of inputs R = (V, E, ...) for which a graph (V, E) is bipartite, is, obviously, up-closed and does not restrict unaries. Therefore such inputs are all in Up(Γ ′ c ), due to theorem 7. Now, suppose that R = (V, E, ...) is in Up(Γ ′ c ) and a graph (V, E) is not bipartite, i.e. it contains an odd cycle C 2k+1 . Since, VCSP Up(Γ ′ c ) is tractable, then VCSP Up(R) (Γ) is tractable, and therefore, maximum weight independent set in a graph that is homomorphic to an odd cycle C 2k+1 is a tractable problem. But the last problem is known to be NP-hard [27] , therefore R / ∈ Up(Γ ′ c ) Thus, we proved that CSP(Γ ′ c ) is equivalent to checking whether (V, E) is bipartite for an input R = (V, E, ...), and that is a tractable problem.
Thus, CSP(Γ ′ c ) can be easier than VCSP(Γ). A classification of all conservative Γ for which CSP(Γ ′ c ) is tractable is an open problem. A discussion of the role of Γ ′ c in the context of applications can be found in the last section.
General theory of algebraic reductions
Bulatov-Jeavons-Krokhin reformulation of Feder-Vardi dichotomy conjecture is equivalent to the statement that fixed-template CSP with a constraint language that preserves a Siggers pair is tractable. NP-hardness part of this statement is already proved fact. According to a widely believed opinion, the main obstacle in establishing this reformulation, is a lack of key algorithmic steps. The main goal of this section is to show how the construction of a "lifted" language together with certain modifications of Γ ′ can be used to approach this problem.
In the previous sections we proved, under some likely assumptions, that CSP(Γ) is polynomialtime Turing reducible to CSP(Γ ′ ) (see theorem 36). Unfortunately, for Γ that is preserved under some Siggers pair this fact becomes trivial, since Γ ′ is a constant preserving structure. But a certain change in the definition of Γ ′ still can lead to non-trivial results. Let us give definitions.
Suppose that we are given a list o 1 , ..., o k of symbols with prescribed arities n 1 , ..., n k . This list is called a signature and denoted σ. An algebra with a signature σ is a tuple
where D A is some finite set (called a domain), o A i : D A n i → D A , i = 1, k are operations. Let us denote A a set of algebras with one fixed signature σ and over one fixed domain D.
Definition 48. Let ρ ⊆ D m and B be an arbitrary subset of A. Let us define a predicate ρ B as a subset of B m that consists of tuples (A 1 , ..., A m ) ∈ B m such that for any i = 1, k we have that
Our main strategy now to reduce CSP(Γ) to CSP(Γ B ) for appropriate B. To make it possible we need to impose two additional properties on B. For any (a 1 , ..., a p ) ∈ ρ i its image is a σ 1 , ..., a σ p . We need to check that the last tuple is in ρ B i . Indeed, a tuple a σ 1 , ..., a σ p is in ρ B i due to a fact that o Definition 51. For a subset B of A, we define MInv(B c ) to be the set of all multi-sorted relations ρ over a collection of sets D cA |A ∈ B such that for any i = 1, k, an n i -ary multi-sorted operation
Comment. We gave a definition of tractable set of algebras that serves our purposes. Omitting deeper discussion of the concept let us only mention the following alternative and equivalent definition. A subset B defines a cartesian product C = × A∈B A, that is an algebra with signature σ and a domain set D C = × A∈B D, such that for vectors
Then a subset B is tractable if and only if C is tractable. It is a well-known fact that a cartesian product of tractable algebras is tractable [5] , therefore, any set B of tractable algebras over a domain D is, in fact, tractable.
Example 3. Let B be a set of all tractable algebras with a domain D and signature σ = (b, 2). It is easy to see that B is extending and tractable. 6 Applicability of Γ ′ , Γ ′ c , Γ B
We already mentioned that, typically, constraint languages that were established in the context of attacking the dichotomy conjecture do not find applications. In this section we will describe a model how the construction of Γ B , together with theorem 53 could strengthen the potential of applicability of tractable languages. In our understanding, the main reason for low applicability of known tractable languages comes from the fact that constraint languages that appear in applications are rarely tractable. The weakness of the fixed-template (V)CSP model is that we take into consideration only a structure of possible constraint predicates, without restricting an input structure R.
Definition 63. Let T be a finite relational structure and Γ be a valued template. A VCSP with fixed template Γ = (D, f 1 , ..., f k ) and an input prototype T is a problem denoted VCSP(T, Γ), with Instance: a relational structure R = (V, r 1 , ..., r k ) and a homomorphism h : R → T Question: find an assignment a : V → D that minimizes i (v 1 ,...,vp)∈r i f i (a(v 1 ), ..., a(v p ))
The latter formulation comes closer to real-world applications than fixed-template VCSPs. Consider, for example, the Level of Repair Analysis (LORA) problem. There we are given a number of entities (e.g. units of assembly) and for each of this entities we have to make a decision (chosen from some finite set D). Decisions for different entities should be strictly consistent with each other. For example, if one entity is a part of another entity, then a decision made for a part should be consistent with a decision made for the bigger entity. We are also given a weight of each decision for each entity. The goal is to find such a system of decisions that maximizes overall weight and satisfies consistency constraints. LORA was, historically, the real-world motivation for investigating theoretical aspects of the minimum cost homomorphism problem, that is a special fragment of a conservative VCSP model. Now the introduction of an input prototype means the following modeling approach. Suppose that before an input is given, we classified all possible entities to a number of entity types (the number of entity types could be substantially smaller than the number of entities). Moreover, we classified possible combinations of types to which constraints could be applied. That is we build a relational structure T that can be considered as a high level model of an arbitrary input. In the long run, our problem becomes equivalent to an introduced VCSP(T, Γ).
We will omit a proof of the following obvious theorem.
Theorem 64. VCSP(T, Γ) is equivalent (with respect to polynomial Turing reductions) to VCSP(Γ T ).
Thus, a natural approach to solve VCSP(T, Γ) is to reduce it to VCSP(Γ T ). Now we can apply an algorithm A that is known to solve VCSP for specific templates.
It turns out that for some interesting cases a sufficient condition for a valued language Γ T to be solvable by an algorithm A can be formulated as a condition that there is a homomorphism from T to some fixed structure Γ A . We showed how to construct Γ A in a crisp language case where A is an algorithm that corresponds to a tractable set of algebras B (a construction of Γ B ), and for a conservative language case where A corresponds to Sherali-Adams relaxation of VCSP that is known to solve any conservative VCSP (a construction of Γ ′ c ). If Bulatov-Jeavons-Krokhin reformulation of dichotomy conjecture is correct, then there is an algorithm A that solves arbitrary tractable CSP(Γ). In the latter case Γ A coincides with Γ ′ that we investigated in the first part of the paper.
Note that the latter sufficient condition for VCSP(T, Γ) to be solvable by an algorithm A, if an input prototype is small enough, can be checked by some brute-force method (e.g. by DPLL type algorithms). Indeed, the condition says that there is a homomorphism h : T → Γ A which itself is 20 equivalent to a certain CSP problem. In practice Γ A can be itself large, so it is of special interest to find smallest structures S such that S ∼ Γ A Now let us resume that the role of Γ A in applications is that it can be used to check whether VCSP(T, Γ) is tractable by some specific algorithm A at a stage of prototype modeling.
