The dynamics of formation of the industrial engineer is projected towards scenes of major competitiveness, so in the measure that the requirements of the economies and productive areas change, also they must change the ways of approaching and giving solution to the requirements of interest. With the purpose of analyzing how they come renewing aspects related to the training to discipline of this professional, there are exposed later the results of a bibliographical review that it took as a purpose, to penetrate into the tools that from the statistics the industrial engineer must receive to give response to the market researches. The results allow to view a sinnúmero of instruments that can use as forceful form for the generation of new alternatives in the constant improvement that is looked in an inherent way from this field of the engineering.
Introduction
Industrial engineering is presented as the disciplinary branch that manages to lead organizational changes through processes of innovation, quality, productivity and competitiveness, in such a way that optimized results are obtained in search of the satisfaction of the expectations of a given community, in any field [1] . In order to achieve this objective, the industrial engineer must be able to analyze, interpret, understand, design, program and, in general, take control of the productive systems to establish strategies of continuous improvement in the processes involved in the creation and development of goods and services. In this sense, industrial engineering brings together knowledge and interdisciplinary skills in such a way as to integrate resources in an unbeatable way. Marketing, then, becomes an important part of the study of this discipline, since it allows the engineer to know the characteristics and expectations of its internal and external clients, by means of the use of research tools.
Bibliographic Review
Initially it is necessary to establish the differences between the types of variables; quantitative variables are those that can be represented in numerical terms, while qualitative variables are expressions of data that represent an attribute or a category, in turn. Quantitative variables are classified as discrete or continuous, the former being those that can only take integer values, while continuous quantitative variables can take no integer values within an infinite set of data. On the other hand, qualitative variables can be ordinal or categorical when they have a degree of importance in each attribute, while in the nominal variables the order is not relevant, a graphical representation of this classification is presented in the figure below. 
Establishment of Techniques
Based on the types of variables to be involved in each study, the appropriate technique and therefore the type of quantitative tool to be used in the data analysis phase should be established; these techniques can be classified into:
Univariate techniques
These refer to when only one characteristic of individuals in a population is measured (Gender), while bivariate techniques measure two characteristics simultaneously (Gender and age) and multivariate techniques analyse more than two characteristics (Gender, age, educational level) [2] . Univariate analysis is the researcher's first approach since it allows him to explore the initial characteristics of the study variables. The first tool used to describe the characteristics of the variables studied is the frequency tables for qualitative data (categorical) and measures of central trend (mean, median, fashion); dispersion (variance, standard deviation) for quantitative data [3] , table 1 shows this relationship. At the graphical level, it is common to use bar charts and pie charts, while for quantitative variables, line charts are the most appropriate, especially if time series are being presented. Another widely used and very useful graph is the BoxPlot diagram, this type of graph shows the distribution of the data by means of the representation of the quartiles, which allows us to observe the range in which the greatest number of observations are found (boxes) and in which interval they are found, in this way we can design strategies and actions for these findings.
Bivariate techniques
With this set of techniques, it is possible to find relationships between two variables, either by cause and effect, association or dependence; it also allows to determine if the means between two groups differ or are equal and to predict variables. The main tool used to perform the analysis is the contingency table or cross table, which relates the absolute frequencies of both variables. From this configuration it is possible to determine percentages in each category of answers, by rows or columns, based on the total, among other calculations. In the inferential area, different tools are used to compare different hypotheses about the association or relationship between two categorical variables, some of the most relevant of which are listed below.
Chi Square test of independence
When two categorical variables are had it is possible to determine if there exists some type of relation or association between these. The formula for his application in tables of contingency appears later:
Where:
It is necessary to take into account that this tool only indicates the association or independence between two categorical variables, it does not inform about the direction, nor the magnitude of this relation; additionally, the value or frequency observed of the cells in the contingency table must be greater than 5 in at least 80% of the cells, so that the test works correctly [4] . Its application can have multiple purposes according to the objectives, hypotheses and questions that are raised, for example, the intensity of flavor of a product and the gender [5] .
Linear correlation
To determine the degree of association of two variables it is possible to use three statistical tools that provide information on the magnitude of the relationship between two data sets, these are the Pearson correlation coefficient (r) commonly used for continuous quantitative variables, the Spearman correlation coefficient (Rho) used when categorical ordinal variables are involved and the Cramer V coefficient when nominal variables are used, these coefficients measure the same, these coefficients measure the same: It is pertinent to use this type of tool when the variables analyzed are of nominal type, that is, when the order or importance of the response categories is not relevant. It is used in contingency tables larger than two classes and is interpreted in the same way as the previous correlation coefficients; a limitation is that it is required to calculate the Chi Square value which adds a little more calculation. The formula for this calculation looks like this:
Where: X 2 = Chi Square value n = number of observations in the table k = the lowest number of rows or columns
Tests to compare means from two groups
 T Student Test: The purpose of this test is to verify that the average of one group is significantly different from the other. The data used must meet the requirements of: a) Normality in data distribution b) Independence and randomness in sample observations c) Sample sizes greater than n > 30 and d) Homocedasticity (homogeneity of variances). This test applies different formulas in the case of two independent samples, for example in the collection of data from men and women in a questionnaire, or if they are paired or related samples when for example before and after data are available in experimental designs.  Mann Whitney U-Test: This test is considered the non-parametric alternative to the T Student test, i.e. when it is not possible to verify the necessary parametric assumptions it is recommended to use this statistic. As a non-parametric test it is more flexible in terms of the assumptions to be met and, in terms of interpretation, gives the same results as the T Student [7] . The test statistic for the U Mann Whitney, can be seen as follows [7] :
n1 and n2: sample size of each group respectively R1 and R2: sum of the ranges of each group respectively  ANOVA analysis of variance: It is common to present cases where it is necessary to contrast the average of more than two groups, under this assumption it is not convenient to use the T Student test since it would require more effort in the calculation and would increase the probability of falling into type I errors. To avoid these situations, the best option is to apply the ANOVA [8] analysis tool. This parametric test contrasts the null hypothesis that the means of more than two groups are equal or if they differ, where the variable to be studied or factor contains several categories or groups. It is important to note that for the application of this test it is necessary that the assumptions of the parametric tests mentioned in the T Student section of this document are met.
Bivariate forecasting tools
If you know that two variables are significantly related and you want to forecast the value of one of them, called dependent, from the other (independent), it is convenient to use linear regression models as a forecasting tool:
 Simple Linear Regression: It is possible to design a mathematical model that helps to predict a quantitative dependent variable (Y1) from another independent quantitative call (X1) when we know a priori that there is a relationship and that this relationship is linear, the tool used in this case is the Simple Linear Regression. With this tool it will be possible to estimate the value of the dependent variable with an acceptable degree of confidence.  Binary Logistic Regression: This type of regression is used when the variable to be predicted (Y1) presents two response categories, that is, dichotomous, the model tries to estimate the probability that the event studied will occur according to an independent variable.
Multivariate Techniques
In this set of tools there centers a great number of technologies of major complexity that contribute more robust information about the investigated phenomena, his intention consists of analyzing simultaneously multiplicity of variables and of diverse types to observe his behavior and to establish conclusions [9] ; there will qualify in two groups of agreement to his intention, first, those which end is to describe the characteristics of the phenomenon (descriptive approach) and those who are in use for realizing conjectures and generalizations on the population (approach inferencial), on the other hand, the method that they use also will be a criterion of classification, which can be methods of dependence and interdependence:
Multivariate technique with a dependency approach
 Multiple linear regression: This technique works the same as simple linear regression and its main difference lies in the number of independent variables assumed by the model. By incorporating different variables into the equation, it is possible to determine which of them provide or predict the value of the dependent variable in the best way; in this sense, the analysis tool has greater robustness.  Multinomial logistic regression: In the case of the multinomial, the dependent variable has more than two categories (polynomial) and the independent variables can be metric or non-metric. As in classical linear regression and logistic models, it is necessary to determine the significance or goodness of fit of the model and the effect of each independent variable (regressors) in order to identify which ones contribute significantly and which ones do not [10] .
 MANOVA: Like the ANOVA variance analysis, this technique evaluates the relationship between a set of metric variables, but against different categorical dependent variables, i.e. if multiple ANOVA analyses were performed at one time, similar results would be obtained by performing the MANOVA procedure.
The main advantages of this tool lie in the increase of the power, with respect to multiple ANOVAS, detection of multivariate response patterns and reduction of type I errors in the procedure [11] . In the market research sector, applications can be multiple, including assessing the effects of promotional campaigns for two brands of products [12] or measuring the intention to purchase a product or service when there are multiple response variables and independent variables [13] .  Canonical Correlation: This technique is, to a large extent, more robust and more powerful than multiple or simple linear correlation techniques, the reason being that it is useful in situations where there are multiple dependent and independent variables, allowing them to have different scales of measurement (metric and non-metric), this allows the tool to be adapted to multiple real-life cases, specifically in the area of market research [14] .  Discriminant Analysis: From the discriminant analysis it is possible to explain if an individual or object belongs to a pre-established group. Categories of nonmetric variables are used as dependent variables; unlike other techniques, independent variables are metrics that result in linear functions of each combination of independent variables that maximize the separation between groups. The difference between this analysis and other classification tools is that the groups know each other beforehand [2] .  Structural equations: This analysis tool allows determining cause and effect relationships between multiple variables, since the computational need for this technique is greater than for other techniques such as regression or factor analysis. To apply this technique, it is necessary to have a theoretical model to guide the estimation process. Based on this model, the dependency relationships and other relevant aspects for the model must be established [15] .  Joint analysis: One of the most relevant features of this tool is its ability to evaluate metric and non-metric variables, facilitating analytical processes with greater flexibility than other procedures. The model also allows an individual analysis of preferences, adding all of these to a generalized model. Using the decompositional technique, it is possible to disaggregate consumer preferences according to the degree of importance shown, contrary to the compositional or classification techniques (discriminant analysis) in which the valuations are used to construct the preferences of a product [16] .  AID analysis (automatic detection of interactions): Like the previous techniques, AID analysis analyses the dependency relationships between variables, the particularity of AID is that the dependent variable must be metric and the independent variables in non-metric scale; the AID performs dichotomous sequential divisions of the independent variables based on the analysis of the variance [10] . [18] .  Cluster or cluster analysis: This is one of the most commonly used techniques in market research because it allows the identification of similar segments [19] , it is necessary to follow a methodology that consists of the approach of the problem to be addressed, the choice of a distance measurement, the choice of the clustering procedure, the decision on the number of clusters, the interpretation and description of the clusters and, finally, the evaluation of the validity of the model [20] .  Multidimensional scaling: It is a multivariate interdependence technique that seeks to represent in a geometric space the proximities between a group of objects, it is similar to other interdependent classification analyses, however, its utility lies in the visualization of the results which facilitates its interpretation and analysis.
Multivariate technique with a focus on interdependence
The different approaches analyzed become tools of great value for management at the business level, since as long as a correct articulation is achieved between the needs of the business areas [21] , it will be possible to respond more accurately with innovations and solutions that adjust to what must be inserted in the markets [22] , and therefore attend in a more competitive way to each of the instances that are derived from the processes of the current economy [23] .
Conclusions
A statistical model is not a deterministic model, but rather a model that involves some probabilistic aspects; generally, a model is the basis of the assumptions made by the analyst, since the use of statistical methods cannot generate sufficient information or experimental data to describe the entire population; however, it does facilitate the learning of certain population properties from the analysis of a data set.
Throughout history, statistical models have been developed applicable to each type of variable and its interaction with the other aspects to be studied, in such a way that the generation of analysis results is more and more accurate; the acquisition of knowledge and its adequate handling allows the development of a better analysis of the cases studied in such a way that the prediction of their future behaviour is carried out with a high degree of reliability. In this document, the techniques for quantitative variables, either discrete or continuous, and for qualitative variables, categorized as nominal or ordinary, were observed, showing the conceptual basis of each one and its possible usefulness in relation to market research. From what has been observed, it can be concluded that the adequate and assertive use of these tools helps the industrial engineer to really determine the behavior of the variables to be controlled, developed and continuously improved in search of the satisfaction of a demand that evolves day by day.
