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I“And Lord, we are especially thankful for nuclear power,
the cleanest, safest energy source there is. Except for solar,
which is just a pipe dream”
Homer Simpson
II
Resumen
FAFNER-2 es un co´digo de modelizacio´n para la inyeccio´n de part´ıcu-
las neutras ra´pidas en un plasma toroidal tridimensional, destinado a
calcular la trayectoria de los iones ra´pidos resultantes hasta que se
pierden en el sistema o se incorporan al plasma. En este trabajo se de-
tallara´ el proceso de gridificacio´n de esta aplicacio´n. Se explicara´n los
pasos seguidos para transformarla, pasando de utilizar paso de mensa-
jes con SHMEM en una arquitectura MIPS, a utilizar el Grid corriendo
sobre X86. As´ı mismo, se evaluara´n las mejoras de rendimiento y por-
tabilidad obtenidas en cada fase del proceso.
Abstract
FAFNER-2 is a code which models the injection of fast neutral par-
ticles into 3-dimensional toroidal plasmas, employed to calculate the
trajectories of the resulting fast ions until they are either lost or fully
thermalised. In this work, the gridification proccess of this application
will be described. The steps of the transformation from a SHMEM over
MIPS to a Grid over X86 application will be fully explained. Also, per-
formance and portability gains obtained on each step of the proccess
will be evaluated.
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Cap´ıtulo 1
Introduccio´n
La fusio´n nuclear aspira a ser la fuente de energ´ıa del futuro. Utili-
zando como combustible el deuterio y tritio (dos iso´topos del hidro´geno
presentes en el agua de mar), y sometie´ndolos a condiciones extremas
de temperatura y presio´n, se consigue producir la misma reaccio´n que
ocurre en el interior de las estrellas, produciendo una cantidad enorme
de energ´ıa. Y lo mejor es que es un combustible pra´cticamente inago-
table: un kilo´metro cu´bico de agua de mar producir´ıa la misma energ´ıa
que todas las reservas de petro´leo conocidas.
El principal problema de la fusio´n nuclear es de tipo tecnolo´gico:
todav´ıa no somos capaces de crear un reactor que pueda crear una
reaccio´n de forma sostenida en el tiempo, y que adema´s produzca ma´s
energ´ıa de la que se le suministra. Por el contrario, los reactores actuales
necesitan cantidades inmensas de electricidad para funcionar, por lo
que los experimentos son muy costosos.
Para solucionar este hecho, se recorre a la simulacio´n por ordena-
dor. Mediante el uso de herramientas software, es posible analizar el
comportamiento del reactor, ajustar los distintos para´metros de fun-
cionamiento, y estudiar que´ ocurre. De ese modo, por una fraccio´n del
precio que supondr´ıa llevar el experimento a cabo, es posible calcular
cua´l ser´ıa el resultado del mismo. El inconveniente es que se necesita
una gran capacidad de ca´lculo para poder realizar estas simulaciones
en un periodo razonable de tiempo.
La tecnolog´ıa Grid, por su parte, posibilita la comparticio´n de recur-
sos, tales como tiempo de proceso y almacenamiento, entre diferentes
entidades. Empleando esta tecnolog´ıa, en pocos an˜os se ha conseguido
crear una enorme infraestructura, donde los equipos de cientos de cen-
1
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tros de investigacio´n de decenas de pa´ıses trabajan juntos para resolver
problemas de gran magnitud, en uno de los ejemplos ma´s destacados
de colaboracio´n a nivel mundial.
As´ı pues, la Grid y la simulacio´n de fusio´n nuclear se complementan
perfectamente, ya que uno proporciona las herramientas necesarias para
resolver los problemas que el otro plantea. Y este es precisamente el
objetivo de este trabajo: lograr que un simulador de part´ıculas pueda
ejecutarse en la Grid, permitie´ndonos estudiar el comportamiento de
una parte de un reactor de fusio´n.
Cap´ıtulo 2
FAFNER-2
2.1. Introduccio´n a la Fusio´n Nuclear
La fusio´n nuclear es el proceso mediante el cual dos nu´cleos ato´micos
se unen para formar otro mayor. El nuevo nu´cleo tiene una masa inferior
a la suma de las masas de los dos nu´cleos que se han fusionado para
formarlo, y esta diferencia de masa es liberada en forma de energ´ıa
siguiendo la relaccio´n E = mc2.
Figura 2.1: Reaccio´n base de la fusio´n nuclear
La reaccio´n de fusio´n ma´s sencilla es la que une el deuterio y el tritio
formando helio y liberando un neutro´n, segu´n la ecuacio´n
3
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2H + 3H → 4H + n. (2.1)
La figura 2.1 representa gra´ficamente este proceso.
Los nu´cleos ato´micos tienden a repelerse debido a que tienen carga
positiva, de modo que cuanto ma´s cerca esta´n, mayor es la fuerza repul-
siva. Sin embargo existe otro proceso, las fuerzas nucleares atractivas
-o interaccio´n fuerte-, que son muy fuertes a pequen˜as distancias. Eso
hace que la fusio´n nuclear so´lo pueda darse en condiciones de enorme
Temperatura (del orden de 300 millones de grados cent´ıgrados) y Pre-
sio´n. En ese momento, las fuerzas nucleares atractivas superan a las de
repulsio´n y los a´tomos comienzan a fusionarse.
En los reactores de fusio´n, esta Temperatura y Presio´n se obtienen
confinando el material a fusionar en un Campo Magne´tico, mientras se
va aumentando su Temperatura y Presio´n. Bajo estas condiciones, el
hidro´geno alcanza el estado de plasma.
2.2. El calentamiento por NBI
Figura 2.2: Inyector de part´ıculas neutras del TJ-II del CIEMAT
El calentamiento por inyeccio´n de a´tomos neutros, o NBI por sus
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siglas en ingle´s (Neutral Beam Injection) es una te´cnica para calentar
el plasma mediante la inyeccio´n de a´tomos neutros de alta energ´ıa.
Estos a´tomos, al ser neutros, pueden atravesar sin problemas el cam-
po magne´tico en el que esta´ confinado el plasma. Ah´ı colisionan con
las part´ıculas existentes (iones, electrones y a´tomos fr´ıos), depositando
as´ı su energ´ıa, y pasando ellas mismas a formar parte del plasma.
La fotograf´ıa 2.2 muestra uno de los tres inyectores del TJ-II del
CIEMAT. El esquema 2.3 detalla sus partes de un modo gra´fico. Su
funcionamiento es el siguiente:
1. Ion Source. Se genera un plasma fr´ıo.
2. Los iones de este plasma se aceleran hasta alcanzar una gran
Energ´ıa, de aproximadamente 40 KeV.
3. Neutralizer. Dado que queremos inyectar part´ıculas neutras y no
iones, en esta etapa a los iones se les deja sin carga.
4. Ion Beam Deflection Magnet. En esta etapa los iones que au´n tie-
nen carga son deflectados mediante el uso de un Campo Magne´ti-
co, que atrae a las part´ıculas cargadas y las elimina.
5. Calorimeter. Esta es una etapa utilizada para comprobar el co-
rrecto funcionamiento del inyector. Se coloca un calor´ımetro que
mide la Energ´ıa de las part´ıculas neutras. Cuando se comprueba
que todo es correcto, el calor´ımetro es retirado para que dichas
part´ıculas puedan entrar al reactor.
Los problemas de esta te´cnica son dos. Por un lado, el hecho de que
siempre que queramos calentar el plasma provoquemos que e´ste aumen-
te su densidad y pueda llegar a producir un colapso. Y dado que esta
es una te´cnica muy costosa, el uso de simuladores es primordial. Esa es
precisamente la funcio´n de FAFNER-2, simular los eventos f´ısicos que
ocurren cuando las part´ıculas neutras entran en el plasma.
2.3. Descripcio´n de FAFNER-2
FAFNER-2 es un co´digo disen˜ado para la modelizacio´n de inyeccio´n
de part´ıculas neutras ra´pidas en plasmas toroidales tridimensionales,
y calcula la trayectoria de los iones ra´pidos resultantes hasta que se
pierden en el sistema o son totalmente absorbidos por el plasma.
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El co´digo original de FAFNER fue publicado por GG. Lister, del ins-
tituto Max-Planck, en 1985 [8]. FAFNER-2, una revisio´n de este soft-
ware, se publico´ un an˜o despue´s. La versio´n de la que se hizo este tra-
bajo es una modificacio´n de FAFNER para adaptar su funcionamiento,
ecuaciones y variables a la geometr´ıa del reactor TJ-II del CIEMAT.
Esta versio´n fue creada por el departamento de fusio´n del CIEMAT en
Figura 2.3: Esquema de un inyector de part´ıculas neutras
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colaboracio´n con los autores originales [10].
La primera parte del co´digo se encarga de simular la inyeccio´n de
part´ıculas neutras en el plasma. Se obtiene como resultado las coor-
denadas de dichas part´ıculas y su velocidad. A continuacio´n, en la se-
gunda parte del co´digo esta informacio´n es usada para determinar la
ionizacio´n inicial de los a´tomos neutros en el plasma, y despue´s, la dis-
tribucio´n de energ´ıa al plasma como resultado de su interaccio´n con los
iones ra´pidos. Tambie´n se computan en detalle las pe´rdidas de energ´ıa
como resultado de las colisiones de las part´ıculas neutras emitidas por
cada fuente con los conductos y aperturas.
Desde el punto de vista matema´tico, se utilizan te´cnicas de Monte
Carlo para computar las coordenadas de un conjunto de iones ra´pidos,
correspondientes a las ra´fagas de part´ıculas neutras y los para´metros
del plasma apropiados para la modelizacio´n. Las trayectorias que siguen
esos iones, y la consiguiente interacio´n con el plasma son descritos en
te´rminos de una equacio´n de Fokkner-Plank. Las trayectorias de los
iones ra´pidos son resueltos en coordenadas de flujo de ’Boozer’. Las
te´cnicas nume´ricas empleadas son bien conocidas, y han sido empleadas
previamente en describir el calentamiento de los haces neutros tanto en
tokamaks como en stellarators.
El co´digo se ha constru´ıdo con la intencio´n de que sea adaptable a
un co´digo de transporte o equilibrio. Este aspecto sera´ descrito ma´s
profundamente en el cap´ıtulo 6.
2.4. Configuracio´n del haz de part´ıculas neutras
2.4.1. Geometr´ıa
La configuracio´n del haz de part´ıculas neutras empleada en FAFNER-
2 esta´ ilustrada en las figuras 2.4, 2.5 y 2.6. Se han adoptado dos
sistemas diferentes de coordenadas:
1. La geometr´ıa del plasma y el toroide son descritas utilizando un
sistema de coordenadas cil´ındricas (R, φ, z) con respecto al centro
O del toroide que contiene el plasma, donde el a´ngulo toroidal φ
es medido con respecto a la l´ınea OC (normalmente una de las
espirales del campo toroidal). El punto de referencia en el toroide
para el haz n es el centro del conducto de inyeccio´n D, localizado
en (RD, φD).
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2. La geometr´ıa de la fuente de part´ıculas neutras de cada haz (fig 2.4)
esta´ descrita usando coordenadas cartesianas (x,y,z), con un ori-
gen S a una distancia Rs de O a lo largo de la proyeccio´n de la
l´ınea OD. El eje x esta´ definido en el plano medio del toroide, con
un a´ngulo θI a OS.
El haz central esta´ dirigido con un a´ngulo β sobre la horizontal (fi-
gura 2.5) en el plano X-Z, y de tal modo que su proyeccio´n en el plano
horizontal intersecta el eje SQ con un a´ngulo α (figura 2.4) en el plano
X-Y.
Figura 2.4: Sistema de coordenadas del haz: plano medio del toroide
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2.4.2. Fuente de iones y Neutraliser
El co´digo proporciona una opcio´n para detallar la fuente de iones. En
el caso que se vaya a inyectar un iso´topo de hidro´geno, se emitira´n tres
especies de iones, H+, H+2 , y H
+
3 . Estos iones poseen una fraccio´n de
potencia relativa p+1 , p
+
2 , y p
+
3 respectivamente. As´ı, la potencia ma´xima
disponible de la fuente de part´ıculas neutras, contando con la pe´rdida
Figura 2.5: Vista lateral del haz de part´ıculas
Figura 2.6: Inclinacio´n de los inyectores
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de rendimiento durante la fase de neutralizacio´n, es
PN(max) =
∑
k
PSp
+
k nk (2.2)
donde k va de 1 a 3 (para los tres tipos de iones) y asumimos la
normalizacio´n
p+1 + p
+
2 + p
+
3 = 0. (2.3)
Sin embargo hay cuatro razones por las que se puede producir una
pe´rdida de la potencia disponible:
1. Ineficiencia de la fuente de iones.
2. Mecanismo de neutralizacio´n no ideal.
3. Re-ionizacio´n entre el neutralizador y el plasma.
4. Colisiones de las part´ıculas neutras con los conductos y aperturas.
El punto 4 es tratado en profundidad en la seccio´n 2.4.3, mientras
que los puntos 1 a 3 son simulados colectivamente mediante un factor
de eficiencia k. Por tanto, la potencia suministrada por cada fuente de
part´ıculas neutras es:
PN = PS
∑
k
PSp
+
k nkk (2.4)
La fraccio´n de energ´ıa de cada tipo de part´ıculas en el haz de part´ıcu-
las neutras es
pnk =
kpk∑
k
kpk
(2.5)
Este para´metro es usado en el co´digo con fines estad´ısticos.
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2.4.3. Conductos y Aperturas
Habitualmente es necesario dar al haz una forma determinada antes
de que entre en el toroide. Para ello se le hace pasar a trave´s de una
superficie so´lida en la que se han practicado aperturas con una forma
concreta. Un determinado nu´mero de part´ıculas colisionara´n contra el
so´lido, quedando el resto con la forma deseada.
La fraccio´n fL de part´ıculas perdidas en este apartado es tenida en
cuenta por FAFNER-2, pudiendo elegir entre diferentes tipos y ta-
man˜os de aperturas. Con estos datos puede calcularse la potencia total
introducida en el toroide, que es
PI = (1− fL)PN (2.6)
2.5. Descripcio´n del plasma
El modelo del plasma consiste en un total de np especies diferentes
de ion. Asumimos que el plasma esta´ confinado en un toroide de radio
rL, cuyo centro esta´ en RV .
Las superficies de flujo esta´n definidas por una coordenada radial
efectiva s=
√
ψ/ψe, donde 2piψ es el flujo toroidal y ψe es el valor de ψ
en el borde del plasma.
Para definir los para´metros del plasma se utiliza un conjunto discreto
de nF puntos, sJ , y cada superficie de flujo j abarca un volumen Vj.
El volumen encerrado por una superficie de flujo ψ es definido por una
serie de coeficientes B
(v)
V tales que
V˜ (ψ˜) =
(v)∑
v=1
ψ˜v. (2.7)
El volumen contenido por s(nF ) es el volumen del plasma VP .
2.5.1. Tratamiento de las impurezas
El nu´mero de impurezas puede ser introducido en FAFNER-2 en for-
ma de tablas, que deben ser obtenidas de resultados experimentales.
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En ausencia de dicha informacio´n, se considera que la carga efectiva
del plasma es constante.
2.5.2. Densidad de part´ıculas neutras en el plasma
La densidad de a´tomos neutros en el plasma contribuira´ a la pe´rdida
de energ´ıa disponible, ya que los iones ra´pidos pueden ser re-neutralizados
en un intercambio de carga, y por tanto perderse. La densidad de
part´ıculas neutras, nO, es modelada en el co´digo segu´n la ecuacio´n
nO(s) = nO(rL)10
−αO(1−s) (2.8)
donde nO(rL) es la densidad en el radio ma´ximo y αO es un coeficiente
apropiado.
2.5.3. Magnitud del Campo Magne´tico
El campo magne´tico tridimensional utilizado en los co´mputos se de-
fine en te´rminos de las coordenadas de Boozer (ψ, φ, θ). Su magnitud
se define como
B =
∑
m,n
Amn(ψ˜)cos(nφ−mθ), (2.9)
donde ψ˜ = ψψe. Los coeficientes Amn se definen por los polinomios
Amn(ψ˜) =
3∑
v=0
A(ψ˜)mnψ˜v +
1
2
l(m,n) (2.10)
Los valores de m,n y l(m,n), junto con ψe y conjuntos de constantes
A
(ψ˜)
mn, B
(v)
g , B
(v)
I , B
(v)
i son le´ıdos de un fichero de datos. Estos coeficien-
tes han sido calculados asumiendo que el Campo Magne´tico medio en
el eje magne´tico es de un Tesla. El programa incorpora rutinas para
ajustarlos segu´n el valor real del campo.
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2.5.4. Campos Ele´ctricos
Los campos ele´ctricos radiales se definen en te´rminos del potencial
ele´ctrico Φ(ψ) de la siguiente manera:
Φ(ψ˜) = Φ(0)(1− ψ˜mΦ)nφ (2.11)
2.6. Descripcio´n del modelo f´ısico
2.6.1. Deposicio´n de los iones ra´pidos (Ca´lculo de (H(R))
La deposicio´n de iones ra´pidos en el plasma debido a la interaccio´n
con las ra´fagas de part´ıculas neutras esta´ gobernada por la ecuacio´n
F (s) =
∫
f(−→x i,−→v i)e
−
xR
0
dl/λ(−→x p,−→v i)
d−→x i, d−→v i (2.12)
donde F(s) representa el flujo de part´ıculas neutras cruzando la su-
perficie del flujo s, f(−→x i,−→v i) es la funcio´n que modela la fuente de
part´ıculas neutras con coordenadas de espacio y velocidad −→x i y −→v i
respectivamente, y λ es la media del camino libre hacia las colisiones
para todos los procesos de ionizacio´n y carga-descarga, que es una fun-
cio´n de −→v i y de las coordenadas del plasma −→x p. La integral de dl
representa una integracio´n a lo largo del camino de cada part´ıcula neu-
tra desde su punto de origen a su interseccio´n con la superficie del flujo
s, a una distancia x.
La media del camino libre hacia las colisiones esta´ definida por
λ = v/vB (2.13)
donde
vB =< σv >e ne +
∑
k
(σki + σ
k
cx)vn
k
i . (2.14)
En esta ecuacio´n, < σv >e es el coeficiente de las ionizaciones por
impactos entre electrones y part´ıculas neutras entrantes, v es su velo-
cidad, ne es la densidad local de electrones, n
k
i la densidad de especies
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de ion k y σki y σ
k
cx son las secciones eficaces para los impactos de io-
nes e intercambios de carga entre los iones del plasma y las part´ıculas
neutras inyectadas. En esta versio´n del co´digo, se asume que el plasma
esta´ compuesto por distintos iso´topos de hidro´geno (con impurezas), y
las part´ıculas inyectadas son iso´topos de hidro´geno u ox´ıgeno.
Las secciones transversales para el impacto de iones en un plasma de
hidro´geno son:
σi =
6∑
m=0
Cm(ln(E/A))
m (2.15)
donde E/A es la Energ´ıa por Nucleo y Cm son un conjunto de coefi-
cientes predefinidos.
Las seciones transversales para el impacto con iones de impureza son:
σI = 4,6 · 10−16ZI(1− e−Σ)/Σ (2.16)
en donde Σ se puede tomar como
Σ =
E
3,2 · 104ABZI (2.17)
en el caso de que E/AB sea mayor de 50KeV por nu´cleo, siendo AB
el nu´mero de iones inyectados y ZI el nu´mero de carga de los iones de
impureza del plasma.
En el caso contrario, si E/AB es menor de 50keV se emplea el l´ımite
σI = 4,6 · 10−16ZI (2.18)
Las secciones transversales para el intercambio de carga so´lo esta´n
disponibles en el co´digo si se inyecta hidro´geno, deuterio o tritio en un
plasma de iso´topos de hidro´geno. En ese caso,
σcx =
6,937 · 10−15(1− 0,115(log10Σ˜)2
(1 + 1,112 · 10−15Σ˜3,3) (2.19)
donde Σ˜ = E/AB.
Cap´ıtulo 2. FAFNER-2 15
Las part´ıculas neutras que escapan del plasma y colisionan con las
paredes del toroide suponen una importante contribucio´n a las impu-
rezas del plasma debido al bombardeo io´nico. El co´digo de FAFNER-2
so´lo permite calcular este bombardeo en el caso de que las paredes del
toroide sean de hierro o molibdeno, aunque introducir las constantes
necesarias para calcular este valor en el caso de otros metales es una
tarea trivial. La ecuacio´n que determina el bombardeo io´nico es
IOS =
∑
j
∑
k
fs(j, k)Cs(K,NI , NW )II(j) (2.20)
donde fs(j, k) es la fraccio´n de potencia de la fuente j, con energ´ıa k
que viaja por el plasma sin ionizar, Cs(K,NI , NW ) es el coeficiente de
bombardeo e II es el actual de la fuente j.
2.6.2. Deposiciones de Energ´ıa
La interaccio´n de los iones ra´pidos con el plasma de fondo, f(v, ζ, t)
en el plasma obedece a
df(v, ζ, t)
dt
=
1
2tEv2
δ
δv
{(v3 + v3c )f +
v
2Eb
(v3kTe + v
3
cKTi)
δf
δv
}
+ va
δ
δζ
(1− ζ2) δf
deltaζ
(2.21)
donde tE es el tiempo de intercambio de energ´ıa de Spitzer y vc es la
velocidad cr´ıtica.
Los iones ra´pidos tambie´n pueden cambiar carga con las part´ıculas
neutras del plasma, y por tanto perderse. La seccio´n transversal para
este proceso en el caso de inyeccio´n de hidro´geno o deuterio es la de
la ecuacio´n. Las part´ıculas neutras ra´pidas resultantes pueden ser re-
ionizadas en otra parte del co´digo, pero su efecto no esta´ inclu´ıdo en
esta versio´n del co´digo.
2.7. Programacio´n de FAFNER-2
FAFNER-2 esta´ programado empleado Fortran90. Como mecanismo
de comunicacio´n entre procesos usa SHMEM, que a lo largo de este
trabajo sera´ substituido por MPI 2.
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Adema´s, implementa dos librer´ıas con funciones auxiliares, lib g3d y
libfa2 sta. La primera contiene funciones necesarias para resolver de-
terminadas ecuaciones relaccionadas con la geometr´ıa 3D del sistema.
La segunda, para resolver las ecuaciones explicadas en los puntos an-
teriores (2.4 a 2.6), y estudiar la evolucio´n de las part´ıculas a lo largo
del tiempo. La librer´ıa libfa2 sta tambie´n emplea SHMEM, por lo que
ha sido necesario adaptar su co´digo.
2.8. Resultados
La informacio´n que proporciona una ejecucio´n de FAFNER-2 es do-
ble.
Por un lado, presenta la posicio´n y velocidad final de un determina-
do nu´mero de part´ıculas. Esto puede representarse con un programa
externo de manera gra´fica, obteniendo un resultado similar a 2.7.
Figura 2.7: Representacio´n 3D de los resultados de una ejecucio´n t´ıpica de
FAFNER-2
Adema´s, presenta estad´ısticas varias sobre el estado del plasma. Un
ejemplo se puede ver en la figura 2.8. La gra´fica muestra el porcentaje
de part´ıculas en las que ocurrio´ un intercambio de carga, la potencia
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absoluta suministrada al toroide, y el porcentaje de part´ıculas que se
perdieron.
Figura 2.8: Estad´ısticas sobre el estado del plasma proporcionadas por
FAFNER-2
Cap´ıtulo 3
Conceptos Relacionados
La finalidad de este trabajo es modificar FAFNER-2 para adaptarlo a
dos paradigmas de procesamiento paralelo (paso de mensajes y Grid).
Por tanto, para entenderlo es fundamental tener una amplia visio´n de
estas tecnolog´ıas.
3.1. Procesamiento Paralelo
Podemos definir procesamiento paralelo como el me´todo que engloba
diferentes te´cnicas empleadas para proporcionar mu´ltiples ejecuciones
simulta´neas de un co´digo de programacio´n -o parte del mismo- con el
fin de mejorar su velocidad de ejecucio´n. Estas te´cnicas se emplean a
varios niveles: dentro de un procesador, en varios procesadores dentro
de la misma computadora, en varias computadoras dentro de un cluster,
en varios clusters a trave´s de Internet... Obviamente, estas te´cnicas son
muy distintas entre s´ı, aunque comparten la misma filosof´ıa.
Para que un co´digo sea paralelizable, debe ser posible dividir el pro-
blema que resuelve en subproblemas ma´s pequen˜os, de forma que pue-
dan ser ejecutados en distintos elementos de proceso. Los co´digos de
Monte Carlo son ido´neos para ser paralelizados, al efectuar operaciones
independientes sobre un conjunto de datos de entrada.
En la computacio´n distribuida, un programa es dividido en fragmen-
tos que se ejecutan en mu´ltiples computadoras comunicadas a trave´s
de una red. En general, estos programas tienen que tratar con entornos
heteroge´neos, redes de diferentes latencias, y fallos impredecibles en la
red o las computadoras.
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La computacio´n distribuida se divide en dos grandes grupos: Alta
Productividad (High-Throughput Computing, HTC ) y Alto Rendimien-
to (High-Performance Computing, HPC ), que suponen aproximaciones
radicalmente diferentes y son aplicables a distintos entornos.
Como regla general, los sistemas de alto rendimiento ejecutan apli-
caciones fuertemente acopladas, esto es, con muchas dependencias de
datos entre las tareas que se ejecutan en los distintos nodos. Por tanto,
es conveniente ejecutarlas en un u´nico site equipado con interconexio-
nes de baja latencia. En el otro extremo esta´n los sistemas de alta pro-
ductividad, que ejecutan trabajos secuenciales independientes. Estos
trabajos pueden ser planificados en muchos recursos computacionales,
e incluso en diferentes dominios administrativos.
Las tareas de alto rendimiento se caracterizan por necesitar una gran
cantidad de recursos computacionales (capacidad de co´mputo o consu-
mo de memoria) durante per´ıodos relativamente cortos de tiempo. Por
otro lado, las aplicaciones de alta productividad, al estar compuestas
por pequen˜as tareas independientes, no necesitan una gran cantidad de
recursos en un momento y site dado, sino que su ejecucio´n puede ser
distribuida o fragmentada segu´n las necesidades del momento.
3.1.1. Computacion en Cluster
Un cluster es un conjunto de ordenadores de sobremesa o estaciones
de trabajo, unidos mediante una red de alta velocidad, de modo que
el conjunto es visto como un so´lo equipo. Habitualmente se conectan
al exterior mediante un solo equipo, y disponen de gestores de carga
para distribuir el trabajo entre todos sus componentes de una manera
eficiente.
Los clusters, adema´s de poder realizar tareas de alto rendimiento
o alta productividad, son especialmente recomendables para equipos
en los que se necesite una alta disponibilidad, es decir, garantizar un
funcionamiento ininterrumpido del mismo. Estos clusters disponen de
un software espec´ıfico que detecta fallos y asegura su correccio´n, a la
vez que su configuracio´n hardware evita el tener un u´nico punto que
pudiera fallar.
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3.1.2. Paso de Mensajes
El paso de mensajes es una te´cnica empleada en programacio´n concu-
rrente para aportar sincronizacio´n entre procesos, transmitir los datos
y permitir la exclusio´n mutua. Su principal caracter´ıstica es que no
necesita memoria compartida, por lo que es muy empleada en la comu-
nicacio´n para sistemas distribuidos o, en general, nodos independientes
comunicados a trave´s de algu´n medio.
Empleando paso de mensajes, cada proceso se ejecuta independiente-
mente, y so´lo se comunica con otros procesos cuando haya instruccio-
nes que lo soliciten. Esta comunicacio´n, que puede ser punto a punto o
broadcast, se realiza a trave´s de pequen˜os paquetes denominados men-
sajes que contienen la informacio´n a intercambiar. Un sistema de paso
de mensajes, tales como MPI o SHMEM (detallados en los siguientes
apartados), proporciona funciones ba´sicas llamadas primitivas que el
programador empleara´ para transmitir la informacio´n.
En general, el paso de mensajes funciona mejor cuanto ma´s de´bilmen-
te acoplada es la aplicacio´n. Cada proceso se ejecutara´, normalmente,
en un so´lo procesador y a´rea de memoria, de modo que la comunicacio´n
entre procesos se realiza u´nicamente cuando sea necesario.
MPI
MPI (Message Passing Interface) es una especificacio´n de una librer´ıa
esta´ndar para el paso de mensajes definida por el MPI Forum. La prime-
ra versio´n fue publicada en mayo de 1994 [11] y la segunda en 1996 [13].
Con MPI el nu´mero de procesos requeridos se asigna antes de la
ejecucio´n del programa, y no se crean procesos adicionales mientras la
aplicacio´n se ejecuta. A cada proceso se le asigna un identificador, que
permite determinar que´ fraccio´n del co´digo ha de ejecutarse.
MPI incluye comunicaciones punto a punto y colectivas (globales),
todas orientadas a un grupo de procesos especificado por el usuario.
Las llamadas de MPI se dividen ba´sicamente en 2 clases:
Env´ıo y recepcio´n de datos. Estas llamadas permiten a un proce-
so recuperar la informacio´n calculada por otro u otros procesos.
En el caso de las comunicaciones punto a punto, se obtiene la va-
riable deseada del proceso deseado, identificado por su rank. En
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el caso de las comunicaciones colectivas, se pueden obtener datos
simulta´neamente de todos los procesos.
La figura 3.1 muestra dos de estas funciones. MPI GATHER re-
coge de todos los procesos el valor de una determinada varia-
ble y la almacena en un array dentro del proceso que la invoco´.
MPI REDUCE recoge el valor de una determinada variable y
efectu´a una operacio´n matema´tica, en este caso una suma. De
nuevo, el valor se almacena en una variable en el proceso que la
invoco´.
Figura 3.1: Funciones MPI GATHER y MPI REDUCE
Control de las comunicaciones. Aqu´ı se incluyen todos los me-
canismos necesarios para sincronizar los procesos y permitir la
exclusio´n mutua. La figura 3.2 representa gra´ficamente la funcio´n
MPI BARRIER, que implementa una barrera.
SHMEM
SHMEM es un una librer´ıa propiedad de Silicon Graphics, Inc. [1]
que engloba un conjunto de funciones y subrutinas para extender las
posiblidades de MPI-1, las cuales funcionan en los computadores con
IRIX y Linux. Este mecanismo puede ser implementado de manera muy
eficiente en equipos con memoria compartida (UMA o NUMA).
Esta librer´ıa incluye, adema´s de las operaciones de paso de mensajes,
una serie de llamadas que aumentan su velocidad de ejecuio´n. Cabe
destacar un mecanismo de punteros globales para acceder a datos de
otro proceso mediante operaciones load/store, y una serie de rutinas
muy optimizadas para operaciones multipunto tales como reducciones
globales.
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La razo´n de la alta velocidad de ejeucio´n de SHME es que esta´ muy
cerca del hardware. Esto requiere una mayor atencio´n del programador
en a´reas como la sincronizacio´n, pero el rendimiento obtenido es mayor.
SHMEM hace una copia memoria-memoria directa, que es el meca-
nismo ma´s ra´pido para mover datos en un computador CRAY T3E.
Esta es la arquitectura en la que hasta ahora corr´ıa FAFNER-2, por lo
que utilizar este mecanismo de paso de mensajes es bastante razonable.
El principal inconveniente es que SHMEM no es portable. Por lo
tanto, ha sido desplazado por MPI, siendo recluido a software antiguo
en ma´quinas no actualizadas. En concreto, SHMEM no funciona en
ma´quinas X86 bajo Linux, lo que imposibilita su uso en redes Grid
(compuestas casi exclusivamente por este tipo de equipos).
3.2. Computacio´n Grid
3.2.1. Que´ es la Grid
El problema que la Grid intenta resolver es coordinar la comparti-
cio´n de recursos y resolucio´n de problemas en organizaciones virtuales
dina´micas y multi-institucionales [16]. Por supuesto, esta comparticio´n
tiene que estar altamente controlada, de modo que tanto los usua-
rios como los proveedores de servicios sepan claramente que´, cua´nto, a
Figura 3.2: Funcio´n MPI BARRIER
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quie´n y bajo que´ condiciones se comparte un determinado recurso. Es-
tas condiciones definen grupos de usuarios denominados organizaciones
virtuales (VOs).
Con esto en mente, una definicio´n intuitiva de la Grid ser´ıa: mientras
que la World Wide Web es un servicio para compartir informacio´n en
Internet, la Grid es un servicio para compartir recursos de computacio´n
y capacidad de almacenamiento en Internet.
Una definicio´n ma´s cla´sica se puede encontrar en [12]. Segu´n esto,
una infraestructura Grid ser´ıa un sistema que:
Coordina recursos que no esta´n sujetos a un control centralizado.
Usa protocolos e interfaces esta´ndar, abiertos y de uso general.
Proporciona calidades de servicio no triviales.
El primer punto implica que los recursos no pertenecen a una misma
persona u organizacio´n, por lo que no se tiene un control absoluto de
los mismos. Por el contrario, el uso de dichos recursos esta´ supeditado
a la autorizacio´n del administrador de los mismos, as´ı como el software
instalado, pol´ıtica de seguridad, o cualquier otro criterio.
El segundo punto deja claro que la Grid pretende ser un entorno de
uso general, no orientado a un determinado tipo de aplicacio´n o a´mbito
-tal como la comparticio´n de ficheros, por ejemplo-. Para ello es fun-
damental que sea un entorno abierto, de modo que cada cual pueda
adaptarlo a sus necesidades, y pueda ser implementado en el mayor
nu´mero de arquitecturas y sistemas posible. El hecho de que los proto-
colos sean esta´ndar evita la fragmentacio´n, es decir, que haya diferentes
redes Grid utilizando distintos protocolos y no puedan colaborar.
Y el tercer punto implica que la Grid funcione. De nada sirve todo
lo dema´s si no somos capaces de proveer una infraestructura estable,
en la que sus usuarios puedan confiar, y que proporcione una utilidad
mayor que la de la suma de sus partes. Despue´s de todo una Grid no
es un fin en s´ı mismo, sino un medio que proporcione a sus usuarios los
recursos informa´ticos que estos necesiten para llevar a cabo sus tareas.
3.2.2. Globus Toolkit
Globus Toolkit[2] es el esta´ndar de facto en la computacio´n grid.
Esta´ compuesto por un conjunto de servicios, librer´ıas y herramien-
tas de desarrollo disen˜adas para construir aplicaciones basadas en la
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Grid [9]. El disen˜o de la versio´n 4, GT4, se muestra en la figura 3.3, y
esta´ detallado en los siguientes apartados.
Figura 3.3: Arquitectura de Globus Toolkit 4
Seguridad
Los componentes de seguridad de Globus Toolkit 4, Grid Security In-
frastructure (GSI) se encargan de proporcionar comunicaciones seguras
y una pol´ıtica de seguridad comu´n en los distintos sites. En concreto,
sus responsabilidades son:
Autenticacio´n y Autorizacio´n: controlar quie´n puede acceder a ca-
da recurso o servicio Grid; gestionar la existencia de VOs, as´ı como
la pol´ıtica de seguridad de cada una de ellas.
Manejo y delegacio´n de credenciales : crear credenciales de segu-
ridad de los usuarios que no tengan acceso a una autoridad de
certificacio´n (CA) externa; delegar las credenciales de seguridad
del usuario de forma temporal.
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Manejo de datos
Proporciona las herramientas necesarias para el manejo de datos den-
tro de una infraestructura Grid.
Grid File Transfer Protocol (GridFTP) y Reliable File Transfer
Service (RFT): GridFTP es un servicio FTP seguro; RFT es un
servicio web de transferencia de ficheros que utiliza GridFTP para
conseguir el mejor rendimiento posible, teniendo en cuenta las
necesidades particulares de la Grid (grandes cantidades de datos
en entornos dina´micos).
Re´plica de datos : asegurarse de que los datos esta´n replicados en
diferentes servidores para evitar su pe´rdida, y permitir al usuario
la localizacio´n de los mismos de manera eficiente.
Control de la ejecucio´n
Estos componentes de GT4 se encargan del lanzamiento, planificacio´n
y monitorizacio´n de los trabajos. Los ma´s importantes son:
Grid Resource Allocation and Management (GRAM): proporcio-
na servicios para lanzar y monitorizar trabajos en la Grid.
Community Scheduler Framework (CSF): proporciona una inter-
faz u´nica para acceder a los gestores de carga locales, tales como
Portable Batch System (PBS) o Sun Grid Engine (SGE).
Servicios de Informacio´n
Los servicios de informacio´n de GT4 son un conjunto de herramientas
para monitorizar y descubrir recursos dentro de una organizacio´n vir-
tual. Esta´n compuestos por un Index Service, utilizado para recuperar
informacio´n de los distintos recursos de una VO, y un Trigger Ser-
vice, que adema´s de recuperar los informacio´n de los recursos, puede
desempen˜ar determinadas tareas basa´ndose en esos datos.
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3.2.3. GridWay
Como se ha detallado en el apartado anterior, Globus Toolkit pro-
porciona un conjunto de herramientas que permiten al usuario utilizar
una infraestructura grid. Sin embargo, este usuario es responsable de
efectuar manualmente todos los pasos necesarios para obtener una fun-
cionalidad: decidir do´nde se ejecutara´ el trabajo, enviarlo, recoger los
datos de salida... Ma´s aun, Globus Toolkit no proporciona soporte para
la migracio´n de trabajos ni la recuperacio´n de fallos, un aspecto clave
a la hora de trabajar eficientemente.
El hecho de que las redes Grid sean entornos enormemente dina´micos
hace que las aplicaciones que dependen de ellas deban ser capaces de
adaptarse a un entorno cambiante, para poder aprovechar los nuevos
recursos que aparecen y recuperarse de posibles fallos en aquellos en los
que se este´ ejecutando. Para ello, en la literatura [15] se han propuesto
dos te´cnicas fundamentales:
Planificacio´n adaptable que env´ıe trabajos a los recursos Grid te-
niendo en cuenta sus recursos f´ısicos, disponibilidad, y funciona-
miento durante los trabajos previamente enviados a ese recurso.
Ejecucio´n adaptable que pueda migrar trabajos entre diferentes
recursos teniendo en cuenta tanto eventos internos de la aplicacio´n
(necesidades cambiantes) como de la Grid (aparicio´n de nuevos
recursos o desaparicio´n de los existentes).
GridWay es una meta-planificador que permite una ejecucio´n sencilla
de trabajos en un entorno Grid dina´mico, llevando a cabo todos los
pasos necesarios [14]. El objetivo final es que el usuario final pueda de-
finir sus necesidades de una manera sencilla, delegando a GridWay la
responsabilidad de que el trabajo sea ejecutado de una manera eficien-
temente, empleando todos los recursos posibles. De este modo la utili-
zacio´n de una infraestructura Grid deja de estar restringida a usuarios
expertos, y un abanico mucho ma´s amplio de personas puede utilizarla
para satisfacer sus necesidades de computacio´n.
Para lograr este objetivo, el nu´cleo de GridWay es un agente que
realiza todas las labores de planificacio´n y supervisa que la ejecucio´n
del trabajo sea correcta y eficiente. La adaptacio´n a condiciones cam-
biantes se realiza mediante una planificacio´n y ejecucio´n adaptables.
En concreto, una vez que un trabajo ha sido enviado a un recurso en
concreto puede ser migrado por las siguientes razones:
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Relacionadas con la Grid: un recurso mejor es descubierto, el re-
curso original falla, o el trabajo es cancelado o suspendido por el
administrador del recurso.
Relacionadas con la aplicacio´n: se produce una disminucio´n del
rendimiento, cayendo por debajo de unos l´ımites establecidos, o
los requisitos de la aplicacio´n cambian.
En este proyecto el objetivo final es que la aplicacio´n gridificada pueda
ser empleada por usuarios sin conocimientos te´cnicos de Grid. En este
contexto, GridWay supone una importante herramienta, ya que permite
que el usuario se centre en el problema a resolver y no en la tecnolog´ıa
subyacente.
3.2.4. EGEE
El proyecto Enabling Grids for E-sciencE, EGEE [3] reu´ne a cient´ıfi-
cos e ingenieros de ma´s de 240 instituciones en 45 pa´ıses alrededor
del mundo para construir una infraestructura Grid con fines cient´ıfi-
cos que este´ disponible permanentemente. Despue´s de cuatro an˜os de
existencia, en el 2008 entro´ en su tercera fase de desarrollo.
Sus objetivos se centran en tres a´reas clave:
Construir una infraestructura Grid consistente, robusta y segura.
Mantener y mejorar el middleware, de forma que se proporcione
a los usuarios la mejor experiencia de uso posible.
Atraer nuevos usuarios tanto de la industria como del entorno
cient´ıfico, y asegurarse de que reciban toda la educacio´n y so-
porte te´cnico necesarios que necesiten para emplear los recursos
eficientemente.
Actualmente, EGEE cuenta con una impresionante cantidad de re-
cursos: ma´s de 50.00 CPUs, ma´s de 15 Petabytes de almacenamiento y
una tasa de transferencia de ma´s de 1.5 GB/s, que permite la ejecucio´n
de 150.000 trabajos al d´ıa. Para ello dispone de un capital humano de
ma´s de 9000 personas/mes, y un presupuesto de 52 millones de Eu-
ros en esta tercera fase(de los que 37 son subvenciones de la Comisio´n
Europea).
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En EGEE, hay aproximadamente 130 organizaciones virtuales con
diferentes miembros, reglas a la hora de enviar trabajos y recursos
accesibles. De todas ellas, se utilizaron los recursos de dos a la hora
de elaborar este trabajo: dteam durante el desarrollo del software (es
una cola donde se permiten las pruebas y trabajos que no sean de
produccio´n) y fusion una vez que la aplicacio´n estaba en produccio´n,
con muchos ma´s recursos que dteam y una infraestructura ma´s estable.
En el momento de redactar esta memoria, la VO fusion dispon´ıa de
45 nodos con ma´s de 15.000 CPUs disponibles, de las que un tercio
pertenec´ıan al GridPP, U.K. Computing for Particle Physics. En este
contexto, FAFNER-2 pasara´ a formar parte de esta VO junto a otras
aplicaciones centradas en el ca´lculo masivo de trayectorias, el transpor-
te cine´tico o la optimizacio´n de dispositivos experimentales de fusio´n.
Cap´ıtulo 4
Implementacio´n
El proceso de gridificacio´n de FAFNER-2 se llevo´ a cabo en tres pasos.
El primero consistio´ en la transformacio´n del mecanismo de paso de
mensajes, de SHMEM a MPI, dentro de una ma´quina SGI de memo-
ria compartida. Despue´s, portamos el co´digo a un cluster X86. Y por
u´ltimo, ejecutamos este co´digo en la Grid. El resto de este cap´ıtulo
esta´ dedicado a detallar este proceso.
4.1. Actualizacio´n de la Paralelizacio´n: de SHMEM
a MPI
El primer paso de este trabajo consistio´ en una transformacio´n en el
mecanismo de paso de mensajes, de SHMEM a MPI. Esto es necesario
ya que el programa original so´lo se pod´ıa ejecutar en ma´quinas con una
arquitectura muy espec´ıfica (equipos de memoria compartida corriendo
IRIX o versiones concretas de Linux), lo que limitaba enormemente sus
posibilidades de ejecucio´n en Grid.
4.1.1. Entrada/Salida
La entrada/salida funciona de manera ligeramente distinta en SH-
MEM y MPI. A la hora de mostrar informacio´n por pantalla y/o escri-
bir en ficheros, fue necesario modificar el co´digo para que el resultado
fuera exactamente el mismo. Esto es necesario porque los ficheros gene-
rados por FAFNER-2 son la entrada de otras aplicaciones, y cualquier
modificacio´n har´ıa que dejaran de funcionar correctamente.
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4.1.2. Equivalencia entre Funciones
Como se explico´ en la seccio´n 3.1.2, la librer´ıa SHMEM esta´ basada
en MPI, y en muchos casos sus funciones son equivalentes. La tabla 4.1
detalla estas equivalencias, en donde se han simplificado los prototipos
de las funciones para facilitar su legibilidad.
SHMEM MPI Funcio´n
START PES MPI INIT Inicia el paralelismo
NUM PES MPI COMM SIZE Nu´mero de hilos
MY PE MPI COMM RANK Identifica un hilo
SHMEM BARRIER ALL MPI BARRIER Barrera (fig. 3.2)
SHMEM COLLECT MPI GATHER Ver fig. 3.1
Cuadro 4.1: Equivalencia entre las funciones de SHMEM y MPI
4.1.3. Optimizacio´n del Co´digo
En otras partes de la aplicacio´n, el co´digo fue optimizado evitando
llamadas innecesarias a funciones MPI. Para ello se analizo´ el co´digo
y fue posible optimizar el flujo de informacio´n, utilizando las funcio-
nes MPI ma´s adecuadas. Entre otras, se utilizo´ en varias ocasiones la
funcio´n MPI REDUCE(fig. 3.2) en sustitucio´n de SHMEM COLLECT
seguido de un bucle para operar con el array resultado.
Como consecuencia de esta optimizacio´n, el tiempo de ejecucio´n se
redujo ligeramente. Los resultados obtenidos esta´n detallados en la sec-
cio´n 5.1.
4.2. Actualizacio´n de la Arquitectura: de SGI a
X86
Tras portar el co´digo a MPI, el siguiente paso consistio´ en portar la
aplicacio´n a X86. Y aunque desde a primera vista esta tarea pueda
parecer sencilla (y, de hecho, deber´ıa serlo) dista de ser trivial.
Para empezar, existen enormes diferencias entre las distintas versio-
nes de Fortran y MPI. Esto provoca que el co´digo que tiene un correcto
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funcionamiento con un determinado compilador en un determinado en-
torno de ejecucio´n, al cambiar de compilador, plataforma o versio´n de
MPI se comporte de una manera completamente diferente.
Por otro lado, un pequen˜o nu´mero de rutinas empleadas en FAFNER-
2 no pertenecen al standard de Fortran, sino a librer´ıas implementadas
para una determinada arquitectura y sistema operativo. Al migrar la
aplicacio´n en ocasiones dejan de estar disponibles, con los problemas
que esto provoca. Pero otras veces, aun teniendo el mismo prototipo su
funcionalidad es ligeramente distinta, con lo que la aplicacio´n -que has-
ta ese momento estaba funcionando correctamente- comienza a tener
errores aparentemente inexplicables.
Adema´s, cada versio´n del compilador de Fortran y de las librer´ıas
de MPI tienen sus particularidades, dependiendo tanto de la versio´n
como del fabricante. Por tanto es necesario disponer de varias versiones
de ambos, y combinarlas hasta que encontrar la forma de que una
aplicacio´n concreta -que en otro equipo se pod´ıa ejecutar sin problemas-
funcione.
Durante la realizacio´n de este trabajo, fue necesario el localizar todos
estos conflictos e incompatibilidades y corregirlos, de forma que la apli-
cacio´n tenga el comportamiento esperado. A continuacio´n detallaremos
los problemas a los que nos enfrentamos, as´ı como su solucio´n.
4.2.1. Librer´ıas de SGI
FAFNER-2 originalmente utilizaba rutinas propietarias de SGI para
Fortran. Al migrar el co´digo a X86, fue necesario implementar estas
rutinas de forma manual. Para ello, tras consultar el manual de refe-
rencia de estas rutinas [4], creamos un archivo con funciones que tienen
el mismo prototipo, y funcionan de la misma manera.
La excepcio´n son unas rutinas empleadas en las primeras versiones del
programa, y que permit´ıan mostrar la salida de FAFNER-2 de forma
gra´fica. Actualmente los usuarios del programa han dejado de utilizar
esta funcionalidad de FAFNER-2, empleando programas de terceros
ma´s potentes y versa´tiles. Hemos decidido dejar de lado esta utilidad,
y centrarnos en optimizar al ma´ximo el rendimiento de la aplicacio´n.
Cap´ıtulo 4. Implementacio´n 32
4.2.2. Librer´ıa NAG
El CIEMAT posee una licencia de uso de la librer´ıa NAG[5], una serie
de funciones matema´ticas altamente optimizadas que consiguen un alto
rendimiento al procesar grandes cantidades de datos. Esta librer´ıa so´lo
esta´ compilada para SGI, por lo que fue necesario recompilarla para
X86 a partir del co´digo fuente. Para reducir al ma´ximo su taman˜o
u´nicamente se incluyeron aquellas funciones necesarias. De ese modo,
pasamos de tener ma´s de 180 rutinas a u´nicamente 5, reduciendo su
taman˜o en un 99 %.
4.2.3. Variables de Entorno
El tratamiento de las variables de entorno es radicalmente disinto en
el equipo SGI de memoria compartida y en el clu´ster. En la ma´quina
SGI, un programa Fortran MPI pod´ıa acceder a estas variables desde
cualquiera de sus hilos. Bajo X86, so´lo el primer hilo es capaz, por
lo que una aplicacio´n que haga uso de estas variables tiene que ser
modificada.
Para ello, nuestra aproximacio´n consistio´ en hacer que, al principio
del programa, el primer hilo guardara el valor todas las variables de
entorno que se fueran a necesitar en el co´digo en ficheros temporales.
Despue´s, en el resto de la aplicacio´n se reemplazaron las rutinas que
leen variables de entorno por fragmentos de co´digo que leen los ficheros
temporales antes creados.
Dependiendo del tipo de aplicacio´n y el lugar que ocupen en el co´di-
go las consultas a variables de entorno, tambie´n es posible sustituirlas
por un broadcast desde el primer hilo hacia todos los dema´s. En es-
te caso se reducen los accesos a fichero, a cambio de comprometer la
concurrencia. Elegir una opcio´n u otra queda en manos del programa-
dor, que debera´ evaluar la mejor opcio´n segu´n las caracter´ısticas de su
programa.
4.2.4. De 64 a 32 bits
En el problema f´ısico a resolver (calcular la trayectoria de part´ıculas
neutras) la precisio´n de ca´lculo es de vital importancia. Por otro lado,
dado que el programa realiza mu´ltiples iteraciones sobre cada part´ıcula
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(para calcular su posicio´n en diferentes momentos) cualquier pequen˜o
error es automa´ticamente amplificado hasta unos valores inaceptables.
Originalmente, FAFNER-2 estaba pensado para ejecutarse en ma´qui-
nas de 64 bits. Sin embargo, al ser portado a Grid es necesario que
pueda ejecutarse en ma´quinas de 32 bits. Esto ocasiona problemas a
varios niveles:
Es necesario mantener un taman˜o de datos, tanto para nu´meros
reales como enteros, de 64 bits, por lo que hay que obligar al com-
pilador a que ambos tipos de datos sean de 64 bits por defecto.
Esto hace que determinadas variables no este´n alineadas en me-
moria. Por ello, hay que modificar el co´digo para evitarlo en la
medida de lo posible y, adema´s, hacer que el compilador fuerze el
alineamiento.
El hecho de que se almacenen variables de 64 bits en un compu-
tador de 32 bits reduce el rendimiento de la aplicacio´n, dado que el
procesador no esta´ optimizado para este tipo de datos. Sin embar-
go, la posibilidad de utilizar procesadores ma´s recientes y de una
potencia mucho mayor compensa con creces este inconveniente.
Es posible que el uso de punteros y arrays en los que el des-
plazamiento haya sido introducido de forma manual haga que la
aplicacio´n no funcione correctamente al cambiar el taman˜o de da-
tos de 32 a 64 bits. Por suerte FAFNER-2 no hace uso de esta
te´cnica de programacio´n, por lo que no se vio afectado por esta
situacio´n.
4.3. Gridificacio´n
Por u´ltimo, la aplicacio´n fue gridificada. Los siguientes pasos fueron
necesarios:
4.3.1. Subdivisio´n del Problema
Dado que la finalidad del Grid es poder lanzar mu´ltiples ejecucio-
nes simulta´neas de la aplicacio´n, es necesario subdividir el problema a
resolver para que cada ejecucio´n pueda encargarse de una seccio´n.
Ya que FAFNER-2 es un co´digo de Monte Carlo, no fue necesario
modificar el algoritmo para subdividir el problema. Por el contrario, el
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trabajo de gridificacio´n se centro´ en subdividir los datos de entrada,
para que cada ejecucio´n resolviera una parte. As´ı, en nuestra aproxi-
macio´n, implementamos dos wrapper, uno que preprocesa los datos de
entrada de la aplicacio´n y otro que hace un post-proceso de los datos
de salida.
En primer lugar, en el wrapper de preproceso creamos un algoritmo
que genera semillas de nu´meros aleatorios del mismo modo que hace
el programa. De ese modo cada ejecucio´n de la aplicacio´n era iniciali-
zada con una semilla distinta, lo que nos asegurar´ıa que no esta´bamos
repitiendo los mismos ca´lculos una y otra vez. Al utilizar el mismo
algoritmo de generacio´n que la aplicacio´n original, se consigue que el
resultado obtenido sea el mismo.
Tras ejecutar el programa en Grid y recoger los resultados, el wrap-
per de post-proceso se encarga de juntar todos los resultados parciales
(ver 4.3.2). Para ello, efectu´a los ca´lculos necesarios para unir los resul-
tados de todas las ejecuciones. Por u´ltimo genera los ficheros de salida,
de manera que el resultado obtenido es el mismo que si el programa se
hubiera ejecutado en un cluster local.
4.3.2. Resultados Parciales
La aplicacio´n FAFNER-2 produce datos de salida en dos lugares dis-
tintos: a lo largo de la ejecucio´n del programa mediante el hilo nu´mero
cero, y tras juntar todos los hilos. Adema´s, esta informacio´n ya esta´ pro-
cesada cuando es mostrada en pantalla o escrita en un fichero de salida
(por ejemplo, en el caso de una media,e´sta ya esta´ calculada). Eso no
siempre serv´ıa en la gridificacio´n, por lo que modificamos la aplicacio´n
para que ofreciera estos resultados antes de procesarlos.
Para ello, introdujimos en el co´digo sentencias que vuelcan en un
fichero de datos las variables y ca´lculos parciales deseados, en forma
de XML. As´ı, adema´s de tener la aplicacio´n funcionando correctamen-
te, producimos resultados que son utilizados para la gridificacio´n (ver
gra´fico 4.1) . Estos ficheros, junto con la salida del programa, cons-
tituyen la entrada del wrapper de post-proceso. Este wrapper lee los
ficheros XML y, junto con la informacio´n que necesita de los ficheros
de salida (que tambie´n esta´n en formato de texto plano), genera un
nuevo fichero de salida. Este u´ltimo fichero es equivalente al que se ob-
tendr´ıa habiendo ejecutado el conjunto de datos de entrada en un so´lo
site, sin haberlo subdividido y enviado al Grid.
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Figura 4.1: Generacio´n de los ficheros de salida en las versiones MPI y Grid
de FAFNER-2
Cap´ıtulo 5
Ana´lisis del Rendimiento
El ana´lisis del rendimiento de las distintas versiones de FAFNER-2
que se han obtenido en el desarrollo de este trabajo sera´ llevado a cabo
en tres pasos.
Primero se estudiara´ la diferencia de rendimiento tras el cambio
en el mecanismo de paso de mensajes, de SHMEM a MPI. Para
ello ejecutaremos repetidamente ambas versiones de FAFNER-2
en la misma ma´quina, bajo diferentes condiciones de carga, con
el fin de estudiar su comportamiento.
A continuacio´n, tras migrar la aplicacio´n de la arquitectura MIPS
a X86, se analizara´ el rendimiento en esta u´ltima, para comparar-
lo con los resultados obtenidos en la seccio´n anterior. Este paso
es muy importante, ya que FAFNER-2 se ejecutara´ en un clus-
ter local cuando los feno´menos a simular sean de pequen˜a escala.
Comprobaremos co´mo el paso a un cluster de mayor nu´mero de
nodos, y con procesadores ma´s modernos, disminuye enormemen-
te el tiempo de ejecucio´n.
Por u´ltimo, tras gridificar la aplicacio´n, mediremos el tiempo que
tarda en ejecutarse en la Grid. Esto nos permitira´ comprobar,
adema´s de la diferencia de tiempos de ejecucio´n, la escalabilidad
del programa. La ejecucio´n en Grid no so´lo pretende permitir que
el mismo problema sea resuelto en menos tiempo, sino el que sea
posible simular problemas ma´s complicados que en un so´lo cluster
resultaban inabarcables.
En los siguientes apartados se detallara´n los resultados obtenidos en
este ana´lisis.
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5.1. SHMEM a MPI
5.1.1. Testbed
La primera parte de este trabajo, el paso de SHMEM a MPI, se
realizo´ en el computador Jen50, un SGI Origin 3800.
Este es un equipo de memoria compartida, con 122 procesadores
MIPS R14000 funcionando a 600 MHz. Tiene 126 GB de memoria
compartida, y una gran cantidad de almacenamiento tanto en discos
como cintas.
5.1.2. Resultados Obtenidos
La tabla 5.2 muestra el tiempo medio de ejecucio´n de FAFNER-2 en
sus versiones SHMEM y MPI dentro del cluster Jen50.
Figura 5.1: Tiempo de ejecucio´n en Jen50, versiones SHMEM y MPI
Como se puede observar, al migrar la aplicacio´n de SHMEM a MPI
y optimizarla minimizando su tra´fico de red, hemos reducido el tiempo
medio de ejecucio´n en 149 segundos, algo ma´s de un 10 %. Adema´s,
como un efecto positivo con el que no conta´bamos, se ha reducido la
variabilidad en los tiempos de ejecucio´n: la diferencia entre el mayor y
el menor tiempo ha pasado de 458 a 51 segundos.
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5.2. SGI a X86
5.2.1. Testbed
Para evaluar el aumento de rendimiento en el cambio de arquitectura
utilizamos dos ma´quinas. La primera es Jen50, utilizando los datos
obtenidos en el apartado anterior. La segunda es un clu´ster heteroge´neo
llamado Lince, descrito en la tabla 5.1.
Tipo de nodos Caracter´ısticas
Infiniband, 32 nodos Dual Xeon 3.2 GHz, 2 GB
(64 slots) Hyperthreading Desactivado
Soporte Infiniband
Serial, 46 nodos Dual Xeon 3.2 GHz,2 GB
(184 slots) 1Gb/s Ethernet
Serial2, 10 nodos Dual Xeon dual-core 3.0 GHz 2 GB
(40 slots) 2Gb/s Ethernet (Bonding)
Cuadro 5.1: Resumen de las caracter´ısticas del cluster Lince
FAFNER-2 se ejecuto´ en los nodos Serial. El motivo es que los nodos
con Infiniband esta´n reservados para trabajos HPC con mucha comu-
nicacio´n entre hilos, para aprovechar al ma´ximo la capacidad de la red
de comunicaciones. FAFNER-2, como se ha comentado, tiene poca co-
municacio´n entre los hilos, por lo que no es necesario disponer de esta
red.
Para este ana´lisis del rendimiento, lanzamos la aplicacio´n con 32 hilos
de ejecucio´n, los mismos que en el apartado anterior. De este modo,
sabemos que el aumento de rendimiento es debido al cambio de pla-
taforma y no a un mayor nu´mero de nodos. Tambie´n comprobamos
el ma´ximo nu´mero de nodos en el que una aplicacio´n MPI funciona
correctamente en este equipo, determinando as´ı su escalabilidad.
5.2.2. Resultados Obtenidos
El resultado obtenido al ejecutar FAFNER-2 sobre 32 slots de Lince
se muestra en la figura 5.2.
Como se puede ver, el tiempo de ejecucio´n de la aplicacio´n apenas
ha disminuido. Esto es un resultado inesperado, ya que se trata de una
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ma´quina mucho ma´s reciente. Con los datos teo´ricos de rendimiento,
cab´ıa esperar una importante mejora, no de un escaso 3 %.
Los motivos de que la mejora sea tan pequen˜a apuntan al uso de
hyperthreading (enviando varios procesos al mismo procesador) en los
procesadores del cluster Lince, y que e´stos sean de 32 bits. En cualquier
caso, un ana´lisis ma´s profundo de este hecho esta´ fuera del alcance de
este trabajo, y se ha propuesto como trabajo futuro. Como ya se ha co-
mentado, es importante que la versio´n MPI de FAFNER-2 funcione de
una manera eficiente en este cluster, ya que sera´ empleada para la reali-
zacio´n de experimentos pequen˜os. Por tanto, este problema tendra´ que
ser analizado en profundidad y solucionado.
Figura 5.2: Tiempo de ejecucio´n de FAFNER-2 en Jen50 y Lince con 32
hilos de ejecucio´n
Como nota positiva, cabe decir que en este cluster la aplicacio´n se
ejecuto´ correctamente en 48 slots simulta´neamente, lo que supone una
mejora de cerca de un 50 % en su tiempo de ejecucio´n.
5.3. Cluster a Grid
Medir el rendimiento de la aplicacio´n en Grid resulta complicado.
Dependiendo de los para´metros elegidos, equipos a los que se env´ıa
el trabajo, y momento elegido para la ejecucio´n, los resultados son
tremendamente variables.
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Adema´s, hay que tener en cuenta que la infraestructura del EGEE
esta´ orientada a aplicaciones en produccio´n, por lo que no se puede
utilizar en la etapa de desarrollo. Por eso, en esta fase utilizamos u´ni-
camente un nodo grid del CIEMAT. De este modo, en el caso de ocurrir
cualquier imprevisto es posible detener la ejecucio´n desde dentro del no-
do sin ocasionar mayores problemas. Por otro lado, al conocer la carga
de sistema, podemos enviar el trabajo en los momentos que la ma´quina
este´ siendo poco utilizada, y as´ı no afectar al resto de los trabajos.
Todos los nodos Grid del EGEE utilizan un mismo sistema operativo,
el Scientific Linux CERN [6], y han de tener determinadas librer´ıas y
software disponibles. Esto asegura que las aplicaciones que funcionan
correctamente en un nodo podra´n funcionar en todos los dema´s. Por
eso, el desplegar FAFNER-2 en el nodo Grid del CIEMAT nos ase-
gura que, cuando la aplicacio´n pase al estado de produccio´n, funcione
correctamente en toda la infraestructura.
5.3.1. Testbed
Para medir el rendimiento de FAFNER-2 en Grid, empleamos dos
tipos de recurso.
El primero, para obtener el tiempo de ejecucio´n, fue el nodo Grid del
CIEMAT, llamado ce-eela.ciemat.es. Este equipo es un cluster con 20
nodos Intel Dual Xeon a 3.20 GHz, equipados con 2 GB de memoria.
Por otro lado, utilizamos nodos Grid remotos para comprobar el tiem-
po de transferencia de ficheros. Para ello empleamos 3 nodos diferentes
del EGEE, situados a distancia del CIEMAT: uno de la Facultad de
Informa´tica de la UCM, otro de la Universidad Polite´cnica de Valencia,
y un tercero de la Universidade Federal do Rio de Janeiro, Brasil.
5.3.2. Wrapper de pre-proceso
El wrapper de preproceso es el encargado de generar algunos de los
ficheros de entrada de FAFNER-2, de modo que cada ejecucio´n que se
env´ıe a la Grid ejecute una parte del problema a resolver.
Su funcionamiento es relativamente simple, y su ejecucio´n muy ra´pi-
da. El tiempo de ejecucio´n es de menos de un segundo.
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5.3.3. Transferencia de ficheros
Para medir el tiempo de transferencia de los ficheros de entrada, rea-
lizamos el env´ıo de datos a distintos nodos grid. Como se puede ver en
la tabla 5.2, los resultados var´ıan enormemente segu´n las caracter´ısti-
cas del nodo elegido, as´ı como su carga. Para minimizar la variacio´n
producida por la carga del nodo realizamos las medidas en todos los
nodos a la vez, y a una hora del d´ıa donde la carga era mı´nima.
Estos ficheros incluyen el ejecutable de FAFNER-2, las librer´ıas con
la geometr´ıa del TJ-II y cierto nu´mero de archivos con los datos de
entrada y especificacio´n del problema a resolver. Ocupan un total apro-
ximado de 50 MB.
El taman˜o de los ficheros de salida de FAFNER-2 depende directa-
mente del taman˜o de la simulacio´n realizada, as´ı como de la precisio´n
que se desee obtener. En este caso, estos ficheros ocupan un total de
17 MB.
El tiempo de transferencia de estos ficheros esta´ tambie´n reflejado en
la tabla 5.2.
Nodo grid Ficheros de entrada Ficheros de salida
aquila.dacya.ucm.es 9.16 s 3.28 s
ramses.dsic.upv.es 60.8 19.3 s
ce-biof.eela.ufrj.br 438.75 s 151 s
Cuadro 5.2: Tiempo de transferencia de los datos de entrada y salida de
FAFNER-2 en Grid
Es importante destacar que los nodos en los que hemos ejecutado es-
tas pruebas de tiempo no son en los que se ejecuto´ el programa. La
razo´n, como hemos comentado antes, es el hecho de que FAFNER-2
no este´ en produccio´n. El env´ıo de trabajos al EGEE esta´ muy restrin-
gido, por lo que resulta complicado efectuar medidas de tiempo. Sin
embargo, la transferencia de ficheros relativamente pequen˜os no supo-
ne un problema, y permite estimar el tiempo que se empleara´ cuando
la aplicacio´n vaya a ejecutarse en esta infraestructura.
5.3.4. Tiempo de ejecucio´n
El tiempo de ejecucio´n de FAFNER-2 lo medimos en el nodo grid del
CIEMAT, llamado ce-eela.ciemat.es. De este modo podemos, a la vez de
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enviar el trabajo, observar desde dentro del nodo la correcta ejecucio´n
del mismo. Los resultados obtenidos pueden verse en la figura 5.3
Figura 5.3: Tiempo de ejecucio´n de FAFNER-2 en Lince y CE-EELA
El rendimiento obtenido en esta fase es muy positivo, consiguiendo
una disminucio´n del tiempo de ejecucio´n de un 60 % dentro de un solo
nodo grid. Estas medidas habra´n de completarse cuando FAFNER-2
pase al estado de produccio´n y pueda ser ejecutado en decenas de nodos
del EGEE simulta´neamente, as´ı como cuando se trabaje con un nu´mero
mayor de part´ıculas.
5.3.5. Wrapper de post-proceso
El wrapper de post-proceso es el encargado de recoger los datos de
salida de las distintas ejecuciones de FAFNER-2 en Grid, y operar
con ellos para obtener el resultado final. Aunque no es una aplicacio´n
complicada, tiene que leer ficheros bastante voluminosos, extraer la in-
formacio´n relevante y realizar distintas operaciones matema´ticas. Su
tiempo de ejecucio´n depende del taman˜o del problema (n1
4
de part´ıcu-
las). En este caso, tomo´ alrededor de 20 segundos en ejecutarse.
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Trabajo Futuro
FAFNER-2 es una aplicacio´n que continuara´ evolucionando los pro´xi-
mos an˜os. Adema´s de seguir siendo utilizada en el CIEMAT para si-
mular los procesos que ocurren en el TJ-II -tanto sobre Grid como en
un cluster con MPI-, se espera que sirva para simular el calentamiento
por NBI en el ITER [7], el mayor proyecto de Fusio´n de la historia de
la humanidad. Para ello, sera´ necesario adaptar su co´digo, proporcio-
nando una interfaz clara y sencilla para poder elegir la geometr´ıa del
reactor simulado mediante un fichero externo.
En este u´ltimo entorno, la parte MPI del co´digo sera´ transformada,
haciendo que FAFNER-2 se pueda ejecutar en cualquier site grid, no
so´lo en los que utilizan MPI. De este modo, se ampliara´ enormemente
el nu´mero de ma´quinas del EGEE donde la aplicacio´n puede correr.
Respecto a la versio´n MPI de FAFNER en el cluster Lince, se es-
tudiara´ el por que´ de la poca mejora de rendimiento obtenida. Si es
posible se solucionara´n los problemas que pudiera haber, con el fin de
conseguir un mayor rendimiento.
Paralelamente a esta tarea, es necesario estudiar el flujo de informa-
cio´n de la aplicacio´n, de modo que se minimice la cantidad de datos
que son transmitidos por Internet a los distintos nodos grid. De ese
modo, se reduce el tiempo de ejecucio´n, adema´s de exponerse lo menos
posible a la posibilidad de un fallo en la transmisio´n. Para llevar a cabo
esta tarea es necesario implementar un workflow, estudiando que´ datos
es necesario enviar do´nde y en que´ momento.
Cuando estas tareas este´n realizadas, se creara´ una interfaz web para
el manejo de FAFNER-2 y ana´lisis de sus resultados, de modo que se
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simplifique al ma´ximo el trabajo de los cient´ıficos que deseen usar la
aplicacio´n. Esta interfaz permitira´, adema´s, el acoplar FAFNER-2 a
otros co´digos como ISDEP, creando workflows complejos que simulen
un abanico de feno´menos del plasma.
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Conclusiones
En la realizacio´n de este trabajo hemos logrado tres objetivos funda-
mentales: un cambio en la herramienta de paso de mensajes, de SH-
MEM a MPI; portar la aplicacio´n a una arquitectura ma´s moderna, de
MIPS a X86; y por u´ltimo, gridificar la aplicacio´n.
La primera tarea, el cambiar la herramienta de paso de mensajes, a
pesar de ser una tarea larga fue resuelta satisfactoriamente, consiguien-
do que la aplicacio´n funcione correctamente.
La segunda tarea, portar la aplicacio´n de MIPS a X86, a pesar de
parecer la ma´s sencilla resulto´ la ma´s complicada. A los problemas de-
rivados del cambio de sistema operativo y software disponible se unie-
ron los provocados por la utilizacio´n de un procesador de 32 bits. Todo
esto provoco´ que fueran necesarios cambios profundos en la aplicacio´n,
desde la entrada/salida al generador de nu´meros aleatorios (por citar
tan so´lo algunos). Adema´s, el hecho de que la aplicacio´n no pueda co-
rrerse en modo interactivo sino que haya que enviarla a un sistema de
colas batch dificulta enormemente la depuracio´n, alargando el proceso
y hacie´ndolo enormemente tedioso. Sin embargo, este paso es necesario
para poder gridificar la aplicacio´n, con lo que no es posible evitarlo.
Por u´ltimo, se comprobo´ que FAFNER-2 funciona correctamente en
Grid. Desarrollamos wrappers de pre-proceso y post-proceso, que gene-
ran los archivos de entrada necesarios y generan los de salida. Realiza-
mos las medidas de tiempo necesarias, y comprobamos que la aplicacio´n
es escalable.
45
Ape´ndice A
Ponencias que ha originado
este trabajo
Este trabajo se ha presentado en la conferencia “EGEE 08”, celebrada
en Estambul entre los d´ıas 22 y 26 de septiembre del 2008, con el t´ıtulo
“FAFNER-2: adaptation of a code for estimating NBI heating of fusion
plasmas on the Grid”.
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Figura A.1: Po´ster presentado en la conferencia EGEE 08
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