Abstract. The filter generator consists of a linear feedback shift register (LFSR) and a Boolean filtering function that combines some bits from the shift register to create a key stream. A new attack on the filter generator has recently been described by Rønjom and Helleseth [6]. This paper gives an alternative and extended attack to reconstruct the initial state of the LFSR using the underlying subspace structure of the filter sequence. This improved attack provides further insight and more flexibility in performing the attack by Rønjom and Helleseth. The main improvements are that it does not use the coefficient sequences that were fundamental in the previous attack and works better in the unlikely cases when the original attack needed some modifications.
Introduction
The filter generator uses a primitive linear feedback shift register of length n that generates a maximal linear sequence (an m-sequence) {s t } of period 2 n − 1 satisfying a recursion with a characteristic polynomial h(x) ∈ F 2 [x] of degree n being a primitive polynomial with primitive zeroes α 3 ). If L is the linear complexity of the key stream then sometimes D can be replaced by L in these complexity estimates.
The underlying method in [6] is based on the observation that since
the key stream b t can be generated by a characteristic polynomial p(x) with zeroes among α J , where the Hamming weight of the binary representation of J,
. Therefore, we have
where p(β) = 0 and d β ∈ F 2 n . This polynomial can be constructed in the precomputation phase with complexity O (D(log 2 D) 3 )( [3] ). The attack in [6] selects an irreducible polynomial k(x) of degree n (in [6] the LFSR polynomial h(x) was selected) and define the polynomial p
and show that this almost always leads to a nonsingular linear equation system in the unknowns s 0 , s 1 , . . . , s n−1 .
The main reason for this is the simple observation that
where the summation now is only over the n zeros of k(x) which implies that the right hand side for the case when k(x) = h(x) can be written as T r(d α α t ), a linear combination of bits in the initial state. In the very unlikely case that the system is trivial which happens when d α = 0 one needs to do some modifications. In [6] a non-irreducible polynomial with d α = 0 was suggested for k(x), while a better choice in this case would be, for example, to use a different irreducible polynomial k(x) with this property.
In this paper we will take advantage of the fact that the filtering sequence can be written in a unique way as a sum of sequences with characteristic polynomials being all irreducible divisors of p(x). Using a suitable shift operator to the key stream we can find any component sequence and find relations that determine the initial state of the LFSR for any key stream b t . Since this paper only needs the linear subspace structure of the filter generator, the results can be directly extended to a combination generator as well.
Notations and Preliminaries

A. The Left Shift Operator
Let q = p h for a prime integer p and a positive integer h. We denote a finite field of q elements by F q . Let V (F q ) be a set consisting of all infinite sequences whose elements are taken from F q , i.e.,
whose elements satisfy the linear recursive relation
Here s is referred to as a linear recursive sequence or it is a linear feedback shift register sequence generated by
, and h(x) is called a characteristic polynomial of s. Furthermore, the characteristic polynomial of s with the smallest degree is called the minimal polynomial of s.
The (left) shift operator E is defined as follows:
By convention, we write E 0 s = Is = s, where I is the identity transformation
, we use G(h) to represent the set consisting of all sequences in V (F q ) with
B. m-sequences and Trace Representation
Let h(x) be a primitive polynomial of degree n, and let α be a root of h(x) in F q n . Then the trace representation of s is given by
A sequence b = {b t } whose elements are defined by a function of 
D. DFT and Inverse DFT for the binary case
Let {a t } be a sequence over F q with period N = q n − 1. Recall that α is a primitive element in F q n . Then the (discrete) Fourier Transform (DFT) of {a t } is defined by
The inverse DFT (IDFT) is given by
The sequence {A k } is referred to as a spectral sequence of
where the k's are (cyclotomic) coset leaders modulo N , and m k | n is the length of the coset which contains k. This is called a trace representation of {a t }. For more general treatments on minimal polynomials of the elements in a finite field or a periodic sequence, and the DFT of sequences, the reader is referred to [1] .
Minimal Polynomials with Constrained Weights
In this section, we show the linear subspace structure of the filtering sequence. For a positive integer i, we define
which is referred to as the weight of i. Note that H(i) is the usual Hamming weight of i when q = 2. It is known that the zeroes of the minimal polynomial of the filtering sequence b is a subset of the following set:
where
Let g α i (x) be the minimal polynomial of α i over F q which is given by
where n i is the size of the coset C i which is the smallest number satisfying
(mod q n − 1). Let T be the set consisting of all coset leaders modulo q n − 1 and define
Let p(x) be the polynomial
and p i (x) the polynomial
Then G(p) can be written as a direct sum of the subspaces of V (F q )
Extractors
Let L be the linear span of {b t }, and
n i for q = 2, the binary case. We may write
For avoiding the use of a double index, we denote
Then we have
In the following, we show how to separate or extract a k from b = {b t }, the filtering sequence. From (2), it follows that b = s j=1 a j and thus we have that
Note that p k (E)a j = 0 if j = k. Thus (3) above becomes
If we let
we see that
. .).
Going through the details, we have that
. In general, we have therefore shown that
is the minimal polynomial of b = {b t } and gcd(k, 2 n −1) = 1. It follows that
We call (u 0 , u 1 , · · · , u n−1 ) an extractor of b.
Extract β
Let (b 0 , b 1 , . . . , b D−1 ) be known. The goal is to obtain β. This yields the initial state of the LFSR which produces b. From (4) we have that
and so
. . . 
Thus (u
Since M is a Vandermonde matrix and (u 0 , u 1 , . . . , u n−1 ) is known, by solving this equation system we obtain x 0 = r. This gives
and therefore
where r and p k (α k ) are known. The remaining task is how to find A k . Note that {A k } is related to a discrete Fourier transform of {b t }, which can be computed through expansion of b t .
How to Compute {A k }
In this section, we restrict ourselves to the binary case. For the q-ary (q > 2) case, there is a similar result which is omitted here for simplicity. In the binary case,
v e where x = βα t .
The following theorem is useful for simplifying the calculations of y t .
Theorem 1.
and J is a partition of {i 1 , . . . , i e } into v parts for which the jth part has size
and h j is the sum of elements in the jth part.
Remark. The inner sum of (6) can be described by the sum of the different permutation terms in the determinant of the following e × e matrix:
In other words, J α J(u) is equal to the sum of different permutation terms of
where Y i,k is given by Theorem 1.
The proofs of these two theorems including the q-ary case, q > 2, can be found in [2] or derived from the results in [4] and [5] .
Example 1. Consider a filter generator consisting of an m-sequence s = {s t } generated by h(x) = x 4 + x + 1 ∈ F 2 , where we can write {s t } in terms of the zeroes of h(x) by
filtered through the simple function
with deg(f ) = 3. Let (e 0 , e 1 , e 2 ) = (0, 1, 3) be the tapping positions from the register such that the key stream sequence b t is given by In this example we assume that
The cosets modulo 15 are
so the corresponding polynomials g α i are
Thus in this case p(x) is simply the polynomial
We can write b t in terms of the zeroes of g(x) as
Using Theorem 1, we now compute
There is only one such u, which is u = (0, 0, 2, 1), so we compute
For k = 3, we have two possible values u ∈ {(0, 1, 0, 2), (3, 0, 0, 0)} such that 
For k = 5, we have two possible values of u ∈ {(1, 2, 0, 0), (0, 0, 1, 2)}, leading to values of J(u) being α 3 and α 12 respectively, and therefore
For k = 7, we find only one value of u = (1, 1, 1, 0), leading to J(u) being α 8 , and thus
Thus we can now write the sequence b t as
where x = βα t , t = 0, 1, . . .. We have that the linear span of b is L = 10, which is equal to the degree of the polynomial r(x) = g α (x)g α 5 (x)g α 7 (x). We may choose k = 7 and compute Then using M 1 , M and u we compute x 0 = r by
1 and Theorem 2. In this case, there is no saving for choosing special k, since we need to compute A k for all k ∈ Γ (d). Note that if we only know L consecutive bits of b, we cannot apply the Berlekamp-Massey algorithm to obtain the minimal polynomial of b because it requires 2L consecutive bits of b. So, the computation cost is counted for computing all the A j , j ∈ Γ (d). We summarize the linear subspace attack, described in Sections 3-6, with these two different approaches in the pre-computation stage in the following two procedures.
