A discontinuous Galerkin method based on a Taylor basis is presented for the solution of the magnetohydrodynamics equations on arbitrary grids. Unlike the traditional discontinuous Galerkin methods, where either standard Lagrange finite element or hierarchical node-based basis functions are used to represent numerical polynomial solutions in each element, this DG method represents the numerical polynomial solutions using a Taylor series expansion at the centroid of the cell. Consequently, this formulation is able to provide a unified framework, where both cell-centered and vertex-centered finite volume schemes can be viewed as special cases of this discontinuous Galerkin method by choosing reconstruction schemes to compute the derivatives, offer the insight why the DG methods are a better approach than the finite volume methods based on either TVD/MUSCL reconstruction or essentially non-oscillatory (ENO)/weighted essentially non-oscillatory (WENO) reconstruction, and has a number of distinct, desirable, and attractive features, which can be effectively used to address some of shortcomings of the DG methods. The extension of the HLLD scheme to multi-dimensional problems is developed to compute fluxes across cell interfaces. The developed method is used to compute a variety of test cases. The numerical experiments demonstrate the high accuracy of this discontinuous Galerkin method.
I. Introduction
he discontinuous Galerkin methods (DGM) have recently become popular for the solution of systems of conservation laws. Originally introduced for the solution of neutron transport equations 1 , nowadays they are widely used in computational fluid dynamics, computational acoustics, and computational magneto-hydrodynamics. The discontinuous Galerkin methods combine two advantageous features commonly associated with finite element and finite volume methods. As in classical finite element methods, accuracy is obtained by means of high-order polynomial approximation within an element rather than by wide stencils as in the case of finite volume methods. The physics of wave propagation is, however, accounted for by solving the Riemann problems that arise from the discontinuous representation of the solution at element interfaces. In this respect, the DG methods are similar to finite volume methods. The discontinuous Galerkin methods have many attractive features:1) They have several useful mathematical properties with respect to conservation, stability, and convergence; 2) The methods can be easily extended to higher-order (>2 nd ) approximation; 3) the methods are well suited for complex geometries since they can be applied on unstructured grids. In addition, the methods can also handle non-conforming elements, where the grids are allowed to have hanging nodes; 4) the methods are highly parallelizable, as they are compact and each element is independent. Since the elements are discontinuous, and the inter-element communications are minimal, domain decomposition can be efficiently employed. The compactness also allows for structured and simplified coding for the methods; 5) they can easily handle adaptive strategies, since refining or coarsening a grid can be achieved without considering the continuity restriction commonly associated with the conforming elements. The methods allow easy implementation of hp-refinement, for example, the order of accuracy, or shape, can vary from element to element; 6) They have the ability to compute low Mach number flow problems without recourse to the time-preconditioning techniques normally required for the finite volume methods. In contrast to the enormous advances in the theoretical and numerical analysis of the DGM, the development of a viable, attractive, competitive, and ultimately superior DG method over the more mature and well-established second order methods is relatively an untouched area. This is mainly due to the fact that the DGM have a number of weaknesses that have yet to be addressed, before they can be robustly used for problems of practical interest in magnetohydrodynamics in a complex configuration environment. Indeed, compared to the finite element methods and finite volume methods, the DG methods require solutions of systems of equations with more unknowns for the same grids. Consequently, these methods have been recognized as expensive in terms of both computational costs and storage requirements.
In the traditional DG methods either standard Lagrange or hierarchical node-based finite element basis functions are used to represent numerical polynomial solutions in each element. As a result, the unknowns to be solved are the variables at the nodes and the polynomial solutions are dependent on the shape of elements. For example, for a linear polynomial approximation in 2D, a linear polynomial approximation is used for triangular elements and the unknowns to be solved are the variables at the three vertices and a bi-linear polynomial approximation is used for quadrilateral elements and the unknowns to be solved are the variables at the four vertices. Alternatively, the numerical polynomial solutions are represented using a Taylor series expansion at the centroid of the cell, which can be further expressed as a combination of cell-averaged values and their derivatives at the centroid of the cell. The unknowns to be solved in this formulation are the cell-averaged variables and their derivatives at the center of the cells, regardless of element shapes. As a result, this formulation is able to provide a unified framework, where both cell-centered and vertex-centered finite volume schemes can be viewed as special cases of this discontinuous Galerkin method by choosing reconstruction schemes to compute the derivatives, offer the insight why the DG methods are a better approach than the finite volume methods based on either TVD/MUSCL reconstruction or ENO/WENO reconstruction, and possesses a number of distinct, desirable, and attractive features and advantages, which can be effectively used to address the shortcomings of the DG methods mentioned above. First, the same numerical polynomial solutions are used for any shapes of elements, which can be triangle, quadrilateral, and polygon in 2D, and tetrahedron, pyramid, prism, and hexahedron in 3D. Using this formulation, DG methods can be easily implemented on arbitrary meshes. The numerical method based on this formulation has the ability to compute 1D, 2D, and 3D problems using the very same code, which greatly alleviates the need and pain for code maintenance and upgrade. Secondly, cell-averaged variables and their derivatives are handily available in this formulation. This makes implementation of a WENO limiter straightforward and efficient that is required to eliminate non-physical oscillations in the vicinity of discontinuities. Thirdly, the basis functions are hierarchic. This greatly facilitates implementation of p-multigrid methods and p-refinement. Last, cell-averaged variable equations are decoupled from their derivatives equations in this formulation. This makes development of fast, low-storage implicit methods possible. By fully exploring and taking advantage of this discontinuous Galerkin formulation, a Taylor-basis based discontinuous Galerkin method 13 has been successfully developed for solving the computational fluid dynamics problems on arbitrary grids. The numerical results obtained have illustrated the superior accuracy of this discontinuous Galerkin method over a finite volume method and WENO method, demonstrating that the discontinuous Galerkin methods provide a viable, attractive, and competitive alternative to the more traditional, more established, and more elaborate finite volume, finite element, and finite-difference methods for solving CFD problems around complex geometries.
The objective of the efforts presented in this paper is to extend this discontinuous Galerkin formulation to develop an accurate and efficient method for solving the magnetohydrodynamics (MHD) equations on arbitrary grids. Numerical experiments for a variety of test cases are conducted to demonstrate the accuracy and efficiency of the developed discontinuous Galerkin method. The remainder of this paper is structured as follows: The governing equations are described in Section 2. The discontinuous Galerkin method based on a Taylor basis is presented in Section 3. Numerical experiments are reported in Section 4. Concluding remarks are given in Section 5.
II. Governing Equations
The 3D MHD equations can be written in conservative form as:
where ρ, p, and E denote the density, pressure, and specific total energy of the fluid, respectively, and V=(u,v,w) and B=(b x ,b y ,b z ) are velocity and magnetic field components in the x-, y-, and z-direction, respectively.
This set of equations is completed by the addition of the equation of state,
In MHD problem the criteria that should be satisfied is divergence free:
The above equation can be expressed in vector form as
III. Discontinuous Galerkin method
The governing equation (7) is discretized using a discontinuous Galerkin finite element formulation. To formulate the discontinuous Galerkin method, we first introduce the following weak formulation, which is obtained by multiplying the above conservation law by a test function W, integrating over the domain Ω, and then performing an integration by parts,
where Γ(=∂Ω) denotes the boundary of Ω, and n j the unit outward normal vector to the boundary. We assume that the domain Ω is subdivided into a collection of non-overlapping elements Ω e , which can be triangles, quadrilaterals, polygons, or their combinations in 2D and tetrahedra, prisms, pyramids, and hexahedra or their combinations in 3D. We introduce the following broken Sobolev space V h p (10) which consists of discontinuous vector-values polynomial functions of degree p, and where m is the dimension of the unknown vector and (11) where α denotes a multi-index and d is the dimension of space. Then, we can obtain the following semi-discrete form by applying weak formulation on each element Ω e Find such as (12) where U h and W h represent the finite element approximations to the analytical solution U and the test function W respectively, and they are approximated by a piecewise polynomial function of degrees p, which are discontinuous between the cell interfaces. Assume that B is the basis of polynomial function of degrees p, this is then equivalent to the following system of N equations,
where N is the dimension of the polynomial space. Since the numerical solution U h is discontinuous between element interfaces, the interface fluxes are not uniquely defined. The choice of these fluxes is crucial for the DG L and U h R are the conservative state vector at the left and right side of the element boundary. The computation of the viscous fluxes in the boundary integral has to properly resolve the discontinuities at the interfaces. This scheme is called discontinuous Galerkin method of degree p, or in short notation DG(P) method. Note that discontinuous Galerkin formulations are very similar to finite volume schemes, especially in their use of numerical fluxes. Indeed, the classical first-order cell-centered finite volume scheme exactly corresponds to the DG(P 0 ) method, i.e., to the discontinuous Galerkin method using a piecewise constant polynomial. Consequently, the DG(P k ) methods with k>0 can be regarded as a natural generalization of finite volume methods to higher order methods. By simply increasing the degree P of the polynomials, the DG methods of corresponding higher order can be obtained.
In the traditional DGM, numerical polynomial solutions U h in each element are expressed using either standard Lagrange finite element or hierarchical node-based basis as following (14) where B i are the finite element basis functions. As a result, the unknowns to be solved are the variables at the nodes U i , as illustrated in Figure 1 for linear and quadratic polynomial approximations.
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Figure. 1. Representation of polynomial solutions using finite element shape functions
On each cell, a system of NxN has to be solved, where polynomial solutions are dependent on the shape of elements. For example, for a linear polynomial approximation in 2D as shown in Fig.1 , a linear polynomial is used for triangular elements and the unknowns to be solved are the variables at the three vertices and a bi-linear polynomial is used for quadrilateral elements and the unknowns to be solved are the variables at the four vertices. However, numerical polynomial solutions U can be expressed in other forms as well. In the present work, the numerical polynomial solutions are represented using a Taylor series expansion at the center of the cell. For example, if we do a Taylor series expansion at the cell centroid, the quadratic polynomial solutions can be expressed as follows (15) which can be further expressed as cell-averaged values and their derivatives at the center of the cell 
Figure 2. Representation of polynomial solutions using a Taylor series expansion
In this case, the dimension of the polynomial space is six and the six basis functions are (17) The discontinuous Galerkin formulation then leads to the following six equations (18) Note that in this formulation, equations for the cell-averaged variables are decoupled from equations for their derivatives due to the judicial choice of the basis functions and the fact that (19) In the implementation of this DG method, the basis functions are actually normalized in order to improve the conditioning of the system matrix (13) as follows: (20) where ∆x=0.5(x max -x min ), and ∆y=0.5(y max -y min ), and x ma ,x min , y max , and y min are the maximum and minimum coordinates in the cell Ω e in x-, and y-directions, respectively. A quadratic polynomial solution can then be rewritten as The above normalization is especially important to alleviate the stiffness of the system matrix for higher-order DG approximations.
This Taylor-basis DG method has a number of attractive features. Theoretically, this formulation allows us to clearly see the similarity and difference between DG and FV methods. In fact, the discretized governing equations for the cell-averaged variables and the assumption of polynomial solutions on each cell are exactly the same for both finite volume and DG methods. The only difference between them is the way how they obtain high-order (>1) polynomial solutions. In the finite volume methods, the polynomial solution of degrees p are reconstructed using the mean values of the neighboring cells, which can be obtained using either TVD/MUSCL or ENO/WENO reconstruction schemes. Unlike the FV methods, the DG methods compute the derivatives in a manner similar to the mean variables. This is compact, rigorous, and elegant mathematically in contrast with arbitrariness characterizing the reconstruction schemes with respect how to compute the derivatives and how to choose the stencils in the FV methods. Furthermore, the higher order DG methods can be easily constructed by simply increasing the degree p of the polynomials locally, in contrast to the finite volume methods which use the extended stencils to achieve higher order of accuracy.
How to calculate the fluxes of mass, momemtum, and energy fluxes across the cell interfaces is an important aspect of computational MHD. The idea of using a multi state HLL Riemann solver for MHD problems, was first introduced by Miyoushy and Kusano 40 . They presented a HLLD formulation for one-dimensional ideal MHD problem, which works better than other approximate Riemann solvers. Here we extend this formulation for multidimensional problem and show that it works well for multidimensional and DG methods. The fluxes at the cell interfaces in Eq. 13 can be written as (22) where (23) and ( 
24)
Eigen value analysis of (22) shows that we have different wave speeds as below: (25) (26) (27) Left and right signal speed can be calculated as for HLL Riemann Solver can be calculated as: 
Using above relations HLLD Riemann solver can be used for MHD problems.
IV. Numerical Examples
All computations are performed on a Dell precision 3400 computer with 4 GBytes memory running the Suse 10.2 Linux operating system. Both 1D and 2D examples are presented to demonstrate the versatility of the DG method.
Results for one-dimensional problems can be readily obtained by setting the number of cells in both y-and zdirections to be 1. For two-dimensional problems, the number of cells in the z-direction is simply set to be 1.
A. One dimensional test case
Here we perform two one-dimensional shock tube problems presented at [40] . In both test cases 800 grid cells are used with CFL number of 0.6. For the first problem (Fig 3) Second one-dimensional shuck-tube that is tested here [40] , has initial conditions of (ρ ,p ,u ,v ,w ,B x ,B y As observed here for this test case, HLLD Riemann solver acts better than HLLE, especially for DGP0. It is less dissipative and predicts values near discontinuities better than HLLE. It also observed that DGP1 is more accurate than DGP0 for smooth region far enough from discontinuities. But near discontinuities some dispersion arises that should be damped down using appropriate limiter. 
B. Two dimensional test cases:
Here discontinuous Galerkin method with HLLD Riemann solver is used to numerical simulation of twodimensional MHD problem on unstructured grid.
In first problem (Fig 5) MHD blast wave [41] is numerically solved with γ=1.4 at time t=0.01. The computational domain for this problem is a circle with radius of unity with center of origin. At middle of domain there is a high pressure part with radius of 0.1 which has pressure of 1000 and pressure at rest of domain is 0.1. At computational domain flow is at rest and has density of unity and B=(100/ ,0 ,0). Results of this problem are shown at figure 6 at time t=0.01 with γ=1.4. Second test case is rotor problem [41] that is initialized on a circle with radius of 1.0 with periodic BC's. The initial condition is P=1, B x =5/ , B y =0
In which r 0 =0.1, r 1 =0.115, r= , w=B z =0, f=(r 1 -r)/(r 1 -r 0 ) with γ=1.4. This problem contains high density rotating core at center of circle with constant pressure. Results are shown at figure 6. At figure 6-a) density contours are shown at time t=0.15, and gas pressure, velocity magnitude, and magnetic pressure are shown at figures b), c), and d), respectively. As can be seen here, results are comparable with results at [41] although they are on unstructured grid. 
V. Conclusions
A discontinuous Galerkin formulation based on a Taylor basis has been presented for solving the magnetohydrodynamics (MHD) equations on arbitrary grids. This formulation is able to provide a unified framework, where the finite volume schemes can be recovered as special cases of the discontinuous Galerkin method by choosing reconstruction schemes to compute the derivatives, offer the insight why the DG methods are a better approach than the finite volume methods based on either TVD/MUSCL reconstruction or essentially nonoscillatory (ENO)/weighted essentially non-oscillatory (WENO) reconstruction, and has a number of distinct, desirable, and attractive features, which can be effectively used to address some of shortcomings of the DG methods. Two approximate Riemann solvers have been developed to compute fluxes across cell interfaces. The developed method is used to compute a variety of test cases. The numerical results demonstrated the good accuracy of this discontinuous Galerkin method The versatility of this DG method is also demonstrated in its ability to compute 1D, 2D, and 3D problems using the very same code, greatly alleviating the need and pain for code maintenance and upgrade.
