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Flight Validation of a Metrics Driven L1 Adaptive Control
in the Presence of General Unmodeled Dynamics
Enric Xargay, Vladimir Dobrokhodov, Ioannis Kitsios, Isaac Kaminer, Kevin D. Jones,
Naira Hovakimyan, Chengyu Cao, Mariano I. Lizarraga, and Irene M. Gregory
Abstract— The paper summarizes the results of an ongoing
effort in the development and flight validation and verification
of the metrics driven L1 adaptive flight control system. In
particular, the paper develops a unified framework for design,
implementation, validation and verification of flight critical
control systems including: (i) definition of experimental con-
trol validation technique that accounts for generalized plant
uncertainties or unmodeled dynamics; (ii) tuning the developed
L1 adaptive controller to explicitly address performance metrics
in the presence of modeling uncertainties under adverse flight
conditions; (iii) development of a flight control system testing
environment for implementation of the resulting algorithms
onboard of a small unmanned aerial vehicle; and (iv) designing
and conducting of a comprehensive flight test validation and
verification program that demonstrates performance of the
proposed adaptive control algorithm.
I. INTRODUCTION
This paper addresses the objectives posed by NASA
IRAC-1.5 (Integrated Resilient Aircraft Control) Program
that focus primarily on the design, analysis and flight valida-
tion of novel adaptive flight control algorithms capable of fast
and guaranteed safe recovery of a suddenly impaired aircraft.
To meet these objectives the paper develops experimental
tools and methods for hardware-in-the-loop (HIL) and flight
Validation and Verification of the recently developed Theory
of Fast and Robust Adaptation since it explicitly addresses
the goals of the IRAC-1.5. Specifically, it guarantees (i) fast
adaptation, which proves to be instrumental for improving
both performance and robustness throughout the entire flight
envelope, including emergency landing; (ii) gain and time-
delay margins similar to linear systems; and (iii) a priori
prediction of the uniform performance bounds.
The ultimate goal of implementing L1 adaptive controller
onboard is to guarantee that an airplane flying inside the
nominal flight envelope and suddenly experiencing an ad-
verse flight regime or control surface failures, such as instan-
taneous actuator failures, structural damage or unusual atti-
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tude, will not “escape” its nominal flight envelope provided
that some control redundancy remains. This fact alone will
allow for a decrease in fatality rate of commercial aircraft of
the future. Furthermore, if active in adverse flight conditions,
the L1 adaptive controller allows for maximum possible
recovery of any remaining control authority by automatically
reallocating and combining any available control channels.
Note that successful recovery from a failure, if possible at
all, can be achieved only during the first few seconds after it
occurs (there is simply no time for learning). This is in sharp
contrast to Fault Detection and Isolation techniques. Thus
the guaranteed fast adaptation rate of L1 Adaptive Control
makes it ideally suited for such eventualities and may lead
to a decrease in fatality rates. This directly contributes to the
general mission of the IRAC Program.
On the other hand, the lack of robustness exhibited by con-
ventional MRAC was first pointed out in 1979 by Egardt [1]
and analyzed in greater detail by Rohrs et al [2]. Although
the paper included a rigorous proof of the existence of two
infinite-gain operators in the adaptive closed-loop system,
the explanation given for the cause of instability was not
completely satisfactory. The right explanation was provided
in later papers by Åström [3] and Anderson [4]. The results
and conclusions of this paper started to be investigated by
other authors [5]–[11], who not only analyzed the causes
of instability but also proposed damping-type modifications
of the adaptive laws with the objective to limit the gain
of the adaptation loop and to eliminate its integral action.
Examples of these modifications are the σ-modification [7],
the ε-modification [10], and the parameter projection [12].
All these modifications solved the problem of parameter
drift; however, they left unsolved the real problem of the
incapability to achieve uniform transient performance for
different reference commands and initial conditions.
In this paper we extend the setup introduced in Ref. [2] to
flight test environment, i.e we replace the first order nominal
plant used there with a small unmanned aerial vehicle (UAV)
controlled by a commercial autopilot (AP). The issues raised
in Ref. [2] coincide with the objectives of IRAC-1.5 and,
therefore, form an ideal outline to follow. Thus, initially
the conventional MRAC is used to augment the nominal
plant and is asked to track a sinusoidal signal of a specific
frequency. This is followed by adding modeling uncertainties
and repeating the previous scenario. The latter is done to
verify correctness of the flight test setup - the results obtained
should be similar to the ones obtained in Ref. [2]. The same
steps are then used to test the L1 adaptive control system.
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Fig. 2: System with unmodeled dynamics.
The paper is organized as follows. Section II provides
some theoretical details necessary for understanding and for
an objective evaluation of the adaptive control algorithms.
Section III describes the flight test results of the experiment
that extends the results obtained by Rohrs for conventional
MRAC and shows the performance of the L1 adaptive control
algorithm. Section IV summarizes the key results.
II. PRELIMINARIES OF THE STUDY
The flight test setup and the developed control architecture
used in this paper was first reported in Ref. [13], where
the authors provided preliminary results on flight testing of
L1 adaptive control system in the presence of UAV control
surface failures. In the present paper, the results for the
nominal plant consisting of a UAV and a commercial AP (see
Figure 1) are extended to include “unmodeled dynamics” “in-
jected” at the output of the plant motivated by the approach
outlined in Ref. [2]. In particular, the unmodeled dynamics
considered are a second-order transfer function introducing
significant uncertainty at low frequencies, see Figure 2.
In order to obtain an adequate representation of the
frequency response of the nominal plant in flight we used
the Bowditch-Lissajous technique [14], [15]. The Bowditch-
Lissajous curve is an XY parametric plot of the input and
output of a system with varying values of amplitudes A and
B, frequencies ω1 and ω2, and a phase shift φ:
x(t) = A sin(ω1t)
y(t) = B sin(ω2t+ φ)
The general shape of two dimensional XY plot represented
by the above equations is a function of the phase shift φ, the
ratios of frequencies ω1/ω2 and of ratio A/B. These proper-
ties make interpreting Bowditch-Lissajous plot surprisingly
quick and simple, and lead to the precise analysis of the
experimental results.
A. Adaptive Control Augmentation Algorithms
In this section we present two different adaptive algorithms
that were implemented onboard and tested both in HIL
simulation [13], [16] and in flight test.
1) MRAC Augmentation Algorithm: Several MRAC algo-
rithms are available in the literature with similar robustness
properties. For the purpose of the paper, we use one of the
algorithms presented in Ref. [17].






where Zp(s) and Rp(s) are unknown monic polynomials,
and kp represents the unknown high-frequency gain. The
plant is assumed to be minimum-phase, while an upper
bound n on the number of poles, the relative degree of the
plant n∗, and the sign of the high-frequency gain are assumed





where Zm(s) and Rm(s) are monic Hurwitz polynomials,
while km is a constant. The reference model Gm(s) is
assumed to be SPR and with the same relative degree n∗
as the plant Gp(s).
The control law that solves the model reference problem
is given by the following state-space realization:
ω̇1(t) = Fω1(t) + gu(t) , ω1(0) = 0
ω̇2(t) = Fω2(t) + gy(t) , ω2(0) = 0
u(t) = θ(t)ω(t) , (1)
where the Hurwitz matrix F ∈ Rn−1×n−1 and g ∈ Rn−1
are degrees of freedom available to the controller designer,
ω1(t), ω2(t) ∈ R
n−1, and θ(t) ∈ R2n is the vector of





2 (t) y(t) r(t)
]
,
where y(t) and r(t) represent the output of the plant and
the reference signal respectively. Then the adaptation law
for θ(t) is given by
θ̇(t) = −Γe(t)ω(t)sgn (km/kp) , θ(0) = θ0 , (2)
where Γ > 0 and e(t) = y(t) − ym(t), ym(t) is the output
of the reference model Gm(s) to the reference signal r(t).
Furthermore, to improve robustness properties of this algo-
rithm, we consider three modifications of the MRAC adaptive
control law: (i) projection operator, (ii) σ-modification, and
(iii) ε-modification.
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2) L1 Augmentation Algorithm: This section provides an
overview of the L1 adaptive output feedback controller [18]
for systems of unknown dimension in the presence of un-
modeled dynamics and time-varying uncertainties.
Consider the system
y(s) = Gp(s) (u(s) + z(s)) , y(0) = y0 , (3)
where u(t) ∈ R is the system’s input, y(t) ∈ R is
the system’s output, Gp(s) is assumed to be an unknown
strictly proper transfer function, z(s) is the Laplace transform
of the time-varying uncertainties and disturbances d(t) =
f(t, y(t)), while f is an unknown map, subject to the
following assumptions:
Assumption 1: There exist constants L > 0 and L0 > 0
such that the following inequalities
|f(t, y1)− f(t, y2)| ≤ L |y1 − y2| , |f(t, y)| ≤ L|y|+ L0 ,
hold uniformly in t ≥ 0.
Assumption 2: There exist constants L1 > 0, L2 > 0 and
L3 > 0 such that for all t ≥ 0:
|d(t)| ≤ L1|ẏ(t)|+ L2|y(t)|+ L3 .
The control objective is to design an adaptive output
feedback controller u(t) such that the system output y(t)
tracks the output of a reference model M(s) to a bounded
reference input r(t), i.e. y(s) ≈M(s)r(s). In this paper, we




, m > 0 . (4)
As we will see in Section III-B, this reference model satisfies
all the assumptions of the MRAC algorithm.
In order to provide an intuitive explanation behind the
main idea of the L1 adaptive augmentation used in this paper,
observe that the system in (3) can be rewritten in terms of
the desired system M(s) as
y(s) = M(s) (u(s) + σ(s)) , y(0) = y0 , (5)
where the uncertainties due to Gp(s) and z(s) are lumped





The philosophy of the L1 adaptive output feedback con-
troller is to obtain an estimate of the unknown signal σ(t),
and define a control signal which compensates for these
uncertainties within the bandwidth of a low-pass filter C(s).
This filter represents the key difference between L1 adap-
tive control from conventional MRAC, and guarantees that
the output of the L1 adaptive controller stays in the low-
frequency range even in the presence of high adaptive gains
and large reference inputs. The choice of C(s) defines the
trade-off between performance and robustness [19].
State Predictor: We consider the state predictor
˙̂y(t) = −mŷ(t) +m (u(t) + σ̂(t)) , ŷ(0) = y(0) , (7)
where the adaptive estimate σ̂(t) is governed by the follow-
ing adaptation law.
Adaptive Law: The adaptation of σ̂(t) is defined as
˙̂σ(t) = ΓcProj(σ̂(t),−ỹ(t)), σ̂(0) = 0, (8)
where ỹ(t) = ŷ(t)−y(t) is the error signal between the state
predictor in (7) and the output of the system in (3), Γc ∈ R+
is the adaptation rate subject to a computable lower bound,
and Proj denotes the projection operator [20].
Control Law: The control signal is generated by
u(s) = r(s)− C(s)σ̂(s) , (9)
where C(s) is a strictly proper low-pass filter with C(0) = 1.




, ω > 0 .
The complete L1 adaptive output feedback controller
consists of (7), (8) and (9) subject to the following stability
condition: the design of C(s) and M(s) must ensure that
H(s) =
Gp(s)M(s)
C(s)Gp(s) + (1− C(s))M(s)
(10)
is stable, and that the following L1-norm condition holds
‖H(s)(1− C(s))‖L1L < 1 . (11)
III. EXPERIMENTAL RESULTS
In this section we describe the results obtained in flight
tests for the experiment proposed in Section II. In particular,
we verify the limitations of conventional MRAC algorithms
that Rohrs pointed out in the eighties, and also that the modi-
fications of the adaptive laws introduced since then solve the
problem of parameter drift under appropriate tuning. Results
are only shown for the ε-modification, but similar results
have been obtained for the MRAC algorithm with projection
operator and with σ-modification. Finally, we analyze the
stability and performance characteristics of the L1 adaptive
controller.
Throughout the following sections, we will use the fol-
lowing notations: r - actual UAV turn rate; rcmd - turn rate
reference command; rm - output of the reference system; rad
- turn rate command from the adaptive controller to the AP.
A. Frequency Response Analysis of the Nominal Plant
Using the original idea of obtaining the frequency response
of the plant through Lissajous curves, a biased sinusoidal
reference signal rcmd(t) = b + a sin(ωt) was implemented
onboard with tunable b-bias, a-amplitude, and ω-frequency.
The resulting Lissajous curves along with the filtered least
mean squares estimates (in red) are presented next in Figure 3
with the summarized frequency response results in Table I,




An analysis of the frequency response results of the
nominal system and previous system identification work on
the Rascal UAV (see Ref. [13]) shows that the plant can be
modeled in the linear range as a second-order system with
one zero (and thus with relative degree n∗ = 1), and with the
low frequency magnitude asymptote at 0 dB and the phase
asymptotically approaching −90 deg.
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Fig. 3: Lissajous curves r(rcmd) of the nominal plant for different frequencies.
Frequency, rad/s 0.1 0.5 0.75 1.0 1.5 2.0
Gain, dB 0.1 −0.4 −0.63 −2.5 −2.9 −6.8
Phase, deg −10.4 −38.1 −50.85 −59.4 −83.7 −83.9
TABLE I: Aircraft frequency response.
B. Tuning the Adaptive Algorithms
In this section, based on the general description of the
adaptive algorithms in Section II and the frequency response
results obtained for the open-loop plant, we will define the
structure of the adaptive controllers and adjust their tunable
parameters in flight.
a) MRAC Algorithm: Since the plant has relative de-




, m > 0 ,
which is an SPR transfer function that verifies all the assump-
tions stated in the description of MRAC. The bandwidth of
this reference model was chosen to be 1.5 rad
s
, which is the
bandwidth of the nominal airplane.
For the design of the MRAC algorithm, we will assume
that the upper bound on the number of poles in the plant
is n = 2. With this assumption, both ω1(t) and ω2(t) are
just scalar signals, while the parameters F and g are scalars.




θ1(t) θ2(t) ky(t) kr(t)
]
,
where θ1(t), θ2(t), ky(t), kr(t) ∈ R. The matrix of adaptive
gains is a diagonal 4× 4 matrix with positive entries.
The tunable parameters of the MRAC algorithm have been
adjusted in flight experiments, with the objective of achieving
a satisfactory convergence rate for the parameters without
compromising the robustness of the closed-loop adaptive
system. The values of the parameters are given below:
F = −2 , g = 1 ,
Γ = diag
([
5 10 2 2.5
])
,
while the initial parameter estimate was set to
θ0 =
[
0 0 0 1
]
.
For this set of parameters, the time-delay margin (defined at
the input of the system) obtained at the speed of 22 m
s
and
altitude of 550 m is τ∗ = 0.5 s.
Together with the tunable parameters of the MRAC al-
gorithm, the different modifications of the adaptive laws
were also adjusted in flight. The parameters chosen for the
different modifications are detailed next:
• Projection operator: the bounds for the adaptive pa-
rameters were chosen as follows:
θ1(t), θ2(t), ky(t) ∈ [−0.3, 0.3] , and kr(t) ∈ [0.1, 2] .
• σ-modification: σ was chosen to be σ = 0.075.
• ε-modification:γ was chosen to be γ = 0.25.
b) L1 Adaptive Controller: The L1 augmentation
scheme was tuned to achieve a similar level of performance
as compared to the MRAC algorithm for reference signals in
the low frequency range, and at the same time have similar
robustness characteristics. The reference model was chosen
to be exactly the same as for the MRAC algorithm, that
2246
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Fig. 4: Lissajous curve for the nominal system with unmod-
eled dynamics at the phase crossover frequency.
is, a stable first-order system with bandwidth 1.5 rad
s
. The
adaptive gain was set to 30, 000, while the bandwidth of the
filter was set to ω = 0.6 rad
s
to satisfy the desired trade-off
between adaptation and robustness. The projection bounds
were chosen to be ±1 rad
s
. The time-delay observed in HIL
for the same condition of 22 m
s
and 550 m was τ∗ = 0.5 s.
C. Rohrs’ Counterexample In Flight
In this section, we first introduce artificially at the output
of the plant (closed-loop UAV and AP) a second-order
system representing unmodeled dynamics, similar to Rohrs’
counterexample. In his counterexample, Rohrs considered
the case of very well damped unmodeled dynamics at high
frequencies to show that, even in the presence of apparently
“harmless” uncertainties, the stability of adaptive controllers
was not guaranteed. In this paper, nevertheless, we consider
the case of more challenging uncertainties, with the objective
of evaluating the performance of the L1 adaptive augmenta-
tion in the presence of unmodeled dynamics. In particular,
we choose a low-damped second-order system with natural




s2 + 2ζωns+ ω2n
,
with ωn = 1.5 rads and ζ = 0.45.
With the addition of this second-order system, the new
plant has the phase crossover frequency at 1.6 rad
s
. Figure 4
shows the Lissajous curve of the system output versus the
reference signal for the cascaded system in response to the
biased sinusoidal reference signal at the phase crossover
frequency. As one can observe, the Lissajous curve exhibits
the typical shape for a phase shift of −180 deg, which
confirms that 1.6 rad
s
corresponds to the phase crossover
frequency of the cascaded system.
MRAC Algorithm. Next, the conventional MRAC algo-
rithm is implemented onboard in order to verify that we
are able to reproduce in real flight the same instability
initially observed by Rohrs. Figure 5 shows the response of
the system in the presence of the second-order unmodeled
dynamics to a biased sinusoidal reference signal at the phase
crossover frequency. One can see that the parameters drift























































































(c) Adaptive command to AP


































Fig. 5: MRAC. Closed-loop nominal response in the presence
of unmodeled dynamics to a biased sinusoidal reference
signal at the phase crossover frequency.
slowly, generating command signals larger than ±100 deg
s
,
which are sent to the AP. It is important to note that for
safety reasons, the AP limits the commands received from the
adaptive controller to avoid undesirable attitudes that might
lead to the loss of the UAV.
The same experiment was conducted for the MRAC algo-
rithm with the ε-modification (see Figure 6). As expected,
the parameters do not drift, and the system retains stability
during the whole flight. However, the performance of the
closed-loop adaptive system is significantly degraded due to
the addition of the damping term in the adaptive law.
L1 adaptive augmentation. Finally, in Figure 7, we
present results obtained for the L1 adaptive augmentation
implemented in the same task. The system maintains stability
during the whole flight and the control signal remains inside
reasonable bounds during the experiment. As one would
expect, since the frequency of the reference signal is well
beyond the bandwidth of the low-pas filter C(s) in the
control law, the L1 adaptive controller is not able to re-
cover completely the desired performance of the closed-loop
adaptive system. The response with L1 adaptive controller
is consistent during the entire flight, and does not exhibit
undesirable characteristics like bursting.
IV. CONCLUSION
This paper presented a flight test verification and valida-
tion of two different adaptive control algorithms in flight test,
MRAC and L1 adaptive control in the presence of unmodeled
dynamics. To keep the results in historical context, for testing
the performance in the presence of unmodeled dynamics, we
referred to Rohrs’ counterexample. Flight test results showed
that conventional MRAC loses stability in the presence
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(c) Adaptive command to AP

































Fig. 6: MRAC with ε-modification. Closed-loop nominal
response in the presence of unmodeled dynamics to a biased
sinusoidal reference signal at the phase crossover frequency.
of unmodeled dynamics, verifying that the setup adopted
qualitatively reproduces the results obtained by Rohrs. In
addition, it was shown that modifications of MRAC proposed
in the literature do maintain stability, albeit the transient
performance cannot be predicted. Finally, the L1 output
feedback adaptive controller was also tested in the same
setup. Results confirmed that the L1 controller, which can
be tuned systematically, maintains stability and predictable
performance in the presence of unmodeled dynamics.
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