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OVERALL INTRODUCTION 
This dissertation consists of two parts: Part A deals with contri­
butions to survey sampling and Part B with contributions to the design 
of experiments. 
Part A of the dissertation is concerned mainly with the theory of 
sampling with unequal probabilities. Several estimators for the var­
iance of the Horvitz-Thompson estimator are studied with regard to 
the mean square errors and confidence intervals. Also, approximate 
expressions for inclusion probabilities for Sampford's procedure of 
sampling without replacement are obtained. 
In Part B of the dissertation, various aspects of the construction 
of Partially Balanced Incomplete Block (PBIB) designs are investi­
gated. Some combinatorial matrices, viz. Generalized Balanced 
Matrices (GBM) and Strongly Balanced Matrices (SBM) are used to 
obtain two-associate and higher associate PBIB designs. Among the 
two-associate PBIB designs, the most extensively studied are liie 
group-divisible designs. Some methods for obtaining cyclic solutions 
of group -divisible designs are explored. An attempt has been made to 
see if symmetric regular group -divisible designs can always be laid 
out as cyclic designs. 
2 
PART A. 
CONTRIBUTIONS TO SURVEY SAMPLING 
3 
1. INTRODUCTION: 
A GENERAL REVIEW 
The use of sample surveys is increasingly seen as a helpful method 
of collecting information on numerous topics of interest in the social 
sciences and in agriculture. At the present time "surveys" and "polls" 
have become household terms in most of the developed countries of the 
world. In the United States, Gallup, Harris and other opinion polls are 
used frequently in market research, in social research, in elections, 
etc. Social scientists and economists have applied sample surveys to 
a broad range of theoretical and practical problems. 
A large number of population characteristics can be estimated 
through sample surveys. As the first step toward making any inference 
regarding the population parameters, it is necessary to compute the 
variance of these estimates. The main idea of using sample surveys 
is to reduce the expenditure and time involved in complete enumeration 
of the population. In order to carry out a sample survey investigation 
it is important to consider the cost involved and the precision of the 
estimates obtained. 
In a survey, it is usually assumed that there exists a finite popu­
lation: a finite set of N distinguishable elements. Bernoulli developed 
more than two centuries ago the theory of independent random sam­
pling of elements from a population where the unit of sampling and the 
4 
unit of analysis coincide. A century later. Poisson outlined a theory 
to measure the gains that would accrue from the introduction of strati­
fied sampling.Ihe comprehensive adaptation of the work of Bernoulli 
and Poisson co sampling from finite populations that we know today 
was summarized by Bowley in 1926. 
However, the classical paper of Neyman (1934) marks the beginning 
of tie era of what is nowadays referred to as "probability sampling". 
In this paper it is shown that the sampling variance of an estimate can 
be reduced by dividing a population into several strata ana varying the 
proportions of units included in the sample from stratum to stratum. 
For determining the proportion of units to be drawn from a stratum 
Neyman introduced the criterion "minimize the variance subject to 
fixed sample size". Sukhatme (1935) investigated the interesting prob­
lem of how to overcome the practical di^iculties involved in the 
Neyman method of allocation of the sample to various strata. Yates 
and Zacopanay (1935) gave a more general formulation of Neyman's 
criterion of optimality: "minimize the variance subject to fixed cost, 
or vice versa". It is essentially this kind of criterion which governs 
die design of large-scale sample surveys. 
In order to show that it is possible to reduce the variance of an 
estimate by stratification Neyman (1934) presumed that tie units 
within any stratum would be drawn with equal probability. In many 
5 
practical sampling problems the use of constant probabilities is neither 
necessary nor desirable. Hansen and Hurwitz (1943) show that not 
only it is possible to obtain ' unbiased ' or 'consistent ' estimates with 
varying probabilities of selection of the sampling units, but also that 
it is feasible to reduce the variance of sample estimates by appropriate 
use of this device. 
Since in any large-scale sample survey stratification is essential 
and in stratified sampling samples are drawn independently from each 
stratum consisting of a finite number of units, it may be stated that the 
remarkable works of Neyman (1934) and Hansen and Hurwitz (1943) 
gave birth to what is known today as the "theory of sampling with equal 
and unequal probabilities from a finite population". In this part of the 
dissertation, we will be mainly concerned with the theory of sampling 
with unequal probabilities. 
Unequal probability sampling involves selection of sampling units 
with probabilities proportional to the size of the supplementary variable 
which is correlated with the characteristic for which the population 
total or mean is to be estimated. For example, villages with larger 
geographical areas are likely to have larger populations and larger 
areas under food crops, and in estimating production or food supply it 
may well be desirable to adopt a scheme of selection in which villages 
are selected with probabilities proportional to their populations or to 
6 
their geographical areas. 
1.1. The Modern Theory of Sampling from Finite Populations 
Consider a finite population of known number N of distinguishable 
units U = (i), i = 1, 2, ... N and a real-valued character Y defined 
over U, which takes the value y^ on the unit i, i= 1, 2, ... N. 
The vector 
y  = (y i .  • • •  y^)  
is unknown and the problem of sampling is in general to estimate cer­
tain functions of y, called parameters. Normally one would be inter­
ested in the population total 
N 
Y. = Z y. 
i=l ^ 
or the mean 
Y = Y./N . 
Let X be another real-valued character taking the value x. on 
the unit i, i = 1, 2, ... N, and assume the vector x = (x,, x_, ..., 
~ 12 
is known. When the characters X and Y are highly correlated, 
X. is called a "measure of size" of the unit i, i = 1, 2, ...» N. 
The unequal probability scheme developed by Hansen and Hurwitz 
(1943) is characterized by sampling with replacement or the selection 
7 
of one unit from a stratum with "probability proportional to size 
(p.p. 3.)" x^. Attempts to formulate a. general theory of varying prob­
ability without replacement were first made by Horvitz and Thompson 
(1952) who considered general unequal probability sampling methods 
and suggested an unbiased estimator of Y. in the general case. 
Godambe (1955) generalized the concept of linear estimators for gen­
eral sampling methods and established die non-existence of a ' best' 
estimator for any sampling design. The basic concepts involved in 
the theory are briefly dealt with in what follows. 
Let s be an ordered finite sequence of units from U: 
s = (i^, 1^, ... 
where 
1< i. < N 
— J — 
n(s) is known as the 'size' of the sample s. The number of distinct 
units in s will be denoted by v (s). 
Let S be the set of all possible samples of size n(s). The set 
(scS) together with an arbitrary probability measure P = (P ) is said 
s 
to define a general sampling design with respect to the population U 
and is written as 
D = (S, P) 
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For any design D the 'inclusion probabilities' of the unit i of U 
are defined by 
TT. = 17.(D) = S P 
11 s S=)L 
(where the summation is over all samples s which contain the unit i), 
and the 'joint inclusion probabilities of the pairs (i, j), are defined by 
TT.. = TT..(D) = 2 P 
=i.j ' 
i/j 
(where the summation is over all samples s which contain the pair 
of units (i,j)) 
The following relations between TT. and TT.. always hold: 
N 
S TT. = n 
i=l ^ 
N 
Z TT.. = n(n-l) 
i/j 
N 
2 TT..  =  (n-1)  TT. 
In general, it can be seen that 
N 
S TT = n(n-l) ... (n-r+1) 
N 
S ^2 * * * ^r ~ (n-l)(n-2) ... (n-r+1) n, 
i (/i_ ^ ij) = 1 
For any sampling design D for-which > 0 for i<i<N, the 
unbiased estimator of Y- proposed by Horvitz and Thompson (1952) 
is given by 
ICS 
where the sum is over all distinct units of s. Defining z. = y^/ 
=HT= 
ICS 
(If TT^ = 0 for some unit, then Y. is not estimable). 
The variance of e^^, denoted by is 
N , N 
V = S  TT.(1_ TT.)  z. + S (TT. .  -  T7.  TT.)  Z .  Z.  
HT 1 1 iJ 1 J 1 J 
Further, if D is such that TT.. > 0 for all (i, j), 1 < i / j < N, then an ij — — 
unbiased estimator of V_.„ is HT 
V (1) = Z (1 -tr.) + 2 r . z.z. 
HT ' i<j„ « ' J y : ] 
In some situations this estimator has been found to take negative 
values and therefore Yates and Grundy (1953), assuming that v(s) = 
n(s) = n (say) for all sgS and > 0, gave an alternative (but 
equivalent) expression for V as fiT 
""HT 
10 
and suggested an estimate 
l<j € s 
provided, of course, TT,. > 0 for 1 < i /j < N, which also assumes ij — — 
negative values but less frequently. 
We observe that if the are exactly proportional to the y^, the 
variance of e is zero. But values of the y. are never known in 
practice. However, values of x^, the characteristic X correlated 
with y y may be known. It follows that by making the proportional 
to the x^, there may be considerable reduction in the variance of 
e . Godambe (1955) has shown that the Horvitz and Thompson esti-
N 
ma tor e with TT. = np., where p. = x. / 2 x., 1 < i < N, so that 
H T  1  1  1 1 . , 1  —  —  1=1 
0 < TT. < 1, is ' optimum ' in the sense that its 'expected variance' is a 
minimum. 
Several other estimators have been proposed for the variance of the 
Horvitz and Thompson estimator, V , defined below: M X 
VHT(3) = (SC.,£../ ,T.,)(ZCY/TI., )- 'S^C..,  
(due to Fuller (1970)) 
V (4) = S c f + S c~ . f + (n-l)/(n+l) • ex. f , 
i<jcs  "J  "  ics  "  = = 
(due to Biyani (1978)) 
11 
l<jCS •' ICS 
(due to Biyani (1978)) 
v^^(6)  = (2c  f  x rc  ) - '  I  V 
s s l<j 
(Ratio type estimator, Biyani (1978)) 
where 
r _ / \2 
I . .  — (Z . -Z. )  ,  C. .  — TT.  TT.  -TT. . ,  ij 1 J y 1 J y 
V"-"' J€S 
V'z' v f V " -l<j€S i€S 
=  Z C.,  = T T .(1-TT.)  -Z C.,  ,  
"  k / s  *  '  '  k e s  *  
c~ =2 Ow. and 
ss . si 
IçS 
N 
^ 'J: -^ki = Z^.(l.:T.)/2 - c ~ - s c . 
k<jg(S 1=1 i<jcs 
With several estimators available for V„ in the literature, it is 
tl X 
important to examine their relative performance in actual practice. 
Biyani (1978) has shown that die estimators V (4) and V^,^(6) 
riX riX 
appear to be generally more efficient than the other estimators using 
as a criterion the mean square error of each estimator based on 200 
samples of sizes 3 and 5. 
In Chapter 2, the stability of several estimators of V , the 
riX 
12 
variance of the Horvitz-Thompson estimator, is numerically compared, 
using analytic expressions for the variance of these estimators. Also, 
we have compared several estimators, using as criterion the mean 
square error of each estimator based on all possible samples of size n, 
and obtained from the formula 
z i = 2, 3, ... 6. 
scS 
For comparing variance estimators, the criterion of mean square 
error is appealing but not necessarily best. An estimator with a rel­
atively large mean square error may come fairly close to the true 
value in a large proportion of samples. Therefore, within Ûie frame­
work of conventional sampling theory, one is most interested in the 
accuracy of the confidence intervals and the average width of confidence 
intervals based on a given variance estimator. Therefore, in Chapter 
3, we have compared different variance estimators, using the criterion, 
of confidence intervals. 
in Chapters 2 and 3, the sampling procedure of Sampford (1967) 
has been used to draw samples with inclusion probabilities proportional 
to X. For this procedure, all estimators except V (1) are non-
HT 
negative as the relation > 0 holds. The sampling design was 
implemented using Sampford's rejective algorithm, with a computer 
program written in FORTRAN. 
13 
In order to compare the stability of several variance estimators, 
TT-., TT..,  and TT... have to be computed. The exact expressions for ij ijk ijki 
these inclusion probabilities given by Sampford are very cumbersome 
and as such these inclusion probabilities cannot be computed without 
the help of electronic computers. However, in underdeveloped coun­
tries access to electronic computers is restricted, and most of the 
data have to be analyzed on desk calculators. The need for sample 
surveys in planning economic development is considerable in under­
developed countries, so that these comparisons have limited use and 
in any case simplicity of computation is one of the factors to be con­
sidered in choosing a sampling procedure. In Chapter 4, we there­
fore derive reliable approximations for the inclusion probabilities for 
Sampford's scheme under the assumption of Hartley and Rao, viz., n 
is small relative to N and p^ is of 0(N ^). The approximate ex­
pressions for inclusion probabilities for the Sampford scheme have 
been compared using a natural population. 
14 
2. EMPIRICAL STUDY OF STABILITIES 
OF VARIANCE ESTIMATORS 
2.1. Introduction 
Several estimators for V , the variance of Horvitz-Thompson 
rlT 
estimator have been proposed in the recent years. However, not 
much is known with regard to stabilities of these variance estimators. 
Therefore, in this chapter, we make an empirical study of the stabil­
ities of several variance estimators, using several natural populations. 
The estimators chosen for this study are V (1), V (2), V (3), 
xlT rlj. rlT 
V (6), together with V (7) (simplified version of V.^(5)) and 
fi j. rl X rii 
V (8) (simplified version of V (4)). Biyani's estimators, V (4) f i l  HT HT 
and V.^,^(5) are excluded because analytic expressions for the mean HT 
square error of these estimators are very cumber seme. However, Tse have 
compared Biyani's estimators with other estimators, using the crite­
rion of mean square error based on all possible samples. The re-
jective sampling scheme of Sampford (1967) was used to draw the 
samples, with inclusion probabilities proportional to x . Sample sizes 
of 3, 5, and 7 were considered. 
2.2. Formulae 
The Horvitz-Thompson estimator of the population total is given by 
15 
e = 2 z., where z = y /n (2.1) 
rix 1 111 
les  
The variance of e can be expressed in two equivalent forms as 
riT 
J 
(In particular, TT_ = TT.) 
and 
^ 2 V = S (TT TT -TT ) (Z -Z ) (2.3) 
"  J. J  1  J  IJ  1  J  
While considering estimators two types of unbiasedness restrictions 
are often considered: design-unbiasedness and model-unbiasedness. 
Definition 2.1 
With respect to a given sampling design D(S,P), an estimator 
e(s, y) obtained from a sample s is said to be design-unbiased for 
a function F(y) if 
2 P e(s, y) = F(y) 
sçS ® 
In classical sample survey theory, the population vector y is 
treated as a fixed unknown parameter. A "superpopulation model" 
regards y as the realized value of a random vector Y = (Y,, Y_, 
... having some distribution Making certain assumptions 
about § to represent our prior information about the population, op­
timal estimator for various parameters can be obtained. 
1 6  
Definition 2.2 
An estimator e(s, y) of a function F(y) is said to be optimal 
(or best) in a class K of estimators, under a given model, if for 
every other estimator e' in K, 
Z P [e(s, Y) -F(Y)]^< E, 2 P [e'(s, Y) - F(Y)]^ C S ^ m#,» — C S ^ 
^  SÇS ^  ses  
for all possible distributions § of Y under the model. 
Definition 2. 3 
An estimator e(s, y) is said to be model-unbiased for a function 
F(y), if for every SçS, 
E^[e(s, Y) -F(Y)] = 0. 
In the following we use 
fj, = (z. - z.)^ = Z.Z., 
f. = 2 f../(n-l), c.. = TT. TT.-TT.., 
IS . IJ IJ 1 J XJ J€® 
1<JCS IçS 
"=51= A "^ik = • V -J ^^ik' 
k/s kçs 
= S c^. and 
ss . / si i/s 
N 
Cy = 2 c =S 11.(1 -Tr.)/2 - c ^ - S c... 
= fe<i,s i=i ' ' »= i<Ks 
17 
Some of the proposed estimators for are given below: 
V (1) = 2 (l-TT )zf+2 Z • Vi 
^ ics i<jCs ^ ^ ^ ^ 
(due to Horvitz-Thompson (1952)) 
i<j€ s •' 
(due to Yates and Grundy (1953)) 
(due to Fuller (1970)) 
^htM' \ • <=r fs 
1<J(S •' If s 
(due to Biyani (1978)) 
= .f. % % + (g]/' + "3 
1<JCS 1ÇS 
(due to Biyani (1978)) 
S - ' - ' s - '  1 < J  
(Ratio type estimator, Biyani (1978)) 
and 
N 
V (7) = 2S c S f /n(n-l) 
™ i<j i<j(S 
(simplified version of V (5)), MX 
N 
V (8) = 2aS c.. S f../n(n-l), where a = (n-l)/(n+l). 
i<j i<jcs 
(simplified version of V (4)). f l l  
18 
The estimators V (1) and V^,^(2) are design-unbiased, while 
rll til 
V (6) is approximately so. It was shown by Biyani (1978) that 
Hx 
V (3), V (5), V.^(6) are model-unbiased based on the following fii xil 
model under which z = (z^, z^, ... z^) is a random permutation of 
a fixed vector: 
1 ^ E (z.) = — S z. (constant for all i) 
5 1 N I 
1 ^ 
E^(z^) = constant 
E (z.-z.)^ = constant Ç 1 J 
The variance of the variance estimator given by Horvitz-Thompson 
is 
^ 2 2 2 2 V, = 2 S (TT.. - TT.J/TT.. • c.. 0.. 
1 : : IJ IJ Y IJ J 
N N 
+ ^ J .'V "ij "ik • »ij *ik 
N N 
^  ,  ^ / i  " i j  ^ i j  \x^ i j^kx  
(2.4) 
The variance of the variance estimator given by Yates-Grundy is 
1 9  
J 
N N 
+ .=. J '"ijk -"y • • "ik • • =ik ^ij-
i , j  Vi , j  
N N 
^ T'. , w. ^."ijkx "ij * ^kx * ^ij ^kx^ij ^ k£^ 1, J K,i./X, J 
(2.5) 
Fuller's estimator, V (3) can be rewritten as 
rlT 
= 83/^3 • C^. where 
N 
and C. = Sc.. 
" i<j 
By definition, the mean square error for V (3) is 
m 
MSE[V^(3)] =E[V^^(3) 
= E tVj jT(3)- |c i3£ip '  
where (^ = Zc..C 
Define 
«d=''^s-S'/'=U «g = <8s-S'/'=ù-
Assuming j6^| < 1 and expressing (1+6^) ^ as power series of 6^» 
the mean square error for V (3) to the first order approximation is Xl X 
20 
MSE[Vjj^(3)] = E[{C^(1 +ôg -6j) -
SCS u U 
= s  P^[8s  -cyc„  .d  
S€S 
=  Z P [ g  - R d l ^ ,  w h e r e  R  =  C  ' / C  .  
sCS * s ^ ^ 
= S P [ S C..f../TT.. - R  S C../TT..]^  
sCS = i<jC8 i<jes 
= Z P [ S C../TT.. .££.. _ R}]2 
SCS " i<jcs 
Thus the mean square error of V^^(3) to the first order approximation 
N N 
MSECV HTO):  =s  -R3Cf^ , -R}.  
(2.6) 
21 
Similarly, the mean square error of '•o first order approx­
imation is 
2 S 
i<j k<£ MSE[VHT<«: - [Ifff 
(2.7) 
The mean square error of V (7) is RLX 
MSECVj^(7): = Z p;c Z £ A") - L f 
sCS i<jcs •' i<j 
scs i<jes •' J J J 
S' denotes sum over (i,j ) such 
that either i^s or j / s or both 
^s i. e. at most one can belong to 
s. 
S  P  [S  f . .  q^ .  -  S 'c . .  f .  .1^ ,  where  
-kj = {Vz' - 'ij] • 
S'y (,=4 Skj: Ji, ^ 
k, JÈ 
22 
s^bothk, I 
N N 
-  S  S  f . .  c . .  f ,  ^ q ,  ^  S  P_ 
i< j  k<x ^  ^s^both i j  
s9k ,4  
^ i<j ^^s^bothij 
^ bothk,£ 
N N 
i<j "yk4 
' i<j '''j "ki f"ij • "ijki' 
N N 
' i<j k<4^y ^kjg, t^ka "ijkp 
"'" i<j ^kj& ^ij ^kjg, ""ij •""kx'^'^ijki"^ 
(9 i j  +V(^kf  + V"i jk^  
N N 
-  2 S  f . .  q . .  TT. .  S f c 
i<j '••' 'J k<f 
23 
N N 
- 2 S f.. c . .  TT..  Z f, c 
i<j 'J 
N 2 
-2CV(°) :  2  £ T, 2 f  c  
Kj 1<J 
N 2 
+ [2  f . .  c . . ]  (2 .8)  
i<j 
Similarly, the mean square error for the shrinkage estimator 
VHT(8) is 
MSE[V (8) :  =  [ acy(°) ]^  |  S f „  
i<j k<jt 
N 2 
+  [ S f . .  c . . ] ^  ( 2 . 9 )  
Kj 
2.3. Empirical Results 
The populations used in the study are listed in Table 2.1. In each 
case, we have an auxiliary variable x approximately proportional to 
the variable y of interest. For most of the populations, the Horvitz-
24 
Thompson estimator can be expected to perform reasonably well as an 
estimator of (jie population total. Table 2.2 gives the efficiencies of 
the estimators over Yates -Grundy estimator (i.e. [ IvîSE (Yates-Grundy 
est. )/MSE (est. )] ) for the populations of Table 2.1 for sample sizes 
n = 3, 5, and 7. 
The following tentative conclusions can be drawn from Table 2. 2; 
(1) The Horvitz-Thompson estimator V (1) is the worst performer 
among all the estimators considered. (2) Fuller's estimator 
and the ratio-type estimator V (6) are generally better than the 
riT 
Yates-Grundy estimator for sample size n = 7. V (3) seems to be HT 
more efficient even for sample sizes 3 and 5. (3) V (7) and HX 
V (8) have performed generally better than the rest, however 
HTl 
V (7) appears less efficient than the latter. In fact, V (8) is 
fii riT 
consistently more efficient than the rest and the gains are considerable 
for some populations. Therefore, it seems that the estimator V (8) HT 
compares favorably with those of V (1), V (3), V (6) and 
rl i filL HT 
VHT(7). 
Table 2.1. Populations uged in the study 
Popn. 
No. Source N 
1 Scheaffer, Mendenhall 
and Ott (1979, p. 134) 
Present sales Precampaign sales 20 
2 lessen (1978, p. 264) Production of corn 
3 Schumacher and Number of seedlings 
Chapman (1954, p, 146) considered plantable 
Area in corn 
Total number of 
seedlings 
20 
20 
4 Johnson and Smith 
(1969, p. 182) 
Acreage under oats 
in 1957 
Acreage of crops 
and grass for 1947 
20 
5 Des Raj (1972, p. 48) Number of dwellings 
occupied by renters 
Total number of 
dwellings 
20 
6 Sukhatme and Sukhatme Area under wheat 
(1970, p. 256) 
Number of villages 20 
7 Jessen (1978, p. 264) Area in corn Area in farm 20 
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Table 2. 2. Efficiency of the estimators relative to ^^^(2) estimator 
Popn. 
No. 
Sample 
size 
VHT(3) VHT^'^) 
1 3 0.06 1.01 5.59 1.44 5.30 
5 0. 03 1.02 5.52 1.93 4.04 
7 0. 02 1.03 6. 03 2.72 4.38 
2 3 0.45 1. 04 0.34 1. 13 1.93 
5 0.34 1.17 0.91 1. 56 1.99 
7 0.33 1.33 2.61 2. 57 2. 83 
3 3 0.23 0.97 0.49 0. 88 1.74 
5 0.08 0.93 0.48 0. 77 1.17 
7 0.03 0.89 0.48 0. 64 0. 94 
4 3 0.27 1.10 0.34 1.25 1.55 
5 0.11 1.23 0. 50 1.55 1.22 
7 0.05 1.24 1.10 1.98 1.17 
5 3 0.01 1.06 0.45 1.22 1.79 
5 0. 04 1.14 0. 82 1.59 1.64 
7 0. 02 1.20 1.72 2.27 1.99 
6 3 0. 66 1.06 1. 13 1.28 2.83 
5 0. 53 1.11 1.42 1.58 2.27 
7 0.45 1.17 1.92 1.99 2.18 
7 3 0.32 0. 92 0.19 0.78 1.55 
5 0.17 0. 92 0.26 0. 67 1.22 
7 0. 13 1.18 0.74 0.62 1.72 
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Biyani (1978) showed that the estimators 
V (6) are more efficient than the rest, using the criterion of mean 
HT 
square error. While comparing the stabilities of variance estimators, 
we have considered the simplified versions of V (4) and V (5), 
xl 1 rll 
namely V,^(7) and V (8). In order to see how good the simplified 
HT 
versions are compared to the original estimators, we have com­
pared all the estimators using the criterion of mean square error 
based on all possible samples. We have not included the Horvitz-
Thompson estimator V (1) because it was found to be the worst 
HT 
among the estimators compared, using the analytic expressions of 
variance. The populations and samples used in the study are the same 
as in the empirical comparison of analytic expressions. Table 2.3 
gives the efficiencies of the estimators over Biyani's estimator, 
V.^^(4). The following tentative conclusions can be drawn from Table 
HT 
2. 3: (1) The Yates-Grundy estimator is generally poor compared to 
otiher estimators. (2) The efficiencies of V (3), V^,^(5) and 
HI HI 
V (7) are essentially identical; however, V^,,^{3) appears slightly 
HX H JL 
less efficient than the latter. (3) V (8) is almost as efficient as 
HT 
V (4) for most of the populations considered, but in some cases it 
HT 
is considerably less efficient. (4) The ratio type estimator, V (6) 
HT 
is considerably more efficient than V (4) in many cases, however 
HT 
it is considerably less efficient in several other cases. It appears on 
the whole that V (4) (or its simplified version V (8)) and the 
rlT Hi 
ratio-type estimator V (6) are more efficient than the other esti-
HT 
ma tor s, at least for the populations considered. 
Table 2. 3. Efficiency of the estimators relative to V (4) estimator HT 
Popn. 
No. 
Sample 
size 
VHT(2) VHT(3) Vht(5) VHT(7) V^(8) 
1 3 0.196 0.249 0.304 1.079 0.282 1. 038 
5 0.219 0.282 0.537 2.019 0.422 0. 882 
7 0.188 0. 246 0.709 1.636 0. 509 0. 819 
2 3 0.499 0.553 0.569 0.600 0.563 0. 962 
5 0.455 0.619 0.759 0. 862 0.713 0.906 
7 0.315 0.509 0. 929 1.037 0.812 0. 897 
3 3 0.588 0.542 0.510 0.442 0.519 1.023 
5 0. 896 0.812 0.658 0.548 0.693 1.052 
7 1.143 1.023 0.704 0. 633 0. 739 1.073 
4 3 0.596 0.702 0.756 0.731 0.743 0.923 
5 0.704 0.925 1. 106 1.064 1.088 0.825 
7 0. 627 0. 864 1.262 1.220 1.247 0. 732 
5 3 0. 522 0.597 0.652 0.717 0. 637 0. 936 
5 0. 531 0. 663 0. 897 1.013 0. 843 0. 871 
7 0.414 0.561 0.980 0.961 0. 934 0. 821 
6 3 0.354 0.419 0.474 0. 678 0.455 1.002 
5 0.420 0.519 0. 744 1.075 0. 667 0.955 
7 0.422 0. 547 0. 933 1.139 0. 835 0.917 
7 3 0. 857 0. 822 0.562 0.514 0. 573 1.051 
5 0. 652 0.568 0.499 0.427 0.512 1.016 
7 0.618 0.796 0.492 0.761 0.388 1.063 
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3. EMPIRICAL STUDY OF THE DISTRIBUTION 
OF STANDARDIZED (STUDENTIZED) ESTIMATES 
AND CONFIDENCE INTERVALS 
3. L Introduction 
In Chapter 2, the stability of the different variance estimators was 
numerically compared, using analytic expressions for the variance of 
these estimators. Also, different estimators were compared, using as 
criterion the mean square error of each estimator based on all possible 
samples of size n. In this chapter, two other aspects of the behavior 
of the variance estimators are empirically investigated. 
Use of mean square error as a criterion for comparing variance 
estimators is most appropriate when it is of direct interest to estimate 
the variance, for example, to estimate the sample size required for a 
given degree of accuracy. However, when the variance estimator is 
used, only for constructing confidence interval for the population total 
(or mean), it may be desirable to consider the behavior of the confi­
dence intervals based on different variance estimators. Specifically, 
we consider 
(1) the feasibility of using a known distribution, viz., Student's 
t in the construction of confidence intervals. 
(2) average widths of confidence intervals obtained using different 
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variance estimators, if the true distributions of the "pivotal 
quantities" of the form (0 -0)//V(0) were known. 
3.2. Method 
Define 
t. = -SI i = 2, ... 8 
where 
e„_ = Horvitz-Thompson estimate of the population total 
riT 
Y ' = true population total 
V.^,^(i) = i-th variance estimator, given in Chapter 2. 
The populations used in the study are listed in Table 3.1. The 
sampling scheme of Sampford (1967) was used to draw samples with 
inclusion probabilities proportional to x. For this design, all esti­
mators except V (1) are non-negative, as the relation Ti TR. -TT.. >0 
fiu. 1 J ij — 
holds. Since V (1) can take negative values, V (1) was not in-
HX lil 
eluded in the study. One thousand independent samples were drawn 
from each population, for each of the sample sizes 3, 5 and 7, the last 
one being restricted to the last two populations. For the first population, 
sample size 7 was not used because the condition TT. OCX. would have 11 
forced the largest TT^ to exceed unity for n = 7. For each sample and 
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each variance estimator V (i), the quantities defined above were IT i 
calculated. From the resulting empirical distribution of each t^, 
selected percentiles were calculated as follows; 
For p = . 005, . 10, .025, .05, . 10 and. 25, the lower (lOOOp)th 
percentile of the distribution of t^ is 
t.. . = (lOOOp)th observation in increasing order, and the upper i{p) 
(lOOOp)th percentile is 
t.. . = (lOOOp)th observation in decreasing order. 1(1 -p) 
A 100(1-2p)% confidence interval for Y» based on the i-th variance 
estimator is 
^ ®HT " ^ i(p) ®hT •'"'^1(1 
The width of the above confidence interval is 
^ ^i(l-p) • ''i(p)^ 
and hence the average width over 1000 samples can be computed by 
multiplying the average of /V^^(i) with - t^^^p. 
The percentiles of the distribution of the t.'s are shown in Table 
3.2 through 3. 9. For the sake of comparison, the corresponding per­
centiles t of Student's t distribution are also included. 
P 
The average widths of the confidence intervals are shown in Table 
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3. 10 through 3.17. The average widths for are omitted 
because they are identical with Ùiose for V (7) as V (8) is a 
XIJL rll 
constant multiple of V (7). MX 
For the sake of completeness, the empirical efficiencies of dif­
ferent estimators of (ratios of mean squared errors over 1000 
samples) relative to V (4) are given in Table 3. 18. 
Table 3.1. Populations used in the study 
Popn. Source y x N 
No. 
1 Cochran (1963),p. 156) Size of large Size of large 20 
cities in 1930 cities in 1920 
2 lessen (1978), p. 264) area in com area in farm 20 
3 Scheaffer, Mendenhall Real estate Assessed value 20 
and Ott (1979),p.l03) current value 2 years ago 
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Table 3.2. Percentiles of the distribution of S tudentized estimates. 
Population no. 1, n = 3 
p 
t 
P 
(2d.f) 
Empirical distributions 
^2(p) ^3(p) ^4(p) S(p) ^6(p) ^7(p) ^8(p) 
.010 -6. 96 -9.61 -8.46 -10.48 -8.01 -8.90 -7.81 -11. 05 
.025 -4.30 -9. 02 -7.69 - 9.12 -7. 14 -6.96 -7.23 -10.22 
.05 -2.92 -6.23 -5.81 - 7.82 -6. 08 -6.21 -6.04 - 8.54 
. 10 -1.88 -4. 64 -4.39 - 5.78 -4.41 -4.65 -4.38 - 6.20 
.25 -0. 82 -3.22 -2.94 - 3.71 -2.92 -2.91 -2.92 - 4. 13 
.75 -0.82 0.21 0.23 0.30 0. 23 0.24 0.23 0.33 
.90 1.88 0. 86 0.90 1.27 0.94 1.15 0.92 1.30 
.95 2.92 1. 10 1.16 1.59 1. 19 1.43 1. 18 1. 67 
.975 4.30 1.33 1.43 1.98 1.46 1.65 1.45 2. 06 
.99 6.96 1.93 1.99 2.45 1.87 1. 89 1.87 2. 65 
Table 3.3. Percentiles of the distribution of S tudentized estimates. 
Population no. 1, n = 5 
P 
t 
P 
(4d.f) 
Empirical distributions 
'2(p) ^3(p) ^4(p) ^5(p) ''6(p) S(p) *'8(p) 
.010 -3.75 -8.09 -7.75 - 8.30 -7.23 -7.24 -7. 23 - 8.85 
.025 -2. 78 -6. 92 -6. 53 - 6.26 -5.46 -5.37 -5.52 - 6.75 
.05 -2. 13 -6.72 -5.37 - 5.98 -5.27 -5.09 -5.31 - 6.50 
.10 -1.53 -4.73 -4.35 - 5.09 -4.45 -4.35 -4.48 - 5.48 
.25 -0.74 -2.61 -2.51 - 3.09 -2.68 -2. 82 -2.69 - 3.30 
.75 0.74 0. 07 0.07 0.09 0. 07 0.08 0. 07 0. 09 
.90 1.53 0.84 0. 86 1.25 1.05 1.30 0. 99 1.22 
.95 2. 13 0. 99 1.08 1.49 1.27 1.65 1.21 1.49 
.975 2.78 1.13 1.29 1.68 1.42 1.85 1.34 1. 65 
.99 3.75 1.40 1.67 2. 07 1.76 2.06 1.74 2.14 
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Table 3.4. Percentiles of tiie distribution of Studentized estimates. 
Population no. Z, n = 3 
p t P 
(2 d.f.) 
Empirical distributions 
^2(p) '^3(p) ^4(p) ^5(p) '6(p) ''7(p) ''8(p) 
.010 -6.96 -7.39 -7.81 -10.46 -7.98 -7. 82 -7.95 -11.24 
.025 -4.30 -3.17 
00 00 N
 1 - 3.60 -2.77 -2. 68 -2.79 - 3.95 
.05 -2. 92 -2.56 -2.39 - 3.04 -2.32 -2.24 -2.35 - 3.33 
. 10 -1.88 -1.95 -1. 85 - 2.41 -1.84 -1. 83 -1.84 - 2.61 
.25 -0. 82 -0. 80 -0.76 - 0.97 -0.74 -0. 72 -0.74 - 1.05 
.75 0. 82 0. 88 0.90 1.16 0. 89 0. 88 0. 89 1.26 
.90 1.88 1.71 1.78 2.43 1.81 1. 81 1. 80 2.55 
.95 2. 92 2.40 2.41 3.10 2.35 2.26 2.37 3.35 
.975 4.30 3.89 4.09 5.60 4. 16 4. 78 4. 10 5. 80 
.99 6.96 6.93 7.17 9.51 7. 14 7. 59 7. 15 10. 11 
Table 3. 5. Percentiles of tihe distribution of Studentized estimates. 
Population no. 2, n = 5 
P 
t 
P 
(4 d.f.) 
Empirical distributions 
^2(p) ^3(p) '^4(p) ^5(p) ''6(p) ''7(p) ^S ip )  
.010 -3.75 -3.72 -3.58 - 3.50 -3.07 -2.92 -3.12 - 3.83 
.025 -2.78 -2.94 -2. 86 - 3.00 -2. 63 -2.58 -2.65 - 3.25 
.05 -2.13 -2.19 -2.18 - 2.17 -1. 89 -1.86 -1.90 - 2.33 
. 10 -1.53 -1.55 -1.47 - 1.57 -1.36 -1.38 -1.37 - 1.68 
.25 -0.74 -0.84 -0. 84 — 0. 88 -0. 76 -0.74 -0.77 - 0.94 
.75 0.74 0.59 0. 62 0.70 0. 60 0. 60 0.61 0.74 
.90 1.53 1.32 1.41 1.62 1.40 1.40 1.42 1.74 
.95 2.13 1.78 1.83 2.12 1.84 1.83 1.82 2. 23 
.975 2.78 2.25 2.40 2.70 2.36 2.34 2.37 2.91 
.99 3.75 3.13 3. 54 4. 15 3.58 3.46 3.59 4.40 
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Table 3.6. Percentiles of the distribution of Studentized estimates. 
Population no. 2, n = 7 
p 
t 
P 
(6 d.f.) 
Empirical distributions 
^2(p) *^4(13) S(p) ^6(p) S(p) ^8(p) 
.010 -3.14 -2.78 - 2.94 -2. 63 -2.41 -2.53 -2.36 - 2.72 
.025 -2.45 -2.48 - 2.28 -2. 08 -1.90 -2.00 -1.90 - 2.19 
.05 -1.94 -2.07 - 1.96 -1.79 -1. 63 -1.72 -1.58 - 1.82 
. 10 -1.44 -1.52 - 1.44 -1.32 -1.20 -1.25 -1.19 - 1.37 
.25 -0.72 -0. 83 - 0.78 -0. 73 -0. 67 -0.70 —0. 64 - 0.74 
.75 0.72 0.65 0. 68 0. 68 0. 62 0. 63 0.61 0. 70 
.90 1.44 1.37 1.44 1.47 1.34 1.37 1.34 1.55 
.95 1.94 1.76 1. 89 2. 00 1. 83 1.85 1.83 2. 11 
.975 2.45 2. 05 2.32 2.46 2.26 2.27 2.29 2. 64 
.99 3. 14 2. 55 2. 66 2.99 2. 75 2.79 2.73 3.16 
Table 3.7. Percentiles of the distribution of Studentized estimates. 
Population no. 3, n = 3 
P 
t 
P 
(2 d.f^ 
Empirical distributions 
^2(p) ^3(p) ^4(p) S(p) ^6(p) S(p) ^8(p) 
.010 -6.96 -25.99 -25.93 -35.24 -26.17 -26. 08 -26.09 -36.90 
.025 -4.30 -11. 63 -11.67 -15.83 -11.75 -12. 02 -11.72 -16. 57 
.05 -2. 92 - 7.29 - 7.20 - 9.66 - 7.20 - 7.20 - 7.20 -10. 18 
.10 -1. 88 - 2.43 - 2.40 - 3.20 - 2.39 - 2.37 - 2.40 - 3.39 
.25 -0. 82 - 0.64 - 0. 65 - 0.87 - 0.65 - 0.65 - 0. 65 - 0.91 
.75 0. 82 0.58 0.58 0.78 0.58 0.58 0.58 0. 82 
.90 1. 88 1. 88 1.87 2.50 1.86 1.83 1.86 2. 63 
.95 2. 92 3. 68 3.59 4. 81 3.59 3.61 3.59 5.08 
.975 4.30 7.78 7.72 10.21 7.63 7.41 7. 66 10. 83 
.99 6.96 21.04 21. 04 28. 34 21.07 21.14 21.06 29. 79 
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Table 3. 8. Percentiles of the distribution of Studentized estimates. 
Population no. 3, n = 5 
p 
t 
P 
(4 d.f.) 
Empirical distributions 
*'2(p) S(p) ''4(p) S(p) '6(p) ''î(p) ^8(p) 
.010 -3.75 -4.90 -4.81 - 5.52 -4. 75 -4.70 -4. 77 - 5.84 
.025 -2.78 -3.35 -3.33 - 3.91 -3.36 -3.39 -3.35 - 4.11 
.05 -2. 13 -2.15 -2.12 - 2.50 -2. 14 -2.17 -2. 13 - 2.61 
. 10 -1.53 -1.49 -1.51 - 1.77 -1. 52 -1.51 -1.52 - 1.86 
.25 -0.74 -0.67 -0. 68 - 0.78 -0. 67 -0.68 -0. 67 - 0.82 
.75 0.74 0.60 0. 60 0.70 0. 60 0.60 0. 60 0. 74 
.90 1.53 1.28 1.27 1.48 1.27 1.26 1.27 1.56 
.95 2. 13 1.68 1.68 1.93 1. 66 1.66 1.67 2.05 
.975 2.78 2.08 2. 08 2.40 2. 06 2.10 2.06 2. 52 
.99 3.75 3.38 3.31 3.78 3.26 3.21 3.27 4.01 
Table 3.9. Percentiles of the distribution of Studentized estimates. 
Population no. 3, n = 7 
P 
t 
P 
(6 d.f.) 
Empirical distributions 
''2(p) S(p) ^4(p) ^5(p) ^6(p) ^7(p) ^8(p) 
.010 -3.14 -3.49 -3.51 - 3.92 -3.57 -3.55 -3.55 - 4.10 
.025 -2.45 -2.39 -2.36 - 2.56 -2.33 -2. 35. -2.33 - 2.69 
.05 -1.94 -1.94 -1.94 - 2.16 -1.96 -1.97 -1.96 - 2.27 
.10 -1.44 -1.47 -1.48 - 1.61 -1.47 
in 1 -1.48 - 1.71 
.25 -0.72 -0. 65 -0. 65 - 0.72 -0. 65 -0. 65 -0. 65 - 0.75 
.75 0.72 0. 62 0. 62 0. 67 0.62 0. 62 0. 62 0.71 
.90 1.44 1.33 1.34 1.48 1.35 1.35 1.35 1.56 
.95 1.94 1.79 1.80 1.98 
o
 
00 r-H o
 
CO r—< 
1.80 2.07 
.975 2.45 2.23 2.24 2.42 2.20 2.23 2.19 2.53 
.99 3.14 3.19 3.22 3.46 3.16 3.12 3.17 3.66 
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Table 3.10. Average widths of confidence intervals 
based on different variance estimators. 
Population no. 1, n = 3 
Confidence average width based on 
coefficient 
(l-2p) VHT(3) VRT^S) VHT(6) Vht(7) 
.98 2370. 0 2084.0 1865.0 1900.0 1840.0 1883.0 
.95 2124.0 1820.0 1600.0 1654.0 1469.0 1688.0 
.90 1505. 0 1390.0 1357.0 1396.0 1303.0 1404. 0 
.80 1129.0 1055.0 1017.0 1030. 0 990.0 1031.0 
.50 704. 3 633.0 578.5 606.1 537.9 614.0 
Table 3.11, Average widths of confidence intervals 
based on different variance estimators. 
Population no. 1, n = 5 
Confidence average width based on 
coefficient 
(1-2?) VHT(2) VHT(4) Vht(5) VH^(6) VHJ(7) 
.98 1645.0 1593.0 1325.0 1338.0 1226.0 1371.0 
.95 1396.0 1321.0 1014.0 1024.0 950.9 1048. 0 
.90 1338.0 1091.0 953.9 972.1 888.9 997.2 
o
 
00 
965.0 881.4 810.3 819.3 744.5 836.0 
.50 464.8 436.4 405.2 409.0 382.0 422.3 
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Table 3.12. Average widths of confidence intervals 
based on different variance estimators. 
Population no. 2, n = 3 
Confidence average width based on 
coefficient 
(l-2p) V^T(2) V^,(3) VHTC4) V^(5) VHJ(6) V^(7) 
0.98 3322.0 3515.0 3621. 0 3620.0 3743. 0 3598. 0 
0.95 1638. 0 1636.0 1667.0 1659. 0 1813.0 1643. 0 
0.90 1152.0 1128. 0 1113.0 1119.0 1094.0 1126. 0 
o
 
00
 
o
 
850. 6 853.4 876.9 874.5 884.0 869. 0 
0.50 390.2 388.0 386.0 390.5 388.4 388.7 
Table 3. 13. Average widths of confidence intervals 
based on different variance estimators. 
Population no. 2, n = 5 
Confidence average width based on 
coefficient 
(l-2p) VHT(2) V^(3) VHT(4) Vht(4) V^(7) 
0.98 1139.0 1202.0 1199. 0 1197.0 1160.0 1205. 0 
0.95 863.2 885.5 893.1 898.0 892.7 901.8 
0. 90 659.3 676.8 672.4 671.4 671.6 667.4 
0. 80 479.2 484.4 499.9 496.9 503.9 500.9 
0. 50 238.8 245. 8 246.2 245.5 243.6 246.5 
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Table 3. 14. Average widths of confidence intervals 
based on different variance estimators. 
Population no. 2, n = 7 
Confidence average width based on 
coefficient 
(l-2p) Vht(2) V^^(4) 
0.98 626.3 659.1 680.5 683.9 675.4 690.1 
0.95 533.6 543.3 549.1 552.7 540. 8 567. 6 
0.90 449.7 454.2 458.5 460.1 452. 8 461.7 
0.80 339.3 338.9 337.0 338.0 332.5 342.7 
0.50 173.6 171.7 169.9 170.3 168.9 169.2 
Table 3.15. Average widths of confidence intervals 
based on different variance estimators. 
Population no. 3, n = 3 
Confidence average width based on 
coefficient 
(l-2p) VHJ(2) V^(3) VHT(4) V^(5) VHT(7) 
0.98 236. 60 236.40 238.40 238.00 238.6 237. 50 
0.95 97. 63 97.61 97. 62 97. 66 98.17 97.61 
0.90 55.19 54.29 54.21 54.39 54. 60 54.35 
0. 80 21.68 21.50 21.37 21.42 21.23 21.43 
0.50 6.13 6.17 6.19 6.17 6. 22 6.16 
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Table 3.16. Average widths of confidence intervals 
based on different variance estimators. 
Population no. 3, n = 5 
Confidence average width based on 
coefficient 
(l-2p) VRT^^) VHT(3) V^(4) V^(5) Vht(6) V^T(7) 
0.98 32.23 31.62 31.23 31.32 31.00 31.41 
0.95 21. 15 21.06 21. 19 21.19 21.53 21. 13 
0.90 14. 94 14.78 14. 87 14. 87 15.02 14. 85 
0. 80 10.79 10.83 10. 91 10.90 10. 85 10. 88 
0.50 4.95 4. 99 4.97 4.97 5.00 4.98 
Table 3.17. Average widths of confidence intervals 
based on different variance estimators. 
Population no. 3, n = 7 
Confidence average width based on 
coefficient 
(l-2p) VHT(2) VgT^3) Vht(5) VHT(7) 
0.98 20.48 20. 63 20.76 20.75 20.66 20. 73 
0.95 14. 15 14.10 14. 02 14.00 14. 16 13.94 
0. 90 11.41 11.46 11.63 11.62 11.66 11.59 
0. 80 8.58 8. 65 8. 69 8.71 8. 68 8. 72 
0. 50 3. 89 3.91 3.91 3.91 3.92 3.90 
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Table 3. 18. Efficiencies of different estimators 
relative to V (4) estimator 
xiX 
Pop. 
No. 
Sample 
size 
Vht(2) V^(3) VHT(5) v^rC) V^(8) 
1 3 0.21 0.28 0.36 0. 88 0.33 1.04 
5 0.21 0.29 0. 63 1.27 0.52 0.94 
2 3 0. 60 0. 53 0.46 0.39 0.48 1.03 
5 0. 84 0. 80 0. 52 0.48 0.53 1.08 
7 0. 59 0. 82 0. 50 0. 77 0.40 1.06 
3 3 0. 82 0. 80 0. 80 0. 77 0.80 0.92 
5 1. 05 1. 01 0. 97 0. 92 0.98 0.83 
7 1. 13 1. 08 1. 01 1.98 1.02 1.76 
3. 3. Discussion 
3. 3. 1. Percentiles 
Yi 
In population no. 1, the (—)'s have a highly skewed distribution 
i 
with skewness coefficient = 3. 19. Therefore, the resulting dis­
tribution of the t/s are also skewed and far from Student's t dis­
tribution, as we can see from Tables 3. 2 and 3. 3, 
Population no. 2 can be considered to be approximately normal 
with y^= -0. 2 and =3.2. For all sample sizes, the distribution 
of are close to Student's t as seen in Tables 3.4 through 3.6. 
In population 3, the distribution of (—)'s is nearly symmetric 
i 
with = 0.1. However, it is U shaped with = 1.4 rather 
approximately normal. For n = 3, the distribution of the t 's is 
1 
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considerably different from the t-distribution. For n = 5 and 7, it 
is somewhat closer to the t-distribution as seen in Table 3. 7 through 
3. 9. 
We observe that the distributions of t , t , t , t, and t are Z j 5 o 7 
very similar, and are somewhat closer to the t-distribution than those 
of t and t . This may be expected as the estimators V (2), 
4 o HT 
V (3) and V (5) through V (7) are either design-unbiased or 
xlT tlx HT 
model-unbiased, where as V (4) and V (8) are shrinkage esti-
H% H% 
ma tors, and inflate the values of t^ and tg by appearing in their 
respective denominators. An exceptional case, where t^ provides 
the best approximation for Student's t, is population no. 2 for n = 5. 
If we compensate for the fact that V (4) and V^,^(8) are shrinkage 
HT HT 
estimators by multiplying t^ and tg by an appropriate constant, 
viz.jHll, then the resulting quantities would have distributions closer 
n-1 
to t-distribution. 
3.3.2. Widths 
Although the relative efficiencies of different variance estimators 
differ considerably, rather surprisingly, we find few major differences 
among the average widths of confidence intervals based on them. 
In particular, the Yates-Grundy estimator, which is generally 
rather poor in terms of relative efficiency, is in most cases almost 
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as good as other estimators in terms of the width of the confidence 
interval. However, there are a few cases where the ratio estimator, 
V (6), gives considerably narrower confidence intervals than other 
HX 
estimators. This is illustrated by population no. 1 in Table 3.2 and 
the case is similar with other populations. We can further observe, 
referring to the relative efficiencies, that in those cases where the 
ratio estimator has high efficiency, it also gives narrower confidence 
intervals. On the other hand, when the relative efficiency is low, the 
average width of the confidence interval obtained from it is significant­
ly different from that with other estimators. Thus, the ratio estimator 
appears to be a safe choice when the mean square error is not impor­
tant and only confidence intervals are of interest. 
However, these comparisons depend on the knowledge of the dis­
tribution of the t^'s which may not be available in practice. The con­
struction of confidence intervals based on unequal probability sampling, 
when we do not know the distribution of the t.'s is an open problem. 
3, 3. 3. Coverage Probabilities 
If we decide to use Student's t distribution for the construction of 
confidence intervals, tiien the true confidence coefficient may be dif­
ferent than the nominal confidence coefficient. For the three popula­
tions considered here, the true confidence coefficients corresponding 
to a nominal 95% confidence interval are given in Table 3, 19. 
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Table 3. 19. Coverage probabilities for 95% confidence 
interval based on Student's t 
Pop. 
no. 
Sample 
size 
Coverage probability based on 
V^T(3) VRT^^) VrtC^ V^(8) 
1 3 .86 .90  .81  .95  .95  .90  .75  
5 .76  .79  .70  .76  .75  .76  . 66 
2 3 .96  .96  .94  .96  .97  .95  .94  
5 .95  .95  .94  .95  .97  .96  .93  
7 .96  .96  .96  .97  .97  .97  .94  
3 3 . 88 . 88 .85  . 87 . 87 . 87 . 84 
5 .95  .95  .93  .95  .95  .95  .93  
7 .95  .95  .94  .96  .96  .96  .93  
The figures in Table 3. 19 are approximations derived from Table 
3.2 through 3. 9, using interpolation in most cases. 
in population no. 1, because of the highly skewed distribution of 
z.'s, the true confidence coefficients are considerably different from 
. 95. In population no. 2, the true confidence coefficients are close to 
. 95 for all sample sizes. In population no. 3, the true confidence co­
efficient is less than . 95 for n = 3 but it gets closer to . 95 for n = 5 
and 7. 
Then, as we may expect, the confidence coefficients in most cases 
a re  lower  when  we  use  one  o f  the  sh r inkage  e s t ima to r s  V  (4 )  and  
rix 
Vht(8). However, if we compensate for the shrinkage, as in the 
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preceding section, then the true confidence coefficients would be 
about the same as for other estimators. On the whole, we find very-
little difference in tiie coverage probabilities of the confidence intervals 
based on different variance estimators. 
In brief, we may summarize that the distributions of t^'s are often 
not close to Student's t with (n-1) d.f. for the values of n consid­
ered in this study. The distributions for t , t t , t and t are very 2 3 5 6 7 
similar and are generally closer to Student's t than those of t^ and 
t . The widths of confidence intervals based on different variance esti-
o 
ma tors generally do not differ much, but the ratio estimator gives sig­
nificant gains in some cases. In case Student's t is used for con­
structing confidence intervals, the coverage probabilities would not 
generally differ much for different variance estimators provided 
shrinkage is compensated for in case of shrinkage estimators. How­
ever, the coverage probabilities may differ considerably from the 
nominal confidence coefficient. 
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4. SAMPFORD'S PROCEDURE OF UNEQUAL PROBABILITY 
SAIvIPLING WITHOUT REPLACEMENT 
4,1. Introduction 
Several schemes have been proposed by researchers wherein the 
inclusion probability yr. in a sample is np^. Such schemes are known 
as inclusion probability proportional to size (I. P. P.S.) schemes or 
TTPS schemes or exact sampling schemes. 
According to Basu (1958), and Des Raj and Khamis (1958), sampling 
with unequal probabilities without replacement would result in more 
efficient (in the sense of smaller variance) estimators of Y. than sam­
pling with replacement. But sampling with p.p. s. without replacement 
presents the difficulty of changing the selection probabilities of units 
successively after each draw, which becomes cumbersome as the sam­
ple size exceeds 2. 
Midzuno (1952) suggested a scheme, according to which the unit at 
first draw is to be selected with unequal probability of selection while, 
at all subsequent draws, the units are selected with equal probability 
and without replacement. But in this case cannot be proportional to 
p.. However, it is possible to compute a set of revised probabilities of 
selection p^ such that TT. = np.. The Midzuno scheme has a very lim­
ited use in practice because of the restriction on the iniHal probability 
of selection. Also, since only one unit is selected with probability 
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proportioned to size and the remaining (n-1) units are drawn with 
equal probabilities, this method may not be as efficient as a method 
where all the units are selected with unequal probabilities. Narain 
(1951), Yates and Grundy (1953), Brewer and Undy (1962), and Fellegi 
(1963) have also suggested schemes involving revised probabilities of 
selection p! so that TT. = np^. But, all these schemes are very com­
plicated and have very limited use in practice. 
Brewer (1963), Rao (1965), and Durbin (1967) have proposed 
I. P. P.S. schemes for n = 2 that are equivalent in the sense of having 
the same inclusion probabilities. Durbin's procedure is to select the 
first unit with probability p^ and the second unit from the remaining 
(N-1) units with probabilities 
_ r 1 . 1 -, 
Pj -2p + 1 -2p ] 
POA) = P..1 = N — ' 
1 + Z p./(l -2p.) 
i=l ^ ^ 
j  ( /  i )  =  1 ,  2 ,  . . .  N 
For this scheme, clearly 
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Summing over j, we find 
2p,(l -p.) N p 2p^ 
— + 2p. Z —i— — 
i=i ' -^Pi 
N p. 
"PI RZ&F: 
N p. ' = "Pi 
1 + 2 ^ 
j= l  ^  i  =  1 ,  2 ,  . . . ,  N.  
Sampford (1967) generalized fJais scheme to samples of size n> 2 
by assuming = np^< 1 for all i. Sampford's scheme is well-known 
to survey practitioners. Another scheme well-known to survey 
practitioners for sample size n > 2 is of Goodman and Kish 
(1950). In this scheme, the N units in the population are listed in a 
random order and their measures of size are cumulated and a syste­
matic selection of n elements from a random start is then made on 
the cumulation so that = np,. Horvitz and Thompson (1952) mention 
this procedure but say "This selection is easily performed, but there 
does not appear to be any simple way to determine the inclusion prob­
abilities. " Hartley and Rao (1962) evaluated the inclusion probabil­
ities by using an asymptotic theory, assuming that p. is of 0(N"^) 
and n is small relative to N. 
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In this chapter, we resolve the mathematical difficulties involved 
in Sampford's procedure for calculating the inclusion probabilities, 
using the technique of Hartley and Rao (1962). Asok (1974) provides 
approximation for Tr_ to 0(N ^) for Sampford's procedure. We shall 
now derive the approximations for TT.., TT. and TT. to 0(N ^), 
ij ijk ijk£ 
-7 -8 0(N ) and 0(N ) respectively for Sampford's procedure. The rea­
son for evaluating these inclusion probabilities to 0(N"^), 0(N''^) and 
—8 0  0(N ), is to obtain the variance of an estimator of V to 0(N ). 
HT 
4 .2 ,  Sampford ' s  P rocedure  
Let 
V=p . / ( l -np . )  (4 .1 )  
Further, let S(m) denote a set of m < N different units 
i , ,  i_  . . .  i  ;  and  l e t  12 m 
L = 1 
o 
L  = S  (4 .2 )  
™ S(m) h ^2 ^m 
where the summation is over all possible sets S(m) drawn from the 
population. 
The method consists essentially of selecting the particular sample 
S(n) of units i^, i^, ... i^ with probability 
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n  
P{S(n)} = K 2 p. TT X. 
^  U = 1  u  V= 1  V 
( /u )  
(4.3) 
K 2 (1 -np. ) TT X. 
^ U=1 V=1 \ 
(v/u) 
HK X.  X.  . . .  X.  (1  - 2  p .  )  
n  1 ,  i _  1  ,  1  
1 2  n  u = l  u  
where K is a constant multiplier, namely H 
n t L 
K = (Z (4.4) 
" t=l n' 
The probabilities P{S^} can be achieved in practice by at least 
three methods. 
(a) For small strata, particularly if the sample is being drawn by 
computer, the probabilities can be evaluated for the set of all possible 
samples  and  a  d rawing  of  one  sample  made  f rom th i s  se t  wi th  the  r e ­
quired probabilities. However, this is impracticable even for mod­
erately large strata. 
(b) Units may be selected without replacement with probabilities 
calculated at each draw according to the following rule illustrated by 
Sampford  (1967)  fo r  n  =  4 .  
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1st draw 
P(i) = q = c X 2 2 X V(l-p -p. -p ) 
k / i  j<k  ^ 
j(/i) 
2nd draw 
P(j/i) = q. . = SV 2 X (1 _p -p -p ) 
J ^ k/i,j 1 J k 
3rd draw 
P(k/i,j) = q^.j. = CjJ^d -p. -p. -P^) 
4 th draw 
P(VLj .k )=q^  . . ^  =  c^p^  
Now 
^ Vijk = =4 ^ Pj = =4"-Pi-Pj-Pk' = ^ 
( /  i , j , k )  ( /  i , j , k )  
Therefore, 
\ . i j==3 \" -P i -P j -Pk '=  -7 -
Since 
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^ 9k. ij = S 
k 
(/ i>j) 
S — 
k ^4 
(/ i»j) 
= 1 = c 
' : 
(/ i»j) 
\^^-Pi-Pj"Pk 
Therefore, 
Z 
k 
(/ i»j) 
Xj^d-p. -p. 
=2\ 
Also 
(/ i»j) 
Hence, 
. 1 1 
9i = "ih 2 • ^ 
Thus, the probability of i, j, k in any order followed by £ 
p, Pj^ p. p 
P(i» j» k, i in any order) = 3 ~ X~ X x" 
A k j 
Also from general formula given earlier (4. 3) 
4 4 
P(i, j, k, X) = S TT X. 
U=1 U V=1 V 
(/u) 
53 
=^4 + PjYk\ + + "iVj V 
P: Pi Pfc P, 
' ' 4 Y A \ ( C + R + R  +  R ]  
1 J ^ £ 
which, is exactly what we have with = 3 c^. This is a generalization 
of Brewer (1963). 
(c) For larger populations, evaluation of the probabilities in (b) 
may be rather tedious and a rejective method in which sampling is 
initially with replacement is preferable. 
We can write P(S(n)) as 
N , 
K (Z \.) 
n J 1 
P(S(n)} = -,—r-r- X coefficient of t. , t. ... t. in W(t), 
t (n-D! i2 i2 
where 
N N N 
W(t) = (2 p.t.)(S X.t./S \.f' 
i=l ^ ^ i=l ^ ^ i=l ^ 
Now W(t) is the probability generating function for a sampling 
procedure in which units are selected with replacement, the first unit 
being selected with probability p. while all others are drawn with 
N ^ 
probability X./S X.. As such, the probability of a sample in which 
^ i=l ^ 
unit i occurs r. times (i = l, 2...N) is then the coefficient in 
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1 N W(t) of tj ... t . Since, by this scheme, the probabilities of all 
samples without repeated units are proportional to those required 
according to (4. 3), these latter probabilities may be achieved by 
drawing a sample according to the with-replacement scheme and 
accepting it if it contains n different units, otherwise discarding it 
and repeating the process until an acceptable sample is obtained. The 
probability of obtaining an acceptable sample at any attempt is 
n 
2 
n 
TT 
S 
S(n) 
p.  X. 
.  1  , 1  U=1 U V=1 V 
N 
(S X.) 
i=l ^ 
(n-1)! 
n-1 
But 
2 P{S(n)} = K Z S p. TTX. =1 
S(n) ^ S(n) u=l ^u v= 1 ^u 
(v/u) 
It follows that the probability of obtaining an acceptable saznple at any 
attempt is 
(n-1)! 
N -
K (zx.r"^ 
n J 1 
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= Q (say) 
Probability that an acceptable sample will come at the ith attempt 
= (1^)^"^Q 
Hence the expected number of attempts required to obtain an accept­
able sample is 
N . 
2 i (1-Q)^" Q 
i=l 
= QCl + 2 (1-Q) + 3(1-Q)^ + 4 (1-Q)^ + ...] 
N , 
K (S \.) 
L = ° i=l ^ 
Q ~ (n-l)l 
We have used method (c) in drawing samples of different sizes in 
Chapters 2 and 3. 
Sampford (1967) has shown for method (c) that 
"i = "Pi (4. 5) 
TT..=KXA.0.. (4.6) ij n 1 
where is given by (4.4), X.. is given by (4.1) and is given by 
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T1 —2 
0 . .  = n S \ \ ... {1 -(p. + p.) - Z p 1 (4. 7) 
S(n-2) ^1 ^2 ^n-2 ^ ^ u=l ^u. 
i,j/S 
Following the method of Sampford (1967), it can be shown diat 
T7. =K X.X..X., 0... , (4.8) 
ijk n 1 J k ^ijk 
where is given by 
n-3 
^ijk = n 2 \ X ...X. {l-(p. +p. + p)-2p } 
S(n.3) h h 'n-s' ' ' " u=l V 
(4.91 
Also 
^ijkjt ^n ^ijki ' (4.10) 
where is given by 
n-4 
i,j,k,£/S (4.11) 
4.3. Evaluation of Approximate Expressions for 
TT.., TT.., and TT.., of Sampford'S Procedure ij ijk ijki 
The exact expression for TT„ given by Sampford is 
TT.. = K X.X. 0., 
ij n 1 J *'ij 
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Using (4. 1) 
X.Xj = P./( 1 -np^) . Pj/(1 -npj) 
Since np^ < 1, expanding in Taylor series, we get 
2 2 3 3 4 4 
^i^j ^ Pi^j {1 + np^ + » Pi + Pi + ^ Pi + • •. } X 
{1 + np. + n^pf + n^p^+ n^p^ + ... ] 
^ J J J J ^ 
Retaining the terms up to 0(N only we get 
= Pi?; [1 + + p ) + n^ (Pi + P^+ PiP.) + (p^+ p^+ p^p + 
•# «/ J J J J J 
P^Pp + (Pi + P^+ pfpj + Pi PiP l^ (4.12) 
Since the leading term of in (4.12) is of 0(N under the 
assumption that p^ is of 0(N ^) and n is small relative to N, we 
can conclude that it would be sufficient to evaluate K and A., each 
n *'ij 
correct to 0(N ~^) only in order to evaluate correct to 0(N ^). 
The expression for is given by (4.4) as 
n tL . , 
K = (S — 
t=l n 
_4 Since K involves L , we first need L. correct to 0(N ). 
n m m 
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Substituting the value of X from (4. 1) in (4.2) we get 
h 
L = Z p /(1-np ) • p /(1-np ) ... p /(1-np ) 
^ Sim) h h h h ^m ^m 
= (5 ' E[p /(1-np ) - p /(1-np ) ... p /(1-np )] 
^1 h h h V ^m 
(4. 13) 
where E denotes the expectation over samples of size m drawn from 
N by simple random sampling without replacement. We will assume, 
without loss of generality, that the units i., ... are selected 1 c m 
in that order. 
It can be seen that for any set of positive integers a , a , ... a , 1 Z m 
the contribution of 
o- o a 
N"- :E[p, p, ... p 
^1 h ^m 
-4 ™ 
correct to 0(N ) would be zero if S a. > (m + 4). Further from the 
i=l ^ 
basic properties of simple random sampling it is also known that 
E[p p ...p ] is the same for all the m» permutations of 
^1 h ^m 
(*1' °-r •" °-rr?' 
Since np^ < 1, expanding in Taylor series for (4. 13) and retaining 
_4 the terms up to 0(N ) only, we obtain 
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N(m) 
m ! [E(P P •• Zj £2 
p  )  +  n m E ( p  p  
m *2 
2 3 , 
+  1 1  m E ( p  p  . . .  p  )  
^2 
2  , m .  _  ,  2  2  .  
3 „ , 4 , 
+ n m E (p p • - - P, ) 
h '•m 
+ 2n^^)E (p^ p^ p ... p ) 
*1 *2 ^3 "^m 
3 - m. - 2 2 2 . 
+  n  ( ^ ) E  ( p  p  p  P  . . .  P  )  
^ *1 h ^3 -^4 V 
4 5 
+  n  m  E  ( p  p  . . .  p ,  )  
4 
+ 2n^ (™)E (p^ pf P ... P ) 
^ *1 h h 
,  4 , m  . 3 3  .  
+  n  (  ) E  ( p  P  p  . . .  P  )  
*2 ^3 
, _ 4 .m. _ . 3 2 2 
. 3 n  
,  4 ,  m .  . 2  2  2  2  .  
' 4 ' ^ V ^ 2 % V % -  V '  
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where N(m) = N(N-1) ... (N-m + 1). 
Lemma 4.1 
Let I , I , I be an ordered sample of size m drawn from 1 c m 
a population of N units by simple random sampling without replace­
ment. Let the variate values p^, p^, ...» p^ defined over the pop­
ulation be such that each p^ is of 0(N ^). Then for m small relative 
to N, the following relations are correct to 0(N"^): 
1 2 m 
+ 3(™) (Zp.r-^ (Zp^)^ - 3! (™)(Zp.)™-^ 2pf 
+ 4! Ç) (Zp.)™-^Zp^ - 20('^) (Spj'^'^Sp^Sp^ 
-ISQ (Zp (Zpf)^ + 40(T) (2p.)"'^(Sp^)^ OX 1 0 1 1 
+ 90(™) (Zp.)™"^Zp^Zp^ 
+ 210(™) (Sp.)"'-'^(Sp^)(Sp^)^ 
+ 105(5 (Sp^)^(Sp.)"^-® (4.15) 
O 1 1 
12 m 
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+ 5^3^ (Zp.)™-^Zp^ Sp^ + 3^^) (Zp.)"'-^(ZpY 
(Zp.)™-^(Zpy -18(™-^) (Spj'^-^Zp^ 2p^ 
-35(""S (Zp.)™-^Zp^(Zp^)^ -15("'-^) (Zp^)^ 
(4.16) 
N E(p^ p ... p ) = (Zpj'^-^Zp^ -('":^)(Zp )"'-^Zp^ Zp^ (m) X-1 ^2 ^ 1 2 1 11 
-(in-l)(Zp.)™-^Zp^ + 3(™-^ (Zp.)™-^Zp^ (Zp^)^ 
+ 2(^^) (Zp.)™-^ Zp[ + Z{^-^) (Zp.)™-^(Zp^)^ 
+ 3("'"S (Zp.)™-^Zp^ Zp^ (4.17) 
N ^ ^ j E ( p ^ p ^  . . .  p ^  )  =  ( Z p . ) ' ^ - ^ Z p ^  _ ( i n - l ) ( Z p . ) ™ - ^ Z p ^  
1 2 m 
-(™2^) (Zp.)™-^Zp^ Zp^ (4.18) 
N ,  ,  E ( p ^ p  . . .  p  )  =  ( Z p . ) ™ " ^ Z p ^  ( 4 . 1 9 )  
(m) h "• 
%) = (ZPIR-"(Zpf)" - (zp,)"-'zp^ 
+ 2(m-2)(Zp.)"^"^Zp^ .2(m-2)(Zp.)°^"^Zp^ Zp^ 
-("'-^)(Zp.)"-^(Zp^)^ + 2(™;^)(Zp.)™-^(Zpy 
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Proof by Induction 
Clearly (4.15) is true for m = 0. Now assume (4.15) is true for 
m and consider 
= [(Zp.)™*'- (^) (zp.)™''zp^ + 2 C^) (Zp.)'°-^Zp^ 
+ 3(^)(Zp.)'"-'(2pf)^ - 3!(™)(Zp.)™-^Zp^ 
+ 4! (™)(2p.)'""'®2p' - 20(™)(Zp.)™'S:p^ Sp^ 
.i5(T)P:p.)™"^p:ph^ + 40(?)(Zp j^-^ppV 
O 1 1 0 1 X 
+ 90(^)(Sp )°^'^Spf Spf O 1 11 
+ 210(^)(Zp.)™-^(Zp^)(Zp^)^ 
+ 105('^)(2p^)^(2p.)"'""^] 
-m [(Zp.)™"^Zp^ _(m.l)(Zp.)'^-^Zp^_(™2^)(Zp.)™"^(Zp^)^ 
+ 2('^-S(Zp )™-^Zp^ -3!('^:^)(Zp )™-^Zpf Ct X 1 ^ 1 1 
+ 5(""-') (Zp.r-^Zp^ Zpf + 3("-') (Zp.r-^Zp^)^ 
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+ 8(™-^) (Zp.)"'-^Zp^(Zp^)^ 
+ 3(™J^)(Zp.)'^"^(Zp^)^ (4. 20) 
N E(p p p ... p ) = (2:p )'"-^2pf2pf-(m.2)(2p)"'-^2pf2pf 
(Zp.)'^-^Zp^ (Sp^)^ _(Zp.)™"^Zp^ 
_(m-2) (Zp.)""-^(Zp^)^ (4.21) 
^(m) -P, ' = (2Pi'"""'2Pi 2pf (4.Z2) 
16 3 m 
N , ^ , E ( PSS  ^ p p  ^ ).(Zp r^-^ (Zp )^^ .3(Zp.r-^ ZpSp  ^
1 c 3 4 m 
-3(m-3)(Sp.)"''^Sp^ (Zp^)^ 
- ( ' ^ 2 ^ )  ( Z p . ) " ^ " ^ ( S p f ( 4 . 2 3 )  
^(m) = 'P^/%Pl/,^ • • • P,J = (=Pi)'"''2pf (Spf)^ (4.24) 
''W ^  'P'PLPLPIP., • • • P. ' = '^PF >' <^- «' 
L C. Ô  ^ 0 IÏ1 
V J ^ ' P ^ P L P I  - - P X  )  =  W . Z W  
16 3 m 
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- 35(™-^) (Zp.)""-^Zp^(Zp^)^-15(™-^)(Zp.)™-"^(Zpy] 
= (Sp-)™"^  ^ - (Zp.)™-^Zp^[(™) + C^ )-] 
+ 2[(") + (™)] (Zp.)™-^Zp^ 
+ 3[(™) + Ç)] (Zp.)"'-^(Zp^)^ 
- 3![(™)+ (™)] (Zp.)™-^ Zp^ 
+ 4|[Q + (^)] (Zp.)™-^Zp^ 
- 20[(^) + (™)] (Zp.)™-^ Zp^ Zp^ 
- 15[(™) + (™)] (Zp.)""-^ (Zp^ 
+ 40[(™) + (^)] (Zp.)™-^ (Zp^ 
+ 90[(™) + (™)] (Zp.)™-^ Zp^ Zp^ 
+ 210[ (™) + (^)](Zp.)™-^ Zp^ (Zp^)^ 
+ loscQ + ('^)](Zp.)™-'^ ( Z p f f  
or 
^(n>«) -p, p,, ' = -r;')(zp,r-' xpf 
i 6 m m+1 
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-3!r+S(zp.r"^ 2pf 
+ 4! (Sp.)"""^ 2p.^ 
- 20(™g^) (Zp.)™"^ 2p^ 2p^ 
- (ZpY 
+ 40('^^S(Sp.)"''^ (2p^)^ 
o 1 1 
+ 90r^^)(Zp.)™-^ Zp^ ZpP 
+ 210(^:J^)(Sp.)'"'^ Sp^ (Sp^)^ 
+ 105(™g^) (Zp.r-'^(Zp^)^ 
Thus the relation (4. IS) holds for (m+1). Relation (4.16) can be proved 
on the same lines by considering 
• • • "'n.' 
V) 
1 6 m 
Similarly, we can establish all the relations of the Lemma. 
Now using the results of the Lemma, we get from (4. 14), for m> 0 
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= k?- + (O « + 2(^)} Zp^ 
+ {(™) - 3(^) n^ + 3! (™) n - 3! (^)} 2p^ 
+ {(™)ii^-4(™) ii^+12(™) n^.4l(™)n + 4! (™)] 2p[ 
+ {(™) -3(^11+3 (™)} (Zp^)^ 
+ {2(^) -9(^) + 20{^) n -20(™)} Zp^ 2p^ 
+ {(^) - 6(™) + 15('^) n - 15(™)](Zp^)^ 
+ C(™) - eQ n^ + 20Q -40(^) n + 40(™)} (2p^)^ 
+ {2(™) - 12('^) + 42(™) _ 90(^ n + 90(™)] Sp^ Sp^ 
+ {3(™)n^-24(™)n^ + 95('^)n^-210Qn+210(™)}Zp^(2p^)^ 
+ [(™)n^ - 10(™)ii^ + 45('^)n^ - 105(^)n+ 105(™)} (Sp^)^] 
(4.27) 
-4 u. 
correct to 0(N ), with the usual convention that ( ) = 0 if p. < v . 
By definition. 
L o = l  ( 4 . 2 8 )  
_4 Also it can be easily verified that correct to 0(N ) 
Lj = 1 + n Sp^ + n^ Sp^ + n^Sp^ + n^Sp^ (4.29) 
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and 
L = —[ 1 + (2n-l) Sp? + 2n(n-l) Zp^ + n^ (2n-3) 2p^ 
+ 2n^ (n-2) Sp^ + n^(2p^)^ 
+ 2n^ Zp^ Zp^ + n^ (ZpV 
4 4 2 
+ 2n Zp^ Zp^] 
From (4.4) -we have 
1 I '^n-t 
K - —r 
n t=l n 
Thus by using (4.28) and (4.29) we get for n = 2, 
(4.30) 
1 = (L^ + LJ/2 = 1 + Zp^ + 2 Zp^ + 4 Zp^ + 8 Zp^ (4. 31) 0 V 1 1 1 1 
^2 
Similarly by substituting the values from (4. 28), (4.29) and (4. 30) for 
the respective terms in (4.4) we get after simplifying 
1 = i[ 1 + 3 Zp^ + 8 Zp^ + 21 Zp^ + 54 Zp^ + 3 (Zp^)^ 
+ 18 Zp^ Zp^ + 27 (ZpV + 54 Zp^ Zp^] (4. 32) 
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Similarly, 
1  =  ! [  1  +  6 S p ^  +  2 0  +  6 6 S p ^  +  2 1 6  S p . ^  
K 6 1 1 1 1 
4 
+ 15 (SpV + 108 2p^ Zp^ + 16 (SpV 
+ 192 (SpV + 384 Sp^Sp^ + 192 Sp^ (Zp^)^] 
(4. 33) 
Theroem 4. 1 
For n > 5, the expression for 1/K correct to 0(N is given by 
— n 
1 1 r 1 , n(n-l)^ , n(n+l)(n-l)^ , n(n^+n+2)(n-l) ^ 
! L ' ' - + 7 ^ 7 +  -1 ^•3"^ A A K (n-1) 
n 
n(n-l){n^ + n^+n+6) ^ , n(n-l)(n-2)(n+l) 
5 ^5 8 ^2 
. n(n-l)(n-2)(n^+2n+3) ^ ^ 
6 ^2^3 
, n(n-l)(n-2)(n-3)(n^+3n+4)^3 
48 ^2 
n(n-l)(n-2)(n^+ 3n^+5n+12) ^2 
1 8  ^ 3  
n(n-l)(n-2)(n^ +2n^+ 5n+12) _ _ 
+ 8 ^2^4 
, n(n-l)(n-2)(n-3)(n^ + 4n^+lln+20) ^ ^2 
24 V2 
, n(n-l)(n-2)(n-3)(n-4)(n^+6n^+19n+30 ^4 ^ 
^ 384 ^2 J 
N (4.34) 
where S pf = S , r = 2, 3, 4, 5. 
i=l ^ ^ 
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Proof 
From (4.4), writing s = n-t, and substituting for from (4. 27), 
we get, correct to 0(N ), 
1 
— = S (n—s) L / n—s 
^n s=0 ® ° 
= 2!^'[H.((=)B.(^)}S2 
5 = 0 
+ {(^)n^.2(^)n+2(^)]S^ 
+{(®)n^-3(®)n^+3! (^)n_3l (®)}S^ 
+ {(j)n^-4(2)n^+12(®)n^-4| (^)n+4! (g)lSg 
+ {(^)n^.3(^)n+3(^)}S^ 
+ {2(^)n^_9(pn^+20(^)n_20(^)]S^S^ 
+{(^)n^_6(^)n^+15(g)n_15(^)3S^ 
+ {(^)n^_6(^)n^+20(^)n^-40(^)n+40(^)]S^ 
+ {2(®)n^-12(®)n\42{®)n^-90(®)n+90(®)}S^S2 
+{3(2)n4_24(8)ii3+95(g)nZ_210(*)n+210(S)]S2S2 
+{(®)n^-10(®)n\45(®)n^-105(®)n+105(g)}S23 
(4.35) 
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Now define 
s+a 
T = Z n /(s-b)l (4.36) 
s=b 
Then 
Also 
^ /(n-k-1): (4.38) 
From (4.35), using (4.36), we get 
n 
) < < T 3 . I - T 2 . 2 ' - T 2 , l - | , ( T 2 , 2 - T l . 3 '  +  Z T l . 2  +  # , < T l . 3 - T o , 4  
-iMh 
•''^'^4,1 "^3,2*'^3,1 "2| "•3,2'^2,3''''^^2,2''' 37*^2.3"^I,4* 
"If  ^ l ,3- |f '^l,4-V5'^ if  ^ 0.4:^4 
•l£ (TJ J 2) -Tj, 1 " 2| '^ 4,2 "'3,3' •'"*^3,2 •*• 3) '^ 3, 3 "^2,4) 
"2!^2,3'4Î''^2,4'^l,5''^4!^l,4'^5i'^l,5"'^0,6' 
-I ^ 0.53^5 
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21 3^"'^2, 2'3! ^ "^2, 3"'^1,4^'^ 2f ^1, 3^ ^2 
2 Q q 20 
+[ 2, <^4,2-^3.3'-^^3.2-3,'^3.3-^2,4» + 2, ^ 2, 3^<T2,4'^!, 5» 
-#^1.4-5-^0. 6' + lT ^0.5]% 
3l"4,3'^3,4''2l'3, 3"4!'^3,4'^2, 5^*3|^2,4'^5r'^2.S'^l,6' 
-lf^l,5-îf'^l,6-V7>^lfV6:®2 
^ &, '^5,2-^4, 3'-^4.2-#,<^4. 3-^3,4'4, ^ 3. 3^lf<^3,4-^2, 5> 
-If^2.4-If <^2, ^1, 5^lf<^1.6-V-If^0.6:®f 
•^•2|'^5,2"^4,3''^4,2~3r''^4,3'^3,4'"^27'^3,3'''4r'^3,4'^2,5' 
-|f^2.4-B^2.5-^l,6)+lfT.,5+B^1.6-^(,.7'-|r^0.6:% 
I'^5,3-^4,4'-|| ^ 4,3-Ir<^4,4-^3,5''lr^3,4"1^^3,5-^6' 
-|f^2.5-^<^2.6-^1.7>^^1.64r'^1.7-V^^\73%®2 
•^C?,(T5,4-^4,5'4! ^ 4,4-|f'^4,5-^3,6'4f^3,5'4f*^3,6-\ 7* 
-#f'2.6-W'"'2.7-^1.8)+^\7+'#ri.7-^ 10.9'-W\8]< 
(4.39) 
Pairing the T's appropriately, and applying (4.38), we obtain (4.34) 
as required. 
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Remark 
Even though (4.34) is proved for n > 5, observation of equations 
(4. 31), (4. 32) azid (4. 33) shows that (4. 35) holds for n > 2. 
By expanding in Taylor's series the expression for , (4.34), 
and retaining terms to 0(N ^) only, we get 
T, _ /_ r 1 n(n-l) ^ n(n-l)(n+l) ^ , n(n-l)(n^-n+2) ^2 
Kn = ^ - —r~ ^2 3 ^3 8 2 
n(n-l)(n^+n+2) g. n(n-l)(n^-2n^+7n^-14n+24) ^,3 
4 48 ^2 
3 3 2 
n(n-l)(n -n+6) c. <- n(n-l)(n +n +n+6) 
+ 1 g Sg 
, n(n-l)(n^+n^-6n+24) ^ ^ 
+ 8 V4 
n(n-l)(n^-n^+n\l3n^-62n+120) -.2 
24 ^2 ^ 3 
4 3 2 
n(n-l)(n +n -n -4n+24 ^.2 
Ï8 ^3 
^ n(n-l)(n^-3n^+15n^-57n\200n^-540n+720) _4. 
384 ^2 J 
(4.40) 
In order to get expression for TT„, we have to evaluate up to 
0(N"^). The expression for 0_ from (4. 7) is given by 
n**2 
0  = n -  S  X  X  . . .  X  { l - ( p . + p . ) -  S  p  }  
^ S(n-2) h h ^n-2 ^ u=l ^u 
ij/S (4.41) 
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Since the expression for 0„ is not meaningful for n = 2, we de­
rive the approximate expression for 0„ assuming n > 3. 
(4. 41) can alternatively be written as 
\  \  { i - ( P i + p - ) - 2 :  p  } ]  
^1 H ^n-2 J u=l u 
(4. 42) 
where E' denotes the expectation taken over the scheme of selecting 
(n-2) units from the population excluding the i-th and j-th units with 
simple random sampling without replacement. Using the results of 
earlier expectations from equations (4.15) to (4.26) of Lemma 4. 1 with 
suitable modifications, we get for n > 3, the following relations 
correct to 0(N "^): 
1 ^ n —6 
+ S3 - S3 A J 
+ '•'-^Xn^Tn.ZO) ^2 ^ ^ ^  
O £• 1 J 
- 3 A  1  
, (n-3)(n^+6n^+26n+120 ^ ^ 
+ (n-2)[ 6 ^2 ®3 
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(n-3){n-4)(n^+12n^+73n+210) ^3 
48 ^2 
, (ii^+2n^+n+60) ^ {ii-3)(6n+40) ^ ^ 
^ 4 ^4 - 4 ^2^2 
(n-3)(ii^+3n+20) c. a (n-3)(n-4)(n^+9n+30) £,2 ^ 
3 ^3^1 8 ^2^1 
^ (n-3)(B-4)(n4-5) g ..p. (n-2) 
Ù 6 1 J ^ 
+ 4(n-3) A^] 
4 3 2 
, (n +2n +4n -42n+360) _ 
+ (n-2}[ 
(n-3)(n^+5n^+35n^+82n+840) ^2 
Ï8 ^3 
, (n-3)(n'^+6n\l5n^+82n+840) ^ ^ 
8 ^2 ^4 
. (n-3)(n-4)(n^+llii^+72n^+404n+l680) ^2 ^ 
+ n ^2 ^3 
, (n -3) (n -4) (n -5) (n^ +18n^+175n^+103 8n+3 024) ^ 4 
384 ^2 
(ii-3)(n-4)(n\8n^+43n+210) ^ c. a 
6 ^2 ^3 
(n-3)(n-4)(n-5)(n\l5n^+106n+336) ^3 , 
48 2 1 
- +3n +6n+120) g + (1 In-60)A 
4 4 1 4 
- (n-3)(n-20) - (°-3)(''-4)(16n^t86nt420)g2 
1  J  l o  2  2 
-(n-3)(n^+2n+40)S A - (n-3)(n-20)p. p. A 
3 Ù 1 J 2 
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(n-3)(2n^-lZn-240) _ 
+ 4 
. (n-3)(n-4)(n^+4n+30) ^ 
+ 3 S3 p.p. 
(n-3)(n-4)(n-5)(n^+iln+42)^2 
+ s 2 p.p. 
+ (n-3)(ii-4)(2n+15) p.p^ A^] (4. 43) 
- (n-2)A -2(n-2) p.p. 
c. X J 
+ (n -2) [-(° +2n+12) ^ _ (n-3Kn+4) 
- (ii-3)(n+4)S^p.p. + (n-3)(n^+7n+20)g2^^ 
+ (n-6)p.p. A. -3A ] 
1  J 1 3-' 
^,,(n-3)(n\6A26n+120) ^ ^ , 
+ (n-2)[ 6 2 ^3 
{n-3)(n-4)(n^+12n^+73n+210) ^3 ^ 
+ 48 ^2^1 
(n^+2n^+n+60) g. * (n-3)(6n+40) ^ 
+ 4 Vl 4 ^2^3 
+ S, p.p. A, 2 2 1 
(n-3)(ii^+3n+20) _ 
3 ^ ^2 
2(n-3)(n^+3n+20) _ 
3 ^3 PiPj 
(n-3)(n-4)(n^+9n+30)^2 ^ 
8 ^2^2 
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(n-3)(n-4)(ii +9I1+30) .2 
4 ®2 Vj 
+ (n-12)A^ + {5n - 24) P^^Pj 
+ 8(n-3)p^p^^ ] (4.44) 
n-2 
= (ii_2)[S^-(n_3)S^A^ _A^+3s^ + ^ill^^2j±>s^ 
-(n-12)S^ .4(n_3)S^A^ _(n^3)(n-4)(^)g|^^ 
, (n-3)(2n^+15n+100) ^ ^ 
6 SgSg 
, (n-3)(n-4)(n^+9n+30) (n-3)(n+12)^ ^ 
8 ^2 2 ^2^2 
+ (n-3)(n-4)(SgP.Pj + (n-6) A^ + (n-3)p^p^ A^ 
, (n-3)(ii-4)(n-5)(n^+15n^+106n+336)^4 
+ 4G 
, (n-3)(n\n^+18n+360) g, ^ 
4 ^2^4 
+ (n-3)(n^+2ii+40)S^ 
(n-3)(n-4)(n-5)(n^+lln+42) 2 
8 ^2^1 
- (lln-60) Sg 
(n-3)(n-4)(4n^+41n^+30in+1470) 2 
•*• 24 SgSg 
where 
-A-1 = (p. + pJ 
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+ (n-3)(n.2û)S^A^ + (°-3)(n -80)g^^^ 
2 2 
+ 9{n-4) + 8(n-3) p^ 
- (n-3)(n-8) p.p. A + 5(n-3)(n-4)S p.p. 
1 J ^ J 1 J 
{n-3)(ii-4)(n^+25n+150) J. ^  
8 2 2 
. (n-3)(n-4)(n-5)(n+6)c,2_ _ 
2 
, (n-3)(n-4)(4n+15)c. __ ^ 
2 
(n-3)(n^+80) ^ , 
3 3 2 
(n-3)(n-4)(n^+10n+75)c, c a -• 
3 ^2^3^lJ 
(4. 45) 
and 
= (pf + pf) r = 2, 3, 4. 
Substituting the values from (4.43), (4.44), and (4.45) in (4.42) 
we get, for n> 3, after some simplification, the expression for 0.. 
— y 
correct to 0(N 
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^(n-HKn-2) _ (n.i) A^] 
, (n-2)(n^+2ii+3)^ , (n-2)(n-3)(n^+3n+4)^2 
t  3  ^ 3 +  8  ^ 2  
- -2)^^-3) +(n^.3n+2) p.p. - (n-2) 
, ^^,(n-3)(n^+4n^+lln+20) g, ^ (n-2){ ^ 
(n-3)(n-4){n\6n^Tl9n+30) ^.3 
+ 48 ^2 
, (n^+2n^+5n+12) ^ (n-3)(n+4)c ^ 
+  4  S 4  2  ^ 2 ^ 2  
3 2 (n +n +n-12) g, ^ 
3 
+ (2n-3)p.p. A, - A, 
1 J 1 O 6 i 
, . . (n%2ii^+4n^+13n+60) _ (n-2){; 
(n-3)(n'^+5n^+17ii^+46n+120) „2 
+ Î8 ^3 
(n-3)(n^+4n^+13n^+46n+120) _ 
+ 
(n-3)(n-4)(n^+7n\31ii^+103n+210) ^2^ 
+ S2S3 
, (n-3)(n-4)(n-5)(n'^+10n^+55ii^+190n+336)^4 
+ 3^ ^2 
(ii-3)(n'^+3n^+5n^-6n-120) _ _ . 
6 ^2^3^1 
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(ii-3)(n-4)(n^+5n^T7n^-43n-210) ^3 ^ 
48 2 1 
2 2 
- (ii-3)(n-4) Pj 
(n-3)(n-4)(2n^+18n+60) ^2 ^ 
16 ^2 ^ 2 
(n-3)(n^+3n+20) ^ ^ 
3 ^3^2 
+ (7n_12)p.p.A^ >-3)(3n+20)g^^^ 
(n-3)(n^+2n^+5n-20) _ 
+ 3 ^PiPj 
(n-3)(n-4)(n^+4n^+n-30) _2 
+ 8 ^2PiPj 
+ (-3)(2n^5n_20) ^ (4.46) 
Substituting the value of from (4.46), for X.X,^ from (4.12), 
and 0„ from (4. 46), into (4. 6), we get for n ^ 3 
TT..  = n(n-l) p.p. [ 1 + {A -5 } 
ij 1 J I c 
+ {2A^-2S^-(n-2) p^p^ + (n-3) S^A^ -(n-3)S^] 
+ {(n-6)S^-4(2n-5) S^S^-(n^-9n+15) S^ 
+  ( 5 n - 1 2 ) S ^ A ^ + ( 3 n - 8 ) S ^ A ^ - 3 ( n - 2 ) p . P j A ^  
80 
-f (n^-9n+15) - (n - 8n-rl2) p.Pj -(n-6) A^] 
+ {8(n-3) - 2(10n^-71n-105) (3n^-47n+90) 
+ (n^ - 20n+40) - (n^ - 19n^ + 86n -105) 
+ {lln^-80n+120) S^S^A^ + (n^-19n^+86n-105) A^ 
- (n^-15n+30) S^A^ -8(n-3)A^+ (n^-14n+24) 
+ (9n^-62n+90) S^A^ - (n^-20n+40) S^A^ 
+ (n^-14n+24) p^p^. A^ - (2n.^-32n+60) A^ 
2 2 
- 4(n -7n+10) S^p^Pj - (7n -44n+60) P^Pj -A ^ 
- (n^-18n^+77n+90) p.p.}] (4.47) 
Z 1 J 
correct to 0(N ^). 
Remark 
Since Sampford's procedure for n = 2 is the same as Durbin's 
procedure, the expression for Tr„ using Durbin's procedure is 
"ij = ^2 PiPj 'Wi ^  ri?.' W.48) 
Substituting the value of from (4.40) in (4.48), we get after 
retaining terms to 0(N"^) only 
"ij = 2PiPj[l + + {ZA^-ZSj-S^Aj+S^] 
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- {4 S^-4 + 2 + 2 S3 A, -S^ Aj -4 
- (8S5 + 6S^ S3 -8 -4S^ - S^ -4S2S3AJ 
^  S |  A j  +  4 S 4  A j  -  S A ^ - Z S ^ A ^ t  4 S 3 A ^  +  4 S 3 A 3 } ]  
(4.49) 
Observation of (4.47) and (4.49) shows that (4.47) holds for n > 2. 
Following the same steps as for finding 0„, we can obtain the 
expressions for 0... and A... as defined in (4.9) and (4. 11) re-ijk ijkx 
spectively. Using the expressions of and expression 
of K from (4.40), with suitable modifications we get for n > 3 
n — 
+ (bB^-SS^ - (n -6) B ^  ^ - 2(n -6) B ^  - 3(n -5) 
2 3 
+ {3(n-10)S^-30(n-4)S^S^ -(3n _41n+105)S^ 
+ (14n-60)S^B^+(8n-40)S^B^ -(5n-24)B^^B^ 
+ (2n^.32n+90)S^B^ -(n^.20n+60)S^B^^ 
- 2(n-12)B^+ (7n-48) p^p^p^} 
+ {(30n-144) Sg - (72n^-756n+l680) 
+ (9n^-213n+630)S_S +(3n^-90n+280)S^ 
6 4 3 
- (3n^-81n^+528n-945)+ (28n^-344n+844) B ^  
+ (2n^ -62n^+442n -840) S^B - (2n^ -52n+180) S . B 
w 1 4 i 
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- (22n-120)B^+(n^-34n+120)B22 
+ (24n^ -270n+630) S^B^-(2n^ -70n+240) S^B^ 
+  ( n ^ - 3 4 n + 1 2 0 ) B j ^  B ^ - C M n ^ - l U n + S e O S ^ B ^  
- (6n^-90n+240)S^B^^-(lln^-144n+360)S2B^^B^ 
- (n^-40n^+315n-630)S^B,,+ (15n^-258n+720)S p.p.p 
2  1 1  6  1  J  K  
+ (n^-12n)p^PjP^B^}], (4.50) 
where 
=  P i + P j  + P k  
^r ^ P, r = 2, 3, 4. 
B i i =  P i P j  +  P i P k  +  P j P k  
2  2  2  2 , 2  2  
®22=  P i  P j  + P i  P k + P j  P k  
_Y The above expression for TT-., is correct to 0(N ). ij-iC 
Similarly, using the expression for 0.. ,  , \. X.X, X and expres 
ijk 1 J k i 
sion of from (4.40) with suitable modifications, we get for 
n > 4 
"ijkX ^ PjPjPj^P^Cl + {3 C^-6Sp 
+ {12C^-20S^ -(n-12)C^^+ 3(n-10)S^ -3 (2nl5)Sg ] 
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+ {(6n-90)S^-12(6n-35)S^S^-(6n^-ll6n+420)S^ 
+ (27ii-180)S^ C^+ (15n-120)S^ -(7n-60) 
+ (3n^-75n+315)S^C^ -(n^_37nTl80)S^ 
- 3(n-20)C^fl0(n-12)C^^^] 
4 [(72n-504)S^-(16n^-2448n+7560)S^S^ 
+ (18n^_600n+2520)S^S^ + (6n^-252n+1120) 
- (6n^-219n^+1938n-4725)+ (51ii^-945n+3360) 
+ (3n^-138ii^4-1410ii-3780)S^C, - (3ii^-120n+630) 
- (42n-360)C.+ (n^-62n+360)C 
+ (45n^ -747n+2520)- (3n^ -162ii+840) 
+ (n^-62n+360)C,, C -(6n^-267n+1260)S C 11 6 àt U 
-  ( 8 i i ^ - 2 0 2 n + 8 4 0 ) ^  - ( 1 5 n ^  - 3 2 7 n + l 2 6 0 ) ^  
- (ii^-70n^+852n-2520)S^C^^ + (21ii^_594n+2520)S^C^^^ 
+ {n^-20n) Cj J J Cj - (n^4-22n-360) ] 
(4.51) 
where 
84-86 
Cr = Pk r = 2, 3, 4. 
C„ = p.p. + PjPi^ + PiP^ + PjPk + PjPi + Pi,P^ 
2 2  2 2  2 2  2 2  2 2  2 2  
(=22 = "i Pj ^ Pi Pk + Pi + Pj Pfc ' Pj P^ + Pk Pi 
S11" PiPjPk + PiPjPf " PiPkPi ^ PjPkPi 
- 8  The approximate expression for TT.., , (4.51) is correct to 0(N ). ijkX 
A check on (4.47), (4.50) and (4. 51) is provided by verifying that 
when all p^ are equal to which are the expressions for TT„ 
correct to 0(N ^), TT. correct to 0(N ^), and TT. correct to 
ijk ijk£ 
-8 0(N ) in the case of simple random sampling without replacement. 
A more thorough check on (4.47), (4. 50) and (4. 51) is provided by 
verifying that 
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_y (4. 55) is correct to 0(N ), which confirms that (4. 51) is correct to 
0(N"®). 
Similarly, we can verify that 
N 
S TT. = (n-2) TT.. (4.56) 
k/ij y 
(4. 56) is correct to 0(N ^), which confirms that (4.50) is correct to 
N 
=  ( n - l )  T T .  
i/j 'J 
-5 -6 
correct to 0(N ), which confirms that (4.47) is correct to 0(N ). 
4.4. Numerical Illustration 
To have some idea about the accuracy of the approximate express­
ions for TT.., n. and TT. derived for Sampford's procedure, the ij ijk ijk£ 
exact as well as the approximate expressions for TT. TT.., and rr.., , 
ij ijk ijk£ 
as given by (4. 6), (4.8), (4.10) and (4.47), (4.50), (4. 51) respectively, 
are calculated for the data in Table 6.1 of Scheaffer, Mendenhall and 
Ott (1979) for n = 5. The exact and approximate probabilities of dif­
ferent orders are given in Table 4. 1 through 4. 3. 
The close agreement between the exact and approximate probabil­
ities in Table 4. 1 through 4. 3 suggests that in many practical situations 
tJie approximate expressions for inclusion probabilities given by (4.47), 
(4.50) and (4. 51) may serve the purpose quite adequately. 
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Since, in Chapter 3, we have used exact probabilities for eval­
uating the variance of several estimators of V , a more thorough 
HT 
check for accuracy of approximate probabilities is provided by com­
paring the variance of a particular estimator of V by using the 
HX 
exact and approximate expressions for inclusion probabilities. 
The analytic expression for the variance of V (2), the Yates-
HT 
Grundy estimator is given by 
V[V^(2) ]=1[2Z 
I, J TT.. 
N N ) 
+  4  2  2  C . . . C  
ij k/i,j ^ik ^ ^ 
N N (TT. -TT..TR ) 
+ s s —y_Jiif...f C...C ] 
i,jk,jg/i,j "ij 
The variance V[V__(2)] calculated using the exact TT. TT. n. HT "" ij ijk ijk2 
IS 
V[V^^(2)] = 32.41 
The variance computed to various orders by using the approxi­
mate probabilities are 
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4 V[VHT(2)3 =23.11 computed to 0(N ) by using T7„^ and 
TT.., of 0(N'^), 0(n"^) and 0(N"^) 
respectively. 
V[VHT(2)] = 27.85 computed to 0(N^) by using Tr„, and 
of 0(N'^), 0(N"^) and 0(N'^) 
respectively. 
V[VH T (2)] = 31.44 computed to 0(N^) by using T7 _ ,  and 
of 0(N'^), 0(N'^) and 0(N 
respectively. 
V[VHT(2)] = 32.23 computed to 0(N') by using TT_, and 
of 0(N"^), 0(N"S and 0(N"^) 
respectively. 
V[VHT(2)] = 32.45 computed to 0(N^) by using Tr_, and 
"ijk£ 0(N'^) and 0(N'®) 
respectively. 
The above comparison confirms that use of the approximate prob­
abilities given by (4.47), (4.50) and (4.51) is quite satisfactory. 
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Table 4.1. Exact TT »S and the approximate ""..'s of Samford's y y 
procedure with n = 5 
(i,j) Exact 
TT. .  
IJ 
Approximate TT^'S 
o
 1 
0(N"^) 0(N"^) 0(N'^) 0(N"S 
(4,1) 0. 046900 0.044744 0. 046786 0.046889 0. 046898 0.046900 
(7,1) 0.037179 0. 035947 0. 037183 0.037189 0. 037182 0.037180 
(7,4) 0.055418 0. 052497 0. 055248 0. 055405 0. 055416 0.055418 
(10,1) 0. 044698 0.042772 0. 044616 0. 044692 0. 044697 0.044698 
(10,4) 0.066558 0. 062465 0. 066283 0.066541 0. 066558 0.066559 
(10,7) 0.052821 0.050184 0.052687 0.052813 0.052821 0.052821 
(13,1) 0.039667 0. 038222 0. 039648 0.039673 0.039669 0.039668 
(13,4) 0. 059108 0. 055820 0. 058907 0.059093 0.059106 0. 059108 
(13,7) 0. 046888 0. 044845 0. 046821 0.046890 0.46889 0. 046889 
(13,10) 0.056341 0. 053360 0. 056177 0.056331 0.056340 0.056341 
(16,1) 0. 036189 0.035037 0.036201 0.036200 0.036192 0.036189 
(16,4) 0. 053949 0. 051168 0.053790 0.053936 0.053947 0.053949 
(16,7) 0. 042784 0. 041108 0.042752 0. 042790 0.042785 0. 042784 
(16,10) 0. 051420 0. 048913 0.051296 0.051412 0.051419 0. 051420 
(16, 13) 0.045643 0.043710 0.045585 0. 045645 0. 045643 0. 045643 
(19,1) 0.050145 0. 047626 0.049974 0.050123 0.050140 0.050144 
(19,4) 0. 074614 0.069553 0.074236 0.074592 0.074616 0.074616 
(19,7) 0.059242 0.055878 0.059012 0.059220 0.059239 0.059242 
(19,10) 0.071136 0. 066488 0.070797 0.071114 0.071136 0.071137 
(19,13) 0. 063182 0.059415 0.062920 0.063160 0.063180 0. 063182 
(19,16) 0.057673 0. 054463 0.057455 0.057651 0.057670 0.057673 
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Table 4. 2. Exact Tr^^'g and the approximate Tr_^'s of Sampford's 
procedure with n = 5 
Exact 
xjk 
Approximate TT_^'s 
0(N'^) 0(N'^ 0(N"^) 0(N"^ o
 1 
(7,4,1) 0.007067 0.006164 0.006980 0.007060 0.007066 0.007067 
(13,4,1) 0.007566 0.006554 0.007460 0.007555 0.007565 0.007566 
(13,7,1) 0.005914 0. 005266 0.005875 0. 005875 0.005916 0.005914 
(13,7,4) 0.009013 0.007690 0.008857 0.008996 0.009011 0.009013 
(13,10,1) 0.007187 0.006265 0.007100 0.007181 0.007187 0.007187 
(13,10,4) 0.010944 0.009150 0.010699 0.010912 0.010940 0.010944 
(13,10,7) 0. 00 8563 0. 007351 0. 008430 0.008550 0.008562 0.008563 
(19,4,1) 0.009706 0.008167 0.009492 0.009675 0.009701 0.009705 
(19,7,1) 0.007592 0.006561 0.007478 0.007580 0.007591 0.007592 
(19,7,4) 0.011558 0.009582 0. 011267 0. 011515 0.011552 0. 011557 
(19,10,1) 0.009222 0.007807 0.009034 0.009196 0.009218 0.009221 
(19,10,4) 0.014026 0.011401 0.013605 0.013962 0.014017 0. 014025 
(19,10,7) 0.010982 0.009160 0.010724 0.010946 0. 010977 0. 010982 
(19,13,1) 0.008128 0.006976 0.007992 0.008111 0.008125 0.008127 
(19,13,4) 0.012369 0.010188 0. 012039 0. 012320 0.012362 0.012368 
(19,13.7) 0.009682 0. 008185 0.009488 0.009656 0. 009678 0. 009681 
(19,13,10) 0.001059 0.000762 0.000996 0. 001047 0. 001057 0.001057 
(19,16,1) 0.007380 0.006395 0.007274 0.007369 0.007379 0. 007380 
(19,16,4) 0.011236 0.009339 0.010960 0. 011196 0.011230 0. 011235 
(19,16, 7) 0.008793 0.007503 0.008636 0.008773 0. 008790 0. 008792 
(19,16,10) 0.010677 0.008928 0.010432 0. 010642 0.010672 0. 010676 
(19,16,13) 0.009412 0.007978 0.009229 0. 009388 0. 009408 0.009411 
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Table 4.3. Exact TT.., 'S and the approximate TT.., 'S ofSampford's 
ijki ijki 
procedure with n = 5 
i) 
Exact 
"ijkX 
Approximate 
o
 1 
O
 1 
0(N"S o
 1 
-8 0(N ) 
(13,7,4,1) 0.000797 0,000602 0.000764 0.000793 0.000797 0.000796 
(13,10,4,1) 0. 000981 0.000716 0.000928 0.000971 0.000979 0.000979 
(13,10,7,1) 0.000755 0.000575 0.000726 0.000751 0.000755 0.000755 
(13, 10,7,4) 0.001179 0.000840 0.001106 0. 001165 0.001176 0.001176 
(19,7,4,1) 0. 001041 0.000750 0.000979 0.001029 0.001039 0.001039 
(19,10,4,1) 0. 001280 0.000892 0. 001188 0.001260 0.001276 0.001276 
(19,10, 7,1) 0. 000986 0.000717 0.000930 0.000975 0.000984 0.000984 
(19, 10, 7, 4) 0. 001538 0.001047 0.001415 0.001510 0.001532 0.001533 
(19,13,4,1) 0.001119 0.000798 0. 001048 0.001104 0.001116 0.001118 
(19,13,7,1) 0. 000861 0.000641 0. 000820 0.000855 0.000860 0.000860 
(19,13,7,4) 0.001345 0.000936 0. 001248 0.001324 0.001340 0.001341 
(19, 13,10,1) 0.001059 0.000762 0.000996 0.001047 0.001057 0.001057 
(19,13,10,4) 0.001652 0.001113 0.001515 0.001620 0.001645 0.001647 
(19,13,10,7) 0. 001273 0.000894 0.001187 0.001255 0.001269 0.001270 
(19,16,4,1) 0.001011 0.000731 0.000952 0.000999 0. 001008 0.001008 
(19,16,7,1) 0.000778 0.000587 0.000745 0.000773 0.000777 0.000777 
(19,16,7,4) 0.001215 0.000858 0.001134 0.001198 0.001211 0.001214 
(19,16,10,1) 0. 000957 0.000699 0.000904 0.000947 0.000955 0.000955 
(19,16,10,4) 0.001493 0.001021 0.001376 0.001466 0.001487 0.001488 
(19,16,10, 7) 0.001150 0.000820 0.001078 0.001135 0.001147 0.001149 
(19,16,13,1) 0.000836 0.000625 0.000797 0.000830 0.000835 0. 000835 
(19,16,13,4) 0.001305 0.000912 0.001214 0. 001286 0.001301 0.001302 
(19,16,13,7) 0.001005 0.000733 0.000950 0.000995 0. 001003 0.001005 
(19,16,13,10) 0.001236 0.000872 0.001154 0.001219 0.001232 0.001233 
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PART B. 
CONTRIBUTIONS TO DESIGN OF EXPERIMENTS 
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1. INTRODUCTION: 
A GENERAL REVIEW 
This part of the dissertation is concerned with the construction of 
certain incomplete block designs. In this chapter, we briefly review 
existing work on incomplete block designs. 
Among the incomplete block designs, the most widely studies are 
the Balanced Incomplete Block (BIB) Designs. BIB designs were in­
troduced by Yates (1936) and can be formally defined as follows; 
An incomplete block design with v treatments distributed over b 
blocks, each of size k, where k is less than v, such that each 
treatment occurs in r blocks, no treatment occurs more than once 
in a block and each pair of treatments occur together in \ blocks, is 
called a balanced incomplete block design. The symbols v, b, r, k 
and \ are called the parameters of the design. These designs have 
the property that every elementary contrast of the estimated treatment 
effects has the same variance. Significant contributions on these de­
signs were made subsequently by Fisher (1940, 1942), Bose (1939-49), 
Rao (1961), Sprott (1955, 1956, 1962) and others. 
Excellent reviews of basic knowledge about incomplete block de­
signs are given by Raghavarao (1971) and John (1971). 
It is known that the parameters of a BIB design must satisfy the 
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following conditions: 
vr = bk 
X(v-l) = r(k-l) 
b > V 
However, these conditions are not sufficient for the existence of 
BIB designs. Necessary and sufficient conditions for the existence of 
BIB designs are not known in general, though the results for some 
particular cases have been established by Hanani (1961, 1964). 
A BIB design is said to be symmetrical if the number of treatments 
equals the number of blocks. 
Two solutions of the same BIB design (i. e. two layouts with the 
same parameters) are said to be non-isomorphic if one cannot be con­
verted to the other by a renaming of treatments and blocks. Studies on 
non-isomorphic solutions have been made by Bose (1942a, b, c), Rao 
(1961) and Bhat and Shrikhande (1970). 
Given an incomplete block design, one can always get another in­
complete block design by interchanging the roles of treatments and 
blocks. The incomplete block design so obtained is called the dual of 
the former design. Since any two blocks of a symmetrical BIB design 
intersect in exactly X treatments, the dual of a symmetrical BIB de­
sign is also a BIB design with the same parameters. Although no 
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general result is available on the duals of asymmetrical BIB designs, 
results for some special cases have been obtained by Shrikhande (1952% 
Roy (1954), Hoffman (1963), Shrikhande and Bhagwan Das (1965), 
Agrawal (1963) and Ramakrishnan (1956). 
Since in BIB designs there is no control on the number of repli­
cations r required for a given number of treatments v and a given 
block size k, Bose and Nair (1939) introduced a class of incomplete 
block designs called Partially Balanced Incomplete Block (PBIB) de­
signs. These designs permit smaller values of r than BIB's for 
many values of v. The number of occurrences of pairs of treatments 
in these designs in not constant. These were defined in general to 
allow m different values for the number of occurrences of the dif­
ferent pairs of treatments where m is any integer. That is, in these 
designs some pairs of treatments occur, say, times, some other 
times and so on up to m such types of pairs. 
The definition of PBIB designs as given by Bose ajid Nair was 
slight l y  g e n e r a l i z e d  b y  N a i r  a n d  R a o  ( 1 9 4 2 )  t o  i n c l u d e  t h e  l a t t i c e  d e ­
signs as special cases of PBIB designs. The modern definition of 
PBIB designs, however, requires the concept of association schemes. 
Although this concept was inherent in the Bose -Nair definition of PBIB 
designs, the concept was first made explicit by Bose and Shimamoto 
(1952). It is now well-recognized that the concept of association 
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schemes is fundamental in the study of combinatorial problems and in 
the classification of PBIB designs. 
Given v symbols (treatments), 1, 2, ... v, a relation satisfying 
die following conditions is said to be an association scheme with m 
classes: 
(a) any two symbols are either 1st, 2nd, ... or m-th associates, 
the relation of association being symmetrical, i. e., if the 
symbol a is the i-th associate of the symbol p, then p is 
the i-th associate of the symbol a; 
(b) each symbol a has n^i-th associates, the number n^ being 
independent of a; 
(c) given any two symbols a and p, which are i-th associates, 
the number of symbols which are simultaneously j -th associate 
of Q and k-th associate of p is pj^, the number p^^ being 
independent of the particular pair of i-th associates a and p. 
The numbers v, n. p!", (i, j, k = 1, ... m) are called the pa ram-
1 jk 
eters of the association scheme. 
If we have an association scheme with m classes, then we get a 
PBIB design with r replications and b blocks, if it is possible to 
arrange the v symbols in b blocks such diat 
(i) each block contains k different symbols, k < v, 
(ii) each symbol is contained in r blocks. 
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(iii) if two symbols a and |3 are i-th associates, then they 
occur together in blocks, the number V being in­
dependent of the particular pair of i-fch associates a and 
(3 (i = 1, 2, ... m). 
The numbers v, b, r, k, (i = 1, 2, ... m) are called the param­
eters of the PB IB design. 
In the original definition of association schemes it was assumed that 
p!^, = p^.. However, Bose and Mesner (1959) proved that this condition jk kj 
is redundant and is a consequence of the definition itself. For two-
class association schemes, Bose and Clatworthy (1955) proved that it 
is not necessary to assume the constancy of all the p!" parameters; jk 
instead, it is sufficient to assume the constancy of p^^ and p^^ only. 
The PBIB designs with two associate classes are the simplest for 
analysis because a general solution for the treatment effects can be 
obtained in this case by solving two equations. Further, these designs 
are the nearest to BIB designs because through these designs the dif­
ferent treatment pairs can be compared with two precisions. Bose and 
Shimamoto (1952) classified the two associated PBIB designs into the 
following five categories: 
(1) group divisible (GD) 
(2) simple 
(3) triangular 
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(4) Latin Square type (L^) 
(5) cyclic 
The GD designs were further classified by Bose and Connor (1952) 
into three mutually exclusive classes, depending upon the values of the 
characteristic roots of NN , where N denotes the incidence matrix of 
a GD design. These are 
(1) singular if r - = 0 
(2) semi-regular if r - > 0, rk - v\^ = 0 
(3) regular if r - > 0, rk - > 0 
The other important two-associate schemes which do not fall under 
the Bose-Shimamoto classification are the Pseudo-triangular, Pseudo-
Latin square. Pseudo-cyclic association schemes, and the Negative-
Latin square type association scheme of Mesner (1967). Two -associate 
PBIB designs as classified by Bose and Shimamoto (1952) have been 
tabulated by Clatworthy (1973). However, this tabulation is not ex-
huastive. For example. Freeman (1976), John and Turner (1977) and 
Dey (1977) gave some designs which are not tabulated there. 
Investigations of PBIB designs having tiree or more associate 
classes have been limited to the works of Vartak (1955), Roy (1962), 
Raghavarao (I960), Singh and Shukla (1963), Tharthare (1963) and 
Raghavarao and Chandrasekhararao (1964). Roy extended the idea of 
group divisible designs of Bose and Connor (1952) to m-associate 
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classes. Raghavarao (I960) studied these designs systematically. 
Vartak (1955) proved that the Kronecker-product of the incidence ma­
trices of two BIB designs with v^ and v^ treatments respectively 
give rise to the incidence matrix of a Rectangular PB IB design. This 
result has been generalized by Surendran (1968), who proved that the 
Kronecker-product of the incidence matrices of two PB IB designs with 
m and n associate classes respectively is the incidence matrix of a 
PBIB design with (m + n + mn) classes. 
Less attention has been paid to the cyclic association scheme. How­
ever, it is well-known that cyclic development of a suitably chosen in­
i t i a l  b l o c k  i s  o n e  o f  t h e  m e t h o d s  o f  g e n e r a t i n g  d e s i g n s  w i t h  a  h i g h  d e ­
g r e e  o f  b a l a n c e  i n  t h e  a r r a n g e m e n t  o f  t h e  t r e a t m e n t s  s u c h  a s  B I B  d e ­
signs and two-associate PBIB designs. Moreover, a concise repre­
sentation is possible since it is one of the great advantages of a cyclic 
design that no experimental plan is needed beyond a statement of initial 
block(s). 
Cyclic designs as a class in their own right were introduced for 
blocks of size k = 2 by Kempthorne (1953), Zoellner and Kempthome 
(1954) and McKeon (I960). Designs for k = 2 were more fully studied 
in two papers by David (1963, 1965). In these papers the structure of 
designs for k = 2 was given; in particular it was shown how all non-
isomorphic designs of given size could be constructed and enumerated. 
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A very extensive tabulation of cyclic designs is given by John, Wolock 
and David (1972). 
1 . 1 .  S c o p e  o f  t h e  P r e s e n t  I n v e s t i g a t i o n  
In Chapter 2, some special types of matrices with elements (+ 1, 0) 
are studied. Rao (1970) introduced a class of such matrices called 
Balanced Orthogonal Designs (BOD) and utilized them for constructing 
some GD-PBIB designs. Gauri Shanker (1972) generalized the concept 
of Rao to Partially Balanced Orthogonal Designs (PBOD). He studied 
some methods of construction of these designs and using these obtained 
a new class of PBIB designs. In Chapter 2, the concept of BOD has 
been generalized in another direction to obtain a special class of matri­
ces called Generalized Balanced Matrices (GBM). Several methods 
of construction of these matrices are given and the matrices are 
applied to the construction of some PBIB designs. A sub-class of 
Generalized Balanced Matrices called Strongly Balanced Matrices 
(SBM) has been defined. These matrices have also been used in con­
structing some PBIB designs. 
In Chapter 3, cyclic solutions of some group-divisible designs are 
presented by using Generalized Balanced Matrices and Strongly Bal­
anced Matrices. According to David and Wolock (1965), all symmetric 
(v = b) group-divisible designs for v < 15 and k< 5 may be laid out 
as cyclic designs, with suitable relabeling. An attempt has been made 
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to see if symmetric regular g roup-divisible designs can always be 
laid out as cyclic designs. It has been found that there are some reg­
ular group-divisible designs for which a cyclic solution is not possi­
ble. Several designs omitted from the tables of Clatworthy (1973) and 
a few omitted from John, "Wolock and David (1972) are listed. 
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2. GENERALIZED BALANCED MATRICES 
AND THEIR APPLICATIONS 
2. 1. Introduction 
The concept of Balanced Orthogonal Designs (BOD) was introduced 
by Rao (1970). Using these, Rao obtained several PBIB designs. Sub­
sequently, Gauri Shanker (1972) gave several methods of construction 
of BOD's. He also generalized the concept of BOD to Partially Balanced 
Orthogonal Designs (PBOD) and utilized PBOD's for constructing PBIB 
designs of higher associate classes as an extension of Rao's (1970) 
method of construction of GD designs utilizing a BOD. 
In this chapter, the concepts of Generalized Balanced Matrices 
(GBM) and Strongly Balanced Matrices (SBM) are introduced as gener­
alizations of Balanced Orthogonal Designs. This type of generalization 
is helpful in two ways. Firstly, GBM's are a wider class of matrices 
than BOD's in the sense that a GBM can be constructed for some specif­
ic parameteric values for which no BOD exists. Secondly, the GBM's 
can be used to construct PBIB designs almost in the same manner as 
BOD's and thus yield a wider class of PBIB designs. 
In this chapter, we study some systematic methods of construction 
of GBM's. As a by-product, some BOD's are also obtained. Appli­
cation of GBM's is made to construct some classes of PBIB designs. 
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Some of the results included in this chapter have already been pub­
l i s h e d  b y  D e y  a n d  M i d h a  ( 1 9 7 6 )  b u t  a r e  i n c l u d e d  i n  t h i s  c h a p t e r  f o r  
the sake of completeness. 
2.2. Generalized Balanced Matrices 
We start with the following definition: 
Definition 2. 1 
A V  X  h matrix D with elements (-r 1, 0) will be said to be a 
Generalized Balanced Matrix (GBM) if it satisfies the following set of 
conditions: 
(a) the inner product of any two of its rows is a constant, say [JL; 
(b) when the -I's in D are changed to +l's, the resultant matrix 
becomes the incidence matrix of a balanced incomplete block 
(BIB) design with parameters v, b, r, k, X. 
A generalized balanced matrix will be denoted by GBM(v, b, r, k, 
X, p.) .  
If, in a GBM, p. = 0, the matrix becomes a balanced orthogonal 
design (BOD) introduced by Rao (1970), and in this sense, GBM's can 
be regarded as a generalization of BOD's. 
Now, we prove the following 
Theorem 2. 1 
A necessary condition for the existence of a GBM is that 
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X = p. mod 2. 
Proof 
Let D be the GBM (v, b, r, k, \, [x). From D we obtain two 
matrices N ^ and by replacing the -I's by zeros in N and -N 
respectively. Then the following results can be established easily: 
( i )  ^ 1 + ^ 2  =  i î '  
(ii) N - N, = D, 
(iii) N, N' + N, N' = 1(N N' +D D') 
= -j[ (2r-\-ii) I + (X+ix) J ], 
(iv) N, N* + N N' = 4(N N' - D D')  
= - I  ) ] ,  (2 .1)  
where N is the incidence matrix of the BIB design obtained from D 
by replacing the -I's by +l's, J is an m % n matrix with unit ele-® '  ,^mn 
ments everywhere and is the identity matrix of order m. 
The result of the theorem then follows from (iii) and (iv) of (2. 1). 
2. 3. Construction of GBM's 
Many GBM's can be constructed using the incidence matrices of 
balanced ternary designs (BTD), 
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For completeness, we have the following 
Definition 2. 2 
A V X S matrix N with elements 0, 1, 2 is said to be the in­
cidence matrix of a BTD if 
(i) every row sum of N is R; 
(ii) every column sum of N is k; 
(iii) the inner product of any two rows of N is A. 
The integers V, B, R, k, A are called the parameters of a BTD. 
In what follows, we use some classes of BTD to obtain GBM's. 
Let v( = 2t+ 1) be a prime or a prime power and x be a primitive 
element of GF(v). Consider the initial block 
0 0 2 2 2t-2 2t-2, (0, X ,  X ,  X ,  X ,  .  .. X ,  X ) 
The block when ' developed ' yields a BTD [Saha and Dey (1973)] with 
the following parameters: 
V  =  2 t + l  =  B =  R  =  k ,  A = 2 t .  ( 2 . 2 )  
(The term ' developing ' means generating (v-1) other blocks from the 
initial block by adding successively the non-zero elements of the field 
to the contents of the initial block and reducing the elements in GF(v). ) 
Let Nj be the incidence matrix of a BTD whose parameters are 
given by (2. 2). 
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(The element of is equal to the number of times the 
i^ symbol (element of GF(v)) appears in the block, i = 1, 2,..., 
V, j = 1, 2, ... B). Then, D = N - J is a GBM (2t+ 1, 2t+ 1, 
1 0^  1 W 
2t, 2t, 2t-l, -1). Thus, 
Theorem 2. 2 
The GBM (2t+ 1, 2t+ 1, 2t, 2t, 2t-l, -1) exists whenever 2t+1 
is a prime or a prime power. 
Example 2. 1 
Let V = 5. Then N is the incidence matrix of a BTD with pa ram-
1 1 
eters: V = B= R = k = 5, A=4, where 
1 2 0 0 2 
2 1 2 0 0 
0 2 1 2 0 
0 0 2 1 2 
2 0 0 2 1 
Then the matrix 
£ i = ï ï i  -iss 
0 1 
1 0 
-1 1 
-1 -1 
1 -1 
is a GBM (5, 5, 4, 4, 3, -1). 
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- 1  
1 
0 
1 
-1 
-1 
1 
0 
1 
1 
-1 
-1 
1 
0 
Corollary 2. 1 
The matrix X given by 
X = °  i i , 2 t + i  
__i2t+i,i El 
is a BOD (2t +2, 2t + 2, 2t +1, 2t + 1, 2t). 
Example 2.2 
The matrix X given by 
X = 
0 
1 
1 
1 
1 
1 
1 
0 
1 
-1 
.1 
1 
1 
1 
0 
1 
.1 
-1 
1 
0 
1 
-1 
-1 
1 
0 
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is a BOD (6, 6, 5, 5, 4). 
Let v(=4t+l) be a prime or a prime power and x be a primi­
tive element of GF (4t+ 1). It is known [Saha (1972)] that the blocks 
/« « 0 2 4t-2, _ ^ 3 4t-l. (0, 0, X , X , ..., X ) and (0, 0, x, x , -. . , x ) 
when developed yield a BTD with V = 4t+ 1, B = 2(4t + 1), R = 4(t + l), 
k = 2(t+ 1), A = 2t + 3. Let be the incidence matrix of this BTD. 
Then, it is easily seen that D =N - J , is a Ù Ù m.» 1 OVTC 
GBM(4t+l, 8t+l, 4t+2, 2t+l, 2t+l, 2t-3) 
and thus we have 
Theorem 2. 3 
The GBM (4t+l, 8t+2, 4t+2, 2t+l, 2t+l, 2t-3) exists whenever 
4t+l is a prime or a prime power. 
Example 2.3 
Let V = 5. Then N is the incidence matrix of a BTD with pa ram-
^ Ù 
eters V = 5, B = 10, R = 8, k = 4, A = 5, where 
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1 1 
1 1 
The matrix 
Sz 22"i5,10' - 1  
•  1  - 1  
-1 
-1 
1  - 1  
-1 
1  - 1  
1  - 1  
0 - 1  1 - 1  
0 -1 
-1  
-1 
- 1  
isaGBM(5, 10, 6, 3, 3,-1). 
If v( = 4t+ 3) is a prime or a prime power, then the block (0, 0, 
x^, x^, ...» x^^) when developed gives a BTD [Saha (1972)], where x 
is a primitive element of GF(4t+ 3). The parameters of this BTD are 
V=4t+3 = B, R = 2t + 3=K, A = t+2. If N is the incidence ma­
trix of this BTD, then D =N -J..,, isaGEM(4t+3, 4t+3, 
2t+2, 2t+2, t+ 1, t-1). 
Theorem 2.4 
TheGBM(4t+3, 4t+3, 2t+2, 2t+2, t+1, t-1) exists whenever 
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4t+ 3 is a prime or a prime power. 
Note that for t = I, we get the BOD (7, 7, 4, 4, 2). 
Example 2.4 
Let V = 11, then 
D-=N_ - J , is a GBM (11, 11, 6, 6, 3, 1), 
^ 3  ^ 3  1 1  
where N is the incidence matrix of BTD with 
V = B = 11, R =K = 7, A = 4. 
and 
£3= 
1 
0 
-1 
0 
0 
0 
-1 
-1 
-1 
0 
1 
-1 
1 
0 
.1 
0 
0 
0 
-1 
-1 
.1 
0 
0 
-1 
1 
0 
-1 
0 
0 
0 
-1 
-1 
-1 
-1 
0 
-1 
1 
0 
-1  
0 
0 
0 
-1 
-1  
-1 
-1 
0 
- 1  
1 
0 
-1 
0 
0 
0 
- 1  
-1 
- 1  
-1 
0 
-1 
1 
0 
-1 
0 
0 
0 
0 
.1 
.1 
.1 
0 
-1 
1 
0 
.1 
0 
0 
0 
0 
-1 
-1 
-1 
0 
-1 
1 
0 
-1 
0 
0 
0 
0 
- 1  
-1  
-1 
0 
-1 
1 
0 
-1 
-1 
0 
0 
0 
-1 
-1 
-1 
0 
-1 
1 
0 
0 
-1 
0 
0 
0 
-1 
-1 
-1 
0 
-1 
1 
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Let V be any odd integer, say 2m+1. Consider the m initial 
blocks (0, 0, i), i= 1, ..., m. These blocks, when developed mod 
V, give a BTD with V = 2m+1, B=m(2m+1), R = 3m, K = 3, 
A = 2. Let be the incidence matrix of this BTD. Then, 
-P4 ~4 Zzm+l, m(2m-r 1) 
2 2 is a GBM (2m + 1, m(2m+l), 2m , 2m, m(2m-l), 2m -5m+2). 
Example 2.5 
For m = 3, we get 
^4 
1  - 1  - 1  _ i  - 1 - 1  0  1  - 1  - 1  _  
0  1 - 1 - 1  - 1  - 1  - 1  - 1  1  - 1  -
0  1 - 1 - 1  - 1  - 1  0 - 1  1  
.1 0 1-1 -1 -I -1 0 -1 
- 1 - 1  0  1  - 1  - 1  - 1 - 1  0  -
. 1  - 1 - 1  0  1  - 1  - 1  - 1  - 1  0  - 1  -
- 1  - 1  - 1 - 1  0  1  - 1  - 1  - 1 - 1  0  -
0 - 1  1  - 1  -
0 - 1  1  -
-1  -1  -1  
- 1  - 1  - 1  -
.1 0 -1 _ 
1 - 1 0 -
0  -1  -1  - 1  
-1  0  -1  -1  
- 1  -
1 -
-1 
-1 -
1 - 1 - 1  0  - 1  -
0 -1 
-1  0  
-1  -1  
1 -1 
-1  1  
which is a GBM (7, 21, 18, 6, 15, 5). 
For m = 2, we get the BOD (5, 10, 8, 4, 6), which was constructed 
by Rao (1970) through trial and error. 
Let V be an even integer, say 2s. Then, the initial blocks (0, 0, i), 
i = 1, 2, ... 2s-1, when developed mod v, give a BTD with V = 2s, 
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B = 2s(2s-l), R = 3(2s-l), K = 3, A = 4. 
If N is the incidence matrix of this BTD, then D = N -
Lzs ,  2s(2s-l) ^ 
GBM(2s, 2s(2s-l), (2s-l)^, (2s-l), (2s-l)(2s-2), 4s^-14s+ 10). 
Thus, we have 
Theorem 2. 5 
2 2 The GBM (2m+l, m{2m+l), 2, , 2m, m(2m-l), 2m -5m+2), and 
GBM (2s, 2s(2s-l), (2s-l)^, (2s-1), (2s-l)(2s-s), 4s^-14s+10) exist 
for every integeral value of m and s. 
Remark 
Though many GBM's can be constructed through balanced ternary 
designs by a simple transformation, it may be mentioned tiiat every 
BTD does not yield a GBM. For example, consider the BTD with pa­
rameters V = 6 = B, R = 4 = K, A = 2 having the incidence matrix 
2 0 1 0 0 1 
1 2 0 1 0 0 
0 1 2 0 1 0 
0 0 1 2 0 1 
1 0 0 1 2 0 
0 1 0 0 1 2 
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It can be verified that N - J, , is not a GBM. 
We now construct a series of GBM*s using BIB designs. 
Consider a BIB design with parameters v, b, r, k, X. and let N be 
the usual vxb incidence matrix of this BIB design. Let N (u = 1, 
2, .. . k) be a matrix obtained from N by replacing the unity 
in every column of N by -1. Then, we can easily establish that 
D , =  [ N  : N  :  . . .  :  N j  
^ O 0^ i ^ K 
is a GBM (v, kb, kr, k, kX, (k-4)X). Thus, 
Theorem 2. 6 
The existence of a BIB design (v, b, r, k, \) implies the existence 
of a GBM (v, kb, kr, k, kX., (k-4)X.). 
Example 2. 6 
Consider a BIB design with parameters 
V  =  b  =  4 ,  r  =  k  =  3 ,  \ = 2 .  
The incidence matrix N of the above design is given by 
1 1  1  o"  
1 1 0  1  
10 11 
0  1 1 1  
N = 
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and 
-1  -1  -1  0  1  1  1  0  1  1  1  0  
1  1  0  -1  -1  -1  0  1  1  1  0  1  
1  0  1  1  1  0  -1  -1  -1  0  1  1  
0  1  1  1  0  1  1  1  1  -1  -1  -1  
is a GBM (4, 12, 9, 3, 6, -2). 
Corollary 2. 2 
The existence of a BIB design (v, b, r, k = 4, X) implies the exist­
ence of a BOD (v, 4b, 4r, 4, 4\). 
Corollary 2. 3 
The matrix X given by 
X = [D, : k< 4, 
is a BOD (v, 4b, 4r, k, 4X), where ^^is a v x(4-k)b matrix, ob­
tained by repeating N, (4-k) times. 
2.4. Applications of GBM's in the Construction of PBIB Designs 
2.4.1. Construction of Rectangular Designs 
A PBIB design is called a rectangular design if it is based on the 
rectangular association scheme of Vartak [ 1955]. The scheme may be 
defined as follows. 
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There are mn symbols indexed by the ordered pair (a, p), a = 1, 
m, p = 1, n. Two symbols (aJ, and (a^, are first 
associates if = a^, second associates if / a^, ^.nd third 
associates if / a^, For this scheme, we have 
n^ = n-1, n^ = m-1, = (n-l)(m-l). 
= 4' 
n-2 
m -1 
0 m-1 (m-l)(m-2) 
n -1 
^2 = 'Pjk' 0 m-2 
n-1 (m-2(n-l) 
n -2 
^3 = 'Pjk' m - 2  
n-2 m-2 (m-2) (n-2) 
Several classes of rectangular PBIB designs can be obtained using 
GBM's. 
We first prove the following 
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Theorem 2. 7 
The existence of a GBM (v, b, r, k, p.) implies the existence of 
a rectangular PBIB design with parameters 
* * * * * . . / V = 2v, b = 2b, r = r, k = k. X., = (X+p)/2 
* \ = 0 
= (\-[x)/2, m = 2, n  =  V (2.3) 
Proof 
Let N and N be the v x b matrices defined in Theorem 2.1. 
1 ^ 
Then 
M = 
5 
Ï2 
is the incidence matrix of the rectangular design (2. 3). To prove this, 
number the rows of M as (a, p), a = 1, 2, p = 1, ..., v. Define two 
symbols (the rows of M) (a , p ) and (a , p ) as first associates if 
= Q.^, second associates if / a^, p^ = p^ and third associates 
otherwise. This obviously means that M is the incidence matrix of a 
design based on the rectangular association scheme with m = 2, n = v. 
Now, since it has been established in Theorem 2. 1 that 
N  N '  + N  N '  =  i [ ( 2 r . X - t i ) I  +  ( \ + h l )  J  ]  
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and 
-iv'3 
and since and are (0, 1) matrices, it follows that 
r = r, the diagonal element of N N + N N_. 
Also 
# ' ' 
X = off diagonal element of N N + N N 
1  X  ^  X  6  ^  
X+n 
~ 2 ~  '  
* I I 
X = diagonal element of N N + N N 2 1 ^  Cà ^ 1 
= 0, 
* ' ' 
X_ = off diagonal element of NN.+N.N 3 /"w 1 ^  ^  
(X-n) 
2 • 
This completes the proof of the theorem. 
2.4.2. Construction of Other PBIB Designs 
We discuss another use of GBM's in the construction of a class of 
PBIB designs. These designs are based on the Kronecker product 
association schemes [Surendran (1968)]. For completeness, we de­
fine such schemes. 
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Let and be two association schemes with respective pa-
i' r" 
rameters v,n^, (i, j, k = 0, 1, —, m) and v", (r, s, 
t = 0, 1, ... n). Each symbol (in both schemes) is the oth associate 
of itself and of no other symbol. The Kronecker product association 
scheme A of A^ and A^ is defined as follows: 
A has v'v" symbols, indexed by the ordered pair (a,p), a = 1, 
v', (3 = 1, —, v". A pair of symbols (a^, |3j) and (a^, 
are (cj» associates if o.^ is the Cjth associate of and Pj 
is the E^th associate of (3^, ç ^  = 0, 1, ... m, = 0, 1, . . n. 
Every symbol is (0, 0)th associate of itself and of no other symbol. 
Clearly, the number of associate classes in A(excluding the (0, 0)th 
class) is m+n+mn. The parameters of A are 
V = v'v", n.. , = nl n", (ir) 1 r 
^(ir) _ i' r" 
(js)(kt) ^jk^st' 
i, j, k = 0, 1, ..., m; r, s, t = 0, 1, . .. n. (2. 4) 
We now prove the following. 
Theorem 2. 8 
The existence of a GBM (v', b', r', k', \\ |i') and a PBIB design 
based on an m-class association scheme A. with parameters v" = 2k", 
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i" b" = 2r", X^", n!", (i, j, k = 1, . .. , m), implies the existence of 
a PBIB design with (2m+l) classes, based on the Kronecker product 
association scheme of A with a BIB scheme on v' symbols. The 
parameters of the design are 
V = v'v", b = b'b", r = r'r", k = k*k", 
X. = r'X" , 
1 i 
X. . ,,. = (\'+n' ) \ r /2 + (X'-ij.')(r"A:')/2 i=l, 2, ...m; 
m-rl+1 1 1 
the other parameters can be obtained using (2.4). 
Proof 
Let D be the GBM(v', b', r', k', X', p.') and be the incidence 
matrix of the PBIB design based on^ . In D, replace -I's by 
I's by N, and zeros by 0 where N, = J -N and 0 is 
' ^ 1 ' ~v"b" ^1 m.v"b" ~1 ,uzin 
an mxn null matrix. Call the derived matrix N . Let us number the 
rows of N as (a, p), a = 1, ...» v', p = 1, ..., v". Two symbols 
(rows of N){a^, p^) and (o^, 
(i) ith associates if and and are ith associates 
in ^ i = 1, .. ., m; 
(ii) (m+l)th associates, if / a^, p^ = p^; 
(iii) (m+l+i)th associates if / o.^ and p^ and p^ are ith 
associates in i = 1, .. .m. 
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Clearly, this is the Kronecker product association scheme of a BIB 
scheme on v' symbols with ^ . 
Now, since the number of +l's and -I's, taken together, in every 
row of D equals r', we easily see that 
X.J = r'X.", i = 1, 2, . .., m 
Let f(i, j)' denote the frequency of the ordered column vector (i,j)' 
in any 2% b' submatrix of D , i, j = -1, 1. Then, it is easy to see that 
f(l,l)' +f(-l, -1)' = + n')/2, 
f(l,.l)' +f(-l,l)' =(X'-n')/2. (2.5) 
For calculating the value of , we need the inner-product of 
two rows of N which are numbered as (a , p.) and (a , p.), a , 1 1 6 11 
= 1, 2, ... v', = 1, 2, — v". Using (2.5), we have 
where 
C j = £ ( J ) .  C ;  =  C 3 = f ( - J ) ,  
d^ denotes the i-th row vector of N^, e., the same of and (a-b) 
denotes the inner product of two vectors a and b. Since v" = 2k", 
therefore 
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(d. . d.) = (e. . e.) = r" and 
11 11 
= (Cj + c^) r" = (\'+ii') r"/2. 
For calculating the value of X , we consider the inner prod-
nn+1+1 
uct of two rows of N which are numbered as (o^, and (a^, 
a^, = 1, 2, v', pj, = 1, 2, ..., v". The value of 
is given by 
-dji + »j) + =3<=i-4jl ^ 
(cj+c^)(d^-d.)+c2[d.(d>e^l[]+c2[e^(d^+ej] -C2(d..dJ.c^(e..eJ 
= (c +c )(d..d.)+(c +c )(d..d.)-(c -i-c )(d..d.) 
1 4 i j  2  3  1  1  2 3 i j  
Therefore, 
^m+l+i = (X'_}i')(r" -X!')/2. 
Hence, the theorem. 
Corollary 2.4 
The existence of a BOD (v', b', r', k', X') and a PBIB design with 
parameters v" = 2k", b" = 2r", X.", p^ i, j, k = 1, ..., m implies 
the existence of an (m+l)-class PBIB design based on the group divis­
ible family of association schemes of Rao (1961, 1970). 
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2. 5. Strongly Balanced Matrices 
In the previous section we have seen that Generalized Balanced 
Matrices can be used to construct some classes of PB IB designs. 
These results can be generalized if we consider a sub-class of GBM's. 
We first need the following definition: 
Definition 2. 3 
A Strongly Balanced Matrix (SBM) is a Generalized Balanced Ma­
trix (GBM)D, having the additional property that, when -I's in D are 
replaced by O's, it again becomes the incidence matrix of a BIB design 
* * * 
with parameters v, b, r , k , X . 
A Strongly Balanced Matrix will be denoted by 
* * * 
SBM (v, b, r, r , k, k , X, X , p.). 
* * * 
An SBM (v, b, r, r , k, k , X, X , |j.) is said to be symmetric if v = b. 
* * 
Consequently r = k and r = k . Some properties of Strongly Balanced 
Matrices are discussed now. 
Theorem 2. 9 
The following parametric relations hold among the parameters of a 
SBM, D. 
i) vr = bk 
... * , * u) vr = bk 
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iii) X(v-l) = r(k-l) 
* * * iv) \ (v-1) = r (k -1) 
v) b > V 
vi) p.(v-l) = (2r -r)(2k -k)-r 
Proof 
* * * 
Since (v, b, r, k, X) and (v, b, r , k , \ ) are parameters of two 
BIB designs obtained from SBM by replacing -I's by I's and -I's by O's 
respectively, the first five relations hold good. Therefore, we need 
prove only the last relation, i.e. 
fi(v-l) = (2 r -r)(2k -k)-r 
Let n.. denote the (i,j)th element of the SBM, D (i = 1, 2, ... v, 
xj 
j = 1, 2, ... b). Now, 
2 n^. = 2n..(n + n + . . . + n. . + n.. + n., , , + ...+ n .) 
J IJ j IJ Ij 1-1,J XJ 1+1,J vj' 
-2n..n -2n..n -Z:n..n. -2n..n . 
; y Ij J ij j ij 1-1,J j ij 1+1,J 
—  . . .  -  Z  n . .  n  j vj 
= 2n.. 2 n.. - p. (v-1) 
j  ' ^ i  
Since the elements of D are +1 and 0, it follows that Sn?. = r. Also, 
~ — j ij 
* * 
in every row of D there are exactly r , +l's and (r-r ), -I's. Sim-
» * 
iiarly, in every column of D, there are exactly k , + I's and (k-k ), -I's. 
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Thus, 
= (2r -r) and Z n„ = (2k -k). 
Therefore, 
r = (2r -r)(2k -k)-p.(v-l) 
or 
* * 
JJL{V-1) = (2r -r)(2k -k)-r 
Hence,the result is established. 
Theorem 2.10 
A necessary condition for the existence of a symmetric SBM with 
V even is that (r-p.) should be a perfect square. 
Let a Strongly Balanced Matrix be denoted by N and let n .. denote 
~ ij 
the (i, j)th element of SBM, N. (i = 1, 2, ... v, j = 1, 2, ..., b). 
Proof 
Since r = (2r -r)(2k -k)-ji(v-l) 
det (N N') = (r-}ir'^[ (2r*-r)(2k*-k)] 
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For a symmetric SBM, 
det (N N') = (r-fi)^ ^(2r -r)^ 
Also, 
det(NN') = [det (N)]^ 
Therefore, 
[det (N)]^ = (r-(i)^ ^(2r -r)^ 
Now since N is a matrix of real integers, its determinant must be an 
integer. Hence, if v is even, (r-p) must be a perfect square. 
In section 2.3, several series of GBM were constructed. Some of 
these are Strongly Balanced Matrices as well. The parameters of 
these SBM's are given below. 
(i) V = 4t+l, b = 8t+2, r = 4t+2, r = 2, k = 2t+I, k =1, X. = 2t+l, 
» X. = 0, [JL = 2t-3. 
(ii) V = 4t+3, b = 4t+3, r = 2t+2, r = 1, k = 2t+2, k =1, \ = t+1, 
« 
X. - 0, fjL = 2t-l. 
2 * * (iii) V = 2m+l, b = m(2m+l), r = 2m , r = m, k = 2m, k = 1, 
X = m(2m-l), X = 0, = 2m^ - 5m+2. 
(iv) V = 2s, b = 2s(s-l), r = (2s-l)^, r = (2s-l), k = (2s-l), 
k = 1, X = (2s-l)(2s-2), X = 0, n = (4s^-14s+10). 
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2. 5. 1. Application of SBM's in the Construction of PBIB Designs 
In section Z.4, we have given a method of construction of rectangu­
lar PBIB designs with the help of GBM's. That method can be general­
ized. The result is contained in the following 
Theorem 2.11 
* * * 
The existence of a SBM (v, b, r, r , k, k , X. , jx) implies the 
existence of a rectangular PBIB design with parameters 
v' = pv, b' = pb, r' - r+(p-2)r , k' = k + (p-2) k , 
X.J = (\+ji)/2 +(p-2)\*, = (p-2)r , ~ (X-(x)/2 +(b-2) \ , 
where p > 2. 
Proof 
Let N and N. be two vxb matrices obtained from the SBM (de-
noted by D, say) by replacing -1 by 0 in D and -D respectively. 
Then 
N = I ® + (J - I )(S) N, 
is the incidence matrix of the rectangular design. The parameters 
v', b', r', k' need no explanation. Further, 
X = off diagonal element of N N' + N N' + (p-2) N N ' 
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=  ^  +  ( p - 2 )  
(Since, N is the incidence matrix of a BIB design with parameters 
* * * 
V ,  b ,  r , k  ,  \  
Similarly, 
X = diagonal element of N N ' + N N ' + (p-2) N N' 
2 ^ 1 ^ 1 ^  Z 
= 0 + (p-2) r 
and 
X = off diagonal element of N N' + N N' + (p-2) N N' 
= + (p-2) X* 
This completes the proof of the theorem. 
2. 5. 2. Construction of Group-Divisible Designs 
In many cases, the rectangular PBIB designs constructed in the 
previous section can be reduced to Group Divisible (GD) designs. To 
see this, we recall here first the definition of a GD association scheme. 
Suppose there are v = mn treatments arranged in n groups of m 
treatments each. Chthese treatments^ the group divisible association 
scheme is defined by the following association rule. Two treatments 
are mutually first associates if they belong to the same group and 
second associates if they belong to different groups. 
Now, suppose we have a rectangular association scheme on st 
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treatments arranged in an s x t rectangle. If we combine the second 
and third associate classes of the rectangular scheme, we have a group 
divisible association scheme with m = s and n = t. Alternatively, if 
we combine the first and third associate classes of the rectangular 
association scheme, we get a group divisible association scheme where 
the second associate class of the rectangular scheme becomes the first 
associate class of the group divisible scheme, while the first and third 
associate classes of the rectangular scheme combined together gives 
rise to the second associate class of the group divisible scheme. The 
values of m and n in this case are m = t and n = s. 
From the above discussion, it is clear that a rectangular design 
reduces to a group divisible design if either or = X,. Util­
izing this result, several series of group divisible designs can be ob­
tained from the rectangular designs constructed previously. These are 
given in the following. 
Theorem 2.12 
The existence of a Balanced Orthogonal Design (v, b, r, k, X) im­
plies the existence of a group divisible design with parameters 
* ^ * * * V = 2v, b = 2b, r = r, k = k, 
X^ = 0, X^ = X/2, m = V, n = 2 
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Proof 
Follows from Theorem 2. 7. 
Theorem 2.13 
The existence of a Strongly Balanced Matrix with parameters 
* * * * * (X.-UL) V, b, r, r , k, k , X, \ such that (p-2)(r -X ) = ^ implies 
the existence of a group divisible design with parameters 
v' = pv, b' = pb, r' = r+(p-2)k , k' = k+(p-2)k , 
X = + (p-2)X , X = (p-2) r , m = p, n = V, where p > 2. 
* 
An SBM with fi = 0 is referred to as a BOD . We then have 
Theorem 2. 14 
* * * * 
The existence of a BOD (v, b, r, r , k, k , X, X ) implies the 
existence of a group divisible design with pars.meters 
v' = pv, b' = pb, r' = r + (p-2) r*, k' = k+(p-2)k*, 
X^ = (p-2) r , X^ = Y + (p-2) X , m = V, n = p, where p is any positive 
integer > 2. 
2. 5. 3. Construction of PBIB Designs Based on Kronecker Product 
Association Scheme 
Let there exist a SBM (v', b', r', r , k', k*, X', X*, p.) denoted by 
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D, and let be the incidence matrix of an m-class associate PBIB 
i" design with parameters v", b", r", k", n!^, V!^, i,j,k= 1, Z, 
. . .  m .  D e f i n e  
^ l " i v " b "  ' ^ 1  
In D, replace the unity by N , -1 by N and zero by 0 and call 
the derived matrix, N. Then, we have the following 
Theorem Z. 15 
N is the incidence matrix of a PBIB design with (2m+l) classes, 
the parameters being 
V = v'v", b = b*b" 
r = r r" + (r'-r )(b"-r") 
k = k k" + (k'-k )(v"-k") 
\ ~ (r'-r*)(b''-2r'' + X"), i = 1, 2, ... m 
= X*r" + [(X- + ix)/Z _ X*] (b"-r") 
''m+l+i " + 1^)/^ - ^ *1 - r" [ (X' + |jL )/2 - 2X*] 
(ether parameters can be obtained using 2.4. ) 
Proof 
We shall only show the values of the X-parameters. For this we 
need the following 
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Lemma 2.1 
If f( ^  ) denotes the frequency of the ordered vector ( j), i, j, = 0, 
-1, 1, in any 2 x b' sub-matrix of the SBM, D, then 
* * ' 1 ÏL 
^ - 1 .  0 ,  ( 2 X .  - 2 r  +  2 r  -  2  X '  -  2 )  
o) = = 2 
f( J) = f( q ) = 
f (  I  )  =  \ *  
f ( ° )  =  b ' - 2 r '  +  X '  
Proof 
* * * 
Since (v', b', r', k', \*) and (v', b', r , k , \ ) are parameters 
o f  t w o  B I B  d e s i g n s  o b t a i n e d  f r o m  t h e  s a m e  S B M  b y  r e p l a c i n g  - I ' s  b y  I ' s  
and -I's by O's respectively, the following relations hold: 
""l + "9 - " 3  - " 7  =  : H-
+ XJ + = 
""l + "2 + X4 + = b' . 
* 
- 2r + \ 
"2 
+ X 
4 
2(r '  - X ' )  
^3 ^ " 6  (r* 
* 
-X ) 
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X + X + X = (b' -r') 
4 3 6 
"7 "8 "9 " 
Xg = b' - 2r' + 
* 
"9 = ^ 
where 
" 1 = ^ ' - ' ' '  
Also in any SBM, we have 
f ( j )  = f ( ° )  
Solving the above equations, one can easily establish the above Lemma. 
Using tie above Lemma and arguing as in Theorem 2. 8, we can 
easily establish that N is the incidence matrix of a PB IB design with 
parameters given above. 
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3. CYCLIC AND PARTIALLY CYCLIC 
GROUP DIVISIBLE DESIGNS 
3.1. Introduction 
In this chapter, cyclic solutions of some group-divible designs are 
presented. Group-divisible designs have been quite extensively tab­
ulated by Clatworthy (1973). Some further group-divisible designs, 
n o t  l i s t e d  b y  C l a t w o r t h y  ( 1 9 7 3 ) ,  h a v e  r e c e n t l y  b e e n  r e p o r t e d  b y  F r e e ­
m a n  ( 1 9 7 6 ) ,  J o h n  a n d  T u r n e r  ( 1 9 7 7 )  a n d  D e y  ( 1 9 7 7 ) .  T h e  d e s i g n s  r e ­
ported by Freeman (1976) have cyclic solutions. In the tables of 
Clatworthy (1973), a large number of group-divisible designs have 
cyclic solutions. However, for many designs, Clatworthy has reported 
solutions which are not cyclic. It is interesting to observe that for 
many group-divisible designs, cyclic solutions have been reported by 
John, Wolock and David (1972) but somehow these solutions are not 
listed by Clatworthy (1973). 
The present investigation relates to obtaining cyclic solutions for 
some g roup-divisible designs. Some of the solutions have been ob­
tained by cyclic development of an initial block or more than one initial 
block; this method gives cyclic designs. Other solutions have been 
obtained by developing the initial blocks and cycling within the partial 
sets of treatments; this procedure leads to partially cyclic designs. 
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As a consequence of this investigation, it has been possible to obtain 
also some new cyclic designs. 
3.2. Partially Cyclic G roup-Divisible Designs Through GBM 
In the previous chapter, we have discussed a method of constructing 
g roup-divisible designs using Generalized Balanced and Strongly Bal­
anced Matrices. It is clear from the very method of construction that 
if the GBM (or SBM) has a cyclic structure, then the resultant design 
has a partially cyclic structure. Through this method of construction, 
the solutions of the following group-divisible designs given in Table 3. 1 
can be obtained. All these designs have a partially cyclic structure. 
Table 3. 1. Parameters of group-divisible designs with a 
partially cyclic solution 
NO. V r k b m n S ^2 
SR23 9 3 3 9 3 3 0 1 
R171 28 6 6 28 7 4 2 1 
R176 12 7 7 12 4 5 3 2 
R177 14 7 7 14 7 2 6 3 
R179 20 7 7 20 4 5 3 2 
R182 33 7 7 33 3 11 2 1 
For all these designs, cyclic solutions are not available in the tables 
of Clafcworthy (1973). The solutions are given below: 
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Design SR23; Develop cyclicailly the three initial blocks, cycling within 
the diree sets of treatments 1-3, 4-6, and 7-9: 
(3, 5, 8); (2, 6, 8); (2, 5, 9) 
Design R171; Develop the four initial blocks, cycling within the four 
sets of treatments 1-7, 8-14, 15-21, and 22-28: 
(4, 6, 7, 8, 15, 22); (1, 11, 13, 14, 15, 22); 
(1, 8, 18, 20, 21, 22); (1, 8, 15, 25, 27, 28) 
Design R176: Develop the three initial blocks, cycling within the three 
sets of treatments 1-4, 5-8, and 9-12; 
(4, 5, 6, 7, 9, 10, 11); (1, 2, 3, 8, 9, 10, 11); 
(1, 2, 3, 5, 6, 7, 12) 
Design R177: Develop the two initial blocks, cycling within the two 
sets of treatments 1-7 and 8-14; 
(1, 2, 3, 5, 9, 10, 12) (2, 3, 5, 8, 9, 10, 12) 
Design R179: Develop the five initial blocks, cycling within the five 
sets of treatments 1-4, 5-8, 9-12, 13-16, and 17-20: 
(1, 2, 3, 8, 12, 16, 20); (4, 5, 6, 7, 12, 16, 20); 
(4,8,9,10,11,16,20); (4,8,12,13,14,15,20); (4,8,12,16,17,18,19) 
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Design RI82: Develop the three initial blocks, cycling within the diree 
sets of treatments 1-11, 12-22, and 23-33: 
(2, 4, 5, 6, 10, 12, 23); (1, 3, 15, 16. 17, 21, 23) 
(1, 12, 24, 26, 27, 28, 32) 
Example 3.1 
Let 
D = 
0  - 1  
0 -1  
- 1  
If -I's in D are replaced by I's, then D becomes the incidence 
matrix of a BIB design with parameters 
V = 3, b = 3, r = 2, k = 2, \ = 1. 
If -I's in D are replaced by O's, it again becomes the incidence 
matrix of a BIB design with parameters 
* * * * *  V =3, b =3, r =1, k =1, \ = 0. 
Thus, D is a Strongly Balanced Matrix with 
* * * 
v  =  b  =  3 ,  r = k  =  2 ,  r  =  k  = 1 ,  \  =  1 ,  X  = 0 ,  =  - 1 .  
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Let 
î?r 
0 0 1 
1 0 0 
0 1 0 
and 5 = 0 0 1 
1 0 0 
be two vXb matrices obtained from D by replacing -I's by 0 in D 
and -D respectively. 
Then, 
S 
+ (J 33 " I3) ® N 1 
15 1 0 0 0 1 0 0 r 
0 0 1 1 0 0 1 0 0 
1 0 0 0 1 0 0 1 0 
0 0 1 0 1 0 0 0 1 
1 0 0 0 0 1 1 0 0 
0 1 0 1 0 0 0 1 0 
0 0 1 0 0 1 0 1 0 
1 0 0 1 0 0 0 0 1 
1 0 0 1 0 1 0 0_ 
is the incidence matrix of the g roup-divisible design with the following 
parameters 
v' = b' = 9, r' = k' = 3 X.J = 0, = 1, m = 3, n = 3. 
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having the following plan 
(3, 5, 8) (2, 6, 8) (2, 5, 9) 
(1, 6, 9) (3, 4, 9) (3, 6, 7) 
(2, 4, 7) (1. 5, 7) (1, 4, 8) 
3.3. Cyclic Group-Divisible Designs through the Method cf Differences 
The method of differences has been extensively used by Bose (1939) 
for the construction of BIB designs. The method of differences has 
also been applied to the construction of group-divisible designs by 
Bose, Shrikhande and Bhattacharya (1953). This method is explored 
to obtain cyclic solutions of some group-divisible designs. As a by­
product of this investigation, solutions of some new group-divisible 
designs are also obtained (the term "new" is used in the sense that 
solutions for these designs are not available in the existing literature). 
The following definitions together with a specialized version of a re­
sult of Bose, Shrikhande and Bhattacharya (1953) are used. 
If a and b are any two elements of a module, there exists a 
unique element x satisfying a + x = b. Then we may write x = b-a 
and call x the difference of b and a. 0-a is written as -a. 
Consider a module M, containing exactly n elements. To each 
element of the module let there correspond exactly m treatments, 
the treatments corresponding to the element x being denoted by 
143 
""l- ""2' ""m 
Thus, there are exactly mn treatments. Treatments denoted by 
symbols with the same lower suffix i may be said to belong to ith 
class. 
Let x^^^ and x^^^ be two different treatments of the ith and jth 
1 J 
classes respectively, where x^^^ and x^^^ are elements of M. Let 
= d. - x<"' = -d 
We Chen say that the pair of treatments and x^ ^ give rise 
to the difference d of the type [ i, j] and difference -d of the type 
[ j, i]. When i = j the differences are called "pure" and when i / j 
the differences are called "mixed". The differences d of the type 
[i,j] and -d of type [j,i] are said to be "complementary" to one 
another. Thus every pair of treatments gives rise to a pair of com­
plementary differences, one difference corresponding to each order of 
writing the treatments. Clearly there are m different types of pure 
differences and m(m-l) different types of mixed differences. 
As an example let our module consist of residue classes (mod 13). 
To every element x of the module let there correspond 5 treatments 
X-, x_, X , X , X . Consider the block (0 , 5 , 8 , 1 , 12 ). Pure 
differences of the type [ 5, 5] arising from this block are 1-12 = 2, 
12-1 = 11. Pure differences of the type [ 2,2] arising from here are 
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5-8 = 10 and 8-5 = 3. The other three types of pure differences do not 
arise. Again, the mixed differences of the type [ 1, 2] arising from 
this block are 0-5=8, 0-8=5, mixed differences of the type [2,1] are 
5-0 = 5, 8-0 = 8, mixed diSerences of the type [ 1,5] are 0-1 = 12, 
0 -12 =1, mixed differences of the type [5,1] are 1-0=1, 12-0 = 12, 
mixed differences of the type [2, 5] are 5-1=4, 5 -12 = 6, 8-1 - 7, 
8-12 = 9, and finally the mixed differences of the type [5,2] are 1-5 
= 9, 1-8 = 6, 12-5 = 7, 12-8 = 4. 
In the particular case when m = 1, to every element u of the 
module there corresponds just one treatment, which may be denoted 
simply by x. In this case we do not have to distinguish between dif­
ferences of various types, and can simply speak of the differences 
arising from a block. For example, let there be 19 treatments cor­
responding to the elements of the module of residue classes (mod. 19). 
Then there arises 12 differences from the block (0, 1, 2, 8), viz., 
0-1 = 18, 0 - 2 = 17, 0-8 =11, 1-0 = 1, 1-2 = 18, 1-8 = 12, 2-0 = 2, 
2-1 = 1, 2-8 = 13, 8-0 = 8, 8-1 = 7, 8-2 = 6. 
Lemma 3. 1 
Let the v = mn elements of an additive Abelian group or Module be 
denoted by {0, 1, ... v-1} and let G be a subset of n elements be­
longing to the group. Let it be possible to find t initial blocks B^, 
B^, ... , B^ each containing k distinct element of the group, such 
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that among the tk(k-l) differences arising from the t initial blocks, 
each difference arising from G appears times while other dif­
ferences appear each times. 
Then, by developing the initial blocks B^, B^, we get a 
g roup-divisible design with parameters 
V = mn, b = tv, r = kt, k, m, n, 
The groups of the association scheme are obtained by developing G 
mod m. 
To illustrate the lemma, we construct the design with parameters 
V = 14, b = 42, r = 9, k = 3, m = 7, n = 2, = 6, X^ = 1. Let G be 
(1, 8), and consider the initial blocks 
(1, 2, 8) (1, 3, 8) (1, 4, 8) 
The differences arising from these initial blocks are such that the 
di f ference 7  (ar is ing f rom G) appears  6  t imes  whi le  a l l  o ther  di f fer ­
ences appear once. Thus, X^ = 6, X^ = 1; the groups are 
(1, 8) (5, 12) 
(2, 9) (6, 13) with m = 7, n = 2. 
(3, 10) (7, 14) 
(4, 11) 
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The application of the above lemma has resulted in cyclic solutions of 
the following g roup-divisible designs of Table 3. 2 for which no cyclic 
solutions are listed in the tables of Clatworthy (1973). 
Table 3.2. Parameters of cyclic g roup-divisible designs 
NO. V  r k b m n S Reference 
R69 10 6 3 20 5 2 4 1 B16 
R80 14 9 3 42 7 2 6 1 B64 
R106 10 8 4 20 5 2 0 3 B19 
RllO 12 8 4 24 6 2 4 3 B40 
R113 14 8 4 28 7 2 0 2 B67 
R147 12 10 5 24 6 2 0 4 B48 
R150 15 10 5 30 5 3 2 3 B85 
R150a 15 10 5 30 3 5 5 2 B86 
R171 28 6 6 28 7 4 2 1 C85 
R179 20 7 7 20 4 5 3 2 C29 
R200a 40 9 9 40 10 4 0 2 
R206a 24 10 10 24 8 3 3 4 C59 
R206b 21 10 10 21 3 7 8 3 
Among the designs in Table 3. 2, the solutions of the designs 
R200a and R206b do not appear elsewhere in the literature and are 
believed to be new. Solutions for the designs R150a and R206a do 
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not appear in the tables of Clatworthy (1973) but do appear in the tables 
of John, "Wolock and David (1972). For the remaining designs, cyclic 
solutions are not given by Clatworthy (1973), but are given in the tables 
of John, "Wolock and David (1972), as indicated. 
The solutions for designs of Table 3. 2 are given below 
Design R69; Develop the two initial blocks: 
(0, 1, 5); (0, 2, 5) 
Design R80: Develop the three initial blocks: 
(0, 1, 7); (0, 2, 7); (0, 3,7) 
Design R106: Develop the two initial blocks: 
(0, 1, 2, 4); (0, 1, 4, 8) 
Design R110; Develop the two initial blocks: 
(0, 1, 2, 6); (0, 2, 6, 9) 
Design R113: Develop the two initial blocks: 
(0, 1, 4, 6); (0, 1, 9, 11) 
Design R147: Develop the two initial blocks: 
(0, 1, 2, 4, 5); (0, 1, 5, 8, 10) 
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Design RI50: Develop the two initial blocks: 
(0, 1, 2, 4, 8); (0, 1, 3, 6, 10) 
Design R150a: Develop the two initial blocks: 
(0, 1, 3, 6, 10); (0, 1, 3, 9, 12) 
Design R171; Develop the initial block: 
(0, 1, 4, 15, 20, 22) 
Design R179: Develop the initial block: 
(0, 1, 2, 4, 8, 11, 16) 
Design R200a; Develop the initial block: 
(0, 1, 3, 7, 14, 15, 19, 32, 38) 
Design R206a: Develop the initial block: 
(0, 1, 2, 3, 5, 6, 11, 13, 17, 20) 
Design R206b; Develop the initial block: 
(0, 1, 3, 4, 6, 9, 10, 12, 15, 18) 
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3.4. Inequivalent Solutions 
In the tables of Clatworthy (1973), the designs R94, R133, R166, 
R173, R187 and R195 are listed with unique solutions. However, it 
seems possible to obtain another solution, using the following theorem. 
Theorem 3.1 
Let J , . be a v' X v' matrix with unit elements everywhere and 
<^v'v' 
I be the identity matrix of order v'. Then, 
J , , I , 
N = ~v'v ^v 
I , J 
~v 
is the incidence matrix of a g roup-divisible design D with the follow­
ing parameters: 
V = 2v', b = 2v', r = v' + 1, k = v' + 1, = v', = 2, 
m = 2, n = v' 
Proof 
The proof that v = 2v' and L = 2v' is obvious. It is also easy to 
see that every row sum of N is (v' + 1) and every column sum of N 
is (v' + l). Hence the expressions for r and k. 
Let us number the rows of N (which are the symbols (treatments) 
of D) by the ordered pair (i, j), i = 1, 2, j = 1, 2, ... v'. We define 
two symbols (i, j) and (i', j') to be first associates if i = i', j / j' 
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and second associates otherwise. Clearly, this rule defines the group-
divisible association scheme on 2v' symbols with m = 2 and n = v'. 
We now only need the values of the X -pa rame te r s. The value of 
can be calculated by computing the inner product of any two row-vectors 
of N which are numbered, say (i, j) and (i, j'), j / j'. It can be seen 
that this gives 
= v' 
For computing the value of consider any two row-vectors of N, 
numbered say (i, j), i / i' or say (i, j) and (i', j'), i / i', j / j'. 
It can be seen that this gives 
x^  = z .  
Hence the theorem. 
The solutions given by Clatworthy (1973) and new solutions ob­
tained by using the above theorem are given below: 
Design R94; v = b = 6, r = k = 4, X^ = 3, X^ = 2, m = 2, n = 3. 
Clatworthy's solution; Develop the initial block; (0, 1, 3, 5) 
Another solution; Develop the two initial blocks, cycling within the 
two sets of treatments 0-2, 3-5; 
(0, 1, 2, 3); (0, 3, 4, 5) 
151 
Design RI33; v = b = 8, r = k = 5, = 4, \ ^  = Z ,  m = 2, n = 4. 
Clafcworthy's solution; Develop the initial block; (0, 1, 2, 4, 6) 
Another solution; Develop the two initial blocks, cycling within the two 
sets of treatments 0-3, 4-7; 
(0, 1, 2, 3, 4); (0, 4, 5, 6, 7) 
Design R166; v = b = 10, r = k = 6, = 5, X^ = 2, m = 2, n = 5. 
Clatworthy's solution; Develop the initial block; (0, 2, 4, 6, 8, 11) 
Another solution; Develop the two initial blocks, cycling within the 
two sets of treatments 0-4, 5-9; 
(0, 1, 2, 3, 4, 5); (0, 5, 6, 7, 8, 9) 
Design R173; v = b = 12, r = k = 7, X^ = 6, X^ = 2, m = 2, n = 6. 
Clatworthy's solution; Develop the initial block; (0, 1, 4, 6, 8, 10,11) 
Another solution; Develop the two initial blocks, cycling within the 
two sets of treatments 0-5, 6-11; 
(0, 1, 2, 3, 4, 5, 6); (0, 6, 7, 8. 9, 10, 11) 
Design R187; v = b = 14, r = k = 8, X^ = 7, X^ = 2, m = 2, n = 7. 
Clatworthy's solution: Develop the initial block: (0, 1, 2,4, 6, 8, 10,12) 
Another solution; Develop the two initial blocks, cycling within the 
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two sets of treatments 0-6, 7-13: 
(0, 1, 2, 3, 4, 5, 6, 7); (0, 7, 8, 9, 10, 11, 12, 13) 
Design R195; v = b = 16, r = k = 9, = 8, = 9, m = 2, n = 8. 
Clatworthy's solution: Develop the initial block: 
(0, 1, 3, 5, 7, 9, 11, 13, 15) 
Another solution: Develop the two initial blocks, cycling within the 
two sets of treatments 0-7, 8-15: 
{0, 1, 2, 3, 4, 5, 6, 7, 8); (0, 8, 9, 10, 11, 12, 13, 14, 15) 
Design R206: v = b=18, r = k= 10, = 9, \ ^  = Z ,  m = 2, n = 9. 
Clatworthy's solution: Develop the initial block: 
(0, 1, 3, 5, 7, 9, 11, 13, 15, 17) 
Another solution: Develop the two initial blocks, cycling within the 
two sets of treatments 0-8, 9-17: 
(0, 1, 2, 3, 4, 5, 6, 7, 8, 9); (0, 9, 10, 11, 12, 13, 14, 15,16,17) 
3. 5. Cyclic G roup-Divisible Designs through the Method of Relabeling 
Clatworthy (1973) gives 209 different parametric combinations of 
regular group -divisible designs along with their solutions, for r, 
k< 10. A large number of these designs have cyclic solution. Accord­
ing to David and Wolock (1965), all symmetric (v = b) regular group-
divisible designs for v < 15 and k < 5 may be laid out as cyclic 
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designs, with suitable relabeling. In this section an attempt has been 
made to see if symmetric regular g roup-divisible designs can always 
be laid out as cyclic designs by appropriate relabeling. There are 51 
different parametric combinations of symmetric regular group-
divisible designs given by Clatworthy (1973). Except for the designs 
R170, R171, R177, R179, R180, R196, R197, R199 and R205, the 
cyclic solution for symmetric regular g roup-divisible designs is either 
given in the tables of Clatworthy (1973) or in the tables of John, Wolock 
and David (1972). The procedure of relabeling can be used to obtain 
cyclic solutions for the following symmetric regular g roup-divisible 
designs of Table 3. 3. 
Table 3.3. Parameters of cyclic group-divisible designs 
through the method of relabeling 
NO. V  r k b m n 
^2 
R170 27 6 6 21 9 3 3 1 
R171 28 6 6 28 7 4 2 1 
R177 14 7 7 14 7 2 6 3 
R179 20 7 7 20 4 5 3 2 
R205 14 10 10 14 7 2 6 7 
Design R170: Develop the initial block; 
(0, 9, 12, 13, 16, 18) 
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Design R171: Develop the initial block: 
(0, 1, 4, 15, 20, 22) 
Design R177; Develop the initial block: 
(0, 1, 2, 5, 7, 8, 12) 
Design R179: Develop the initial block; 
(0. 1, 2, 4, 8, 11, 16) 
Design R205; Develop the initial block: 
(0, 1, 3, 5, 6, 7, 8, 9, 10, 11) 
Example 3. 2 
Let us consider the design R177 with parameters 
V = b = 14, r = k = 7, m = 7, n = 2, = 6, = 3. 
The non-cyclic solution reported by Clatworthy (1973) is, after re­
ordering within blocks. 
0 1 2 3 7 8 9 
0 1 2 7 8 9 10 
0 1 4 5 7 11 12 
0 4 5 7 8 11 12 
0 3 4 6 7 10 13 
0 3 6 7 10 11 13 
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0 2 5 6 9 12 13 Groups 
1 2 4 6 8 11 13 0 7 
1 4 6 8 9 11 13 1 8 
1 3 5 6 8 10 12 2 9 
1 3 5 8 10 12 13 3 10 
2 5 6 7 9 12 13 4 11 
2 3 4 5 9 10 11 5 12 
2 3 4 9 10 11 12 6 13 
The above design can be laid out as a cyclic design by the following 
relabeling of treatments. 
0, 7 0, 7 
1, 8 - 1, 8 
2, 9 - 5, 12 
3, 10 - 2, 9 
6, 13 3, 10 
4, 11 11, 4 
5, 12 _ 6,13 
With this relabeling, we get die following solution. 
0 1 2 4 7 8 12 
0 1 5 7 8 9 12 
0 1 4 6 7 11 13 
0 4 6 7 8 11 13 
0 2 3 7 9 10 11 
0 2 3 4 7 9 10 
0 3 5 6 10 12 13 
1 3 4 5 8 10 11 
156 
1 3 4 8 10 11 12 
1 2 3 6 8 9 13 
1 2 6 8 9 10 13 
3 5 6 7 10 12 13 
2 4 5 6 9 11 12 
2 4 5 9 11 12 13 
The above soluidon is cyclic and can be obtained by developing the 
initial block: 
(0, 1, 2, 5, 7, 8, 12) 
It seems impossible to obtain cyclic solutions for the following 
symmetrical regular group divisible designs of Table 3.4. 
Table 3.4. Parameters of non-cyclic regular g roup-divisible designs 
NO. V r k b m n 
^2 
R180 20 7 7 20 10 2 6 2 
R196 18 9 9 18 6 3 6 4 
R197 18 9 9 18 9 2 8 4 
R199 26 9 9 26 13 2 0 3 
We have arrived at this conclusion essentially by systematically enum­
erating all possible initial blocks. Hence, it appears that in general it 
is not possible to lay out all regular group divisible designs as cyclic 
designs by suitable relabeling. 
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To summarize, we have obtained the cyclic solutions of the follow­
ing group-divisible designs which are not available in the tables of two 
associate partially balanced designs of Clatworthy (1973). 
Table 3. 5. Group-divisible designs with cyclic (C) or partially 
cyclic (PC) solutions not listed in Clatworthy 
Design v r k b m n Solution 
1*** 9339 3301 PC 
2* 10 6 3 20 5 2 4 1 C 
3 *  1 0  8 4  2 0  5  2 0 3  C  
4 *  1 2  8 4  2 4  6  2 4 3  C  
5*** 14 7 7 14 7 263 C 
6*» 14 10 10 14 7 2 6 7 C 
7** 15 10 5 30 3 5 5 2 C 
8 *  1 5  1 0  5  3  5  3 2 3  C  
9 *  2 0  7  7  2 0  4  5 3 2  C  
10 21 10 10 21 3 7 8 3 C 
11»* 24 10 10 24 8 3 3 4 C 
12*** 27 66 27 9 3 3 1 C 
13* 28 6 6 28 7 4 2 1 C 
14*** 33 7 7 33 3 11 2 1 PC 
15 40 9 9 40 10 4 0 2 C 
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In the above table * means cyclic solution for these designs is 
available in the tables of John, Wolock and David (1972), ** means 
these designs are not listed at all in the tables of Clatworthy (1973) 
but are available in the tables of John, Wolock and David (1972), and 
*** means cyclic solutions of these designs do not appear either in the 
tables of Clatworthy (1973) or in the tables of John, Wolock and David 
(1972). The designs with no asterisk attached do not appear elsewhere 
in the literature and are believed to be new. 
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OVERALL SUMMARY 
This dissertation consists of two parts: Part A deals with contri­
butions to survey sampling and Part B with contributions to the design 
of experiments. 
Part A is divided into four chapters. In Chapter 1, a brief review 
of the literature has been given relevant to the various problenas tack­
led in this part of the dissertation. 
in Chapter 2, analytic expressions for the variances of several 
estimators of the variance of the Horvitz-Thompson estimator have 
been obtained. The stability of the several estimators of the variance 
of the Horvitz-Thompson estimator is numerically compared, using 
analytic expressions for the variance of these estimators. Also, sev­
eral estimators have been compared, using as criterion the mean 
square error of each estimator based on all possible samples of size 
n. It is shown that Biyani's estimator V (4) (or its approximation flT 
V (8)) and the ratio estimator V (6) are more efficient than the 
rll Hi 
other estimators, at least for the populations considered. 
Chapter 3 contains an empirical study of the distribution of stan­
dardized (Studentized) estimates and average widths of confidence in­
tervals obtained using different estimators of the variance of the 
Horvitz-Thompson estimator of the population total. It is shown that 
the widths of confidence intervals based on di^erent variance 
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estimators generally do not differ much, but that the ratio estimator 
gives significant gains for some of the populations considered. 
In Chapter 4, approximate expressions for tihe inclusion probabil­
ities for Sampford's procedure have been obtained. These expres­
sions have been derived under the assumption of Hartley and Rao, viz. 
n is small relative to N and p. is of 0(N ^). To have some idea 
about the accuracy of the approximate expressions for inclusion prob­
abilities, the approximate and exact probabilities are compared using 
a natural population. 
Part B is divided into three Chapters. In Chapter 1, a brief review 
of the literature has been given relating to the various problems tack­
led in this part of the dissertation. 
Chapter 2 deals with some combinatorial matrices with elements 
(+ 1, 0). The combinatorial matrices studied are Generalized Bal­
anced Matrices (GBM) and Strongly Balanced Matrices (SBM). Several 
methods of construction of Generalized Balanced Matrices are given 
and these matrices, together with Strongly Balanced Matrices, have 
been used in the construction of PB IB designs. 
In Chapter 3, some methods for obtaining cyclic solutions of cer­
tain group-divisible designs have been explored. Some of the solutions 
have been obtained by cyclic development of an initial block or more 
than one initial block; this method gives cyclic designs. Other 
1 6 6  
solutions have been obtained by developing the initial blocks and cycling 
within partial sets of the treatments; this procedure leads to partially 
cyclic designs. It is found that there are some regular group-divisible 
designs for which a cyclic solution is not possible. 
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