We prove that all star vector fields, including Lorenz attractors and multisingular hyperbolic vector fields, admit the intermediate entropy property. To be precise, if X is a star vector field with h top (X) > 0, then for any h ∈ [0, h top (X)), there exists an ergodic invariant measure µ of X such that h µ (X) = h. Moreover, we show that the topological entropy is lower semi-continuous for star vector fields.
Introduction
The concept of entropy was introduced by Kolmogorov in 1958, which has been the most important invariant in ergodic theory and dynamical systems during the past 60 years. It reflects the complexity of the dynamical system. In some circumstances, the positivity of entropy forces the system to have typical structure. For instance, Katok proved the following milestone theorem.
Theorem ( [16] ). Let f be a C r (r > 1) surface diffeomorphism, and µ be an ergodic measure of f with h µ (f ) > 0. Then for any ε > 0, there exits a hyperbolic horseshoe Λ ε satisfying h top (f, Λ ε ) > h µ (f ) − ε.
Similar result holds for higher dimensional diffeomorphisms having a hyperbolic measure µ with positive measure entropy, see [17] . Combined with the variational principle, this theorem implies the lower semi-continuity of the topological entropy for C r (r > 1) surface diffeomorphisms. Moreover, a hyperbolic horseshoe is conjugated to a full shift. Thus every C r (r > 1) surface diffeomorphism f has the intermediate entropy property, i.e. for any constant h ∈ [0, h top (f )), there exists an ergodic measure µ of f satisfying h µ (f ) = h.
Katok raised the following conjecture.
Conjecture. Every C r (r ≥ 1) diffeomorphism f on a manifold satisfies the intermediate entropy property.
Not all systems admit the intermediate entropy property. There are uniquely ergodic homeomorphisms [12] with positive topological entropy, see also [4] . It seems that the system is required to have some smoothness to achieve this property. For diffeomorphisms, this conjecture is widely open. Herman [14] constructed a C ∞ minimal diffeomorphism with positive topological entropy. However, Herman's example is not uniquely ergodic and has intermediate entropy property, so it is not a counterexample to Katok's conjecture. For certain skew products, Sun [27] verifies this conjecture to be true. One can refer to [28, 29, 10] for related results.
In this paper, we verify Katok's conjecture for star vector fields. Let M be a d-dimensional closed Riemannian manifold. Denote by X 1 (M ) the space of C 1 vector fields on M endowed with the C 1 topology. For any X ∈ X 1 (M ), denote by φ X t (or φ t if there are no confusions) the C 1 flow on M generated by X.
During the long march to the stability conjecture, Liao [19] and Mañé [21] noticed an important class of systems, which was named by Liao the star systems. We call X ∈ X 1 (M ) a star vector field, if there is a C 1 neighborhood U of X such that for any Y ∈ U , all singularities and all periodic orbits of φ Y t are hyperbolic. The set of all star vector fields on M is denoted by X * (M ) which is endowed with C 1 -topology. Notice that X * (M ) is an open set in X 1 (M ). We can define star diffeomorphisms similarly.
The notion of star diffeomorphisms plays a key role in proving the famous stability conjecture. Actually, a diffeomorphism is star if and only if it is hyperbolic, i.e. satisfies Axiom A plus no cycle condition [2, 13] . Gan-Wen [7] proved that nonsingular star vector fields satisfy Axiom A and the no-cycle condition. However, a singular star vector field may fail to satisfy Axiom A, for instance, the famous Lorenz attractor [11] .
To describe the geometric structure of Lorenz attractor, Morales, Pacifico and Pujals [23] developed a notion called singular hyperbolicity. See [18] and [22] for higher dimensions. Then [26] showed that a generic star vector field is singular hyperbolic under some homogeneous assumption for singularities.
For a long time, people believed that singular hyperbolicity is an appropriate notion to describe generic star vector fields, just like hyperbolicity to star diffeomorphisms. Recently, however, da Luz [6] constructed an exciting example of 5-dimensional star vector field, which has two singularities with different indices robustly contained in one chain class, thus is robustly non-singular hyperbolic. Due to this example, Bonatti and da Luz [5] developed a new notion called multisingular hyperbolicity. They showed that every X in an open dense subset of X * (M ) is multisingular hyperbolic. Conversely, every multisingular hyperbolic vector field is star.
Our main result is the following theorem.
Theorem A. Every star vector field satisfies the intermediate entropy property.
Every multisingular hyperbolic vector field has the intermediate entropy property since it is star [5] . Recall that the Lorenz attractor is star and expansive [3] , so it has a measure with maximal entropy. This implies the following corollary.
Corollary. Let X be a vector field which defines the Lorenz attractor Λ. Then for every h ∈ [0, h top (X, Λ)], there exists an ergodic measure µ supported on Λ satisfying h µ (X) = h.
When we study the dynamics of vector fields, even for star vector fields, the main difficulty is that the flow speed tends to zero when the orbit is close to singularities. This obstructs us to get uniform estimations for some structure of vector fields. For instance, we could not have uniform sizes of stable and unstable manifolds for star vector fields with singularities.
In order to prove Theorem A, an important step is to find hyperbolic sets of the star vector field away from singularities. Moreover, the topological entropies restricted on these hyperbolic sets can be arbitrarily close to the topological entropy of the vector field. This will help us to conquer the trouble caused by singularities. Since a hyperbolic set is persistent under C 1 -perturbations, we have the following theorem, which states that the topological entropy of star vector fields is lower semi-continuous.
Theorem B. The topological entropy function h top (·) : X * (M ) → R is lower semi-continuous.
Theorem B implies that the topological entropy function is lower semi-continuous for Lorenz attractors and multisingular hyperbolic vector fields. The lower semi-continuity of toplogical entropy for systems rely on certain hyperbolicity, for instance, the surface diffeomorphisms and nonuniformly hyperbolic systems [16, 17] . Our result also follows the idea of Katok's argument [16] . The main novelty of our proof is using Liao's techniques [19, 20] to deal with the difficulty caused by singularities.
Proof of main theorems
In this subsection, we prove Theorem A and Theorem B based on two propositions. We first find a hyperbolic set, whose entropy could approximate the whole topologically entropy of vector field. This hyperbolic set is a suspension of a horseshoe, which is topological conjugated to a suspension of a full shift. Then we consider the intermediate entropy property for the suspension of a full shift.
Recall that given a full shift with k-symbols (Σ k , σ) and a continuous function ϕ : Σ k → R + , one can define the ϕ-suspension space:
The function ϕ is called the roof function of the suspension flow.
Let φ t : M → M be a C 1 flow generated by X ∈ X 1 (M ). A compact φ t -invariant set Λ is called a horseshoe of φ t , if there exists a suspension flow σ 
We can see that a horseshoe of φ t does not contain any singularities. Actually, it has positive distance to Sing(X), which is the set of all singularities of X.
Theorem B is a direct corollary of the following proposition, which states that the topological entropy of a star vector field can be approximated by the topological entropy of hyperbolic horseshoes. The proof of this proposition will be given in Section 2. Proposition 1.1. Assume φ t is the C 1 flow generated by X ∈ X * (M ) and h top (X) > 0. For every ε > 0, there is a hyperbolic horseshoe Λ ε of φ t , such that
Remark. The hyperbolic horseshoe Λ ε is away from Sing(X). This proposition implies that when we remove a very small neighborhood of all singularities, the entropy of a star vector field restricted on the maximal invariant set of the rest part of the manifold can approximate the whole topological entropy. This seems natural, because the vanishing of flow speed when orbits are close to singularities does not generate complexity.
For instance, let X be a vector field which defines the Lorenz attractor Λ with attracting region U . For the singularity σ ∈ Λ, and every δ > 0, we denote by
where B δ (σ) is the δ-neighborhood of σ. Here Λ δ is a hyperbolic set and we have
It is well known that topological conjugacy preserves topological entropy. So to prove Theorem A, we only need to show that the suspension flow of a full shift has the intermediate entropy property. Actually, we prove that the suspension flow of shift of finite type(SFT) has intermediate entropy property, see Proposition 3.1. Now we prove Theorem A by admitting Proposition 1.1 and Proposition 1.2, whose proofs will be given in Section 2 and Section 3 respectively.
Proof of Theorem A. Let φ t : M → M be the flow generated by X ∈ X * and assume that h top (X) > 0. Fix any constant h ∈ [0, h top (X)). We aim to prove that there is an ergodic measure µ of X such that h µ (X) = h.
If h = 0, notice that if X has no singularities, then φ t must admit periodic orbits by [7] . Take µ to be the Dirac measure supported on a periodic orbit or a singularity of X, then h µ (X) = 0.
If h ∈ (0, h top (X)), by Proposition 1.1, there is a hyperbolic horseshoe Λ such that h top (X, Λ) > h. Assume the suspension of full shift (Σ ϕ k , σ ϕ t ) conjugates to (Λ, φ t ), then
Then we conclude Theorem A through the conjugation.
Preliminaries of star vector fields
Given X ∈ X 1 (M ). Recall that we denote by φ t := φ X t : M → M the C 1 -flow generated by X and Φ t = dφ t : T M → T M the tangent flow of φ t .
For any point x ∈ M \ Sing(X), denote by N x the orthogonal complement space of the flow direction X(x), i.e.
Denote by N = x∈M \Sing(X) N x . The linear Poincaré flow ψ t : N → N of X is defined as:
It is easy to see that the norm
is uniformly upper bounded on N , although M \ Sing(X) may be not compact. Denote by
is uniformly bounded from 0 on N for any fixed T > 0.
We also need the so called scaled linear Poincaré flow ψ * t : N → N , which is defined as:
where x ∈ M \ Sing(X), v ∈ N x and X(x) is the 1-dimensional subspace of T x M generated by the flow direction X(x).
For every x ∈ M \ Sing(X) and any δ > 0 small, we can define the normal manifold of x to be
where N x (δ) = {v ∈ N x : |v| ≤ δ}. It is clear that when δ is small enough, N x (δ) is an imbedded submanifold which is diffeomorphic to N x (δ). Moreover, N x (δ) is a local cross section transverse to the flow. For any T > 0 and x ∈ M \ Sing(X), the flow φ t defines a local holonomy map which is called the Poincaré map:
where δ and δ ′ depend on the choice of x and T. Moreover, it is not hard to see that
The following lemma is a direct corollary of Lemma 2.3 in [8] .
Lemma 2.1. Given X ∈ X 1 (M ) and T > 0, there exists δ T > 0 such that for any x ∈ M \ Sing(X), the Poincaré map
is well defined, where C T = ψ T is a bounded constant.
Moreover, we have the following lemma which states the uniform continuity of Poincaré map up to flow speed.
Lemma 2.2 (Lemma 2.4 in [8])
. Given X ∈ X 1 (M ) and T > 0. Shrinking δ T > 0 in Lemma 2.1 if necessary, for any x ∈ M \ Sing(X), consider the Poincaré map
we have that DP x,φ T (x) is uniformly continuous, i.e. for any ǫ > 0, there exists ρ ∈ (0, δ T ] such that for any x ∈ M \ Sing(X) and y, z ∈ N x (δ T |X(x)|) with |y − z| ≤ ρ|X(x)|, we have
For the Poincaré map, we have the following estimation of return time.
Lemma 2.3 (Lemma 4.5 in [32] ). Given X ∈ X 1 (M ), let δ = δ 1 and C 1 be the constants in Lemma 2.1 associated to the time-one map φ 1 . Then by shrinking δ if necessary, there exits θ > 0 such that for any x ∈ M \ Sing(X) and y ∈ N x (δ|X(x)|), there exists a unique t = t(y) ∈ (0, 2) satisfying the following
and
Definition 2.4. Given a vector field X ∈ X 1 (M ). Let Λ be a φ t -invariant set with Λ ∩ Sing(X) = ∅. We say Λ admits a dominated splitting with respect to ψ t , if there is a ψ t -invariant splitting N Λ = E ⊕ F and two constants η > 0 and T > 0, such that:
To be precise, we also call this splitting an (η, T )-dominated splitting. Similarly, we say that a ψ * t -invariant splitting N Λ = E ⊕ F is (η, T )-dominated with respect to ψ * t if ψ T in the above inequality is replaced by ψ * T .
Remark 2.5. In general, Λ is only φ t -invariant, but not compact. Moreover, recall that
we have that N Λ = E ⊕ F is an (η, T )-dominated splitting with respect to ψ t if and only if it is an (η, T )-dominated splitting with respect to ψ * t .
Let µ be an ergodic measure of X. We say µ is nontrivial if it is not supported on a singularity or a periodic orbit. A trivial ergodic measure µ is hyperbolic if its support is hyperbolic. A nontrivial ergodic measure µ of X is hyperbolic if it has a unique vanishing Lyapunov exponent which is associated to the flow direction X . The number of negative Lyapunov exponents of a hyperbolic ergodic measure µ is called the index of µ and denoted by Ind(µ).
It is proved in [26, Theorem 5.6 ] that every ergodic measure of a star vector field is hyperbolic. The following lemma asserts the existence of dominated splitting on N supp(µ)\Sing(X) for any ergodic measure µ of a star vector field with respect to the scaled linear Poincaré flow. Lemma 2.6. Given X ∈ X * (M ). Assume that µ is a non-trivial ergodic measure of X. Then the scaled linear Poincaré flow ψ * t admits a dominated splitting N supp(µ)\Sing(X) = E ⊕ F satisfying that dim(E) = Ind(µ). Moreover, there exist two constants η, T > 0, such that
Proof. By applying the ergodic closing lemma [21] , there exists a sequence of vector fields X n → X, and periodic orbits γ n of X n with same index of µ, such that γ n → supp(µ) in the Hausdorff topology. Recall that a star vector field is far from homoclinic tangency, then from [8, Corollary 2.11], the scaled linear Poincaré flow ψ * t admits a dominated splitting N supp(µ)\Sing(X) = E ⊕ F satisfying that dim(E) = Ind(µ).
Finally, the estimations of integrals of log ψ * T | Ex and log ψ * −T | Fx on µ have been showed in the proof of [26, Theorem 5.6 ].
Definition 2.7. Given X ∈ X 1 (M ) and constants C, η, T > 0. Let Λ be a φ t -invariant set and E ⊂ N Λ\Sing(X) be an invariant subbundle of the linear Poincaré flow ψ t . A point x ∈ Λ\Sing(X) is called (C, η, T, E)-ψ * t -contracting if there exists a partition:
and t n → ∞ as n → ∞, such that for any n ∈ N,
Due to the loss flow speed, even when the Poincaré flow is uniformly contracting, we could not have uniform size of stable manifolds if the orbits are approaching to singularities. However, the new theorem was proved in the pioneering work of Liao [20] , which allowed us to get the uniform size of stable manifolds up to flow speed. We recommend [8, Section 2.5] for a detailed and beautiful explanation of this theorem. Theorem 2.8. Let X ∈ X 1 (M ) and Λ be a compact invariant set. Given constants C, η, T > 0, assume that N Λ\Sing(X) = E ⊕ F is an (η, T )-dominated splitting with respect to the linear Poincaré flow ψ t . Then for any ǫ > 0, there exists
• κ(0) = 0, and Image(κ) is tangent to E x at 0;
which satisfies
• κ n (0) = 0, and Image(κ n ) is tangent to E φt n (x) at 0;
Remark. The first part of Theorem 2.8 is proved in [20] . The second part has been showed in [8, Section 2] with the exponenetial contracting of stable manifolds ( [15, 31] ) up to flow speed.
Horseshoes with large entropy
In this section, we prove that for any nontrivial ergodic measure of a star flow we could obtain a horseshoe whose entropy approximates its metric entropy. The main idea originates from [16] for C r (r > 1) surface diffeomorphisms, but we need to conquer the difficulty caused by singularities. A similar result can be found in [33] with the assumption that the tangent flow Φ t admits a dominated splitting.
Proposition 2.9. Let φ t be a star flow generated by X ∈ X * (M ) and µ be an ergodic measure satisfying that h µ (X) > 0. Then for any ε > 0, there is a hyperbolic horseshoe
Remark. The idea of proof is the same with Katok's argument in [16] and [17] . The main difficulty arises from vanishing of flow speed when the orbit approaches singularities, and we lose the influence from hyperbolicity of typical points of the hyperbolic measure. However, due to the key observation of Liao, the hyperbolicity still holds in a flow speed size neighborhood of a typical point.
Proof. Except a countable many T ∈ R, the measure µ is ergodic with respect to the time-T map of the flow [25] . Without loss of generality, we assume that µ is an ergodic measure for the time-1 map φ 1 and the general case is identical. Note that µ is not supported on singularities since h µ (X) > 0. By Lemma 2.6 (we assume T = 1 for simplicity and the general case is identical), there exists a constant η > 0 such that
By Birkhoff ergodic theorem, for µ-almost every x ∈ M we have
Just as in the Pesin theory, for every C > 0, let Λ C ⊂ supp(µ) be the set of points in supp(µ) that are both (C, η, 1, E)-ψ * t -contracting and (C, η, 1, F )-ψ * t -expanding. That is for any x ∈ Λ C and any n > 0, one has
Note that µ(Λ C ) → 1 as C → +∞. We choose C large enough such that µ(Λ C ) > 0. Since µ(Sing(X)) = 0, there exists δ 0 > 0 such that ∆ C := Λ C \ B δ 0 (Sing(X)) has positive µ-measure, where B δ 0 (Sing(X)) denotes the δ 0 -neighborhood of Sing(X). Now we fix a point z ∈ supp(µ| ∆ C ), and take δ satisfying
where δ 1 is the constant in Lemma 2.1, 2.2, 2.3 for T = 1, and θ is the constant in Lemma 2.3. We consider the local cross section
Similarly we define N z (δ/2) and V z (δ/2). Then we have µ(
Following the classical argument of Katok [16, Theorem 4.3] , for l, β > 0 and n ∈ N, there exists a finite set K n (β, l) (the (n, 1 l )-separated set) satisfying the following:
, φ i (y))} > 1/l for any x, y ∈ K n (β, l) with x = y; -for every x ∈ K n (β, l), there exists an integer m x with n ≤ m x < (1 + β)n such that
-the following estimation satisfies
Since V z (δ/2) is the flow box of N z (δ/2) with time in (−δ/2, δ/2), we can assume
This allows us to define the local Poincaré return map from a neighborhood of x in N z (δ) to a neighborhood of φ mx+τx (x) in N z (δ). For simplicity of symbols, we still use P x,φ mx+τx (x) to denote this local Poincaré return map. Recall that d(x, φ mx (x)) < 1 1000l , hence shrinking δ if necessary, we have
.
Moreover, for l sufficiently large, there exist infinitely many n satisfying
t -expanding. Theorem 2.8 implies there exists C ′ > 0 independent on n such that -the diameter of P x,φ mx+τx (x) (W s loc (Orb(x)) ∩ N z (δ)) is smaller than 10C ′ e −ηn 2 δ, and
Notice here the sizes of stable and unstable manifolds of x and φ mx+τx (x) do not need to time the flow speed, because they are both close to z and the constant δ was chosen to be very small comparing with |X(z)|.
Taking n large enough, we have 10C ′ e −ηn 2 δ ≪ δ. So for every point w ∈ W s loc (Orb(x)) ∩ N z (δ) and for any disk D cu (w) ⊂ N z (δ) centered at w tangent to the small cone field of the continuation of F -bundle, the connected component of P x,φ mx+τx (x) (D cu (w)) ⊂ N z (δ) containing P x,φ mx+τx (x) (w) is still tangent to a small cone field of the continuation of F -bundle. The same fact holds for points in W u loc (Orb(φ mx+τx (x))) ∩ N z (δ), the bundle E and P −1
x,φ mx+τx (x) . This implies for any x, y ∈ K n (β, l), the connected component of P x,φ mx+τx (x) (N z (δ)) containing φ mx+τx (x) is crossing the connected component of P Claim. For n large enough, the connected component P −1
x,φ mx+τx (x) (N z (δ)) containing x does not contain any other point y ∈ K n (β, l).
Proof of the claim. Assume that there exists y = x with y ∈ K n (β, l) ∩ P −1
x,φ mx +τx (x) (N z (δ)). We show that d n (x, y) is smaller than 1/l which leads to a contradiction.
Since y ∈ K n (β, l) ∩ P −1
x,φ mx+τx (x) (N z (δ)), the distance between x and y in the F -bundle direction is smaller than C ′′ e −ηmx 2 δ for some constant C ′′ . On the other hand, for the points φ mx+τx (x) and P x,φ mx+τx (y) in N z (δ), their distance in the E-bundle direction is also smaller than C ′′ e −ηmx 2 δ. When n is large enough, we have that C ′′ e −ηmx 2 δ ≤ C ′′ e −ηn 2 δ < 1/1000l. Recall that d(x, φ mx (x)) < 1/1000l and d(y, φ my (y)) < 1/1000l with φ my+τy (y) = P x,φ mx+τx (y). Moreover, we have d(x, φ mx+τx (x)) < For any 0 < i < m x , the distance between φ i (x) and φ i (y) is smaller than d(x, y) in the Ebundle direction, and smaller than d(φ mx+τx (x), φ my +τy (y)) in the F -bundle direction. This implies that
This is a contradiction.
This estimation shows that there are at least L n = #K n (β, l) different mutually disjoint connected components of P −1
Moreover, the image P x i ,φ mx i +τx i (x i ) (R i ) is crossing each R j for any i, j = 0, 1, · · · , L n − 1. This shows the Poincaré return map
is a horseshoe with L n -components.
Claim. The maximal invariant set Γ n contained in
i=0 R i is a hyperbolic set with respect to P. This implies the suspension setΓ
is also hyperbolic for φ t .
Proof of the claim. The hyperbolicity of Γ n is derived from the following facts.
• x 0 , x 1 , · · · , x Ln−1 , φ mx 0 (x 0 ), · · · , φ mx Ln−1 (x Ln−1 ) ∈ ∆ C . All these points are both (C, η, 1, E)-ψ * t -contracting and (C, η, 1, F )-ψ * t -expanding.
• For every y ∈ Γ n , its orbit satisfies
Then by Lemma 2.2, any point y ∈ Γ n admits a hyperbolic splitting with respect to P which is close to the splitting
Since the return time is uniformly bounded on Γ n , the suspension setΓ n is hyperbolic with respect to φ t .
Finally, we only need to estimate the return time of Poincaré map P restricted on every
is well defined.
By Lemma 2.3, for any y ∈ R i , the return time t(y) of y with respect to P x i ,φ mx i +τx i (x i ) is bounded by t(y) ≤ (1 + θδ)(m x i + 1) ≤ (1 + θδ)(1 + β)n.
So when we consider the horseshoe of the flow φ t ,
its topological entropy
Recall that δ ≪ ε/2θ(h µ (X) − ε). For ε > 0, by taking β small enough and n large enough, we have a hyperbolic horseshoe Λ ε of φ t , such that
Now we are in a position to prove Proposition 1.1.
Proof of Proposition 1.1. Let X ∈ X * (M ) with h top (X) > 0. For any ε > 0, by the variational principle, there is a non-trivial ergodic measure µ of X such that h µ (X) > h top (X) − 
Intermediate entropy property of suspension flows over SFT
In this section, we prove the suspension flow of subshifts of finite type(SFT) has intermediate entropy property, which implies Proposition 1.2. We first recall some definitions about symbolic dynamics.
Fix an integer k ≥ 2, the symbolic space with k symbols is defined as
Any point x ∈ Σ k can be written as (x i ) +∞ i=−∞ where x i ∈ {0, 1, · · · , k − 1} is the i-th position of x. The metric on Σ k is given by
Obviously σ is a homeomorphism and the symbolic dynamics (Σ k , σ) is called the full k-shift.
, where by 0-1 matrix we mean a ij ∈ {0, 1}, define
Note that Σ A is a σ-invariant and closed subset of Σ k . We call (Σ A , σ) the subshift of finite type determined by the matrix A, or an SFT for simplicity. In particular, the full shift (Σ k , σ) is an SFT determined by the matrix with all entries being 1.
Recall that a k × k matrix A = [a ij ] i,j∈{0,··· ,k−1} is called non-negative if a ij ≥ 0 for all 0 ≤ i, j ≤ k − 1. A non-negative matrix A is called irreducible if for any 0 ≤ i, j ≤ k − 1, there is m ∈ N such that a (m) ij > 0, where a (m) ij is the (i, j)-entry of A m . If the integer m does not depend on (i, j), then A is called aperiodic.
Let (Σ A , σ) be an SFT and ϕ : Σ A → R + be a continuous function. We define
The suspension flow over (Σ A , σ) is defined as σ 
Preliminaries of symbolic dynamics
Given any pair (p, P ), where p = (p 0 , · · · , p k−1 ) is a probability vector and P = [p ij ] i,j∈{0,··· ,k−1} is a stochastic matrix (p ij ≥ 0 and
exists an invariant measure µ determined by (p, P ) in the following way: for any m, n ∈ Z, n ≥ 0,
+∞ i=−∞ : a m+j = l j , j = 0, · · · , n} which generate the product σ-algebra of the SFT. Such µ is called a Markov measure.
For Markov measures there are two basic facts we will use in the following. For more details readers may refer to [30] . Theorem 3.2. Let µ be the Markov measure determined by (p, P ) where p is a probability vector and P is a stochastic matrix. Then 1. µ is ergodic if and only if the matrix P is irreducible.
the entropy of µ is
The Perron-Frobenius Theorem gives some important properties for non-negative matrices, see for example [9, 30] . Theorem 3.3 (Perron-Frobenius Theorem). Let A be a non-negative k × k matrix. Then the matrix A admits a non-negative eigenvalue λ satisfying the following properties:
1. All the other eigenvalues of A have absolute value no greater than λ.
min
3. Corresponding to λ, there is a non-negative left (row) eigenvector u = (u 0 , u 1 , · · · , u k−1 ) and a non-negative right (column) eigenvector v = (v 0 , v 1 , · · · , v k−1 ) T .
Furthermore if A is irreducible, then
-λ is a simple eigenvalue of A and all the other eigenvalues of A have absolute value strictly smaller than λ,
-the two eigenvectors u and v in item 3 are strictly positive (i.e. u i , v i > 0 for all i).
Let A be an irreducible matrix, by Theorem 3.3 there exists a simple eigenvalue λ > 0 with a left (row) eigenvector u = (u 0 , · · · , u k−1 ) and a right (column) eigenvector v = (v 0 , · · · , v k−1 ) T that are strictly positive. We may assume
The Markov measure determined by (3.1) is called Parry measure which we denote as µ A . The following theorem states that the Parry measure is the unique measure with maximal entropy. 
Intermediate entropy property for SFT
In this section we show that an SFT (Σ A , σ) has the intermediate entropy property when A is irreducible. 2. for any t ∈ (0, 1], the measure µ(t) is ergodic;
3. the entropy map induced by µ(·)
is continuous.
i,j=0 be the probability vector and stochastic matrix in (3.1). Since A is irreducible, by Theorem 3.4 the Parry measure µ A determined by (p, P ) is the measure with maximal entropy.
Note that for any
i,j=0 as follows:
Obviously P (t) is a stochastic matrix.
Let λ(t) be the non-negative eigenvalue of P (t) given by Theorem 3.3. Since
for any i = 0, · · · , k − 1, by item 2 of Theorem 3.3 we have λ(t) = 1. We may choose p(t) = (p 0 (t), · · · , p k (t)) the (non-negative) row eigenvector corresponding to λ(t) to satisfy that (i)
) varies continuously with respect to t.
Let µ(t) be the Markov measure determined by (p(t), P (t)). Obviously µ(t) is continuous with respect to t ∈ [0, 1]. Note that for t ∈ (0, 1], we have p ij (t) > 0 if and only if a ij (t) > 0, hence P (t) is irreducible since A is. By Theorem 3.2, we have µ(t) ∈ M inv (σ, Σ A ) is ergodic for any t ∈ (0, 1]. Thus item 2 is satisfied.
By Theorem 3.2, we have h µ(t) (σ, Σ A ) = − 0≤i,j≤k−1 p i (t)p ij (t) log p ij (t). Hence h µ(t) (σ, Σ A ) is continuous with respect to t since the pair (p(t), P (t)) varies continuously with respect to t, which is item 3. When t = 0 the matrix P (0) is a 0-1 matrix and thus h µ(0) (σ, Σ A ) = 0. Moreover, we have µ(1) = µ A where µ A is the Parry measure. This proves item 1 .
Conjugation of suspension flows over SFT
For an SFT (Σ A , σ), for n ≥ 2 we call b = (i 0 , · · · , i n−1 ) an admissible word of length n if a i j i j+1 = 1 for j = 0, · · · , n − 1. Observe that a (n) ij is the number of all admissible words of length n beginning with i and ending with j, where a (n) ij denotes the (i, j)-th entry of A n . Let k n = 0≤i,j≤k−1 a (n) ij . Denote Γ n the set of all admissible words of length n, then #Γ n = k n . Given two topological dynamical systems (X, T ) and (Y, S), T is conjugate to S if there exists a homeomorphism h : X → Y such that h • T = S • h where h is called a conjugacy. The following Lemma states that an SFT is always conjugate to another which has more symbols. Lemma 3.6. Given an SFT (Σ A , σ). Then for each n ≥ 2 there exists a k n × k n 0-1 matrix A n such that the SFT (Σ An , σ) is conjugate to (Σ A , σ) by a conjugacy g n , where k n is defined as above. Moreover, the matrix A n is irreducible if and only if A is.
Proof. Since #Γ n = k n , we write Γ n = {b 0 , b 1 , · · · , b kn−1 } where for each i there is a unique admissible word (i 0 , · · · , i n−1 ) corresponding to b i . Now we define a k n × k n 0-1 matrix A n as follows: for any 0 ≤ i, j ≤ k n − 1, assume the corresponding words b i and b j in Γ n are b i = (l 0 , · · · , l n−1 ) and b j = (m 0 , · · · , m n−1 ) respectively. Let
where a ij,n denotes the (i, j)-th entry of A n . Hence we obtain an SFT (Σ An , σ). Now we explain how to construct the conjugacy g n . Note that for each point (
where ⌊a⌋ denotes the maximal integer not larger than a. Define g n : Σ An → Σ A which maps
It is easy to see that g n is a homeomorphism such that g n • σ = σ • g n . Thus (Σ An , σ) is conjugate to (Σ A , σ) by g n .
To show the equivalence of irreducibility between A n and A we only need to notice the following basic fact: the matrix A is irreducible if and only if for any i, j ∈ {0, 1, · · · , k − 1}, there exists an admissible word (a 0 , a 1 , · · · , a t−1 ) of (Σ A , σ) with t ≥ 2 satisfying a 0 = i and a t−1 = j. Now assume that A is irreducible. Let b i = (l 0 , · · · , l n−1 ) and b j = (m 0 , · · · , m n−1 ) be two words in Γ n . By the fact above, there exists an admissible word (a 0 , a 1 , · · · , a t−1 ) of (Σ A , σ) such that a 0 = l n−1 and a t−1 = m 0 , which implies that there exists an admissible word of length t + n − 1 of (Σ An , σ) beginning with b i and ending with b j . Hence A n is irreducible. Similarly we could obtain the irreducibility of A n from that of A.
For n ≥ 1 and t ∈ Z, a cylinder set in the full k-shift Σ k is
In particular, we denote by [i] 0 the set of elements of Σ k with i being their 0-th position.
The next lemma would play an important role in estimating the metric entropy of a suspension flow over an SFT in Proposition 3.1.
Lemma 3.7. Given a 0-1 irreducible matrix A and a continuous roof function ϕ : Σ A → R + . Let Σ An and g n be as in Lemma 3.6. Then for any η > 0 there exist N ∈ N and a strictly positive roof function ϕ ′ N : Σ A N → R + satisfying following properties:
Moreover, there exist a 0-1 irreducible matrix B and a constant roof function τ :
Proof. Define ϕ n : Σ An → R + as ϕ n = ϕ • g n . Then ϕ n is continuous since ϕ is. We have the following fact.
Claim. max i∈{0,··· ,kn−1}
Proof. For any n ≥ 2 and each i ∈ {0, · · · , k n − 1} assume that the corresponding admissible word
by the continuity of ϕ.
Now fix a small constant η > 0, the following claim gives N and ϕ ′ N . Claim. For the constant η > 0, there exist a positive integer N , a function ϕ ′ N : Σ A N → R + and a constant τ > 0 satisfying the following properties.
where
Proof. Since A is irreducible, we have that h top (σ, Σ A ) > 0 by Theorem 3.4. By conjugacy of
By the claim above, we could take N large such that for any i ∈ {0, 1,
Now we take a function ϕ ′ N satisfying the following two properties:
-the collections of numbers {ϕ
are rationally related. To be precise, there exists a constant τ > 0 and positive integers {l i }
To complete the proof of Lemma 3.7 we now explain how to construct the 0-1 irreducible 
0 , · · · , i
1 , i
1 , · · · , i
Proof of Proposition 3.1
Now we are prepared to prove Proposition 3.1. Firstly we briefly recall some basic facts about suspension flows. For more details one may refer to [24, Chapter 6] . Let (Σ Combine (3.5) and (3.6) with the property of entropy continuity ofμ(·), we have that there exists s 0 ∈ (0, 1) such that hμ (s 0 ) (σ
Moreover, we haveμ(s 0 ) ∈ M inv (σ
) is ergodic by the ergodicity ofμ(·). Letμ =μ(s 0 ) and we complete the proof of Proposition 3.1.
