Abstract-In this paper, an unsupervised model-based texture reproduction technique is described. In accordance with the Julesz's conjecture, the statistical properties of the prototype up to the second order are copied in order to generate a synthetic texture perceptually indistinguishable from the given sample. However, this task is accomplished using a hybrid approach which operates partially in the spatial domain and partially in a multiresolution domain. The latter employed is the circular harmonic function (CHF) domain since it has been proven to be well suited for mimicking the behavior of the human visual system (HVS).
I. INTRODUCTION

I
N recent years, the texture synthesis issue has been extensively investigated since it has both interesting theoretical implications and several applications. To cite only a few examples, in the area of computer graphics, synthetic textures are projected onto surfaces to give them a realistic appearance. Moreover, in very low bit rate compression techniques, synthetic textures obtained using a reduced dimensionality parameters space may replace backgrounds in natural scenes thus leading to a dramatic bit saving.
However, devising a texture reproduction method that allows achieving the exact matching between the synthesized texture and the given prototype is inherently a difficult task to accomplish. In fact, it is difficult to capture with a unique mathematical model the unlimited variety of structures combined with different illumination conditions that can be encountered when dealing with textures. Moreover, the devise of a synthesis algorithm cannot be done without taking into account the characteristics of the human visual system (HVS). Psychophysical studies [1] , [2] , have outlined that the HVS does not indulge in a detailed examination of the textured regions of an image, but quickly preattentively discriminates them [3] , while deserving more attention to the objects present in the scene. This implies that an acceptable result of the synthesis process is a synthetic texture that, although different from the prototype, gives its same visual impression.
Simple schemes to characterize textures are based on linear models such as FIR or IIR filters excited by independent identically distributed (i.i.d.) random fields [4] , [5] . Identification of filters is done using deconvolution techniques (see, for example, [6] ). In general, these models are simple to identify, but they are substantially limited by the inherent linear stochastic dependence between pixels. The quality of the obtained synthetic textures is related to the actual compliance of the patterns with a convolutional model. However, these models are often unable to preserve the underlying structure of the given prototype so that, in order to achieve a better texture quality, a human supervised step is often required for the definition of a more structured excitation [7] .
More complex models employing morphological operators, fractals [8] , [9] and Markov Random fields [10] , [11] have also been used. However, their identification remains difficult, especially when samples of moderate size are available.
In the recent past, some alternative approaches specifically designed to take into account the most perceptual relevant textures' attributes such as periodicity, directionality, and randomness, have been considered. In [12] , [13] , such characteristics are somehow captured using the extension of the canonical Wold decomposition of random processes to two-dimensional (2-D) processes. The 2-D "Wold-like" decomposition theorem allows decomposing the texture into three statistically orthogonal components: 1) the harmonic field, taking into account the texture's periodicity, modeled by a countable sum of bidimensional harmonics; 2) the evanescent field, taking into account the texture's directionality, modeled as the sum of a countable set of processes constant along one direction; 3) the indeterministic field taking into account the texture's randomness and usually modeled by an IIR filter. However, as pointed out in [14] , statistical independence between the three components is not guaranteed unless in the case of Gaussian distribution. Thus, since it is commonly accepted that natural textures encountered in practice are not Gaussian, in [14] the statistical dependence between the harmonic, the evanescent, and the indeterministic components is exploited and it is shown how the indeterministic component can be predicted from the other two by means of suitable nonlinear schemes.
In [15] , the i.i.d. excitations usually employed in linear texture models are replaced with non-i.i.d. binary sources, thus leading to a texture model constituted by the cascade of a filter followed by a hard-limiter, which yields the binary excitation, and a final filter (synthesis filter). The binary field, driving the synthesis filter, is devised to retain the morphological structure of the given prototype. The binary excitation and the synthesis filter are optimized in the sense that the first-and second-order distributions of the original texture match their counterpart of the synthesized texture. This is in accordance with the so-called "Julesz's conjecture" [16] , which assumes that the HVS is unable to distinguish between textures having the same first-and second-order distributions but different higher order distributions, at least in a preattentive stage of vision. As a consequence, a method to synthesize textures perceptually close to a given prototype can rely on the mimic of the first-and second-order distributions of the texture sample.
The approach employed in [15] has been extended in [17] for the synthesis of complex textures (i.e., a pair of in phase and in quadrature components of electromagnetic images, as those produced by synthetic aperture radars) and in [18] for the reproduction of color images. Moreover, it has been successfully used to devise a very low bit rate texture oriented compression technique (see [19] ).
In [20] a multiresolution texture synthesis algorithm is presented. The method relies on recent theories on texture discriminations (see, for example, [21] ) that state that two textures that have the same distribution of responses in a bank of linear filters have the same visual appearance. Based on this observation, the texture synthesis is carried out by matching the histograms of the filter outputs. However, this approach makes the assumption that all the spatial information characterizing a texture is captured by the first-order distribution of an appropriate set of linear filters. This in turn implies that the synthesis of random or pseudorandom textures is quite satisfactory whereas the method fails in synthesizing structured textures.
A more refined texture synthesis method than the one presented in [20] is outlined in [22] where texture modeling is carried out in a complex wavelet multiresolution framework by exploiting the local auto correlation of the coefficients in each subband along with the local auto correlation and cross correlation of coefficients magnitudes at other orientations and spatial scales. The method gives good results for both random and directional textures. However, the synthesis process is iterative and this makes the textures' reproduction algorithm expensive in terms of both computational complexity and processing time.
In this paper, the methods proposed in [15] and [20] - [22] are somehow merged. In essence, the binary excitation, with the desired spatial correlation, is generated by hard limiting a filtered white Gaussian random field whose correlation is related to the one of its binarized version through the Van Vleck law [23] . Then, the synthetic binary excitation is passed through a filter bank, which performs a multifrequency channel decomposition, and the coincidence between the first-order distribution of the filter bank outputs and of the corresponding components obtained in the parameters identification stage is imposed. The rational behind this approach is the assumption, supported by psychophysics and physiological experiments, that a multifrequency channel decomposition is well suited to model the behavior of the HVS [25] , [26] . Finally, the inverse transform filter bank is applied and the so obtained output feeds a filter (the synthesis filter) whose role is to add details to the image.
In this paper, the texture analysis and synthesis stages employ a multiresolution approach, based on the circular harmonic functions (CHF), which is well suited for extracting the most relevant image features as outlined in Section II. In Section III the proposed texture model is detailed described and the project's guidelines to devise the filters bank are outlined. The parameter identification procedure is outlined in Section IV. Finally, the synthesis procedure along with the experimental results and the conclusions are drawn in Sections V and VI, respectively.
II. CIRCULAR HARMONIC FUNCTIONS
In this section, the CHFs are introduced and some considerations on their ability in modeling some aspects of the early human vision stages are drawn [27] , [28] .
Given an image , let be its representation in the polar coordinates space , centered at the point . Then, given a weight function , the radial tomographic projection (RTP) is defined as follows:
Since RTP is periodic with respect to it can be decomposed into a Fourier series as follows: . The CHFs are widely used in image processing applications since it has been demonstrated (see [29] ) that they are in agreement with the behavior of the HVS, being intrinsically tuned to those image features that are captured by the HVS in the preattentive stage of vision, such as edges, lines, crosses etc. In fact, the CHFs generate complex images, where the magnitude reveals the presence of specific features, and the phase is proportional to their orientation. For this reason, these filters have been employed for rotation invariant pattern recognition [30] , [31] . Referring to the filter bank of Fig. 1 , the zeroth-order CHF, obtained from (5) for , gives as output a real valued image RTP which is a low-pass version of the input image . In general, the th order CHF is tuned to the fundamental harmonics of -fold angular symmetric patterns, corresponding to edges , lines , forks , crosses , and so on. It is worth noting that the polar separability property that characterizes the circular harmonic filters in the spatial domain holds even in the frequency domain. In fact, as pointed out in [32] , the Fourier transform of an th order CHF is itself polar separable with the same angular modulation. More in detail, let us indicate with and the polar coordinates in the frequency domain, then the Fourier transform of is expressed as follows: (6) where is the th order Hankel transform of , defined as (7) being the th order Bessel function of the first kind. For the application carried out in this paper, let us consider the following polar separable functions: (8) with , known as "marginal" Hermite filters. Details on their derivation can be found in [27] . The real part of (8) , for , is shown in Fig. 2 . The imaginary part is obtained by rotating the real part of radians. In Fig. 3 the outputs of the "marginal" Hermite filters when fed with a synthetic test image, containing relevant image's features, show the CHF's capabilities to highlight edges, lines, forks, and crosses when using the orders , , , and , respectively. Using (6), the Fourier transform of the CHF expressed by (8) is (9) Comparing (8) and (9), we see that the filters are both angularly and radially isomorphic with their Fourier transform.
Based on the above definition of CHFs, a circular harmonic wavelet (CHW) of order is defined as any CHF of the form expressed by (2) that satisfies the admissibility condition, expressed in terms of the Hankel transform of the radial profile as follows: (10) As demonstrated in [27] , the polar separable functions expressed by (8) define a CHW. The CHFs here defined are employed in the proposed texture synthesis-by-analysis model outlined in the next section.
III. TEXTURE MODEL
In this paper, a hybrid synthesis-by-analysis texture reproduction technique is devised, partially operating in the spatial domain and partially in the multiresolution CHFs domain.
More specifically, the method approximates a textured random field, with given first-and second-order distributions by means of a system (depicted in Fig. 4 ) constituted by the cascade of a linear system , a hard limiter, a multiresolution block, and a final linear system , and driven by a realization of a white Gaussian random field . Referring to Fig. 4 , the employed texture model is described by the following factorization:
where represents a binary excitation devised to capture the basic morphology of the texture. It is worth noting that the synthesized texture differs from the prototype because of a quantity that takes into account any possible model mismatching.
In essence, the i.i.d. excitation used in classical approaches (see, for example, [4] and [7] ) to feed a linear system is replaced by a more structured field tailored to retain the morphological behavior of the given prototype. The choice of a binary excitation presents the advantage that, under weak symmetry conditions, the whole of its second-order distributions is set by its auto correlation function (acf). 1 This in turn implies that it is possible to generate a binary excitation, , with wanted second-order statistics, by hard-limiting a realization of a Gaussian random field with a suitable acf. In fact, as stated by the arcsin law [23] , the acf of a realization of a random field and the acf of its binarized version are related through the following formula: (14) where and are the variances of the zero mean random field and , respectively. Thus, a binary random field with the desired acf is obtained by hard limiting a Gaussian random field with the acf expressed by (15) 1 The cross correlation between two bidimensional real discrete stationary random fields x[n ; n ] and y[n ; n ], with 0 n N 01 and 0 n N 01,is defined as R [k ; k ] = E fx[n ; n ]y[n 0k ; n 0k ]g, being Ef1g the expectation value operator. In our approach, its estimate is obtained aŝ that can be generated by filtering a realization of a white zero mean Gaussian random field through a filter satis fying the constraint (16) having denoted by the 2-D Fourier transform operator. The synthetic binary excitation so obtained undergoes a multiresolution analysis using the CH filters , ( ), as depicted in Fig. 4 . This allows extracting the basic features of the synthetic binary excitation at different resolutions. An example is provided in Fig. 5 ; the synthetic binary excitation for the texture D93, extracted from the Brodatz album [24] , is shown along with the outputs of the multiresolution filter bank composed by a low-pass filter and two bandpass filters , . Then, for each channel, the first-order output distribution is forced to be the same of the one of the corresponding component obtained in the analysis stage (see Fig. 8 ) by means of the nonlinearities with estimated during the parameters identification procedure.
This approach is somehow a generalization of those ones that rely on the Julesz's conjecture; in fact, the coincidence between the first-order distribution of the synthetic texture and of the prototype is exploited between the corresponding components resulting from a multiresolution analysis. On the contrary the coincidence between the second-order distributions is carried out in the spatial domain, as already pointed out in the first part of this section. The proposed method leads to better results with respect to the ones obtained in [15] where the Julesz's conjecture is applied without performing a multiresolution analysis, as will be shown in Section V, and to a significant reduction of computational complexity and processing time with respect to method proposed in [22] as pointed out later on in the paper. The reproduction quality improvement is due to the fact that the HVS, according to recent studies on biological visual processing, can be modeled using a multifrequency channel decomposition. Moreover, as already pointed out, the CHFs have the capability to capture relevant features of the image. Therefore by imposing the coincidence between the first-order distributions of the synthetic image at different resolutions and of the homologous prototype's components, the system better fits the HVS behavior.
More specifically, the direct filters bank is composed by the following filters, expressed in polar coordinates (17) (18) where is a zero-order (low-pass) CHF and the filters , with , are pass-band filters, obtained from the first-order CHF, with selectivity fixed by properly choosing, for each filter, the form factor . The zero-order CH filter extracts a low-pass version of , whereas the first-order CH filters are tuned to the edges, yielding complex outputs whose magnitude reveals the presence of edges and whose phase is proportional to their orientation. The multiresolution filter bank employed is composed by CH filters up to the first-order since experimental results have pointed out that, for the class of images we are considering, they are sufficient to highlight the images' structure.
Using (9) , the Fourier transforms of (17) and (18) are expressed as follows:
Experimentations have been performed using a filter bank composed by , , and filters, i.e., , , and , respectively, being . The filters' design consists in assigning the frequency scale factors , which have been set to the values reported in Tables I-III for the three, five, and seven filters banks used in our experiments, respectively. The filters substantially behave like passband filters, as shown in Figs. 6 and 7 , where the circularly symmetric profiles and ( ) are plotted versus the radial frequency . The shape of the passband frequency responses assures a coverage of the whole spectrum, because the filter has been designed in such a way that its bandwidth is approximatively twice the one of the filter with . A characterization of the filters have been also done in terms of the center radial frequencies and of the 3 dB bandwidths ( ), reported in Tables I-III. In the implementation of our texture synthesis algorithm, we have employed a discrete version of these filters using the impulse invariance digital filter design technique.
As already pointed out, the nonlinearities in Fig. 4 , with , are designed in the parameters identification step, as detailed in the next section, in order to assure the coincidence between the first-order distributions of the corresponding images at different resolutions of the original and of the synthetic texture. This allows obtaining a synthetic texture perceptually closer to the prototype with respect to the one obtained without performing the multiresolution analysis since a Table I . Table II. multiresolution approach better matches the HVS. The inverse filters and are designed by satisfying the condition, written in the polar frequency domain, as follows: (19) which represents the inversion formula. To prevent amplification of spurious components occurring at those spatial frequencies where and ( ) are small in magnitude, we have chosen (20) (21) with and having indicated with the conjugate of the complex quantity . The optimality of these reconstruction filters is discussed in [35] . Finally, the filter is estimated in the identification step by minimizing the mean square error between the original texture and the synthetic one , as detailed in the next section.
IV. PARAMETERS IDENTIFICATION ALGORITHM
The parameter identification algorithm relies on a general scheme that has already been used for communication channel equalization [33] , for seismic traces deconvolution [34] , and that has been generalized in [15] to the bidimensional case with application to texture modeling.
Referring to the proposed texture model depicted in Fig. 4 the algorithm employed aims at jointly estimating the binary excitation , the inverse filter of the filter , and the nonlinearities . The excitation field and the filter coefficients are estimated using a classical likelihood approach, that is by maximizing the log-likelihood function expressed as follows: (22) having used the symbol to denote the estimation and having indicated with and the column lexicographically ordered array associated with and the filter coefficients , respectively.
This optimization criterion has already been employed and detailed explained in [15] where, however, the texture model differs from the one here proposed because of the absence of the multiresolution stage. The solution of (22) along with the estimation of the nonlinearities , employed in the multiresolution block, leads to an iterative procedure summarized in Fig. 8 .
It can be demonstrated (see for details [15] , [19] ) that by equating the gradient of (22) to zero and solving with respect to the following estimation is obtained: (23) where is the sample auto correlation matrix of and is the sample cross correlation matrix of and . Moreover, as pointed out in [15] , [19] , near the equilibrium point, the optimal estimation of the binary excitation reduces to a classical likelihood ratio assuming the form having denoted with the 2-D unit sample. The filter and the nonlinearities , act as "identity" operators. At the generic th iteration, with , the original texture is deconvolved by means of the deconvolution filter , designed to be the inverse filter of (see Fig. 4 ). Then the obtained image undergoes a multiresolution analysis using the CH filters , , thus obtaining the images , , respectively.
These images are then passed through the nonlinearities , with , obtained at the previous iteration step. In accordance with the generalized version of the Julesz's conjecture, pointed out in Section III, the nonlinearities are designed in order to modify the first-order distributions of the images coming from the multiresolution analysis of the deconvolved version of the prototype ( ) to match the ones of the corresponding images coming from the multiresolution analysis of the bi-narized version of the deconvolved version of the prototype ( ). This can be expressed in formulas as follows: (27) with and having indicated with the operator that applied to a random variable gives its cumulative distribution function.
Then the complementary multiresolution synthesis block is applied to the nonlinearities' outputs, thus leading to , which is then binarized according to (24) . The obtained image , which is the updated estimation of the binary excitation, undergoes the same multiresolution analysis of , thus leading to the images , , which along with , , , are used to obtain, according to (27) , the updated nonlinearities at the th iteration step. Finally, is used for the deconvolution filter update according to (23) .
The deconvolution algorithm reaches an equilibrium point at the th iteration when the cross correlation between and the residual is proportional to the cross correlation between and , i.e., . This kind of deconvolution scheme extends the so called "Bussgang Deconvolution" [33] , characterized by the invariance of the cross correlation function when nonlinear point-wise transformations are involved, to the case where nonlinear generic transformations are considered. In fact, in our scheme, is obtained from , through a nonlinear but not point-wise transformation.
Local convergency, i.e., attraction toward a factorization model (13) with small model mismatching error , is discussed in detail in the Appendix.
As for the starting point, we can reasonably assume that by initializing our iterative deconvolution algorithm with equal to the hard-limited version of the prototype texture (see (25) , (26), and Fig. 8) , a relatively small model mismatching error is obtained already at the first iteration. It is worth noting that the proposed deconvolution algorithm closely resembles the so-called "decision-directed" equalization techniques [36] . In fact, it essentially consists in recovering a binary sequence from the prototype texture . It is well known [36] that decision-directed blind equalization techniques converge when the iterative deconvolution starts with an inverse filter close enough to the true equalizer. The aforementioned initialization choice does provide such an initial guess of the deconvolution filter, good enough for a quick convergence toward a texture model (13) with a relatively small model mismatching error . As witnessed by experimentations performed on a large ensemble of textures and presented in the next section, two or three iterations of the deconvolution algorithm are usually enough to obtain an estimation of the parameters that allows reproducing synthetic textures closely resembling the corresponding prototypes.
After the iterative identification algorithm has been stopped, the "coloring" and the synthesis filters are computed. Specifically, the coloring filter in Fig. 4 is devised in order to force the acf of the binary excitation to the value of the estimated acf (see Fig. 8 ) of its corresponding component , obtained in the analysis stage at convergence. This task is accomplished by calculating from the wanted acf of (see Fig. 4 ) according to (16) . The acf is obtained from the estimate of the binarized texture through the inverse arcsin law as expressed by (15) .
Finally, the synthesis filter is obtained as the pseudoinverse of the filter . The parameters so obtained are used to synthesize a texture perceptually similar to the given prototype using the procedure explained in the next section.
V. SYNTHESIS PROCEDURE AND EXPERIMENTAL RESULTS
The proposed synthesis procedure relies on the generalized Julesz's conjecture, presented in Section III. In summary, the synthesis burden is shared between the generation of the excitation and the filter . The first allows sketching the structure of the target texture; in order to achieve this task, is forced to have the same second-order statistics of the given prototype and its components in the CH functions multiresolution domain are forced to have the same first-order distributions of the corresponding components of the given texture. The latter allows obtaining a perceptually indistinguishable replica of the prototype by adding details to . According to the scheme of Fig. 4 , the synthesis is performed somehow reversing the identification process. A white Gaussian field is first passed through the coloring filter and the hard-limiter, to generate a binary excitation mimicking the underlying structure of the given texture. Then, the nonlinearities , with , estimated in the identification procedure, are used to impose the coincidence between the first-order distributions of the components of the synthetic binary excitation in the multiresolution CH domain and its corresponding components obtained in the analysis stage, thus leading to . Finally, the synthetic texture is obtained by filtering by means of the reconstruction filter . Textures with different structural characteristics, like pseudoperiodic, directional, random, are used for the quality assessment of the synthesis procedure.
Referring to Figs. 9-11, the first row shows the prototype textures extracted from the Brodatz's collection. In the second row the results obtained using the method addressed in [15] are shown in order to provide a comparison term with the experimental results obtained using the texture synthesis approach proposed in this paper. In the third and fifth row, the synthetic replicas of the prototypes and the synthetic binary excitations, respectively, are shown.
These results refer to the texture synthesis model and to the texture analysis scheme depicted in Fig. 4 and Fig. 8 , respectively, where subbands, of width indicated in Table I , are used in the multiresolution stages.
It is evident how the method here employed is capable of generating synthetic textures that are perceptually indistinguishable for the given prototype at least in a preattentive stage of vision. This can be simulated by placing the originals and the synthetic replicas behind a camera shutter opened for at the most 100 ms. Moreover, it outperforms the method presented in [15] for most of the textures considered. The synthetic textures with pseudoperiodic behavior like the D39, the D77, and the D84 better match the original ones since they exhibit a more periodic structure and a more three-dimensional behavior than the ones obtained using the synthesis strategy presented in [15] .
It is worth noting that the proposed method is able to capture both the diagonal directions present in the fish bone structure of the texture D17 whereas the method presented in [15] does not allow to achieve this goal capturing only one of the directions characterizing the prototype. Significant synthesis improvements are obtained also for the D93 that has a strong mono-directional structure.
A more accurate model using subbands in the multiresolution block (see Fig. 4 ) can be taken into account. The subband-widths are calculated according to the criterion outlined in Section III, and the corresponding values are reported in Table II . The corresponding synthesis results are shown in the fourth and sixth rows of Figs. 9-11, and represent the synthetic replicas of the prototypes and the synthetic binary excitations, respectively. Improvements with respect to the synthesis results obtained using the model with subbands can be noted for the textures D9 and D84.
The experimental results obtained by posing do not show any further reproduction quality gain with respect to the case of , which leads to the consideration that, for the textures under examination, the quantity , which represents the mismatching between the prototype and the synthetic texture, cannot be further reduced.
VI. CONCLUSIVE REMARKS
In this paper, a method that allows reproducing synthetic textures perceptually indistinguishable from given prototypes is presented. The method relies on the conjecture, supported by psychophysics experiments, that textures with the same statistical properties up to the second-order give the same visual impression.
The method here addressed, imposes the coincidence between the first-order distributions of the prototype and of the synthetic component in a multiresolution framework, whereas the coincidence of the second-order distributions is carried out in the spatial domain.
It stems from the approaches presented in [15] amd [22] , both relying on the same conjecture. The first operates in the spatial domain, the second in the multiresolution one.
Here, we propose a hybrid approach that has the main characteristics of both methods. It is worth noting that a proper multiresolution domain is chosen. In fact, the analysis is carried out For all of the texture categories taken into account, significant quality improvements have been noted with respect to the method proposed in [15] , without having the heavy computational complexity of [22] where the synthesis procedure is iterative. On the contrary using the method here outlined, once estimated the prototype's parameters, the synthesis stage does not require any iteration, thus leading to computation and elaboration time savings.
Eventually, an estimation of the computational complexity of the proposed synthesis by analysis procedure is shown in Table IV in terms of histogram equalization and filtering operations. In the implementation of our algorithm, the filters have been approximated using FIR filters with a relatively small support ( samples for and , for all the others) and implemented by means of the overlapsave, DFT-based, block method.
APPENDIX LOCAL CONVERGENCE
In this Appendix, we demonstrate the "error energy reduction" property of the Bussgang deconvolution algorithm, i.e., the nonincreasing of the error done in estimating the random field , in the texture model, from one iteration to the next.
The iterative Bussgang deconvolution algorithm, whose optimality in a Bayesian estimation framework is discussed in [37] and [38] , is depicted in Fig. 12 in its flow-graph form. The nonlinearity in Fig. 12 summarizes joint binarization and multiresolution histogram matching performed in our texture parameters' identification scheme shown in Fig. 8 which implies that in Fig. 12 coincides with , in Fig. 8 .
Specifically, with reference to Fig. 12 , the error at the th iteration is defined as and the error energy reduction property is stated as follows:
being Ms the mean square value operator. In order to prove (A.1), let us assume the following hypothesis.
H1. The output of the nonlinear, with memory, estimator satisfies the statistical orthogonality property (A.2) This hypothesis surely holds true when a Bayesian minimum mean square error (MMSE) estimator is employed. This MMSE nonlinear estimator needs to be approximated in concrete applications. In our case, the presence of the hard-limiter in the nonlinearity giving allows (A.2) to be fulfilled with good approximation. Moreover, the following facts will be invoked in the following:
F1. In Fig. 12 , the filter is the MMSE (Wiener) filter that, at the th iteration, linearly estimates the random field from its input . Being the output of a Wiener filter, the random field satisfies the following orthogonality property:
F2. The filter is followed by a normalizing scalar transformation that sets the mean square value of its output to be equal to the mean square value of , i.e. 
F4. Note that it always results in Ms Ms
and that normalization with is needed to restore the correct power level. In the following, for the sake of notation compactness, the indexes will be omitted in complex formulas. Now, indicating with addition and subtraction of the same quantity, let us write the error at the th iteration as follows:
Its mean square value assumes the following expression: Error energy reduction (A.1) occurs whenever the last three terms in (A.7) are negligible or result in a nonnegative quantity. We will see that this occurs when the scalar normalization has almost adjusted the overall gain so to have with (A.8) This is tantamount equivalent to assume that most of the residual stems from the model mismatching error , and that this latter is small in power. The condition (A.8) can be considered as a true condition of closeness to a useful texture model able to "attract" the deconvolution algorithm, in the sense of error energy reduction (A.1), thus leading to local convergency. In fact, using (A.8) we can write Ms (A.9)
The substitution of (A.9) in the last two terms of (A.7) yields
Ms Ms (A.10)
As far as the first of the last three terms of (A. This quantity, namely, the ISI evaluated in the origin, tends to be close to zero when power normalization has almost achieved gain equalization, i.e., when (A.8) is fulfilled. In our case, the random field cannot be assumed spatially white, but, since its power spectrum is always nonnegative, we can still argue that the term Ms tends to be small and comparable with the nonnegative quantity (A.10).
In summary, under (A.8), we see that the error energy reduction condition is satisfied, because now (A.7) writes as follows:
Ms
Ms Ms
Ms Ms
Ms Ms (A.11)
