The aim of this study was to apply data mining algorithms to produce a landslide susceptibility map of the national-scale catchment called Bandar Torkaman in northern Iran. As it was impossible to directly use the advanced data mining methods due to the volume of data at this scale, an intermediate approach, called normalized frequency-ratio unique condition units (NFUC), was devised to reduce the data volume. With the aid of this technique, different data mining algorithms such as fuzzy gamma (FG), binary logistic regression (BLR), backpropagation artificial neural network (BPANN), support vector machine (SVM), and C5 decision tree (C5DT) were employed. The success and prediction rates of the models, which were calculated by receiver operating characteristic curve, were 0.859 and 0.842 for FG, 0.887 and 0.855 for BLR, 0.893 and 0.856 for C5DT, 0.891 and 0.875 for SVM, and 0.896 and 0.872 for BPANN that showed the highest validation rates as compared with the other methods. The proposed approach of NFUC proved highly efficient in data volume reduction, and therefore the application of computationally demanding algorithms for large areas with voluminous data was feasible. 2 of 30 2.
Introduction
Landslides frequently cause damage to properties and loss of lives in susceptible areas all over the world. Since the beginning of the 21st century, around 1.5 million people have been affected by landslides; moreover, landslides have caused financial losses above 875 million US dollars [1] . For instance, in the course of 12 years from 2004 to 2016, more than 55,000 lives worldwide have been lost due to landslides [2] . Therefore, it is obvious that the identification of landslide-prone zones and prevention of possible damages and fatalities is of a crucial importance. Landslide studies for a sensitive zone can be done in three consecutive levels such as landslide susceptibility, hazard, and risk mapping [3, 4] . The first fundamental step in this regard is to produce landslide susceptibility maps (LSMs) of the sensitive areas [3, [5] [6] [7] [8] . LSMs show where future landslides may occur in a study area [3, [7] [8] [9] [10] [11] [12] [13] and are created according to three fundamental assumptions summarized as follows:
1.
The signs of landslides that have occurred can be recognized through filed investigation and remote sensing techniques [14] [15] [16] [17] ;
DEM (digital elevation model) of the study area, the altitude varies from −28 m in the northwest lowlands to 3682 m in the mountainous belt which extends in the NE-SW direction. With reference to the 1:250,000 geology maps provided by the Geological Survey of Iran, the main geological structure zones are Gorgan-Rasht in the southern belt of the catchment and Koppedagh in the northern plain areas covered by young deposits. In total, the catchment includes 40 distinct lithological units listed in Table 1 and displayed in Figure 2 . The climatic regime of the area changes from an arid to a very humid climate under the effect of an annual average rainfall of 150 mm to 1000 mm, and an annual average temperature that varies from 4 • C in the southern parts to 18 • C in the northern regions (according to the Forest, Range, and Watershed Management Organization, Iran).
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Data and Information
The required datasets for landslide susceptibility mapping can be categorized into two groups, landslide inventory map and causative factors (including conditioning factors and triggering agents). The landslide inventory map is the most important factor in landslide susceptibility, hazard, and risk studies [23] , and should be as complete and accurate as possible [23, [82] [83] [84] . The inventory map of the study area was prepared by the Forest, Range, and Watershed Management Organization (Iran) through the interpretation of 1:25,000 aerial photographs and extensive field investigations. This inventory consists of 431 central points of landslides. Generally, archived landslide inventories are recorded as points [85] , especially in small-scale areas [86] that are located in the center of the whole body [86] or the rupture zone [1] of landslides. Using a landslide inventory map which is recorded as points does not mean that the produced LSM is less reliable relative to a map produced by an entire area of the landslides [85] , especially when statistical models are applied that considerably reduce the uncertainty of the inventory map [87] . The available landslide inventory map is split into two parts for modeling and validation [4, 12] . There is no general rule to specify what percentage of landslides should be allocated for modeling and validation. Most of the researchers consider 70% and 30% of landslides for modeling and validation, respectively [35, 49, 56, 57, 75, 88, 89] . In this study, however, using the random procedure [90] , 80% of landslides (344 points) were considered for modeling, and the remaining 20% (87 points) were considered for validation of the produced maps because an extra 20% of the modeling dataset was used for testing the data mining models in the implementation phase. This means that about 275 landslide points (64% of all the landslides in the study area) were in fact considered as the modeling dataset and the rest of the landslide points were used for testing and validation of the models in two separate phases (discussed in Section 4).
Concerning the conditioning factors, there is no specific rule for the selection of factors, and it depends on the scale and the geoenvironmental conditions of the study area, the type of the landslides considered in the analysis, and the availability of the data [23] . Taking these criteria into consideration, we provided 12 different conditioning factors which included elevation, slope degree, slope aspect, modified sediment transport index (STI-V), stream power index (SPI), lithology, land cover, distance to linear factors (rivers network, roads, and faults), climate type, and temperature. In addition, the annual average rainfall layer was provided as the main triggering agent.
Elevation, slope degree, slope aspect, and river network layers were all derived from the ASTER DEM with the spatial resolution of 30 m. In addition, we calculated the slope gradient (β) and the contributing area (A) using DEM, and the factors of stream power index (SPI), and sediment transport index (STI) [41, 91] were created by means of the Raster Calculator tool of ArcGIS ® 10 using the following equations:
(
The SPI index is a useful indicator for erosion caused by surface runoff [38, 73] that can contribute to land sliding and the STI factor is used as an indicator for the power of erosive flows [92] , and hence the occurrence of landslides [93] . In this study, however, a new factor of STI variations, called STI-V, was produced by modifying the STI factor. This modification was done so that the highest STI-V values were assigned to the pixels on the adjacent belt of the most powerful erosive flows rather than to the flows themselves, because landslides occur adjacent to these flows not inside them. The STI modification was made using ArcGIS ® software by entering the STI raster instead of a DEM in Slope Tool, which calculates the STI-V values based on the magnitude of changes of the STI values per the distance unit. The highest STI-V values were assigned to the pixels of slopes near the most erosive flows.
The lithological data for the study area were digitized from 1:250,000 geology maps provided by the Geological Survey of Iran ( Figure 2 ). In addition, the layer of faults was extracted from the geology Water 2019, 11, 2292 6 of 30 maps. The roads were mapped using the topographical maps of the study area at 1:100,000 scale provided by the Iran National Cartographic Center. Afterwards, the layers of faults, roads, and river networks were classified into several classes based on the proximity of the lines ready for the modeling process. The land cover map ( Figure 3 ) was digitized from the national map of soil, pasture, and forest potentialities created by the Iranian Center for National Spatial Planning, with some modification using DigitalGlobe satellite data.
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The rainfall map, as a triggering factor, was classified into 11 classes based on the annual average values. For LSMs that are produced at a small scale (the area is very large), even if the number of meteorological stations is low or the data does not exist, the amount of rainfall can be assessed by utilizing satellite data [23] because water plays a very important role in landslide triggering, for example, by increasing pore water pressure and lubrication in materials [31] .
As mentioned before, in this study, machine learning methods are integrated with the bivariate statistical method of FR through the NFUC approach; in fact, the FR method is supposed to provide the initial weights for running the machine learning models. To apply the FR method, it is necessary to categorize the continuous factors (e.g., elevation and slope degree) into discrete classes. Classification is mainly done based on experts' opinions [56, 97] . In this study, the continuous factors were classified considering the geoenvironmental conditions of the study area and the potential effects of each factor on the landslides. Because of the very large area of the catchment, we considered the maximum possible number of classes for each factor to prevent homogeneity of the data, thus, increasing the accuracy of the final LSMs. After classification, all factors were converted to raster format with 30 × 30 m pixel size (equal to the resolution of the ASTER DEM, employed in this study) according to the method of pixel-based modeling [7, 12] . The causative factors are shown in Figure 4a -k, except for the lithology and the land cover maps that are shown separately. 
Methods
In this study, each of the five data mining models, namely FG, binary logistic regression (BLR), backpropagation artificial neural network (BPANN), SVM, and C5DT, were separately integrated with the FR model through an intermediate approach called NFUC to produce the LSMs of the study area at a national scale. As mentioned before, the process of running the machine learning methods requires intensive computer processing for landslide susceptibility mapping at a national scale (a large area with big data), which is very time-consuming and sometimes practically impossible [53, 72, 80, 81] . For example, to apply the machine learning methods of BPANN and SVM in this study, it was required to convert the data from raster format to a text file readable by statistical software. When visualizing the scored text file to the first raster format using the Lookup tool in ArcGIS software, this process took a very long time and was practically impossible using standard computers 
In this study, each of the five data mining models, namely FG, binary logistic regression (BLR), backpropagation artificial neural network (BPANN), SVM, and C5DT, were separately integrated with the FR model through an intermediate approach called NFUC to produce the LSMs of the study area at a national scale. As mentioned before, the process of running the machine learning methods requires intensive computer processing for landslide susceptibility mapping at a national scale (a large area with big data), which is very time-consuming and sometimes practically impossible [53, 72, 80, 81] . For example, to apply the machine learning methods of BPANN and SVM in this study, it was required to convert the data from raster format to a text file readable by statistical software. When visualizing the scored text file to the first raster format using the Lookup tool in ArcGIS software, this process took a very long time and was practically impossible using standard computers due to the huge number of pixels (around 12,881,000 pixels). To overcome this problem, the number of pixels can be reduced by increasing the size of pixels. A pixel size from 26 × 26 m to 1000 × 1000 m has been tried for very big areas (at national to global scales) and has been reported to have satisfying results depending on different conditions [60, 62, [65] [66] [67] 77, 79, 98, 99] , however, it should be noted that increasing the size of pixels is done at the expense of reducing the models' accuracy, i.e., the larger the pixel size, the lower the spatial accuracy of the produced map. In this study, a pixel size of 30 × 30 m was considered to fully exploit the accuracy of available data, for example, the available DEM. Therefore, it resulted in a huge number of pixels which made the process, especially for machine learning methods, practically impossible. Therefore, the NFUC approach was applied to facilitate the application of these methods at this scale by reducing the volume of the data and integrating the models as follows:
•
At the first stage, to find the correlation of the landslides with the causative factors and calculate the initial weights [9, 100] , the bivariate statistical method of FR is applied. In this method, the weight (Fr i ) of each class (i = 1, 2, 3, . . . , n) of a factor is equal to the percentage of its landslides divided by the percentage of its area as a ratio of the whole map; • At the second stage, the Fr i s (the sixth column of Table 2 ) should be normalized in the standard interval of (0.1, 0.9) that results in the µ i values (the last column of Table 2 ) as follows [101, 102] :
where, Fr min and Fr max are the minimum and maximum observed FR weights among the classes of a given factor. In this step, because the pixels with an equal µ i in a factor layer are equally important in terms of affecting the occurrence of landslides, they can be merged together, which results in separate units. This act reduces the number of computations in the process of converting the data and employing the machine learning models. Additionally, the separate units with very close µ i values (some units showed negligible differences in terms of the µ i value) can also be integrated into single units. Apart from reducing the number of pixels, another advantage of the second stage is that the pixels' values fall in a standard continuous range which means there is no unknown value in relation to the categorical factors and it helps to apply the machine learning models; • At the third stage, the unique condition units of the study area are created by overlaying all the factors with the µ i values in GIS software (e.g., using the Combine tool in ArcGIS ® 10); •
The last stage involves creating a calibration dataset which is comprised of the µ i values of both landslide and stable pixels extracted from the unique condition units. Both landslide and stable pixels are necessary for training some of the data mining models [57, 81, 93, 103, 104] , such as BLR, BPANN, SVM, and C5DT (except for FG which was applied directly using the unique condition raster). The calibration dataset consisted of 80% landslide pixels (344 pixels in the modeling dataset) and 344 randomly selected stable pixels. A buffer distance of 100 m around the landslides was considered when randomly picking out the stable pixels to provide relative assurance of the insensitivity of these stable pixels, which in turn helped to increase the accuracy of the models. A low-volume text file (such as DBF, database file) of the calibration dataset was used in the training process of the machine learning models in statistical software (SPSS ® Statistics 19 and SPSS ® Modeler 18 in this study). When using the calibration dataset in the statistical software, 80% of data was engaged in training and 20% in testing the models. Apart from the validation dataset that had been preserved for the final validation of the models, applying this 20% testing proportion provided a preliminary performance evaluation when the BLR, BPANN, SVM, and C5DT models were executed.
FG
The fuzzy set theory was introduced by Zadeh [105] . The term "set" in this method refers to the range of values, between 0.1 and 0.9 in this study, which can be assigned to different members. This method can be used qualitatively or quantitatively as a flexible method, depending upon the source of the fuzzy membership values, which was the quantitative µ i values in this study. There is a direct relationship between the membership value and susceptibility to landslides, that is to say, a minimum membership value shows the minimum susceptibility of a pixel to landslides, and vice versa. After assigning the relevant µ i values to the pixels, the layers of the causative factors can be combined by using one of the fuzzy functions (OR, AND, SUM, PRODUCT, and GAMMA) to calculate the probability of landslide occurrence (P) for each output pixel (x). The GAMMA function that is reported to have the best results among all fuzzy functions [42, 101, 102, [106] [107] [108] is used here with the equation of
where, γ can range from 0 to 1. The γ = 0 and the γ = 1, respectively, results in the minimum and maximum possible P of the pixels [108, 109] . In this study, different γ values of 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, and 0.975 are tested to see which one would produce a more reliable LSM.
BLR
As a multivariate statistical method, logistic regression is reported to construct one of the most reliable landslide susceptibility models [35, 43, 48, 110, 111] . The BLR method calculates the probability of a two-category dependent variable, such as landslide occurrence, regarding its relationship with causative factors as the independent variables [112, 113] . The relationship between the dependent variable and the independent variables is a nonlinear form of correlation. The probability of occurrence of a dependent variable (P) based on a set of given independent factors in the LR model is expressed as follows:
where, P, on an S-shaped curve, ranges from 0 to 1 in a direct relationship with the variation of the parameter Z from −∞ to +∞. And the parameter Z is specified as
where β 0 is the model intercept, and β i (i = 1, 2, 3, . . . , n) is the coefficient of each given factor (X i ) [114] . By assigning the probability values calculated in this model to the related pixels, the LSM of the area is produced.
To determine the accuracy of the model, two types of R-squared can be considered, the Cox and Snell R-squared and the Nagelkerke R-squared. The first can vary from zero to a maximum of less than one for a perfect model [115] , and the second, which is an adjusted version of the first one, falls within the range of zero to one [116] . The higher values for the above two indices show the better results.
BPANN
Artificial neural networks benefit from nonlinear mathematical algorithms to mimic the learning process of the human brain in dealing with complex issues [50, [117] [118] [119] . The main advantage of this model is that there is no need to necessarily engage a specific statistical variable because, in fact, this model is independent of the data statistical distribution [53, 120] . The LSMs are produced by a trained ANN as a feedforward structure [121, 122] . The BPANN model, constructed in this study, was a multilayer perceptron network trained by the backpropagation algorithm [123] using the optimization algorithm of gradient descent with a momentum parameter [124] .
Structurally, the network is comprised of an input layer, hidden layer(s) with different numbers of neurons, and an output layer. Neurons of the input layer can be scaled, categorical, or binary data [125] . As mentioned before, the prepared calibration dataset consisted of the µ i values (the normalized FR weights) of both the landslide pixels and the stable pixels as the necessary input data for training the model [93, 103] . The calibration points were divided into two parts, training and test dataset, that were very important in modification of the weights within the network and evaluation of the network prediction power, respectively [54, 126] . Because there is no general rule [93] , 80% of the calibration points were assigned to the learning dataset and 20% to the test dataset, as suggested by Swingler [127] . The ideal number of hidden layers and associated neurons for enhancing the network performance was selected through trial and error [122, 128] . After running the model, the training process was iterated to modify the weights in the input layer until one of the specified stopping rules occurred. As the stopping rules in this study, the total number of iterations was set at 2000 and the maximum iterations without an error reduction at 10.
The other important parameters of the network are the initial learning rate and the momentum factor, which were set at 0.01 and 0.9, respectively, after considering the values given in the literature and testing different values. A high learning rate leads to a high-speed learning process, however, with a higher degree of uncertainty [50, 103] . In addition, momentum value is defined to prevent the possible network instability originated from a high-speed learning process [50, 103] .
SVM
SVM is a machine learning method that has been recently used in landslide susceptibility analysis [57, 58, 81, 129] . It classifies the input training points (calibration dataset) of the landslide causative factors (F i = F 1 , F 2 , . . . , F n ) into two classes of stable (P i = −1) and unstable (P i = 1) pixels using the optimal hyperplane (an n-dimensional surface) with the widest possible space between the margins of the nearest points. In linear form, the equation of a hyperplane can be written as follows:
where, b, as a constant value, shows the offset of the hyperplane from the origin. The Euclidean length between the hyperplane and each of the margins is 1 2 W 2 [56, 59] that is used in the Lagrangian equation to define the optimal hyperplane [57] as follows:
In the above equation, λ i is the Lagrange multiplier. More information and the detailed equations of the SVM method can be found in Hong et al. (2016) . Four different types of kernel functions can be used for an SVM model such as linear, polynomial, sigmoid, and radial basis function (RBF). The last one is frequently reported as the best function for landslide susceptibility mapping studies [56] [57] [58] . The balance between accuracy and overfitting of the model can be adjusted by the regularization (C) and gamma parameters. The C is usually set between one and 10; the higher the C is, the more accurate the model would become, but it may cause overfitting of the model. The same trend is seen in terms of the RBF gamma parameter; nevertheless, values in the range of three to six divided by the number of the input factors are worth trying [130] .
C5DT
C5 is one of the most powerful algorithms used in decision tree models that has recently been employed in landslide studies [59, 131] . This algorithm is the new version of the old C4.5, which had been reported to be the fastest machine learning method [132] . C5 is even faster than the traditional C4.5 algorithm, it is efficient in terms of both memory usage and weighting process, and it benefits from two options of boosting and winnowing [133, 134] . Selection of the boosting option helps to significantly increase the accuracy of the model by building a number of consecutive models that focus on the misclassified records of the preceding model, and the winnowing option helps to prune ineffective factors before construction of the model, thus, increasing the speed of assessment, which is a considerable advantage, notably, in dealing with big data [135] [136] [137] [138] .
Depending on the amount of information each causative factor reflects about the landslide occurrence, the C5 algorithm separates the input training points of the factors. This process begins with the factor that reveals the maximum information about the occurrence of landslides. Then, each of the created subgroups are split up again based on another important factor, and this process continues by taking all other factors into account, one by one. The lowest-level branches of the decision tree are then pruned if they do not enhance the results of the model significantly. The process of pruning the tree is done in two stages, local pruning and global pruning [59] . Local pruning evaluates the subtrees and prunes the branches, and global pruning treats the tree as a whole with some weak subtrees that should be collapsed. To control the severity of the pruning in the local stage, the pruning severity parameter of the model is set between zero and 100 in SPSS ® Modeler software. The higher the parameter, the smaller the tree would be and it can prevent the model from overfitting. Finally, the decision tree created is used to score the whole pixels of the study area.
Validation of the Built Models
To assess the reliability of landslide susceptibility models, the receiver operating characteristic (ROC) method is recommended [3, 139, 140] . The area under the curve (AUC) of the ROC graph is used as a scalar statistic [141, 142] to indicate the validation rates of the models. To calculate the AUC, several thresholds (i = 1, 2, 3, . . . , n + 1) are defined for each of which the sensitivity and specificity statistics are calculated as follows [42, 139, 141] :
where, L >i is the number of landslide pixels with a value higher than that of the threshold, and S >i is the number of stable pixels with a value lower than that of the threshold. TL and TS are the total number of the landslide pixels and the stable pixels in the map, respectively. Plotting the sensitivity and 1-specificity of each threshold on the y-axis and x-axis, respectively, the AUC of the ROC graph is calculated by the following equation [80, 139] :
The calculated AUC shows the success rate of the model if the modeling dataset is engaged in Equations (9) and (10), and the prediction rate of the validation dataset. Both rates are required to be evaluated [90, 143] . The success rate shows how well the model classifies the areas of existing landslides but not future landslides, therefore, the prediction rate is calculated [41, 72, 90, 144] .
After the validation process is done, the outputs of the models that are continuous numerical values should be visualized, preferably not in more than five zones for clarity [3] . In this regard, five main techniques can be used such as simple ranking, natural breaks, the mean value and standard deviation intervals, equal interval classes, and equal area classes [90, 145, 146] . The equal area classes technique is more suitable than the others for comparison of the maps [42, 53, 90] . Using this technique and considering the geoenvironmental situations of the study area, an equal proportion of 20% of the area was assigned to each of the zones of the maps, very low, low, moderate, high, and very high susceptibility (Figure 5a values should be visualized, preferably not in more than five zones for clarity [3] . In this regard, five main techniques can be used such as simple ranking, natural breaks, the mean value and standard deviation intervals, equal interval classes, and equal area classes [90, 145, 146] . The equal area classes technique is more suitable than the others for comparison of the maps [42, 53, 90] . Using this technique and considering the geoenvironmental situations of the study area, a 
Results and Discussion

The Relationship between the Landslides and Causative Factors
By applying the FR method, the correlation between the landslides and the causative factors was examined. The higher the Fr i of a class is (Table 2 ), the stronger the correlation between that class and the landslides would be, and vice versa. In the case of altitude, the middle classes of altitude (300-600 and 600-1000 m) with equal Fr i s (2.19) were the most sensitive zones. After these, altitudes of 100-300 and 1000-1300 m by the same weight of 1.5 also showed a meaningful relationship with landslide occurrence, but other classes of altitude were not susceptible (Fr i < 1). In all probability, the main reason for the higher weights of the middle altitude classes was the interaction effect of other important causative factors such as the high amount of precipitation, the potential slope degrees, and the existence of loose soils and stones that accompanied these classes.
In terms of slope degree, the areas with a slope degree from 12 to 40, which covered about 36% of the study area, were susceptible to landslides. On the contrary, the two classes of zero to six degree and six to 12 degree (owing to their low shear stress) and the class 40 < degree (due to gradual fall of the unstable materials and hence existence of the weather-resistant rocks) comprised the low-risk regions.
The slope aspect factor as a geomorphological attribute can influence the occurrence of landslides [147] , however, similar to some other studies [43, 80, 148] , in this study, the Fr i s of the classes did not reveal any clear correlation between the slope aspects and occurrence of landslides. Nevertheless, the flat areas (Fr i = 0) and the northeast and southeast aspects (with weights of well below one) showed an inverse correlation with the occurrence of landslides.
The two last classes STI-V factor had a strong correlation with the occurrence of landslides. The last class of this factor, 80-90, showed the highest weight, 4.6, with a covering just above 2% of the whole area encompassing about 10% of the landslides. These landslides were those which were highly affected by the toe erosion process of the powerful rivers. Therefore, STI-V (the modified version of STI factor) can have a high density of landslides in its classes with the highest values, however, the other classes with lower values did not show a clear relationship with the landslides because the main cause of the landslides occurring in these classes was the effect of other factors rather than the rivers.
When examining the weights of the classes of the SPI factor, the last three classes with the highest weights showed a relatively high susceptibility to landslides, although not exponentially, as seen in the case of STI-V. They had similar weights (just over one). This shows that this factor is not as good as the STI-V factor for indicating landslides affected by rivers.
In the case of lithology, the most sensitive lithological unit was K (described in Table 1 ), with a weight of 7.21, followed by the K1 and TRe units with weights of 6.17 and 6.13, respectively. Other very susceptible units were consecutively Jch, PCmt2, Qsd, Cm, Qsw, and Cl, which all had a weigh over two. By considering the lithological combination and the spatial range of units, it was observed that most of the susceptible units had some sensitive materials inside (often limestone and marl) and were located in the regions with potential conditions for land sliding (e.g., on steep slopes with a high amount of rainfall and high density of rivers, roads, and faults).
Concerning the land cover factor, the two most susceptible classes (2 and 3) both consisted of lands on steep slopes which were deforested for intensely irrigated to non-irrigated farming. The weights of these two classes (about 4.8 and 4, respectively) were about double the weight of their surrounding dense forest (i.e., class 10 which was the only other landslide-prone class). Not surprisingly, the landslides in dense forest often happened very close to the roads, notably those constructed on the steep slopes and alongside the rivers. The above results reveal that landslides can be significantly affected by human activities such as deforestation for cultivation and construction of roads in forests, for example, for carrying wood [149, 150] . The nearest buffer zone from roads (0-100 m) had the highest weights (about 4.6) which strongly supports the assumption about the profound influence of roads on landslides. The four next classes covering a distance of 100 to 500 m from roads were also very susceptible to landslides, all having a weight above two; the only stable buffer zone had a distance of more than 500 m from roads.
For rivers, similar to roads, the highest weights belonged to the classes with the closest distance to the network of rivers; the classes of 0 to 100 m and 100 to 200 m were much more liable to landslides, and the only other susceptible class was (200 to 300 m). This confirms the significant influence rivers have on the landslides; rivers can promote the occurrence of landslides, for example, by eroding the toe of slopes and affecting the groundwater table.
In the case of distance to faults, however, no certain relationship can be seen between the distance of the classes and the landslides; except the class of >1000 m that was relatively stable. Other classes with different ranges of distance to faults were all similarly susceptibility to landslides with some differences in terms of weight.
In relation to climate, as expected, the very humid areas showed the highest susceptibility to landslides (Fr i = 1.84). Surprisingly, after that class, it was the Mediterranean class that was the second susceptible class with an Fr i = 1.62, and not the humid areas (Fr i = 1.2) because climate factor, like any other causative factor, is not the absolute predictor of landslides and may show unexpected weights under the effect of other overlapping factors.
Consecutively, the most susceptible rainfall classes are those with an annual average of 900, 800, and 1000 mm, whereas the four initial classes with the lowest amount of rainfall (150, 200 , 250, 300 mm) showed a Fr i of about zero which is considered normal. The higher weight of the rainfall class with 500 mm (Fr i = 1.48) in comparison to its two upper classes (with higher precipitation) indicated that, although water plays important roles such as the lubrication effect [151] in triggering landslides, the interaction between the causative factors still plays an influential role in the determination of the weights of classes. This may also be true in the case of the annual average temperature factor, for which the weight of greater than one, for the only susceptible class (14 • C), appears to be largely due to the effect of other accompanying important factors.
Application of the NFUC Method
As mentioned before, it was impossible to apply most of the data mining models to the raw pixel-by-pixel rasters of the study area because of the high volume of data. Therefore, the intermediate approach of NFUC was designed and employed to reduce the volume of data. Results showed that, with the aid of the NFUC approach, the number of raw pixels (30 × 30 m) in the whole study area was considerably reduced to about one-fourth, that is to say, the very large initial number of around 12,881,000 pixels of the study area decreased to about 3,385,000 unique condition units (each of which comprising the pixels with the same µ i values). When the NFUC approach is applied, a decrease in data volume mainly depends on the number of classes considered for each causative factor, i.e., the lower the number of classes, the more the reduction of data volume. In this study, since the highest possible number of classes for each factor was considered to prevent the homogeneity of data, the data volume reduction was finally about 75%, which is still a considerable percentage. The NFUC approach is expected to have the potential to reduce data volume even more in other studies where the number of classes for each factor is usually considered relatively lower. A decrease of about 75% in the volume of data made the implementation of all the considered data mining methods in this research possible.
Although the application of the NFUC approach and transfer of the data between the statistical and GIS software was relatively time-consuming, it possessed the advantage of employing more advanced models at a national scale that were impossible to use with conventional computers due to the high volume of information at this scale. In addition, one could question the way the NFUC approach introduces the predefined pixel weights (µ i ) as the raw input data to the data mining models, however, it should be considered that these weights are not defined arbitrarily but through a statistically significant approach. A µ i value is representative of the common feature of a bunch of pixels, which is their relationship with the occurred landslides (modeling dataset). Therefore, µ i values can be used in other data mining methods in order to further process the weights. Using the NFUC approach, models were successfully constructed and reliable LSMs were produced, which are discussed in the next sections.
Application of Different Data Mining Methods
Among all the γ values applied in this study (0.5, 0.6, 0.7, 0.8, 0.9, 0.95, and 0.975) for the FG model, the value of 0.9 produced an output layer with the widest range of susceptibility degrees, from 0.056 to 0.873 (Table 3) . By applying a higher γ value, the output map did not contain the very low susceptibility degrees. On the contrary, using a lower γ value, the generated map did not include the high susceptibility degrees. A similar result has also been reported by Tangestani [108] . Therefore, the map of γ = 0.9 was compared with the maps of other methods. To construct the BLR, BPANN, SVM, and C5DT models, the calibration dataset with a text format was imported to SPSS ® Statistics 19 and SPSS ® Modeler 18. The summary of the BLR model shows that the Cox and Snell R-square and Nagelkerke R-square values were 0.444 and 0.592, respectively, testifying to the good results of the model. With regards to the BLR model, the significance probability values of all factors were lower than 0.05, except for STI-V, SPI, climate, rainfall, and temperature. A value of <0.05 for the significance probability implied that the factor statistically affects the occurrence of landslides.
With respect to the BPANN model, the best result was achieved when one hidden layer with eight units was applied, the initial learning rate was 0.01, and the momentum factor was set at 0.9. However, the mentioned network was executed ten times with different random seeds at a training and test ratio of 80:20 to obtain the best possible results. The results showed that the training and test accuracies of the best model (Table 4 ) are 91.4% and 88%, respectively, with an overall incorrect prediction of only 9.28%, and therefore this model was selected to produce the related LSM. The highest accuracy without being overfit for the SVM model were achieved when the parameter C was set on one and the RBF gamma was 0.23. The training and test accuracies of this model were 84.26% and 79.73%, respectively. Therefore, this model was used to create the LSM of the area. Evaluation of the posterior probability histogram and the training and test accuracies of the predictions for the input calibration dataset showed that increasing the parameters C and RBF gamma led to overfitting of the model. On the one hand, by increasing these parameters, posterior probability of most of the predictions tended to be very close to zero or one, which means if an LSM had been produced, it was unable to predict the middle range of susceptibility values. Likewise, in that case, the training accuracy was higher than the test accuracy, which could show the models were overfitted to the existing landslides and had a low capability to predict future events. On the other hand, with an RBF gamma lower than 0.23, both training and test accuracies of the model declined.
In the case of the C5DT model, the best results were obtained when the boosting and winnowing options were activated, the pruning severity was 100 (the highest possible value), and the number of trials for the boosting method was 14. Under these conditions, the model considered the four causative factors of slope degree, temperature, STI-V, and SPI not to be significantly effective, and therefore dropped them from the process. With a pruning severity lower than 100, the model showed a high propensity to get overfitted.
Validation of the Data Mining Models
The ROC graphs in Figure 6a,b illustrate the success and prediction curves of the models, respectively. was unable to predict the middle range of susceptibility values. Likewise, in that case, the training accuracy was higher than the test accuracy, which could show the models were overfitted to the existing landslides and had a low capability to predict future events. On the other hand, with an RBF gamma lower than 0.23, both training and test accuracies of the model declined.
The ROC graphs in Figure 6a and b illustrate the success and prediction curves of the models, respectively. Overall, although a small-scale landslide susceptibility map is generally less reliable than a larger scale map [4, 35] , the LSMs produced in this study were all satisfactorily reliable and showed validation rates between 0.8 and 0.9, which can be categorized as a good accuracy [152] .
In ascending order, the success rates of the models were 0.859 for FG, 0.887 for BLR, 0.891 for SVM, 0.893 for C5DT, and 0.896 for BPANN, and the prediction rates were 0.842 for FG, 0.855 for BLR, 0.856 for C5DT, 0.872 for BPANN, and 0.875 for SVM. Notwithstanding the use of the same normalized FR weights, the performance of the FG model was comparatively low where its success rate was about 3% lower than that of four other models. For the other models, there was less than a 1% difference in the success rates (BPANN was the best). In terms of predicting future landslides, however, the prediction rates of the models BPANN and SVM were similarly better (about 2% to 3% higher) than those of the FG, BLR, and C5DT.
It should be noted that in the case of the C5DT model, despite controlling the parameters to prevent overfitting, it was the most overfitted model by showing a relatively large difference between its success and prediction rates (about 4%). Generally, the higher this difference, the more overfitted Overall, although a small-scale landslide susceptibility map is generally less reliable than a larger scale map [4, 35] , the LSMs produced in this study were all satisfactorily reliable and showed validation rates between 0.8 and 0.9, which can be categorized as a good accuracy [152] .
It should be noted that in the case of the C5DT model, despite controlling the parameters to prevent overfitting, it was the most overfitted model by showing a relatively large difference between its success and prediction rates (about 4%). Generally, the higher this difference, the more overfitted the model, in other words, the model performs well in zoning the area based on the current landslides (modeling dataset), but it is not as successful for predicting future landslides (validation dataset) as well. Considering this criterion, the SVM model had the best results because the difference between its success rate and prediction rate was only about 1.5 percent. Nevertheless, because C5DT was the fastest machine learning model, uses fewer factors as compared with other models (nine of the 13 prepared factors in this study), and it has been proven to be a reliable model in other studies [131, 138] , it is worth trying this model in other studies especially for large areas with a large amount of data where the speed of model is important.
The percentage of landslides in each susceptible zone is given in Table 5 . Because the area percentages of the zones were the same (20%), the percentage of landslides that fell in the zones can be compared directly. Generally, the greater the percentage of landslides inside a very high susceptible zone, the better the map would be. Regarding this matter, the BPANN model was the best model because the percentage of landslides in a very high susceptible zone of its LSM was 87% (about 6% higher than that of the SVM, C5DT, and BLR). The worst results were obtained for the FG LSM model that encircled only 75% of the landslides in its very high susceptible zone. By considering both high and very high susceptible zones together, the BPANN LSM, again, had the best results because it could encompass more than 96% of the landslides in the two mentioned zones, whereas SVM, C5DT, and BLR encompassed about 94%, and FG encompassed about 90%. All things considered, BPANN followed by SVM are the best models, although it should be noted that all other employed models also produced a reliable LSM at a national scale.
The results of the models in this study can be compared to the same models employed in other studies, however, at a national scale (like the scale of this research), only some of the data mining methods applied in this research have been used in other studies. For example, the BPANN model has been employed with satisfactory results producing a national-scale LSM of China [46] . Some studies have reported reasonable accuracy of small-scale LSMs produced by the logistic regression method in different conditions [78, 134, 135] . For further comparison, the results could be compared with studies at scales different than the scale of this research, such as regional and local scales. At these different scales, SVM with RBF function has high reliability and has been shown to be better than models such as decision tree and Bayesian network [50] , neuro-fuzzy inference system, and generalized additive model [36] , and C5DT model [39] . The C5DT model has been proven, however, to be a reliable model for predicting landslide-prone areas in two other studies [111, 118] , hence, once more as a suggestion, it is worth comparing this model with different models in future studies because of the high learning speed of this model. In line with this study, but at different scales, some studies have also shown better results for the ANN models as compared with the LR model [33, 49, 56] , however, there could be cases where the LR model has been more reliable than the ANN and SVM models depending on the study conditions [133] . Overall, the ANN and SVM models have often shown better results in comparison to other data mining models, which is consistent with the findings of this research. As both models are similarly and highly reliable, their output maps can be combined to produce the best possible result. Combining the output of landslide susceptibility models is a recommended way to reduce the uncertainty of the final map [136] [137] [138] , however, the ways the maps can be combined are various and depend on other criteria, and therefore it needs to be addressed in future studies.
All in all, it was observed that nowadays it is possible to employ advanced machine learning methods for small-scale landslide susceptibility mapping with the aid of remote sensing and GIS techniques and their combination. To deal with the problem of the lack of landslide inventory data for very large areas, advanced remote sensing techniques can be applied. The inventory data used in this study was produced as part of a preplanned national project and through visual interpretation of aerial photographs and field investigations which are very time-consuming and costly.
To facilitate the detection of landslides, future studies could utilize modern remote sensing techniques in combination with GIS, for example, the technique of automatic image classification using deep learning methods [139] [140] [141] . In addition, with regards to the difficulties of using advanced machine learning methods to create the LSMs of very large areas, intermediate approaches such as NFUC could be adopted to reduce the data volume and make the application of these methods possible.
Conclusions
The aim of this research was to apply and compare different data mining methods in small-scale landslide susceptibility zoning. It is often impossible to use most data mining models, including advanced machine learning methods, for small-scale analyses because the data at this scale are voluminous and the mentioned methods are computer intensive. Therefore, in this study, an intermediate approach, called NFUC, was designed to reduce the volume of the related data. One of the biggest, most susceptible catchments, in northern Iran, was selected as the study area. The LSMs of the area were produced by employing the data mining methods of FG, LR, C5DT, BPANN, and SVM. To enhance the speed of training the models and make the implementation of the models feasible at this scale, the relatively big data of the 13 selected causative factors were converted to a low-volume format of continuous variables using the NFUC approach. The NFUC approach showed significant capability of reducing the volume of data up to one-fourth, and therefore it can be used as an effective approach for dealing with voluminous data in small-scale landslide susceptibility assessments. Considering the validation rates of the models determined by the ROC method and the percentage of landslides in susceptible areas of their maps, BPANN, followed by SVM, were the most reliable models. However, the C5DT, BLR, and FG models could also be considered reliable enough for a small-scale study. For very large areas (at continental and global scales) where the balance between the reliability and the speed of training is even more important, the C5DT model, as the fastest model, could be more helpful.
To summarize, we conclude that advanced methods, such as ANN or SVM, can reliably be employed with the aid of the NFUC approach to enhance the reliability of LSMs for large areas. Additionally, the best LSMs produced in this study (BPANN and SVM, or preferably a combination of them depending on different criteria) can be engaged in national land use management plans and as a guide for detailed mapping. Finally, to produce more reliable small-scale LSMs, it is suggested that more advanced methods, such as ANN and SVM, can be used with the help of the NFUC approach. In addition, future studies could benefit considerably from more advanced remote sensing and GIS techniques to prepare the required data for very large areas and also implement the machine learning models at these scales for landslide susceptibility assessment.
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