We consider the pseudo-p-Laplacian, an anisotropic version of the p-Laplacian operator for p = 2. We study relevant properties of its first eigenfunction for finite p and the limit problem as p → ∞.
Introduction
Imagine a nonlinear elastic membrane, fixed on a boundary ∂Ω of a plane domain Ω. If u(x) denotes its vertical displacement, and if its deformation energy is given by Ω |∇u| p dx, then a minimizer of the Rayleigh quotient as the pseudo-p-Laplacian operator. This operator has been around for while and is treated for instance in [37] (pp. 106 and 155) or [45, 46] . The physical interpretation of the associated energy is our invention. It is the purpose of this paper to investigate ground state solutions of (1.4) in any dimension n. Considerable attention is also given to the limit equation ( It is well-known, that the infinite-Laplacian operator ∆ ∞ is closely related to finding a minimal Lipschitz extension of a given function φ ∈ C 0,1 (∂Ω) into Ω. We shall give a related geometric interpretation of the anisotropic operator∆ ∞ .
In our treatment we were inspired by analogous results on the torsion problem −∆ p u = 1 (1.8) which has the limit equation (as p → ∞)
(1.9) and d(x, ∂Ω) as a solution to the limit problem. (see [10, 28] and (6.2) in [22] .)
The corresponding pseudo torsion problem −∆ p u = 1 (1. with I(∇u) as in (1.7) (see (6.3) in [22] ).
Our paper is organized as follows. In Section 2 we prove the existence, uniqueness and regularity of weak and viscosity solutions. In Section 3 we derive the limit equation for p → ∞. In Section 4 we provide some instructive examples. Section 5 deals with∆ ∞ , its geometric interpretation and minimal Lipschitz extensions. Section 6 is dedicated to a concavity result and Section 7 addresses symmetry questions for symmetric domains.
For later reference let us list some facts in the case that n = 1, in which both p-Laplace and pseudo-p-Laplace coincide, because then ∆ p u =∆ p u = (|u | p−2 u ) = (p−1)|u | p−2 u for C 2 -functions. These are taken from [36] , see also [18] . Let 
Existence, uniqueness and regularity of solutions
If we minimize the functional
then via standard arguments (see [39] ) a minimizer u p exists for every p > 1 and it is a weak solution to the equation (1.4) (Ω) \ {0}. Without loss of generality we may assume that u p is nonnegative. Otherwise we can replace it by its modulus. Moreover any nonnegative weak solution of (2.2) is necessarily bounded, as can be shown by adapting the arguments from [35] . The nonnegativity and boundedness of u p are helpful in deriving its positivity everywhere, which follows from a Harnack-type inequality due to Trudinger [43] .
If p > n, then u p is Hölder continuous because of the Sobolev-embedding theorem. But even for general p > 1, one can show its Hölder continuity by a different argument of Sakaguchi, see Lemma 2.3 below. Since Sakaguchi's proof requires uniqueness of u p , let us first prove uniqueness.
Lemma 2.1. The positive minimizer of (2.1) is unique.
A proof of this lemma was given in [4] (Th. 5), but only under the additional smoothness assumption u p ∈ C 1 (Ω). Our proof does not need this assumption and follows [29] (Prop. 4) and [9] , see also [1, 3, 12, 16, 40] for related results on the p-Laplace operator. We simply observe that for positive functions v the functional
In fact under the substitution w = v p the side constraint in K is linear, and the functional transforms into
Note that the integrand of E j can be written as h(w, y) = w 1−p y p with y standing for |∂w/∂x j |. This function of two variables is convex, since the trace of its Hessian D 2 h is positive and the determinant of its Hessian vanishes. In fact,
trace
Let us now show how uniqueness of a minimizer u follows from this convexity property. If there are two solutions u and U of (2.1), then for t
. Because u and U are both solutions of (2.1), so is u t . Therefore equality must hold in (2.4) for every j = 1, . . . , n, i.e.
But (2.5) implies that ∇(u/U ) = 0 a.e. in Ω, so that u = (const.) · U . Finally the norm constraint in (2.1) implies that u = U . This completes the proof of Lemma 2.1.
Remark 2.2.
Let us remark in passing that this convexity argument can be used to prove uniqueness for positive solutions to a more general class of problems, namelỹ To prove uniqueness for problem (2.6), one has to observe that solutions are critical points of a functional [12] in case p = 2 and in [16] for general p, but under an additional assumption on f .
Lemma 2.3. The nonnegative minimizer of (2.1) is Hölder-continuous.
Let us give two proofs. For the first proof we note that u p minimizes the functional
(Ω) and we observe that the norms (
p/2 are equivalent, and refer to Theorems 2.1 and 3.1 in [20] .
For the second proof we follow ideas from [40] and fix p ∈ (1, ∞). The unique solution u of the degenerate equation (2.1) is approximated by u ε , where u ε is minimizes
The Euler-Lagrange equation associated to (2.7) reads
and has the advantage of being nondegenerate elliptic. In contrast to (1.4) this equation (2.8) satisfies structural assumptions which lead to a priori estimates independent of ε > 0. To be specific, the set {u ε } is uniformly bounded in W 1,p 0 (Ω) as ε → 0 and has a weakly convergent subsequence converging to the minimizer u of (2.1). From Lemma 9.6 in [21] (p. 213f) or Theorem 7.1 in [31] (p. 286f) applied to (2.8) we have a uniform bound of u ε in L ∞ (Ω). This allows us to apply Theorem 1.1 in [31] (p. 251) and to conclude that u ε has a bound in C α (Ω) uniformly in ε for some α ∈ (0, 1) depending on p. So these functions u ε converge uniformly by the Ascoli-Arzelà theorem, because they are uniformly bounded and uniformly Hölder continuous. Moreover they converge to the unique (positive normalized) solution of (1.4) which is therefore in C α (Ω) as well. This ends the proof of Lemma 2.3. 
As a consequence of this the first eigenfunction u p and eigenvalue λ p on a cube C := (a, b) n (or square) is given by
where w p and µ p are defined in (1.13) and (1.14).
The next item will be viscosity solutions. As in [26] we plan to show that every weak solution is a viscosity solution. For every z ∈ R, q ∈ R n and for every real symmetric n × n matrix X we consider the equation 
Definition 2.5. We call u ∈ C(Ω) a viscosity subsolution (resp. supersolution) of (2.11) if
for every φ ∈ C 2 (Ω) with u − φ attaining a local maximum (resp. minimum) zero at x. We call u a viscosity solution of (2.11) if it is both a viscosity subsolution and a viscosity supersolution of (2.11).
Lemma 2.6. For p ≥ 2 every (weak) solution of (2.2) is a viscosity solution of (2.11).
For the proof we check first if u is a viscosity subsolution. Without loss of generality fix x 0 ∈ Ω and choose φ ∈ C 2 (Ω) such that u(x 0 ) = φ(x 0 ) and u(x) < φ(x) for x = x 0 . We want to show that 13) and argue by contradiction. Otherwise there exists a small neighborhood of B r (x 0 ), in which (2.13) is violated.
If we multiply (2.14) by (u − Φ) + and integrate by parts, we obtain
Now we exploit the fact that u is a weak solution of (2.2) and pick v = (u − Φ) + , extended by zero outside B r (x 0 ), as a test function in (2.2). Then
But the right hand side of (2.17) is nonpositive while the left hand side is nonnegative. Therefore { u(x) > Φ(x)} = ∅, a contradiction to Φ(x 0 ) < u(x 0 ). This proves that u is a viscosity subsolution. The proof that u is also a viscosity supersolution is left as an exercise to the reader.
Remark 2.7.
If p ∈ (1, 2) we need to modify F p . If at least one of the φ x k (x 0 ) vanishes, the left hand side of of (2.13) would become +∞; a problem that we cannot resolve so easily. In the context of the p-Laplace operator, Ohmuma and Sato [38] have circumvented this difficulty by changing the differential equation into
In order to change (2.11) correspondingly, we could replace it by
Then G p is continuous in its arguments. However, a word of caution is in order. If one multiplies a differential equation (even with an everywhere positive smooth factor), the set of its viscosity solutions can change dramatically, see [30] (p. 243f). A better known example for this effect are the (practically identical) eikonal equations |∇u| = 1 and −|∇u| = −1, whose viscosity solutions are quite different, see [14] . Now we will prove local Lipschitz regularity, when p ≥ 2, of viscosity (super)solutions to the pseudo-pLaplacian equation −∆ p u = 0. This result is obtained by means of a local version of the Harnack inequality. We show essentially that the signed
where
is a diamond shaped "ball" of radius r with center in ξ, acts locally as a barrier for viscosity solutions of −∆ p u ≥ 0. The key point in the proof of Theorem 2.9 is the following lemma.
Lemma 2.8. Let us consider
For the proof we just have to compute
from which the claim follows.
To prove this theorem take 0 < c < k and define
We have
thus the function ω(x) attains its negative minimum in the interior of Q r (ξ). We claim that this minimum is attained in ξ. In fact, otherwise suppose that
Let us define for 0 < α j < 1, j = 1, ..., n,
, choosing α sufficiently close to 1, the following inequality holds after a lenghty but straightforward calculation
Thus the function ω α is close to ω and satisfies for a suitable choice of
so it attains a strict negative minimum in a point x c,α in the interior of Q r (ξ). Using (2.21) and modifying α (if necessary) we can assume also
The last inequality implies obviously that x c,α = ξ. Now we can assume that x c,α ∈ A, where A is the set previously defined on which δ α is not C 2 . If not, by a continuity argument we can consider another α, nearer 1, for which x c,α ∈ A. Also the function r c 
But this last inequality is clearly in contrast with Lemma 2.8. This means that the minimum of ω α is attained in ξ, as claimed. Then also ω attains its minimum in ξ, so
From the previous inequality, letting c → k,we obtain,
This last inequality, when we replace k with his expression δ(ξ)/u(ξ), implies (i).
It follows from inequality (2.22)
Remark 2.10. By means of (i) in Theorem 2.9 it is not difficult to show that the set T = {x ∈ Ω : u(x) > 0}, where u is the viscosity (super)solution of the pseudo-p-Laplacian, is open and closed in Ω. Thanks to Lemma 2.6, we got a new proof of the strict positivity of u p , the first eigenfunction of the pseudo-p-Laplacian operator.
Remark 2.11. As in [11] inequality (ii) in Theorem 2.9 gives us local Lipschitz continuity of every viscosity solution to −∆ p u(x) ≥ 0. Consider y ∈ Ω and 0 < r ≤ δ(y). Let x be a point lying in Q r/4 (y). From (ii) in Theorem 2.9 we have (for every x ∈ Q r (y))
, and proceeding as before but changing the rule of x and y we get (for every
Putting together those two inequalities we obtain
By applying (i) in Theorem 2.9 to Q r/2 and observing that
Then we have, for every x ∈ Q r/4 (y)
and so local Lipschitz continuity follows
We can extend this property to any nonnegative viscosity eigenfunction and in particular to the weak first eigenfunction by means of Lemma 2.6. Let us remark that the result must be local because if for a non-negative u we have −∆ p u ≥ 0, then for every Λ > 0 also Λu verifies the same inequality. Moreover, for p = 2 and plane domains with reentrant corners the Lipschitz-constant blows up as ξ approaches such a corner.
The limit eigenvalue equation for p → ∞
In this chapter we study the sequence {Λ p }, {u p } of normalized eigenvalues and eigenfunctions as p → ∞. In particular we will derive the equation which is satisfied by the cluster points u ∞ of u p . Let us consider a bounded domain Ω ⊂ R n . The L 1 -distance function to the boundary δ(x) introduced in the previous chapter is Lipschitz continuous, satisfies max k |δ x k (x)| = 1 almost everywhere in Ω and it is equal to zero on the boundary of Ω. We have then for every ϕ ∈ W 1,∞ 0
(Ω) and y ∈ ∂Ω
Now let us defineΛ
ThereforeΛ ∞ is a geometric quantity related to Ω. It is the inverse of the radius of the largest L 1 ball inside Ω. We can prove the following Lemma 3.1, which explains the analytic meaning ofΛ ∞ .
Lemma 3.1. The following limit holds
From the definition of the Rayleigh quotient (see (2.3)) and δ(x) we get
In order to obtain the opposite inequality, we observe that ||∇u p || p ≤ C < ∞ uniformly in p, because δ(x) can be used as a test function in any of the Rayleigh quotients. But then (see also [10] and [26] ) Hölder's inequality allows us to conclude that ||∇u p || m ≤ C < ∞ for p > m > n. We can thus select a subsequence (still denoted by {u p }) converging strongly in C α and weakly in W 1,m to a cluster point u ∞ of the original sequence. This function u ∞ is a viscosity supersolution of −∆ ∞ u = 0, and so by means of Theorem 5.4 (see Rem. 5.5) we know that u ∞ > 0 in Ω. From the lower semicontinuity of the Rayleigh quotient we get now
Multiplying and dividing the last inequality by ||u p || p , we get by Hölder's inequality that for p > q we have
By taking first the limit in p and next the limit in q and using (3.1) we conclude thatΛ ∞ ≤ lim inf p→∞Λp , which completes the proof of the lemma. Now we derive the limit equation, which the cluster points of the sequence u p must satisfy.
Theorem 3.2. Every cluster point u ∞ of the sequence {u p } is a viscosity solution of the equation
We show first the result for viscosity supersolutions. We consider a subsequence {u p } converging uniformly in Ω to a function u ∞ . Let us fix a point ξ ∈ Ω and a function ϕ ∈ C 2 such that u ∞ (ξ) = ϕ(ξ) and
The sequence {u p } converges uniformly, so for sufficiently large p we have
For those p we have
, and obviously x p → ξ when p → ∞. The function u p is a viscosity solution of (2.11), therefore according to (2.12) 
Let us take the limit for p → ∞ in (3.4) . We obtain the following necessary condition: 5) and taking in account (3.5), letting p → ∞ in (3.4) we obtain
Inequalities (3.5) and (3.6) must hold together, and therefore the cluster points u ∞ of the sequence u p must satisfy, in the viscosity sense, the following equation
This shows that u ∞ is a viscosity supersolution of
Let us run the proof for subsolutions. Fix a point ξ ∈ Ω and a function ϕ ∈ C 2 such that u ∞ (ξ) = ϕ(ξ) and 
As in the supersolution case, repeating step by step the proof but reversing the inequality between left and right member, we get (the functions are all evaluated in x p , which is now the maximum point of
Letting p → ∞ and taking into account (3.8) we get
which ends the proof.
We do not know how to prove uniqueness of solutions to the Dirichlet problem for F ∞ (u, ∇u, D 2 u) = 0, but as in [26] , we are able to obtain a comparison result. In the setting of viscosity solutions given in [14] , the function F ∞ is degenerate elliptic but not proper. Therefore the standard theory cannot be applied directly. The strict positivity of u p for 1 < p ≤ ∞ allows us to consider in place of F ∞ (u, ∇u, D 2 u) = 0 a new equation satisfied by w ∞ = log u ∞ (see [26, 40] ). Let us write
and the set I(∇w) is defined as before. We claim that if u is a viscosity supersolution (subsolution) of F ∞ (u, ∇u, D 2 u) = 0, then w = log u is a viscosity supersolution (subsolution) of G ∞ (∇w, D 2 w) = 0. Let us take ξ ∈ Ω and ϕ ∈ C 2 such that ϕ(ξ) = w(ξ) and ϕ(ξ) < w(x) for x = ξ. The function θ(x) = e ϕ(x) is a good test function for u in ξ. Then we have min max
We write the last inequality in terms of ϕ(x) as
and the claim follows. The proof for subsolutions is symmetric. Now we can study G ∞ (∇w, D 2 w) = 0, which (in contrast to F ∞ = 0) is now proper.
Theorem 3.3. Let Ω be a bounded domain, u be a uniformly continuous viscosity subsolution and v be a uniformly continuous viscosity supersolution of (3.9) in Ω. Then the following equality holds:
There is no loss of generality if we assume u, v ≥ 0. Otherwise we add constants to u and v. We proceed by contradiction. Suppose that (3.10) is false, then
To obtain a contradiction, we construct a new supersolution w having the following properties: (i) ||v − w|| ∞ is small enough to preserve the inequality (3.11); (ii) w is a strict supersolution of (3.9). With those properties in mind, we introduce the following function (see [26] )
where α, A > 1. This function was shown to satisfy a) through d) in [26] :
We define w = f (v). Taking A sufficiently close to 1, property (i) holds easily. Let us check (ii). Let ξ ∈ Ω and ϕ ∈ C 2 such that ϕ(ξ) = w(ξ) and ϕ(x) ≤ w(x) for x = ξ. Set θ = f −1 (ϕ). The function f −1 is monotone increasing, and so θ is a good test function for v at ξ. But v is a supersolution of (3.9), therefore
It follows from (3.12) that max
But if we write explicitly
we get from (3.13) max
With some calculus we obtain from (3.14)
Using c), (3.15) and θ(ξ) = v(ξ) we get from the previous inequality
From (3.16) and (3.17) we obtain
where we have defined
Inequality (3.18) and properties a) and c) tell us that w is a strict supersolution. Now the contradiction follows easily by standard techniques for viscosity solutions, see [14] . Let us sketch the conclusion. We consider (x t , y t ) a minimum point of the function
in Ω × Ω. Up to a subsequence, we have that
where ξ ∈ Ω is a maximum point of (u − w) in Ω. But inequality (3.11) holds, so ξ lies in the interior. We apply the max principle for semicontinuous function (see Chap. 3 in [14] for this results and for the definition of the semijets J 2,+ (u(x t )) and J 2,− (w(x t ))), which ensure the existence of real symmetric matrices X t , Y t such that
Since w is a strict supersolution of G ∞ = 0, we get from (3.18)
Now (3.19) and (3.20) give after some calculation
which is obviously a contradiction. This completes the proof.
Remark 3.4. Theorem 3.3 also holds when one of the functions takes the value −∞ on the whole boundary.
A useful application of Theorem 3.3 is the following characterization ofΛ ∞ . In the next step we show that Λ ≤Λ ∞ . Let us fix a point ξ ∈ Ω such that
Theorem 3.5. Let Ω be a bounded convex domain. If u is a continuous positive solution in Ω of
We can assume that ξ = 0. If, ex absurdum, Λ >Λ ∞ , then the rhombus
is strictly contained in Ω, and more precisely log Cu Λ (x) ≥ log u(x) for x ∈ Ω. Letting C → 0 + we arrive at a contradiction, which completes the proof of the theorem.
Remark 3.6. We can prove (see [26] ) Theorem 3.5 in more general domain Ω satisfying the property ∂Ω = ∂Ω (i.e. non-punctured domain). Juutinen [25] obtained a proof of this result for a general domain Ω, but his argument is related to a comparison result proved in [24] for the ∞-Laplacian that actually, in the case of ∞-pseudoLaplacian, we don't know if it holds.
Some examples
In order to better understand the limiting case as p → ∞ we shall now study special domains Ω ⊂ R 2 . In this section u p is a weak first eigenfuctions for the pseudo-p-Laplace operator, and a point in Ω has Cartesian components x and y. We know that the function distance to the boundary (see (2.19) for the definition of dist 1 )
is a minimizer for the Rayleigh quotient R ∞ defined in (3.1). Nevertheless we claim that δ S is not a genuine ∞-eigenfunction for S (we adopt here a definition given in [26] , where "genuine" is equivalent to be a viscosity solution of the limit Eq. (1.6)). To this end we will show that δ S does not solve (1.6) in the viscosity sense, which in this case becomes (observe thatΛ ∞ = 1/||δ S || ∞ = 1)
It is not difficult to verify that δ S (x, y) is a viscosity supersolution of (4.2). Also we note that the term [max{|u x |, |u y |} − u] acts only in the origin. We show that, along the ridge (the set where the function δ S is not C 1 : in this example it is S ∩ {(x, y) | |x| = |y|}), δ S is not a viscosity subsolution of (4.2). Let us consider the point (1/3, 1/3) and the following function of class C
and this proves our claim. But for the set S we are able to compute explicitly a "genuine" viscosity solution of (4.2) (which is another minimizer of the Rayleigh quotient).
Proposition 4.2. A "genuine" solution of (4.2) in S is given by
In Section 2, Example 2.4 we have shown how to construct the first eigenfuction u p for the pseudo-p-Laplacian on the square. If we compute the uniform limit as p → ∞ of this sequence of functions we find that the unique limit point is the function u ∞ given in (4.3). According to our analysis u ∞ must solve the limit equation (4.2) in the viscosity sense , and therefore it is the only "genuine" (in the sense above) first eigenfuction for the pseudo-∞-Laplacian. Let us prove this ad hoc. In points where u ∞ is of class C 2 , the thesis follows by a simple computation (observe that the second derivatives of u ∞ w.r.t x and w.r.t y are identically 0). The term [max{|u x |, |u y |} − u] is active only in the origin, as before.
The function u ∞ is a viscosity supersolution (in points where u ∞ is not C 1 , the set of test functions is empty). Let us proceed with the check for viscosity subsolutions. We have only to test points where u ∞ is not C 1 , namely points along the coordinate axes inside the square. For simplicity we do the computations just for the point (1/3, 0). Let us consider a function ϕ(x, y) of class C 2 such that
Clearly for such functions we can construct the tangent plane in (1/3, 0). The possible tangent planes for ϕ in (1/3, 0) are
Then, for every admissible λ, we have
But if we consider the restriction {(x, y) ∈ S | y = 0}, we observe that ϕ xx (1/3, 0) ≥ 0, so the thesis follows because we have −∆ ∞ ϕ(1/3, 0) ≤ 0. 
The ridge (of δ R ) is the intersection of R with the coordinate axes and, as before, δ R is a minimizer of the Rayleigh quotient.
Proposition 4.4. The function δ R defined in (4.4) is a "genuine" eigenfunction of the pseudo-∞-Laplacian on R.
We verify that δ R satisfies equation (4.2) in the viscosity sense. First of all we observe that in the point (0, 0) (and only in this point) the term [max{|u x |, |u y |} − u] is active. Clearly δ R is a viscosity supersolution of (4.2), because in any regular point (outside the ridge) the function δ R is of class C 2 , while on the ridge the set of admissible test functions is empty.
It remains to show that δ R is a viscosity subsolution. Again we need to verify this fact only for points (x 0 , y 0 ) = (0, 0) which lie on the ridge. In order to simplify the computations we fix (x 0 , y 0 ) = (1/3, 0). Let us consider a function ϕ(x, y) of class C 2 such that 
Condition (ii) implies
ϕ xx (1/3, 0) ≥ 0 and ϕ yy (1/3, 0) ≥ 0.
As before we obtain −∆ ∞ ϕ(1/3, 0) ≤ 0, and then the thesis follows.
Remark 4.5. We do not know if this function is the unique "genuine" viscosity solution.
Remark 4.6. The viscosity solution in the rhombus is a linear function, while in the square we found a quadratic viscosity solution. The rhombus is a "special" domain for our distance function and it seems to be the only domain for which the function L 1 -distance to the boundary is a genuine ∞-eigenfunction. 
we can show that δ D fails to be a viscosity subsolution of (4.2) in the above point. We do not know any "genuine" ∞-eigenfunction for the disk.
A geometric interpretation of∆ ∞
In this chapter we give a geometrical meaning to the limit for p → ∞ for solutions to the Dirichlet problem
where Ω ⊆ R n is a bounded domain and g ∈ Lip(∂Ω) (we will define later this function space). This is inspired by Jensen [24] , where a similar discussion is given for the p-Laplacian operator. In [5] Aronsson introduced the definition of a Minimal Lipschitz Extension (briefly MLE), that is a function u ∈ W 1,∞ (Ω) such that
When the domain has a sufficiently regular boundary, we can say that u is a MLE of g into Ω, where g = u| ∂Ω . Such an extension exists but is obviously not unique. But Aronsson provided also the definition of Absolutely Minimizing Lipschitz Extension (briefly AMLE), that is a function
Now the uniqueness of AMLE becomes an interesting problem. Aronsson proved in [5] that an AMLE of class C 2 ∩ Lip(Ω) is unique, but this is not enough because in [6] he constructed an AMLE of class C 4/3 but not C 2 . This means that the class C 2 of "classical" solutions is in general too small to solve the AMLE problem. A natural question is the following: what is the Euler equation of (5.3)? The approach in [5] was to consider the minimal p-harmonic extension, i.e. a function u ∈ W 1,p (Ω) such that
The inequality in (5.5) can be read as absolutely minimal p-harmonic extension, but for finite p the solutions of (5.4) and (5.5) are the same. Now the Euler equation of (5.5) is given by
If we (formally) expand the derivatives and (formally) divide both members by (p − 2)|∇u| p−4 ; after sending (formally) p → ∞ in (5.6) we get
The limit equation (5.7) can then be interpreted as the Euler equation of (5.3), as (5.3) is the limit for p → ∞ of (5.5). The operator ∆ ∞ is called the ∞-Laplacian. Jensen [24] showed that given a function g ∈ Lip(∂Ω) (i) there exists an AMLE of g into Ω;
(ii) every AMLE on Ω is a solution of (5.7); (iii) the viscosity solution of (5.7) with Dirichlet datum g is unique, and in this sense the AMLE is uniquely determined.
Observe that the definition of Lipschitz function depends on the metric that we consider in R n . A real valued function is Lipschitz continuous with Lipschitz constant L if |u(x) − u(y)| ≤ L|x − y|. Here |x − y| is the Euclidean distance and L = ||∇u|| ∞ , but other distances are conceivable. If we introduce the following (cab driver's) distance function
For later reference, we define also the (pseudo-distance) function
(this function is not a distance, in general, because it does not verify the triangle inequality in a set like
) and the function space
The Euler equation related to the variational problem in (5.5), with || · || replaced by ||| · ||| from (5.8), is exactly the one in (5.1). Let us expand the derivative (formally) in (5.1) obtaining
Dividing both members of (5.11) (formally)
(see also [22] , Eq. (6.3)) and∆ ∞ is the pseudo-∞-Laplacian operator. Equation (5.12) can therefore be interpreted as the Euler equation related to the AMLE problem. In fact we will now show the following:
3) with || · || replaced by ||| · ||| and
for every D ⊂⊂ Ω (i.e. if u is an AMLE), then u solves (5.12).
We fix a point ξ ∈ Ω, and we can suppose ξ = 0. Then we take B(0, ε) ⊂ Ω and we define
Taylor expansions yield (i, j = 1, ..., n)
Now u is an AMLE, and observing that for sufficiently small ε we have I (∇u(B(0, ε) 
Dividing this inequality by ε and letting ε → 0, we obtain f (γ) ≥ 0 for every real γ. But u is an Points where the gradient vanishes are points where there is a loss of regularity: in equation (5.12) this fact become more apparent than in equation (5.7) . See also the work of Crandall et al. [13] in this regard. Via inequality (5.13) we have the following result (see [11] for the corresponding result on the ∞-Laplacian case). We omit the proof, which is essentally the same as that of Theorem 2.9.
Remark 5.5. Remark 2.10 and Remark 2.11 hold word by word and therefore nonnegative viscosity (super)solutions of (5.12) are locally Lipschitz continuous and are either trivial or strictly positive in Ω.
Concavity
Let us now return to the case of finite p ∈ (1, ∞) and to the unique weak solutions of (1.4). Sakaguchi proved that u (p−1)/p is concave if u solves (1.8), and Ishibashi and Koike proved it for solutions of (1.10). Moreover, Sakaguchi proved that the solutions of (1.1) are all log-concave, i.e. log u is always concave. It is the purpose of this section to prove log-concavity for solutions of (1.4). Theorem 6.1. If Ω is convex, then the solution of (1.4) (and thus also of (1.6)) is log-concave.
For the proof we follow ideas from [40] , see also [27] , and fix p ∈ (1, ∞) This theorem is consequence of a special case of a fundamental result on convex rearrangement, in which level sets of u are replaced by sets of equal volume and prescribed convex shape K, see Theorem 3.1 and the example (with p = 4) on p. 287 in [2] . Under such rearrangement, and K is homothetic to the dual of the unit ball p , the numerator in the Rayleigh quotient is shown to decrease, while the denominator stays invariant.
In terms of plane domains, as p → ∞ or as the strings in our woven membrane become more and more elastic, K must approach the shape of a rhombus if λ p (K) is minimal among all domains of given area. On the other hand for p → 1 the membrane with smallest fundamental eigenvalue attains the shape of a square.
