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Abstract
A direct proof for a Kantorovich type inequality due to Bauer and Householder is presen-
ted. A generalization of the inequality is also established by the theory of compound matrices.
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1. Introduction
Let A ∈ Mn(R) be a symmetric positive definite matrix with eigenvalues 0 <
λn  · · ·  λ1. Then for all x ∈ Rn\{0},
(xTx)2
(xTAx)(xTA−1x)
 4λ1λn
(λ1 + λn)2 . (1.1)
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This is the famous Kantorovich inequality (see [5,6]) and was used in estimating
convergence rate of the steepest descent method for minimizing quadratic problems
[7]. During the past decades, many researchers have presented various extensions of
the Kantorovich inequality which have important applications in statistics. Basically,
these inequalities generalize (1.1) in two ways: either the vector x is replaced by a
matrix or the positive symmetric matrix A is replaced by a more general matrix
(in this case A−1 is also replaced by some generalized inverse of A), we refer to
[8,10] and references therein for details. However, the following Kantorovich type
inequality due to Bauer and Householder [1] was established along a different line.
Theorem 1.1. Let x, y ∈ Rn such that |xTy|‖x‖2‖y‖2  cos θ with 0  θ  π2 . Then
(xTy)2
(yTA−1y)(xTAx)
 4
κ + 2 + κ−1 , (1.2)
where A is the same matrix as used in (1.1), and κ = λ1
λn
1+sin θ
1−sin θ .
In contrast to most generalized Kantorovich inequalities, this inequality involves
two different vectors in different positions (A−1 is related to y while A related to
x). It is easy to show by the Cauchy–Schwarz inequality that (1.2) reduces to the
usual Kantorovich inequality (1.1) when θ = 0. After a long time of its appearance,
inequality (1.2) found its important applications in convergence analysis for inex-
act preconditioned steepest descent method and inexact preconditioned conjugate
gradient method for solving linear systems, we refer to [4] for details.
The proof of (1.2) by Bauer and Householder [1] is creative. A generalized
Wielandt’s inequality was first obtained, and (1.2) was then derived after a very
technical deduction. Considering its elegance and importance, in this paper we intend
to give a direct proof for inequality (1.2). The basic idea behind the new proof is very
simple, the result for n = 2 is first proved, and the general one is then obtained by
this result and a thorough study about an auxiliary optimization problem. Finally, a
generalization of (1.2) is also established by the theory of compound matrices.
2. A direct proof for a Kantorovich type inequality
Before presenting a new proof for inequality (1.2), we first note that by a spectral
decomposition of A and a transformation of variables, there is no harm in assuming
that A = diag(λ1, . . . , λn).
Lemma 2.1. Inequality (1.2) holds when n = 2.
Proof. Without loss of generality, we assume that the two vectors x and y are
normalized, that means, x = (cosα, sinα)T, y = (cosβ, sinβ)T for some α and β
with β − α = ±θ0, 0  θ0  θ . In the following, we only consider the case β − α =
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θ0 for simplicity, the other one may be treated in the same manners. By a direct
computation, it follows that
f (α)=(yTA−1y)(xTAx)
=(λ−11 cos2 β + λ−12 sin2 β)(λ1 cos2 α + λ2 sin2 α)
=cos2 β cos2 α + sin2 β sin2 α + λ2
λ1
(sinα cosβ)2
+λ1
λ2
(cosα sinβ)2
=cos2 θ0 − 2 cosβ sinα cosα sinβ
+λ2
λ1
(sinα cosβ)2 + λ1
λ2
(cosα sinβ)2. (2.1)
Let z = sin(β + α). It is clear that
cosα sinβ = 1
2
(z+ sin θ0), cosβ sinα = 12 (z− sin θ0).
Substituting them into (2.1) implies
f (α) = F(z)=cos2 θ0 − 12 (z
2 − sin2 θ0)+ λ14λ2 (z+ sin θ0)
2
+ λ2
4λ1
(z− sin θ0)2.
Since |z|  1, and the coefficient of z2 is λ14λ2 +
λ2
4λ1 − 12  0, F(z) is a convex
function and must take its maximum at z = ±1. By a simple computation we find
the maximum is attained at z = 1, and hence
max
|z|1
F(z)=cos2 θ0 − 12 (1 − sin
2 θ0)+ λ14λ2 (1 + sin θ0)
2 + λ2
4λ1
(1 − sin θ0)2
= 1
4
cos2 θ0
{
2 + λ1
λ2
1 + sin θ0
1 − sin θ0 +
λ2
λ1
1 − sin θ0
1 + sin θ0
}
. (2.2)
Therefore,
(xTy)2
(yTA−1y)(xTAx)
= cos
2 θ0
(yTA−1y)(xTAx)
 4
2 + κ(θ0)+ κ−1(θ0) , (2.3)
where κ(θ0) = λ1λ2
1+sin θ0
1−sin θ0 . Observing that κ(θ0) is increasing on [0, θ], and z+ z−1
is also increasing as z  1, by virtue of (2.3) we know
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(xTy)2
(yTA−1y)(xTAx)
 4
2 + κ + κ−1
with κ = λ1
λ2
1+sin θ
1−sin θ . This completes the proof of Lemma 2.1. 
We next consider an auxiliary optimization problem:
max F(x, y) =
(
n∑
i=1
λ−1i y
2
i
)(
n∑
i=1
λix
2
i
)
(2.4)
subject to b1(x, y) =
n∑
i=1
x2i − 1 = 0, b2(x, y) =
n∑
i=1
y2i − 1 = 0,
b3(x, y) =
n∑
i=1
xiyi − cos θ0 = 0, (2.5)
where θ0 ∈ (0, θ] is some given constant.
Lemma 2.2. Assume that 0 < λn < λn−1 < · · · < λ1. Let x∗ = (x∗1 , x∗2 , . . . , x∗n)T
and y∗ = (y∗1 , y∗2 , . . . , y∗n)T be a solution to the problem (2.4) and (2.5). Then there
must exist two indices i1 and i2, 1  i1 < i2  n, such that for all j ∈ {1, 2, . . . , n}\
{i1, i2}, we have x∗j = y∗j = 0.
Proof. The Jacobian matrix of the vector-valued function b = (b1, b2, b2)T is
B = ∂(x,y)b =
2x1 2x2 · · · 2xn 0 0 · · · 00 0 · · · 0 2y1 2y2 · · · 2yn
y1 y2 · · · yn x1 x2 · · · xn
 .
It is easy to check that rank(B) = 3 for all points (x, y) satisfying conditions (2.5),
so the constraint conditions of the above problem pass the linear independence con-
straint qualification. Therefore, by the theory of optimization [2,3], (x∗, y∗) must
satisfy the KKT conditions (standing for the Karush–Kuhn–Tucker conditions which
are the first-order necessary conditions for constrained optimization problems). In
other words,
∇xL(x∗, y∗, µ∗) = 0, ∇yL(x∗, y∗, µ∗) = 0, (2.6)
where for a Lagrange multiplier vector µ = (µ1, µ2, 2µ3)T,
L(x, y, µ)=
(
n∑
i=1
λ−1i y
2
i
)(
n∑
i=1
λix
2
i
)
− µ1
(
n∑
i=1
x2i − 1
)
−µ2
(
n∑
i=1
y2i − 1
)
− 2µ3
(
n∑
i=1
xiyi − cos θ0
)
means the lagrangian function related to problem (2.4) and (2.5).
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Let
u =
n∑
i=1
λ−1i (y
∗
i )
2, v =
n∑
i=1
λi(x
∗
i )
2. (2.7)
By a direct computation, (2.6) can be rewritten in the form
λix
∗
i u− µ∗3y∗i − µ∗1x∗i = 0, λ−1i y∗i v − µ∗3x∗i − µ∗2y∗i = 0, 1  i  n.
(2.8)
Multiplying the first equation of (2.8) by x∗i and taking the summation from 1 to n,
and noting the conditions (2.5), we get
uv − µ∗3 cos θ0 − µ∗1 = 0. (2.9)
Similarly, it follows from the second equation of (2.8) that
uv − µ∗3 cos θ0 − µ∗2 = 0.
This with (2.9) implies µ∗1 = µ∗2, and so (2.8) can be recast as
(uλi − µ∗1)x∗i = µ∗3y∗i , (vλ−1i − µ∗1)y∗i = µ∗3x∗i , 1  i  n. (2.10)
If µ∗1 = 0, then the first equation of (2.10) yields√
λix
∗
i =
µ∗3
u
(
√
λi)
−1yi.
In this case,(
n∑
i=1
λ−1i (y
∗
i )
2
)(
n∑
i=1
λi(x
∗
i )
2
)
=
(
n∑
i=1
x∗i y∗i
)2
= cos2 θ0
and hence by the Cauchy–Schwarz inequality, (x∗, y∗) should be a minimizer of
F(x, y) subject to (2.5). This is a contradiction, so µ∗1 /= 0. Moreover, we can also
show that µ∗3 /= 0. Otherwise, since {λi}ni=1 are distinct, by (2.10) there is at most
one nonzero member in the set {x∗i }ni=1 (resp. {y∗i }ni=1), which contradicts conditions
(2.5). Therefore,
x∗i = 0 implies y∗i = 0 and vice versa. (2.11)
Now assume that x∗i y∗i /= 0 for some i, 1  i  n. Then (2.10) implies
(uλi − µ∗1)(vλ−1i − µ∗1) = (µ∗3)2,
i.e.,
uµ∗1(λi)2 + {(µ∗3)2 − (µ∗1)2 − uv}λi + vµ∗1 = 0. (2.12)
Since uµ∗1 /= 0 and {λi}ni=1 are distinct, there are at most two different λi such that
(2.12) holds. In other words, there are at most two indices i such that x∗i y∗i /= 0. This
with (2.11) implies asserted result. 
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Theorem 2.1. The maximum of problem (2.4) and (2.5) is
F ∗ = cos
2 θ0
4
{2 + κ(θ0)+ κ−1(θ0)}
with κ(θ0) = λ1λn 1+sin θ01−sin θ0 .
Proof. According to Lemma 2.2 and the deduction of Lemma 2.1 (the deduction of
(2.2)), it is easy to show that the maximum of (2.4) and (2.5) should be
F ∗ = max
1i1<i2n
κi1i2(θ0)
with κi1i2(θ0) = λi1λi2
1+sin θ0
1−sin θ0 . The desired result then follows directly by noting that
λi1
λi2
 λ1
λn
and z+ z−1 is an increasing function as z  1. 
Remark 2.1. Theorem 2.1 still holds for problem (2.4) and (2.5) with the function
b3(x, y) replaced by b3(x, y) =∑ni=1 xiyi + cos θ0.
Now we are ready to give a new proof of Theorem 1.1 due to Bauer and House-
holder.
Proof of Theorem 1.1. When θ = 0, then |xTy| = ‖x‖2‖y‖2, and by the Cauchy–
Schwarz inequality it follows that x = ay for some real number a. Eq. (1.2) is
therefore valid since it is the usual Kantorovich inequality. When θ ∈ (0, π2 ], con-
sidering the form of inequality (1.2), we can assume that x and y are normalized,
i.e.,
n∑
i=1
x2i − 1 = 0,
n∑
i=1
y2i − 1 = 0,
n∑
i=1
xiyi ± cos θ0 = 0.
For simplicity we only consider the case that
∑n
i=1 xiyi + cos θ0 = 0. The other one
may be treated similarly.
If the eigenvalues of A are distinct, then it follows from Theorem 2.1 that
(yTA−1y)(xTAx)  cos
2 θ0
4
{
2 + κ(θ0)+ κ−1(θ0)
}
 cos
2 θ0
4
{2 + κ + κ−1},
which implies (1.2).
If A has multiple eigenvalues, we can get (1.2) by the usual perturbation method
(see [9–p. 76]). In fact, we can find a sequence {λi(k)}ni=1 such that
0 < λn(k) < λn−1(k) < · · · < λ1(k) and lim
k→∞ λi(k) = λi, 1  i  n.
Let A(k) = diag(λ1(k), . . . , λn(k)). Then we have by the previous argument that
(yTA(k)−1y)(xTA(k)x)  cos
2 θ0
4
{2 + κ(k)+ κ(k)−1},
where κ(k) = λ1(k)
λn(k)
1+sin θ
1−sin θ .
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However,
lim
k→∞(y
TA(k)−1y)(xTA(k)x) = (yTA−1y)(xTAx), lim
k→∞ κ(k) = κ,
so the desired result follows immediately from the last inequality by letting k →
∞. 
3. A generalization for a Kantorovich type inequality
We now extend inequality (2) in a matrix form. To do so, let us first review some
basic results about compound matrices [5]. For a given matrix A ∈ Mm,n(R), the(
m
k
)
-by-
(
n
k
)
matrix whose α, β entry is detA(α, β) is called the kth compound matrix
of A and is denoted by Ck(A). Here, α ⊆ {1, . . . , m} and β ⊆ {1, . . . , n} are index
sets of cardinality k  min{m, n}, ordered lexicographically. The next result comes
from [5–pp. 19–20].
Lemma 3.1. The following statements hold:
(1) If A ∈ Mm,k(R) and B ∈ Mk,n(R), then
Cr(AB)=Cr(A)Cr(B), r  min{m, k, n},
Ck(I )=I ∈ M(nk), Ck(A
T) = Ck(A)T,
where I denotes an identity matrix.
(2) If A ∈ Mn(R) is nonsingular, then Ck(A−1) = Ck(A)−1.
(3) Let {λi}ni=1 be the eigenvalues of A ∈ Mn(R). Then the eigenvalues of Ck(A)
consist of all products λi1λi2 · · · λik with ij ∈ {1, 2, . . . , n}, 1  j  k.
Theorem 3.1. Let Z,W ∈ Mn,m(R) (m  n) be two full rank matrices which sat-
isfy that
| detZTW |
(detZTZ)1/2(detWTW)1/2
 cos θ, 0  θ  π
2
. (3.13)
Then there holds
(detZTW)2
(detWTA−1W)(detZTAZ)
 4
2 + κ ′ + κ ′−1 , (3.14)
where A is the same matrix as used in inequality (1.2), and
κ ′ = λ1λ2 · · · λk
λnλn−1 · · · λn−k+1
1 + sin θ
1 − sin θ .
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Proof. Let Z˜ = Cm(Z), W˜ = Cm(W) and A˜ = Cm(A). Then it follows from the
definition of compound matrices and Lemma 3.1 that detZTZ = ‖Z˜‖22, detWTW =
‖W˜‖22, detZTW = Z˜TW˜ and
detWTA−1W = W˜T(A˜)−1W˜ , detZTAZ = Z˜TA˜Z˜.
Therefore, inequality (3.14) is derived immediately by Theorem 1.1 and the fact that
λmax(A˜) = λ1λ2 · · · λk , λmin(A˜) = λnλn−1 · · · λn−k+1, where λmax(A˜) and λmin(A˜)
denote the maximal and minimal eigenvalues of A˜, respectively. 
Remark 3.1. Let R(Z) denote the subspace of Rn spanned by the columns of Z.
Then
∠(R(Z),R(W)) = arccos | detZ
TW |
(detZTZ)1/2(detWTW)1/2
means the angle between a pair of subspaces R(Z) and R(W) geometrically
[9–p. 96]. Therefore, the above theorem provides a relationship between the angle
∠(R(Z),R(W)) and the angle ∠(R(A1/2Z),R(A−1/2W)).
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