Abstract-We compare three optical transport network architectures-optical packet switching (OPS), optical flow switching (OFS), and optical burst switching (OBS)-based on a notion of network capacity as the set of exogenous traffic rates that can be stably supported by a network under its operational constraints. We characterize the capacity regions of the transport architectures, and show that the capacity region of OPS dominates that of OFS, and that the capacity region of OFS dominates that of OBS. We then apply these results to two important network topologies-bidirectional rings and Moore graphs-under uniform all-to-all traffic. Motivated by the incommensurate complexity/cost of comparable transport architectures, we also investigate the dependence of the relative capacity performance of the switching architectures on the number of switch ports per fiber at core nodes.
I. INTRODUCTION
O PTICAL networking is unfolding as a two-generation story. The first generation of optical networks employed optical fibers as replacements for copper or microwave radio links. These networks maintained traditional architectures that were tailored to the use of electronic network components. Second generation optical networks, which are presently emerging, employ other optical components for network functions in addition to transport. Most of these components either have no electronic analog or behave very differently from their electronic counterparts. As a result, the design of optical networks must be rethought at the most fundamental level.
Expansive optical networks are conventionally partitioned into three hierarchical tiers: the local-area, metropolitan-area, and wide-area. For simplicity, we refer to the local-area and metropolitan-area collectively as the access, and to the widearea as the core. The networks at these different tiers, while often treated as decoupled systems, are actually highly interdependent. For example, access network architecture influences core network architecture through traffic which is aggregated in the access and fed to the core. Thus, the design and analysis of optical networks should employ a holistic approach which considers networks in their entirety.
In this work, we develop a framework for comparing transport network architectures for the core on the basis of network capacity, which we define as the set of exogenous traffic rates that can be stably supported by a network under its operational constraints. By operational constraints of a network, we mean the set of capabilities and rules followed by the network, such as the presence of core buffering, wavelength conversion capability, and the nature of the scheduling policy employed. We are able to suppress access network architecture in our capacity analyses, as they are independent of detailed traffic statistics. We examine three prominent candidate architectures for wavelength division multiplexing (WDM) optical transport in the core: optical packet switching (OPS), optical flow switching (OFS), and optical burst switching (OBS). Each architecture's physical and operational properties impose constraints on its capability for logical topology reconfiguration, and naturally lead to different performance regimes.
Our performance metric of network capacity is particularly relevant to core networks because, owing to the high cost of supporting transport traffic, capacity is a precious commodity in the core (but not necessarily in the access network). We recognize, however, that while the question of the capacity limits of a network is important, it is not the only performance criterion by which the network should be assessed. Delay, for example, is another key performance metric that is not addressed in this work. Ultimately, a network should not be judged on performance alone, but rather on the performancecost trade-off it presents to the end user. Thus, the most useful comparison would include a detailed complexity/cost model for each of the candidate networks. Indeed, this issue of complexity/cost motivates our discussion in Section V.
Our approach to characterizing the capacity of optical networks differs from those of preceding works in various respects. Other works have applied the matrix decomposition results of Birkhoff [1] and von Neumann [2] to networks [3] - [5] . Inherent in such approaches are two limiting assumptions. First, the network, when viewed as a switch, is nonblocking. Although the underlying physical topology of a network is rarely a complete graph (i.e., a graph in which each node shares an edge with every other node), these approaches achieve nonblocking logical topologies by assuming sufficiently many active wavelengths in a fiber. Second, switching of data in the network is cell-based, even though data transac-0733-8716/07$20.00 c 2007 IEEE tions are naturally variable in length. These cell-based schemes thus either employ framing or segmentation and reassembly of transactions which result in additional overhead, and possibly larger transaction delays. Our work is general in that arbitrary numbers of wavelengths are considered. Furthermore, data transactions are treated as indivisible entities in OFS and OBS, which is motivated from the fact that these two transport mechanisms consume resources for transmission set-up. Furthermore, we investigate the relationship among the capacity regions of the optical network architectures as a function of the number of switch ports per fiber in core network nodes. Finally, our approach to characterizing the capacity region is constructive in that online, capacity-achieving scheduling policies are outlined. It should be noted that most of the network capacity results in the literature-including some of the results in the present work-fall within the framework introduced by Tassiulas and Ephremides in their seminal work [6] .
This work invokes several results from switching and networking theory, the background for which will be presented as required in the following sections. In the next section, we describe the candidate optical network architectures. In Section III, we formally define network capacity and characterize capacity regions of the three switching architectures. In Section IV, we apply these results to two important network topologies: bidirectional rings and Moore graphs. In Section V, we investigate the relationship among the capacity regions of the architectures as a function of the number of switch ports per fiber in core nodes. We conclude this work in Section VI.
II. DESCRIPTION OF OPTICAL TRANSPORT NETWORK ARCHITECTURES
In this section, we describe the three optical transport network architectures considered in this work. We assume that WDM underlies each of these architectures. The detailed hardware implementations of these architectures are not described. Figure 1 provides generic illustrations of these architectures.
A. OPS
An OPS network is an interconnection of routers which we model as an interconnection of cell-based, input queued (IQ) switches * which make scheduling decisions in a distributed fashion. Transport along links is carried out in optical fiber using WDM, and switching/routing functions at network nodes are carried out in the electronic domain or optical domain. Although at present, the capabilities of electronic logic greatly exceed those of optical logic, we do not draw a distinction between networks employing electronics versus those employing optics for logic because our intent is to characterize the fundamental capacity limits of OPS networks should the full gamut of logical operations become practically feasible (in any domain) in the future.
Each IQ switch employs virtual output queueing with infinite buffering capability at its input ports; that is, each input port keeps a separate queue for each output port to which it may be connected. In our model, input and output ports correspond to wavelength channels. In an OPS network without wavelength conversion capability-which is the case of principal interest in Section III-A † -each IQ switch is effectively a collection of parallel nonblocking IQ switches, one for each wavelength channel.
B. OFS
In an OFS network, transmission of data is coordinated in an electronic control plane in a scheduled manner between end users, akin to circuit-switching, albeit for shorter durations [7] - [9] . We emphasize that, whereas data circuits are usually established between core edge routers, data circuits in OFS are established between end users. We assume that the finest granularity of bandwidth that can be reserved across the core is a wavelength. We further assume that wavelength conversion is not used in the network core, although we address the generalization of our techniques to the case of wavelength conversion at the end of Section III-B. Note that, in OFS † Wavelength conversion will be addressed at the end of Section III-A, in that it will be shown that wavelength conversion capability does not provide any benefit with respect to capacity performance in OPS networks.
networks, unlike OPS networks, all queueing of data occurs at the end users, thereby obviating the need for buffering in the core. (As in OPS, we assume infinite buffering capability at queues.) Core nodes are thus equipped with optical crossconnects (OXCs) which, roughly speaking, are switch fabrics without buffering capability.
In the event that several individual end users have transactions which are not sufficiently large to warrant dedication of their own wavelength channels, they may multiplex their data onto wavelength channels for transmission across the core. However, motivated by the minimization of network management and switch complexity in the network core, we will require that flows be serviced as indivisible entities. As will become clear in Section III-B, aggregation of flows is the key to improving the capacity performance of OFS (albeit, at the expense of delay). The degree of aggregation employed, along with the lengths of the flows, will govern the switching speeds required of OXCs used in OFS. Since, as detailed in [9] , OFS is an architecture suited to high-end users wishing to send flows on the order of 100 ms or greater, the switching speeds required of OXCs in OFS will likely be slower than that of milliseconds-which is feasible with today's OXC technology.
OFS is considered a centralized transport architecture in that coordination is required for logical topology reconfiguration. However, traffic in the core will likely be efficiently aggregated and sufficiently intense to warrant a quasi-static logical topology that changes on coarse time scales. Hence, the centralized management and control required for OFS is not expected to be onerous. The network management and control carried out on finer time-scales will be distributed in nature in that only the relevant ingress and egress access networks need to communicate.
C. OBS
There is a great deal of variability in how OBS networks are designed. For a survey of alternatives, we refer the reader to [10] - [14] and the references therein. The particular OBS model that we consider in this work, though simple, captures the spirit of the OBS transport philosophy.
Like OFS, our OBS model is a scheme that uses an electronic control plane which is separated from the optical data plane in both time and space. One variation of OBS is based on the Tell-and-Go protocol for Asynchronous Transfer Mode (ATM) networks [15] , in which end users act as sources for bursts of data [16] . In the more common implementation of OBS, which is what we focus on in this work, packets are assembled at access nodes, according to destination and quality of service, to form collections of packets known as bursts. In either OBS model, however, all queueing of data occurs in infinite buffers at the access nodes or at the end users. Core nodes, as in OFS, are equipped with OXCs which have no buffering capability. We also assume, as in OFS, that wavelength conversion is not used in the network core. Prior to transmission of a burst, a control packet is sent into the control plane, where it is processed electronically at intermediate nodes requesting that an all-optical path be set up for the ensuing burst. After a predetermined delay, the burst is transmitted into the core on a wavelength channel without acknowledgement, ideally reaching its destination access node transparently. Note, however, that there is a chance that the burst may be discarded in another way owing to a lack of resources at one or more of the intermediate nodes. In other variations of OBS not considered in this work, burst discardment is a last resort should other ways of handling contending bursts, such as segmentation [17] or deflection routing [18] , fail. Finally, we note that a few versions of OBS, such as Wavelength-Routed OBS [19] , bear similarity to OFS in that they employ centralized, advanced scheduling of network resources; but differ from OFS in that they require sophisticated core edge routers to assemble transactions into bursts.
The relationships among the three architectures discussed in this section are illustrated in a three-dimensional taxonomy in Figure 2 . In particular, the architectures are classified according to the following criteria: 1) centralized versus distributed network resource management, 2) capability of scheduling data transactions (far) into the future, and 3) existence of buffering capability at network core nodes.
III. CAPACITY OF OPTICAL NETWORKS
We model networks as directed graphs, where graph arcs and vertices represent directed fiber links and network nodes, respectively. Each fiber can support a maximum of t unit capacity active wavelength channels, and we assume that each node is equipped with t transceivers per fiber, one for each wavelength channel. We assume that each of these active wavelength channels carries data which is aggregated from the users associated with a particular access node. For example, an access node that has ∆ out outgoing fibers can support a maximum of ∆ out t wavelengths of traffic. Thus, ∆ out t ≥ Nγ, where N is the number of users associated with the access node, and γ is each user's duty cycle (i.e., the fraction of time that a user has enough data to occupy a wavelength channel). We further assume that at each node there exist, in addition to dedicated transceivers, any other processing equipment (depending upon the network architecture) that may be required to support each active wavelength channel. Owing to our modeling assumptions in Section II regarding the absence of wavelength conversion capability, the active wavelength channels may be decoupled and considered independently in our forthcoming capacity analyses. Thus, it suffices to examine only one of these channels in isolation ‡ . Moreover, we assume a normalized wavelength channel capacity of unity.
In the remainder of this work, we assume that time is slotted and we neglect propagation delay. Furthermore, we only consider the case of unicast transactions. We associate exactly one transaction type with each source-destination node pair § , and we denote the number of such transaction types by F . Let A i (n) denote the cumulative number of exogenous cell arrivals to the network of transaction type i by time slot n. As in [20] , we assume that the arrival process {A i (n)} In the above definition, we assume that transactions are routed independently of one another.
We associate with each of the F transaction types a queue where transactions of that type enqueue upon entry to the network. Each such queue resides at a network node-the source node corresponding to the transaction type. Also, at each node along a path that a transaction type may follow toward its destination, there exists a queue dedicated to that transaction type and path. For example, let us assume that in an OPS network a transaction of a certain type may follow one of k paths, each of length h i where i = 1, . . . , k, toward its destination. Then, regardless of whether the paths overlap in the network, there exist 1 + k i=1 (h i − 1) queues in the network dedicated to the transaction type. We will denote the total number of queues in the network by Q, and each queue is identified by a unique index from 1, . . . , Q. Note that in an OFS network, since all transactions traverse the network in a single hop, there exist exactly Q = F queues in the network, one for each transaction type at its source node.
Let X n be a Q-dimensional vector whose i th element represents the number of data transactions in the i th queue at time slot n. Likewise, let the i th element of the Q-dimensional ‡ This is not true for a delay analysis, as several servers working together can achieve lower expected delay than several servers working independently under the same traffic intensity.
§ We assume this for simplicity. It is straightforward to generalize the results in this paper to an arbitrary number of transaction types associated with each source-destination pair.
vectors D n and E n represent the number of departures from and entrances (exogenous or endogenous) to the i th queue at time slot n, respectively. Hence,
Definition 2 (Rate-stability) A system of queues is ratestable if:
A scheduling policy, roughly speaking, is a rule of determining which queues in the network to serve in any time slot, based on the queue occupancy information. More precisely:
Definition 3 (Scheduling policy) A scheduling policy is a fixed mapping of X n into a probability distribution on D n which respects the connectivity and operational constraints of the underlying network.
Remarks:
1) A distributed scheduling policy determines the probability that a queue at some node is served based only on the queue occupancies at that node, and thus can be implemented in a distributed fashion at each node. This is in contrast to a centralized scheduling policy which requires that every node have knowledge of all queue occupancy information.
2) A scheduling policy that is dependent on queue occupancy information is an online scheduling policy. A degenerate scheduling policy whose output probability distribution is independent of queue occupancy information is an offline scheduling policy. For example, the SSS policy described in Section III-B is an offline scheduling policy.
3) In a work-conserving scheduling policy, a queue is never left unserved if it has a transaction which can be served in conjunction with the queues already selected for service by the scheduling policy. A scheduling policy that is not workconserving is said to be nonwork-conserving.
We are now ready to introduce our notion of network capacity:
Definition 4 (Capacity region)
The capacity region of a network is the closure of the set of exogenous traffic rate vectors for which the system of queues in the network is rate-stable for some routing and for some scheduling policy.
Remarks:
1) We emphasize that the capacity region of a network is not tied to a particular routing. Rather, it is the closure of the collection of achievable traffic rates taken over the set of all routings.
2) The above definition determines the set of achievable exogenous traffic rate vectors to within the "boundary" of the network's capacity region. In other words, the capacity region of a network and its set of achievable exogenous traffic rate vectors differ at most by the boundary of the capacity region. Practically speaking, this ambiguity is not important since traffic rate vectors arbitrarily close to the boundary can be implemented. Remark: It is clear that the capacity region of a network must lie within the set of admissible rates, for otherwise, ratestability would obviously be violated for at least one of the network's queues.
We conclude with the following relational definition:
A. OPS
To obtain a view of the operational constraints of OPS network, we propose a taxonomy of networks of IQ switches. Our taxonomy is based on two axes, as illustrated in Figure 3 (and Figure 2) . The first axis characterizes networks according to the online/offline nature of the scheduling policy used. Recall that online scheduling policies make use of queue occupancy information while offline policies do not. Thus, the capacity region for online policies dominates that of offline policies. The second axis relates to the nature of the information available to individual switches when making scheduling decisions. In centralized scheduling each network switch is privy to network-wide information, and in distributed scheduling each switch only has access to local information at that node. The capacity region for centralized policies therefore dominates that of distributed policies. This leads us to conclude that scheduling policies in quadrant 2 of Figure 3 have the largest capacity region. We note that OPS falls into quadrants 3 and 4 of Figure 3 .
Until recently, the literature on switch scheduling mostly examined the performance of a switch in isolation. An important result by McKeown et al. [21] shows, through the use of two different scheduling policies based on maximum weight matching (MWM), that stability of an IQ switch can be attained for any admissible traffic vector with independent arrival processes. MWM is a class of scheduling policies that employs some weighting function to assign each VOQ a weight, and then matches the switch's input ports to its output ports according to the matching which achieves the maximum weight. Examples of weighting functions are the number of cells residing in the VOQ, or the age of the oldest cell in the VOQ.
As shown by Andrews and Zhang in [22] , McKeown et al.'s result does not extend to networks of IQ switches. In [20] , Marsan et al. show, however, that there exist scheduling policies in quadrants 3 and 4 of Figure 3 which are rate-stable as long as the offered load is stationary, satisfies the SLLN, and lies in the interior of the admissible rate region of the network. This result assumes a simple routing, but permits multiple transaction types to be associated with each sourcedestination node pair. A minor adaptation of this result leads to the following theorem:
Theorem 1 The capacity region of an OPS network is the admissible rate region for the network. That is, OPS networks achieve the maximum possible capacity region.
Proof. To show that the capacity region of an OPS network is the admissible rate region for the network, it suffices to show that any traffic vector in the interior of the admissible rate region has an associated routing such that the system of queues is rate-stable. Consider such a vector of traffic rates Λ c and an associated routing which renders it admissible. We show that Λ c and this routing can be mapped to a vector of traffic rates and an associated routing consistent with the formulation in [20] , which is admissible and hence achievable. This allows us to conclude that Λ c is in the capacity region of the network.
Owing to the independence of the transaction types, it is straightforward to see that Λ c may be expressed as a decomposition
is an admissible vector of traffic rates associated with a simple routing i. Note that, in general, different simple routings may require a given transaction type to follow different paths in the network from source to destination. Let us now temporarily redefine a transaction type as a path in the network, rather than a source-destination pair. Transactions of the same type, according to our previous definition, that follow different paths are now considered to belong to different transaction types. With this new definition in place, we take a union of transaction types over all simple routings i. We now have a collection of transaction types, differentiated by their associated paths in the network, along with corresponding traffic rates derived from the Λ s i vectors. Since we have not created, destroyed, or rerouted any transactions in the network-but merely renamed them-the resulting load on the network remains admissible, and hence achievable by [20] . This implies that Λ c is achievable too. Remark: For an alternative proof of Theorem 1, first, note that any multihop transaction may be decomposed into a sequence of single-hop transactions. Thus, any admissible vector of traffic rates and associated routing may be alternately expressed as an admissible vector with positive rate components for singlehop transaction types only. Because this latter vector is clearly associable with a simple routing, this vector along with a simple routing falls under the network routing formulation of [20] . The mathematical interchangeability of these two vectors and routings, and hence the achievability of the former admissible vector and routing, is evident in the proofs of [20] .
Theorem 1 implies that, as far as network capacity is concerned, wavelength conversion capability does not provide any advantage in OPS networks. To see this, first note that the capacity region of an OPS network with w unit capacity wavelength channels, with or without wavelength conversion capability, must respect the admissibility constraints which state that no link may be subscribed beyond rate w. Theorem 1, however, implies that any traffic rate vector in this region is achievable without wavelength conversion. (To see this, multiply any such vector Λ by 1/w and assign the resulting scaled vector to each of the w wavelength channels. By Theorem 1, the scaled vector lies in the capacity region of a Online  Offline  Centralized  2  1  Distributed  3  4 Online scheduling performs better than offline scheduling
Achieve maximum capacity [Marsan et al.] Centralized scheduling performs better than distributed scheduling single wavelength channel OPS network. Hence, vector Λ lies in the capacity region of the OPS network with w wavelength channels and no wavelength conversion.) Since the capacity region of an OPS network with wavelength conversion must dominate that of the same OPS network without wavelength conversion, and since the latter achieves the maximum capacity region, we conclude that wavelength conversion indeed does not provide any capacity performance advantage. This result is summarized in Corollary 2 in Section V-A.
B. OFS
We now address the capacity region of OFS networks, and more generally, networks with buffering at source nodes but no buffering capability in the network core. In such networks, data is scheduled to traverse the network from source to destination without being buffered at intermediate nodes. To characterize the capacity region of this family of networks it is helpful to view a network as a large, generalized switch. Viewed this way, input and output ports correspond to the nodes in the network, and a connection between an input and output port represents a transaction type, or flow, being serviced between the two nodes corresponding to the ports.
Before proceeding, we need the following definitions: Note that a stable set of a conflict graph of a network represents a feasible network state. Building on the work in [23] , [24] , the capacity region of a network without core buffering is related to the stable set polytopes of the conflict graphs of the network. By means of time-sharing among all possible stable sets, we may conclude that the rate region defined by the convex hull of the stable set incidence vectors lies within the capacity region of the network. That this convex hull is exactly the capacity region of the network follows from the next lemma, which is an adaptation of [25, Proposition 1] to our present context. It essentially says that the capacity region of a network without core buffering is characterized by the set of all offline, static, random scheduling schemes.
Consider a Static Service Split (SSS) scheduling policy for a network without core buffering, which chooses in each time slot the feasible network state (i.e., stable set) k for service with probability φ k . Define Φ as the vector of probabilities φ k , and v(Φ) as the function which maps an SSS policy's Φ into the vector of flow rates
where I j (k) is an indicator function that has the value of unity if the feasible network state k services flow j. Proof. We first show that every traffic rate vector Λ that lies within the capacity region of the network also lies within the convex hull of the union (over all simple routings) of the stable set incidence vectors of the conflict graphs. Toward this end, note that the necessity condition in Lemma 1 provides, for each such vector Λ, an SSS policy with associated probability vector Φ such that Λ ≤ v(Φ). It can be shown that Φ can always be transformed into another probability vector Φ such that Λ = v(Φ ) (see Appendix A). Recall that, by definition, the probability vector Φ represents a collection of probabilities of the network being in its feasible states. Thus, Λ can be expressed as a convex combination of incidence vectors of feasible network states with weights equal to Φ . Since each feasible network state corresponds to a stable set of some conflict graph, it follows that Λ lies within the convex hull of the union (over all simple routings) of the stable set incidence vectors of the conflict graphs.
Lemma 1 Consider a network lacking core buffering with flow rate vector Λ. For there to exist a scheduling policy under which the network is stable, the condition:
We now show that a vector in the convex hull of the union (over all simple routings) of the stable set incidence vectors of the conflict graphs also lies within the capacity region of the network. Consider such a vector Λ * formed by a convex combination of stable set incidence vectors with weights Φ * . Note that Λ * can be trivially mapped to an SSS policy with associated probability vector Φ * . Under this SSS rule, it is straightforward that φ * k represents the average fraction of time that the network is in feasible state k. Thus, the vector v(Φ * ) represents the flow rates achieved under this SSS rule. Recalling that Λ * is a convex combination of stable set incidence vectors with weights Φ * , it must be true that
. This proves that Λ * is achievable and therefore lies within the capacity region of the network. Remark: We emphasize that Theorem 2 does not characterize the capacity region of OFS networks, but provides an outer bound for it. This is because the only constraint that we imposed in the theorem's derivation was the absence of buffering in the network core. In particular, we allowed for flows to be broken up into arbitrary granularities and serviced piecemeal in a cell-based fashion. As discussed earlier, the assumption of being able to break up flows and service them piecemeal is contrary to the spirit of OFS. We, therefore, naturally wonder if there is an inherent sacrifice in the capacity region of OFS relative to the region P . Our main result of this section (Theorem 3) shows, perhaps surprisingly, that the answer is no.
We now turn our attention to Figure 4 which illustrates the relationship among P , the admissible rate region A, and a region that, for a reason which will soon become clear, we call the clique inequality region C. We introduce the region C into our discussion because, among other reasons, it provides intuition as to why the regions A and P differ. The concept of a clique-a fully connected subgraph-is important for the following discussion.
Let Z = (z 1 , z 2 , . . . , z F ) be a point in F -dimensional Euclidean space representing a set of flow rates. The following two sets of inequalities are satisfied if Z lies within the stable set polytope of the conflict graph for a particular simple routing [26] : It can be shown that the stable set polytope of the conflict graph for a particular simple routing is the integer hull of the polytope defined by the trivial constraints and clique inequalities. Hence, P ⊆ C. Since the problems of finding maximum-size stable sets and cliques in a graph are NPcomplete, a simple inequality characterization of these regions generally does not exist [26] .
In general, C ⊆ A because the clique inequalities are stricter than the admissibility constraints, which state that no link may be oversubscribed. The clique inequalities require that any flows which form a clique in the conflict graph have an aggregate capacity less than unity. If for each clique all the flows in the clique share at least one common link, then the clique inequalities are equivalent to the admissibility constraints. However, as shown in Example 2 below, it is possible for flows to form a clique without all merging at a particular link. Therefore, we conclude that the clique inequalities are stricter than the admissibility constraints, and consequently define a smaller rate region. Thus, P ⊆ C ⊆ A.
It is worth noting that, while the clique inequalities are always satisfied within the stable set polytope of a conflict graph, they exactly characterize the stable set polytope for a particular family of conflict graphs known as perfect graphs [26] . In a perfect graph, the chromatic number ¶ equals the size of the largest clique for each of its induced subgraphs. For this family of graphs, the task of finding the region C = P is solvable in polynomial time [26] . While it is true that for perfect graphs P = C, it is not necessarily true that A = C = P . Therefore, even for network topologies which maximize P relative to the clique inequality region C, an OPS architecture atop the same network topology will generally have a larger capacity region. This is illustrated in the following example:
Example 2 (Three node ring) Consider the network and associated transaction types drawn in Figure 5(a) , where each transaction type has rate 1/2−ε and the capacity of each link is unity. The corresponding conflict graph, which is perfect, is drawn in Figure 5( Figure 6(a) . The corresponding conflict ¶ The chromatic number of a graph is the least number of colors required to color its vertices such that adjacent vertices have different colors. graph, which is also perfect, is drawn in Figure 6(b) . We assign the single-link transaction types rate x and the twolink transaction types rate y. 
We now investigate online, cell-based algorithms that achieve rate-stability in the region P . In [25] , [27] , the authors propose a family of scheduling policies known as MaxWeight scheduling (with MWM as a special case) in the context of a generalized, cell-based switch. The switch model employed assumes that switch states follow a finite state, discrete time Markov chain, where, in each state, the switch has an associated finite set of scheduling choices. We may view a network lacking core buffering as such a generalized switch with a single state Markov chain in which the finite set of scheduling choices correspond to the feasible network states that can be used to service flows. In [25, Lemma 5] , the author proves, using fluid model techniques, that MaxWeight scheduling policies achieve the maximum capacity region. This leads to the following: Lemma 2 For networks lacking core buffering, the capacity region P can be achieved using an online, cell-based MaxWeight scheduling algorithm (with MWM as a special case).
Remarks:
1) The definition of stability employed in [25] involves the existence of a set of positive recurrent states in the Markov chain underlying the state of the generalized switch. It is straightforward to see that this notion of stability implies ratestability.
2) Lemma 2 generalizes the optimality of MWM scheduling in two ways. First, it broadens the class of optimal scheduling policies to the MaxWeight family, which have other attractive properties (e.g., low delay). Second, and more importantly for our discussion, it demonstrates the optimality of MaxWeight scheduling for generalized switches which differ from traditional nonblocking switches in that they may have additional constraints. In the context of this work, these additional constraints correspond to topology and resource constraints in the network.
The next lemma is an application of [28, Lemma 1] to our constrained switch model of networks lacking core buffering. The fluid model techniques employed in the proof in [28] are immediately applicable to our model. Specifically, in the fluid limit of a generalized switch process, the capacity region achieved by a scheduling algorithm that is "suboptimally bounded" is indistinguishable from that of an optimal scheduling algorithm.
Lemma 3
The capacity region of a network lacking core buffering can be achieved by an online, cell-based scheduling algorithm if the value of the weight of the matching it uses at each time slot is less than the maximum weight by at most a bounded constant.
In [28] , the authors investigate the performance of scheduling algorithms for nonblocking IQ switches which are flowbased-they switch flows of variable number of cells as indivisible entities, rather than segment them into cells and switch them with cell-based schemes. The authors show that any flowbased algorithm which is work-conserving cannot be stable for all admissible traffic rates. In particular, for a scheme to be rate-stable, it is necessary to periodically ensure that all of the switches ports are free and to then "resynchronize" the switch state with the state of all the queues. This requires the switch to wait for periods of time for some of the ports to become free. The authors thus propose a family of nonwork-conserving scheduling algorithms based on MWM that switch variable length flows as indivisible entities, which can be adapted to our OFS model. The previous lemma is instrumental because it implies that if we wait for bounded periods of time for the purpose of this resynchronization, then the weight of our matching at any instant in time is less than the optimal weight by a bounded constant. By waiting for an arbitrarily long (but bounded) period of time between resynchronizations of the switch, we can ensure that the bandwidth waste due to waiting is arbitrarily small. Indeed, it is the long-term fraction of time spent waiting for the ports to become free that governs the achievable throughput, and the size of the flows is therefore irrelevant (as long as they are bounded) . Thus, using the previous lemma, we have the following result which is an adaptation of [ Remark: In the discussion following Definition 3, we proposed a strict definition for a distributed scheduling policy, which allows only local queue occupancy information to be used in scheduling decisions at each node. More relaxed definitions, however, allow for varying degrees of information to be exchanged among nodes and for this information to be used in scheduling decisions at nodes. Lemmas 3 and 4 imply that, if a distributed scheduling policy executed at each node uses stale network state information from other nodes, it can still achieve optimal capacity performance provided that the weights of the matchings it uses are suboptimally bounded. More generally, the capacity regions of other distributed OFS scheduling policies can be deduced from the relationships of the matching weights that they achieve relative to the maximum matching weight * * .
This immediately leads us to our main OFS result:

Theorem 3 The capacity region of an OFS network is the convex hull of the union (over all simple routings) of the stable set incidence vectors of the conflict graphs.
In this section, we invoked certain assumptions regarding the operational properties of the OFS architecture which rendered the analysis simpler. Some of these assumptions, such as the absence of wavelength conversion, may be relaxed in a straightforward manner. Specifically, in Theorem 3, stable sets of conflict graphs, which correspond to feasible network states, served as the building blocks for the construction of the OFS capacity region. In a more general setting, the stable set incidence vectors need to be substituted with flow incidence vectors which represent feasible network states, and the other results of this section still hold. For example, the approach used to derive the capacity region of OFS may be generalized to accommodate wavelength conversion in the core, although separability of the wavelength channels may no longer be invoked since wavelength channels are coupled. In this case, instead of using stable set incidence vectors of conflict graphs as the building blocks of the capacity region, we employ flow incidence vectors which abide by the constraint that no physical link is subscribed by more than w flows, where w is the number of wavelengths per fiber link and w = t. The capacity region is then given by the convex hull of the union, taken over all simple routings, of these flow incidence vectors.
Specifically, if the flow length is bounded by F slots and the switch is resynchronized every kF slots-the last F slots of which no new flows are allowed to begin in-then, the achievable rate region is P scaled by k−1 k (i.e., 1/k of the switch's capacity is wasted). Hence, the achievable data rates are governed by k and not by F . See [28] for more details. * * See, for example, [29] .
Corollary 3 in Section V-B, where the case of w ≥ t is considered for OFS, can also be viewed as a generalization of this section.
C. OBS
OBS networks can be viewed as incarnations of OFS networks in that they lack buffering capability in the core, and that they require bursts to be serviced as indivisible entities. However, owing to the fact that they employ random-access instead of scheduling, OBS networks are generally characterized by nonzero burst blocking probabilities. Specifically, the fact that bursts may require retransmission can lead to instability on an individual link, even if the offered traffic is admissible [30] . Furthermore, the lack of coordination among core links implies that resources are wasted if they are consumed by bursts that are eventually discarded. This is illustrated in Example 3. For these two reasons, OBS networks are generally incapable of achieving rate-stability within the OFS capacity region. This leads to the following result:
Corollary 1 The capacity region of an OBS network is dominated by the convex hull of the union (over all simple routings) of the stable set incidence vectors of the conflict graphs.
Remarks:
1) The degree to which the capacity of an OBS network differs from the capacity region of the analogous OFS network depends upon the traffic statistics, and on network architecture parameters such as burst aggregation and retransmission policies.
2) Obtaining analytic expressions for OBS network capacity regions is related to, and in fact more difficult than, characterizing the stability regions of retrial queues, for which analytic solutions are available only under special circumstances [31] , [32] . As a result, with the exception of works such as [33] , analytic studies of OBS network performance have usually only considered a single edge or core OBS node in isolation. These analyses, however, neglect the key property of OBS networks that resources are wasted if they are consumed by bursts that are eventually discarded.
We now analyze the performance of OBS networks under simplifying assumptions in order to gain a rough numerical sense as to how OBS networks compare to their OPS and OFS counterparts.
In our model, we assume bursts to be variable length transactions that are assembled at access nodes. We further assume that bursts that lose contention at a node are dropped instead of being handled in some other way. Our model of a wavelength channel in an OBS network is a multiple-access system with a finite number of users which represent the burst types on that link. Furthermore, because access to a wavelength channel is mediated by switch ports or tunable lasers, we assume that channel capture occurs by bursts. That is, if the channel is free when a burst transmission is attempted on it, then the channel is reserved for the duration of the burst. For analytical tractability, a burst traversing an OBS network is transmitted along a series of wavelength channels on links that is treated as a cascade of independent multiple-access systems. Although the actual load is reduced as the network egress is approached, the load is unreduced when requests are made by the control packet preceding a burst. This is because the control packet requests resources from all nodes along the burst's intended path regardless of whether its requests at previous nodes were successful.
We assume that each burst type on a link produces, independent of other burst types, a sequence of independent transmit and idle states which represents the aggregate of fresh arrivals and retransmissions. Each transmit state, which corresponds to a burst being transmitted, has length drawn from a distribution L(n) with mean L; and each idle state is geometrically distributed with mean q −1 . While this assumption may not be realistic because retransmissions corresponding to the same burst should have the same length, the derived throughput will not be affected owing to the independence of link capture and burst length. A shortcoming of our model, however, is that the distribution of idle states is independent of whether or not there are backlogged packets attempting retransmission.
We assume that wavelength channel capture requires that all burst types not transmit on that wavelength channel. The probability that a burst type successfully transmits is assumed to be independent of previous attempts to transmit. Finally, links are assumed to be independent. Hence, the probability that a given burst of type j is successfully received at its destination d j hops away is:
Pr(success on hop i).
Depending on how a wavelength is chosen at the source node, we have the following two alternative OBS models from which to derive the product terms in the above equation. From this probability of success, both the average delay for a burst type and the throughput of a link may be found. The average delay D experienced by a burst of type j from the time it arrives at its source node to the time it is successfully received at its destination, neglecting propagation delay, is:
The throughput of link i is:
where F is the number of types of bursts in the network, and I i (j) is the indicator function that has the value of unity if a burst of type j traverses link i.
1) OBS Model 1:
In this model, it is assumed that one of the t wavelength channels is selected with uniform probability at a source node wishing to transmit a burst. Thus, the probability that a given burst of type j is successfully received at its destination d j hops away is:
where N i is the number of bursts traversing the i th link along the burst's path, and B(x, y, z) denotes the binomial probability † † of y successes from x trials with individual trial success probability z. In this expression, the summation index r represents the number of burst types which are attempting transmission on a link at that instant in time.
2) OBS Model 2:
This OBS model is a refinement of the previous model in that a source node wishing to transmit a burst does not choose a wavelength randomly, but instead chooses a vacant wavelength if one exists. To conduct this analysis correctly, the order in which bursts attempt transmission on each link must be taken into account. Since such an exact analysis is intractable, we carry out an approximate analysis in which we assume that: 1) it is known on which wavelengths bursts originating at upstream nodes attempt transmission on the present link, even if their transmission has yet to begin, and 2) these upstream bursts select their wavelength channels independently and uniformly (which admittedly is inconsistent with the assumption that source nodes select vacant wavelengths). Considering the impact of these two simplifying assumptions on the analysis, we expect that their effects offset each other to some extent.
For brevity, in the following we will refer to burst types whose paths include the present link as the first hop as originating on the present link; and to burst types whose paths include the present link but not as the first hop as not originating on the present link.
The probability that a burst is successfully carried on its first link is given by: 
X(t, y, x)
In this expression, the index x represents the number of burst types that do not originate on the burst's first link but that are attempting transmission on the link; the index y represents the number of burst types that do not originate on the burst's first link that have successfully captured wavelength channels on the link; the index z represents the total number of wavelength channels that have been captured on the burst's first link; and the index difference z − y is the number of burst types originating on the burst's first link that are (successfully) transmitting on the link. The parameters N s,h and N p,h denote the number of burst types that originate and do not originate, respectively, on the h th link of the present burst's path. Finally, the term X(t, y, x) is the probability that exactly y wavelength channels on a link have had transmission attempted on them by x transmitting burst types that do not originate on the link. The computation of X(t, y, x) is discussed in Appendix B.
The probability that the burst is successfully carried on hop † † For future reference, we define B (x, y, z) 
where the expression t−z t is the probability that none of the z busy wavelengths correspond to the present burst's wavelength.
In the following example, we illustrate through a simple network topology and routing that the capacity region of OFS is smaller than that of OPS, and that the capacity region of OBS is, in turn, significantly worse than that of OFS. Figure 7 (a), and assume that t = 1. Drawn in the figure are also the offered transaction types, each of which is of rate 1/2−ε.
Example 3 (Five node ring) Consider the five node ring depicted in
The capacity of each link is unity, implying that the traffic pattern is admissible and can therefore be serviced by an OPS architecture. In fact, if we constrain ourselves to uniform traffic, the capacity region of this OPS network comprises the set of rates bounded above by 1/2.
By examining the conflict graph drawn in Figure 7( 
Assuming that 
capacity of this OBS network is limited to burst rates of less than approximately 4/27.
Remark:
The above example illustrates that OPS networks, owing to their ability to buffer in the core, have a larger capacity region than OFS networks which lack core buffering. A significant performance disparity is also observed between OFS and OBS which are physically similar architectures. This performance difference can be attributed to the benefit of scheduling over random-access. Example 3, and its generalization to larger rings, thus illustrate that the capacity inequivalence of OPS, OFS and OBS exists not just for contrived networks, but also for realistic network topologies such as rings, and for realistic routings such as shortest-path routing.
IV. TOPOLOGY CASE STUDIES
In this section, we investigate the OPS, OFS and OBS capacity properties of two important classes of network topologies: bidirectional rings and Moore graphs. We assume that the traffic rates in each network are uniform all-to-all of magnitude r. That is, each node sends each other node in the network traffic at rate r. We further assume that there are N nodes in each network, and, as before, that there are t active wavelength channels (each of unit capacity) per link.
A. Bidirectional rings
In the following, we assume that shortest path routing is employed, as it is clear that throughput is maximized in bidirectional rings under this routing.
1) OPS:
Under shortest path routing, the average (directed) link load in a bidirectional ring is:
if N is even.
In the case of N odd, there is a unique shortest path connecting each node pair, and each link's load is exactly equal to L. In the case of N even, owing to the existence of two shortest paths for nodes which are diametrically spaced, we ensure that each link's load is exactly L by routing r/2 units of traffic along each of the two paths connecting each diametrically spaced node pair.
Since the maximum link load in the network must be less than t (which is each link's unidirectional capacity) and L is the exact load on each link, Theorem 1 allows us to conclude that any r, such that
if N is even, is achievable.
2) OFS:
We now show that the maximum achievable rate r by an OFS architecture is the same as in OPS. We do this by proposing a set of feasible network states for one of the t wavelength channels over which we will share our time equally, and show that doing so yields the same maximum r as in OPS. Let us number the N nodes in the ring in a clockwise fashion from 1, . . . , N, and let us label the bidirectional link between nodes i and
For the case of N even, we will associate with each k = 1, . . . , N/2 a set of N/2 network configurations, for a total of N 2 /4 configurations over which we will time-share equally. For a fixed k = N/2, let us configure the network as follows:
• Node 1 and node k + 1 transmit to each other over links 1, 2, . . . , k. wavelength channels, this implies that any r less than 8t/N 2 is achievable, as in OPS. For the case of N odd, a very similar analysis to the above implies that any r less than (8t)/(N 2 − 1) is achievable, as in OPS. We omit the analysis for the sake of brevity.
3) OBS: In order to determine the maximum achievable r in an OBS network, we employ the two OBS models of the previous section and numerically maximize their expressions. Figure 8 illustrates the maximum session rate performance as a function of network size for the different switching architectures. The most immediate observation from the figure is that the OPS and OFS architectures significantly outperform the OBS architecture (under both OBS models). Another observation is that, owing to the sparse connectivity of the ring architecture, the capacity performance falls sharply as the number of nodes increases, especially for OBS. Finally, our second OBS model outperforms the first, as expected. This is a result of source nodes choosing wavelength channels more intelligently in the second model. By doing so, there is a traffic "smoothing" effect when the number of wavelength channels is increased ‡ ‡ .
B. Moore Graphs
Moore graphs are a family of graphs which achieve the Moore bound-an upper bound on the number of nodes in a graph given a diameter and node degree [34] , [35] . These graphs have been previously shown to minimize switching and fiber costs in optical networks under uniform all-to-all traffic conditions [36] . These attractive properties of Moore graphs motivate our present consideration of this family of graphs. It should be noted, however, that aside from degenerate instances (e.g., complete graphs, rings), Moore graphs seldom exist. ‡ ‡ An analogous result is evident in the finite buffer M/M/m/m queueing system: when the number of servers m is increased, while increasing the traffic commensurately, a decreasing blocking probability is achieved. 
1) OPS:
For a Moore graph with diameter D and degree ∆, it can be shown that shortest path routing achieves an average link load of L = r
Owing to the symmetry of Moore graphs and the uniqueness of the shortest path, the network load is also perfectly distributed among all of the links. Thus, by Theorem 1, any r less than t/
i−1 is achievable.
2) OFS:
In [37] , it was shown that in order to achieve uniform all-to-all traffic of rate r = 1 without wavelength conversion, the number of wavelength channels t required is at most 1 +
i−1 . Let us now consider one wavelength channel in isolation. By time-sharing equally over the configurations of individual channels used in the scheme proposed in [37] , a per session rate arbitrarily close to 1 +
is achievable on each wavelength channel. This implies that for a network with t wavelength channels a traffic rate t/ 1 +
i−1 is achievable, and is thus a lower bound for the maximum achievable rate r.
3) OBS:
As in the case of bidirectional rings, the two OBS models in the previous section provide a basis for a numerical maximization of r. Figure 9 , which is a 10 node Moore graph with degree 3 and diameter 2. Assuming uniform all-to-all traffic of magnitude r, the previous discussion implies that, under an OPS architecture, any r < t/5 can be achieved, and that under an OFS architecture r is lower bounded by t/6. In fact, for the special case of the Petersen graph, the work in [37] implies that any r < t/5 can be achieved. These results, along with numerical results for OBS, are summarized in Table I and Figure 10 for a range of wavelength channels t. Note that r, normalized by the number of channels, and depicted in Figure 10 , is constant except in the case of OBS Model 2 for the same reasons discussed for bidirectional rings.
Example 4 (Petersen graph) Consider the Petersen graph drawn in
We now generalize the above example to Moore graphs of degree ∆ = 3. In Figure 11 , we plot the maximum r normalized by the number of wavelength channels versus number of network nodes for Moore graphs of degree ∆ = 3 and assuming t = 5 wavelength channels. Note that this plot represents actual capacity performance only if the Moore graphs exist. As in the case of the bidirectional ring, the most immediate observation is that the OPS and OFS architectures significantly outperform the OBS architectures. Also, since the node degree remains constant while the number of network nodes increases, the performance falls sharply, especially for OBS.
V. DEPENDENCE ON NUMBER OF SWITCH PORTS In Section III, we investigated the capacity performance of OPS, OFS and OBS assuming equal switch port counts in optical packet switches and OXCs at core nodes. Specifically, we assumed that each fiber could support a maximum of w unit capacity active wavelength channels, and that each node is equipped with t = w transceivers per fiber, one for each wavelength channel. This assumption led us to the result that the capacity region of OPS dominates that of OFS, and that the capacity region of OFS dominates that of OBS.
In this section, we investigate the capacity regions of the optical network architectures as a function of the number of switch ports available at core node switching devices. This is motivated by the incommensurate complexity and cost of comparable OPS, OFS and OBS architectures. For example, the present cost of an all-optical logic gate, a building block of OPS networks, is several orders of magnitude more than the cost of an electronic logic gate, the analogous building block for OFS and OBS networks. As before, we assume that each node generates (terminates) a maximum of t unit capacity wavelengths of traffic per outgoing (incoming) fiber, and hence has t tunable transceivers per fiber. However, depending upon the architecture, we may permit a larger number of wavelengths w to be carried on a fiber and switched at nodes.
A. OPS
As in Section III-A, we assume that optical packet switches may switch up to t wavelengths of traffic per fiber. Thus, each fiber may carry a maximum of t unit capacity active wavelength channels. The capacity region of the network is, as discussed at the end of Section III-A, given by the following corollary of Theorem 1:
Corollary 2
The capacity region of an OPS network with t unit capacity active wavelength channels is given by the admissibility constraints which state that no link may be subscribed beyond rate t.
Remark: As discussed at the end of Section III-A, this result holds for OPS networks with and without wavelength conversion capability.
B. OFS
In OFS, we allow the OXCs at core nodes to switch w ≥ t wavelength channels per fiber. We allow a larger number of switch ports in the OFS architecture because OFS core nodes are much simpler, and thus cheaper, to build than OPS core nodes. As we see in the following example, this relaxation in the number of OXC switch ports allows for certain traffic rates to be achievable in OFS networks but not in OPS networks. Figure 12, where nodes s 1 ,. In characterizing the capacity region of OFS under this relaxed assumption, we first note that a feasible network state corresponds to an ensemble of w stable sets-one for each wavelength-subject to the constraint that no more than t flows per fiber may originate or terminate at a network node. We point out that these w stable sets may be identical, and that they, furthermore, may belong to different conflict graphs altogether as it is certainly possible to route transactions differently over different wavelength channels. Let us now define the incidence vector of a w-stable set of a network as the sum of the incidence vectors of w stable sets of (possibly different) conflict graphs of the network. Then, by similar reasoning as in Section III-B, we have the following:
Example 5 (Bottleneck) Consider the network drawn in
Corollary 3
The capacity region of an OFS network with w ≥ t is the convex hull of all possible w-stable set incidence vectors of the network, subject to the constraint that the wstable sets result in no more than t flows per fiber originating or terminating at a network node.
Remark:
The above corollary assumes that the network does not have wavelength conversion capability. However, wavelength conversion may be handled as discussed at the end of Section III-B.
C. OBS
By similar reasoning as in Section III-C, the capacity region of OBS is dominated by that of OFS.
The development of an approximate throughput analysis of OBS under the assumption that OBS core nodes have w ≥ t ports per fiber resembles that of Section III-C. In particular we generalize the two OBS models presented in that section. As before, the probability that a given burst of type j is successfully received at its destination d j hops away is:
Pr(success on hop i).
The average delay of a burst type, and the throughput of the link i are also the same as in Section III-C:
where F is the number of types of bursts in the network, and I i (j) is the indicator function that has a value of unity if a burst of type j traverses link i.
1) Generalization of OBS Model 1:
Employing previous notation, the probability that a particular burst is successfully carried on its first hop is:
denotes the probability that a burst of a particular type is attempting transmission. The probability that the burst is successfully carried on hop h (2 ≤ h ≤ d j ) is similarly given by:
In the above two expressions, the summation index r represents the total number of burst types which are attempting transmission on the link at that instant in time, and the summation index l represents the number of those burst types that originate at the link.
2) Generalization of OBS Model 2:
In the generalization of the second analytical OBS model, the probability that the burst is successfully carried on its first hop is given by:
and the probability that the burst is successfully carried on hop h (2 ≤ h ≤ d j ) is given by:
D. On varying w with respect to t
Our last result relates the capacity regions of OPS, OFS, and OBS according to the relationship between w and t: To show 2), consider the five node ring illustrated in Figure 7 with t = 10 and w = 11. For an example of a traffic vector that can be accommodated by OPS but not by OFS or OBS, let the five flows illustrated in Figure 7 each have rate 5 − ε, where ε is very small. In order for this traffic vector to be accommodated, links must carry an average of 10 − 2ε wavelengths of traffic. However, even with 11 wavelengths available on each fiber, this is impossible to support with an OFS architecture, and hence, an OBS architecture. On the other hand, the traffic vector is clearly admissible, and thus serviceable with an OPS architecture. For an example of a traffic vector that can be accommodated by OFS and OBS but not OPS, define flows of rate 5 − ε and 6 − ε between nodes 1 and 5, and nodes 2 and 4, respectively. Since 11 − 2ε units of traffic pass through node 3, this traffic vector can be supported by an OFS and an OBS architecture but not by an OPS architecture (when ε is very small).
To prove 3), we show that any admissible OPS traffic vector can be accommodated by an OFS network with a large enough number of wavelengths. When there are at least as many wavelengths as there are flow types, then the OFS network may be viewed as a large nonblocking switch, in which the set of all tunable transmitters in the network correspond to the switch's input ports and the set of all tunable receivers represent the switch's output ports. By the results of [28] , there exist flow-based scheduling algorithms that are ratestable for the set of admissible traffic rates. If we additionally assume that there are sufficiently many receivers per fiber at destination nodes to avoid receiver collisions, then the capacity region of OBS is identical to that of OFS. This is because, provided that we can assign each burst type its own wavelength, once a burst enters the network it is guaranteed to reach its destination without collision. If, however, we assume that receiver collisions are possible, then it is no longer true that the OBS capacity region is equivalent to the OFS capacity region. Remark: Theorem 4 provides an indication of the relative performance of the OPS and OFS architectures if the costs of the architectures are made comparable while holding the number of transceivers per fiber t constant. When switch ports have commensurate costs in OPS and OFS core nodes, then the capacity performance of OPS dominates that of OFS. However, when switch ports in OPS core nodes are far more expensive than in OFS core nodes, then the converse is true: OFS outperforms OPS. Finally, when switch port cost in OPS core nodes is only moderately more expensive than in OPS core nodes, then it is possible that neither architecture dominates.
VI. DISCUSSION AND CONCLUSION
In this work, we put forth a framework for comparing optical transport network architectures which is based on a notion of core network capacity as the set of exogenous traffic rates that can be stably supported under operational constraints. Using this framework, we characterized the capacity regions of OPS, OFS, and OBS. We showed that, under the assumption of an equal number of switch ports per fiber at core nodes, the capacity region of OPS dominates that of OFS, and that the capacity region of OFS dominates that of OBS. These differences in capacity performance arose because of the benefits of core buffering and scheduling. We also applied these results to two important families of graphsbidirectional rings and Moore graphs-under uniform all-toall traffic and observed that the performances under OPS and OFS were the same or almost the same, while the performance under OBS was significantly worse.
Motivated by the incommensurate complexity/cost of comparable transport architectures, we investigated the dependence of relative capacity performance on the number of switch ports per fiber at core nodes. When this number is significantly larger in OFS than in OPS, we found that OFS outperforms OPS. This can be attributed to the fact that OFS exploits its higher capacity network core in spite of its lack of core buffering. This is a useful result because core routers are more expensive than OXCs with the same number of ports operating at the same line rates. Finally, we showed that when the number of switch ports per fiber in core nodes is only moderately larger in OFS than in OPS, then it is possible that neither OPS nor OFS dominates.
With respect to performance, one of the salient limitations of our work is the absence of a treatment of delay. A characterization of the capacity-delay trade-off in a network is important, as a network may operate significantly below its capacity in order to ensure reasonable delay. This work also neglects propagation delay. Propagation delays complicate scheduling because simultaneous data transmissions at sources do not necessarily imply simultaneous arrivals at destinations. Furthermore, nonsimultaneous data transmissions at different sources may arrive at the same destination simultaneously. A more complete performance study could lend support to the case for heterogeneous optical networks comprising more than one of the architectures considered in this work.
Finally, as mentioned in the introductory section, the goal of the network architect should be to determine which network architecture meets end user requirements with the minimum complexity/cost. While we were motivated in Section V by the importance of complexity/cost in assessing a network, our work omits a detailed consideration of the optical transport network architectures in this respect. Indeed, such a consideration would likely place OFS and OBS in a more positive light than a strict performance comparison. We now detail the algorithm in the proof of Theorem 2 which transforms probability vector Φ, where v(Φ) ≥ Λ, to probability vector Φ , such that v(Φ ) = Λ, and where Λ is some achievable traffic rate vector. The algorithm works by sequentially transforming the elements of the rate vector v(Φ) to the corresponding elements in Λ (assuming that these elements differ), while ensuring that the evolving vector is the result of a convex combination of stable set incidence vectors which correspond to feasible network states.
We now detail one iteration of the algorithm. Assume that the j th element of v(Φ), denoted v j and corresponding to the rate of flow j, is strictly greater than the corresponding element λ j of Λ. Recall that the SSS policy Φ corresponds to a convex combination of stable set incidence vectors which sum to v(Φ). We now restrict our attention to the incidence vectors in this convex combination which correspond to serving flow j (i.e., incidence vectors in this convex combination whose j th element is '1'). We denote the number of such vectors by k. Let us associate with each of these k incidence vectors an index i, and let us denote their corresponding convex coefficients α i , i = 1, . . . , k. These k incidence vectors, along with their corresponding convex coefficients, form a subconvex (i.e., k i=1 α i ≤ 1) sum Λ j whose j th element is v j . We wish to transform Λ j into another vector Λ j whose j th element is λ j but is otherwise identical to Λ j . We define i t as the minimum index such that it i=1 α i > λ j . We now modify the incidence vectors i t , . . . , k and their convex coefficients in the following way, such that the rate of flow j equals λ j : 1) We change the j th element of incidence vectors i t + 1, . . . , k from '1' to '0'. The convex coefficients of these modified incidence vectors remain the same. 2) We change the convex coefficient of incidence vector i t to α a it = λ j − it−1 i=1 α i . 3) We introduce a new incidence vector identical to incidence vector i t , except that the j th element is '0' instead of '1'. The coefficient associated with this new incidence vector is α
It is easy to see that the modified vectors resulting from steps 1) and 3) are still stable set incidence vectors since they correspond to subsets of feasible network states. Furthermore, the subconvex combination resulting of the above modified vectors and coefficients exactly equals Λ j , as desired. Finally, the sum of the new set coefficients remains k i=1 α i . This implies that, after combining these modified incidence vectors with the original incidence vectors which did not contribute to flow j's rate, the ensemble of incidence vectors and their coefficients form a convex combination whose j th element is λ j . Therefore, by repeating the above procedure for each element of v(Φ) that is strictly greater than the corresponding element in Λ, we form a new probability vector Φ satisfying v(Φ ) = Λ.
APPENDIX B: COMPUTATION OF X(t, y, x)
Consider an urn containing t balls, each colored distinctly. Now draw a single ball from the urn, note its color, and replace it in the urn. Repeat this procedure x − 1 times for a total of x draws. X (t, y, x) is the probability that exactly y distinct colors were observed over the course of the x trials. We define X(t, y, x) = 0 if the conditions 1 ≤ y ≤ t and y ≤ x are violated. Otherwise, we compute X(t, y, x) using the following recurrence relation: X(t, y, x) = X(y, i, x) , otherwise. The case of y = 1 is straightforward. For the other case, the intuition behind the above expression is as follows. We first assume that the y distinct colors out of the t possible choices are fixed. Then, with these fixed y distinct colors, we find the probability that, over the x trials, we only select from this set of y colors. This probability is (y/t)
x . Note that, in addition to accounting for the probability that exactly y colors are observed, this expression also includes the sequences of x trials where fewer than y distinct colors are observed. We therefore we need to subtract out these cases with fewer than y distinct colors from the previous expression. The aggregate probability of these undesired events is 
