Introduction
============

Logistic regression is one of the most utilised statistical analyses in multivariable models especially in medical research. Beside the fact that most clinical outcomes are defined as binary form (e.g. survived versus died or poor outcome versus good outcome), logistic regression also requires less assumptions as compared to multiple linear regression or Analysis of Covariance (ANCOVA). In observational studies, logistic regression is commonly used to determine the associated factors with or without controlling for specific variables and also for predictive modelling ([@b1-12mjms25042018_oa9]--[@b4-12mjms25042018_oa9]). Since the purpose of most of statistical analyses is for inference, determination of sample size requirement is necessary before the analysis is conducted.

The sample size requirement for logistic regression has been discussed in the literature. Earlier on, Hsieh ([@b5-12mjms25042018_oa9]) proposed a sample size table for logistic regression but limited the estimation for only one covariate. According to the paper, adjustment needed to be made for the sample size tables such as dividing the estimated sample size with a factor of (1--*p*^2^) when sample size need to be estimated for logistic regression. Another famous sample size guideline proposed that the minimum required sample size should be based on the rule of event per variable (EPV) ([@b6-12mjms25042018_oa9]). According to Concato et al. and Peduzzi et al., the concept of EPV of 10 is acceptable for both logistic regression and cox regression ([@b6-12mjms25042018_oa9]--[@b7-12mjms25042018_oa9]).

Based on EPV, researchers need to estimate the proportion for the outcome in the least category and divide it by 10 in order to determine the number of independent variables which can be studied. The concept of EPV with 10 received some critics ([@b8-12mjms25042018_oa9]) and hence, Austin and Steyerberg recommended EPV of 20 instead ([@b9-12mjms25042018_oa9]). Besides that, studies with small to moderate samples size such as less than 100 usually overestimate the effect measure. Nemes and colleagues from their simulation study, showed that large sample size preferably 500 will increase the accuracy of the estimates ([@b10-12mjms25042018_oa9]). The rules of thumb with 500 subjects were also been recommended by other studies ([@b11-12mjms25042018_oa9]--[@b12-12mjms25042018_oa9]). In these studies, sample size with 500 and above yielded statistics which represented the parameters in the targeted population. The results were derived after evaluating few populations and were analysed based on various statistical tests.

The present study did an evaluation using real patient data derived from an observational study to evaluate the extent of different sample sizes used in affecting the discrepancy between the sample statistics and the actual parameters in the target population. The purpose of this comparison is to estimate a minimum sample size required for a research study which is able to yield the closest estimate for the coefficients and also *r*-squared. This is to determine a sizeable sample size for logistic regression that can produce the statistics which is able to be inferred to the larger population particularly for observational studies.

Sample size for experimental studies are usually calculated using sample size softwares. In experimental studies, the confounders are usually controlled at study design stage and this made the calculation is feasible based on univariate analysis. The researcher only need to estimate of effect sizes in order to calculate the minimum requirement of sample size. Very often, observational studies will involve multivariable analysis with many parameters and various effect sizes. Therefore, in the present study, we propose a simple rule of thumb as a basis for sample size estimation for logistic regression particularly for observational studies. In the perspective of observational studies, the findings obtained from the validation of real data were used as the basis for sample size recommendation for logistic regression.

Material and Methods
====================

Validation was conducted to verify the accuracy between statistics and parameters. The validation was performed using real patient data from "An Audit of Diabetes Control and Management (ADCM) 2009", which included all data collection (at a national-level) of patients with diabetes mellitus from all government health clinics in Malaysia in 2009. The methodology of this data collection process was explained in a previous paper and published elsewhere ([@b13-12mjms25042018_oa9]). We selected one government health clinic which had a relatively high number of patients with a total population of 1,595, and re-analysis was done by using different sub-samples (*n* = 30, 50, 100, 150, 200, 300, 500, 700 and 1,000).

We tested a multivariable model by using eight explanatory (or independent) variables and one outcome (or dependent variable). The dependent variable was glycemic control (HbA1c) in binary form (\< 7.0 versus ≥ 7.0) while a set of independent variables included gender, age, body mass index, diabetes treatment, duration of diabetes mellitus, systolic blood pressure, status of co-morbidity and low-density lipoprotein level. Since data was not collected in a prospective manner, the model developed could only be used to test for an association between the independent variables and the outcome; rather than to identify and determine the risk factors or determinants for HbA1c ([@b14-12mjms25042018_oa9]--[@b15-12mjms25042018_oa9]).

The findings obtained from the validation were then analysed. The statistics such as *r*-squared and coefficients derived from the samples were compared with the respective true values (parameters) in the targeted population. The analysis was conducted using logistic regression where the sample sizes (*n* = 30, 50, 100, 150, 200, 300, 500, 700 and 1,000) were selected at random. From the results, guidelines of sample size estimation for logistic regression based on the concept of event per variable (EPV) and sample size formula (*n* = 100 + *xi*, where *x* is integer and *i* represents the number of independent variables in the final model) were introduced.

After the guidelines of the sample size were identified, these guidelines (based on EPV and sample size formula) were re-evaluated based on another extremely large population with total population of 70,899 records. This population was also from ADCM 2009 registry but included all notification records from participating health clinics in 2009. The approach in the analysis of the logistic regression model is similar to the approach of analysis as presented in [Table 1](#t1-12mjms25042018_oa9){ref-type="table"}. Existing rules of thumb for sample size using logistic regression are highly dependent on the number of independent variables. Therefore, the evaluation using very large population is necessary to determine whether these guidelines can still provide satisfactory results (results yield minimal bias between results derived from parameters and statistics, respectively).

For data management, single imputation technique was applied to replace the missing values where the missing in numerical values were replaced with mean and missing in categorical values were replaced with mode. The logistic regression was conducted without stepwise method (enter method). All the analyses were carried out using IBM SPSS version 21.0 (IBM Corp. Released 2012. IBM SPSS Statistics for Windows, Version 21.0. Armonk, NY: IBM Corp.).

Results
=======

Validation
----------

The details of the variables are presented in [Table 1](#t1-12mjms25042018_oa9){ref-type="table"} and results obtained from the validation are illustrated in [Figure 1](#f1-12mjms25042018_oa9){ref-type="fig"} and [Figure 2](#f2-12mjms25042018_oa9){ref-type="fig"}. The validation involved eight independent variables with five categorical variables and three numerical variables. Based on [Figure 1](#f1-12mjms25042018_oa9){ref-type="fig"} and [Figure 2](#f2-12mjms25042018_oa9){ref-type="fig"}, results showed that with a minimum sample size of 500, it is possible to ensure that the differences between the sample estimates and the population parameters such as regression coefficients and Nagelkerke *r*-squared to be sufficiently small (i.e. differences within ± 0.5 for coefficients and differences within ± 0.02 for Nagelkerke *r*-squared). This indicates that a minimum sample size of 500 will yield reliable and valid sample estimates for the targeted population.

Comparison with the Approach Based on EPV and Formula; n = 100 + xi
-------------------------------------------------------------------

Previous studies introduced a minimum guideline for EPV ([@b6-12mjms25042018_oa9]). These guidelines were re-evaluated based on a real-life clinical data with emphasis on the accuracy between statistics and sample. The parameter of poor control of HbA1c level was known with 80.0%. When taking a rule of thumb with EPV of 10, sample size of 100 is sufficient for eight independent variables. However, results based on the validation for sample size of 100 yielded a lot of bias in the coefficients and Nagelkerke *r*-squared. The findings showed that statistics which could represent the true values in the population could only be achieved with EPV of 50 ([Table 2](#t2-12mjms25042018_oa9){ref-type="table"}).

A simple formula such as *n* = 100 + *xi* (*x* is integer and *i* represents number of independent variable in the final model) was introduced as a basis of sample size for logistic regression particularly for observational studies where the sample size emphasised the accuracy of the statistics. The recommended rule of thumb was *n* = 100 + 50(*i*) in which this formula would yield 500 subjects since *i* was equivalent to eight (independent variables) ([Table 2](#t2-12mjms25042018_oa9){ref-type="table"}).

Re-Evaluation of the Rules of Thumb
-----------------------------------

The rules of thumb based on EPV 50 and *n* = 100 + 50(*i*) were selected. The sample size based on these rules of thumb were re-evaluated in another different and extremely large population. The analysis yielded minimum bias in terms of coefficient (comparing between coefficients from the parameter and the respective statistics) based on sample size 500 and more ([Figure 3](#f3-12mjms25042018_oa9){ref-type="fig"}). This indicated the suitability of sample size based on EPV 50 and formula *n* = 100 + 50(*i*) which were not affected by the total number of the population. The difference in Nagelkerke *r*-squared between parameter and statistics of 500 subjects, 700 subjects and 1,000 subjects were −0.013, −0.016 and −0.014, respectively. The differences in coefficients between parameter and statistics of 500 subjects, 700 subjects and 1,000 subjects ranged between −0.457 and 0.986.

Discussion
==========

Conventionally, the minimum required sample size for almost all types of multivariable analysis is determined using a rule-of-thumb such as for MLR/ANCOVA ([@b16-12mjms25042018_oa9]--[@b17-12mjms25042018_oa9]), logistic regression ([@b5-12mjms25042018_oa9]--[@b6-12mjms25042018_oa9]) and exploratory factor analysis ([@b18-12mjms25042018_oa9]--[@b20-12mjms25042018_oa9]). This is because multivariable analysis involves many parameters and those parameters are sometimes difficult to estimate. In this study, we proposed a simple guideline to determine sufficient sample size for logistic regression particularly for observational studies in large population. The emphasis is to estimate sizeable effect size that is able to derive the closest estimates for the parameters in the targeted population.

Based on the findings, sample size with at least 500 is able to produce statistics that are nearly representative of the true values in the targeted population. This recommended sample size of 500 had also been proposed in previous studies ([@b11-12mjms25042018_oa9]--[@b12-12mjms25042018_oa9]). The present study proposes a desirable sample size to detect a close approximation for the parameters in the targeted population and the aim is to be able to detect an almost accurate for low to large effect sizes.

A major concern of performing a statistical analysis is the validity of the inference drawn from the results obtained from a sample, and whether such inference can be a close approximation of the true value obtained from the target population. In other words, either low, medium or large effect sizes found in an inferential analysis might not represent the true effect size for the targeted population. The only way to know this is by conducting census study which challenging and costly.

In any research study that involves inferential analysis, there is a possibility that the research findings is false ([@b21-12mjms25042018_oa9]). This is because, most inferential studies rely on the *P*-value less than 0.05 or 0.01 as the indicator of evidence for inference where the parameters remain unknown until census study is conducted for a particular population ([@b22-12mjms25042018_oa9]--[@b23-12mjms25042018_oa9]). Therefore, to ensure the estimates are valid, it is recommended that research studied to be conducted with a sufficient sample size especially when the analysis involves multivariable analysis and this is usually the case for observational studies ([@b11-12mjms25042018_oa9]--[@b12-12mjms25042018_oa9], [@b24-12mjms25042018_oa9]--[@b27-12mjms25042018_oa9]).

The present study introduces a simpler formula for sample size estimation particularly for logistic regression in observational studies. This study proposes a formula of *n* = 100 + *xi* where *x* is any integer and *i* represents number of independent variable. The basis of the formula is that sample size is determined by two factors which are an integer and number of independent variables. The constant of 100 is fixed based on a previous a study which reported that a sample size of 100 or less for logistic regression is not sufficient ([@b10-12mjms25042018_oa9]). In this study, *i* is fixed at eight and thus an appropriate integer needed to be determined next. Based on the validation result, the reasonable value for *x* is 50. Therefore, for eight independent variables, the sufficient sample size to be able to derive statistics that is presentative of the parameter in the targeted population is 500 (500 = 100 + \[50 × 8\]). Hence, based on the concept of EPV, the recommended rule of thumb is EPV is 50.

In sample size estimation, it is well understood that a smaller sample size is needed to detect large effect size. In other words, sample size lower than 500 is sufficient if the aim of the analysis is to determine factors which are highly associated with an outcome. However, the common problem in research is that the effect size is unknown most of the times. Hence, to purposely estimate a lower sample size with the assumption that the estimated effect sizes are large can introduce bias. To overcome the problem, researchers need to be able to estimate an almost accurate effect sizes based on literatures. Besides that, majority of multivariable analysis such as logistic regression will involve stepwise analysis, resulting in only independent variables with large effect size to be remained in the result ([@b1-12mjms25042018_oa9]--[@b2-12mjms25042018_oa9]). Therefore, a lower rule of thumb such as EPV of 10 and 20 are still relevant and this subject to in a case for medium to large effect size.

For observational studies with large population that involves logistic regression analysis, a minimum sample size of 500 is necessary to derive the statistics that represent the parameters in the targeted population. The other recommended rules of thumb are EPV of 50 or formula of *n* = 100 + 50(*i*) where *i* refers to number of independent variables in the final model. Sample size less than 500 or sample size derived from EPV of 50 or *n* = 100 + 50*i* could also be sufficient provided the result from the analysis yields medium to large effect sizes.

These rules of thumb have been tested in extremely large population in this study and results showed that the statistics derived from the sample were almost similar to the parameters in the population. The possibility in getting the minimum bias when sample size of 500 was used could be potentially happen because the statistics were derived based on almost 30% of the total population (30/100 × 1595 = 478.5). However, the same rules of thumb are still able to provide minimum bias after testing the same logistic regression model in large population (*N* = 70,899). This indicates that the suitability of sample size based on EPV 50 and formula *n* = 100 + 50(*i*) is not directly influenced by the total number of the population.

Previous study by Hsieh et al. ([@b28-12mjms25042018_oa9]) proposed a formula to estimate sample size for multivariable logistic regression based on desired effect sizes such as odd ratio and *r*-squared. The major difference between the study by Hsieh et al. ([@b28-12mjms25042018_oa9]) and present study is the basis of sample size determination in which Hsieh et al. ([@b28-12mjms25042018_oa9]) used the formula based on the statistical test of logistic regression to determine the sample size while present study proposed the rule of thumb based on an audit or validation from population data. The concept proposed by Hsieh et al. ([@b28-12mjms25042018_oa9]) is more suitable for experimental studies as sample size estimation is based on the effect size. However, to determine the effect sizes for observational studies such as studies to determine the associated factors toward an outcome can be difficult since the analysis involves multiple variables. Therefore, the present study proposed a simpler rule of thumb to estimate sample size for non-experimental studies.

One of the limitations of this study is that the validation was tested based on a single dataset. However, previous studies tested various datasets and the findings were consistent with the present study ([@b11-12mjms25042018_oa9]--[@b12-12mjms25042018_oa9]). The other limitation is that simulation analysis was not conducted due to a few reasons. Sample size guideline based on simulation is dependent on the model setting and it is understood that there are various regression models that can be developed since the models can involve small to large number of independent variables and various pre-specified effect sizes can be allocated for the simulation purpose.

Therefore, various types of simulation with different models can be difficult to be conducted in a single paper. In this present study, the parameters are already known, hence it is feasible to compare the bias between statistics and parameters based on each sub sample taken by random. To test the robustness of the results, validation based on various real-life datasets are necessary for recommendation in future studies. Sample size guidelines based on simulation analysis have been conducted in other studies ([@b6-12mjms25042018_oa9], [@b10-12mjms25042018_oa9]) with different models. Study by Nemes et al. recommended sample size of 500 which is a similar recommendation in this present study ([@b6-12mjms25042018_oa9]).

Conclusions
===========

In conclusion, for observational studies that involve logistic regression in the analysis, this study recommends a minimum sample size of 500 to derive statistics that can represent the parameters in the targeted population. The other recommended rules of thumb are EPV of 50 and formula; *n* = 100 + 50*i* where *i* refers to number of independent variables in the final model. However, sample size less than 500 may be sufficient for associations that yield medium to large effect size.
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###### 

Information for an audit data, variables name and the code

  Variables                        Code for variable
  -------------------------------- -------------------
  **Outcome**                      
  HbA1c                            
   Poor                            Reference group
   Good                            1
  **Associated factors**           
  *Categorical form*               
  Gender                           
   Male                            1
   Female                          Reference group
  BMI Category                     
   Normal                          2
   Underweight                     3
   Overweight                      4
   Obese                           Reference group
  Duration of diabetes             
   \< 5 years                      5
   5--10 years                     6
   \> 10 years                     Reference group
  Treatment                        
   Diet only                       7
   Oral ADA only                   8
   Insulin only                    9
   Both oral and insulin           Reference group
  Co-morbidity                     
   No                              Reference group
   Hypertension only               10
   Dyslipidemia only               11
   Hypertension and Dyslipidemia   12
  *Numerical form*                 
  Age                              13
  Low-density lipoprotein          14
  Blood pressure (systolic)        15

###### 

Comparison with the basis of sample size based on rule of thumb between EPV (prevalence of poor control = 80.0% and number of independent variables = 8) and formula of *n* = 100 + *xi* (*x* is integer and *i* represents number of independent variable)

  Guideline         Minimum sample in poor control   Minimum sample size based on EPV     Number of independent variables   Minimum sample size based on formula
  ----------------- -------------------------------- ------------------------------------ --------------------------------- --------------------------------------
  *EPV*                                                                                                                     
   EPV of 10        80                               100 (80 in poor outcome category)                                      
   EPV of 20        160                              200 (160 in poor outcome category)                                     
   EPV of 30        240                              300 (240 in poor outcome category)                                     
   EPV of 40        320                              400 (320 in poor outcome category)                                     
   EPV of 50        400                              500 (400 in poor outcome category)                                     
  *Formula*                                                                                                                 
   100 + 10 (*i*)                                                                         8                                 180
   100 + 20 (*i*)                                                                         8                                 260
   100 + 30 (*i*)                                                                         8                                 340
   100 + 40 (*i*)                                                                         8                                 420
   100 + 50 (*i*)                                                                         8                                 500
