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Abstract: We show how affine and projective special Ka¨hler man-
ifolds emerge from the structure of quantization. We quantize them
and construct natural (wavefunction) representations for the corre-
sponding coherent states. These in turn are shown to satisfy the
precise generalizations of the BCOV holomorphic anomaly equation
(hep-th/9309140), thus extending the work in hep-th/9306122. As a
byproduct of the analysis we construct the explicit general solution
to the holomorphic anomaly equation.
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1. Introduction
Special Ka¨hler manifolds have been studied in the physics literature since the
seminal papers [ST], [dWLPSV], [WP], [G]. These split into two main cate-
gories. The first are known as affine special Ka¨hler manifolds (or rigid special
Ka¨hler manifolds) while the second as projective special Ka¨hler manifolds (or
local special Ka¨hler manifolds). While the former arise as moduli spaces of
vector-multiplets in rigid N = 2 supersymmetric four dimensional gauge the-
ories (e.g. [ST], [SW1], [SW2]), the latter arise analogously in the corresponding
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(locally supersymmetric) supergravity theories (e.g. [dWLPSV][WP], [S]). The
structure of projective special Ka¨hler manifolds has also been rediscovered within
the framework of string theory ([CFG], [CV], [BCOV]), thus providing a micro-
scopical description of the vector-multiplet moduli spaces in the aforementioned
four dimensional theories. Mathematically, special Ka¨hler manifolds have been
defined both extrinsically ([C], [BC]) and intrinsically [Fr]. Of great relevance is
also [CL], where central results of [BCOV] have been understood and extended
within a rigorous mathematical framework.
Focusing on the string theory perspective, projective special Ka¨hler manifolds
arise as moduli spaces of certain two dimensional closed topological string theo-
ries whose underlying topological field theories are obtained as topological twists
ofN = (2, 2) two dimensional conformal field theories, most notably sigma models
into complex three dimensional Calabi-Yau manifolds. The fundamental object
of study in these topological string theories is the generating functional of all
scattering amplitudes of closed topological string states. In fact, much of the
attention is reserved to states that correspond to so-called marginal fields. These
are fields that induce infinitesimal deformations of the corresponding topological
field theory to a “neighboring one”. In [BCOV] it was shown that this restricted
generating functional satisfies a differential equation, which was named the holo-
morphic anomaly equation. More precisely the restricted generating functional is
of the form:
Z(u, p),
where u stands for a choice of marginal field, while p labels the topological con-
formal field theory within which the scattering of marginal fields takes place.
And the name “holomorphic anomaly” is due to the fact that if one departs
from genus zero scattering surfaces one finds that the generating functional has
non-holomorphic dependence on the space of p’s, namely the moduli space of
topological field theories attached to a given initial one. In [Wi] it was shown
how a similar structure to that of the holomorphic anomaly equation arises if
one performs a version of geometric quantization of the moduli space of B-model
topological conformal field theories, where the special Ka¨hler manifold is a moduli
space of complex structures of complex three dimensional Calabi-Yau manifolds.
In this paper we expand on the work of [Wi], showing, in fact, how the very
structure of special Ka¨hler manifold, both affine and projective, arises as the
simplest quantizable geometry. Moreover, in our framework we recover the precise
form of the holomorphic anomaly equation of [BCOV], while at the same time
providing its general solution. It is important to stress that just as in [Wi], also
in the present work, the perspective is not a microscopical one. In particular, our
derivation of the holomorphic anomaly equation is not ascribed to the detailed
knowledge of the moduli spaces of Riemann surfaces. Crucial to our construction
is instead the approach of [Fed2] to the quantization of symplectic manifolds. In
close analogy to [Wi], though in much greater generality, in this framework the
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holomorphic anomaly equation translates to a parallel transport equation with
respect to a flat connection A on a Hilbert bundle over the classical phase space.
The present work develops as follows. In section 2 we recall the very basics of
quantization. In section 3 we intend to provide a simple review of the approach
in [Fed2] to the quantization of symplectic manifolds. In section 4.1 we show
how affine special Ka¨hler manifolds arise as the “simplest” quantizable spaces.
Complementary to the developments of the aforementioned sections is the repre-
sentation, in 4.3, of the coherent states corresponding to the affine special Ka¨hler
manifolds. The crucial notion here is that of coherent tangent bundle. Subse-
quently in 4.4 we show how the thus constructed wavefunction, at this point only
for strictly Riemannian affine special Ka¨hler manifolds, satisfies a version of the
holomorphic anomaly equation, which we shall call throughout simply master
equation. In 4.5 and 4.6 we then provide its general solution. In 5 we start the
study of the projective special Ka¨hler manifolds of interest in the physics litera-
ture. These arise as quotients of affine conic, but Lorentzian, affine special Ka¨hler
manifolds. Thus first we unravel the structure of conic special Ka¨hler manifold
in a way best suited for our formalism, also providing a possible quantum inter-
pretation 5.1 for the conic structure. Subsequently we define the quantization of
Lorentzian affine special Ka¨hler manifolds (sections 5.3 and 5.4) and finally we
show how to quantize the quotient, projective special Ka¨hler manifold in 5.5. In
this way we arrive at the desired master equation, while simultaneously having
provided its general solution.
2. Quantization review
In this section we will review the general principles underlying quantization of
classical phase spaces. The basic ingredients are a classical phase space, which
we will assume to be a smooth manifold M , a space of quantum states, which by
definition is complex projective space Pn of a priori arbitrary dimension n, and
a quantization map. This is a map
φ :M → Pn
identifying the classical state space (or a portion thereof) as a subset of the space
of quantum states1. The image of this map, φ(M), is known as the space of
coherent states. Part of the problem of quantization is the classification of such
triples. Complementary to that, is the task of transporting the basic invariants of
Pn via φ to M . The basic algebraic invariant of interest is the maximal compact
subgroup G of Aut(Pn). This can also be viewed as the group of automorphisms
1As classical mechanics should in principle be recovered from quantum mechanics, φ should
be in some sense faithful, e.g. an immersion or even embedding.
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of Pn endowed with the pairing:
(x, y) :=
|〈x, y〉|
||x|| ||y||,
where 〈·, ·〉 denotes a sesquilinear product on Cn+1. It is the result of Wigner’s
Theorem, that G is composed exactly of the unitary and antiunitary transfor-
mations of (Cn+1, 〈·, ·〉). The space of quantum observables is the Lie algebra
g = Lie(G), while what is known as the algebra of quantum observables is its
universal enveloping algebra U(g).
The algebra of classical observables is recovered as follows. Let F ∈ U(g), then
its classical counterpart is a complex valued function f :M → C given by:
f(p) = 〈φ(p), Fφ(p)〉.
The universal enveloping algebra is represented by the so-called star-product ⋆,
which by definition must satisfy:
(f ⋆ g)(p) := 〈φ(p), F ·Gφ(p)〉.
In the following we will suppress one degree of arbitrariness in the choice of the
quantization triple, namely the dimension of projective space. In fact, without
loss of generality, we are allowed to consider the direct limit:
P∞ := lim
n→∞
Pn.
This in turn can be viewed as H/C∗, where H is an infinite dimensional separable
Hilbert-space. It is important to remark, as it will be crucial in what follows,
that any two such Hilbert-spaces are isomorphic. Before venturing into the more
general case, it will be useful to recall the very well known quantization of R2d.
2.1. The simplest case: M = R2d
Given the definition of quantization above, a priori there are a multitude of
quantization maps φ of R2d. However its canonical quantization presupposes
a much more rigid structure than that of a smooth manifold. Indeed R2d is
identified with its group of translations Γ, or more precisely with an orbit, e.g.
Γ · e, where e denotes the identity element e = 0 ∈ R2d. Then the quantization
maps reduce to the projective representations:
ρ : Γ→ Aut(P∞).
As is well known these are in one-to-one correspondence with the family of linear
representations:
ρˆ : Γˆ→ Aut(H)
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labeled by a central extension Γˆ of Γ. These in turn are fully specified by the
choice of a skew-symmetric bilinear form ω−1 ∈ ∧2(Lie(Γ))∗. Passing to the Lie
algebra description altogether, Lie(Γˆ) is then specified by the following commu-
tation relations:
[xˆi, xˆj ] = iω−1(xi, xj).
By a slight abuse of notation, we have multiplied the generators by i =
√−1, so
that these will be represented as self-adjoint operators. We will restrict attention
to the case where ω−1 is non-degenerate. Although this is no real loss of generality
in the present case, it will be in the following sections, where the space (R2d, ω−1)
is generalized to a Poisson manifold, while we will be solely interested in the
symplectic case2. In the non-degenerate case, Γˆ is known as a Heisenberg group,
and these are in fact all equivalent. This simply follows from the fact that any
non degenerate skew-symmetric matrix can be brought to canonical form ǫ by an
invertible matrix Λ, as
ΛTωΛ = ǫ.
It will be useful in the following to introduce further canonical objects: η, the
standard euclidean metric, and the complex structure I given by:
η = Iǫ.
Part of the Stone-von-Neumann-Mackey Theorem states that Γˆ has a unique, up
to isometry, unitary irreducible and infinite dimensional representation on a sep-
arable Hilbert-space. In fact, since infinite dimensional separable Hilbert-spaces
are all equivalent, we can view each such H as furnishing such an irreducible
representation. Indeed this is realized as follows. First, presupposing canonical
form, split LieC(Γˆ) into raising and lowering subalgebra spanned by the operators:
xˆi(η + iǫ)ij and xˆ
i(η − iǫ)ij
respectively. The former are commonly known as annihilation while the latter
as creation operators. Then choose an orthonormal basis {|n〉} of H enumerated
by n ∈ Nd0. Declare |0〉 to be the highest weight vector and let the action of
xˆi(η − iǫ)ij be specified by:
xˆi(η − iǫ)ij |n〉 ∼ |n+ ej〉,
where ej denotes the unit vector in the jth direction and ∼ indicates equal up
to a suitable unique proportionality factor. At this point we can turn to the
representation ρˆ:
ρˆ(p) = exp(iωijx
ixˆj),
2Roughly speaking the requirement that the phase-space be symplectic replaces the notion
that the quantization map φ should be “ faithful”.
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where p = (x1, . . . , x2d). Given this representation, it is straightforward to obtain
the quantization map:
φ(p) = ρˆ(p)|ψ〉, (2.1)
where |ψ〉 is an arbitrary, nonzero, state in H. This choice is irrelevant, it can
be removed by an automophism of Pn. If we choose |ψ〉 = |0〉, we recover the
canonical notion of coherent state:
|x〉 = exp(iωijxixˆj)|0〉. (2.2)
This in particular satisfies:
xˆi(η + iǫ)ij |x〉 = xi(η + iǫ)ij |x〉,
namely, it is an eigenstate of the annihilation operators.
For the sake of completeness we will sketch how to extract the star-product in
the particular case M = R2 3. While the above notation is convenient as a
reference for future sections, we will, solely for this independent appendix to
this review section, use the common notation with annihilation operator a and
creation operator a†, which up to a factor are equivalent to the ones defined
above. Then the canonical coherent states are usually denoted as |α〉, where
α = (1/
√
2)(y1 + iy2) and (y1, y2) = x are the coordinates of a point p ∈ R2.
Then, from the defining property:
a|α〉 = α|α〉,
one can recover the state |α〉 as:
|α〉 = exp
(
−1
2
|α|2
)∑
n≥0
αn√
n!
|n〉,
where we have normalized |α〉 to 1. Moreover, in the usual notation:
ρˆ(p) =: U(α) = exp(αa† + αa).
Then
(f ⋆ g)(p) = 〈α|F ·G|α〉
=
∑
n≥0
〈0|U(−α)FU(α) |n〉〈n| U(−α)GU(α)|0〉
=
∑
n≥0
1
n!
〈0|U(−α)FU(α) (a†)n|0〉〈0|an U(−α)GU(α)|0〉
3The more general case M = R2d is then obtained in a straightforward fashion.
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=
∑
n≥0
1
n!
〈0|adn−a† [U(−α)FU(α)]|0〉〈0|adna [U(−α)FU(α)]|0〉
=
∑
n≥0
1
n!
(
∂n
∂αn
f
)
(p)
(
∂n
∂αn
g
)
(p)
=
(
f exp
(
1
2
〈←∇, (η−1 + iǫ−1)
→
∇〉
)
g
)
(p).
In order to appreciate the significance of the star product in physics, one should
introduce Planck’s constant ~, which we have implicitly set to 1. The latter
is reintroduced precisely by the following change of coordinates: (y1, y2) 7→
(
√
~y1,
√
~y2). Then the star product reads:
(f ⋆ g)(p) =
(
f exp
(
~
2
〈←∇, (η−1 + iǫ−1)
→
∇〉
)
g
)
(p).
Using the above one can now, in particular, recover Hamilton’s equations of
classical mechanics as the classical limit (~→ 0) of Heisenberg’s equations.
3. A more general case: quantization of symplectic
manifolds
We are now faced with the problem of generalizing this beautiful yet very special
construction for R2d to the general case of a symplectic manifold M of dimension
2d. For this, we follow Fedosov’s method [Fed1, Fed2]. Accordingly we construct
quantization maps as follows. First we choose a point p ∈ M and declare that
this be mapped to the point φ(p) =: |p〉 ∈ P∞. Next, we declare that any other
point p′ in the vicinity (to be explained later) of p be mapped to the point:
p′ → φ(p′) =: U(p′, p)|p〉,
for some U(p′, p) ∈ Aut(P∞). In particular it must be continuously connected to
the identity, therefore U(p′, p) is unitary. In fact, thanks to the QR decomposition
of matrices, this is no loss of generality. Let’s now erect a (at this point arbitrary)
coordinate system {xk} in a neighborhood Vp of p. And let’s define the object
−A(p) = ∂
∂xk
U(p′, p)
∣∣∣∣
p′=p
dxk.
We can interpret A as a flat connection on a P∞-bundle over X . For compu-
tational purposes however, it is more convenient to work on the corresponding
H-bundle where, by a slight abuse of notation, the connection A is allowed to
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have holonomies in the centre of Aut(P∞) namely C∗. That is, A satisfies the
Maurer-Cartan equation:
dA+ A ∧ A ∈ Ω2(M,C).
In other words, A is projectively flat as a connection on the H-bundle. Without
loss of generality we can however assume that, as a connection on the H-bundle,
A is flat, namely:
dA+ A ∧ A = 0. (3.1)
For this we simply have to twist the H-bundle by a hermitian line-bundle with a
connection whose curvature precisely cancels that of A. We shall hitherto refer
to the state |p〉 parallel transported by A, viewed as an element in H, as |p〉A.
Clearly U(p′, p) can be written in the form:
U(p′, p) = P exp
(
−
∫
γ
A
)
,
where P stands for path-ordered, γ : [0, 1]→ M is a path with endpoints γ(0) =
p, γ(1) = p′, and since A is flat the result of the integration only depends on the
homotopy class [γ]. In particular, if we restrict attention to a simply connected,
or even better, contractible neighborhood of p, then the result of integration is
completely independent of the chosen path and in that case we are allowed to
refer to the integral as
∫ p′
p
. One could also do this globally if one replacesM with
its universal cover altogether.
So far the discussion was very general, in that we have not required any special
properties of M other than it be smooth and we have traded the notion of quan-
tization map for that of a flat connection on an H-bundle. The interesting step is
now to find a good classification of the solutions to (3.1). We will assume at this
point that M is symplectic, and we choose Vp to be a Darboux patch, namely a
coordinate neighborhood where the symplectic form ω is flat. Attached to this
flat symplectic form we have a corresponding Heisenberg algebra with generators
xˆi and H is the corresponding irreducible representation. The intuition behind
this is to envisage the tangent space TpM at each point p ∈M as a copy of Lie(Γ).
In a suitable sense every self-adjoint operator of H is an element of U(Lie(Γ)).
In informal terms, this follows from the following decomposition of the projector
on the highest weight state |0〉:
|0〉〈0| =
∑
~k∈Nd
0
(−1)k (a
†)kak
k!
=
∑
~k∈Nd
0
(−1)k
(
a†a
k
)
.
In the above we have used multi-index notation. This decomposition allows us
to expand A as follows:
A(p) = i
∞∑
l=0
∑
i1≤···≤il
(αi1,...,il,k(p)xˆ
i1 · · · xˆil + h.c)dxk. (3.2)
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Equation (3.1) thus decomposes into an infinite number of equations. More pre-
cisely (3.2) is well defined in the topology defined by the seminorms:
|〈ψ1| · |ψ2〉| with ψ1 ∈ Sd, ψ2 ∈ H,
where by Sd ⊂ H we denote the space of states whose coefficients cn in the
expansion ψ1 =
∑
n cn|n〉 tend to zero as ||n|| → ∞, faster than any polynomial
of n ∈ Nd0 4. Thus the notation Sd is suggestive for Schwarz-space, although
this should not be taken literally. At this point we remark that the canonical,
Poissonian coherent states of M = R2d are elements of Sd. What this restriction
on the topology implies, is that for the perturbative ansatz (3.2) to be well-
defined, we should represent the state |p〉A as a wavefunction whose corresponding
complete sequence of linear functionals has as corresponding sequence of states,
elements of Sd. We will define such wavefunctions in section 4.3.
Returning to the infinite sequence of equations encoded in (3.1), we will see in
the following that each equation specifies a certain geometrical structure on M .
The philosophical perspective one could take about the above expansion is that,
as we increase the order in perturbation theory we are chiseling step by step,
through equation (3.1), the geometry of a Darboux patch of M . In particular we
assume that at each step in perturbation theory the Darboux patch be smooth,
however this does not impose that the limiting structure be. In other words,
our initial assumption that M be smooth could in principle be omitted for the
limiting geometries. As a check, and for matters of convention, let’s recover the
simplest caseM = R2d in this formalism. There the perturbation expansion stops
at first order:
A = i(αk + ωikxˆ
i)dxk.
Thus, solving (3.1) yields the following two equations:
dα = −1
2
ω
∂k(ωilxˆ
i)dxk ∧ dxl = 0.
The second equation is automatically satisfied. Thus, apart from an irrelevant
phase:
U(p′, p) = P exp
(
−i
∫ p′
p
(
−1
2
ωikx
i + ωikxˆ
i
)
dxk
)
.
4. Somewhere in between: special geometries
In this section we shall investigate the geometry of phase-spaces whose associated
connection A stops at second order in the perturbative expansion (3.2). We will
4This space is also known as the space of rapidly decreasing sequences, which can be equipped
with a Fre´chet topology.
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show in section 4.2 that these spaces are actually equivalent to the ones whose
connection stops at first order. As will become clear in the following sections this
class includes affine (Riemannian) special Ka¨hler manifolds.
First we will investigate equation (3.1) to second order. Furthermore we will
assume that, to first order, A reduces to the flat case. The connection A then
takes the form:
A = i(αk + ωikxˆ
i +Dijkxˆ
ixˆj)dxk, (4.1)
where, given that A is hermitian, and without loss of generality, Dijk ∈ R and
Dijk = Djik. Equation (3.1) becomes:
dα = −1
2
ω
Dkrl −Dlrk = 0 (4.2)
∂kDijl − ∂lDijk − 2(DiskDrjl +DjskDril)ωsr = 0. (4.3)
We now introduce the following object:
Gjki = 2Dilkω
lj.
The symmetry of Dijk in its first two indices translates to:
Glkiωlj −Glkjωli = 0,
that is:
Gkω + ωG
T
k = 0.
In other words, Gk is a symplectic matrix. In terms of Gk, equations (4.2) and
(4.3) read:
Gilk −Gikl = 0
∂kGl − ∂lGk − [Gk, Gl] = 0.
We will learn in section 4.2 that G is a connection on the tangent bundle of M .
Then the first equation is the statement that G is torsion-free, while the second
means that G is flat. So to summarize, the second order quantizations correspond
to symplectic manifolds with a flat symplectic connection 5.
4.1. Ka¨hler manifolds: holomorphic connections
We now sharpen our analysis to the case where the phase-space M is a complex
symplectic manifold, that is, a Ka¨hler manifold, when endowed with the appropri-
ate compatible metric g = Jω, where J ∈ Γ(M,End(TM)) denotes its complex
structure. We then ask when it is that the above constructed quantization map
is compatible with J . We define compatibility as follows.
5Recall that a connection that is both compatible with the symplectic form and torsion free is
known as a symplectic connection, while if it is not torsion free it is called quasi-symplectic.
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Definition 4.1. A quantization map φ : M → P∞ defined by a projectively flat
unitary connection A, is compatible with the complex structure ofM , if A admits
the following decomposition:
A =
1
2
(B +B†),
where B is a holomorphic, projectively flat connection. That is, φ induces a
holomorphic map to P∞.
It is straightforward to check that the above decomposition for A is unique with
B given by:
B = Ar(δ
r
k + iJ
r
k)dx
k.
We will now check, at first order, what conditions on the geometry of M must be
imposed in order for the compatibility condition of definition 4.1 to be fulfilled.
The holomorphic connection is given by:
B = i
(
αr + ωirxˆ
i
)
(δrk + iJ
r
k)dx
k
= i
(
(δrk + iJ
r
k)αr − (ω + ig)kixˆi
)
dxk.
Let Ω denote the curvature of B, then the projective flatness condition reads:(
i∂k(αl + iJ
r
l αr)−
1
2
[(g + iω)kixˆ
i, (g + iω)ljxˆ
j ]
)
dxk ∧ dxl = Ω (4.4)
∂k(ω − ig)il − ∂l(ω − ig)ik = 0.
The second equation reduces to
∂kgil − ∂lgik = 0.
That is, there are Darboux coordinates where:
gil = ∂lfi = ∂ifl = ∂i∂lK,
where fi and K are real valued functions on M . In fact it is straightforward to
observe that K is a Ka¨hler potential for M . Moreover, while an arbitrary Ka¨hler
potential is defined up to holomorphic functions, K is defined only up to linear
ones.
To end the above analysis we shall return to equation (4.4), which now reduces
to:
Ω = − i
2
ω − Jrl ∂rαkdxk ∧ dxl,
which, in the gauge:
α = −1
2
J lk∂lKdx
k (4.5)
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becomes:
Ω = − i
2
ω.
We shall denote this gauge for α as canonical. We now assume that a second
order quantizable manifold admits a gauge in which B is of the particular form
just considered. This is the case exactly when, in the above Darboux coordinates
the flat symplectic connection G vanishes. That is the Darboux coordinates are
(d+G)-flat. Then, in arbitrary coordinates the constraint on the metric reads:
dd+GJ = 0.
We thus obtain exactly the definition of affine special Ka¨hler manifold (see e.g.
[Fr]). In the following section we shall finally show the equivalence of first and
second order quantizable spaces. To conclude this section we shall formalize our
findings with the following
Theorem 4.2. A Ka¨hler manifold with quantization map φ : M → P∞ whose
corresponding flat connection A is first-order in a suitable coordinate system,
and is compatible with the complex structure of M , is precisely an affine special
Ka¨hler manifold.
4.2. Symplectomorphisms as gauge transformations
Here we will show how symplectomorphisms act on the coherent state |p〉, thus
allowing us in particular to transform the flat connection A from special to ar-
bitrary Darboux coordinates. In particular we will show that every second order
connection A of the form (4.1) can be brought to first order, under a suitable
symplectic change of coordinates. From now on, we shall denote by As the first
order connection A in special Darboux coordinates. Let σ : M → M denote a
local symplectomorphism on M , and let Σ : TM → TM denote its differential.
Then σ acts on H via the unitary map:
S := exp(−if − i
2
(log(Σ)ω)ij xˆ
ixˆj), (4.6)
where f is an arbitrary real function and the second term is antihermitian if and
only if σ is a symplectomorphism. The function f can be included as σ should
only act projectively on H. To verify that σ acts via S we simply need to use
the fact that H is an irreducible representation of the Heisenberg algebra, thus
reducing the problem to the following single check:
SxˆkS−1 = Σkl xˆ
l.
For this we shall consider the one parameter family of symplectomorphisms de-
fined by Σt := exp(t log(Σ)) and will show that it is in correspondence with
13
St = exp(−t(if + i2 (log(Σ)ω)ij xˆixˆj)). To this aim we only need to verify that
the two families agree in the immediate neighborhood of t = 0:
d
dt
(
Stxˆ
kS−1t
) |t=0 = − i
2
(log(Σ)ω)ij[xˆ
ixˆj, xˆk]
= − i
2
(log(Σ)ω)ij(iω
ikxˆj + iωjkxˆi)
=
1
2
(log(Σ)T − ω−1 log(Σ)ω)xˆ
= log(Σ)kl xˆ
l,
where, in the last step, we have used the fact that Σ is a symplectomorphism.
On the flat connection A, S acts as a gauge transformation. Let’s take A = As,
then, under a coordinate transformation:
(As)k 7→ Σlk
(
S(As)lS
−1 + S∂lS
−1
)
. (4.7)
In order to compute S∂kS
−1 we resort once again to the flows Σt and St and
compare the time derivatives at arbitrary time t:
d
dt
St∂kS
−1
t = St∂k
(
if +
i
2
(log(Σ)ω)ij xˆ
ixˆj
)
S−1t
= i∂kf +
i
2
(∂k(log(Σ))ω)ij(Σt)
i
r(Σt)
j
sxˆ
rxˆs
= i∂kf +
i
2
(Σt∂k(log(Σ))ωΣ
T
t )rsxˆ
rxˆs
= i∂kf +
i
2
(Σt∂k(log(Σ))Σ
−1
t ω)rsxˆ
rxˆs
=
d
dt
(
it∂kf − i
2
(Σt(∂kΣ
−1
t )ω)rsxˆ
rxˆs
)
.
Therefore:
(As)k 7→ iS(Σlkαl + ωilΣlkxˆi)S−1 +
i
2
Σlk∂lf −
i
2
Σlk(Σ(∂lΣ
−1)ω)ijxˆ
ixˆj
= i
(
Σlk(αl + ∂lf) + ωikxˆ
i − 1
2
Σlk(Σ(∂lΣ
−1)ω)ijxˆ
ixˆj
)
. (4.8)
We thus recovered the general form (4.1) and verified that indeed G is a con-
nection on the tangent bundle to M . Moreover, in (4.8) we also observe that iα
should be viewed as a connection on a line-bundle over M . More precisely, the
transformation properties of α under the gauge transformation exp(−if) show
that this line bundle is precisely the pullback of the unitary tautological bun-
dle H → P∞, or Hopf-fibration, via the quantization map. Henceforth we shall
denote the operator S corresponding to the differential Σ as SΣ.
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4.3. The “coherent” tangent bundle
In this section we will give an explicit realization of the state |p〉A as a wavefunc-
tion ZA(u, p). The following discussion in fact applies to any Ka¨hler manifold.
We wish the wavefunction to correspond to a covariant tensor onM thus allowing
us to speak of the state |p〉A as a coordinate independent object. We thus define
the wavefunction as follows:
ZA(u, p) = p,A〈u|p〉A,
where |u〉p,A ∈ H is a state that corresponds to a point ui∂i ∈ TpM . As discussed
in section 2.1, the correct choice for |u〉p,A ∈ H that reflects the vector-space
structure of TpM , is that of a coherent-state (2.1). In order to make this state
covariant with respect to the choice of the flat connection A, we define it through
the property:
xˆT (g + iω)|u〉p,A = uT (g + iω)|u〉p,A, (4.9)
that is |u〉p,A is the eigenstate of the annihilation operators xˆi(g + iω)ij defined
according to the Ka¨hler structure and coordinate system induced by the flat con-
nection A. Clearly, this state is an element of Sd, hence in the above defined
wavefunction realization, our perturbation expansion (3.2) is completely well de-
fined.
It is worth remarking here, that under the involution J → −J , g → −g, ω → ω
or the involution J → J , g → −g, ω → −ω we would map a positive normed
state to a “negative normed state”, which is therefore non-existent as an element
of a (positive) Hilbert-space. We shall forget this remark until we encounter
Lorentzian conic special Ka¨hler manifolds in section 5. Here, and until otherwise
stated, we will restrict ourselves to Riemannian Ka¨hler manifolds.
The fundamental property of |u〉p,A, is that under a symplectomorphism with
differential Σ and corresponding unitary operator SΣ, it transforms as follows:
|u〉p,A˜ ∼ SΣ|ΣTu〉p,A, (4.10)
where by ∼ we mean equal up to a phase and where A˜ is the gauge transformed
connection (4.7). Equation (4.10) follows immediately from the fact that both the
left- and right-hand side satisfy the defining equation (4.9) with g+iω replaced by
g˜ + iω˜. This property translates to the following property for the wavefunction:
ZA˜(u, p) = p,A˜〈u|p〉A˜
= p,A˜〈u|SΣS−1Σ |p〉A˜
= p,A˜〈u|SΣ|p〉A
= p,A〈ΣTu|p〉A
∼ ZA(ΣTu, p), (4.11)
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that is, ZA(u, p) should be viewed as a section of the line-bundle π
∗(L⊗L′ ∨)→
TM where π : TM → M is the canonical projection of the tangent-bundle, L is
the pullback, under the quantization map, of the tautological line-bundle on P∞,
and L′ is a, at this point unspecified, unitary line bundle whose introduction is
due to the fact that (4.10) is an “equation up to a phase”. Equivalently, property
(4.11) says that the object ZA(·, p) is an element of Γ(M, (L ⊗ L′ ∨) ⊗ S•TM),
which is what we set out to achieve. By S• we have denoted symmetric tensors.
Now we shall give an explicit expression for |u〉p,A˜. To this aim we use the fact that
for a Ka¨hler manifold, if ω is in canonical form, the map transforming Darboux to
Riemann normal coordinates erected at a point p ∈ M is a symplectomorphism
at p. Let’s denote the differential from Riemann normal coordinates at p by Λ
and corresponding gauge transformation by SΛ, then:
|u〉p,A ∼ SΛ|ΛTu〉flat, (4.12)
where by |u〉flat, we denote the canonical, Poissonian coherent state (2.2).
For the following we will need to know how the Heisenberg algebra acts on |u〉p,A
and also how |u〉p,A depends on p. Armed with the standard result in the flat
case, under the assumption that the state is normalized to 1, we obtain:
xˆ|u〉p,A =
(
1
2
(1− iJ)Tu+ 1
2
(g−1 − iω−1)~∇u + 1
4
(1 + iJ)Tu
)
|u〉p,A. (4.13)
It will be convenient in later sections to introduce the following notation:
v :=
1
2
(1− iJ)Tu
Dv := (1− iJ)~∇u.
Thus equation (4.13) takes the form:
xˆ|u〉p,A =
(
v +
1
2
g−1Dv +
1
2
v
)
|u〉p,A.
We will also be needing the following simple identities. First of all:
p,A〈0|u〉p,A = exp
(
−1
4
||u||2g(p)
)
and for any state |ψ〉, 〈ψ|u〉p,A is of the form:
〈ψ|u〉p,A = exp
(
−1
4
||u||2g(p)
)
fψ((1− iJ)Tu),
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where fψ is an arbitrary, appropriately normalizable
6, analytic function. More-
over, if we assume that:
p,A〈0|ψ〉 6= 0,
then we can write fψ as the exponential of a power series in u.
Next we turn to the dependence of |u〉p,A on p. We shall thus analyse the action
of the coordinate vectorfields at p on |u〉p,A:
∂
∂xk
|u〉p,A = phase ·
(
∂
∂xk
− iβk
)
SΛ|ΛTu〉flat
=
(
−iβk + (∂kSΛ)S−1Λ + (∂kΛ)irur(Λ−1)si
∂
∂us
)
|u〉p,A
=
(
−iβk + i
2
(Λ(∂kΛ
−1)ω)ijxˆ
ixˆj − ur(Λ(∂kΛ−1))sr
∂
∂us
)
|u〉p,A.
In the above we have introduced a connection iβ = iβkdx
k with βk ∈ R on L′.
Now we use the fact that Λ is related to the Levi-Civita connection through:
Γk = −Λ∂kΛ−1.
Of course the above is valid only at p, moreover, because of that, the connection
βk should not be expected to be flat. Finally we obtain:(
∂
∂xk
+ iβk − urΓskr
∂
∂us
+
i
2
(Γkω)ijxˆ
ixˆj
)
|u〉p = 0 (4.14)
More explicitly we have:(
∂
∂xk
+ iβk − urΓskr
∂
∂us
+
i
2
(Γkω)ij(v +
1
2
g−1Dv +
1
2
v)i(v +
1
2
g−1Dv +
1
2
v)j
)
|u〉p = 0.
At this point it is important to notice that as we chose the map Λ to Riemann
normal coordinates we could have also chosen a vielbein7. The difference re-
flects itself in the choice of connection β. More generally, the states |u〉p are
parallel transported along M (up to a phase) by the lift to the Hilbert bundle
of any metric compatible and (quasi-)symplectic connection on TM . Choosing
the vielbein instead of the map to Riemann normal coordinates corresponds to
the Weitzenbo¨ck connection [We], which while not torsion free as the Levi-Civita
connection, is flat. To see this we resort to the defining equation (4.9). Let B
denote a connection on TM . Choose a path γ : [0, 1]→ M . The statement that
|u〉p is parallel transported (up to a phase) by the lift of B along γ is:∣∣∣∣∣
[
P exp
(∫ t
0
γ∗B
)]T
u
〉
γ(t)
∼ P exp
(
− i
2
∫ t
0
(γ∗Bω)ijxˆ
ixˆj
)
|u〉γ(0).
6We will discuss normalization conditions shortly.
7Of course this is valid only locally, however for parallelizable manifolds (e.g. Lie groups) this
can hold globally.
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The above is equivalent to:
(g(γ(t))− iω)ijxˆjP exp
(
i
2
∫ t
0
(γ∗Bω)ijxˆ
ixˆj
)
|u〉γ(0)
= (g(γ(t))− iω)ij
([
P exp
(∫ t
0
γ∗B
)]T
u
)j
P exp
(
i
2
∫ t
0
(γ∗Bω)ijxˆ
ixˆj
)
|u〉γ(0),
which infinitesimally reads:
0 = Xk
(
∂kgij(xˆ
j − uj)− (g − iω)ij(Bk)jl (xˆl − ul)
) |u〉0
= Xk
(
(∂kgij − (Bk)liglj − gil(Bk)lj) + i((Bk)liωlj + ωil(Bk)lj)
)
(xˆj − uj)|u〉0.
We thus obtain that whatever the choice of X and thus γ, the above is fulfilled
provided B is compatible with both metric and symplectic form.
To end this section we shall discuss the normalization condition on ZA(u, p). By
this we mean the property that if |p0〉A is normalized to 1 for a given point p0 ∈M
so will |p〉A for any other p ∈M due to the fact that the flat connection A induces
a unitary parallel transport. In order to express this property in terms of ZA(u, p),
recall that in ordinary quantum mechanics, that is the quantum mechanics of
M = R2d, the identity operator is expressed in terms of the coherent states as
follows:
Id =
1
(2π)d
∫
R2n
|u〉〈u| du1 ∧ · · · ∧ du2d. (4.15)
Thus, resorting to (4.12), in our case we obtain:
Id =
1
(2π)d
∫
TpM
√
det(gA(p)) |u〉p,A p,A〈u| du1 ∧ · · · ∧ du2d, (4.16)
and therefore:
1 =
1
(2π)d
∫
TpM
√
det(gA(p)) |ZA(u, p)|2 du1 ∧ · · · ∧ du2d. (4.17)
In the above we have denoted the metric by gA to emphasize that it is expressed
in the coordinate system corresponding to A.
4.4. Master equation
At this point we have all the ingredients to formulate the master equation. By this
we mean the statement that |p〉A is parallel transported by the flat connection A,
expressed as a differential equation for the wavefunction ZA(u, p). Using (4.14)
we obtain:
0 = p,A〈u| ∂
∂xk
+ Ak|p〉A
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=
∂
∂xk
ZA(u, p)− ∂
∂xk
(p,A〈u|) |p〉A + p,A〈u|Ak|p〉A
=
(
∂
∂xk
− iβk − urΓskr
∂
∂us
)
ZA(u, p) + p,A〈u| − i
2
(Γkω)ijxˆ
ixˆj + Ak|p〉A
=
(
∂
∂xk
− iβk − urΓskr
∂
∂us
)
ZA(u, p) + i p,A〈u|αk + ωikxˆi − 1
2
((Γk −Gk)ω)ijxˆixˆj |p〉A.
Resorting to (4.13) we thus obtain:(
∂
∂xk
− urΓskr
∂
∂us
+ i(αk − βk)− iωki(v + 1
2
g−1Dv +
1
2
v)i
+
i
2
Ckij(v +
1
2
g−1Dv +
1
2
v)i(v +
1
2
g−1Dv +
1
2
v)j
)
ZA(u, p) = 0, (4.18)
where the tensor C is given by:
Ckij = ((Γk −Gk)ω)ij.
Equation (4.18) should be viewed as a version of the holomorphic anomaly equa-
tion of [BCOV], which is the master equation for the generating function of
topological closed-string amplitudes. However at this point this statement is not
completely transparent. Indeed in our case the phase space is an affine spe-
cial Ka¨hler manifold, while what should play the role of a classical phase space
in topological string theory is the vector-multiplet moduli space of N = (2, 2)
conformal field theories. This has the structure of a projective special Ka¨hler
manifold. We shall tackle this geometry in section 5.5. The crucial point is that
projective special Ka¨hler manifolds can be recovered as quotients of affine conic
(however Lorentzian) special Ka¨hler manifolds.
A further remark, that we will clarify in later sections, is that so far Planck’s
constant ~ has not manifestly appeared in our quantization scheme. At this
point, its introduction would be merely as an arbitrary rescaling of the symplectic
form. We will instead see in section 5.5 how the notion of Planck’s constant arises
naturally in the passage from affine to projective geometry.
Before delving into these matters we will analyze the solution to the master
equation. We shall denote by |p〉s the coherent state of p ∈ M and |u〉sp the
coherent state of u ∈ TpM in special Darboux coordinates gauge. Then, the
master equation reduces to:(
∂
∂xk
− urΓskr
∂
∂us
+ i(αk − βk)− iωki(v + 1
2
v)i +
1
2
(Dv)k
+
i
2
(Γkω)ijv
ivj +
i
8
(Γkω)ij(g
−1Dv + v)
i(g−1Dv + v)
j
)
Zs(u, p) = 0,
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where we have used ωki(g
−1Dv)
i = i(D)k and the fact that Γkω splits into holo-
morphic and anti-holomorphic components. This is immediately verified using
the explicit formula:
(Γkω)ij =
1
2
∂i∂k∂rKJ
r
j .
Since C is a tensor, it will split in holomorphic and anti-holomorphic components
in any coordinate system. Thus the equation above is valid in general with
(Γkω)ij replaced by Ckij. It will be convenient in the following to split the master
equation into its holomorphic and anti-holomorphic parts. In the following we
shall compute in special Darboux coordinates. The anti-holomorphic part is then
given by:
(1 + iJ)kl
(
∂
∂xk
− 1
2
vrΓskr(Dv)s + i(αk − βk)−
i
2
ωkiv
i
+
1
2
(Dv)k +
i
2
Ckijv
ivj
)
Zs(u, p) = 0,
while the holomorphic part reads:
(1− iJ)kl
(
∂
∂xk
− 1
2
vrΓskr(Dv)s + i(αk − βk)− iωkivi
+
i
8
Ckij(g
−1Dv + v)
i(g−1Dv + v)
j
)
Zs(u, p) = 0.
We shall now assume:
p,A〈0|p〉A 6= 0. (4.19)
This is no loss of generality as long as one restricts attention to a small enough
neighborhood of p. Then as discussed in section 4.3, we are allowed to write the
following ansatz for Zs(u, p):
Zs(u, p) = exp
(∑
n≥0
∑
i1,...,in
1
n!
Cni1,...,inv
i1 · · · vin − 1
4
||u||2g(p)
)
,
where the Cn’s are symmetric tensors. For the following we shall need a few
identities:
(Dv)kv
l = 0
(Dv)kv
l = (1 + iJ)lk
||u||2g = 2vivjgij.
First we analyze the equation arising from the anti-holomorphic part of the flat
connection:
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0 =
∑
n≥0
∑
i1,...,in
1
n!
vk∂kC
n
i1,...,inv
i1 · · · vin
+
1
n!
vk
n∑
r=1
Cni1,...,inv
i1 · · · i
2
∂kJ
ir
s u
s · · · vin (4.20)
+
1
(n− 1)!C
n
i1,...,in
vi1 · · · vin
+ ivk(αk − βk) + i
2
Ckijv
kvivj .
Now we use the fact that in a Ka¨hler manifold, the complex structure is parallel
transported by the Levi-Civita connection. In components this reads:
∂kJ
r
s + J
t
sΓ
r
kt − Jrt Γtks = 0.
We substitute for ∂kJ
ir
s in (4.20). The part of the expression involving the Levi-
Civita connection thus becomes:
i
2n!
vk
n∑
r=1
Cni1,...,inv
i1 . . .
[−J tsΓirkt + J irt Γtks] us · · · vin
= − 1
n!
vkΓirksv
s
n∑
r=1
Cni1,...,inv
i1 . . . v̂ir · · · vin
= 0.
We thus obtain the following recursive formula:
Cn+1i1,...,in+1v
i1 · · · vin+1 = −vk∂kCni1,...,invi1 · · · vin
for all n ≥ 3, while the lower terms yield:
C1i1v
i1 = −vk∂kC0 − ivk(αk − βk)
C2i1,i2v
i1vi2 = −vk∂kC1i1vi1
C3i1,i2,i3v
i1vi2vi3 = −vk∂kC2i1,i2vi1vi2 − iCijkvivjvk.
At this point it is convenient to introduce complex coordinates (z1, . . . , zd) with
d = dim(M)/2 that we shall label with greek letters. We shall further denote by
∇(0,1) the anti-holomorphic part of the Levi-Civita covariant derivative. We now
introduce the covariant tensors Cn defined by:
Cn = (−1)
n
2n
Ci1,...,in(1 + iJ)
i1
j1
· · · (1 + iJ)injndxj1 · · · dxjn
= Cnµ1,...,µndzµ1 · · · dzµn,
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where by “·” we denote the symmetrized tensor product. The above equations
then take the form:
C1 = ∂C0 + i(αµ − βµ)dzµ (4.21)
C3 = ∇(0,1)C2 + iCµ1,µ2,µ3dzµ1dzµ2dzµ3 (4.22)
Cn+1 = ∇(0,1)Cn ∀n ≥ 1, n 6= 2. (4.23)
Notice, in particular, that the solution to the master equation is completely
determined by a single object, C0. Clearly the latter is given by:
p〈0|p〉 = exp(C0(p)) =: c(p).
Notice, that thanks to property (4.11), this quantity is independent of A. In-
deed the above is a section of L ⊗ L′ ∨ → M which (by assumption (4.19)) is
non-vanishing over the open set under consideration. This section is, in turn,
determined by the holomorphic part of the master equation. For its analysis, it
is convenient to replace the wavefunction by the inhomogeneous tensor:
C = exp
(∑
n≥0
(−1)n
n!
Cn
)
.
In terms of this, the anti-holomorhic part of the master equation reads:(
∇(0,1) + i(αµ − βµ)dzµ + dzµι∂µ +
i
2
Cµνρdz
µdzνdzρ
)
C = 0. (4.24)
The holomorphic part instead becomes:(
∂ +
i
2
dzµCµνρg
ννgρρι∂ν ι∂ρ + i(αµ − βµ)dzµ −
i
2
ω
)
C = 0. (4.25)
The above can be seen as yielding an infinite number of differential equations for
the section c.
Now we shall analyse the integrability of the master equation. As we will see,
and as is to be expected, this precisely specifies the line-bundle L′. The result of
this computation are the following three equations, namely the (0, 2), (1, 1) and
(2, 0) components of the underlying Maurer-Cartan equation respectively:
∂µ(αν − βν)− ∂ν(αµ − βµ) = 0
i∂µ(αν − βν)− i∂ν(αµ − βµ) = 1
2
(
Cµρσg
ρρgσσCνρσ + 2gµν
)
∂µ(αν − βν)− ∂ν(αµ − βµ) = 0.
In particular, choosing α in canonical form (4.5), we have:
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∂µβν − ∂νβµ = 0
i∂µβν − i∂νβµ = −1
2
Cµρσg
ρρgσσCνρσ = −1
2
Rµν =
i
2
ρµν
∂µβν − ∂νβµ = 0,
where Rµν and ρµν denote the components of the Ricci tensor and Ricci form
respectively. See appendix A for the identity used in the second equation. Thus,
since smooth line-bundles are completely specified by their first Chern-class we
obtain that L′ is isomorphic, as a smooth bundle, to the square-root of the
canonical bundle. Moreover β is in canonical form:
β = i(∂ − ∂)χ
and up to holomorphic gauge transformations, we can choose:
χ =
1
4
log
√
detg.
We can trivially twist the line-bundle L⊗L′∨ to an anti-holomorphic line-bundle
by multiplying C by an appropriate factor. We thus define:
S := (det g) 18 eK2 C.
Finally, in terms of S, the master equation acquires the form of a “(anti-)
holomorphic-anomaly equation”:(
∇(0,1) − ∂K − 1
2
∂ log
√
det g + dzµι∂µ +
i
2
Cµνρdz
µdzνdzρ
)
S = 0 (4.26)(
∂ +
i
2
dzµCµνρg
ννgρρι∂ν ι∂ρ −
i
2
ω
)
S = 0. (4.27)
Now, we shall consider the section of the holomorphic line-bundle (L⊗ L′ ∨)ahol:
s(p) := exp(S0).
The first order component of the holomorphic part of the master equation reads:
∂µs = − i
2
Cµνρg
ννgρρ
(
D(0,1)D(0,1)s
)
νρ
, (4.28)
where D(0,1) denotes the anti-holomorphic part of the Levi-Civita connection
twisted by the Chern connection on (L⊗L′ ∨)ahol, which is naturally a hermitian
line-bundle with hermititan form:
h = (det g)−
1
4 e−K .
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In fact, the integrability of the master equation ensures that a solution s to (4.28)
lifts, through the recursion relations (4.21–4.23), to a solution of the full master
equation. Of course, a priori, there are, if any, more than one solution to the
above equation. indeed in the simplest case, i.e. M = R2d, there are infinitely
many solutions. This follows immediately from the fact that, in that particular
case, the tensor C vanishes and thus any anti-holomorphic section s solves the
problem. Recall that this arbitrariness corresponds to the freedom of choosing
the image of a particular marked point on M via the quantization map. The
canonical quantization of R2d has as solution s = 1. In the next subsection we
will construct the general solution for any affine special Ka¨hler manifold.
4.5. Constructing the solution I: the role of special
coordinates
In this section we will give an explicit expression for the Green’s function of the
holomorphic anomaly equation, thereby providing its general solution. We start
by choosing an arbitrary point p0 ∈ M and declare that:
p0
φ7→ |p0〉A := |y〉p0,A.
Now we ask where a point p, in its Darboux neighborhood, is mapped to. For
this we shall consider the action of the annihilation operators on |p〉
xˆT (g + iω)p0,A|p〉A = xˆT (g + iω)p0,AU(p, p0)|y〉p0,A
= UA(p, p0)
(
UA(p0, p)xˆ
TUA(p, p0)
)
(g + iω)p0,A|y〉p0,A.
The p dependent operator xˆT is found by computing its infinitesimal variation:
∂
∂xk
(
UA(p, p
′)xˆlUA(p
′, p)
∣∣
p′=p
= [Ak, xˆ
l]
= i[ωikxˆ
i −Dijkxˆixˆj , xˆl]
= −ωikωil − 2Dijkωjlxˆi
= δlk −Glkixˆi.
Bringing the last term to the left hand side we thus obtain:
(∂k +Gk) (UA(p, p
′)xˆUA(p
′, p)|p′=p = δlk,
therefore:
Us(p0, p)xˆUs(p, p0) = xˆ+ x
p
p0,
where xpp0 is the coordinate vector of p in special Darboux coordinates around p0.
Therefore:
xˆT (g + iω)p0,s|p〉s = (xpp0 + y)T (g + iω)p0|p〉s,
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hence:
|p〉s ∼ |xpp0 + y〉p0,As.
From the point of view of topological string theory, what the above equation
means is that the topological conformal field theory corresponding to the point
p is related to the one at p0 by a deformation whose modulus corresponds to the
special coordinate vector of p relative to p0.
Now we shall fix the phase ambiguity. We will need the following identity:(
(Dv)k +
1
2
(g − iω)kjuj
)
|u〉p = 0
and for simplicity, until otherwise stated we shall denote xpp0 simply by x. Then
0 =
(
∂
∂xk
+ i(αk − γk)− iωkixˆi
)
|x+ y〉p0,As
=
(
∂
∂xk
+ i(αk − γk)− iωki(v + 1
2
g−1p0 Dv +
1
2
v)i
)
|x+ y〉p0,As
= i(αk − γk − 1
2
ωkj(x+ y)
j)|x+ y〉p0,As,
where iγk = ∂kθ and θ is the phase discrepancy. Also, in the present case,
v = (1/2)(1− iJ)x. Thus, since we have chosen α in canonical form:
γk = αk − 1
2
ωkj(x+ y)
j
= −1
2
J lk∂lK −
1
2
ωkj(x+ y)
j.
So we have:
|p〉s = exp
(
i
2
∫ p
p0
(J lk∂lK + ωkj(x+ y)
j)dxk
)
|x+ y〉p0,As.
Now we are left to compute the kernel:
K(u, p; x+ y, p0) := p,As〈u|p〉ys. (4.29)
Given the above, the general solution to the master equation over a special Dar-
boux patch is given by:
Z(u, p)f =
∫
Tp0M
√
det gs(p0) dy
1 ∧ · · · ∧ dy2dK(u, p, xs + y, p0)· (4.30)
exp
(
−1
4
||y||2gs(p0)
)
f((1 + iJ0)y), (4.31)
where f is any analytic gaussian-integrable function. The final step is thus to
obtain an expression for the states |u〉p,s that is valid over an entire Darboux
patch, rather than just at a point as we previously defined them in (4.12).
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4.6. Constructing the solution II: revisiting the coherent
tangent bundle
In this section we will give a patchwise description of the coherent states |u〉p,s.
The simplest way to find |u〉p is through the defining differential equations (4.9,
4.13, 4.14). It is convenient to express |u〉p,s as the wavefunction ψu(q, J) =
〈q|u〉p,s, where J is the complex structure matrix at the point p and |q〉 is the
eigenstate of qˆ with vector of eigenvalues q. Here the vector of operators qˆ is the
upper half of the vector xˆ in special Darboux coordinates, that is the position
coordinates, rather than the momentum coordinates, which we will not label to
avoid confusion with the label p that stands for the point on the manifold on
which these wavefunctions are erected. Accordingly we will need to split metric
and symplectic form in d× d blocks:
g =:
(
R1 R2
RT2 R4
)
, ω =
(
0 −1
1 0
)
.
Then (4.9) becomes:(
R1 R2 + i
RT2 − i R4
)(
q − uq
−i∇q − up
)
ψu(q, J) = 0,
which is equivalent to:
∇qψu = (iτ(q − uq) + iup)ψu, (4.32)
where
τ = R−14 (i− RT2 ) = −(R2 + i)−1R1
is a symmetric matrix called the complex modulus and encodes one-to-one the
complex structure J(p). In particular τ is an element of the Siegel upper-half
space [MNN], which we shall denote as Hd. A consequence of which is that:
det Imτ > 0.
The solution to (4.32) is then:
ψu(q, τ) = N (τ, u) exp
(
i
2
〈(q − uq), τ(q − uq)〉+ iupq
)
,
where N (τ, u) is yet to be determined. The latter is however constrained by three
conditions. The first is the normalization condition on |u〉p,s while the second and
third are the defining equations (4.13, 4.14). The first implies:
N (τ, u) = |N (τ, u)|eiθ(τ,u)
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where:
|N | =
(∫
Rd
ddq
∣∣∣∣exp( i2〈(q − uq), τ(q − uq)〉+ iupq
)∣∣∣∣2
)− 1
2
= π−d/4 (det Imτ)1/4 .
Equation (4.13) then reduces to:
(∇uq + τ∇up)θ = −
1
2
(up + τuq).
Solving for the real and imaginary parts separately we obtain:
θ = −1
2
〈uq, up〉+ γ(τ).
Thus we arrive at the following solution:
ψu(q, τ) = π
−d/4 (det Imτ)1/4 exp
(
iγ(τ)− i
2
〈uq, up〉+ i
2
〈(q − uq), τ(q − uq)〉+ iup q
)
,
where the only undetermined quantity is the phase γ(τ). The phase is fixed
(always up to an irrelevant constant), by equation (4.14) and the choice of the
connection β on L′. In particular equation (4.14) yields:
∂kγ = −βk − 1
2
tr ([(Γkω)pp]Imτ) .
Here we remark the similarity of ψu(q, τ) with the wavefunctions discussed in
[DVV]. At this point we have all the ingredients to compute the kernel (4.29) of
the master equation. We start with the computation of the overlap between a
coherent state at p0, where the complex modulus is τ1, and one at p with complex
modulus τ2:
τ2〈u2|u1〉τ1 =
∫
ddqψ(q, u2, τ2)ψ(q, u1, τ1) =
(2i)d/2
(det Imτ1)
1/4(det Imτ2)
1/4
(det(τ1 − τ2))1/2 ·
exp
(
− i
2
〈uq,1, z1〉+ i
2
〈uq,2, z2〉 − i
2
〈(z1 − z2), (τ1 − τ 2)−1(z1 − z2)〉
)
· exp
(
i
∫ p
p0
(
β +
1
2
tr((Γkω)ppImτ)dx
k
))
,
where we have introduced the complex coordinates z = up − τuq. We shall now
denote by z1 the coordinates corresponding to u1 = x + y and by z2 the ones
corresponding to u, then the kernel is given by:
K(u, p; x+ y, p0) = (2i)
d/2 (det Imτ1)
1/4(det Imτ2)
1/4
(det(τ1 − τ2))1/2 ·
exp
(
−i
∫ p
p0
(
(α− β)− 1
2
ωkj(x+ y)
jdxk − 1
2
tr((Γkω)ppImτ)dx
k
))
exp
(
−1
4
||u||2g(p) −
i
2
〈uq,1, z1〉+ 1
4
〈z2, R4(p)z2〉 − i
2
〈(z1 − z2), (τ1 − τ 2)−1(z1 − z2)〉
)
.
We thus conclude the study of affine Riemannian special Ka¨hler manifolds having
provided the general solution (4.31) to the master equation (4.18).
5. Conic special Ka¨hler manifolds
First of all we shall recover the structure of a projective special Ka¨hler manifold
in a way best suited for our quantization technique. Before that we shall recall
the standard definitions (see e.g. [LMVV] for a comprehensive review).
Definition 5.1. (Projective special Ka¨hler manifold - 1) A projective spe-
cial Ka¨hler manifold is a holomorphic quotient of an affine conic special Ka¨hler
manifold by its defining holomorphic C∗ action.
Definition 5.2. (Conic special Ka¨hler manifold - 1) An affine conic special
Ka¨hler manifold is an affine special Ka¨hler manifold equipped with a free holo-
morphic C∗ action whose generating holomorphic vectorfield H is a homothetic
Killing vectorfield for the flat symplectic connection:
(d+G)H = π(1,0) :=
1
2
(1− iJ)lk dxk ⊗ ∂l. (5.1)
Recall, that by definition of affine special Ka¨hler: dd+Gπ
(1,0) = 0. This ensures
the existence of a vectorfield that satisfies the equation above. The restriction
here, is that this vectorfield is required to be holomorphic.
We shall now analyse equation (5.1) in special Darboux coordinates. We shall
introduce the vectorfield X through:
H = π(1,0)(−iX) = − i
2
(1− iJ)X.
Without loss of generality, we can choose X real. Then equation (5.1) becomes:
∂i(−JX)j = δji (5.2)
∂iX
j = J ji . (5.3)
Thus, up to an irrelevant constant vectorfield, from the second equation we ob-
tain:
Xj = ωrj∂rK,
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which can be recast in the form
dK = ιXω,
that is, X is the Hamiltonian vectorfield with Hamiltonian the special Ka¨hler
potential. From the first equation we obtain:
0 = (∂iJ
j
k)X
k
= (∂igkr)ω
rjXk
= ωrj(Xk∂kgij)
= −ωjr((LXg)ji + g([X, ∂j ], ∂i) + g(∂j , [X, ∂i]))
= −ωjr((LXg)ji + ωji + ωij)
= −ωjr(LXg)ji.
Therefore equation (5.2) is equivalent to:
LXg = 0. (5.4)
Since X determines g, the above is a differential equation for K and defines a
particular class of special Ka¨hler metrics, namely the conical ones. Another way
to read equation (5.4) is as follows:
0 = ωkl∂kK∂lgij
= 2gks∂kKCsij.
From this it follows:
CijkH
k = 0.
We thus arrive at our best suited definition for conic special Ka¨hler manifolds:
Definition 5.3. (Conic special Ka¨hler manifold - 2) A conic special Ka¨hler
manifold is an affine special Ka¨hler manifold whose symplectic vectorfield X ,
defined locally through dK = ιXω is simultaneously a Killing vectorfield for the
Ka¨hler metric g.
The existence of the vectorfield X implies that the function K can be extended
from a special Darboux patch to any simply connected patch containing it, in
particular to a patch which is dense in M .
Now we shall shortly digress to recover the above geometric structure from the
point of view of quantization. For this we will have to find yet two other ways to
write identity (5.4):
0 = ωkl∂kK∂lgij
= ωkl∂kK∂l∂i∂jK
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= ∂i(ω
klglj∂kK)− ωklgikglj,
which becomes:
∂i(J
k
j ∂kK) = ωij
and because of the non-degeneracy of ω this is equivalent to:
∂i(g
jk∂kK) = δ
j
i ,
which integrates to:
gik∂kK = x
i,
from which:
∂kK = gkix
i
= ∂k(∂iKx
i)− ∂kK.
Therefore, up to an irrelevant constant that can be absorbed in the definition of
K:
2K = ∂iKx
i = ∂iKg
ij∂jK = ||X||2g,
meaning in particular that K describes a conic special Ka¨hler manifold if and
only if it is homogeneous of degree 2 in special Darboux coordinates.
5.1. Digression: a guess for the quantum origin of the conic
property
In this section we shall attempt a guess for the quantum origin of the conic
property for a special Ka¨hler manifold. It seems as though it comes from the
requirement that the special Ka¨hler potential K be the classical counterpart of
a quantum Hamiltonian Kˆ that preserves the space of coherent states. More
precisely, Kˆ should preserve the space of coherent states as a subspace of H, thus
with no phase ambiguities, provided αk is set to:
αk = −1
2
ωikx
i. (5.5)
Thus we have the property:
K(p) = s〈p|Kˆ|p〉s
and the statement that Kˆ preserves the space of coherent states with no phase
ambiguities, is:
exp(iKˆt)|p〉s = |χt(p)〉s, (5.6)
where by χt we denote the canonical flow of K. Infinitesimally the above reads:
iKˆ|p〉s = XkAk(p)|p〉s
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= −iXk(αk + ωikxˆi)|p〉s. (5.7)
Applying s〈p| to the above equation we obtain the desired result:
K =
1
2
Xkωikx
i −s〈p|xˆi|p〉sωikXk
= −1
2
∂iKx
i + ∂iK s〈p|xˆi|p〉s
=
1
2
∂iKx
i.
In the last step we used the fact that s〈p|xˆi|p〉s = xi. This follows from:
∂j( s〈p|xˆi|p〉s) = s〈p|[Aj(p), xˆi]|p〉s
= iωkj[xˆ
k, xˆi]
= δij .
Now we shall ask under what changes of gauge for α, equation (5.7) remains
unaltered8. Clearly the gauge transformations are reduced to:
|p〉s → exp(if(p))|p〉s with f ∈ C∞(M) such that X · f = 0.
Now, the structure of a conic special Ka¨hler manifold is necessary for (5.6) to
be fulfilled, but it is by no means sufficient. Indeed, in the simplest case of R2d
one can check that the admissible K’s are reduced to quadratic ones. What
distinguishes the case M = R2d is not the connection A, but rather an initial
choice |p0〉s for a definite marked point p0 ∈ M . Thus turning the argument
around, once K is fixed, equation (5.6) puts constraints on this choice. Let
∆(p2, p1) := s〈p2|p1〉s,
then, one such natural constraint is:
∆(p2, p1) = ∆(χt(p2), χt(p1)).
Infinitesimally, the above becomes the following equation:
−i(∂iK(p2)− ∂iK(p1))ωik ∂
∂xk1
∆(p2, p1) =
1
2
∂iK(p2)(x
i
2 − xi1)∆(p2, p1).
As stated before, for fixed K this can be viewed as a differential equation for ∆
while, for fixed ∆ it can be viewed as a constraint on the choice of K. There is
in fact an even more elementary constraint on K if we allow M to contain the
point at the origin of the coordinate system. Then, indeed, the only homogeneous
degree 2 functions are the quadratic ones. Therefore, in the more general case
we need to assume that 0 /∈ M . This condition however is but a consequence of
the further requirement entailed in definition 5.2 that the action of X be free as
0 would clearly be a fixed point. In fact it is the unique fixed point and there the
metric is singular.
8Notice that for a conic special Ka¨hler manifold, the gauge (5.5) is the same as canonical
gauge (4.5).
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5.2. Coping with negative signature
In this section we shall investigate how the definition of quantization should be
modified in the case of a non-Riemannian Ka¨hler manifold. This is of interest
since precisely moduli spaces of N = (2, 2) 2-d super conformal field theories are
of this type. Recall that in the discussion of the coherent tangent bundle it was
crucial that M be Riemannian, otherwise the definition of coherent state would
have implied the existence of negative normed states in the Hilbertspace. Let’s
start with the simplest case, namely again M = R2, this time however we shall
change the Ka¨hler structure as follows: ω → −ω, J → J and g → −g. Under
this change, the Heisenberg algebra is changed to:
[xˆ, pˆ] = −i
and in terms of the annihilation operator a = (1/
√
2)(xˆ+ipˆ) and creation operator
b = (1/
√
2)(xˆ− ipˆ):
[a, b] = −1.
We shall now define the highest weight state v0 as before through:
av0 = 0.
Then a basis for the highest weight representation is furnished by:
vn =
bn√
n!
v0, n ∈ N0.
At this point we realize the impossibility of finding, in this representation, a
positive definite sesquilinear bilinear form with respect to which xˆ and pˆ are
self-adjoint. Indeed given such a bilinear form B, we would have:
0 < B(bv0, bv0) = B(v0, abv0) = B(v0, [a, b]v0) = −B(v0, v0),
which is clearly contradictory. Instead, what we can require is the existence of
two bilinear forms B+ and B−. We shall require the former to be positive definite
and sesquilinear, thus introducing a Hilbertspace topology on the representation.
However B+ will have the property that xˆ and pˆ are anti-self-adjoint with respect
to it. On the other hand B− is non-degenerate sesquilinear such that xˆ and pˆ
are self-adjoint, but it will be indefinite. Under the normalization B+(v0, v0) =
B−(v0, v0) = 1 we thus obtain:
B+(vm, vn) = δm,n B−(vm, vn) = (−1)nδm,n.
Thus {vn}n∈N0 form an orthonormal basis of the Hilbertspace H. We can define
B− in terms of B+ as:
B−( · , · ) = B+( · , (−1)ba·).
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A suggestive way of interpreting (−1)ba is as (−1)F where F is a “fermion-
number” operator. For this we need to introduce the following decomposition
of H:
H = Heven ⊕Hodd,
where Heven is the subspace spanned by vn with n even and Hodd is defined
analogously. Then we define fermion fields ψ1 and ψ2 by:
ψ1v2n = 0 ψ1v2n+1 = v2n
ψ2v2n = v2n+1 ψ2v2n+1 = 0 ∀n ∈ N0.
Then ψ1 and ψ2 satisfy the following properties:
{ψ1, ψ2} = 1
and
B+(ψ1·, ·) = B+(·, ψ2·).
Finally we can define F by:
F = ψ2ψ1.
On H we can furthermore define the differential:
Q = ψ1ba.
This allows us to single out v0, which is the unique invariant state under the U(1)
action:
R(θ) := eiθba,
as the unique representative of Q-cohomology HQ(H).
Now let’s turn to coherent states. These are now given by:
|α〉 = exp(−αb+ αa)v0 = exp
( |α|2
2
)∑
n≥0
(−α)n√
n!
vn.
Clearly the translation operator is not unitary any more, that is, it is not an
isometry with respect to B+, but it is an isometry with respect to B−. It is in
fact unbounded, but clearly its domain includes the coherent states. Now we
shall generalize the above discussion to understand the structure of the coherent
tangent bundle for an arbitrary Lorentzian Ka¨hler manifold.
5.3. The coherent tangent bundle in the Lorentzian case
In this section we will construct the coherent tangent bundle in the case of a
general Lorentzian Ka¨hler manifold. An important result will be that contrary
to the Riemannian case, in the present case the Hilbert-bundle is not necessarily
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trivial, in particular it cannot in general be trivialized on an entire Darboux
patch. The caveat stems from the fact that in the Lorenztian case one needs to
make a choice of two “negative” directions, and this choice depends non trivially,
not only on the symplectic form, but also on the metric, which contrary to the
symplectic form, cannot be flat on an entire patch unless the Riemann curvature
vanishes. In this section we will show however that if one makes a choice of
negative directions at a given point p0 ∈ M , this choice can be extended to an
open neighborhood V+ containing p0. Ultimately the detailed choice at p0 will be
irrelevant.
We start by considering a point p0 ∈ M and erect a Darboux coordinate system
in the neighborhood of p0 such that at p0 the metric is the standard Lorentzian
metric9. The coherent tangent bundle at p0 will then be the collection of states
defined by:
xˆT (η + iǫ)|u〉p0 = uT (η + iǫ)|u〉p0.
In particular there will be a state |0〉p0. The representation of the Heisenberg
algebra thus obtained with highest weight |0〉p0, as we have observed in the above
section, is naturally not a Hilbert space, but rather a vector space equipped
with the pairing B−, with respect to which xˆ
i are hermitian, which is defined
precisely as in section 5.2 with a and b corresponding to the first coordinates x1
and xd+1. We also observed in the previous section that we can however endow
this vectorspace with the structure of a Hilbert space H with scalar product B+
with respect to which xˆ1 and xˆd+1 are anti-hermitian while the rest are hermitian.
Now we ask how large the Darboux neighborhood V+ of p0 is allowed to be for the
coherent states |u〉p for p ∈ V+ to belong to the same Hilbert space H. We shall
denote by Spǫ the symplectic group with symplectic form ǫ, then the previous
question is clearly equivalent to determining the subset:
Spǫ+ := {Λ ∈ Spǫ | |0〉Λ ∈ H},
where |0〉Λ is defined through the condition:
(ΛT xˆ)T (η + iǫ)|0〉Λ = 0. (5.8)
Then, denoting by V max the maximal Darboux patch containing p0:
V max+ = {p ∈ V max |∃Λ ∈ Spǫ+ s.t. g(p) = ΛηΛT}.
As we have seen explicitly in section 4.3, in the Riemannian case, Sp+ = Sp and
therefore V max+ = V
max. This is but a consequence of the Stone von Neumann
theorem that asserts, in particular, the uniqueness of unitary irreducible repre-
sentations of the Heisenberg algebra. The Lorentzian case, however, corresponds
9This can obviously also be achieved for special Darboux patches in special Ka¨hler manifolds.
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to non-unitary representations, and indeed, as we will show, Spǫ+ ( Sp
ǫ. We
will show however that Spǫ+ contains an open neighborhood of the identity, a
requirement to, at least locally, quantize M . As a concrete representation for H
we choose the usual L2(Rd) where xˆ acts as:
xˆ = E˜
(
q
−i∇q
)
,
where:
E˜ :=
(
E 0
0 E
)
and:
E =
(
i 0
0 1(d−1×d−1)
)
.
Then, resorting to the notation in section 4.6, equation (5.8) becomes:(
R1 R2 + iE
2
RT2 − iE2 R4
)
E˜
(
q
−i∇q
)
ψ0(q,Λ) = 0,
with ψ0(q,Λ) the wavefunction corresponding to |0〉Λ. The above is equally well
written as:
∇qψ = iτ˜ qψ,
where:
τ˜ := −E−1(R2 + iE2)−1R1E = −E−1R−14 (RT2 − iE2)E,
thus:
ψ(q) = N exp(i〈q, τ˜q〉)
and ψ ∈ L2(Rd) provided:
Im τ˜ > 0. (5.9)
Since the above is an open set, by local continuity of Λ(p), g(Λ) and τ˜ (g), V max+
contains an open neighborhood of p0. One can easily check by way of counterex-
ample that condition (5.9) is non trivial and in particular Spǫ+ ( Sp
ǫ.
Consider now the complex modulus:
τ := Eτ˜E−1.
Clearly τ is in the Siegel upper half space. From this we deduce the complete
characterization of Spǫ+:
Spǫ+ = {Λ ∈ Spǫ |Im(E−1τ(Λ)E) > 0}.
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At this point we shall study the states |u〉Λ, which we shall rename |u〉τ . Follow-
ing the analogous steps for |0〉Λ we obtain that the corresponding wavefunction
ψu(τ, q) is of the form:
ψu(τ, q) = N (τ, u) exp
(
i
2
〈(q −E−1uq), τ˜ (q − E−1uq)〉+ i〈E−1up, q〉
)
.
Just as the normalization constant in section 4.6, here N (τ, u) is fixed by three
analogous conditions. The first is a normalization condition with respect to B−
instead of B+:
1 = τ 〈u|(−1)F |u〉τ =
∫
Rd
ddq ψu(τ, q)ψu(τ, E
2q).
Solving for |N | yields:
|N (τ, u)| = π−d/4(det Im τ)1/4.
The second condition on ψu(τ, q) is equation (4.13) which remains unchanged in
the Lorentzian case. As in section 4.6, let θ be defined through:
N (τ, u) = |N (τ)|eiθ(τ,u).
Then (4.13) is equivalent to:
∇uqθ + E2τE2∇upθ = −
1
2
E2τuq − 1
2
E2up,
the solution to which is:
θ(τ, uq, up) = −1
2
〈up, E2uq〉+ γ(τ).
Therefore in the Lorentzian case, the wavefunction of the coherent state |u〉τ is
given by:
ψu(τ, q) = π
−d/4(det Im τ)1/4 exp(iγ(τ))·
exp
(
i
2
〈(q −E−1uq), τ˜(q − E−1uq)〉+ i〈E−1up, q〉 − i
2
〈up, E2uq〉
)
.
Using (4.14) we can again fix the phase. ForM affine special Ka¨hler, on a special
Darboux patch we obtain:
∂kγ = −βk − 1
2
tr([(Γkω)pp] Im τ E
2).
At this point we can compute the overlap τ2〈u2|(−1)F |u1〉τ1, which, as in the Rie-
mannian case, essentially corresponds to the propagator of the master equation:
τ2〈u2|(−1)F |u1〉τ1 :=
∫
Rn
ψu2(τ2, q)ψu1(τ1, E
2q)
36
= (2i)d/2
(det Imτ1)
1/4(det Imτ2)
1/4
(det(τ1 − τ2))1/2 ·
exp
(
− i
2
〈E2uq,1, z1〉+ i
2
〈E2uq,2, z2〉 − i
2
〈E2(z1 − z2), (τ1 − τ 2)−1(z1 − z2)〉
)
·
exp
(
i
∫ p
p0
(
β +
1
2
tr((Γkω)ppImτ E
2)dxk
))
,
where, as in the Riemannian case, we have introduced the complex coordinates
z = up − τuq. Thus the expression is identical to the one in the Riemannian
case with the only difference that the bilinear form on configuration space is now
the standard Minkowski bilinear form 〈E2 · , · 〉 instead of the standard scalar
product. Anlogously to the case of Riemannian affine special Ka¨hler manifolds
where the propagator is given by (4.29), we shall see in the next section that in
the Lorentzian case the propagator is given by:
K(u, p, x+ y, p0) := p,As〈u|(−1)F |p〉ys
= (2i)d/2
(det Imτ1)
1/4(det Imτ2)
1/4
(det(τ1 − τ2))1/2 ·
exp
(
−i
∫ p
p0
(
(α− β)− 1
2
ωkj(x+ y)
jdxk − 1
2
tr((Γkω)ppImτ E
2)dxk
))
·
exp
(
−1
4
||u||2g(p)
)
·
exp
(
− i
2
〈E2uq,1, z1〉+ 1
4
〈z2, R4(p)z2〉 − i
2
〈E2(z1 − z2), (τ1 − τ 2)−1(z1 − z2)〉
)
,
where we have used the same notation as in section 4.6.
5.4. Remarks on the quantization of Lorentzian conic special
Ka¨hler manifolds
In this section we shall first discuss how the quantization of Riemannian affine
special Ka¨hler manifolds translates to the Lorentzian case, show how to project
to positive normed states, and then discuss normalization conditions of the wave-
function Z(u, p) thus presenting the form of the general solution to the master
equation. We shall develop the first point in the form of a series of remarks:
• To quantize an appropriate Darboux neighborhood (V+) of p0 ∈ M , one
chooses the Darboux coordinates such that g(p0) = η.
• Locally quantization involves a triple (V+, φ,P∞), but contrary to the Rie-
mannian case, now P∞ is endowed with the pairing
(v, w)− =
|B−(v, w)|
(B−(v, v)B−(w,w))
1/2
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and the group of automorphisms of P∞ is defined accordingly.
• The flat connection A does thus no longer induce a unitary parallel trans-
port, but rather a parallel transport that is an isometry w.r.t. B−.
• One must choose generators of the Heisenberg algebra xˆi, such that xˆ1 and
xˆd+1 are anti-hermitian w.r.t. B+, while the rest are hermitian.
• The form of the operator SΣ introduced as S in (4.6) is left unchanged, and
it is now an isometry w.r.t. B−.
• As a consequence in order for the tensorial property (4.11) of Z(u, p) to
hold, the definition of the wavefunction must be replaced by:
Z(u, p) := p,A〈u|(−1)F |p〉A.
With the above modifications the quantization procedure of affine Lorentzian
special Ka¨hler manifolds proceeds without change as the one for Riemannian
affine special Ka¨hler manifolds until the end of section 4.4 with the only exception
of the normalization conditions (4.15, 4.16, 4.17). One last remark regards section
5.1 where, in the Lorentzian case, all matrix elements of the form 〈p2|O|p1〉 must
be replaced with 〈p2|(−1)FO|p1〉.
5.4.1. Projecting onto “positive normed” states: the coherent horizontal
bundle
Let M be a conic special Ka¨hler manifold of dimension 2d, we shall distinguish
between three regions of M :
M+ := {p ∈M |K(p) > 0},
M0 := {p ∈M |K(p) = 0},
M− := {p ∈M |K(p) < 0}.
As discussed earlier M0 is singular with a conic singularity approaching x = 0.
Now we shall concentrate on M−. There, an orthonormal basis of negative or
“timelike directions” in the tangent bundle TM− is given by the hamiltonian
vectorfield X and JX . Indeed:
g(X,X) = g(JX, JX) = 2K < 0.
Therefore, on the orthogonal complement with respect to g of X and JX , g is
positive definite. We thus define the horizontal bundle as:
HM := {V ∈ TM−| g(V,X) = g(V, JX) = 0}.
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In particular HM is the image of a section P ∈ Γ(M−,End(TM−)) of projections
P (p), which in special coordinates is given by:
P jk = δ
j
k −
1
2
∂k log |K|gij∂iK + 1
2
J lk∂l log |K|ωij∂iK. (5.10)
Corresponding to HM there is a quantum counterpart that we shall name co-
herent horizontal bundle, defined as the sub-bundle of the trivial Hilbert-bundle,
given by the image of the section of projection operators P ∈ Γ(M−,End(H)),
where P(p, A) is an orthogonal projection at every point p. This projection is the
obvious generalization of the projector onto v0 of section [5.2]. Thus, the action
of P(p, As) on the basis |u〉p,s is given by:
P(p, As)|u〉p,s := exp
(
−1
4
||(1− P (p))u||2g(p)
)
|P (p)u〉p,s
= exp
(
− 1
2K(p)
|g(H(p), u)|2
)
|P (p)u〉p,s.
It is an easy exercise to check that P is self-adjoint w.r.t B−.
5.4.2. Normalization conditions and the general solution
Now we shall pass to normalization conditions. In the Lorentzian case, equations
(4.16, 4.17) are modified to:
(−1)F = 1
(2π)n
∫
TpM−
du1 ∧ · · · ∧ du2d
√
det g·
exp
(
1
K(p)
|g(H(p), u)|2
)
|Pu− (1− P )u〉p,A p,A〈u|.
And the normalization is with respect to B− rather than B+, therefore:
1 =
1
(2π)n
∫
TpM−
√
det g exp
(
1
K(p)
|g(H(p), u)|2
)
·
ZA(Pu− (1− P )u, p)ZA(u, p) du1 ∧ · · · ∧ du2d.
It follows that the general solution to the master equation is then given by:
Z(u, p)f =
∫
Tp0M
dy1 ∧ · · · ∧ dy2d
√
det gs(p0) exp
(
1
K(p0)
|g(H(p0), y)|2
)
·
K−(u, p, xs + y, p0) exp
(
−1
4
||y||2gs(p0)
)
f((1 + iJ0)y), (5.11)
where f is an arbitrary normalizable function w.r.t. B−.
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5.5. The quantization of projective special Ka¨hler manifolds
In this section we will construct the wavefunction Zred,A(u, p) for an arbitrary
projective special Ka¨hler manifold M˜ of dimension 2d that arises as a holomorphic
quotient of a Lorentzian conic special Ka¨hler manifold M of dimension 2d + 2.
First of all, it is convenient at this point to introduce complex coordinates and
express H in terms of these. We shall stay in the special Darboux coordinate
system, and erect corresponding holomorphic coordinates (z0, . . . , zd). Then (5.1)
becomes:
∂µH
ν = δνµ.
Therefore:
H = zµ∂µ,
where the vector of complex special coordinates is related to the vector of Darboux
coordinates x = (xq, xp) via:
z = xp − τxq.
The quotient of M by H clearly has as holomorphic functions the ones defined
on M of homogeneous degree 0, therefore M˜ can be covered by affine patches as
M˜0 with coordinates (y
1, . . . , yd) given by:
(z0, z1, . . . , zd) =: (λ, λy1, . . . , λyd),
with λ 6= 0. In this new coordinate system (λ, y1, . . . , yd):
H = λ
∂
∂λ
.
From now on we shall label the coordinates y and z with (α, β, γ) and (µ, ν, ρ, σ)
respectively. Analogously we will label the corresponding real coordinates with
non-capital and capital latin letters respectively. At this point we can express
the projection P introduced in (5.10) in complex coordinates:
P νµ = δ
ν
µ −
1
2
∂µ log |K|gνρ∂ρK + 1
2
Jσµ∂σ log |K|ωνρ∂ρK
= δνµ −
1
2
∂µ log |K|(gνρ − iωνρ)∂ρK
= δνµ − ∂µ log |K|gνρ∂ρK
= δνµ − zν∂µ log |K|
P νµ = 0
P νµ = 0
P νµ = δ
ν
µ − zν∂µ log |K|.
Therefore, in particular, in special coordinates we have the following holomorphic
frame for the horizontal bundle:
Vα = Σ
µ
αP
ν
µ∂ν
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=
∂zµ
∂yα
(δνµ − zν∂µ log |K|)∂ν
=
∂
∂yα
−
(
∂
∂yα
log |K|
)
zν∂ν
=
∂
∂yα
−
(
∂
∂yα
log |K|
)
λ
∂
∂λ
,
where Σµα = dz
µ/dyα. We can now define the wavefunction reduced to the pro-
jective special Ka¨hler manifold:
Definition 5.4. The quantization of the holomorphic quotient M˜ is given by the
reduced wavefunction:
Zred,A(u, p) := p,A〈ΣTu|P†(p, A)(−1)F |p〉A.
Therefore:
Zred,A(u, p) := exp
(
−1
4
||P (p)ΣTu||2g(p) −
1
2K(p)
|g(H(p),ΣTu)|2
)
Cred(ui∂i),
where
Cred = ι∗(C ◦ P ), (5.12)
and by ι we have denoted the inclusion of the level set λ in M . In particular we
have
Cred = exp
(∑
n≥0
(−1)n
n!
Cnred
)
,
with, in special coordinates:
(Cnred)α1,...,αn = Cnµ1,...,µn
(
∂zµ1
∂yα1
− zµ1 ∂
∂yα1
log |K|
)
· · ·
(
∂zµn
∂yαn
− zµn ∂
∂yαn
log |K|
)
and:
∂z0
∂yα
− z0 ∂
∂yα
log |K| = −λ ∂
∂yα
log |K|
∂zβ
∂yα
− zβ ∂
∂yα
log |K| = λ
(
δβα − yβ
∂
∂yα
log |K|
)
.
We shall extend the y coordinate system to incorporate y0 := 1, and define h
through:
K(z, z) = −|λ|2h(y, y),
then:
(Cnred)α1,...,αn = λ
n Cnµ1,...,µn
(
δ
µ1
α1
− yµ1 ∂
∂yα1
log h
)
· · ·
(
δ
µn
αn − yµn
∂
∂yαn
log h
)
.
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At this stage we can determine the master equation satisfied by Cred. We shall
proceed analogously to the affine case. Thus we start by collecting the following
computational building blocks. The first crucial building block is the Ka¨hler
structure on the projective manifold M˜ :
g˜αβ = Σ
µ
αP
ρ
µgρσP
σ
ν Σ
ν
β
= λΣµαP
ρ
µgρβ
= Σµα
(
gµν − 1
K
∂µK∂νK
)
Σν
β
= −|λ|2
(
∂α∂βh−
1
h
∂αh∂βh
)
= K∂α∂β log h. (5.13)
The form obtained in the last step shows that g˜ is indeed a Ka¨hler metric, not on
the holomorphic quotient of M by the action of H , but rather on the symplectic
quotient ofM by the action of X where K is constant. Indeed the above precisely
defines the Marsden-Weinstein quotient. We thus define the normalized Ka¨hler
metric:
gˆαβ := −∂α∂β log h.
We shortly digress to observe that formula (5.13) means that the value of K on
the corresponding symplectic quotient is related to Planck’s constant via:
K = −1
~
.
In other words, Planck’s constant precisely labels the choice of symplectic quo-
tient:
M~ ∼ K−1(−~−1)/S1.
Here ∼ means homeomorphic.
Now we shall consider the dependence of P(p, A)|ΣTu〉p,A on p. We shall do this
in steps. First we shall consider the dependence on p of the canonical coherent
state |ΛTPΣTu〉, where we have used the same notation as in section 4.3. We
obtain:
∂K |ΛTPΣTu〉 = 〈∂K(ΛTPΣT )u,Λ−1∇PΣTu〉|ΛTPΣTu〉
= uT
(
ΣP TΓK + ∂K(ΣP
T )
)∇PΣTu|ΛTPΣTu〉. (5.14)
We now introduce the differential Σ˜ from y to z coordinates. In particular:
Σ˜αµ :=
∂yα
∂zµ
= λ−1
(
δαµ − yαδ0µ
)
.
Then we have:
P T Σ˜ΣP T = P T .
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Therefore:
∇PΣTu = P T Σ˜∇u + (1− P T )∇PΣTu.
Substituting in (5.14) we obtain:
∂K |ΛTPΣTu〉 =
uT
(
Γ˜K∇u +
(
ΣP TΓK + ∂K(ΣP
T )
)
(1− P T )∇PΣTu
)
|ΛTPΣTu〉.
In the above we have defined the connection:
Γ˜K = ΣP
TΓKP
T Σ˜ + ∂K(ΣP
T )P T Σ˜. (5.15)
As we show in appendix B, the connection Γ˜ splits into purely holomorphic and
anti-holomorphic components with Γ˜γ
αβ
= (Γ˜γαβ)
∗ and can be expressed in terms
of the Levi-Civita connection Γˆ of gˆ as follows:
Γ˜γαβ = Γˆ
γ
αβ + ∂α log |K|δγβ
Γ˜γ0β = λ
−1δγβ ,
where we have denoted by 0 the coordinate λ. In particular Γ˜ is compatible with
the metric g˜.
Now we turn to the dependence on p of the coherent state P(p, A)|ΣTu〉p,A proper.
In fact, to tackle the reduced tensor Cred directly we compute:
∂K
(
exp
(
1
4
||P (p)ΣTu||2g(p)
)
|PΣTu〉p,A
)
=(
−iβK − i
2
(ΓKω)IJ xˆ
I xˆJ + urΓ˜sKr
∂
∂us
+ ur
((
ΣP TΓK + ∂K(ΣP
T )
)
(1− P T ))S
r
∂
∂(PΣTu)S
)
·
exp
(
1
4
||P (p)ΣTu||2g(p)
)
|PΣTu〉p,A.
In the above we have used the metric compatibility of Γ˜. At this point we need
to compute the action of xˆ on the coherent state. However only the components
of xˆ along the horizontal bundle act naturally as differential operators. We shall
now focus our attention on those:
Σ˜TP xˆ
(
exp
(
1
4
||P (p)ΣTu||2g(p)
)
|PΣTu〉p,A
)
=
(
1
2
Σ˜TP (1− iJ)TPΣTu+ 1
2
Σ˜TP (g−1 − iω−1)P T Σ˜∇u
)
exp
(
1
4
||P (p)ΣTu||2g(p)
)
|PΣTu〉p,A
=
(
1
2
(1− iJˆ)Tu− 1
2K
(gˆ−1 − iωˆ−1)∇u
)
exp
(
−1
4
K||u||2gˆ(p)
)
|PΣTu〉p,A,
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Now we shall present the explicit form of the master equation:
ΣP Tp,A〈ΣTu|P†(p, A)(−1)F (d+ A)|p〉A = 0.
Using (4.13), we arrive at the master equation for Cred(ui∂i):(
(ΣP T∇x)k − ur(Γˆk)sr
∂
∂us
+ i(ΣP T (α− β))k
+ iKωˆik
(
1
2
(1− iJˆ)Tu− 1
2K
(gˆ−1 − iωˆ−1)∇u
)i
+
i
2
Ckij
(
1
2K
(gˆ−1 − iωˆ−1)∇u
)i(
1
2K
(gˆ−1 − iωˆ−1)∇u
)j
+
i
2
Ckij
(
1
2
(1− iJˆ)Tu
)i(
1
2
(1− iJˆ)Tu
)j
− ur(ΣP T )Kk
((
ΣP TΓK + ∂K(ΣP
T )
)
(1− P T ))S
r
∂
∂(PΣTu)S
)
Cred(ui∂i) = 0.
(5.16)
Before expressing the master equation in holomorphic and anti-holomorphic
parts, we shall decompose the last term of (5.16) in holomorphic and anti-
holomoprhic parts. Since Cred has only anti-holomorphic legs, in complex co-
ordinates the holomorphic part is given by:
− (ΣP T )σβdyαΣµα(∂σP νµ )(1− P )ρνι∂ρCred
= (ΣP T )σβdy
α∂σ∂α log |K|zρι∂ρCred
= dyαgˆβαz
ρι∂ρCred,
while the anti-holomorphic part reads:
− (ΣP T )σ
β
dyαΣµα(P
τ
µΓ
ν
στ + ∂σP
ν
µ )(1− P )ρνι∂ρCred
= 0.
The above is a result of the following identity:
(P τµΓ
ν
στ + ∂σP
ν
µ )(1− P )ρν
= (Γνσµ + ∂σP
ν
µ )(1− P )ρν
= (gνν∂σgνµ + ∂σP
ν
µ )(1− P )ρν
=
1
K
∂σ(z
νgνµ)z
ρ − (δνσ∂µ log |K|+ zν∂σ∂µ log |K|)zρ∂ν log |K|
=
∂σ∂µK
K
zρ − ∂σ∂µK
K
zρ
= 0.
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In the first step above we have used the fact that in special coordinates:
zρΓρ = g
−1zρ∂ρg = 0. (5.17)
We are thus left to compute
zρι∂ρCred.
For this we need to resort to (4.24) using (5.17). We obtain:
zρι∂ρCred =
(
ι∗
(
zρι∂ρC
) ◦ P )
=
(
ι∗
((−zρ∂ρ − i(α− β)(H)) C) ◦ P )
=
(
−λ ∂
∂λ
+ dyαι∂α − i(α− β)
(
λ
∂
∂λ
))
Cred.
In order to isolate the dependence of Cred on λ and λ, we use the fact that in y
coordinates Cαβγ is holomorphic homogeneous of degree 2 in λ. Thus, we define
the normalized C tensor through:
Cαβγ(λ, y) = λ
2Cˆαβγ(y).
At this point we have all the ingredients to express the master equation (5.16) in
holomorphic and anti-holomoprhic parts. The anti-holomorphic part reads:(
∇(0,1)α − (∂α log h)λ
∂
∂λ
+ i(α− β)α − i(∂α log h)(α− β)
(
λ
∂
∂λ
)
+ ι∂α +
iλ
2
2
Cˆαβγdy
βdyγ
)
Cred = 0, (5.18)
while the holomorphic part reads:(
∂α − (∂α log h)λ ∂
∂λ
+ i(α− β)α − i(∂α log h)(α− β)
(
λ
∂
∂λ
)
+ dyβgˆαβ
(
−λ ∂
∂λ
+ dyγι∂γ − i(α− β)
(
λ
∂
∂λ
))
− iKωˆαβdyβ +
iλ2
2K2
Cˆαβγ gˆ
ββgˆγγι∂
β
ι∂γ
)
Cred = 0.
There are of course two further equations left, inherited from the master equation
of the conic affine special Ka¨hler manifold M . We have already made full use
of the anti-holomorphic part to express the last term in (5.16) as a differential
operator on Cred. From the holomorphic part we obtain instead:(
∂
∂λ
+ i(α− β)
(
∂
∂λ
))
Cred(ui∂i) = 0, (5.19)
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which in components reads:(
∂
∂λ
+ i(α− β)
(
∂
∂λ
))
C0red = 0
Cnred(λ, λ, y, y) = C˜nred(λ, y, y) ∀n ≥ 1.
With (5.19) the holomorphic part of the master equation simplifies to:(
∂α + i(α− β)α + dyβgˆαβ
(
−λ ∂
∂λ
+ dyγι∂γ
)
− dyβgˆαβ
(
i(α− β)
(
λ
∂
∂λ
)
−K
)
+
iλ2
2K2
Cˆαβγ gˆ
ββgˆγγι∂
β
ι∂γ
)
Cred = 0. (5.20)
As a last step we will choose for α and β the gauge adopted in section 4.4 and we
will express the master equation (5.18, 5.19, 5.20) as an equation for Sred, which
analogously to S in section 4.4, is defined as:
Sred = (det g)
1
8 e
K
2 Cred.
Noticing that in this gauge:
β (H) = β
(
H
)
= 0,
we obtain that (5.18, 5.20):(
∇(0,1)α − (∂α log h)λ
∂
∂λ
− 2iβα + ι∂α +
iλ
2
2
Cˆαβγdy
βdyγ
)
Sred = 0, (5.21)(
∂α + dy
βgˆαβ
(
−λ ∂
∂λ
+ dyγι∂γ
)
+
iλ2
2K2
Cˆαβγ gˆ
ββgˆγγι∂
β
ι∂γ
)
Sred = 0, (5.22)
while (5.19) becomes:
∂
∂λ
Sred = 0. (5.23)
We have finally arrived at the precise generalization (5.21, 5.22, 5.23) of the
holomorphic anomaly equation of [BCOV] while at the same time having provided
its general solution (5.11, 5.12).
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6. Concluding remarks
In the present paper we have shown how special Ka¨hler manifolds arise from the
structure of quantization, and constructed their quantum counterpart. Crucial
to our constructions was the central idea developed in [Wi] and the formalism
of [Fed2]. We have shown how a general version of the holomorphic anomaly
equation of [BCOV] arises in our construction while at the same time providing
its general solution.
The present work needs however to be further developed to understand better the
physical, string theoretic, meaning of these solutions. In particular it is still to be
understood, from a quantization perspective, how to isolate the analogue of the
generating function of closed topological strings in a given D-brane configuration
[NW] . In this regard, it seems as though a starting point for these developments
within this work could be the discussion at the end of section 5.1.
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A. A few identities of Special Geometry
Here we shall just give the form of the Ricci tensor for an affine special Ka¨hler
manifold, as it is needed in section 4.4. For the sake of coherence we will compute
it in special Darboux coordinates. We shall need the expression for the Christoffel
symbols, that reduces to
Γkij =
1
2
gkr∂r∂i∂jK
and in particular the following identity:
Jri ∂r∂k∂lK = −(∂kJri )grl
= − (∂k(gisωsr)) grl
= ∂k∂i∂sKJ
s
l .
Equivalently the tensor C, which in special Darboux coordinates reads
Cijk =
1
2
Jri ∂r∂j∂kK ,
is symmetric. Moreover the fact that ∂i∂j∂kK is symmetric implies that C splits
into holomorphic and anti-holomorphic parts. From the above, in particular, it
follows:
Γkki =
1
2
gkr∂r∂k∂iK
= −1
2
ωksJrs∂r∂k∂iK
= −1
2
ωks∂r∂k∂sJ
r
i
= 0,
hence:
Rij = ∂kΓ
k
ij − ∂jΓkki + ΓkklΓlji − ΓkjlΓlki
= ∂kΓ
k
ij − ΓkjlΓlki .
The first term can be rewritten as follows:
∂kΓ
k
ij =
1
2
(∂kg
kr)∂i∂j∂rK +
1
2
gkr∂k∂i∂j∂rK
=
1
2
gkr∂k∂i∂j∂rK
= −1
2
∂ig
kr∂k∂j∂rK
=
1
2
ωks∂i∂s∂lKω
lr∂k∂j∂rK
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= 2gksCislg
lrCkjr .
The second term in the expression for the Ricci tensor can instead be rewritten
as:
−ΓkjlΓlki = −
1
4
gkr∂r∂j∂lKg
ls∂s∂k∂iK
=
1
4
gkrJ trJ
u
t ∂u∂j∂lKg
ls∂s∂k∂iK
=
1
4
gkrJ tr∂t∂j∂uKJ
u
l g
ls∂s∂k∂iK
= −1
4
gkrJ tr∂t∂j∂uKg
luJsl ∂s∂k∂iK
= −gkrCrjugluClki .
Thus, finally:
Rij = g
ksCislg
lrCkjr.
B. The connection on the horizontal bundle
Here we analyze the connection Γ˜ defined in (5.15) and express it in terms of the
Levi-Civita connection Γˆ of gˆ.
First we will show that Γ˜ is compatible with the metric g˜. We thus compute:(
∂K − uT Γ˜K∇u
)
||u||2g˜
= uT∂K
(
ΣP TgPΣT
)
u− 2uT
(
(ΣP TΓKP
T Σ˜ + ∂K(ΣP
T )P T Σ˜)ΣP TgPΣT
)
u
= uT∂K
(
ΣP TgPΣT
)
u− 2uT (ΣP TΓKP TgΣT + ∂K(ΣP T )P TgPΣT) u
= uT∂K
(
ΣP TgPΣT
)
u− 2uT (ΣP TΓKgΣT + ∂K(ΣP T )gPΣT) u
= 0.
Now we shall express Γ˜ in terms of Γˆ. We start by expressing the latter using
the fact that gˆ is Ka¨hler:
Γˆγαβ =
(
KΣ˜TPg−1P T Σ˜∂α
(
1
K
ΣP TgPΣT
))γ
β
=
(
Σ˜TPg−1P
T
Σ˜
(
∂α(ΣP
T
)gPΣT + ΣP
T
∂αgPΣ
T + ΣP
T
g∂α(PΣ
T )
))γ
β
− ∂α log |K|δγβ
=Σ˜TPg−1P
T
Σ˜Σ
(
∂αP
T
gPΣT
)
+ Γ˜γαβ − ∂α log |K|δγβ
=Γ˜γαβ − ∂α log |K|δγβ .
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The remaining components of Γ˜ are given by:
Γ˜γαβ =
(
∂α(ΣP
T )P T Σ˜
)γ
β
= Σµβ∂αP
ν
µλ
−1(δγν − yγδ0ν)
= Σµβ∂α∂µ log |K|λ−1zν(δγν − yγδ0ν)
= 0.
Similarly:
Γ˜γ
0β
= 0,
while
Γ˜γ0β =
(
∂
∂λ
(ΣP T )P T Σ˜
)γ
β
=
∂
∂λ
(
λδµβ − zµ∂β log |K|
)
λ−1(δγµ − yγδ0µ)
= λ−1δγβ .
Finally:
Γ˜γ
αβ
= (Γ˜γαβ)
∗
Γ˜γ
0β
= (Γ˜γ0β)
∗.
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