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Abstract.
A normal form transformation is carried out on the operators of a complete
set of commuting observables in a multidimensional, integrable quantum system,
mapping them by unitary conjugation into functions of the harmonic oscillators
in the various degrees of freedom. The transformation works at the level of the
Weyl symbols of the operators, which are manipulated as formal power series in
~ by use of the Moyal star product. It is assumed that the Weyl symbol of one of
the operators (the Hamiltonian) has a generic, stable fixed point in phase space.
The normal form transformation takes place in a neighborhood of this fixed point.
Once the normal form has been achieved, the Einstein-Brillouin-Keller or torus
quantization rule follows easily, including higher order corrections in ~. Crucial
parts of the normal form transformation are not obvious generalizations of the
one-dimensional case, nor is final quantization rule. The result raises some issues
of differential geometry not found in the one-dimensional case.
PACS numbers: 03.65.Sq, 02.40.Gh, 03.65.Vf, 02.20.Sv
1. Introduction
In a previous article (Cargo et al 2004), hereinafter referred to as I, we have developed
a normal form transformation for a one-dimensional quantum Hamiltonian whoseWeyl
symbol has a generic, stable fixed point in phase space. In particular, we showed that
such a Hamiltonian can be transformed via unitary conjugation into a function of the
harmonic oscillator in a neighborhood of the fixed point, in the sense of formal power
series in ~. One of the consequences is the Bohr-Sommerfeld rule for the eigenvalues
of the Hamiltonian, extended to higher order in ~. In this article we generalize
this normal form transformation to multidimensional, integrable systems, in which
a complete set of commuting observables, one of which has a generic, stable fixed
point in phase space, is transformed via unitary conjugation into a set of functions
of the harmonic oscillators in the various degrees of freedom. One consequence is
the Einstein-Brillouin-Keller (EBK) or torus quantization rule, including higher order
corrections in ~. Part of this calculation is a straightforward generalization of the
methods of I, and part involves nontrivial new techniques. In the following a familiarity
with I is assumed. References to equations, sections and appendices of I are preceded
by “I” (for example, Equation (I.17), Section I.3.4, or Appendix I.B).
In our opinion the normal form transformation itself, which has many variations
not yet explored (unstable fixed points, regions including separatrices, nongeneric
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fixed points, etc.), and the diagrammatic and other techniques developed for carrying
out the normal form transformation, are the most important results of I and of this
paper. Nevertheless, the torus quantization rule and its higher order corrections are
the results that are most easily appreciated and understood, so we have given them
particular prominence in the following discussion.
The usual torus quantization rule (Einstein, 1917; Brillouin, 1926; Keller, 1958;
Percival, 1973; Berry and Tabor, 1976) is valid only for integrable systems, which at
the level of the usual formula means that the classical Hamiltonian is integrable in a
classical sense. IfH is a classical, integrable Hamiltonian of N degrees of freedom with
actions A = (A1, . . . , AN ) and angles φ = (φ1, . . . , φN ), then the torus quantization
rule states that the eigenvalues of the corresponding quantum Hamiltonian Hˆ are given
approximately by En = H(A), whereH is expressed as a function of the actions, where
the actions are evaluated at Aj = (nj + γj/4)~, where n = (n1, . . . , nN) is a vector of
integer quantum numbers, and where γ = (γ1, . . . , γN ) is the vector of Maslov indices
(Maslov and Fedoriuk 1981, Littlejohn and Robbins 1987, Eckhardt andWintgen 1991,
de Gosson 1997, Foxman and Robbins 2004). See Appendix A for notation. The torus
quantization rule is discussed more fully and precisely in the explanation of (2) below.
Examples of integrable systems include central force motion in any number of
dimensions in ordinary particle mechanics, objects such as the 3nj-symbols in angular
momentum theory (which are the eigenfunctions of complete sets of commuting
observables), and integrable lattice and soliton systems. Integrable systems have
also exerted a powerful influence on various areas of mathematics and mathematical
physics, including symplectic geometry and representation theory (Weinstein 1977,
Marsden and Ratiu 1999, Kirillov 1976). They are also the reference point for
understanding partially integrable or nonintegrable systems.
A normal form transformation of the kind developed in I has been studied by
Helffer and Robert (1984) in the one-dimensional case. These authors use Fourier
integral operators to carry out the normal form (rather than the Moyal star product,
as in our work), and they prove the existence of the asymptotic ~ series for the
eigenvalues. They do not, however, explicitly compute the higher order terms. In
related work, Charbonnel (1986) has studied a multidimensional example.
One question that arises immediately when contemplating higher order
corrections to the torus quantization rule is what shall be the definition of an integrable
system in quantum mechanics. A set ofN operators need only commute through order
~ for their principal symbols to Poisson commute, and thereby to define a classically
integrable system. The latter is all that is required for the usual (lowest order) torus
quantization formula to be meaningful. When we extend torus quantization to higher
order in ~, is Poisson commutativity of the principal symbols sufficient, or must the
operators commute to higher order in ~? One might suppose that terms that are
higher order in ~ could be handled by some kind of perturbation theory, and that
classical integrability would suffice.
In fact, it turns out that for torus quantization to be meaningful to all orders in
~ it is necessary to have a complete set of operators that commute to all orders in
~. Without this condition, the normal form transformation that is the basis of our
analysis does not exist, at least in the form of the power series in ~ that we posit for
it. If this and other, reasonable (generic) conditions to be described below hold, then
as we shall show the torus quantization rule can be extended to arbitrary order in ~.
We now present the generalized torus quantization rule, deferring the details
of our assumptions to the main body of the paper. Let (Hˆ1, . . . , HˆN ) be a set of
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N commuting, Hermitian operators, [Hˆj, Hˆk] = 0, j, k = 1, . . . , N , of which Hˆ1 is
“the” Hamiltonian (above referred to as simply Hˆ). Let the (Weyl) symbols of these
operators be (H1, . . . , HN ) (that is, without the hat. See Appendix A.) These are
assumed to have an ~-expansion of the form,
Hj = Hj0 + ~
2Hj2 + ~
4Hj4 + . . . , (1)
that is, they are “slowly varying” or “admissible” (Voros 1977) with only even powers
of ~. The leading terms Hj0 are the “principal symbols” of the operators Hˆ
j. We
assume that odd powers of ~ are absent from this expansion because their inclusion
serves only to complicate all the formulas of this analysis without introducing any
fundamentally new issues. In addition, most of the examples we can think of (such
as (Hˆ, Lˆ2, Lˆz) in a 3-dimensional central force problem) have symbols that are even
series in ~, a property that evidently is related to the Hermiticity of the operators Hˆj .
The principal symbols Hj0 Poisson commute, {Hj0 , Hk0 } = 0, since all correction terms
in the Moyal series (I.A.6) for the symbol of a commutator are of higher order in ~.
The principal symbol H10 of the quantum Hamiltonian Hˆ
1 will be treated as the
classical Hamiltonian (above referred to simply as H). We assume that it possesses
a generic extremum at some (fixed) point of phase space, so that classical motion in
a neighborhood of this point is bounded and the fixed point is stable. Action-angle
variables (φ,A) are defined in this neighborhood, and the principal symbols can be
expressed as functions of the actions, Hj0 = H
j
0(A).
Then the eigenvalues Ejn of Hˆ
j are given by
Ejn =
[
Hj0(A) + ~
2
〈
Hj2 −
1
48
ωjk (D
µ // Ak
//// Dµ) +
1
16
ωjkl (Ak
//// Al)
− 1
24
ωjklm (Ak // Al // A
m)
〉
φ
+O(~4)
]∣∣∣∣∣
A=(n+γ/4)~
, (2)
where n and γ areN -vectors of integer quantum numbers andMaslov indices, as above.
The ranges of the integers nj depend on the contours on the tori used to defined the
actions Aj , in a manner that will be made precise in subsection 2.3. Equation (2) is
the torus quantization rule, carried through order ~2.
Equation (2) uses the following notation. (See also Appendix A.) Repeated
indices are summed. The frequency matrix of the principal symbols and its action
derivatives are denoted by
ωjk =
∂Hj0
∂Ak
, ωjkl =
∂ωjk
∂Al
, ωjklm =
∂2ωjk
∂Al∂Am
. (3)
These are all functions of the actions A. The angle bracket 〈 〉φ at order ~2 in (2)
indicates an average over the angles φ (a torus average). The quantities inside the
angle bracket depend on both A and φ, but of course only on A after the averaging.
The diagrammatic notation is explained in Appendix I.A, with obvious generalizations
to the multidimensional case. The notation Dµ stands for the action-angle variables
collectively, specifically,
Dµ = (φ1, . . . , φN , A1, . . . , AN )
Dµ = Jµν D
ν = (−A1, . . . ,−AN , φ1, . . . , φN ) (4)
(see Appendix A). Finally, the entire expression is evaluated at the quantized values
of the actions, Aj = (nj + γj)~.
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Equation (2) may be compared to its one-dimensional counterpart (I.1). The one-
dimensional quantization rule at order ~2 is expressed in terms of a single diagram,
the second Moyal bracket {H,H}2 = H //// H of H with itself. If H is expressed
as a function of A (the action of the one-dimensional problem), this one diagram can
be expanded by the chain rule yielding several diagrams, as in the multidimensional
formula (2). Equation (2), on the other hand, cannot in general be condensed into
diagrams involving the symbols Hj alone, but rather must be expressed in terms of
diagrams involving the actions Aj , and, in the case of the first diagram, also the
angles φj . It does reduce to (I.1) in the one-dimensional case, but it is not a simple or
obvious generalization of the one-dimensional formula. Equation (2) will be discussed
more fully in Sec. 4, but for now we simply remark that of the three diagrams shown,
the final two are in a sense “trivial” consequences of the formula for the symbol of
a function of an operator, while the first one is the difficult one that requires new
techniques for its evaluation.
The normal form transformation of this paper takes place on three levels, of which
the first two are purely classical. Normal forms of classical Hamiltonian systems have
received considerable attention in recent years (for example, Eliasson 1990, Fomenko
1991). The first level takes place in a small neighborhood of the fixed point of
the classical Hamiltonian H10 , in which the functions H
j
0 are represented by their
quadratic approximations about the fixed point and a linear canonical transformation
is used to achieve a classical normal form. (Specifically, it transforms these quadratic
approximations into linear combinations of harmonic oscillators.) At the next level,
this linear canonical transformation in a small neighborhood of the fixed point is
extended to a nonlinear canonical transformation in a certain “region of interest,” in
which the level sets of the functions Hj0 are tori, achieving a nonlinear classical normal
form in that region. (Specifically, the Hj0 are transformed into nonlinear functions of
the harmonic oscillators). At the third level, the nonlinear classical normal form
transformation is used as the skeleton for the construction of a quantum normal form
transformation, valid in the sense of formal power series in ~, constructed out of the
Moyal star product. (Specifically, the symbols of the operators Hˆj become functions
of the symbols of the quantum harmonic oscillators in the region of interest). The
quantum normal form then allows an easy derivation of the torus quantization rule.
This paper is organized as follows. Section 2 contains an overview of the
calculation, allowing readers who are familiar with I to understand the main ideas
and how they differ from I. Section 3 contains a more detailed discussion of various
steps in the presentation, including the rich subject of the classical normal form.
Section 4 contains a discussion of various aspects of the result (2), especially certain
issues of differential geometry raised by the result. Section 5 contains conclusions.
Finally, a series of appendices contain much of the real work of the calculation, as well
as a detailed presentation of an example.
2. An overview of the calculation
In this section we present an overview of the calculation, assuming a familiarity with
I, and we point out various similarities and differences with I.
One difference concerns the notation for Weyl symbols and their expansions in
powers of ~. In I, the classical Hamiltonian was taken to be the symbol H of the
quantum Hamiltonian Hˆ , that is, the whole symbol, possibly with an ~ dependence,
whereas in this paper the classical Hamiltonian is taken to be the principal symbol
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H10 of the quantum Hamiltonian Hˆ
1, and similarly we use the principal symbols Hj0 of
the “other Hamiltonians” together with H10 to define a classically integrable system.
These principal symbols are independent of ~. This approach is necessary in the
multidimensional case because the full symbols Hj of the operators Hˆj do not Poisson
commute in general, except whenN = 1. A consequence is that in this paper notations
for functions on phase space such as Hjn, K
j
n, Gn, etc., are independent of ~, whereas
in I the analogous notations were allowed to have an ~ dependence.
As in I, we begin by performing a canonical scaling of the operators xˆj and pˆj
to give them both units of action1/2. This allows us to use a symmetrized form
in (5) below for the harmonic oscillator actions, and it means that all subsequent
transformations preserve physical units. See Appendix D for an example.
2.1. The two stages
The main part of the calculation is to transform the set of operators {Hˆj} via unitary
conjugation into a new set of operators {Mˆ j} that are functions of the harmonic
oscillators {Iˆj} in the various degrees of freedom. The harmonic oscillators and their
symbols are given by
Iˆj =
1
2
(xˆ2j + pˆ
2
j), I
j(z) =
1
2
(x2j + p
2
j) (5)
(see Appendix A). The Iˆj or Ij are standard harmonic oscillators of unit frequency,
which are their own actions. The new operators Mˆ j are considered functions of the
harmonic oscillators Iˆj if their symbols M j are functions of the symbols Ij in a
neighborhood of the generic, stable fixed point of the classical Hamiltonian H10 , in the
sense of formal power series in ~. We denote the assumed fixed point by z0. Here we
rely on the theorem, the one-dimensional analog of which was discussed in I, that an
operator is a function of the operators Iˆj if and only if its symbol is a function of the
symbols Ij (see Appendix B).
As in I, the transformation from the operators Hˆj to operators Mˆ j proceeds in
two stages. In the first stage (the “preparatory transformation”) we seek a unitary
transformation Uˆ such that the operators Kˆj , defined by
Kˆj = UˆHˆjUˆ †, (6)
have principal symbols Kj0 that are functions of the harmonic oscillator actions I
j .
That is, the symbol Kj of the operator Kˆj is required to be a function of the harmonic
oscillator actions {Ij} to lowest order in ~.
In the second stage, we seek a sequence of near-identity unitary operators Uˆ2, Uˆ4,
Uˆ6, etc., such that the operators Mˆ
j, defined by
Mˆ j = Vˆ Hˆj Vˆ †, (7)
where Vˆ = . . . Uˆ6Uˆ4Uˆ2Uˆ as in (I.65), have symbols M
j that are formally functions of
the harmonic oscillator actions Ij to all orders in ~. Each Uˆn is given in terms of a
Hermitian generator Gˆn by (I.47), and is responsible for transforming the symbols of
the Hamiltonians into functions of the Ij at order ~n (only even n are used).
The two stages can be summarized schematically by
{Hˆj} → {Kˆj} → {Mˆ j}. (8)
All this is very much as in I, but note that a single unitary operator Uˆ simultaneously
transforms all the operators Hˆj into the operators Kˆj, and a single set of operators
{Uˆn} transforms all the operators Kˆj into operators Mˆ j .
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Table 1. Notation for operators, symbols and functions depending on ǫ.
ǫ = 0 1 Kj Kjn Id
µ θj Ij Eµ Cj C
j
n
any ǫ Uˆǫ H
j
ǫ H
j
nǫ Z
µ
ǫ φ
j
ǫ A
j
ǫ D
µ
ǫ B
j
ǫ B
j
nǫ
ǫ = 1 Uˆ Hj Hjn Z
µ φj Aj Dµ Bj B
j
n
2.2. The preparatory transformation
The multidimensional method for finding Uˆ and the operators Kˆj is similar to the
one-dimensional case. First we assume that Uˆ is given, and we work out expressions
for the symbol Kj of the transformed Hamiltonians Kˆj . Then we impose conditions
on these symbols (namely, that the principal symbols Kj0 should be functions of the
Ij). We assume that Uˆ can be imbedded in a smooth family Uˆǫ of unitary operators
with boundary values at ǫ = 0 and ǫ = 1 as shown in Table 1. The operators Uˆ
of interest to us will satisfy this condition. Next we define the Hermitian operator
Gˆǫ by (I.14), exactly as in I. The symbol Gǫ of operator Gˆǫ of interest to us will
be constructed out of the classical mechanics associated with the integrable system
defined by the principal symbols Hj0 . Since these have no ~ dependence, neither does
Gǫ (unlike the case of I).
Next, as in (I.11), we define
Hˆjǫ = Uˆ
†
ǫ Kˆ
jUˆǫ, (9)
so that Hˆjǫ has values at ǫ = 0, 1 indicated in Table 1. Differentiating (9), we obtain
a generalization of (I.13),
dHˆjǫ
dǫ
=
i
~
[Gˆǫ, Hˆ
j
ǫ ]. (10)
As in I, this equation is solved by transcribing it to symbols and expanding the solution
Hjǫ in powers of ~ (see (I.17)),
Hjǫ = H
j
0ǫ + ~
2Hj2ǫ + ~
4Hj4ǫ + . . . , (11)
whereupon we obtain a set of coupled differential equations,
DHj0ǫ
Dǫ
= 0, (12a)
DHj2ǫ
Dǫ
=
1
24
{Gǫ, Hj0ǫ}3, (12b)
DHj4ǫ
Dǫ
=
1
24
{Gǫ, Hj2ǫ}3 −
1
1920
{Gǫ, Hj0ǫ}5, (12c)
etc., exactly as in (I.16) except for the j superscripts. The bracket notation is explained
in Appendix I.A, and the notationD/Dǫ is explained in Sec. I.3.4. Similarly expanding
the symbols Kj ,
Kj = Kj0 + ~
2Kj2 + ~
4Kj4 + . . . , (13)
we find that the functions Hjnǫ in (11) are the solutions of the above differential
equations subject to the initial conditions Hjnǫ = K
j
n at ǫ = 0. This implies H
j
nǫ = H
j
n
at ǫ = 1, as shown in Table 1. The boundary conditions at ǫ = 1 differ from those in
I, because of the manner in which the ~ dependence is handled.
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The symbol Gǫ is related to an ǫ-dependent canonical transformation
(symplectomorphism) Zǫ : R
2N → R2N with components Zµǫ : R2N → R (see
Appendix I.B for notation), exactly as explained in Sec. I.3.3. As in I, when ǫ = 1
we drop the ǫ subscript and write simply Z or Zµ, as indicated in Table 1. Then the
solution of (12a) is
Hj0ǫ = K
j
0 ◦ Zǫ, (14)
or, at ǫ = 1,
Hj0 = K
j
0 ◦ Z, Kj0 = Hj0 ◦ Z−1. (15)
See (I.28) and (I.29).
Now we choose Z so that Kj0 is a function of the harmonic oscillator actions
Ij . As in I, this is accomplished by using the action-angle variables (φ,A) of the
integrable system defined by the Poisson commuting functions Hj0 and those defined
by the set of harmonic oscillator actions {Ij}, although the details are considerably
more involved than in the one-dimensional case. The construction of the action-angle
variables (φ,A) is basically the standard one in classical mechanics, but one that for
our purposes needs to be examined in some detail. This is done in subsections 3.1–3.3
below. A consequence of this analysis is that over the region of interest, the functions
Hj0 are invertible functions of the actions A
j ,
Hj0 = f
j
0 ◦A, (16)
where f j0 are functions : R
N → R, or, collectively, f0 : RN → RN . This is the obvious
generalization of (I.35) (the 0-subscript means zeroth order in ~, see subsection 2.3).
Since the mapping f0 is invertible in the region of interest, the frequency matrix ωjk
of (3) is nonsingular over this region. Another notation for the frequency matrix is
ωjk = f
j
0,k. (17)
(See Appendix I.B for notation.)
As for the harmonic oscillators Ij , these are their own actions. We define
θ = (θ1, . . . , θN ) as the corresponding angles, so that (θj , Ij) is just the usual set
of one-dimensional harmonic oscillator action-angle variables in the (xj , pj) plane.
Then the canonical transformation Z satisfies
Aj = Ij ◦ Z,
φj = θj ◦ Z, (18)
where for simplicity we have set the matrix ν discussed in subsection 3.2 to the N×N
identity. There is no loss of generality in this, since the conventional basis contours on
the H0-tori could be chosen to be the pull-backs of the standard contours C
j on the I-
tori. At the end of the calculation it is easy to carry out a linear transformation on the
actions to restore an arbitrary choice of basis contours on the H0-tori. Equation (18)
is the obvious generalization of (I.37) in the one-dimensional case.
Now we combine the first half of (18) with (16) to obtain
Hj0 ◦ Z−1 = Kj0 = f j0 ◦ I, (19)
where I denotes the map : R2N → RN with components Ij . This shows that the Kj0
are functions of the Ij , as desired.
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Having found Z, we imbed it in a family Zǫ as in I, with values at ǫ = 0, 1 as
shown in Table 1, and then we define intermediate (for any ǫ) action-angle variables
by
Ajǫ = I
j ◦ Zǫ,
φjǫ = θ
j ◦ Zǫ,
(20)
as in (I.43). We also introduce collective notation for the various action-angle variables
(see also (4),
Dµǫ = (φ
1
ǫ , . . . , φ
N
ǫ , A
1
ǫ , . . . , A
N
ǫ ), (21)
Eµ = (θ1, . . . , θN , I1, . . . , IN), (22)
as indicated in Table 1. Then combining (20) with (14), we have
Hj0ǫ = f
j
0 ◦Aǫ, (23)
as in (I.44). Then we define Gǫ as the solution of (I.19), as explained in Appendix I.E.
The inverse Weyl transform of Gǫ is the operator Gˆǫ, which defines Uˆǫ as the solution
of (I.45), with value Uˆ at ǫ = 1.
This completes the solution of (12a) and the construction of other objects needed
for the 0-th order part of the preparatory transformation. The higher order terms are
obtained as in I, for example, we integrate (12b) to obtain
Kj2 = H
j
2 ◦ Z−1 −
1
24
∫ 1
0
dǫ {Gǫ, Hj0ǫ}3 ◦ Z−1ǫ , (24)
with an extra term compared to (I.32) because of the different boundary conditions
at ǫ = 1 (see Table 1).
2.3. The second stage
The second stage transformation proceeds very much as in I, as indicated by (7) and
(I.47). In particular, writing
M j =M j0 + ~
2M j2 + ~
4M j4 + . . . (25)
for the expansion of the symbol of Mˆ j , we find the hierarchy of equations,
M j0 = K
j
0 , (26a)
M j2 = K
j
2 + {G2,Kj0}, (26b)
M j4 = K
j
4 + {G2,Kj2} −
1
24
{G2,Kj0}3
+
1
2
{G2, {G2,Kj0}}+ {G4,Kj0}, (26c)
etc., just as in (I.51) except for the j superscripts. As in I, we wish to choose the
generators Gn so that the M
j
n are functions only of I (i.e., they are independent of θ).
At zeroth order we have this already,
M j0 = K
j
0 = f
j
0 ◦ I = Hj0 ◦ Z−1, (27)
as in (I.52). At second order we obtain M j2 by projecting out the averaged part of
(26b),
M j2 = K¯
j
2 , (28)
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as in (I.54), where the overbar indicates an average over the angles θ (a torus average).
Projecting out the oscillatory part, we obtain a differential equation for G2,
∂G2
∂θk
= −(ω−1)kj K˜j2 , (29)
as in (I.55), where the tilde indicates the oscillatory part of a function and where we
employ the same abuse of notation mentioned beneath (I.52).
Unlike the one-dimensional case, (29) is not guaranteed a solution unless an
integrability condition is satisfied. This question is discussed in Appendix E, where it
is shown that the generators Gn exist to all (even) orders. The proof relies critically
on the fact that the original operators Hˆj commute to all orders in ~. Without this
condition, the normal form transformation does not exist as a power series in ~.
From this point it is straightforward to proceed as in I to obtain a generalization
of (I.56), an expression forM j2 containing an ǫ-integral of a third order Moyal bracket.
This integral can be done, but it ends up reproducing some of the work involved in
calculating the symbol of a function of an operator, a problem that is best handled by
the methods of Gracia-Saz (2005). To take advantage of those methods we proceed
somewhat differently.
Granting that the generators Gǫ, G2, G4, etc. exist, we use the unitary
transformations Uˆ , Uˆ2, Uˆ4, etc. to transform the operators Iˆ
j into new action operators
we denote by Bˆj , reversing the sequence of steps used to transform Hˆj into Mˆ j as
shown in (7) and (8). That is, we define
Bˆj = Vˆ † Iˆj Vˆ , (30)
as in subsection I.5.2. We call the Bˆj “action operators,” but we do not denote them
Aˆj since by our conventions the latter would be the Weyl transforms of the classical
actions Aj . The operators Aˆj are unitarily equivalent to the harmonic oscillator
actions Iˆj only through lowest order in ~, while the operators Bˆj are equivalent to
them to all orders in ~. Consequently, the operators Bˆj have symbols which are equal
to the classical actions Aj at lowest order, that is, if we write
Bj = Bj0 + ~
2Bj2 + . . . , (31)
then Bj0 = A
j . As for the first correction term, we find
Bj2 =
(
∂G2
∂θj
+
1
24
∫ 1
0
dǫ {Gǫ, Ajǫ}3 ◦ Z−1ǫ
)
◦ Z, (32)
where we abuse notation in the first term (see Appendix I.B) by treating G2 both
as a function of (θ, I) and as a map : R2N → R. The derivation of (32) is given in
subsection 3.4.
The transformations we have constructed guarantee that the operators Mˆ j are
functions of the operators Iˆj ,
Mˆ j = f j(Iˆ), (33)
for some functions f j : RN → R, or, collectively, f : RN → RN . Equation (33) is
the normal form for the original operators Hˆj = Vˆ †Mˆ jVˆ , and it serves to define the
functions f j . Conjugating (33) by Vˆ and using (7) and (30) gives
Hˆj = Vˆ †f j(Iˆ)Vˆ = f j(Vˆ †Iˆ Vˆ ) = f j(Bˆ), (34)
an equation which determines the eigenvalues of the Hˆj once f j and the eigenvalues
of the Bˆj are known. But by (30) the latter are the same as the eigenvalues of the Iˆj ,
namely, (nj + 1/2)~, where nj ∈ N = {0, 1, . . .}.
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As for the functions f j, to find them we take the symbols of both sides of (34),
using the methods of Gracia-Saz (2005) for the symbol of f j(Bˆ). This gives
Hj = f j+~2
[
− 1
16
f j,kl (B
k //// Bl) +
1
24
f j,klm (B
k // Bl // B
m)
]
+O(~4), (35)
where f j and its derivatives are evaluated at B (more properly, they stand for
f j ◦ B, etc.) Then we expand H and B as in (1) and (31) and similarly write
f j = f j0 + ~
2f j2 + . . ., expanding (35) and collecting terms by powers of ~. At lowest
order we have Hj0 = f
j
0 (A), showing that f
j
0 is the classical action-energy map (it is
the same function f j0 introduced in (16)). At second order we find
Hj2 = f
j
2+f
j
0,kB
k
2−
1
16
f j0,kl (A
k // // Al) +
1
24
f j0,klm (A
k // Al // A
m) , (36)
where now f jn and their derivatives are evaluated at A. We consider everything in this
result to be functions of (φ,A) and we take the average of both sides to obtain
f j2 =
〈
Hj2 − f j0,k Bk2 +
1
16
f j0,kl (A
k // // Al)
− 1
24
f j0,klm (A
k // Al // A
m)
〉
φ
, (37)
where the angle brackets indicate an average over φ as in (2).
Equation (37) gives f j2 in terms of functions that have been determined, but it
would be more satisfactory if the ǫ-integral contained in the term Bk2 were done (see
(32)). Notice that for the computation of f j2 (and hence the quantization rule) we
only need the φ-average of Bk2 . This average kills the first term in (32), since〈
∂G2
∂θk
◦ Z
〉
φ
=
〈
∂G2
∂θk
〉
θ
◦ Z = 0. (38)
See (18) and Appendix I.D. As for the ǫ-integral (the second term in (32)), it can be
evaluated as follows:∫ 1
0
dǫ (Gǫ
// //// Ajǫ) ◦ Z−1ǫ ◦ Z =
1
2
Dµ // Aj //
// Dµ +
∂X
∂φj
, (39)
where X is a function that is not needed for the evaluation of f j2 or the quantization
condition, since its φ-derivative vanishes upon φ-averaging. This result is derived in
Appendix F. Thus, we have〈
Bk2
〉
φ
=
1
2
〈
Dµ // Aj //
// Dµ
〉
φ
. (40)
Using now (40) in (37) and writing ωjk = f
j
0,k ◦ A (see (3) and (17)), we obtain
the second order term of (2), apart from the special choice of contours Γj , which
forces the ranges of the quantum numbers nj and the Maslov indices to take on their
values for the harmonic oscillator (nj ∈ N and γj = 2). But the entire expression is
covariant under a GL(N,Z) transformation of actions and angles, so if we set A′ = νA,
φ′ = ν−1φ where ν ∈ GL(N,Z), then we have n′j =
∑
k νjk nk and γ
′
j = 2
∑
k νjk.
Dropping the primes, we then have the general formula (2). Further discussion of this
result is presented in Sec. 4.
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3. Details of the calculation
In this section we present a series of digressions from the overview of Sec. 2 that supply
details of the calculation.
3.1. Classical normal form in a small neighborhood of z0
In this subsection we develop the classical normal form transformation Z in a small
neighborhood of the fixed point z0 of the Hamiltonian H
1
0 , in which the functions
Hj0 are well approximated by their quadratic expansions about z0. (Properly, this
discussion should be framed in terms of tangent spaces and germs of smooth functions,
but we shall proceed somewhat intuitively.) At this level of description, Z is a linear
canonical transformation (the linearization of the fully nonlinear Z defined over the
region of interest). To begin we list the assumptions we make about the behavior of
the principal symbols Hj0 in a neighborhood of the fixed point z0. These amount to
taking the most generic case of a stable fixed point of an integrable system.
We assume that all symbols Hj (that is, all the terms Hjn of their ~ expansions)
are smooth in a neighborhood of z0. This excludes the case of singular potentials,
such as the Coulomb potential. We define Qj as the 2N×2N real, symmetric Hessian
matrix of the principal symbol Hj0 evaluated at z0,
Qjµν =
∂2Hj0
∂zµ∂zν
(z0). (41)
We assume that Q1 (the Hessian of the Hamiltonian) is positive or negative definite,
corresponding to stable motion about the fixed point. For convenience, if Q1 is
negative definite, we agree to replace Hˆ1 by −Hˆ1 at the beginning of the calculation,
so that in the following we can assume that Q1 is positive definite. The Qj for
j > 1 need not be definite (positive or negative). We assume that the set of matrices
{Qj, j = 1, . . . , N} is linearly independent. For simplicity, we assume that all the
principal symbolsHj0 vanish at z0 (if not, we just subtract constants from the operators
Hˆj to make this so).
These assumptions imply that the first derivatives of the Hj0 at the fixed point,
denoted by
V jµ =
∂Hj0
∂zµ
(z0), (42)
all vanish. For j = 1, this follows from the assumption that z0 is a fixed point of
H10 . For j > 1, we take the derivative of the vanishing Poisson bracket {H10 , Hj0} and
evaluate it at z0:
0 =
∂
∂zµ
{H10 , Hj0}
∣∣∣∣
z0
= Q1µαJ
αβV jβ + V
1
α J
αβQjβµ. (43)
The second term on the right hand side vanishes since V 1µ = 0, which implies that
V jµ = 0 for j > 1, since both Q
1
µν and J
µν are nonsingular matrices (in the former
case, because Q1 is positive definite). Thus, the Hamiltonians Hj0 all have a common
fixed point at z0, and their Taylor series expansion through quadratic order is
Hj0(z) =
1
2
Qjµν(z − z0)µ(z − z0)ν . (44)
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Now computing the second derivatives of the vanishing Poisson bracket {Hj0 , Hk0 }
and evaluating at z0, we obtain the matrix equations,
[JQj , JQk] = 0, (45)
or
QjJQk = QkJQj = −(QjJQk)T = antisymmetric, (46)
where T indicates the transpose.
Regarding the set of matrices {Qj}, we have the following theorem. Write the
harmonic oscillator actions in the form,
Ij(z) =
1
2
(x2j + p
2
j) =
1
2
zT∆jz, (47)
which defines ∆j is the 2N × 2N symmetric matrix that contains zeros everywhere
except for ones in the (j, j) and (N+j,N+j) positions. Then there exists a symplectic
matrix S such that
STQjS = ajk∆
k, (48)
where ajk is a real, N × N , nonsingular matrix. Moreover, the numbers a1k (the
first row of the matrix) are all positive. The proof of this theorem is discussed in
Appendix C. The proof relies on the fact that Q1 is positive definite.
Now we define a canonical transformation Z in terms of the symplectic matrix S
produced by this theorem,
Z(z) = S−1(z − z0). (49)
This allows us to combine (44) and (48) to give
Hj0 = ajk I
k ◦ Z. (50)
Thus, under the transformation Z (or Z−1), the Hamiltonians Hj0 are mapped into
functions of the harmonic oscillators Ij (in fact, linear functions). Therefore we
identify this Z with the transformation Z used in (15), and we have the desired
normal form transformation in a small neighborhood of the fixed point,
Kj0 = ajk I
k. (51)
3.2. Tori, contours and actions in a small neighborhood of z0
The level sets of the harmonic oscillator actions Ij (say, Ij = cj , for cj ≥ 0) are n-tori,
where n is the number of the cj that do not vanish. Thus, 0 ≤ n ≤ N , and the subset
of R2N that contains tori of dimension ≤ n is the union of a set of N !/n!(N − n)!
planes of dimension 2n passing through the origin. On the other hand, (50) shows
that Z maps the level sets of the functions Hj0 near z0 onto those of the harmonic
oscillators Ij near the origin. Thus, the level sets of the Hj0 near z0 are also tori of
dimension ranging from 0 to N that fit together exactly like those of the harmonic
oscillators Ij near the origin. We shall call these two sets of tori the “H0-tori” and
the “I-tori.”
To visualize how the tori of various dimension fit together, we consider the two
maps,
H0 : R
2N → RN : z 7→ (H10 (z), . . . , HN0 (z))
I : R2N → RN : z 7→ (I1(z), . . . , IN (z)) (52)
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where RN can be thought of as “constant-of-motion space.” These are examples of
the energy-momentum map discussed by Cushman and Bates (1997). We call these
the “H0-map” and the “I-map,” respectively. These maps and others associated with
them are illustrated in Fig. 1. An entire level set of the functions Hj0 or I
j is mapped
by these two maps into a single point of constant-of-motion space. In the following we
think of the domain of the H0-map as a small region U around z0 (an open ball). The
domain of the I-map may be taken to be all of R2N , but we shall often be interested in
the small region V = Z(U) around the origin (so V is also an open ball). The images
of these maps are the sets of values the constants of motion, Hj0 or I
j , can take on.
The image of R2N under the I-map is the region cj ≥ 0, for j = 1, . . . , N , for
example, it is a single octant of R3 when N = 3. Thus, the image of V under the
I-map looks like a corner of an N -cube that has been sliced off in such a manner that
the cut does not pass through the vertex itself, as illustrated by the shaded area in
the upper right of Fig. 1. The sliced corner has flat faces of dimensionality n, ranging
from 0 to N , where the n = 0 face is the vertex (the origin of RN ), and the n = N
face is the entire sliced corner. In the figure, the 1-faces are heavy lines, coinciding
with the positive axes. The inverse image of a point in the interior of an n-face of the
sliced corner is a torus in R2N of dimensionality n.
By throwing out all the faces with n < N , we can create an open, contractible
region of RN , whose inverse image under the I-map is the set of invariant N -tori of
the harmonic oscillators. This set is topologically the Cartesian product of the just
mentioned region and an N -torus. Thus, the subset of phase space R2N containing
the N -tori is connected and has the form of a trivial fiber bundle in which the fiber is
an N -torus.
Now let Hj0 = E
j for j = 1, . . . , N be a level set of the Hj0 near z0, which is
mapped by Z onto a level set Ij = cj near the origin. Then by (50) we have
Ej = ajk ck, (53)
which means that the image of U under the H0-map is just a linear transformation
(specified by ajk) applied to the image of V under the I-map (the sliced corner of
the N -cube). In particular, all the level sets of the functions Hj0 that are N -tori
correspond to interior points of the sliced corner of the N -cube, while tori of lower
dimension reside on the surface. Thus, the image of U under the H0-map has a
“corner.” See, for example, Fig. 3.3 in Chapter IV in Cushman and Bates (1997) (in
that figure, the corner does not occur at the origin of RN , because the constants of
motion do not take on the value 0 at the fixed point).
Now we consider basis contours on the various tori. A set of closed contours
on a torus constitutes a basis if any closed contour can be represented as a linear
combination of the basis contours with integer coefficients, with the understanding
that two closed contours are considered equal if they can be continuously deformed
into one another. That is, the contours form a basis of the first homology group H1(Z)
of the torus, with homologous contours considered equal. On a specific N -torus, the
choices of basis contours are related by GL(N,Z) transformations (see Appendix A).
As for the I-tori, the functions Ij(z) are themselves actions of these tori, that is,
there exist basis contours {Cj} on the I-tori such that
Ij(z) =
1
2π
∮
Cj
pk dxk. (54)
Specifically, we shall take the contour Cj to be the circle in the xj -pj plane whose
radius is determined by the contour value of Ij , with the other xk and pk fixed. This
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gives a smooth assignment of contours Cj on the I-tori over all of R2N , and hence
over the region V .
As for basis contours on the H0-tori, we could take these to be Z
−1 ◦ Cj , where
we think of the Cj as maps from the circle onto phase space, Cj : S1 → R2N , but in
practice other basis contours on the H0-tori, call them Γ
j , may be more convenient
(for example, see Appendix D). On each H0-torus, the contours Γ
j must be related
to Z ◦ Cj by an element ν ∈ GL(N,Z), so that
Z ◦ Γj = νjk Ck. (55)
By requiring that ν be the same for all H0-tori, the contours Γ
j constitute a smooth
assignment of basis contours over the H0-tori in the small region U .
Once the Γj are given, the actions Aj are defined for z ∈ U
Aj(z) =
1
2π
∮
Γj
pk dxk, (56)
and they are smooth functions over U . Then since the symplectic 2-form d(pk dxk)
is invariant under the canonical transformation Z, we can map the integral (56) from
the H0-torus to the I-torus to obtain
Aj = νjk I
k ◦ Z, (57)
which is the first half of (18), here established over small neighborhood U around z0.
As for the angles, we first define the harmonic oscillator angles θj as the clockwise
angles in the xj-pj plane, vanishing on the positive pj-axis (a convenient definition).
Then the second half of (18) can be taken as the definition of the angles φj of the
H0-tori.
Finally we combine (50) and (57) to obtain,
Hj0 = (aν
−1)jk A
k, (58)
which gives the form of the functions Hj(A) in neighborhood U . Differentiating this
and using (3), we obtain
ωjk(0) = (aν
−1)jk, (59)
where the frequency matrix is considered a function of the actions A, and is here
evaluated at A = 0 (corresponding to the fixed point). This matrix is nonsingular,
since both ajk and νjk are nonsingular.
This completes the classical normal form transformation in a small neighborhood
of the fixed point z0. Appendix D contains a physical example of this transformation,
in which all the constructions of this subsection are carried out explicitly.
3.3. Classical normal form in the region of interest
In this subsection we discuss the definition of the “region of interest”, denoted R, an
enlargement of the small neighborhood U of the fixed point z0 which is the domain of
the (generally nonlinear) canonical transformation Z that brings about the classical
normal form (15) and satisfies (18). The situation is illustrated in Fig. 2, which is a
modified version of Fig. 1. The region R and the fixed point z0 are shown in the lower
left corner of this figure. The transformation Z maps R onto the region W = Z(R),
upon which the harmonic oscillator actions I are defined. The mappings H0 and I
are the same in Fig. 2 as in Fig. 1, except for the expansion of the domains. Note
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that in subsection 3.1, the notation Z stood for the linearization of the Z that we are
discussing in this subsection. For example, (49) must now be understood as
∂Zµ
∂zν
(z0) = (S
−1)µν , (60)
with Z(z0) = 0.
A simple approach to understanding the transformation Z is just to say that it
maps the action-angle variables of the Hamiltonians Hj0 into those of the harmonic
oscillators Ij , as in (18). This approach requires the action-angle variables for Hj0
to be defined. Then Z is canonical because it is the composition of two canonical
transformations. Moreover it is easy to see that Z is smooth, except possibly where
the N -tori degenerate into tori of lower dimension and some of the angles become
undefined. In I worries about the smoothness of Z at the fixed point led us to take
another approach, in which the Morse lemma was used first to construct Z, and then Z
was used to define the angles φ (see Appendix I.C). Nevertheless, the simpler approach
is still useful, in that it shows that the domain of Z in the one-dimensional problem
can be extended out from the fixed point to the first separatrix, where the action-angle
variables become undefined.
In the multidimensional case, the construction of Z can again be based on
symplectic generalizations of the Morse lemma. This has been done by Eliasson (1990),
in more generality than we need here. In the following we shall simply assume the
existence of a smooth, symplectic map Z : R → R2N such that Z(z0) = 0 and such
that H0-tori are mapped onto I-tori. As in I, we shall take R to be the largest region
containing z0 over which the entire construction works; R is required to be a union of
invariant H0-tori. In the multidimensional case, however, obstacles to the extension
of the domain R include not only separatrices but also pinched tori and other kinds
of nongeneric level sets of the functions Hj0 . The following remarks are useful for
visualizing the kinds of such level sets that can arise in the multidimensional case.
First we comment on the Liouville-Arnold theorem, which says that if the
differentials dHj0 are linearly independent on a compact, connected component of
a level set of the Poisson commuting functions Hj0 , then that level set is a Lagrangian
N -torus. By the assumptions we have made, the levels sets of the Hj0 are certainly
compact in a sufficiently small neighborhood of z0, because the level sets of H
1
0 alone
are compact there (they are the spheres S2N−1). But the differentials dHj0 are not
necessarily linearly independent on those level sets, even in a small neighborhood of
z0, as shown by the invariant n-tori for n < N , which exist arbitrarily close to z0
in the manner described in subsection 3.2. For example, at the fixed point itself (a
0-torus), the differentials dHj0 all vanish.
We consider the rank of the set of differentials {dHj0} to be the rank of the
N × 2N matrix Mjµ = ∂Hj0/∂zµ. This rank is constant along any Hamiltonian flow
generated by any of the Hj0 , as are the Hamiltonian functions H
j
0 themselves. The
commuting Hamiltonian flows associated with the Hj0 define an R
N -action on phase
space, assuming that the advance maps exist for all time. Thus a level set of the
Hj0 consists of a union of orbits of the R
N -action, upon each of which the rank of
the differentials dHj0 is constant. Each of these orbits is diffeomorphic to R
r × (T 1)s,
where r+ s = n (a generalized cylinder), where T 1 is the 1-torus (a circle), and where
the dimension of the orbit n equals the rank of the differentials dHj0 .
The differentials dHj0 can fail to be linearly independent on a level set in different
ways. The n-tori for n < N that exist even near the fixed point are composed of
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a single orbit of the RN -action, upon which the rank of the differentials is n. The
separatrix in a double well oscillator in one dimension consists of three orbits of
the R1-action, the two orbits that asymptote to the fixed point as t → ±∞, each
diffeomorphic to R, and the fixed point itself, a 0-torus. Generalizations of this
behavior occur in higher dimensions. Another example is offered by the pinched
torus of the spherical pendulum, which exhibits the phenomenon of monodromy
(Duistermaat 1980, Cushman and Duistermaat 1988, Cushman and Bates 1997, Alber
et al 1998, Child 1998, Cushman et al 2004). In this case the pinched torus minus the
pinch point is a 2-dimensional surface diffeomorphic to R× S1, while the pinch point
itself is a 0-torus.
Another issue concerns the definitions of the actions Aj as smooth functions
: R → RN , which requires a smooth assignment of basis contours over the H0-tori
in R. Consider a region of phase space in which the differentials dHj0 are linearly
independent and the level sets of the Hj0 are N -tori, and then consider the image
of that region under the H0-map. This image can be taken to be the base space
of a discrete, principal fiber bundle, in which the fiber over a point is the set of all
basis contours on the corresponding N -torus. The structure group of this bundle is
GL(N,Z), which relates the sets of basis contours. A smooth assignment of basis
contours as a field over the base space is equivalent to a global section of this bundle,
which exists if and only if the bundle is trivial. But such bundles are nontrivial
precisely where monodromy occurs (this is the meaning of monodromy). Notice that
if we have a smooth Z that maps H0-tori in some region onto I-tori, we can pull
back the basis contours of the I-tori, which can be smoothly assigned, to create a
smooth assignment of basis contours on the H0-tori. Thus, monodromy cannot occur
in the domain of any such Z, such as the region R considered here. In the example of
monodromy given in Fig. 3.3, Chapter IV of Cushman and Bates (1997), one would
have to introduce a branch cut terminating on the pinch point in order to create a
region R free of monodromy. There is no unique way to do this, and hence no unique,
maximal set R upon which Z is defined.
Finally, we impose the requirement that R be contractible, since this guarantees
the existence of the generator Gǫ (see Appendix I.E). Note that this condition by itself
guarantees that any bundle over R is trivial.
To proceed we assume Z is defined on some suitable set R, and that
its linearization at z0 agrees with the transformation previously worked out in
subsection 3.1. A smooth assignment of basis contours Γj on the H0-tori in R is made
according to (55), where ν is the same matrix constructed in the small neighborhood
of z0 (it is extended to all of R). Then (57) holds in all of R, and maps A and ν in
Fig. 2 are defined and satisfy A = ν ◦ I ◦ Z. One nonobvious conclusion from this
is that the boundaries of the image of the A-map are flat (straight lines in Fig. 2).
Another conclusion is that the actions Aj uniquely label the H0-tori, that is, no two
H0-tori in R have the same actions. This follows since the actions I
j uniquely label
the I-tori.
This means that the map f0 in Fig. 2 is defined, for if we take a point in the
image of the A-map, its inverse image is an invariant H0-torus, upon which the
values of the Hj0 are defined. Thus, H0 = f0 ◦ A as in (16). Moreover, the map
f0 is of maximal rank (N) and therefore invertible in the region containing N -tori,
where the differentials dHj0 are linearly independent. This means that the frequency
matrix ωjk(A) is invertible in this region. The frequency matrix can be defined on the
boundaries of the image of the A-map by a limiting process; this limit is nonsingular
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at the fixed point (see (59)). We shall assume that the limit at other points on the
boundary is also nonsingular (this excludes the possibility that the kind of nongeneric
behavior seen in the quartic oscillator in one dimension might develop as we move
along the space of tori of dimension n < N). Thus, the image of the H0-map is a
smooth deformation of the truncated corner of the N -cube, as illustrated in Fig. 2
(with corners and curved faces). These features are clear in the example of Fig. 3.3,
Chapter IV of Cushman and Bates (1997). Finally, we define the map K0 as H0 ◦Z−1,
as in (15); this implies K0 = f0 ◦ ν ◦ I, as in (19) (where we have replaced ν by the
identity).
3.4. Symbols Bj of the action operators Bˆj
The derivation of the symbols Bj of the action operators Bˆj , defined by (30), is
a straightforward application of the method used to derive the symbols M j from
the symbols Hj, except that it is run backwards. For convenience we define an
intermediate set of operators Cˆj by Bˆj = Uˆ † Cˆj Uˆ , that is,
Cˆj = Uˆ †2 Uˆ
†
4 . . . Iˆ
j . . . Uˆ4Uˆ2. (61)
Then by expanding the Uˆn in terms of their generators and transcribing to symbols,
we obtain
Cj = Ij+~2{G2, Ij}+~4
[
1
2
{G2, {G2, Ij}}+ {G4, Ij}
]
+O(~6), (62)
where third and higher order Moyal brackets involving Ij are dropped since Ij is a
quadratic polynomial.
Next we define Bˆjǫ = Uˆ
†
ǫ Cˆ
j Uˆǫ, take ǫ-derivatives to obtain a differential equation
for the Bˆjǫ , and transcribe them to symbols, exactly as in the steps leading up to (12a)–
(12c). The ~-expansion of the symbols Bjǫ yield terms B
j
nǫ with boundary values at
ǫ = 0, 1 shown in Table 1. Note that Cj0 = I
j . The differential equations are easily
solved, yielding Bj0 = A
j and (32) through second order.
4. Discussion of the torus quantization rule (2)
In this section we discuss various aspects of the torus quantization rule (2), the normal
form transformation, and the calculation used to derive them.
4.1. Doing the ǫ-integrals
In both I and this paper, the ǫ-integrals that arose in the computation of the normal
form function f all turned out to be doable, at least through second order in ~,
although the methods employed were ad hoc and no proof was given that the same
could be done at higher orders. See Appendix I.G and Appendix F. In principle it
would be possible to carry out the normal form transformation using the integral
representation of the Moyal star product, so that the conjugation (6) could be
evaluated by the stationary phase approximation. This approach would avoid the
necessity of imbedding Uˆ or Z in a one-parameter family of transformations, and
there would be no ǫ-dependent paths through various group manifolds to integrate
over. (But one would have to work with the rapidly oscillating symbol U of Uˆ ,
something we have avoided in the approach of this paper.) The existence of this
alternative approach suggests that all ǫ-integrals that arise in the present approach
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that are needed for the normal form are doable, that is, the integrals can be expressed
in terms of the transformations at the end points of the path (that is, Zǫ evaluated at
ǫ = 0, 1), and do not depend on the path itself. An ǫ-integral that is independent of
path must mean that in some sense we are integrating an exact 1-form on the infinite-
dimensional group manifold. See Appendix I.H, in which the ǫ-integral occurring
in the expression for K2 in the one-dimensional case was shown to change by an
exact θ-derivative upon a variation of the path, that is, exactly what was needed to
guarantee that the normal form be invariant. The calculation of the variation of the
ǫ-integral in that case relied on the star version of the Jacobi identity. It is likely
that a general understanding of the path dependence of the ǫ-integrals in the general
case (multidimensional, arbitrary order in ~) would result by following the suggestions
raised by this calculation.
4.2. The quantization rule involves the angles
A striking aspect of the quantization rule (2) is the presence of the angles angles φk
in the first diagram of the second order term, which we see if we write Dµ = (φ,A).
This diagram is the difficult one derived in Appendix F. The appearance of angles in
the quantization condition requires some discussion.
First, we note that in the one-dimensional problem the angles can be eliminated
from the quantization condition. This is shown to second order in ~ by the actual
result in I, and to fourth order by Gracia-Saz (2005), who used Colin de Verdie`re’s
(2004) method for computing the eigenvalue series combined with his own theory of
the symbol of a function of an operator. In fact, it is implicit in Gracia-Saz’s work
that the angles can be eliminated to all orders in ~ in the one-dimensional problem.
Next, we note that the angles are not unique, since their origin on each torus
(the point where the angles are taken to vanish) can be chosen with a great deal of
freedom. That is, given one set of action-angle variables (φ,A), it is always possible
to subject them to a canonical transformation of the form,
φ′j = φj +
∂F
∂Aj
,
A′j = Aj
(63)
where F (A) is some function of the actions. Geometrically, the surface φ = 0
is required to be a Lagrangian manifold. The quantization condition (2) must be
independent of such a shift in the origin of the angles.
To show that it is, we write the φ-dependent diagram in (2) as
Dµ // Aj //
// Dµ = − φk // Aj //// Ak + Ak // Aj // // φk . (64)
Under the replacement φk 7→ φk + F,k(A), the right hand side goes into itself plus
the sum of three terms, of which two cancel by simple symmetry considerations. The
remaining term is
F,klm
Al
Ak // Aj
88qqqq
&&MM
M
Am
, (65)
which by identity (H.5) can be written as an exact φj -derivative,
F,klm Aj // (Ak // Al // A
m) = − ∂
∂φj
[F,klm (Ak // Al // A
m)] , (66)
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which vanishes upon the φ-averaging in (2). Therefore, although the diagram (64)
itself is not invariant under the shift of origin (63), its angle average is, and hence so
is the quantization condition (2).
A third aspect of the appearance of angles in the torus quantization rule (2) is
that in practice angles are much harder to compute than actions, either numerically
or as explicit functions of x’s and p’s, and what is worse is computing the derivatives
of the angles with respect to zµ. This makes a numerical test of the quantization rule
(2) difficult. Since the quantization condition itself does not depend on the origin of
the angles, one wonders whether there is a method of computing the second order
term that does not rely on this origin, either. We do not know the answer, but the
following are some relevant considerations.
First, not all diagrams with angles cause difficulties. For example, the angle
average of a diagram of the form φk // (X) , where X is any diagram, can be written
in the form, 〈
φk // (X)
〉
φ
=
〈
∂X
∂Ak
〉
φ
=
∂
∂Ak
〈X〉φ , (67)
in which the operator ∂/∂Ak has been taken out of the average. This operator, when
applied to a function of both A and φ, is not invariant under the transformation (63),
but it is so when applied to a function of A only. In fact, such action derivatives,
outside an averaging operator, occur in the one-dimensional quantization rule.
One might hope to transform the difficult diagram into another one that is
independent of the origin of the angles, plus terms that average to zero. We doubt
that this can be done, but the following identity is a interesting attempt along these
lines:
Dµ // Ak //
// Dµ = Dµ // (Ak //
// Dµ) +
Ak


8
88
Dµ // Dµ
= − ∂
∂Al
(Ak //// Al) − ∂
∂φl
(Ak //// φl) − 2
Ak





5
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φl // Al
, (68)
where to prove the first step we expand the first term after the equals sign by the chain
rule and use the expansion of the vanishing diagram (Dµ // Dµ) //
//
Ak , and where
the second step follows by using (4), expanding Poisson brackets in theDµ coordinates,
and using the symmetries of the triangle diagram (see (H.2)) and (I.A.3). The first
term on the right hand side of (68) is of the type indicated in (67) (hence, independent
of origin of the angles after averaging) and the second term vanishes upon averaging.
Unfortunately, the third term still depends on the origin of the angles, except in one
dimension (see subsection 4.4).
4.3. Changing the independent variables
By introducing a symplectic connection (Bayen et al (1978), Fedosov (1994)) the
derivatives with respect to zµ that appear in the definition of a diagram (see
Appendix I.A) can be replaced by covariant derivatives that can be evaluated in any
other coordinates, of which the action-angle variables Dµ are an obvious choice. Note
that in action-angle coordinates, the operator ∂/∂φj is invariant under the change
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of origin (63), while the operator ∂/∂Aj depends on the origin (unless it is pulled
out of an angle average, as in (67)). Here we restrict attention to coordinates Dµ,
ignoring other possibilities, including various non-coordinate frames. The connection
coefficients are required to vanish in coordinates zµ so that the original definitions of
diagrams remain unaltered (thus, the connection is flat), but they take on non-zero
values in the coordinates Dµ.
The standard (nontensorial) transformation law for the connection coefficients
gives their values in coordinates Dµ,
Γµαβ =
∂Dµ
∂zν
∂2zν
∂Dα∂Dβ
=
∂zν
∂Dσ
Jµσ
∂2zν
∂Dα∂Dβ
, (69)
where in the second equality we have used
∂zµ
∂Dα
Jµν
∂zν
∂Dβ
= Jαβ (70)
to express one Jacobian in terms of its inverse. Only derivatives with respect to Dµ
appear in the final expression (69). The result is equivalent to
Γµαβ =
∂zν
∂Dµ
∂2zν
∂Dα∂Dβ
, (71)
which is completely symmetric in indices (µαβ), as may be seen by differentiating
(70).
With these connection coefficients we can compute any diagram in terms of
covariant derivatives in action-angle coordinates. For example, we find
Dα // Dβ // Dγ = D
α
;µ J
µν Dβ;νσ J
στ Dγ;τ = Γ
αβγ , (72)
which as in (H.1) shows the complete symmetry of this diagram in indices (αβγ).
Other diagrams can be expressed in terms of the connection coefficients, for example,
by inserting resolutions of the identity we find
Dα // Dβ // Dµ // Dν = Γ
αβσ Γσ
µν , (73)
Dα //
//
Dβ = −Γναµ Γµβν , (74)
Dγ


Dα // Dβ
]]::: = Γµ
αν Γν
βσ Γσ
γµ, (75)
etc. As for the troublesome angle-dependent diagram in (2), it can be written in the
interesting form,
Dµ // Aj //
// Dµ = Γµνσ
∂Γµνσ
∂φj
, (76)
where we use (H.5). Note that Γµνσ Γµνσ = 0. The derivatives of the connection
coefficients are not independent, due to the vanishing of the curvature tensor.
4.4. Reduction to the one-dimensional case
It is not obvious that the quantization condition (2) reduces to the one-dimensional
formula (I.1) in the case N = 1. To show that it does, we transform the
multidimensional formula and then specialize to N = 1. We begin with an identity,
∂
∂Al
(Aj // Ak // Al) = − Aj // // Ak − ∂
∂φl
(Aj // Ak // φl) , (77)
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where the second term on the right vanishes upon φ-averaging. We prove this by
writing the left-hand side as φl // (Aj // Al // Ak) , expanding this by the chain
rule (instead of using (H.5)) to get three diagrams, of which two can be combined
into the first term on the right hand side of (77), transformed by a resolution of the
identity. The third diagram of the expansion can be transformed by (H.5) into the
second term on the right hand side of (77). Now using (68) and (77) we can transform
the order ~2 term of (2) (omitting the term Hj2 and the 1/48) into the form
− ∂
∂Al
〈
ωjk
∂
∂Am
(Ak // Al // A
m) + 2ωjkm (Ak // Al // A
m)
〉
φ
−2ωjk
〈
φl





3
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Ak // Al
〉
φ
. (78)
The final diagram of this expression contains the dependence on the origin of the
angles (before averaging).
We now set N = 1, dropping all Roman indices jkl, etc. Then the final diagram
in (78) contains two identical (A) entries, and therefore vanishes. Then using the
one-dimensional version of (77), we can write the remainder of (78) as
d
dA
〈
ω (A //// A) − 2ω′ (A // A // A)
〉
φ
=
d
dA
1
ω
〈
H0 //
// H0
〉
φ
, (79)
which agrees with the quantization rule cited in I if we expand, H = H0+ ~
2H2+ . . ..
5. Conclusions
The calculations of I and this paper achieved a normal form in a neighborhood of a
stable fixed point of the Hamiltonian. Other authors (Helffer and Robert 1984, Colin
de Verdie`re 2004) have worked with an annular strip (in one-dimensional problems),
that is, a range of energies bounded away from the ground state. This has the
advantage that one does not need to worry about what happens inside the annular
region: it may contain separatrices, nongeneric fixed points, etc., and the Bohr-
Sommerfeld rules are still valid. In fact, a WKB-Maslov kind of approach suggests
that the asymptotic series for the eigenvalues can be computed in the immediate
neighborhood of a single (quantized) torus. In this sense, our approach has been more
global than it needs to be (for finding the eigenvalues). On the other hand, if one is
studying normal forms, then a region containing a fixed point is certainly one of the
cases to be studied. It is also a necessary case, if one wishes to divide phase space into
regions, each of which can be transformed into some normal form.
The normal form transformations we have considered (in one and many
dimensions) are not the simplest. That would be the case of a contractible region
of phase space in which the flow vector does not vanish, that is, one not containing a
critical (fixed) point of the Hamiltonian. In this case the quantum normal form is the
same as the classical, that is, the transformed Hamiltonian is just one of the momenta,
say, p1. Integrability (a set of other operators that commute with Hˆ) is not required.
As is well known, the torus quantization rule is not meaningful for nonintegrable
systems, and neither is the normal form transformation of this paper. That is, in
a typical (nonintegrable) system, in a neighborhood of a stable fixed point of the
Hamiltonian, there is no classical normal form, and hence no quantum normal form
Multidimensional quantum normal forms, Moyal star product, and torus quantization22
either, except in the sense of approximations valid near the fixed point. On the other
hand, the corresponding time-dependent problem, in which one uses an extended
phase space with −H and t as conjugate coordinates, can be transformed into a
simple normal form as described in the preceding paragraph.
Conversely, instead of extending the phase space one can reduce it, in cases of
symmetry. The case of SO(3) symmetry is especially important in practice (Littlejohn
and Reinsch 1997). It would be interesting to study quantum normal forms on the
reduced space, in which the wave function is a section of a bundle, and their relation
to normal forms on the original phase space.
Appendix A. Notation and terminology
Wave functions in this paper are functions ψ : RN → C, that is, they represent
a scalar particle in N -dimensional space. The wavefunctions belong to the Hilbert
space L2(RN ), and operators such as Hˆj act on this space. Operators are indicated
with hats, and their Weyl transforms (or Weyl “symbols”) are indicated by the same
letter without the hat, for example, Hˆj is the operator and Hj its Weyl symbol.
Latin indices i, j, etc. run from 1 to N . The superscript or subscript position of
such indices, for example, Aj , ωij , has no significance. Greek indices µ, ν, etc. run from
1 to 2N , for example, the coordinates on phase space are zµ = (x1, . . . , xN , p1, . . . , pN).
Superscript and subscript positions of Greek indices are meaningful, and indices are
raised and lowered with the Poisson tensor Jµν and its inverse Jµν . These are given
in matrix form by
Jµν =
(
0 I
−I 0
)
, Jµν =
(
0 −I
I 0
)
, (A.1)
where I is the N ×N identity matrix. Note the identity (I.A.3).
As in I, we use a nonstandard notation for mappings between sets. If A and B
are sets, we write f : A→ B to indicate that the domain of f is some suitably chosen
subset of A (the standard notation makes A itself the domain). See Appendix I.B for
notation concerning functions and their derivatives.
In this paper, we denote the group of N ×N integer matrices with integer inverse
by GL(N,Z). The determinant of such a matrix is ±1. If the determinant is restricted
to +1, we have the group SL(N,Z).
Appendix B. Symbols and functions of harmonic oscillators
In this appendix we outline the proof in the multidimensional case that an operator
is a function of the set of harmonic oscillator operators {Iˆj} if and only if its symbol
is a function of the symbols {Ij} of these harmonic oscillators.
The harmonic oscillators {Iˆj} commute and possess a simultaneous, nondegen-
erate eigenbasis, the usual basis {|n1 . . . nN〉} of harmonic oscillator states. Thus an
operator (say, Aˆ) commutes with the operators {Iˆj} if and only if it is diagonal in
this basis, which it does if and only if it is a function of the operators {Iˆj}. And
Aˆ commutes with the {Iˆj} if and only if it commutes with the unitary operators
Uˆ j(t) = exp(−itIˆj/~),
Uˆ j(t)Aˆ Uˆ j(t)† = Aˆ, (B.1)
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for all t. But according to Eq. (6.27) of Littlejohn (1986) (expressing the well known
metaplectic covariance of the Weyl symbol, see Voros 1977, de Gosson 1997), when
(B.1) is mapped into Weyl symbols we have
A
(
Sj(t)−1z
)
= A(z), (B.2)
where S(t) is the classical linear symplectic map generated by Ij (that is, its
Hamiltonian flow). But this map is equivalent to θj 7→ θj + t, showing that the
symbol A(z) is constant on each torus of the set of classical harmonic oscillators {Ij}.
This implies that the symbol A, regarded as a function of (θ, I), is, in fact, independent
of θ, A = A(I). Conversely, if A is such a function, then it satisfies (B.2) and hence
the operator Aˆ satisfies (B.1) and therefore commutes with the Iˆj .
Appendix C. Normal forms for commuting, quadratic Hamiltonians
The proof of the theorem (48) is a straightforward but somewhat lengthy exercise in
linear algebra, so here we shall simply outline the highlights. The proof relies critically
on the positive definiteness of the matrix Q1 (without this condition the conclusions
do not hold). The notation of this appendix is independent of that of the rest of the
paper, and will be explained as we proceed.
Matrices Qj and ∆j are as defined in Sec. 2. In particular, the set {Qj} of
real, symmetric, 2N × 2N matrices is linearly independent, the matrices commute in
the sense of (45) or (46), and Q1 is positive definite. Matrix J is the matrix with
components Jµν , defined in A.1, and in this appendix we write ω = J−1 for its inverse
(the symplectic form). Matrices Qj and ω specify bilinear forms acting on R2N or
C2N . We write
ω(x, y) = x¯Tωy,
Qj(x, y) = x¯TQjy,
(C.1)
for x, y ∈ R2N or C2N , where x¯ is the complex conjugate of x, so that the symbols
ω and Qj are used both for the matrices and for the corresponding forms. Matrices
JQj , on the other hand, specify maps : R2N → R2N or : C2N → C2N .
The matrix JQ1 has purely imaginary eigenvalues that come in pairs ±iλ, where
λ > 0. Let (λ1, . . . , λr) be the set of distinct positive numbers that specify these
eigenvalues. Let Ek ⊂ C2N be the eigenspace of JQ1 corresponding to eigenvalue iλk,
Ek = {x ∈ C2N |JQ1x = iλkx}, (C.2)
and let nk = dimEk. Then E¯k is the eigenspace of JQ
1 corresponding to eigenvalue
−iλk. It is linearly independent of Ek, Ek∩E¯k = {0}, and dimEk = dim E¯k = nk. Let
F ck = Ek⊕ E¯k ⊂ C2N , where the c means “complex,” so that dimF ck = 2nk. Subspace
F ck possesses a real basis, and so specifies a corresponding real subspace Fk ⊂ R2N
(the span of the real basis with real coefficients), with dimFk = 2nk. The subspaces
Fk are symplectic vector spaces under the symplectic form ω, and thus possess a basis
{qk1, . . . , qknk , pk1, . . . , pknk} such that
ω(qkl, qkm) = ω(pkl, pkm) = 0,
ω(qkl, pkm) = −ω(pkl, qkm) = −δlm,
(C.3)
for l,m = 1, . . . , nk and k = 1, . . . , r (Arnold 1989, p. 219). Moreover,
F1 ⊕ . . .⊕ Fr = R2N , (C.4)
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so that
r∑
k=1
nk = N. (C.5)
This means that the matrix JQ1 can be diagonalized by a linear transformation, that
is, its Jordan normal form has no off-diagonal elements.
The {q, p} bases on the subspaces Fk can be chosen so that the matrix elements
of Q1 are a multiple of the identity on each subspace,
Q1(qkl, qkm) = Q
1(pkl, pkm) = λk δlm,
Q1(qkl, pkm) = Q
1(pkl, qkm) = 0,
(C.6)
and so that the matrix elements of the other Qj are diagonal in the form,
Qj(qkl, qkm) = Q
j(pkl, pkm) = a
j
kl δlm,
Qj(qkl, pkm) = Q
j(pkl, qkm) = 0,
(C.7)
for j > 1 (no sum on l), where the ajkl are real numbers.
We create a single index for the q and p basis vectors by writing
qi = (q1, . . . , qN ) = (q11, . . . , q1n1 , . . . qr1, . . . , qrnr),
pi = (p1, . . . , pN ) = (p11, . . . , p1n1 , . . . pr1, . . . , prnr),
(C.8)
for i = 1, . . . , N , and similarly we write
λi = (λ1, . . . , λ1, . . . , λr , . . . , λr), (C.9)
with each λk repeated nk times, and
aji = (a
j
11, . . . , a
j
1n1
, . . . , ajr1, . . . , a
j
rnr ), (C.10)
for j > 1. We also write a1i = λi. We arrange the basis vectors columnwise in the
order (q, p) to create a 2N × 2N matrix S. Then (C.3) is equivalent to STωS = ω,
so that S is symplectic, and (C.6) and (C.7) are equivalent to (48), which was to be
proven. The N × N matrix aij is nonsingular because the matrices Qj are linearly
independent.
Appendix D. An example of the classical normal form transformation
In this appendix we consider central force motion in two dimensions, in which the
Hamiltonian is
H(x,p) =
p2
2m
+ V (r), (D.1)
where x = (x, y), p = (px, py), r = |x| and p = |p|. We omit the hats, but H can be
either the quantum Hamiltonian or its Weyl symbol (the classical Hamiltonian). The
“other Hamiltonian” is the z-component of the angular momentum,
L(x,p) = xpy − ypx. (D.2)
The Weyl symbols of these two operators have no ~ dependence, so the principal
symbol and the whole symbol are identical, and we shall simply write Hj (with a
subscript) instead of Hj0 . Thus, H1 = H and H2 = L.
We assume the potential is smooth and has a minimum at r = 0, so that x = p = 0
is a stable fixed point of the classical motion. We assume V (0) = 0 so that H and
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L vanish at the fixed point. We write ω0 =
√
V ′′(0)/m for the frequency of small
vibrations near the origin. We transform to variables with balanced units of action1/2
by writing x = x′/
√
mω0, p =
√
mω0 p
′, substituting these into the expressions for
H and L, and then dropping the primes. The function L does not change under this
transformation, but H becomes
H =
ω0
2
[p2 + 2U(r)], (D.3)
where U(r) = (1/ω0)V (r/
√
mω0). Note that U
′′(0) = 1. We transform (D.3) to polar
coordinates (r, θ), to obtain
H =
ω0
2
[
p2r +
L2
r2
+ 2U(r)
]
(D.4)
where pr = x · p/r and L = pθ. For positive energies E below the first separatrix (if
there is one), the classical motion in the x-y plane takes place in an annular region
between two turning points r0, r1.
This region is the projection of the 2-torus in the 4-dimensional phase space onto
the x-y plane. The torus is characterized by the values of the energy E and angular
momentum L (in the latter case we confuse a function with a value of a function).
The turning points are the roots of (D.4) obtained by setting pr = 0, that is, the roots
of
2E/ω0 =
L2
r2
+ 2U(r). (D.5)
There are two branches to the projection of the torus, identified by the sign of pr. The
branches are glued together at the radial turning points, where pr = 0. The angular
momentum L can take on positive or negative values. The inner turning point r0 goes
to zero as L passes through zero for fixed E, so the projection of the torus closes up
in the center and then opens up again. Exactly at L = 0, the projection of the torus
onto the x-y plane is singular at the origin (the inverse image of the origin is a circle
on the torus in phase space).
To study the normal form transformation for this system in a small neighborhood
of the fixed point, we expand (D.3) for small r to obtain,
H =
ω0
2
(p2 + r2) =
ω0
2
(x2 + y2 + p2x + p
2
y). (D.6)
From this and (D.2) the matrices Q1 and Q2 defined by (41) are easily read off. In
particular, Q1 = ω0I (I is the 4× 4 identity matrix), so Q1 is positive definite.
The symplectic matrix S in (48) can be found by various means, for example
by noting that in this problem quadratic Hamiltonians H and L belong to the Lie
algebra of the U(2) subgroup of Sp(4), and using the theory of SU(2) rotations to
transform L into a diagonal form. The U(N) subgroup of Sp(2N) is basic to the
theory of the isotropic N -dimensional harmonic oscillator (Littlejohn 1986, Cushman
and Bates 1997). We omit the details and just quote the result, which we write as a
linear canonical transformation,

x
y
px
py

 = 1√2


1 0 0 −1
0 1 −1 0
0 1 1 0
1 0 0 1




x1
x2
p1
p2

 , (D.7)
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where the matrix shown is the matrix S of (48). When (D.6) and (D.2) are transformed
to the new coordinates, we find
H ◦ Z−1 = ω
2
(x21 + p
2
1 + x
2
2 + p
2
2) = ω0(I1 + I2),
L ◦ Z−1 = 1
2
(x21 + p
2
1 − x22 − p22) = I1 − I2,
(D.8)
where I1, I2 are defined by (5). From this we can read off the matrix ajk of (50),
ajk =
(
ω0 ω0
1 −1
)
. (D.9)
The actions Aj depend on the choice of basis contours on the tori. The most
obvious choice is (Γr,Γθ), the contours whose projections onto the x-y plane take
place at constant θ and r, respectively. These are the contours that emerge from the
standard method of separating the Hamilton-Jacobi equation in polar coordinates.
Contour Γr goes the “short way” around the torus, that is, from the inner to the outer
radial turning point and back again, with pr positive on the way out and negative
on the return. Contour Γθ projects onto a circle in the x-y plane, traversed in a
counterclockwise direction, with fixed value of (r, pr). The action associated with Γθ
is the angular momentum itself,
Aθ =
1
2π
∮
pθ dθ = L, (D.10)
while the radial action is
Ar =
1
2π
∮
pr dr =
1
π
∫ r1
r0
√
2E
ω0
− L
2
r2
− 2U(r) dr. (D.11)
A tricky aspect about these contours and actions is that the contour Γr is not
continuous as L passes through zero for fixed E, that is, Γr for small positive L is not
close (in phase space) to the contour Γr for small negative L. Instead, the contour
at small negative L that is close to Γr for small positive L is Γr − Γθ, that is, the
contour, continuously tracked as L passes through zero from positive values, picks up
an extra (backwards) loop around the origin. As a result, (Γr,Γθ) and (Ar, Aθ) do not
constitute a smooth assignment of basis contours and actions in the region of interest,
but rather only over the two subregions L > 0 and L < 0 separately.
In the quadratic approximation (D.6) to the Hamiltonian (an isotropic harmonic
oscillator) the radial action Ar can be evaluated explicitly. In this case the energy and
angular momentum obey the bounds −E/ω0 ≤ L ≤ +E/ω0, and the radial turning
points are
r0,1 =
√
E/ω0 ±
√
(E/ω0)2 − L2. (D.12)
Then direct integration of (D.11) gives
Ar =
1
2
(
E
ω0
− |L|
)
. (D.13)
The absolute value signs in the second term is an indication that Γr and hence Ar are
not continuous at L = 0.
For the quadratic approximations, a different contour on the tori is conceptually
useful, namely, the one generated by H itself. This is possible because the isotropic
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harmonic oscillator possesses only periodic orbits. Call this contour ΓH . By direct
examination of the elliptical orbit in the x-y plane, it is obvious that
ΓH = 2Γr ± Γθ, (D.14)
where the ± is the sign of L. Thus,
AH =
1
2π
∮
ΓH
p · dx = 2Ar + |L|. (D.15)
The contour ΓH is continuous as L passes through zero; one function of the absolute
value sign in (D.15) is to cancel the discontinuity in the term 2Ar. The action AH is
easily evaluated in rectangular coordinates with time as the parameter of the loop by
using Hamilton’s equations of motion. The result is
AH =
1
2π
∫ 2π/ω0
0
p · x˙ dt = E/ω0. (D.16)
This integral is much easier than the one that led to (D.13), but combined with (D.15)
it gives the same result for Ar.
The orbits of the Hamiltonian H are closed curves only in the quadratic
approximation (D.6), not for the full Hamiltonian (D.3). Nevertheless, the closed
contour ΓH , defined on tori near the fixed point, can be extended continously to
closed contours on tori at larger values of E, where (D.14) and hence (D.15) are still
valid.
Let us choose the basis contours to be (Γ1,Γ2) = (Γr,Γθ), so that (A1, A2) =
(Ar , L). Then contours (C1, C2), the basis contours on the tori of harmonic oscillators
(I1, I2), when mapped by Z back onto contours on the tori of (H,L), can be worked
out in the (x, y, px, py) coordinates by using (D.7). For example, to get C1, we may
write x1 =
√
2I1 sin θ1, p1 =
√
2I1 cos θ1, x2 = 0, p2 =
√
2I2, substitute into (D.7),
and let θ1 range from 0 to 2π. By plotting these contours in the x-y plane and keeping
track of the sign of pr, we obtain the following relations among contours:
C1 = Γr + Γθ,
C2 = Γr,
}
L > 0;
C1 = Γr,
C2 = Γr − Γθ,
}
L < 0, (D.17)
where Γr and Γθ really mean Z ◦Γr and Z ◦Γθ. Integrating the symplectic form over
these contours, we obtain,
I1 = Ar + L,
I2 = Ar,
}
L > 0;
I1 = Ar,
I2 = Ar − L,
}
L < 0, (D.18)
where I1 and I2 really mean I1 ◦ Z and I2 ◦ Z. These relations may also be obtained
(more easily) by combining (D.13) and (D.8). From them it is easy to obtain the
matrix νjk of (55). We find,
ν =
(
0 1
1 −1
)
, L > 0; ν =
(
1 0
1 −1
)
, L < 0. (D.19)
Appendix E. Existence of the generators G2n
The notation of this appendix differs slightly from that of the main text, in that we
write Mˆ j for some intermediate step in the second stage transformations,
Mˆ j = Uˆ2n−2 . . . Uˆ4Uˆ2Kˆ
jUˆ †2 Uˆ
†
4 . . . Uˆ
†
2n−2, (E.1)
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where n ≥ 1 (rather than the final product as n →∞, as in the main text). We also
write
Mˆ ′j = Uˆ2n Mˆ
j Uˆ †2n (E.2)
for the next stage in the transformation. Symbols M j and M ′j of Mˆ j and Mˆ ′j are
expanded in ~ as in (25). We assume that M j0 = K
j
0 and that M
j
2m, expressed as a
function of θ and I, is independent of θ for 0 ≤ m ≤ n− 1. Under these assumptions
we will show that G2n exists such that M
′j
2m =M
j
2m for 0 ≤ m ≤ n− 1 and such that
M ′j2n is independent of θ (that is, to two higher orders in ~ than the previous step).
Since the stated assumptions hold for n = 1, by induction they hold for any n ≥ 1.
The unitary operator Uˆ2n is given in terms of its generator Gˆ2n by (I.47), where
here we assume that G2n is independent of ~. Thus, (E.2) has the expansion,
Mˆ ′j = Mˆ j − i~2n−1[Gˆ2n, Mˆ j]− 1
2
~
4n−2[Gˆ2n, [Gˆ2n, Mˆ
j]] + . . . . (E.3)
Upon transcribing to symbols and expanding as in (25) we find M ′j2m = M
j
2m for
0 ≤ m ≤ n− 1, and
M ′j2n =M
j
2n + {G2n,M j0} =M j2n + ωjk
∂G2n
∂θk
. (E.4)
Taking the averaged part of this we obtain M ′j2n = M¯
j
2n, that is, M
′j
2n is independent
of θ. Taking the oscillatory part we obtain a differential equation for G2n,
∂G2n
∂θk
= −(ω−1)jk M˜ j2n. (E.5)
A solution for this exists if the second derivatives
∂2G2n
∂θk∂θl
= −(ω−1)kj ∂M
j
2n
∂θl
(E.6)
are symmetric in k and l, where we drop the tilde on M j2n since the θ
l derivative of
the averaged part vanishes. Rearranging, we see that a solution G2n of (E.5) exists if
and only if
− ωlj ∂M
k
2n
∂θj
+ ωkj
∂M l2n
∂θj
= 0, (E.7)
that is, if
{Mk0 ,M l2n}+ {Mk2n,M j0} = 0. (E.8)
However, since the operators Mˆ j are unitarily equivalent to the Hˆj and since
the latter commute, we have [Mˆk, Mˆ l] = 0. Transcribing this to symbols and using
(I.A.6), we obtain the hierarchy of equations,
{Mk0 ,M l0} = 0,
{Mk0 ,M l2}+ {Mk2 ,M l0} −
1
24
{Mk0 ,M l0}3 = 0,
{Mk0 ,M l4}+ {Mk2 ,M l2}+ {Mk4 ,M l0} −
1
24
{Mk0 ,M l2}3
− 1
24
{Mk2 ,M l0}+
1
1920
{Mk0 ,M l0}5 = 0, (E.9)
etc.
Now let A and B be any two functions of I that are independent of ~. Then
all the odd order Moyal brackets {A,B}2n+1 vanish. This follows from the fact that
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the corresponding operators Aˆ and Bˆ are functions of Iˆ (see Appendix B), and hence
commute, [Aˆ, Bˆ] = 0. Expanding the symbol version of this commutator as in (I.A.6)
then yields {A,B}2n+1 = 0 for all n ≥ 0.
Applying this theorem to (E.9) and using the fact that M j2m is independent of θ
for 0 ≤ m ≤ n− 1, we see that all terms in the first n− 1 equations of the hierarchy
vanish, while the n-th one gives precisely the integrability condition (E.8). Thus, G2n
exists.
Appendix F. An antiderivative for (39)
We wish to evaluate the integral∫ 1
0
dǫ (Gǫ
// //// Ajǫ) ◦ Z−1ǫ , (F.1)
to within terms that vanish on taking a θ-average (not a φ-average, as in (37), because
we have removed the ◦Z seen in (39)). We will write the integrand in the form
(d/dǫ)(Fǫ ◦ Z−1ǫ ) for some function Fǫ to be determined. According to (I.24) and
(I.25), Fǫ satisfies,
DFǫ
Dǫ
=
dFǫ
dǫ
− {Fǫ, Gǫ} = Gǫ ////// Ajǫ . (F.2)
This is the sense in which we shall regard Fǫ as the antiderivative of the integrand of
(F.1).
For notational convenience we now drop the ǫ-subscripts on Ajǫ , φ
j
ǫ , D
µ
ǫ , Zǫ, Fǫ
and Gǫ until further notice. That is, A
j , φj , Dµ, Z, etc., now stand for quantities
evaluated at any ǫ (not just ǫ = 1, as in the main text or in Table 1).
The functions F we are interested in are made up of diagrams involving the
action-angle variables Dµ. The derivative dF/dǫ is evaluated by the chain rule, in
which
dDµ
dǫ
=
d
dǫ
(Eµ ◦ Z) = (Eµ,ν ◦ Z)
dZν
dǫ
= (Eµν ◦ Z){Zν , G} = {Eµ ◦ Z,G}
= {Dµ, G} = Dµ // G , (F.3)
where we use (20) in the first equality, the chain rule in the second, (I.19) in the third,
and the chain rule again in the fourth. See the first three terms of (F.7) for an example
of the application of this formula.
Thus, taking the derivative D/Dǫ of a diagram creates a series of new diagrams,
each with one extra arrow and one extra copy of G compared to the original diagram.
Since the integrand of (F.1) has one G, one copy of Aj and three arrows, the suggestion
is that the antiderivative must be a diagram with Aj and two arrows. Unfortunately,
this cannot be correct, since any diagram with an arrow that begins and terminates on
the same operand (Aj in this case) vanishes, by the antisymmetry of Jµν . The basic
logic is correct, however, it is just that we must take into account the possibility of
introducing a resolution of the identity (see Appendix G) into the original integrand,
which adds one copy each of Dµ and Dµ, and one extra arrow. Thus, the original
integrand can be regarded as a diagram with Dµ, Dµ, A
j , G, and four arrows.
Therefore candidates for the antiderivative would involve diagrams with Dµ, Dµ, A
j
and three arrows (and no G). It would also be possible to introduce more than one
resolution of the identity, but it turns out that one suffices for our purposes.
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Therefore candidate diagrams for the antiderivative include the following:
Dµ // Aj
//// Dµ , Aj // Dµ
//// Dµ ,
Aj
//// Dµ // Dµ ,
Aj
Dµ
CC
// Dµ
[[777 , (F.4)
where we do not count as distinct any diagrams that can be obtained from the ones
given by reversing the direction of arrows or by using (I.A.3). Let us call these diagrams
T1, T2, T3 and T4, in the order given.
These diagrams are not all independent. First we note that the Poisson bracket
{Dµ, Dν} = Jµν is a constant, so any derivatives of it vanish. The action Aj can
be regarded as a component of some 2N -vector Dν , so the same applies to Poisson
brackets {Dµ, Aj}, etc.
These constant Poisson brackets lead to various identities, such as
0 = Aj
// // (Dµ // Dµ) = Aj
// // Dµ // Dµ + 2
Aj


7
77
Dµ // Dµ
+ Dµ // Dµ Ajoo
oo = 2(T3 + T4), (F.5)
and
0 = Dµ
// // (Aj // Dµ) = Dµ
// // Aj // Dµ + 2
Dµ


9
99
Aj // Dµ
+ Aj // Dµ Dµoo
oo = −T1 + 2T4 + T2, (F.6)
where we expand using the chain rule for diagrams. We see that only two of the
diagrams (F.4) are independent, say, T1 and T2.
We take the first of these T1 as a guess for the desired antiderivative, and compute,
D
Dǫ
(Dµ // Aj
// // Dµ) = (Dµ // G) // Aj //
// Dµ + Dµ // (Aj // G) //
// Dµ
+ Dµ // Aj //
// (Dµ // G) − (Dµ // Aj // // Dµ) // G , (F.7)
using (F.2) and (F.3). The four diagrams on the right hand side can be expanded by
the chain rule, resulting in fourteen diagrams altogether, but ten of these cancel just
by changing the directions of arrows or using (I.A.3). The remaining four diagrams
add up to a continuation of the previous equation,
= Dµ // Aj // G //
// Dµ − 2
Dµ
Dµ // G
OO
// Aj
aaCCCC
−
Dµ
Dµ // G
OOOO
// Aj
− Dµ // Aj // // G // Dµ . (F.8)
We notice the following facts about this result. First, the final diagram is the
one we want, G ////
//
Aj , slightly disguised with a resolution of the identity. Next, we
are allowed to split off an exact φ-derivative (i.e., a φǫ-derivative, which turns into a
θ-derivative when composed with Z−1ǫ ). But if X is any diagram, then
Aj // (X) = − ∂X
∂φj
, (F.9)
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as we see by expanding the Poisson bracket in (φ,A) coordinates. So to create an exact
φj -derivative, we must create diagrams of the form Aj // (X) . Third, to create such
diagrams we can employ identities like (F.5) and (F.6), which follow by using some
constant Poisson bracket as a part of a larger diagram. In the present case, useful
identities follow from the vanishing expressions,
(Dµ // Aj) // G //
// Dµ , Dµ // G //
// (Dµ // Aj) . (F.10)
By using these we obtain finally,
D
Dǫ
(Dµ // Aj
// // Dµ) = 2 G //
//// Aj − ∂
∂φj
(Dµ // G //
// Dµ) , (F.11)
showing that the first guess for the desired antiderivative worked (the other one, the
second term in (F.4), called T2 above, does not yield the desired integrand).
Now restoring the ǫ’s and using (F.2), we have
2
∫ 1
0
dǫ (Gǫ
// //// Ajǫ) ◦ Z−1ǫ = (Dµǫ // Ajǫ // // Dǫµ) ◦ Z−1ǫ
∣∣∣1
0
+
∫ 1
0
dǫ
[
∂
∂φjǫ
(Dµǫ
// Gǫ //
// Dǫµ)
]
◦ Z−1ǫ
= (Dµ // Aj //
// Dµ) ◦ Z−1 − Eµ // Ij //// Eµ
+
∂
∂θj
∫ 1
0
dǫ (Dµǫ // Gǫ //
// Dǫµ) ◦ Z−1ǫ . (F.12)
The middle term on the right hand side vanishes, since Ij is a quadratic polynomial
in zµ with three arrows attached to it, and in the final integral we have used the
composition with Z−1ǫ to convert the φ
j
ǫ derivative into a θ
j derivative, which can be
taken out of the integral. Dividing the result by 2 and composing with Z gives (39).
Appendix G. Resolution of the identity
The technique we call “inserting a resolution of the identity” can be used to break
a bond of a diagram, resulting in a new diagram (or product of diagrams) with one
extra arrow and an extra copy of Dµ and Dµ. In this appendix, A, B and C are any
functions, while Dµ and Dµ are as in the main text (see (4)).
Consider a diagram (or product of diagrams) of the form Dµ // X // Dµ , where
X stands for a single function, a diagram with more than one function connected
by arrows (where the arrows coming into or out of X are attached anywhere on
the diagram), or a product of such diagrams. Examples are Dµ // A // Dµ ,
Dµ // A // B // Dµ , or (Dµ // A) (B //
//
C // Dµ) . Then we have
Dµ // X // Dµ =
∂Dµ
∂zβ
Jβσ σXτ J
τα ∂D
µ
∂zα
. (G.1)
But since the components of the symplectic form are preserved under a canonical
coordinate transformation, we have
∂Dµ
∂zα
∂Dµ
∂zβ
=
∂Dµ
∂zα
Jµν
∂Dν
∂zβ
= Jαβ , (G.2)
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and therefore,
Dµ // X // Dµ = Jτσ σXτ = X
BCEDGF@A
//
. (G.3)
For example,
Dµ // A // Dµ = A
BCEDGF@A
// = 0, (G.4)
Dµ // A // B // Dµ = A // B
oo = − A //// B , (G.5)
(Dµ // A) (B //
//
C // Dµ) = B //
//
C // A . (G.6)
Appendix H. Diagrammatic identities
In this appendix we present some diagrammatic identities involving the action-angle
variables Dµ.
For a linear diagram with three D’s, we have
Dµ // Dν // Dα = symmetric in (µνα). (H.1)
This follows by expanding vanishing diagrams such as (Dµ // Dν) // Dα by the
chain rule, and by inverting the directions of all arrows.
Similarly, the triangle diagram,
Dγ


Dα // Dβ
]]:::
(H.2)
can be shown to be symmetric (antisymmetric) under even (odd) permutations of
(αβγ).
For a linear diagram with four D’s, let us abbreviate
Dµ // Dν // Dα // Dβ = [µναβ]. (H.3)
Then we have the symmetries,
[µναβ] = [νµαβ] = [µνβα] = −[αβµν], (H.4)
which follow by the same techniques used in proving (H.1).
Finally, we have the identity,
Dµ // (Dα // Dβ // D
γ) =
Dβ
Dα Dµoo
88ppp
''OO
O
Dγ
. (H.5)
We prove this by directly expanding the diagram on the left by the chain rule and
then using the expansion of the vanishing diagram Dα // (Dµ // Dβ) // Dγ and
the identities (H.4). Note that both sides of (H.5) are manifestly symmetric in (αβγ).
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Figure captions
Figure 1. The two energy-momentum maps (the H0-map and the I-map) are
related by map Z and the matrix a. The figure illustrates the case N = 2.
Figure 2. Maps associated with the region of interest, R. The four axes in the
diagrams on the left represent R2N , and the two axes in the diagrams on the right
represent RN .
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