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The recent extension to nonlinear stochastic differential equations [l] of the 
iterative method for linear stochastic differential equations [2] using the stochastic 
Green’s function concept [3] raises questions of existence which will be con- 
sidered in this paper. The equation of interest is given by 
zy f .h”(y, j,...) = x(t). (1) 
9 is a linear stochastic nth order differential operator given by 9’ = 
l&l Q,(& w> wt” with possibly stochastic coefficients a,, , a, ,..., anml , t E T, 
w E (4, 9, p), a probability space. (a, > 0). M is a nonlinear stochastic term 
given by J’” = ‘j’$=,, b,(t, w) (y(p))‘+ where y(w) is the pth derivative, m < II, 
and b,(t, w), t E T, w E (Q, 9, p) are possibly stochastic processes for p == 
0, l,..., m, . The inhomogeneous term x(t, w), t E T, w E (9, 9, p) is a stochastic 
process statistically independent of the a,, !I, for all (allowed) CL, Y. The 
coefficient processes a, , ZJ, are of class Cn on T for w E (Q, F, p) almost surely 
(as.) for the allowed ranges of p, V. As in earlier papers, we assume 9 can be 
decomposed into the sum L + R where L = <9) is an invertible deterministic 
operator. We have L = CzSO (q,(t, w)) dY/dtv and R = Crlt a,(& w) dY/dtY where 
<a,(t, w)> exists and is continuous on T and 0~” are zero-mean stochastic processes 
representing the fluctuating part of each coefficient. 0~~ , of course, is zero. Both 
zero and random initial conditions have been considered [4] but the following 
discussion will assume zero initial conditions. 
When statistical measures [l] of x(t) and the coefficients are given, statistical 
measures of the solution process y(t), such as <y(t)) or the correlation 
R,(tl , tz) = (y(tI)y*(tz)), are obtained in terms of stochastic Green’s functions. 
The question of existence of the iterative solution for the linear case (JV = 0) 
has been answered by Adomian [2] and Sibul [S]; however, we will include these 
results since a more complete discussion we would refer to has not yet 
appeared [6]. 
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~9” = 0 Case. Writing F(t) for L-lx and any solution to the homogeneous 
equation Ly = 0, we get 
y(t, w) = qt, w) - L-lRy(t, W), (2) 
= F(t, w) - Lt E(t, T) nf1 a,(~, w)(d”/d?) ~(7, w) dr, (3) 
i-0 
where l(t, T) is the Green’s function for L. If the stochastic bilinear concomitant 
(s.b.c.) [4, 71 vanishes [l, 6, 71, the equation become9 
where 
(4) 
n-1 
R+[l(t, T)] = c (-1)" ak/&“[L$(T) i(t, T)] 
k=O 
(5) 
by the use of a stochastic Green’s formula [7]. 
The iterative solution has been given by Adomian [8] and Sibul [S] in the form 
y(t, w) = F(t, w) - Lt r(t, 7; w)~(T, w) d7, (6) 
where the resolvent kernel r is given by 
where 
qt, 7; w) = f (-1)+’ K& ‘G “‘), 
WI=1 
&dt, ‘? W> = s t K(t, 71) &n-,(T, , T> dT1 , 0 
(7) 
Kl = K = R+[f(t, T)] 
(8) 
We assume the input process x(t, w) is bounded almost surely on T and I(t, T) 
is continuous on T; thus [ x(t, w)[ < Mr , a constant, or equivalently 1 F(t, w)[ < 
Mr’, a constant. Further, the OL, for v = 0 ,..., 11 - 1, are bounded almost 
surely; in fact, the Kth derivatives of the cz, are bounded for K = 0, I,..., rz - I, 
i.e., l(P/atk) %(t)l < Mz, a constant, for t E T, w E (Q, P, )u). From (8), 
Since (?Jk/atk) Z(t, T) is jointly continuous in t and 7 on T X T for 0 < k < 
1 The additional terms arising if the s.b.c. does not vanish are discussed by Adomian 
and Lynch in reference (4) but do not essentially change the proof. 
SOLUTIONS FOR STOCHASTIC OPERATOR EQUATIONS 231 
n - 1 and the derivatives of the g are bounded a.s., we can assume a bound 
directly on the K, . We observe that if ) Kr 1 < M, then 
and 
1 K3 / < M3t2/2’ .f 
etc. Hence [2], 
/ K,,,(t, T)] ,< Mv’+l/(m - l)! 
From (7), 
< M c M’+lfm-l/(m - I)! 
WZ=l 
< M 2 M”t”lrn! = MeMt, 
m=O 
(8) 
(9) 
which exists for finite interval of observation. 
General case. For nonzero N, we assume the stochastic coefficients b,(t, W) 
are bounded a.s., on T for w E (52,9, CL). The iteration now leads to extra terms 
arising from L-l&“. However, y. is bounded, as before, by hypothesis. yr differs 
from the yr for the linear case by the addition of the term L-‘M(y,). yF differs 
from the yz for the linear case by addition of L-lJ( y. , yr), etc. Thus 
y(t, w) = F(t, w) - jot r(t, r; w) F(T, w) dT - f Z(t, T) N(y, j,...) d7 
= F(t, w) - f r(t, 
0 
T; co) F(T, w) d7 - s,1 l(t, 7) z. b,(~> ~)(y’~))~~ d7. 
(10) 
Combining the first two terms, 
y(t, CO) = G(t) - l’ Z(t, ~)[b~(y(‘))~o i- ... $ b,(y’““‘)“*n] d7. 
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EXAMPLE. Suppose M(y,j,...) = N(y) = bys. The last term of (10) is 
I?by2. The iteration for the linear case yields [l] 
Yo = m 
~1 = L-‘Rro > 
y2 = L-IRy 19 
y3 = L-‘Ry 21 
etc. The general case adds terms involving L-16y2. Thus2 
y(J = F(t), 
y1 = L-lRy, 1 L-lbyo2, 
(11) 
y2 = L-lRy, - L-‘by,’ + 2L-lby,y, , 
y3 = L-lRy, + L-%Y,~ + 2L-‘byoy2 - 2L-‘by,y, , 
etc. Since y. is bounded, yr is bounded if I and b are well behaved as assumed. 
Hence y2 is bounded, etc. If Jlr = &‘(y, j) or M(y, j,...), it works in the same 
way. An example using JV= fly2 + yj3 appears in (1). Each term of y, to 
whatever level of approximation we wish to carry it, depends on preceding terms 
and hence finally on y. which is bounded by assumption, and, of course, on 
Z(t, T) and on the b, . The Z(t, T) is deterministic and bounded on T. R and bLL are 
bounded as., on T for w E (Sz, 9, p). Consequently, the iterative solution exists. 
That the series converges will be established. 
Let us consider this further for JV = Jr”(y). Abstracting these results, Eq. 
(10) is rewritten as 
JO 
i.e., a nonlinear Volterra equation of the second kind. Let 
Under the assumptions [9, lo] 
(i) G(t) is continuous and bounded a.s. on [0, 2’) for finite T. 
(ii) z(t, T) iS COnhUOUS on 0 < 7 < t < T < 00 
(iii) there exists a constant M > 0 such that 
i 
t 1 z(t, T)[ dT < lff for O<t<T 
0 
* A very recent paper by Adornian and Sibul (Symmetrized Solutions for Nonlinear 
Stochastic Differential Equations, to appear in J. Nonlinear Anal. A&) obtains more 
convenient symmetrized expressions for yi but the same conclusion arises. 
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cond~;~n J-(t, y(t)) is continuous as. on [0, T) and satisfies the Lipschitz 
.3 
I 44 (4 Yl(h , w>) - J-(4 w, Yz(t2 , w)i < L(4 w)l YI - 24 ’ 
almost surely for t 3 0 and in the interval of observation. Where L < 5-l 
and yr , y2 are arbitrary real random variables. 
(v) M(t, 0) is bounded on [0, T) a.s. (y(t,,) is dependent on w in general 
so M(t, 0) is really M(t, 0, UJ) therefore N(t, 0) is bounded as.). Then there 
exists a unique solution y(t) which is continuous and bounded as. on [0, T). 
Proof. =Issuming JV = N(y), b o serve that each term yi of the iterative 
series y = xy=, (- l)i yi is of the form 
?‘i = y:-1 - c t 44 T) JYYO - ..- + (-l)i-l yipl) dT, (13) 
‘0 
where yr denotes the linear solution. 
From (13) it follows that 
1 J’i j < yf-1 1 + M SUf: j Jtr(yO - *** + (-l)‘-‘>‘j-r)/ (14) 
, 
for t > 0 and within the interval of observation4. Taking into account (see (iv)) 
that 
j -46 Yi-&))I < L I Yi-l(t)1 + I Jqt, O)i , t 3 0, (15) 
we obtain the result that / yi / is bounded a.s. and we have a series of bounded 
terms on t > 0. From (13) and its analog for i + 1, we get for i > 1 
I Yi+&) - Y,(t)1 G LM Zf I Yi(4 - Yi-l(t)1 
for t 3 0, which is equivalent to 
For i = 1, 
SUP I pi+&) - u&l < LM sup I yi(t) - .\:i-I(t)i. 
t>o t>o 
(16) 
where 
sup / y1(t) - yo(t)i :< nm, 
t>o 
Ali = z; I J’-(t, G(t))l, 
(17) 
we have S < co because from (iv) 
-44 G(t)) < ! LGWI + I Jlr(t, 011 , for t > 0. 
a We can choose also L = L(w) and find bounds for each W. 
* The sup operation is in a stochastic sense. We can exclude a set of zero measure for 
which the sup may be exceeded. 
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From (16) and (17) we derive 
sup 1 yi+i(t) - y&)] < LiMe’+lN, 
00 
(18) 
which shows that 
,z, [YiW - Yi-&)I 
is dominated uniformly on [0, T) by the series MN CT (LM>” but sinceL < M-l 
this series converges, implying uniform convergence of the yi . 
The Lipschitz condition is necessary to the proof above and is common in 
similar connections for Volterra integral equations. It is not required to show 
convergence of the iterative method. Essentially the Lipschitz condition is used 
to guarantee convergence of the right-hand side of (18) which guarantees 
uniform convergence of the left-hand side. In the iterative series, convergence 
was established previously by Adomian (2) and Sibul (5) for the linear case. It 
holds as well for the nonlinear case and it becomes particularly clear to see from 
the Adomian-Sibul symmetrized form (see footnote 2) of Adomian’s solution. 
Assuming polynomial nonlinearities with terms 6ym, the general term of the 
series is yn+r = L-l[Ryn + bAmn] where A,, is a symmetric form depending on 
m. For example for m = 2, A,, = yoyn + yIynpl + y2yn-2 + ... ynyo . (See 
the referenced paper for other m.) If each yi of this form is replaced by yi-i 
until y. is reached, each term yields n integrations s ..* J- dt or an n! in the denom- 
inator. Now we have n such (bounded) terms in the general term and therefore 
l/(n - l)! in the denominator and convergence follows. 
The widespread use of the Ito equation despite the unrealisitc white noise 
assumption is due to the demonstration of existence and uniqueness which is 
demonstrable under more general conditions as shown. Also, the Lipschitz 
conditions are restrictive in the a.s. boundedness required of coefficients elim- 
inating even common distributions such as the Gaussian. In the iterative method, 
one may be able to use m.s. criteria with derivatives and integrals in L, sense or 
L,(Q, 9, p), a complete Banach space under the norm jj . ]lp = (/ . ]g)l/p. 
The iterative solution is convergent for the linear or the nonlinear case; further, 
we have shown not only existence but a method of solution. The construction 
of the solution guarantees uniqueness within the class of equivalent processes. 
Statistics or the solution are discussed in [l] and more completely in [l 11. 
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