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Abstract. This article proposes the use of association rules for data mining in 
the sales transactions of products of a company in the retail industry. The 
approach uses association rules algorithm, specifically the Apriori algorithm. 
Was made the cleaning, selection and transformation of data with the purpose 
of eliminate errors which may affect the execution and results. The Apriori 
algorithm was used from the WEKA software, with the support parameters 
least 10%, and 80% confidence, generating a total of 54 association rules. The 
result contributed to support managers in decision-making and sales 
strategies. 
Palavras-chave: Data mining, Rules association, Manage sales. 
Resumo. Este artigo propõe o uso de regras de associação para mineração de 
dados em transações de vendas de produtos de uma empresa do setor de 
varejo. A abordagem utiliza algoritmo de regras de associação, 
especificamente o algoritmo Apriori. Foi realizada a limpeza, seleção e 
transformação dos dados com a finalidade de eliminar erros que possam 
prejudicar a execução e resultado. O algoritmo Apriori foi utilizado através 
do software WEKA, com os parâmetros de suporte mínimo de 10% e 
confiança de 80%, gerando um total de 54 regras de associação. O resultado 
contribuiu para auxiliar gestores na tomada de decisão e estratégias de 
vendas. 
Palavras-chave: Mineração de dados, Regras de Associação, Gerenciamento 
de Vendas.  
1. Introdução 
Tradicionalmente, a responsabilidade de encontrar padrões em dados de negócios era 
dos analistas de negócios, que geralmente usavam técnicas estatísticas. Recentemente, o 
escopo dessa atividade mudou com o uso da tecnologia [Bose and Mahapatra 2001]. 
 A tecnologia de armazenamento de dados permitiu que o armazenamento e a 
organização de grandes volumes de dados de empresas possam ser analisados por um 
conjunto de técnicas de aprendizado máquina, que são uteis na automatização e nas 
atividades de descoberta de padrões em bancos de dados.  Esses fatores têm mudado a 
forma de como os dados de negócios são analisados, dando origem a mineração de 
dados. A mineração de dados integra a aprendizagem máquina, análise estatística e 
técnicas de visualização com o conhecimento do analista de negócios, com a finalidade 
  
de descobrir padrões significativos e interessantes em bases de dados [Bose and 
Mahapatra 2001]. 
 As principais tarefas da mineração de dados são de previsão e descrição [Fayyad 
et al. 1996]. Métodos de previsão utilizam variáveis para prever valores desconhecidos 
ou valores futuros de outras variáveis, incluindo classificação, regressão e detecção de 
desvio. Os métodos de descrição procuram encontrar padrões humanos interpretáveis, 
que descrevem os dados, incluindo agrupamento, descoberta de regras de associação e 
descoberta padrão [Aflori and Craus 2007]. 
 Regras de associação é um poderoso método usado para encontrar tendências de 
dados [Agrawal and Srikant 1994]. Por indução das regras de associação, os conjuntos 
de instâncias de dados que frequentemente aparecem juntas devem ser estabelecidas. 
Tal informação é normalmente expressa na forma de regras. Uma regra de associação 
expressa uma associação entre itens ou grupos de itens. No entanto, somente as regras 
de associação que são expressivos e de confiança são úteis. As medidas padrão 
utilizadas para avaliar regras de associação são o apoio e a confiança de uma regra. 
Ambos são calculados a partir do apoio de certos conjuntos de itens [Aflori and Craus 
2007], [Agrawal and Srikant 1994]. 
 Neste artigo se aplica o algoritmo Apriori, que é um algoritmo clássico para o 
aprendizado de regras de associação no campo de mineração de dados, em uma base de 
dados de uma empresa do ramo varejista, onde não há tradição em extração de 
conhecimento, concebendo a esta empresa uma visão melhor dos seus clientes e 
produtos auxiliando na gestão de vendas. 
2. Métodos e Ferramentas 
2.1. Processo de Descoberta de Conhecimento em Banco de Dados 
A extração de conhecimento em grandes volumes de dados é um processo conhecido 
como Knowledge Discovery in Databases (KDD) - descoberta de conhecimento em 
banco de dados. A mineração de dados é uma etapa dentro do processo de KDD, 
durante o qual um conjunto de técnicas e ferramentas são aplicadas para estudar os 
dados e extrair qualquer informação útil que estejam escondidas [Fayyad et al. 1996]. 
 O processo de KDD é formado pelas fases de seleção dos dados, limpeza, 
eliminação de erros, verificação dos valores válidos, padronização dos dados, aplicação 
dos algoritmos para descoberta de padrões e interpretação adequada dos resultados da 
mineração são essenciais para garantir que o conhecimento útil é derivado dos dados 
[Bernardino and Costa 2000; Fayyad et al. 1996]. 
 As fases de seleção dos dados, limpeza, eliminação de erros, verificação dos 
valores válidos e padronização dos dados envolve a preparação de dados, onde é 
realizado operações sobre os dados com a finalidade de eliminar erros que possam 
prejudicar as fases de aplicação dos algoritmos e interpretação dos resultados. Além 
disso, a preparação de dados é uma das mais difíceis e demoradas fases do projeto KDD 
[Lara et al. 2014]. 
 A mineração de dados pode ser feita por meio de diversas técnicas, as principais 
técnicas são classificação, associação e agrupamento. A classificação tem como objetivo 
classificar itens de acordo com análises previamente realizadas. A associação consiste 
 em descobrir todas as associações em que a presença de um conjunto de itens em uma 
transação implica em outros itens. O agrupamento separa os dados em vários grupos, de 
acordo com a similaridade destes dados [Pansonato and Tomazela 2014]. 
2.2. Associação e Algoritmo Apriori 
O método de associação tem como objetivo identificar itens que se relacionam em um 
conjunto de dados através de regras de associação [Hanguang and Yu 2012]. Regras de 
associação e classificação são tarefas análogas em mineração de dados, com a exceção 
de que na classificação o objetivo principal é a previsão de rótulos de classe, enquanto a 
associação descobre associações entre valores de atributos em um conjunto de dados 
[Lazcorreta et al. 2008]. 
 A associação em mineração de dados, originalmente foi proposto pelo algoritmo 
Apriori, tornando-se uma área de pesquisa ativa [Agrawal and Srikant 1994]. Dentre os 
diversos algoritmos para a geração de regras de associação, o Apriori é um dos 
algoritmos mais conhecidos e influentes para encontrar conjuntos de itens frequentes, 
que derivam regras de associação significativas sobre bancos de dados transacionais 
[Seng and Chen 2010]. 
 O algoritmo Apriori inicia formando o conjunto de frequências do primeiro 
conjuntos de itens, este conjunto é denotado como L1. Em seguida, L1 é usado para 
encontrar L2, que é o conjunto de frequências do segundo conjuntos de itens. Depois 
disso, L2 é usado para encontrar L3, e assim por sucessivamente, até que não há 
conjuntos de itens mais frequentes que possam ser encontrados [Fayyad et al. 1996]. 
2.3. Software Weka 
O software Weka é um software livre desenvolvido em Java por um grupo de 
pesquisadores da Universidade de Waikato, Nova Zelândia. O software fornece 
implementações de algoritmos que podem ser facilmente aplicados a um conjunto de 
dados. Composta por ferramentas de pré-processamento de dados, classificação, 
regressão, clustering, regras de associação, e visualização [Witten et al. 2011]. 
 Através da interface gráfica do software pode-se executar os algoritmos de 
mineração de dados de forma interativa, para isso é necessário ter um conjunto de dados 
no formato, Attribute-Relation File Format (ARFF), ou se conectar diretamente ao 
banco de dados através do Weka, pois este, permite fazer conexões com os bancos de 
dados. 
 Neste artigo foi utilizado o arquivo ARFF para a implementação das tarefas de 
mineração. O arquivo ARFF é um arquivo de texto, também denominado dataset, que 
pode ser gerado por uma consulta de banco de dados, este arquivo deve ser composto 
por três partes: @relation, @attribute e @data. Relação (@relation) é a primeira linha 
do arquivo no qual identifica o arquivo a ser executado. Atributos (@attribute) são as 
variáveis que o arquivo possui, sendo que a declaração indica a posição de cada atributo 
no arquivo e o tipo de dado. Dados (@data) são os registros ou instâncias e devem ser 
separados por vírgula correspondendo aos atributos. As linhas iniciadas com o sinal de 
porcentagem (%) são comentários no arquivo e estas não são processadas. 
  
3. Implementação 
A proposta do artigo tem como objetivo utilizar o algoritmo Apriori em um banco de 
dados de uma empresa do setor varejista do ramo de papelaria para encontrar padrões 
que auxiliem a gestão de vendas. O escopo do projeto foi focado na tarefa de 
associações de produtos em 1032 transações de vendas. 
 No pré-processamento do banco de dados percebeu-se que existiam nomes de 
produtos diferentes referenciando o mesmo produto, como por exemplo, "lápis marca 1" 
e "lápis da marca 2". Esse problema consistia por não possuir um campo de 
classificação dos produtos, dificultando o resultado a mineração dos dados. A solução 
proposta foi classificar os produtos em categorias de produtos. Para o exemplo citado, 
foi criada uma categoria com o nome de “lápis” para os dois tipos de lápis, e da mesma 
forma os outros produtos foram atualizados seguindo esse procedimento. A Figura 1 
mostra a disposição da quantidade de produtos versus categoria. 
 
Figura 1. Quantidade de produtos vendidos versus categoria. 
 A próxima etapa constituiu a seleção dos dados, necessário para o processo de 
mineração de dados. O processo de associação de produtos em transações levou em 
conta apenas o número da transação e os produtos nela compostos. Informações como 
valor da venda, código do produto, taxas, entre outras com finalidade de informação sob 
a transação foram excluídas. 
 Após selecionar os dados, foi necessário a transformação dos dados, uma vez 
que a ferramenta de mineração de dados lê os dados de uma forma diferente do que o 
banco de dados disponibiliza. Assim, as categorias foram dispostas em colunas, e para 
cada categoria foi determinado o caráter “S” para itens vendidos e “N” para itens não 
vendido, como apresentado na Figura 2. 
 Com a base de dados preparada, criou-se um arquivo no formato ARFF para a 
implementação das regras de associação no software Weka. 
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Figura 2. Transformação dos dados para gerar as regras de associação. 
4. Resultados e Discussão 
Foram realizados diversos treinamento no software Weka, variando os valores dos 
parâmetros de suporte mínimo e a confiança. Durante os testes foi alterado o suporte 
mínimo para que o algoritmo procurasse entre os produtos mais frequentes, pórem o 
aumento do percentual do suporte mínimo retornava poucas ou nenhuma regra de 
associação. 
 Os valores que obtiveram melhor resultados foi suporte mínimo com valor de 
10% e 80% de confiança. Isto significa que o WEKA procurou em todos os produtos 
selecionados, aqueles que estavam presentes em no mínimo 10% das transações 
(suporte mínimo), e que estivessem juntos em pelo menos 80% das vezes em que saíram 
nas transações (confiança). Na Figura 3 os resultados obtidos pelo WEKA são 
apresentados. 
 
  
Figura 3. Regras de associação obtidas pelo software WEKA. 
 O WEKA gerou 54 regras de associação, sendo um valor ideal para uma 
primeira análise. A Figura 4 apresenta as categorias de produtos sugeridos relacionados 
com os produtos vendidos, sendo o resultado do algoritmo de associação a partir da 
quantidade da venda de outros produtos já vendidos. 
 
Figura 4. Categorias de produtos sugeridos versus categoria de produtos 
vendidos. 
 Diante dos resultados obtidos, pode-se analisar: 
 •  as categorias que tiveram mais frequência de sugestão foram: PAPEL-
SULFITE, TINTA-GUACHE, FOLHAS-EVA, LAPIS-DE-COR e PINCEL; 
 • as categorias sugeridas com mais frequência foram: PAPEL-SULFITE, 
PINCEL, TINTA-GUACHE, LAPIS-DE-COR e FOLHAS-EVA; 
 • as categorias FOLHAS-EVA e/ou LAPIS-DE-COR e/ou PINCEL e/ou 
TINTA-GUACHE que apareceram com frequência, foi sugerido PAPEL-
SULFITE; 
 • as categorias PAPEL-SULFITE e/ou TINTA-GUACHE que apareceram com 
frequência, foi sugerido PINCEL; 
 • as categorias FOLHAS-EVA e/ou LAPIS-DE-COR e/ou PAPEL-SULFITE 
e/ou PINCEL que apareceram com frequência, o algoritmo sugeriu TINTA-
GUACHE como sugestão de venda. 
 Pode ser destacado que o PINCEL, a TINTA-GUACHE foram sugeridas, no 
entanto, não são destacados nas categorias mais vendidos. 
 As categorias BORRACHA, PAPEL-CARTAO, APONTADOR, CADERNO-
BROCHURA, COLA-BRANCA e CADERNO-96-FOLHAS ficaram dispersas em 
relação as outras categorias. 
 Uma das vantagens de utilizar regras de associação aplicando o algoritmo 
Apriori, é obter combinações entre produtos de forma ágil e eficaz. Cabe ao gestor saber 
interpretar as regras geradas, e assim fornecer para o departamento de vendas e de 
 marketing a possibilidade de organizar e unir estes produtos que são melhores avaliados 
para impulsionar a venda. 
 A desvantagem é encontrada na dificuldade de chegar ao resultado final, pois o 
processo de KDD envolve a preparação dos dados, que muitas vezes se encontra 
inconsistentes e desorganizados, de forma que o algoritmo não consegue encontrar um 
resultado plausível. 
5. Conclusão 
As empresas varejistas estão cada vez mais competitivas, sendo importante para elas 
extraírem o máximo de informações a respeito de seus bancos de dados. 
 Com esse estudo, foi possível realizar uma análise com os resultados obtidos, 
permitindo apresentar como a utilização da mineração de dados é eficiente para busca 
de padrões que auxiliar gestores na tomada de decisão e para suas estratégias de vendas. 
 O processo de KDD, o algoritmo Apriori e o software WEKA foram utilizados 
para ajudar neste processo, extraindo conhecimento e descobrindo regras de associação 
entre produtos. 
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