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Re´sume´
Cet article est fonde´ sur les notes du mini-cours que nous avons donne´ le
5 janvier 2017 a` l’Institut Henri Poincare´ a` l’occasion d’une journe´e organise´e
par la Socie´te´ Franc¸aise de Statistique et consacre´e a` la Statistique Mathe´-
matique. Il vise a` donner un aperc¸u de la me´thode de ρ-estimation comme
alternative a` celle du maximum de vraisemblance, ainsi que des proprie´te´s
d’optimalite´ et de robustesse des ρ-estimateurs. Cette me´thode s’inscrit dans
une longue ligne´e de recherche initie´e par de ce´le`bres statisticiens tels que
Sir Ronald Fisher, avec le maximum de vraisemblance dans les anne´es 20, ou
Lucien Le Cam, avec des estimateurs fonde´s sur des tests entre boules de Hel-
linger dans les anne´es 70, et dont l’objectif a e´te´ de produire des me´thodes
d’estimation posse´dant de bonnes proprie´te´s pour un ensemble de cadres
statistiques aussi vaste que possible. Plus re´cemment, Birge´ avec les d- puis
T-estimateurs, a e´tendu les re´sultats de Le Cam dans diverses directions, en
particulier la robustesse et l’adaptation. Nous mettrons en lumie`re les liens
forts qui existent entre les ρ-estimateurs et ces pre´de´cesseurs, notamment les
estimateurs du maximum de vraisemblance, mais montrerons e´galement, au
travers d’exemples choisis, que les ρ-estimateurs les surpassent par bien des
aspects.
1 Bref historique
Il y a bien longtemps que les statisticiens ont cherche´ une me´thode ge´ne´rale
pour construire, dans des contextes divers, des estimateurs disposant de bonnes
proprie´te´s, en particulier asymptotiques. En re´gression, il y a eu le minimum ℓ1
attribue´ a` Pierre Simon de Laplace et les moindres carre´s (minimum ℓ2) de Carl
Friedrich Gauß autour des anne´es 1800. Pour des mode`les parame´triques ge´ne´raux
sur variables i.i.d. la me´thode des moments est connue depuis longtemps et celle
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du maximum de vraisemblance, de´veloppe´e et popularise´e d’abord par Sir Ronald
Fisher dans les anne´es 1920, a connu un succe`s conside´rable et elle est, aujourd’hui
encore, tre`s largement utilise´e. L’estimateur du maximum de vraisemblance (en
abre´ge´ e.m.v.) est, en un certain sens, le premier estimateur a` vise´es “universelles”
dans la mesure ou` il s’applique a` de tre`s nombreux mode`les statistiques et permet
aussi de retrouver, en re´gression, la me´thode des moindres carre´s (maximum de
vraisemblance pour des erreurs gaussiennes) ou du minimum ℓ1 (lorsque les erreurs
ont une loi de Laplace).
L’e.m.v., qui a d’excellentes proprie´te´s asymptotiques dans les mode`les parame´-
triques re´guliers, sous re´serve de consistance, souffre ne´anmoins, dans un cadre
ge´ne´ral, de certains de´fauts connus depuis longtemps et mis en e´vidence par des
statisticiens tels que Bahadur de`s 1958 — cf. Bahadur (1958) — ou Le Cam —
cf. Le Cam (1990) —, entre autres. Il n’est pas possible de construire une the´orie
ge´ne´rale de consistance des estimateurs du maximum de vraisemblance sans utiliser
des hypothe`ses relativement fortes comme on peut le voir par exemple dans le livre
de van der Vaart (1998). Le proble`me est encore plus de´licat si l’on veut e´tudier
les vitesses de convergence des e.m.v. Le Cam en e´tait tre`s conscient, cela appa-
raˆıt dans ses e´crits et il s’est efforce´ de re´soudre le proble`me en construisant — cf.
Le Cam (1973) et (1975) — un estimateur qui est automatiquement consistant sous
des hypothe`ses relativement faibles. C’e´tait la` une nouvelle tentative, plus fe´conde,
pour fabriquer une me´thode d’estimation “universelle”, au moins pour les mode`les
en variables inde´pendantes.
C’est en se fondant sur ces travaux de Le Cam en vue de ge´ne´raliser les choses
a` des variables non ne´cessairement inde´pendantes, en recherchant des vitesses de
convergence et en e´tudiant leur optimalite´ e´ventuelle et leur robustesse, que le
second auteur de cet article a construit ce qu’il a appele´ les d-estimateurs dans
Birge´ (1983). Plus tard ceux-ci se sont transforme´s en T-estimateurs par l’ad-
jonction de pe´nalite´s qui ont conduit a` la se´lection de mode`le et l’adaptativite´
dans Birge´ (2006). Ne´anmoins, les T-estimateurs, tout comme leurs pre´de´cesseurs,
souffrent encore de diverses limitations, en particulier la ne´cessite´ de travailler avec
des mode`les compacts, ce qui s’ave`re bien trop restrictif pour les applications a` la
re´gression.
Il est important de noter ici que ces diffe´rentes constructions, celle de Le Cam
comme celles de Birge´, reposent sur la construction de familles de tests robustes
(tests entre deux boules de Hellinger initialement). On peut d’ailleurs aussi in-
terpre´ter le maximum de vraisemblance comme le re´sultat de la combinaison de
nombreux tests de rapport de vraisemblances comme nous le verrons plus loin.
C’est en partant d’une ide´e originale du premier auteur pour construire de nou-
velles familles de tests — cf. Baraud (2011) — qu’est venue l’ide´e des ρ-estimateurs.
Ces nouveaux tests sont fonde´s sur l’ide´e suivante : e´tant donne´ trois lois de pro-
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babilite´ P , Q et R et X1, . . . , Xn i.i.d. de loi P , on peut de´duire un test entre Q et
R (comme meilleur approximant de P ) d’une estimation du signe de la diffe´rence
h2(P,Q)− h2(P,R) ou` h de´signe la distance de Hellinger.
Dans le cas de mode`les compacts, les ρ-estimateurs peuvent eˆtre vus comme
une variante des T-estimateurs fonde´s e´galement sur des tests robustes, mais ils
permettent en outre de traiter des proble`mes a` mode`les non compacts comme la
re´gression line´aire en plan fixe ou ale´atoire, avec des erreurs de lois tre`s varie´es,
ou des proble`mes d’estimation de densite´s sous contraintes de forme. Comme les
T-estimateurs ils sont robustes et permettent de conside´rer de nombreux mode`les
simultane´ment, d’ou` leurs proprie´te´s d’adaptation, mais leurs performances vont
tre`s au-dela` et permettent bien davantage que les T-estimateurs, par exemple l’esti-
mation d’une densite´ unimodale sur R de mode et support inconnus. Enfin, comme
nous le verrons, dans des situations favorables, l’e.m.v. est un ρ-estimateur ; la
ρ-estimation peut donc, dans une certaine mesure, eˆtre conside´re´e comme une ma-
nie`re de rendre robuste la ce´le`bre proce´dure introduite il y a pre`s d’un sie`cle par
Sir Ronald Fisher.
Ce qui va suivre peut eˆtre conside´re´ comme une introduction (voire une incita-
tion) a` la lecture des articles suivants : Baraud, Birge´ et Sart (2017), Baraud et
Birge´ (2016a) et Baraud et Birge´ (2016b).
2 Quelques proble`mes lie´s a` l’utilisation des es-
timateurs du maximum de vraisemblance
2.1 Instabilite´ de la me´thode du maximum de vraisem-
blance
On dispose d’un million d’observations X1, . . . , X106 que l’on suppose i.i.d. de loi
uniforme sur [0, θ], de parame`tre inconnu θ > 0 et que l’on mode´lise donc comme
telles. L’e.m.v. relatif a` ce mode`le est θ̂ = maxi=1,...,106 Xi. Si toutes les observations
suivent effectivement ce mode`le avec θ = 1 sauf une seule d’entre elles qui, suite
a` une erreur de manipulation ou de transcription, vaut 100, alors le maximum de
vraisemblance vaut 100 et l’erreur d’estimation de θ sera d’au moins 99. Il suffit donc
d’une seule observation aberrante parmi un million pour rendre l’e.m.v. inope´rant
dans ce cadre.
Le meˆme proble`me se pose pour l’estimation du parame`tre de centrage θ de
la gaussienne N (θ, 1) par la moyenne empirique, qui est aussi l’e.m.v. ; une seule
observation aberrante peut conduire a` une erreur d’estimation conside´rable, autre-
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ment dit l’e.m.v. n’est absolument pas robuste. Pour plus de de´tails sur la notion de
robustesse, on pourra se re´fe´rer a` l’excellent livre de Peter Huber — Huber (1981)
— et a` sa bibliographie.
La de´tection d’une valeur aberrante en dimension 1 (ou 2) est en ge´ne´ral re-
lativement facile car on peut visualiser les donne´es. En revanche, les choses se
compliquent se´rieusement en grande dimension !
2.2 Non-existence de l’estimateur du maximum de vrai-
semblance
Soit la densite´ p sur R de´finie par
p(x) = (1/6)
[|x|−1/21l(0,1](|x|) + x−21l]1;+∞[(|x|)] , (1)
laquelle est syme´trique, mais discontinue et non borne´e en 0. Si l’on conside`re la
famille de translation {pθ(x), θ ∈ Θ} ou` pθ(x) = p(x − θ) et Θ est un intervalle
compact de R, la vraisemblance s’e´crit p(X1 − θ) × . . . × p(Xn − θ) et tend vers
l’infini de`s que θ→ Xi, quel que soit i. On ne peut donc de´finir un e.m.v. Le meˆme
phe´nome`ne se produit pour tout mode`le de translation pour lequel la densite´ p
n’est pas borne´e.
Dans le cas ou` p est donne´e par (1), il est ne´anmoins facile de montrer que la
me´diane empirique va converger vers θ a` vitesse 1/n. On peut meˆme construire des
intervalles de confiance non-asymptotiques pour θ ; ce n’est donc pas le proble`me
qui est difficile a` re´soudre mais plutoˆt la me´thode du maximum de vraisemblance
qui est inadapte´e a` celui-ci.
Ne´anmoins, si l’on remplace le mode`le initial {pθ, θ ∈ Θ} par le mode`le approche´
{pθ, θ ∈ Θ′} ou` Θ′ est une discre´tisation finie de l’intervalle Θ, l’e.m.v. relatif a` Θ′
sera bien de´fini.
2.3 Le risque quadratique de l’e.m.v. peut eˆtre bien plus
grand que le risque minimax
SoitX = (X0, . . . , Xk) un vecteur gaussien (k+1)-dimensionnel de loiN (θ, Ik+1),
ou` Ik+1 est la matrice identite´ de dimension k + 1. E´tant donne´ un vecteur θ =
(θ0, . . . , θk) de R
k+1, on note θ′ = (θ1, . . . , θk) sa projection sur le sous-espace
vectoriel de dimension k engendre´ par les k dernie`res coordonne´es, ‖θ‖ sa norme
euclidienne et Eθ l’espe´rance quand θ est la vraie valeur du parame`tre.
Proposition 1. Supposons que k ≥ 128 et conside´rons l’espace de parame`tres
Θ =
{
θ ∈ Rk+1 ∣∣ |θ0| ≤ k1/4 et ‖θ′‖ ≤ 2 (1− k−1/4|θ0|)} .
4
Le risque quadratique de l’e.m.v. θ̂ et le risque minimax sur Θ ve´rifient respective-
ment
sup
θ∈Θ
Eθ
[
‖θ − θ̂‖2
]
≥ (3/4)
√
k + 3 et inf
θ˜
sup
θ∈Θ
Eθ
[
‖θ − θ˜‖2
]
≤ 5. (2)
On voit que le risque quadratique de l’e.m.v. sur Θ peut eˆtre beaucoup plus grand
que le risque minimax. La de´monstration se trouve dans Birge´ (2006).
Pour obtenir la borne supe´rieure du risque quadratique dans (2) il suffit de rem-
placer le mode`le initial Θ par le mode`le approche´ Θ′ =
{
(θ0, 0) ∈ Rk+1
∣∣ θ0 ∈ R}
et de construire l’e.m.v. sur Θ′ ce qui donne θ˜ = (θ˜0, 0) = (X0, 0). On ve´rifie alors
que
Eθ
[
‖θ − θ˜‖2
]
= E0
[
(θ0 −X0)2
]
+ ‖θ′‖2 ≤ 1 + 4 = 5 pour tout θ ∈ Θ.
2.4 La valeur et les performances de l’e.m.v. de´pendent du
choix de la famille des densite´s
Que la valeur de l’e.m.v. de´pende du choix que l’on fait des densite´s par rapport
a` une mesure dominante est a` peu pre`s e´vident et connu depuis longtemps. Qu’un
choix inadapte´ puisse mener a` des re´sultats catastrophiques, comme le montre
l’exemple suivant, l’est sans doute nettement moins.
Proposition 2. Soit une suite (Xk)k≥1 de v.a.r. i.i.d. de loi Pθ = N (θ, 1) pour un
re´el θ inconnu. Pour tout θ ∈ R, fixons la version pθ de la densite´ dPθ/dP0 de Pθ
par rapport a` la mesure de re´fe´rence P0 = N (0, 1) de la manie`re suivante :
pθ(x) =
{
exp [θx− (θ2/2)] si x 6= θ ou θ ≤ 0,
exp [θx− (θ2/2) + (θ2/2) exp (x2)] sinon. (3)
Alors, quelle que soit la vraie valeur de θ ∈ R, sur un ensemble dont la Pθ-probabilite´
tend vers 1 quand n tend vers l’infini, l’e.m.v. s’e´crit θ̂n = X(n) = max{X1, . . . , Xn}
et n’est donc pas consistant.
On trouvera la preuve de cette assertion dans Baraud et Birge´ (2016b).
Si l’on remplace le mode`le initial avec θ ∈ R par sa restriction a` θ ∈ Q et si
l’on accepte de prendre pour maximum de vraisemblance un point maximisant la
vraisemblance appproximativement seulement, le proble`me ne se posera plus.
2.5 Construction de l’e.m.v. sur un mode`le approche´
Nous venous de remarquer que certains des proble`mes rencontre´s par l’e.m.v.
pouvaient eˆtre re´solus en construisant l’estimateur non pas sur l’ensemble initial
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des parame`tres Θ mais sur un sous-ensemble Θ′ de Θ ayant de bonnes qualite´s
d’approximation par rapport aux e´lements de Θ. Maleureusement, l’utilisation de
tels sous-ensembles approchants peut aussi conduire a` d’autres ennuis comme le
montre l’exemple suivant.
Conside´rons le proble`me d’estimation du parame`tre θ ∈ R a` partir de l’observa-
tion d’un n-e´chantillon X1, . . . , Xn dont la loi appartient a` l’ensemble de probabi-
lite´s Pε = {Pα,θ, (α, θ) ∈ [0, ε]× R} avec 0 ≤ ε < 1/2 et
Pα,θ = (1− α)U([θ, θ + 1]) + αU([100 + θ, 101 + θ],
ou` U([a, b]) de´signe la loi uniforme sur l’intervalle [a, b] pour a < b. Si ε est petit
le mode`le plus simple P0 ⊂ Pε des lois uniformes sur [θ, θ+ 1] avec θ ∈ R fournit
une bonne approximation de Pε. Comme la loi Pα,θ est un me´lange de deux lois
uniformes sur deux intervalles disjoints, la vraisemblance sur le mode`le P0 est
constamment nulle sauf si toutes les observations appartiennent a` l’un ou l’autre
de ces deux intervalles ce qui arrive avec une probabilite´
(1− α)n + αn ≤ exp[−nα] + αn.
Lorsque α est grand devant 1/n et petit devant 1/2, cette probabilite´ est petite.
Donc, en dehors de cet e´ve´nement de petite probabilite´, la me´thode du maximum
de vraisemblance sur le mode`le approche´ P0 ne fournit aucune estimation de θ.
2.6 Les mode`les approche´s
Si nous conside´rons les exemples pre´ce´dents, nous pouvons constater que les pro-
ble`mes lie´s a` l’utilisation de l’e.m.v. sur un mode`le statistique donne´ par une famille
de lois {Pθ, θ ∈ Θ} peuvent souvent eˆtre en partie re´solus en remplac¸ant le mo-
de`le initial par un mode`le approche´ {Pθ, θ ∈ Θ′}. Pour obtenir un re´sultat ge´ne´ral
fonde´ sur l’estimation sur des mode`les approche´s, il convient de s’assurer que, si
l’on utilise comme mode`le une famille de lois P = {Pθ, θ ∈ Θ′} et si la vraie loi P
des observations est proche d’un e´le´ment de P, le comportement de l’estimateur
construit sur P est a` peu pre`s le meˆme que ce qu’il serait si P appartenait effec-
tivement a` P, c’est-a`-dire que l’estimateur est robuste. Malheureusement l’e.m.v.
ne l’est pas toujours, d’ou` la ne´cessite´ de le remplacer par un estimateur robuste
permettant de travailler avec des mode`les approche´s de manie`re syste´matique.
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3 Comment re´soudre les proble`mes pre´ce´dents :
une heuristique
Plac¸ons-nous ici dans le cadre d’un n-e´chantillon X = (X1, . . . , Xn) et d’une
famille S de densite´s par rapport a` une mesure de re´fe´rence µ avec Pt = t ·µ pour
t ∈ S . Notons Pt[A] la probabilite´ de l’e´ve`nement A quand les Xi ont la loi Pt, la
vraisemblance de t par
VX(t) =
n∏
i=1
t(Xi), donc log
(
VX(t)
)
=
n∑
i=1
log
(
t(Xi)
)
,
et supposons, pour simplifier les choses, que Ps [VX(t) = VX(u)] = 0, quels que
soient s, t, u ∈ S et t 6= u. Alors on sait que, si Ps 6= Pt
Ps [VX(t) > VX(s)] ≤ ρn(Ps, Pt), (4)
avec
ρ(Ps, Pt) =
∫ √
s(x)t(x) dµ(x) < 1.
La quantite´ ρ(Ps, Pt), de´nomme´e affinite´ de Hellinger entre Ps et Pt, est seulement
fonction des deux lois Ps et Pt et non pas du choix de la mesure dominante µ
ni de celui des versions des densite´s dPs/dµ et dPt/dµ. Comme ρ(Ps, Pt) < 1,
ρn(Ps, Pt) tend vers 0 quand n tend vers l’infini et l’on voit bien qu’en choisissant
en fonction deX celle des deux lois qui a la plus grande vraisemblance, on trouvera
asymptotiquement la vraie loi des Xi. On controˆle meˆme les probabilite´s d’erreurs
du test pour n fixe´ :
max {Ps [VX(t) > VX(s)] ,Pt [VX(t) < VX(s)]} ≤ ρn(Ps, Pt),
puisque VX(t) 6= VX(s) presque suˆrement. Le re´sultat s’e´tend imme´diatement au
cas d’un mode`le S fini et identifiable. En effet, pour tout s ∈ S ,
Ps
[
sup
t∈S
VX(t) > VX(s)
]
≤
∑
t∈S , t6=s
Ps [VX(t) > VX(s)] ≤
∑
t∈S , t6=s
ρn(Ps, Pt),
donc, si
t̂n(X) = argmax
t∈S
VX(t) = argmax
t∈S
[
n∑
i=1
log
(
t(Xi)
)]
,
alors
sup
s∈S
Ps
[
t̂n(X) 6= s
] −→
n→+∞
0.
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Remarquons ici que la recherche de t̂n revient a` faire simultane´ment tous les tests
de rapport de vraisemblances entre les paires (t, u) de S 2 avec t 6= u en comparant
VX(t) a` VX(u), ce qui revient a` e´tudier le signe de
log
(
VX(t)
VX(u)
)
=
n∑
i=1
log
(
t(Xi)
u(Xi)
)
et a` choisir l’e´le´ment de S accepte´ par tous ces tests simultane´ment, lequel existe
toujours sous nos hypothe`ses.
Malheureusement, ce re´sultat ne s’e´tend pas sans hypothe`ses fortes au cas d’un
ensemble S infini ni a` celui d’une vraie loi P ⋆ des Xi n’appartenant pas a` {Pt, t ∈
S }, meˆme lorsque P ⋆ est tre`s proche de l’ensemble en question. Une des raisons
de cet e´chec est lie´e au fait que la fonction log n’est pas borne´e comme le montre
l’exemple de la section 2.2. Les tests de rapport de vraisemblances e´voque´s ci-dessus
reposent sur l’e´valuation des rapports VX(t)/VX(u) ou, de manie`re e´quivalente,
sur les signes des quantite´s
∑n
i=1 log
(
t(Xi)/u(Xi)
)
. Mais il faut noter que c’est la
proprie´te´ magique de la fonction log : log(a/b) = log a−log b qui fait que trouver un
point t̂n de S tel que log
[
VX(t̂n)/VX(u)
]
> 0 pour tout u 6= t̂n e´quivaut a` chercher
le point t̂n qui maximise sur S la fonction u 7→
∑n
i=1 log
(
u(Xi)
)
. Les fonctions de
la forme α log avec α > 0 sont les seules qui posse`dent cette proprie´te´ mais elles ne
sont pas borne´es ce qui explique certains des proble`mes que l’on rencontre avec la
me´thode du maximum de vraisemblance.
Ne´anmoins, l’ide´e meˆme de rapport de vraisemblances nous dit que Pt est d’au-
tant plus vraisemblable compare´ a` Pu que le rapport VX(t)/VX(u) est plus
grand ou que
∑n
i=1 log
(
t(Xi)/u(Xi)
)
l’est. De manie`re heuristique, la valeur de
n∑
i=1
log
(
t(Xi)
u(Xi)
)
= 2
n∑
i=1
log
(√
t(Xi)
u(Xi)
)
(5)
permet de comparer la qualite´ de t par rapport a` celle de u. Soit alors ψ une fonction
strictement croissante, borne´e et telle que ψ(1) = 0. On peut envisager de comparer,
de manie`re analogue, la qualite´ de t par rapport a` celle de u en remplac¸ant dans
(5),
n∑
i=1
log
(√
t(Xi)
u(Xi)
)
par
n∑
i=1
ψ
(√
t(Xi)
u(Xi)
)
,
de sorte que l’on puisse dire que la loi Pu est d’autant moins bonne au vu des
observations X1, . . . , Xn que
sup
t∈S
n∑
i=1
ψ
(√
t(Xi)
u(Xi)
)
est grand.
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Comme le meilleur u est aussi le moins mauvais, on peut penser a` choisir comme
estimateur de P ⋆ la loi Pt˜n avec
t˜n(X) = argmin
u∈S
[
sup
t∈S
n∑
i=1
ψ
(√
t(Xi)
u(Xi)
)]
, (6)
en supposant ici, pour simplifier l’expose´, que l’argmin existe (mais n’est pas ne´-
cessairement unique). Lorsque ψ est la fonction log et t̂n l’e.m.v.,
argmin
u∈S
[
sup
t∈S
n∑
i=1
log
(√
t(Xi)
u(Xi)
)]
=
1
2
argmin
u∈S
[(
sup
t∈S
n∑
i=1
log
(
t(Xi)
))− n∑
i=1
log
(
u(Xi)
)]
=
1
2
argmin
u∈S
[
n∑
i=1
log
(
t̂n(Xi)
)− n∑
i=1
log
(
u(Xi)
)]
=
1
2
argmax
u∈S
[
n∑
i=1
log
(
u(Xi)
)− n∑
i=1
log
(
t̂n(Xi)
)]
= argmax
u∈S
n∑
i=1
log
(
u(Xi)
)
= t̂n(X).
On retrouve ainsi le maximum de vraisemblance parce que log(a/b) = log a− log b,
mais cet argument ne fonctionne plus avec une fonction ψ 6= α log parce qu’alors
n∑
i=1
ψ
(√
t(Xi)
u(Xi)
)
ne s’e´crit pas
n∑
i=1
ψ
(√
t(Xi)
)
−
n∑
i=1
ψ
(√
u(Xi)
)
.
Dans ce cas, on ne peut plus caracte´riser t˜n(X) de´fini par (8) comme
argmax
t∈S
[
n∑
i=1
ψ
(√
t(Xi)
)]
.
4 Les fondamentaux des ρ-estimateurs
4.1 Cadre statistique et de´finitions
Comme nous voulons que ce qui va suivre s’applique aussi a` des proble`mes de re´-
gression pour lesquels les observations ne sont pas ne´cessairement i.i.d., nous allons
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travailler dans le cadre plus ge´ne´ral suivant, en omettant de´libe´re´ment un certain
nombre de points techniques (en particulier lie´s a` des proble`mes de mesurabilite´)
qui ne pourraient que nuire a` la clarte´ de cette pre´sentation.
On observe X = (X1, . . . , Xn) ∈ X =
∏n
i=1 Xi et les v.a. Xi ∈ Xi sont inde´pen-
dantes, de lois respectives P ⋆i , donc le vecteurX a pour loiP
⋆ =
⊗n
i=1 P
⋆
i . Pour esti-
mer P⋆ a` partir deX on se donne un mode`le statistiqueP domine´ par µ =
⊗n
i=1 µi
avec Q =
⊗n
i=1Qi pour tout Q ∈ P , Qi = qi · µi et dQ/dµ = q =
⊗n
i=1 qi µ-p.p.,
les versions des densite´s pouvant eˆtre choisies de manie`re arbitraire. On associe ainsi
a` P un ensemble Q de densite´s q par rapport a` µ et P = {Q = q · µ, q ∈ Q}.
Clairement, e´tant donne´ P , l’ensemble des fonctions q n’est pas unique mais nous
passerons ici sur cet aspect technique comme indique´ pre´ce´demment, les re´sultats
que nous pre´senterons ne de´pendant pas du choix que l’on fait des versions de ces
densite´s. Il est important de noter que nous ne supposons pas que P⋆ ∈ P mais
seulement qu’il s’agit d’une loi produit.
On se donne sur [0,+∞] une fonction ψ ve´rifiant ψ(1) = 0 et l’on conside`re la
famille de statistiques
T(X,q,q′) =
n∑
i=1
ψ
(√
q′i(Xi)
qi(Xi)
)
pour tous les q,q′ ∈ Q. (7)
On de´finit alors un estimateur P̂ par
P̂ = p̂ · µ =
n⊗
i=1
(p̂i · µi) avec p̂ = argmin
q∈Q
sup
q′∈Q
T(X,q,q′). (8)
Pour simplifier, ici comme dans toute la suite, nous supposerons que l’argmin est
atteint donc que p̂ existe. Notons qu’il n’est pas ne´cessairement unique. Dans le cas
ge´ne´ral, il suffit de choisir pour p̂ un e´le´ment deQ qui minimise supq′∈Q T(X,q,q
′)
approximativement.
Remarque . Comme ψ(1) = 0, T(X,q,q) = 0, donc
min
q∈Q
sup
q′∈Q
T(X,q,q′) ≥ 0
et si l’on trouve un e´le´ment q de Q tel que supq′∈Q T(X,q,q
′) = 0, alors c’est un
ρ-estimateur.
4.2 Choix de la fonction de perte
Pour e´valuer les performances d’un estimateur de P⋆, nous utiliserons des fonc-
tions de perte lie´es a` la distance de Hellinger.
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De´finition 1. E´tant donne´ deux probabilite´s P et Q et une mesure arbitraire ν
qui domine P et Q on de´finit la distance de Hellinger h et l’affinite´ de Hellinger ρ
entre P et Q par
h2(P,Q) =
1
2
∫ (√
dP
dν
−
√
dP
dν
)2
dν et ρ(P,Q) =
∫ √
dP
dν
dQ
dν
dν.
On notera que ces deux quantite´s ne de´pendent ni du choix de ν ni de celui des
versions des deux densite´s dP/dν et dQ/dν et que
h2(P,Q) = 1− ρ(P,Q) et ρ (P⊗n, Q⊗n) = ρn(P,Q).
Dans le cas des lois produits qui nous inte´ressent, soit P =
⊗n
i=1 Pi etQ =
⊗n
i=1Qi,
nous conside´rerons la distance H (e´galement appele´e ici distance de Hellinger, bien
que H(P,Q) 6= h(P,Q)) de´finie par
H2(P,Q) =
n∑
i=1
h2(Pi, Qi) ∈ [0, n].
La qualite´ d’un estimateur Q̂(X) de la vraie loi P⋆ sera mesure´e par son risque
quadratique
EP⋆
[
H2
(
Q̂(X),P⋆
)]
.
Un cas particulier important est celui de lois produits correspondant a` des v.a.
i.i.d. : P = P⊗n et Q = Q⊗n pour lequel H2(P,Q) = nh2(P,Q).
4.3 Quelles conditions sur la fonction ψ ?
Comme nous l’avons explique´, l’ide´e de cette construction est de remplacer, dans
le calcul de la log-vraisemblance, la fonction log par une fonction ψ borne´e. Ne´an-
moins, afin de pre´server certaines des proprie´te´s du log, en particulier d’obtenir
un analogue de (4), il convient que la fonction ψ ait certaines similitudes avec la
fonction log. Nous demanderons donc que ψ soit continue et strictement croissante
avec ψ(1/x) = −ψ(x). Comme elle est borne´e et continue, la fonction ψ ve´rifie
ψ(+∞) = lim
x→+∞
ψ(x) = lim
y→0
ψ(1/y) = − lim
y→0
ψ(y) = −ψ(0).
Le remplacement de ψ par αψ avec α > 0 ne modifiant pas la valeur des ρ-
estimateurs, nous conviendrons de fixer ψ(0) = −1 donc ψ(+∞) = 1 et, comme
nous voulons utiliser la distance de Hellinger pour mesurer les performances des
ρ-estimateurs, nous imposerons les relations suivantes :
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Quelles que soient les densite´s q,q′ ∈ Q, la probabilite´ R ∈ P et i ∈ {1, . . . , n},∫
Xi
ψ
(√
q′i
qi
)
dRi ≤ a0h2(Ri, Qi)− a1h2(Ri, Q′i) (9)
et ∫
Xi
ψ2
(√
q′i
qi
)
dRi ≤ a22
[
h2(Ri, Qi) + h
2(Ri, Q
′
i)
]
, (10)
ou` les constantes a0, a1 et a2 satisfont aux relations
a0 ≥ 1 ≥ a1 ≥ 0 et a22 ≥ 1 ∨ (6a1).
Pour que les rapports q′i/qi soient toujours bien de´finis, nous utilisons les conven-
tions 0/0 = 1 et a/0 = +∞ pour tout a > 0.
La relation (9) montre que si Ri est la vraie loi de Xi et Qi est bien plus
proche de Ri que ne l’est Q
′
i alors l’inte´grale de gauche qui est l’espe´rance de
ψ
(√
q′i(Xi)/qi(Xi)
)
est ne´gative. Quant a` (10) elle permet de controˆler la variance
de la meˆme quantite´. Comme la fonction ψ est borne´e, on peut en de´duire des
ine´galite´s de de´viations de type Bernstein pour T(X,q,q′) qui est une somme de
variables inde´pendantes, borne´es et dont on controˆle la variance. D’ou` l’importance
de cette bornitude.
Dans la situation ide´ale ou` l’on aurait a0 = a1 = 1, on de´duirait de (9) que
EP⋆ [T(X,q,q
′)] =
n∑
i=1
∫
Xi
ψ
(√
q′i
qi
)
dP ⋆i ≤ H2(P⋆,Q)−H2(P⋆,Q′)
et, en inversant les roˆles de Q et Q′, que
−
n∑
i=1
∫
Xi
ψ
(√
q′i
qi
)
dP ⋆i =
n∑
i=1
∫
Xi
ψ
(√
qi
q′i
)
dP ⋆i = EP⋆ [T(X,q
′,q)]
≤ H2(P⋆,Q′)−H2(P⋆,Q),
parce que ψ(1/x) = −ψ(x). Finalement, comme [T(X,q′,q)] = − [T(X,q,q′)],
− [H2(P⋆,Q′)−H2(P⋆,Q)] ≤ EP⋆ [T(X,q,q′)] ≤ H2(P⋆,Q)−H2(P⋆,Q′),
donc
EP⋆ [T(X,q,q
′)] = H2(P⋆,Q)−H2(P⋆,Q′).
De meˆme
VarP⋆
(
T(X,q,q′)
) ≤ a2 [H2(P⋆,Q) +H2(P⋆,Q′)] .
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La premie`re e´galite´ est a` rapprocher, dans le cadre i.i.d., de
EP⋆
[
n∑
i=1
log
(√
q′(Xi)
q(Xi)
)]
= EP⋆
[
n∑
i=1
log
(√
p⋆(Xi)
q(Xi)
)]
− EP⋆
[
n∑
i=1
log
(√
p⋆(Xi)
q′(Xi)
)]
= (n/2) [K(P ⋆, Q)−K(P ⋆, Q′)] ,
pourvu que les deux divergences de Kullback-Leibler, K(P ⋆, Q) etK(P ⋆, Q′), soient
finies, ce qui n’est absolument pas garanti, P ⋆ e´tant inconnue.
Nous ignorons combien de fonctions satisfont aux relations (9) et (10) mais nous
n’en connaissons que deux :
ψ1(x) =
x− 1
x+ 1
et ψ2(x) =
x− 1√
x2 + 1
,
la premie`re fonction ψ1(x) e´tant la plus simple et tre`s proche de la fonction x 7→
(1/2) log(x) au voisinage de 1 puisque
0, 96 <
ψ1(x)
(log x)/2
≤ 1 pour 1/2 ≤ x ≤ 2
et
0, 86 <
ψ1(x)
(log x)/2
≤ 1 pour 1/4 ≤ x ≤ 4.
Pour la fonction ψ1, a0 = 4, a1 = 3/8 et a
2
2 = 3
√
2, et pour la fonction ψ2, a0 = 4, 97,
a1 = 0, 083 et a
2
2 = 3 + 2
√
2.
5 Les performances des ρ-estimateurs
5.1 Un re´sultat ge´ne´ral
La qualite´ d’un ρ-estimateur P̂ de´fini par (8), mesure´e par son risque quadratique
EP⋆
[
H2
(
P̂(X),P⋆
)]
, ne de´pend que du mode`le P choisi et de la vraie loi P⋆.
Plus pre´cise´ment,
The´ore`me 1. Pour toute mesure-produit P⋆ =
⊗n
i=1 P
⋆
i , toute probabilite´ P ∈ P
et tout re´el positif ξ,
PP⋆
[
H2(P⋆, P̂) ≤ C [H2(P⋆,P) +DPn (P⋆,P) + ξ]] ≥ 1− e−ξ, (11)
ou` C ≥ 1 est une constante nume´rique universelle (on peut prendre C = 26350) et
DPn (P
⋆,P) ∈ [1, n] un terme de dimension locale (relative a` P) du mode`le P .
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En inte´grant par rapport a` ξ l’ine´galite´ pre´ce´dente, on obtient, puisqueDPn (P
⋆,P) ≥
1,
EP⋆
[
H2(P⋆, P̂)
]
≤ C inf
P∈P
{
H2(P⋆,P) +DPn (P
⋆,P) + 1
}
≤ C inf
P∈P
{
H2(P⋆,P) + 2DPn (P
⋆,P)
}
. (12)
Dans la suite, C de´signera une constante nume´rique qui pourra changer de ligne en
ligne. La dimension DPn (P
⋆,P) est de´finie a` partir des fluctuations du processus
T(X,p,q) pour q ∈ Q autour de son espe´rance sous P⋆. Dans un grand nombre
de situations (mais pas toujours), on peut borner cette dimension uniforme´ment
en P et P⋆ par une quantite´ Dn(P ) qui ne de´pend que du mode`le que l’on utilise.
Dans ce cas, la borne (12) devient
EP⋆
[
H2(P⋆, P̂)
]
≤ C [H2(P⋆,P ) +Dn(P )] , (13)
avec
H2(P⋆,P ) = inf
P∈P
H2(P⋆,P).
En particulier,
sup
P⋆∈P
EP⋆
[
H2(P⋆, P̂)
]
≤ CDn(P ). (14)
On retrouve dans (13) une majoration classique du risque par la somme d’un terme
d’approximation H2(P⋆,P ) et d’un terme de dimension Dn(P ), lequel caracte´rise
la “taille” du mode`le P . Cette formule met clairement en e´vidence la robustesse
d’un tel estimateur a` un e´cart possible de la vraie loi au mode`le : si P⋆ appartient
au mode`le P le risque est majore´ par la dimension de P qui permet de controˆler le
risque maximum sur P par (14), sinon il faut y ajouter un terme d’approximation
proportionnel a`H2(P⋆,P ) traduisant le fait que le mode`leP est inexact. Si l’erreur
de mode´lisation est suffisamment faible, ce terme sera petit et la borne de risque
comparable a` celle que l’on obtient lorsque le mode`le est exact.
5.2 Quelques cas particuliers
— Dans le cadre de l’estimation d’une densite´ a` partir de n observations i.i.d.
de densite´ p⋆ avec P⋆ = (p⋆ · µ)⊗n et d’un mode`le P = {P⊗n, P ∈ P}, les ρ-
estimateurs prennent la forme P̂ = P̂⊗n avec P̂ ∈ P et la borne de risque (13)
s’e´crit alors
EP⋆
[
h2(P ⋆, P̂ )
]
≤ C [h2(P ⋆,P) + n−1Dn(P )] . (15)
— Lorsque le mode`le (P , H) est de dimension me´trique finie majore´e par D, ce
qui signifie que l’on peut recouvrir toute boule de P de rayon xη (avec x ≥ 2) par
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un nombre de boules de rayon η majore´ par exp
(
Dx2
)
, alors DPn (P
⋆,P) ≤ CD.
Dans ce cas, les ρ-estimateurs ont les meˆmes performances que les T-estimateurs de
Birge´ (2006) mais, comme dans le cas des T-estimateurs, l’hypothe`se de dimension
me´trique finie ne´cessite que l’espace me´trique (P , H) soit compact.
— Dans un cadre de re´gression a` “plan fixe´” pour lequel Xi = (wi, Yi), λ est la
mesure de Lebesgue sur R et
Yi = f
⋆(wi) + εi avec εi de loi s · λ,
on utilise un mode`le correspondant aux lois possibles des Yi donne´ par
Yi = f(wi) + εi avec εi de loi r · λ,
ou` r est une densite´ fixe´e et f ∈ F . Si la famille F est incluse dans un es-
pace vectoriel de dimension k et la densite´ r est unimodale, on peut montrer que
DPn (P
⋆,P) ≤ Ck log n en utilisant des arguments de classes de Vapnik. On perd
alors un facteur log n dans les bornes de risque mais on s’est de´barasse´ des hypo-
the`ses de compacite´ puisque F peut eˆtre un espace vectoriel. Nous ignorons si un
tel facteur logarithmique est ne´cessaire ou non si l’on se restreint a` des estimateurs
robustes au sens ci-dessus.
6 Liens entre ρ-estimateurs et e.m.v.
Conside´rons un mode´le parame´trique tre`s simple dans lequel les Xi sont sup-
pose´es i.i.d. et uniformes sur [θ − 1, θ + 1]. On peut montrer dans ce cas que, si
le mode`le est exact, c’est-a`-dire si les Xi sont effectivement i.i.d. et uniformes sur
[θ⋆ − 1, θ⋆ + 1] pour un θ⋆ ∈ R, alors l’estimateur (X(1) +X(n))/2, qui est un es-
timateur du maximum de vraisemblance, est aussi un ρ-estimateur. La diffe´rence
entre l’e.m.v. et le ρ-estimateur est que, si le mode`le est le´ge`rement inexact, le
ρ-estimateur donnera un re´sultat sense´, c’est-a`-dire une estimation par une loi uni-
forme sur [θ˜−1, θ˜+1] proche de la vraie loi, alors que le maximum de vraisemblance
peut fort bien ne pas exister, par exemple si X(n) −X(1) > 2.
Dans un mode`le parame´trique tre`s re´gulier {pθ, θ ∈ [0, 1]} avec des observations
i.i.d., si les estimateurs du maximum de vraisemblance pθ̂n sont consistants alors ce
sont aussi des ρ-estimateurs avec une probabilite´ tendant vers 1 lorsque n → +∞
— cf. le the´ore`me 19 de Baraud, Birge´ and Sart (2017) —.
Toujours dans un cadre i.i.d., si le mode`le consiste en un ensemble convexe Q de
densite´s par rapport a` une mesure de re´fe´rence µ, et que la fonction ψ vaut ψ1 ou
ψ2, alors l’application
(u, t) 7→
n∑
i=1
ψ
(√
t(Xi)
u(Xi)
)
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admet un point selle sur Q×Q car l’application (x, y) 7→ ψ(√x/y) = −ψ(√y/x)
est concave en x pour y > 0 fixe´ et convexe en y pour x > 0 fixe´. Ce point
selle est a` la fois un ρ-estimateur et l’e.m.v. sur Q. Ce re´sultat, qui repose sur un
argument duˆ a` Su Weijie (2016, communication personnelle), est de´montre´ dans la
section 6 de Baraud et Birge´ (2016b). Une telle situation, pour laquelle l’e.m.v. est
un ρ-estimateur et en a donc toutes les proprie´te´s, se retrouve dans les exemples
suivants :
a) l’ensemble des densite´s sur X qui sont constantes par morceaux sur une
partition fixe´e de X de cardinal D. Dans ce cas, notons que l’e.m.v. est alors
l’histogramme associe´ a` cette partition ;
b) l’ensemble des densite´s de´croissantes sur [0,+∞) ou croissantes sur (−∞, 0]
ou unimodales sur R avec un mode en 0. En particulier, l’estimateur de
Grenander pour les densite´s de´croissantes sur R+, qui est l’e.m.v., est un
ρ-estimateur ;
c) l’enveloppe convexe d’une nombre fini de densite´s (estimateurs pre´liminaires
obtenus a` partir d’un e´chantillon inde´pendant), ce qui nous fournit le cadre
de l’agre´gation convexe.
Un re´sultat analogue pour des cadres statistiques plus ge´ne´raux que l’estimation
de densite´ a e´te´ montre´ par Mathieu Sart (2017, communication personnelle).
En re´sume´, sous des conditions convenables, le maximum de vraisemblance est
un ρ-estimateur, exactement (cadre convexe) ou asymptotiquement (mode`le para-
me´trique suffisamment re´gulier).
En revanche, si la vraie loi de´vie un peu du mode`le, il se peut, lorsque l’on ne se
trouve pas dans le cadre de variables i.i.d. et d’un mode`le convexe, que le maximum
de vraisemblance en soit gravement affecte´ alors que les ρ-estimateurs ne le seront
que faiblement.
Pour en revenir a` l’exemple de la section 2.3, nous allons ve´rifier que le ρ-
estimateur sur le mode`le associe´ a` l’espace des parame`tres Θ′ est l’estimateur du
maximum de vraisemblance θ˜ = (X0, 0). Donc que son risque quadratique est borne´
par 5.
En choisissant comme mesure de re´ference la mesure µ ayant pour densite´ (par
rapport a` la mesure de Lebesgue sur Rk+1) la fonction
(x0, x
′) 7→ (2π)−(k+1)/2 exp [− (x20/2)+ (‖x′‖2/2)] ,
les lois du mode`le statistique {Pθ, θ ∈ Θ′} = {P(θ0,0), θ0 ∈ R} ont pour densite´s
respectives (par rapport a` µ) pθ0 : (x0, x
′) 7→ exp [−x0θ0 + (θ20/2)] de sorte que le
ρ-estimateur θ̂0 du parame`tre θ0, au vu de la seule observation X = (X0, . . . , Xk),
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ce qui correspond a` n = 1 dans (7), minimise l’application
θ0 7→ sup
θ′
0
∈R
ψ
√pθ′0(X)
pθ0(X)
 = sup
θ′
0
∈R
ψ
(
1
4
exp
[−2X0θ′0 + (θ′0)2 − (−2X0θ0 + θ20)]) .
La fonction ψ e´tant strictement croissante, le maximum, pour un θ0 fixe´, est atteint
lorsque θ′0 = X0 (inde´pendamment de θ0) et le minimum en θ0 atteint au point θ̂0 =
X0. Le ρ-estimateur du parame`tre θ = (θ0, θ
′) est donc l’estimateur du maximum
de vraisemblance θ˜.
7 Extension
Afin de rendre cette pre´sentation aussi simple que possible, nous nous sommes
contente´s jusqu’ici d’exposer la construction des ρ-estimateurs sur un seul mode`le
P mais, comme dans le cadre des T-estimateurs ou autres, il est possible de tra-
vailler avec une famille de´nombrable {Pm, m ∈ M} de mode`les simultane´ment en
ajoutant a` la statistique T une pe´nalite´.
Comme pre´ce´demment, chaque mode`le Pm est de´crit par un ensemble Qm de
densite´s par rapport a` µ, c’est-a`-dire que Pm = {Q = q · µ, q ∈ Qm} pour tout
m. En outre, Pm est affecte´ d’un poids exp[−∆(m)] avec∑
m∈M
e−∆(m) = 1, (16)
de sorte que cette famille de poids peut eˆtre conside´re´e comme une loi a priori sur
l’ensemble des mode`les. Pour simplifier la pre´sentation et bien que ceci ne soit en
aucun cas ne´cessaire, nous supposerons que tous nos mode`les sont disjoints de sorte
qu’a` chaque loi Q ∈ P = ⋃m∈MPm correspond un unique m tel que Q ∈ Pm.
On associe alors a` chaque Q ∈ P une pe´nalite´ pen(Q) ≥ 0 telle que, pour tout
P ∈ P ,
G(P⋆,P) + pen(Q) ≥ κ [DPmn (P⋆,P) + ∆(m)] pour tout Q ∈ Pm, (17)
ou` κ est une constante nume´rique et G(P⋆, ·) une fonction sur P . Notons que si
l’on ne dispose que d’un seul mode`le P0, c’est-a`-dire si M = {0}, on peut fixer
∆(0) = 0 = pen(Q) pour tout Q ∈ P0 et G(P⋆,P) = κDP0n (P⋆,P).
Dans la situation type ou` DPmn (P
⋆,P) = Dn(Pm) ne de´pend que du mode`le Pm,
on peut prendre la fonction G identiquement nulle et
pen(Q) = κ [Dn(Pm) + ∆(m)] pour tout Q ∈ Pm, (18)
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c’est-a`-dire une pe´nalite´ constante sur chaque mode`le.
Dans ce cadre, la de´finition des ρ-estimateurs doit eˆtre modifie´e comme suit. L’on
de´finit
Υ(X,q) = sup
q′∈Q
[T(X,q,q′)− pen(Q′)] + pen(Q) pour tout q ∈ Q (19)
et un ρ-estimateur s’e´crit P̂ = p̂ · µ avec p̂ = argminq∈QΥ(X,q). Tout ρ-
estimateur P̂ satisfait alors au re´sultat suivant.
The´ore`me 2. Pour toute mesure-produit P⋆ =
⊗n
i=1 P
⋆
i , toute probabilite´ P ∈ P
et tout re´el positif ξ,
PP⋆
[
H2(P⋆, P̂) ≤ C [H2(P⋆,P) +G(P⋆,P) + pen(P) + ξ]] ≥ 1− e−ξ, (20)
ou` C = C(a0, a1, a2) ≥ 1 de´pend uniquemement de a0, a1 et a2.
Dans la suite, comme ici, nous de´signerons par C des quantite´s qui peuvent
de´pendre de certains parame`tres correspondant aux hypothe`ses que nous ferons,
afin de les distinguer des constantes universelles note´es C ou C ′. Lorsque la fonction
G est nulle et la pe´nalite´ est donne´e par (18), (20) devient
PP⋆
[
H2(P⋆, P̂) ≤ C inf
m∈M
[
H2(P⋆,Pm) +Dn(Pm) + ∆(m) + ξ
]] ≥ 1− e−ξ,
et, apre`s inte´gration par rapport a` ξ > 0,
EP⋆
[
H2(P⋆, P̂)
]
≤ C inf
m∈M
[
H2(P⋆,Pm) +Dn(Pm) + ∆(m)
]
. (21)
Notons que si l’on utilisait le seul mode`le m, on de´duirait de (13) que
EP⋆
[
H2(P⋆, P̂)
]
≤ C [H2(P⋆,Pm) +Dn(Pm)] , (22)
et l’ine´galite´ (21) conduirait alors a` un analogue de (13) avec un terme supple´men-
taire ∆(m). Si ∆(m) est au plus du meˆme ordre de grandeur que Dn(Pm) pour tout
m ∈M, on obtient l’exact analogue de (13) a` la constante C pre`s et la se´lection de
mode`le ne couˆte rien au sens ou` la borne de risque obtenue n’est jamais beaucoup
plus grande que celle que l’on obtiendrait en faisant un choix a priori d’un mode`le
dans la famille. Cette borne est en fait du meˆme ordre de grandeur que celle que
l’on obtiendrait en utilisant seulement le “meilleur” mode`le, c’est-a`-dire celui qui
minimise en m la quantite´ H2(P⋆,Pm) +Dn(Pm) et optimise ainsi la borne (22).
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8 Introduction aux proprie´te´s des ρ-estimateurs
Conside´rons d’abord ici la situation d’un seul mode`le P pour lequel la borne
(12) est valide, c’est-a`-dire que
EP⋆
[
H2(P⋆, P̂)
]
≤ C inf
P∈P
{
H2(P⋆,P) +DPn (P
⋆,P)
}
.
La quantite´ DPn (P
⋆,P) de´pend en the´orie de la loi P⋆ des observations mais dans
toutes les situations que nous avons e´tudie´es il est possible de la majorer par une
quantite´ DPn (P) qui ne de´pend que du mode`le P et de P. Dans ce cas, notre borne
de risque devient
EP⋆
[
H2(P⋆, P̂)
]
≤ C [H2(P⋆,P) +DPn (P)] pour tout P ∈ P . (23)
Lorsque P⋆ est un e´le´ment P de P la borne devient
EP⋆
[
H2(P⋆, P̂)
]
= EP
[
H2(P, P̂)
]
≤ CDPn (P).
D’apre`s (23), si P⋆ 6= P, la borne ne se de´te´riore pas plus que d’une quantite´
CH2(P⋆,P), ce qui signifie en particulier que la borne de risque reste stable (comme
fonction de P⋆) au voisinage de chaque point P du mode`le. Il s’agit la` de la pro-
prie´te´ fondamentale des ρ-estimateurs que nous allons a` pre´sent illustrer. Pour ce
faire, il conviendra de bien distinguer la vraie loi P⋆ des observations X du mode`le
statistique P que nous introduisons pour construire nos estimateurs. La seule hy-
pothe`se que nous faisons sur P⋆ est que c’est une loi produit (qui n’appartient pas
ne´cessairement au mode`le). Le choix du mode`le est fonde´ sur certaines hypothe`ses
dont on espe`re seulement qu’elles ne sont pas trop errone´es si l’on veut que P⋆ ne
soit pas trop loin de P .
Tous les mode`les statistiques que nous conside´rerons dans la suite supposent les
observations i.i.d. (alors qu’elles ne le sont pas force´ment). Cela revient a` choisir
un mode`le statistique P pour la loi marginale des observations de sorte que
P = P
⊗n
avec P ∈ P pour tout P ∈ P .
Un ρ-estimateur s’e´crit donc P̂ = P̂⊗n avec P̂ ∈ P alors que P⋆ =⊗ni=1 P ⋆i .
9 Robustesse
9.1 Robustesse a` l’hypothe`se d’e´quidistribution
Nous supposons ici qu’il existe une loi marginale P ∈ P telle que P ⋆i = P pour
tous les indices i ∈ {1, . . . , n}\I ou` I est un sous-ensemble de {1, . . . , n} et si i ∈ I,
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la loi P ⋆i est arbitraire. Par exemple, si pour tout i ∈ I, P ⋆i = δxi (mesure de Dirac
au point xi) ou` les xi sont des points arbitraires, cela signifie que notre suppose´
n-e´chantillon contient en fait |I| valeurs atypiques (ou` |I| de´signe le cardinal de
l’ensemble I). Nous pouvons alors e´crire que
H2(P⋆, P̂) ≥
∑
i 6∈I
h2(P ⋆i , P̂ ) = (n− |I|)h2(P, P̂ )
et
H2(P⋆,P) =
∑
i 6∈I
h2(P ⋆i , P ) +
∑
i∈I
h2(P ⋆i , P ) ≤ |I|.
Il de´coule donc de (23) que
EP⋆
[
h2(P, P̂ )
]
≤ C |I|+D
P
n (P)
n− |I| .
a) Lorsque I = ∅, c’est-a`-dire lorsque les observations sont vraiment i.i.d. et
que le mode`le est exact, on obtient la borne CDPn (P)/n comme attendu.
b) Si les donne´es ne sont pas exactement i.i.d., c’est-a`-dire si I 6= ∅, mais que
son cardinal n’est pas trop grand devant DPn (P) ≤ n, nous obtenons une
borne de risque du meˆme ordre de grandeur que la pre´ce´dente. En parti-
culier, le risque de l’estimateur reste stable a` un possible e´cart a` l’hypothe`se
d’e´quidistribution et notamment a` la pre´sence de quelques valeurs atypiques.
9.2 Robustesse a` la contamination
Supposons a` pre´sent que les donne´es sont vraiment i.i.d. et qu’il existe une loi
P ∈ P et un nombre ε ∈ [0, 1] (typiquement petit) tels que
P ⋆i = P
⋆ = (1− ε)P + εQ pour tout i ∈ {1, . . . , n},
ou` Q est une loi arbitraire. Cela revient a` supposer qu’une proportion 1 − ε de
l’e´chantillon est correctement mode´lise´e par une loi P du mode`le, qu’une proportion
ε est distribue´e selon une loi Q quelconque et que ce dernier e´chantillon vient
contaminer le premier.
Comme h2(P,R) ≤ ‖P −R‖ ou` ‖P −R‖ de´signe la distance en variation totale,
h2
(
P ⋆, P
)
= h2
(
(1− ε)P + εQ, P) ≤ ∥∥ε(Q− P )∥∥ ≤ ε,
de sorte que
H2(P⋆,P) = nh2(P ⋆, P ) ≤ nε
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et (23) conduit alors a` la borne de risque
EP⋆
[
h2(P ⋆, P̂ )
]
≤ C
[
ε+
DPn (P)
n
]
.
Cette borne reste donc stable a` une contamination possible des donne´es dans une
proportion ε, tant que celle-ci n’est pas trop grande par rapport a` DPn (P)/n.
10 Deux exemples
Nous allons a` pre´sent conside´rer deux types de mode`les statistiques particuliers
et e´tudier les proprie´te´s des ρ-estimateurs pour chacun d’eux. Nous ne reviendrons
plus dans la suite sur les proprie´te´s de robustesse vues ci-dessus.
10.1 Mode`les de densite´s sous contrainte de forme
Nous supposerons ici que les variables Xi sont i.i.d. de densite´ s
⋆ par rapport a`
la mesure de Lebesgue λ sur R de sorte que P⋆ = Ps⋆ = (s
⋆ · λ)⊗n et
H2(Ps⋆,Ps) = nh
2(s⋆ · λ, s · λ) avec Ps = (s · λ)⊗n.
Pour simplifier, nous noterons h(s⋆, s) pour h(s⋆ · λ, s · λ).
Le mode`le statistique consiste a` supposer que s⋆ appartient a` une famille S de
densite´s de´finies par des proprie´te´s qualitatives. Par exemple, S est l’ensemble des
densite´s de´croissantes sur [0,+∞). Nous allons montrer comment on peut analyser
les performances du ρ-estimateur de s⋆ sur ce type de mode`les qui sont en ge´ne´ral
tre`s gros (non-compacts pour la distance H) et pour lesquels il n’existe pas de
vitesse d’estimation minimax.
Nous n’allons en fait pas traiter l’exemple typique des densite´s de´croissantes sur
[0,+∞) puisque, comme nous l’avons dit pre´ce´demment, Su Weijie a de´montre´
que dans cette situation le ρ-estimateur co¨ıncide exactement avec l’estimateur du
maximum de vraisemblance, c’est-a`-dire l’estimateur de Grenander, bien connu et
tre`s abondamment e´tudie´ — cf. par exemple Birge´ (1989) et les re´fe´rences incluses
dans cet article —.
Nous allons plutoˆt nous inte´resser a` un proble`me plus complexe en choisissant
pour S l’ensemble de toutes les densite´s qui sont monotones sur une demi-droite et
nulles ailleurs. Cet ensemble contient les densite´s pre´ce´dentes et plus ge´ne´ralement
toutes les densite´s de´croissantes sur un intervalle de la forme [a,+∞), mais aussi
toutes celles qui sont croissantes sur un intervalle de la forme (−∞, a] ainsi que
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toutes les densite´s des lois uniformes sur un intervalle compact. L’ensemble S est
stable par translation et changement d’e´chelle. Notre mode`le statistique est donc
P = {Ps = (s · λ)⊗n, s ∈ S}.
Bien que ce mode`le soit tre`s riche (il n’existe pas de vitesse minimax sur un tel
ensemble), le ρ-estimateur P̂ = Pŝ sur P n’est pas de´ge´ne´re´, comme nous allons
le voir, et nous allons pouvoir e´tudier ses proprie´te´s a` partir de l’ine´galite´ (23).
Certains sous-ensembles de S vont jouer un roˆle tout a` fait particulier dans l’ana-
lyse de ŝ. Ce sont les suivants : pour d ≥ 1, soit Sd l’ensemble des densite´s de S
qui sont constantes sur une partition de R contenant au plus d + 2 intervalles. Le
“+2” correspond au fait qu’une densite´ constante par morceaux sur R est ne´ces-
sairement nulle sur les deux intervalles non borne´s de la partition ; l’entier d est
donc le nombre maximal d’intervalles sur lesquels s est non nulle. Notons que les
ensembles (Sd)d≥1 sont croissants pour l’inclusion, contiennent donc tous S1 qui
est l’ensemble des densite´s uniformes sur un intervalle, et qu’ils sont stables par
translation et changement d’e´chelle. Ils ne sont, en particulier, pas compacts.
Le re´sultat suivant est de´montre´ dans Baraud et Birge´ (2016a) :
Proposition 3. Quelle que soit la densite´ s ∈ Sd,
DPn (Ps) ≤ d log3+
(n
d
)
ou` log+(u) = max{1, log u},
donc, en notant Es⋆ pour EP⋆ ,
sup
s⋆∈Sd
Es⋆
[
h2(s⋆, ŝ)
] ≤ C d
n
log3+
(n
d
)
.
On a ainsi obtenu une borne de risque uniforme sur chaque ensemble Sd, ce qui
signifie que si s⋆ ∈ Sd, ŝ converge vers s⋆ (dans le gros espace S) quand n → +∞
a` vitesse (en termes de distance de Hellinger) presque parame´trique, c’est-a`-dire
en 1/
√
n au facteur logarithmique pre`s. Notons que cette vitesse ne de´pend que
du nombre de morceaux d et non de leur longueur : on estime donc aussi bien
une densite´ sur [0, 1] qu’une densite´ sur [0, 106] ou sur [0, 10−6], puisque l’espace
Sd est stable par changement d’e´chelle. La vitesse ne de´pend pas davantage de la
norme infinie de la densite´ s⋆. La vitesse est (probablement) approximativement
minimax et le facteur log ne´cessaire (mais peut-eˆtre pas a` cette puissance). En
effet, il est connu que le risque minimax sur l’ensemble des densite´s sur [0, 1],
constantes par morceaux avec d morceaux est au moins C(d/n) log+(n/d) — cf.
Birge´ et Massart (1998) — et il est peu probable que la contrainte de monotonie
permette de supprimer le log.
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La proprie´te´ fondamentale de stabilite´ exprime´e par (23) (en prenant P = Ps
avec s ∈ Sd) dit que
Es⋆
[
h2(s⋆, ŝ)
] ≤ C [h2(s⋆, s) + d
n
log3+
(n
d
)]
.
Comme d et s dans Sd sont arbitraires, on conclut que
Es⋆
[
h2(s⋆, ŝ)
] ≤ C inf
d≥1
[
h2(s⋆, Sd) +
d
n
log3+
(n
d
)]
. (24)
Donc, si s⋆ est proche d’une densite´ s ∈ Sd pour un certain d, la borne de risque
pre´ce´dente est pratiquement la meˆme que celle que l’on obtiendrait pour s⋆ = s ∈
Sd.
Nous allons utiliser ce dernier re´sultat pour aller plus loin dans l’analyse des
performances de ŝ. Pour M ≥ 0, soit S(M) l’ensemble des densite´s s de S a`
support sur un intervalle compact Is (pouvant donc de´pendre de s) et telles que
λ(Is)
[
sup
Is
s− inf
Is
s
]
≤M.
L’ensemble S(M) est encore stable par translation et changement d’e´chelle et
contient toutes les lois uniformes (correspondant a`M = 0). On e´tablit dans Baraud
et Birge´ (2016a) le re´sultat d’approximation suivant.
Proposition 4. Pour tout s ∈ S(M) et d ≥ 1
h2(s, Sd) ≤ M
4d2
∧ 1.
Il de´coule alors de (24) que, si s⋆ ∈ S(M),
Es⋆
[
h2(s⋆, ŝ)
] ≤ C inf
d≥1
[(
M
4d2
∧ 1
)
+
d
n
log3+
(n
d
)]
≤ C ′max
{
M1/3
n2/3
log2 n,
log3+(n)
n
}
,
ce qui conduit a` des bornes de risque de ŝ uniformes sur les sous-ensembles S(M) ⊂
S. Si s⋆ n’est pas dans S(M) mais est proche d’un e´le´ment s de S(M) alors le risque
en s⋆ est majore´ par
Es⋆
[
h2(s⋆, ŝ)
] ≤ C [h2(s⋆, s) + max{M1/3
n2/3
log2 n,
log3+(n)
n
}]
.
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Comme M et s dans S(M) et sont arbitraires, on en de´duit que
Es⋆
[
h2(s⋆, ŝ)
] ≤ C inf
M≥0
[
h2(s⋆, S(M)) + max
{
M1/3
n2/3
log2 n,
log3+(n)
n
}]
. (25)
On peut poursuivre l’analyse de notre borne de risque pour les ρ-estimateurs si
l’on a de l’information sur la manie`re dont les espaces S(M) approximent la den-
site´ inconnue s⋆. Supposons, par exemple, que s⋆(x) = θ exp [−θx] 1lR+(x) pour un
certain θ > 0, donc s⋆ ∈ S. Pour tout T > 0, on peut l’approximer par la densite´
sT (x) =
θe−θx
1− e−θT 1l[0,T ].
Comme
T
[
sup
[0,T ]
sT − inf
[0,T ]
sT
]
= T
[
θ
1− e−θT −
θe−θT
1− e−θT
]
= θT,
sT ∈ S(θT ). De plus,
ρ(Ps⋆ , PsT ) =
∫ T
0
θe−θx√
1− e−θT dx =
√
1− e−θT ,
donc
h2(s⋆, sT ) = 1−
√
1− e−θT = e
−θT
1 +
√
1− e−θT ≤ e
−θT .
Il de´coule alors de (25) que, puisque T est arbitraire, donc M = θT e´galement,
Es⋆
[
h2(s⋆, ŝ)
] ≤ C inf
M≥0
[
e−M +max
{
M1/3
n2/3
log2 n,
log3+(n)
n
}]
.
En choisissant M = (2/3) logn, on obtient finalement une borne de risque
Es⋆
[
h2(s⋆, ŝ)
] ≤ C log7/3 n
n2/3
qui est inde´pendante de θ > 0, ce qui montre que ŝ converge a` vitesse n−1/3 log7/6 n
uniforme´ment sur l’ensemble de toutes les lois exponentielles bien que l’estimateur
n’ait pas e´te´ particulie`rement conc¸u pour estimer de telles lois. Le re´sultat demeure
valable pour les lois exponentielles translate´es de densite´s θ exp [−θ(x − a)] 1l[a,+∞)(x)
avec a ∈ R.
La de´marche pre´ce´dente n’est pas spe´cifique a` l’ensemble S et l’on peut conside´rer
d’autres exemples de familles de densite´s de´finies par des contraintes de forme et
pour lesquelles les choses se passent a` peu pre`s de la meˆme manie`re. On peut en
particulier e´tudier — cf. Baraud et Birge´ (2016a) — :
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a) l’ensemble des densite´s monotones sur chaque e´le´ment d’une partition de R
en au plus k intervalles ;
b) l’ensemble des densite´s dont la racine carre´e est convexe ou concave sur chaque
e´le´ment d’une partition de R en au plus k intervalles ;
c) l’ensemble des densite´s qui sont log-concaves sur R, c’est-a`-dire de la forme
eg1lI ou` I est un intervalle de R et g une fonction concave. Par exemple,
les lois gaussiennes, expontielles, de Laplace ou uniformes sont log-concaves.
Dans ce cas ce sont les densite´s de la forme eg1lI avec g line´aire par morceaux
qui vont jouer le roˆle des fonctions constantes par morceaux de l’exemple pre´-
ce´dent. En particulier, on peut montrer que le ρ-estimateur de´fini sur ce gros
espace de densite´s va converger a` vitesse parame´trique (a` des facteurs loga-
rithmiques pre`s) vers toutes les lois uniformes, exponentielles, ou de Laplace
(pour lesquelles g est effectivement line´aire par morceaux).
10.2 Le mode`le de re´gression a` plan ale´atoire
10.2.1 Estimation sur un mode`le
Nous supposons ici que les observations Xi, i ∈ {1, . . . , n} sont inde´pendantes et
de la forme (Wi, Yi) ∈ W ×R et que notre mode`le statistique est de´fini sur la base
des hypothe`ses suivantes :
(i) les Wi sont i.i.d. de loi PW inconnue ;
(ii) il existe une fonction f ⋆ dans un espace vectoriel F de dimension d telle que
Yi = f
⋆(Wi) + εi pour tout i ∈ {1, . . . , n}, (26)
et les v.a.r. εi sont i.i.d. de densite´ unimodale q par rapport a` la mesure de
Lebesgue λ sur R.
Ceci signifie que le mode`le que l’on va utiliser pour estimer la loi P⋆ de X est de
la forme P = {Pf = P⊗nf , f ∈ F} avec, pour tout f ∈ F ,
Pf = qf · (PW ⊗ λ) et qf (w, y) = q(y − f(w)).
Comme le crite`re permettant de calculer le ρ-estimateur P̂ = P⊗n
f̂
ne de´pend que
des rapports qf/qf ′ pour f, f
′ ∈ F , il n’est pas ne´cessaire de connaitre la loi PW
des Wi pour le calculer.
Sous l’hypothe`se que q est unimodale et que F un espace vectoriel de dimension
d ≤ n, on peut montrer que
DPn (P) ≤ Cd log(en/d) pour tout P ∈ P .
25
On peut meˆme remplacer l’hypothe`se “unimodale” par “k-modale” (qui a au plus k
modes) et F par une classe de fonctions VC-subgraph d’indice d ≥ 1 et obtenir la
meˆme ine´galite´ avec une constante C de´pendant alors de k.
Dans cette situation, il de´coule de (23) que
EP⋆
[
H2
(
P⋆,Pf̂
)]
≤ C
[
inf
f∈F
H2(P⋆,Pf) + d log
(en
d
)]
. (27)
Pour analyser cette ine´galite´, notamment ce qu’elle dit de l’estimation d’une fonc-
tion de re´gression, et la comparer aux re´sultats habituels, il convient de supposer
que le mode`le de re´gression (26) est exact a` ceci pre`s que f ⋆ n’appartient pas ne´ces-
sairement a` F et que les εi n’ont pas ne´cessairement la densite´ q mais une densite´
p, ce qui revient a` dire que, pour tout i ∈ {1, . . . , n},
P ⋆i = pf⋆ · (PW ⊗ λ) avec pf⋆(w, y) = p(y − f ⋆(w)).
Pour relier aise´ment la distance H a` une distance entre les fonctions de re´gression
nous ferons maintenant l’hypothe`se que f ⋆ ainsi que tous les e´le´ments de F sont
borne´s par une constante B et que la densite´ q est telle que
|u|−r
[
1
2
∫
R
(√
q(y)−
√
q(y − u)
)2
dy
]
−→
u→0
A ∈ (0,+∞) pour un r ∈ (0, 2],
c’est-a`-dire que le carre´ de la distance de Hellinger entre les densite´s q et q(·−u) est
e´quivalent a` A|u|r lorsque u→ 0. On sait que si le mode`le de translation associe´ a`
q est re´gulier (densite´s gaussienne, de Cauchy, de Laplace, etc.) alors r = 2 et que
r = 1 si q est la densite´ uniforme sur un intervalle. Dans ces conditions, on peut
montrer que, pour tout f ∈ F ,
c
[‖f ⋆ − f‖rr + h2(p, q)] ≤ H2 (P⋆,Pf)n ≤ c [‖f ⋆ − f‖rr + h2(p, q)] (28)
avec des quantite´s c et c de´pendant de nos hypothe`ses et
‖f ⋆ − f‖rr =
∫
W
|f ⋆(w)− f(w)|r dPW (w).
Comme les paires (f, q) et (f ⋆, p) jouent des roˆles syme´triques pour le calcul de
H2 (P⋆,Pf), (28) demeure vraie si, pour un r ∈ (0, 2],
|u|−r
[
1
2
∫
R
(√
p(y)−
√
p(y − u)
)2
dy
]
−→
u→0
A ∈ (0,+∞). (29)
The´ore`me 3. Si la relation (28) est satisfaite, alors
EP⋆
[∥∥∥f ⋆ − f̂∥∥∥r
r
]
≤ C
[
inf
f∈F
‖f ⋆ − f‖rr + h2(p, q) +
d
n
log
(en
d
)]
. (30)
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Ce re´sultat appelle quelques remarques :
a) il ne suppose rien sur la loi PW des Wi ;
b) il ne suppose rien non plus sur l’inte´grabilite´ des erreurs et l’on peut parfai-
tement prendre par exemple la loi de Cauchy pour mode´liser la loi des εi, de
meˆme que la vraie densite´ p des erreurs peut eˆtre la loi de Cauchy ;
c) les termes inff∈F ‖f ⋆ − f‖rr et h2(p, q) montrent que la borne reste stable a`
une possible erreur de spe´cification du mode`le.
Pour analyser la borne de risque fournie par le The´ore`me 3, nous allons supposer
que p = q, f ⋆ ∈ F (c’est-a`-dire que notre mode`le est exact) et que F est une partie
d’un sous-espace vectoriel F de dimension d engendre´ par les fonctions ϕ1, . . . , ϕd
de sorte que
f ⋆ =
d∑
j=1
β⋆jϕj et f̂ =
d∑
j=1
β̂jϕj .
Dans ce cas, en vertu de (30),
EP⋆
[∥∥∥f ⋆ − f̂∥∥∥r
r
]
≤ C d
n
log
(en
d
)
.
Donc, par l’ine´galite´ de Markov, avec une probabilite´ proche de 1,∥∥∥f ⋆ − f̂∥∥∥
r
≤ C
[
d
n
log
(en
d
)]1/r
et, comme sur l’espace vectoriel F toutes les normes sont e´quivalentes, cette rela-
tion implique que, avec une probabilite´ proche de 1,
max
1≤j≤d
∣∣∣β̂j − β⋆j ∣∣∣ ≤ C [ lognn
]1/r
,
ou` la quantite´ C de´pend aussi de d. Si r = 2 on retrouve une vitesse de convergence
parame´trique classique en 1/
√
n (au facteur logarithmique pre`s) mais la vitesse de
convergence est plus rapide si r < 2. Par exemple, dans le cas d’erreurs de loi
uniforme pour lequel r = 1, le ρ-estimateur converge a` vitesse 1/n (au facteur log
pre`s) quand l’estimateur des moindres carre´s ordinaire converge lui a` vitesse 1/
√
n.
Si la densite´ des erreurs n’est pas borne´e, r < 1 et la convergence est encore plus
rapide.
Nous insisterons ici sur le fait que les hypothe`ses que nous avons utilise´es pour
obtenir la borne ge´ne´rale (27) sont extreˆmement faibles : aucune pour la loi PW
ni la structure de l’espace vectoriel F et une simple hypothe`se d’unimodalite´ sur
la densite´ des erreurs εi (que l’on peut d’ailleurs remplacer par une borne sur le
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nombre de modes de cette densite´). Ceci contraste avec les hypothe`ses que l’on ren-
contre d’ordinaire pour traiter ce proble`me, en particulier pour controˆler le risque
des estimateurs des moindres carre´s. En contrepartie, on peut regretter la pre´sence
du facteur logarithmique dans nos bornes de risque puisque, dans certaines situa-
tions, on obtient, mais au prix d’hypothe`ses nettement plus fortes, des vitesses
analogues sans le facteur logarithmique. En contrepartie, notre estimateur est ro-
buste et ses performances ne seront que le´ge`rement affecte´es par un petit nombre
(petit devant n) d’observations (Wi, Yi) aberrantes. A contrario, une seule paire
(Wi, Yi) suffisamment exotique peut comple`tement de´re´gler le comportement
des estimateurs des moindres carre´s.
10.2.2 Plusieurs mode`les
Il est e´videmment assez restrictif de ne travailler qu’avec une seule densite´ q et
un seul mode`le F mais, comme indique´ a` la section 7, nous pouvons en fait utiliser
plusieurs mode`les simultane´ment de manie`re a` faire varier la densite´ q ainsi que
l’espace F . Nous pouvons conside´rer des ρ-estimateurs construits a` partir de fa-
milles de´nombrables de densite´s q pour mode´liser p et plusieurs familles d’espaces
fonctionnels F pour mode´liser f ⋆. Nous pouvons, par exemple, utiliser une famille
{Fd, d ∈ N \ {0}} ou` Fd est un sous-ensemble d’un espace vectoriel Fd de di-
mension d ainsi qu’une famille de´nombrable {qk, k ∈ K ⊂ N} de densite´s, ce qui
fournit une famille de mode`les de la forme (Fd, qk) indexe´s par (d, k), un tel mode`le
correspondant a` l’hypothe`se (a priori inexacte) que
Yi = f
⋆(Wi) + εi pour tout i ∈ {1, . . . , n}, f ⋆ ∈ Fd et εi ∼ qk · λ.
Dans ce cadre, un ρ-estimateur aura la forme P(f̂ ,q̂) avec f̂ ∈
⋃
d≥1 Fd et q̂ = qk̂,
k̂ ∈ N. Comme nous l’avons vu, pour un mode`le (Fd, qk),
DPn (P) ≤ C0d log(en/d) pour tout P ∈ (Fd, qk).
Soit alors une suite (ak)k∈K de nombres positifs tels que
∑
k∈K e
−ak = e−1. Si nous
fixons ∆(d, k) = d+ ak, nous trouvons que
+∞∑
d=1
∑
k∈K
e−∆(d,k) =
+∞∑
d=1
∑
k∈K
e−(d+ak) =
(
+∞∑
d=1
e−d
)(∑
k∈K
e−ak
)
=
e−1
1− e−1 (e− 1) = 1.
Nous pouvons donc fixer la pe´nalite´ de la manie`re suivante :
pen(Q) = κ [C0d log(en/d) + d+ ak] pour tout Q ∈ (Fd, qk).
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Un ρ-estimateur (f̂ , q̂) construit sur une telle famille de mode`les aura alors un
risque borne´ par
EP⋆
[
H2
(
P⋆,P(f̂ ,q̂)
)]
≤ C inf
(d,k)
[
inf
f∈Fd
H2(P⋆,P(f,qk)) + d log
(en
d
)
+ ak
]
.
Notons que, si f ⋆ et tous les e´le´ments de
⋃
d≥1 Fd sont uniforme´ments borne´s par
B et si la densite´ p ve´rifie la condition (29), les ine´galite´s (28) seront satisfaites
pour tout f ∈ ⋃d≥1 Fd, ce qui conduira a` une borne de risque de la forme
EP⋆
[∥∥∥f ⋆ − f̂∥∥∥r
r
+ h2(p, q̂)
]
≤ C
[
inf
d
(
inf
f∈Fd
‖f ⋆ − f‖rr +
d
n
log
(en
d
))
+ inf
k
[
h2(p, qk) + ak
]]
.
11 Conclusion
L’inte´reˆt principal des ρ-estimateurs re´side dans leur robustesse, comme le montre
la borne (12), ce qui permet de travailler syste´matiquement avec des mode`les ap-
proche´s et de se prote´ger contre la pre´sence e´ventuelle d’observations atypiques.
Cette robustesse permet e´galement de remplacer un mode`le complexe par un ou
plusieurs mode`les plus simples de manie`re a` optimiser le compromis entre l’er-
reur d’approximation et l’erreur d’estimation lie´e a` la complexite´ du mode`le sur
lequel l’estimateur est construitet d’atteindre ainsi la vitesse optimale d’estimation
(e´ventuellement a` un facteur logarithmique pre`s). De plus le ρ-estimateur s’appuie
sur des mode`les de probabilite´s et ses performances ne de´pendent ni de la mesure
dominante ni du choix des densite´s.
Comme nous l’avons vu dans la section 2, toutes ces qualite´s ne sont pas partage´es
par l’estimateur du maximum de vraisemblance ou l’estimateur des moindres carre´s
en re´gression. En revanche le ρ-estimateur, qui co¨ıncide (asymptotiquement ou
non) avec l’estimateur du maximum de vraisemblance dans un certain nombre de
situations, be´ne´ficie alors de ses proprie´te´s d’optimalite´.
Dans la section 2.5, nous avons mis en e´vidence un proble`me lie´ a` l’utilisation du
maximum de vraisemblance sur un mode`le approche´, nous allons voir a` pre´sent, en
guise de conclusion, ce qui se passe si l’on remplace le maximum de vraisemblance
par un ρ-estimateur construit sur ce meˆme mode`le approche´.
Retour sur l’exemple de la section 2.5. Nous avons vu que la me´thode du
maximum de vraisemblance sur le mode`le approchant P0 ne fournissait, avec une
probabilite´ proche de un, aucune estimation de θ. Une question naturelle est de
savoir ce qui se passe si nous utilisons un ρ-estimateur et quelles sont alors ses
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performances. Si l’on note pθ la densite´ 1l[θ,θ+1](x) de la loi uniforme sur [θ, θ + 1],
le ρ-estimateur θ̂n de θ minimise sur R l’application
θ 7→ sup
θ′∈R
n∑
i=1
ψ
(√
pθ′(Xi)
pθ(Xi)
)
(31)
avec ψ(1/0) = ψ(+∞) = 1 = −ψ(0) et ψ(1) = 0. Or, pour tout θ, θ′ ∈ R et x ∈ R,
ψ
(√
pθ′(x)
pθ(x)
)
=

1 si x ∈ [θ′, θ′ + 1] \ [θ, θ + 1],
0 si x ∈ [θ′, θ′ + 1] ∩ [θ, θ + 1],
−1 si x ∈ [θ, θ + 1] \ [θ′, θ′ + 1],
donc ψ
(√
pθ′(x)/pθ(x)
)
= 1l[θ′,θ′+1](x)− 1l[θ,θ+1](x) et
n∑
i=1
ψ
(√
pθ′(Xi)
pθ(Xi)
)
=
n∑
i=1
1l[θ′,θ′+1](Xi)−
n∑
i=1
1l[θ,θ+1](Xi).
Alors
sup
θ′∈R
n∑
i=1
ψ
(√
pθ′(Xi)
pθ(Xi)
)
=
[
sup
θ′∈R
n∑
i=1
1l[θ′,θ′+1](Xi)
]
−
n∑
i=1
1l[θ,θ+1](Xi)
et un ρ-estimateur θ̂n est n’importe quel e´le´ment maximisant l’application
θ 7→
n∑
i=1
1l[θ,θ+1](Xi).
En d’autres termes, calculer un ρ-estimateur revient a` rechercher un parame`tre θ
maximisant le nombre de donne´es Xi tombant dans l’intervalle [θ, θ + 1] quand
l’e.m.v. recherche un parame`tre θ pour lequel toutes les donne´es X1, . . . , Xn appar-
tiennent a` [θ, θ + 1]. Mais un tel parame`tre n’existe pas de`s que l’on observe une
valeur aberrante.
E´tudions a` pre´sent les performances de θ̂n. Soit θ0 ∈ R et α ∈ [0, ε] avec ε < 1/2
les vraies valeurs des parame`tres de la loi de l’observationX = (X1, . . . , Xn). Notre
objectif est d’e´valuer la probabilite´
Pα,θ0
[
|θ0 − θ̂n| > c/n
]
pour 0 < c < n.
Notons que sous Pα,θ0 , la loi jointe des variables Xi − θ0 est inde´pendante de θ0 et
la valeur d’un ρ-estimateur θ̂n = θ̂n(X1, . . . , Xn) construit a` partir des observations
X1, . . . , Xn s’e´crit sous la forme θ0+ θ˜n ou` θ˜n est un ρ-estimateur construit a` partir
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des observations X1 − θ0, . . . , Xn − θ0 de sorte qu’il nous suffit d’e´tudier le cas
θ0 = 0.
Sous Pα,0, le nombre Nn de Xi appartenant a` l’intervalle [0, 1] suit une loi bino-
miale de parame`tres n et 1 − α et deux situations peuvent alors se produire : soit
Nn ≤ n/2, ce qui arrive avec une probabilite´
Pα,0 [Nn ≤ n/2] = Pα,0 [Nn − n(1− α) ≤ −(n/2)(1− 2α)] ≤ exp
[−n(1− 2α)2/2] ,
d’apre`s l’ine´galite´ de Hoeffding, soit Nn > n/2 auquel cas un ρ-estimateur θ̂n
est un point arbitraire de [X(n) − 1, X(1)] ou` X(1) = mini=1,...,nXi et X(n) est le
plus grand des Xi appartenant a` l’intervalle [0, 1]. Sur l’e´ve`nement {Nn > n/2},
X(n) = maxi=1,...,nXi1lXi∈[0,1]. Par des calculs classiques,
Pα,0
[
X(1) > c/n
]
=
(
Pα,0 [X1 > c/n]
)n
=
[
1− c(1− α)
n
]n
≤ e−(1−α)c
et
Pα,0
[
X(n) − 1 < −c/n, Nn > n/2
] ≤ (Pα,0 [X11l[0,1](X1) < 1− c/n])n
≤ (Pα,0 [{0 ≤ X1 < 1− c/n} ∪ {X1 > 1}])n
=
[
1− (1− α)c
n
]n
≤ e−(1−α)c.
Ainsi, pour tout ρ-estimateur θ̂n,
Pα,0
[
|θ̂n| > c/n
]
≤ Pα,0 [Nn ≤ n/2] + Pα,0
[
Nn > n/2, |θ̂n| > c/n
]
≤ Pα,0 [Nn ≤ n/2] + Pα,0
[
X(1) > c/n
]
+ Pα,0
[
Nn > n/2, X(n) − 1 < −c/n
]
≤ e−n(1−2α)2/2 + 2e−(1−α)c.
Ce re´sultat montre que pour toute loi Pα,θ0 ∈ Pε, le ρ-estimateur de θ construit
sur le sous-mode`le P0 converge a` la vitesse 1/n de`s que ε < 1/2 alors meˆme que,
si α n’est pas nul, la distance de Hellinger entre la vraie loi Pα,θ0 et le mode`le
P0 est strictement positive et inde´pendante de n. En plus d’illustrer la robustesse
du ρ-estimateur, cet exemple montre qu’une ine´galite´ telle que (15) sur le risque
du ρ-estimateur en distance de Hellinger peut s’ave´rer pessimiste dans des cadres
parame´triques pour lesquels notre objectif n’est pas d’estimer la loi de l’observation
mais simplement son parame`tre pour la perte euclidienne usuelle.
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