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Abstract
The aim of the article is to present a unified approach to the existence, uniqueness and regularity of
solutions to problems belonging to a class of second order in time semilinear partial differential equations
in Banach spaces. Our results are applied next to a number of examples appearing in literature, which
fall into the class of strongly damped semilinear wave equations. The present work essentially extends the
results on the existence and regularity of solutions to such problems. Previously, these problems have been
considered mostly within the Hilbert space setting and with the main part operators being selfadjoint. In
this article we present a more general approach, involving sectorial operators in reflexive Banach spaces.
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1. Introduction
We consider a class of mathematical models that can be regarded as strongly damped semilin-
ear wave problems. We quote here a few examples of problems included in that class:
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utt + βut −u− αut = −sinu+ g(x), α,β ∈ (0,∞),
– the perturbed wave equation of quantum mechanics (see [18,30])
utt −u− αut = −|u|qu− β|ut |put + g(x), α ∈ (0,∞),
– the perturbed viscous Cahn–Hilliard equation (see [19,22,35])
utt + ut +2u− δut = 
(
h(u)
)
, , δ ∈ (0,∞),
– the wave equation with structural damping (see [5,6,9–11])
utt + 2η(−) 12 ut + βut −u = f (u), η ∈ [0,∞), β ∈ (0,∞).
Our aim is to present a unified approach to the existence, uniqueness and regularity of solutions
to these problems including them inside a class of the second order in time semilinear partial
differential equations with structural damping given by the first order in time term.
Under suitable boundary conditions these problems, and many others in the class consid-
ered here, have the property that the solution operator associated to its linear part is an analytic
semigroup. This fact reflects a parabolic structure of these second order (wave like) semilinear
problems allowing to consider them as abstract parabolic equations. With this approach we give
a general result on local well posedness, regularity and bootstrapping.
Our first concern is to prove that the mentioned problems are locally well posed not only in
the L2 setting, context in which they have already been extensively studied (see [5–7,9–11,27,33,
35]), but also in the Lp setting, context for which the theory has not been fully developed (see, for
example, [29]). We thus prove that the linear part of the equation generates an analytic semigroup
in this latter setting and we study its regularization properties. Next, we prove a local existence
theorem and consider higher regularity of solutions of the associated semilinear problem. We
also obtain a bootstrapping argument that provides more regularity of the solutions which in
some cases appear to be classical solutions. Lastly, we apply these results to the above mentioned
examples and compare them with the results in the references.
Analysis of the linear damped wave equations with damping terms defined by fractional pow-
ers of a sectorial positive operator A :D(A) ⊂ X → X in a Banach space X is crucial for further
discussion of nonlinearly perturbed equations and hence we single it out for special attention.
Such an analysis involving selfadjoint operators in Hilbert spaces has been carried out in a se-
quence of papers [9–11].
In the case of Banach spaces satisfactory treatment of linear problems including damping
terms Aθut , θ ∈ ( 12 ,1], can be found in the unpublished work [31] by A. Rodriguez-Bernal.
Much of our approach is strongly based on this work.
For θ = 1 [31] was preceded by [29]. If θ = 12 , which case has not been fully handled in [31],
further results have been developed in [8].
Concerning the spaces of initial data, in [29] and [31] the strongly damped linear wave prob-
lems have been considered with the initial conditions from the product of the fractional power
(Banach) spaces Xα , α  0, associated with A in X. In what follows we consider initial data from
X
1
2 × X. This latter ‘base space’ naturally coincides with an energy space in the case of Hilbert
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bootstrapping and corresponding regularity properties of the solutions (including regularity of
a global attractor).
As for the applications considered in the final part of the paper we remark that a function
space setting will be again X 12 × X, where we specify X = Lp(Ω), p ∈ [2,∞). This does not
exclude the possibility of choosing other product spaces, for which our analysis could be adapted
(see [29,31]).
Concerning the damped operators studied here, note that they will be expressed by the first
order in time term as a multiple of Aθut , where θ ∈ [ 12 ,1]. Following [29,31], part of the work
developed here can be carried out to include more general damping terms of the form But . We
will not pursue this direction for we wish to consider critical exponents which in turn requires
exact characterization of fractional power spaces.
To present in a more precise way the results proved in this paper we need to introduce some
terminology and notation.
Definition 1.1. Let X be a reflexive Banach space, A :D(A) ⊂ X → X be a closed densely
defined operator, η > 0 and θ ∈ [ 12 ,1]. The triple (η, θ,A) is said to be an admissible triple if
there exist ψ ∈ (0, π2 ) and M > 0 such that
∥∥(λI −A)−1∥∥
L(X)
 M
1 + |λ| (1.1)
for all λ in the sector Σψ = {λ ∈ C: ψ  |argλ| π} ∪ {0} and either
(i) θ ∈ ( 12 ,1], or
(ii) θ = 12 and π2 > ψ2 + arg(η +
√
η2 − 1).
Let (η, θ,A) be an admissible triple and Xα be the fractional power spaces associated with A
as in [1,20]. Consider the Cauchy problem
{
utt + 2ηAθut +Au = f (u)+ g(ut ), t > 0,
u(0) = u0 ∈ X 12 , ut (0) = v0 ∈ X.
(1.2)
Equations like (1.2) appear in the literature under the name of strongly damped wave equa-
tions. Note that all the mathematical models mentioned in the introduction are represented in the
form of Eq. (1.2) and in all these examples the corresponding triple is admissible. Our approach
provides a further generalization allowing to consider strongly damped wave problems with the
elliptic operators in non-divergence form and to pose them in the scales of Banach spaces, in
which case the local existence results are significantly improved with respect to conditions satis-
fied by the nonlinear part of the equation.
Problem (1.2) can be written as a first order in time Cauchy problem in Y 0 := X 12 ×X
[ u
v
]
t
+A(θ)
[ u
v
]= F ([ u
v
])
, t > 0,
[
u(0)
v(0)
]
= [ u0v0 ], (1.3)
where
A(θ) =
[
0 −I
θ
]
:D(A(θ)) ⊂ X 12 ×X → X 12 ×X (1.4)A 2ηA
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A(θ)
[ ϕ
ψ
]= [ −ψ
Aθ (A1−θ ϕ+2ηψ)
]
(1.5)
for [ ϕ
ψ
] ∈ D(A(θ)) = {[ ϕψ ] ∈ X 32 −θ ×X 12 ; A1−θϕ + 2ηψ ∈ Xθ} (1.6)
and
F
([ u
v
])= [ 0
f (u)+g(v)
]
.
Remark 1.1. Though the condition (ii) in Definition 1.1 seems restrictive it can be verified in
all interesting applications for all η ∈ (0,∞). Unfortunately this condition cannot be avoided.
If η ∈ (0,1), θ = 12 , D is the Dirichlet Laplacian in a bounded smooth domain Ω , p = 2 and
A = −ei( π2 −arg(η−
√
η2−1))D , then (η, 12 ,A) is not an admissible triple and consequently A( 12 )does not generate a C0-semigroup (see [21]) and (1.3) is an ill posed problem.
Recall that when X is a Hilbert space and A is a positive selfadjoint operator, it has been
proved in [9,10] thatA(θ) is a sectorial operator and therefore it generates an analytic semigroup.
Under the same conditions, in [11], the authors give a characterization of the fractional power
spaces associated to A(θ), θ ∈ [ 12 ,1]. In these works the facts that X is a Hilbert space and A is
a positive selfadjoint operator are used in an essential way.
Following the ideas of [8,31] we extend here the results of [9–11] to the case when the operator
A is not selfadjoint and X is a reflexive Banach space. If (η, 12 ,A) is an admissible triple, we
will see that the operator −A
( 12 )
generates an exponentially decaying analytic semigroup (see
Corollary 2.5).
In [5] the local well posedness of (1.2), including the critical exponent case, has been estab-
lished with a positive selfadjoint operator A and X a Hilbert space. In [8] the problem (1.2) with
θ = 12 and A being the negative Dirichlet Laplacian in a bounded smooth domain Ω ⊂ RN was
posed in the spaces W 1,p0 (Ω)×Lp(Ω), p ∈ (1,∞), but for subcritically growing nonlinearities.
In what follows we extend the results in [5–8] to a general 2mth order strongly elliptic opera-
tor, θ ∈ [ 12 ,1], and nonlinearities satisfying a critical growth condition.
We remark that in [14,15] even more general nonlinear second order problems have been
considered and much progress has been achieved, however again the Hilbert structure was essen-
tial in these results. In particular in [14] the following general second order partial differential
equation is studied in the Hilbert space H{
Mutt (t)+Au(t)+ k ·D
(
ut (t)
)= F (u(t), ut (t)), t > 0,
u(0) = u0 ∈ D
(
A1/2
)
, ut (0) = u1 ∈ V = D
(
M1/2
)
,
(1.7)
where A is a positive selfadjoint operator, k is a positive parameter, and operators D and F
satisfy suitable hypotheses. It is true that (1.7) covers many examples that do not fall into the
class of problems considered here. Also, in [15], the authors consider not only local existence but
also global existence and existence of the global attractors. Nonetheless, if M = I and D = Aθ
(θ ∈ [ 1 ,1]), that is in the case of the strongly damped wave equation considered here, the space2
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assumptions may lead to a more general class of nonlinearities. For example, if D denotes the
Dirichlet Laplacian in a bounded smooth domain Ω ⊂ R3, θ = 1 and D = A = −D , M = I ,
H = L2(Ω), f :R → R and F(u,ut )(x) = f (u(x)), the growth exponent that we obtain for f
is 5, whereas in [15] it is 3. Note that in the present work we consider operators A which are
not selfadjoint as well as settings which are not restricted to Hilbert spaces. Furthermore, besides
some basic structure condition, we never assume that the nonlinear terms are either monotone or
quasi-monotone.
To be more specific about the applications, consider now a situation when A in (1.2) corre-
sponds to a general elliptic operator in a bounded smooth domain Ω ⊂ RN . Namely, let L be a
2mth order operator given by
L =
∑
|σ |2m
aσ (x)D
σ , x ∈ Ω, (1.8)
where aσ ∈ C(Ω¯) for |σ | = 2m, aσ ∈ L∞(Ω) for |σ | < 2m, and let Bj =∑|σ |mj bσj (x)Dσ ,
j = 0, . . . ,m− 1, be boundary operators with coefficients bσj ∈ C2m−mj (∂Ω). Suppose that the
triple (L, {Bj },Ω) forms a regular elliptic boundary value problem (see [17]) and for p ∈ [2,∞)
define
AL :D(AL) ⊂ Lp(Ω) → Lp(Ω), D(AL) = H 2mp,{Bj }(Ω),
ALu = Lu for u ∈ D(AL). (1.9)
Then AL is a sectorial operator in X = Lp(Ω) and X 12 = Hmp,{Bj }(Ω) (with the notation as in
[34]).
Assume throughout the paper that (η, θ,AL) is an admissible triple and consider the problem{
utt + 2ηAθLut +ALu = f (u)+ g(ut ), t > 0, x ∈ Ω,
u(0) = u0 ∈ X 12 , ut (0) = v0 ∈ X.
(1.10)
As a particular consequence of the results of this paper we obtain:
Theorem 1.2. Suppose that f,g are C1 functions such that
(i) |f ′(s)|  c(1 + |s|ρ−1), s ∈ R, where 1 < ρ =: ρ¯  N+mp
N−mp if mp < N , or ρ ∈ (1,∞) if
mp = N ,
(ii) |g′(s)| c(1 + |s|ν−1), s ∈ R, where 1 < ν  N+2mpθ
N
=: ν¯.
Then, the initial boundary value problem (1.10) has a unique local solution through each point[ u0
v0
] ∈ Hmp,{Bj }(Ω) × Lp(Ω). This solution depends continuously on the initial condition and,
for θ < 23 , is a classical solution.
In fact, within the approach of this paper we may consider nonlinearities depending on spatial
derivatives of u. In particular, for the perturbed viscous Cahn–Hilliard equation (see (4.9) below)
in dimension three, the conclusion of the above theorem holds for any C3 function h and any
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not be a polynomial.
This paper is organized as follows. In Section 2 we show that the operator A(θ) generates a
C0 analytic semigroup, characterize its fractional power spaces (including extrapolation spaces),
describe the smoothing properties of the linear equation and obtain an abstract local well posed-
ness result for (1.3). In Section 3 we consider the case when A is a 2mth order elliptic operator
in Lp(Ω), specialize in this context the characterization of fractional power spaces developed in
Section 2, prove embedding of such spaces into some known function spaces and present a gen-
eral bootstrapping argument. We then consider in detail particular nonlinearities that appear in
applications. Finally, in Section 4, we apply our results to sample problems including equations
mentioned at the beginning of the paper.
2. Abstract setting of the problem
In this section we study abstract properties of the operator A(θ) =
[ 0 −I
A 2ηAθ
]
defined by (1.5).
We also establish local well posedness of (1.3) with nonlinearities f , g defined in appropriate
subspaces of X. Throughout the section we assume that (η, θ,A) is an admissible triple.
2.1. Properties of the operator A(θ)
Here we discuss the properties of the strongly damped wave operators necessary to set (1.3)
as an abstract parabolic problem on the extrapolation space of Y 0.
Recalling the definition of D(A(θ)) in (1.6) note that
A(θ)
[ ϕ
ψ
]= [ −ψ
Aϕ+2ηAθψ
]
for
[ ϕ
ψ
] ∈ X1 ×Xθ, (2.1)
and that X1 × Xθ is a dense subset of D(A(θ)). However the operator C :D(C) ⊂ X 12 × X →
X
1
2 ×X defined on D(C) = X1 ×Xθ by
C
[ ϕ
ψ
]= [ 0 −I
A 2ηAθ
][ ϕ
ψ
]= [ −ψ
Aϕ+2ηAθψ
]
is not a closed operator unless θ = 12 . We remark that, although D(A( 12 )) = X
1 × X 12 , then
D(A(θ)) is not a cross product of spaces for any θ ∈ ( 12 ,1].
Proposition 2.1. If Y 0 = X 12 × X and A(θ) :D(A(θ)) ⊂ Y 0 → Y 0 is defined by (1.5)–(1.6), then
the following conditions hold:
(1) A(θ) is closed,
(2) 0 ∈ ρ(A(θ)),
(3) A(θ) with θ ∈ [ 12 ,1) has compact resolvent whenever A has compact resolvent.
Proof. To prove part (1) we take a sequence ([ φn
ψn
]
,A(θ)
[ φn
ψn
])
in the graph of A(θ), which con-
verges in [X 12 ×X] × [X 12 ×X] to ([ φ ], [ ξ ]). From this we easily conclude that ξ = −ψ ,
ψ ν
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X
1
2−→ φ ⇒ A1−θφn X−→ A1−θφ,
ψn
X−→ ψ,
and hence A1−θφn + 2ηψn X→ A1−θφ + 2ηψ . Since
Aθ
(
A1−θφn + 2ηψn
) X−→ ν,
the closedness of Aθ implies that A1−θφ + 2ηψ ∈ D(Aθ) and
Aθ
(
A1−θφ + 2ηψ)= ν.
Hence
[ φ
ψ
] ∈ D(A(θ)) and A(θ)[ φψ ]= [ ξν ].
Part (2) follows from the fact that the operator Aθ :D(Aθ ) ⊂ X 12 × X → X 12 × X has the
inverse expressed in the matrix form as
A−1(θ) =
[
2ηAθ−1 A−1
−I 0
]
∈ L(X 12 ×X).
Part (3) is a consequence of (2) and compactness of the resolvent of A. Indeed, since
∥∥A−1
(θ)
[ φ
ψ
]∥∥
X
1
2 ×X  2η
∥∥Aθ− 12 φ∥∥
X
+ 2η∥∥A− 12 ψ∥∥
X
+ ‖φ‖X
and since any sequence
{[ φn
ψn
]}
bounded in X 12 × X has a subsequence {[ φnk
ψnk
]}
such that
{Aθ− 12 φnk }, {φnk }, {A−
1
2 ψnk } are Cauchy sequences in X, then
{A−1(θ)[ φnkψnk ]} converges in
X
1
2 ×X. 
In Theorem 2.3 below we prove analyticity of the semigroup generated by A(θ), θ ∈ [ 12 ,1], in
the Banach spaces X
1
2 ×X and give the exact characterization of the associated fractional power
spaces. For θ ∈ ( 12 ,1] we follow the ideas of some unpublished notes by A. Rodriguez-Bernal
[31]. In the case θ = 12 we extend the consideration of [8]. As shown in [2,5], the knowledge of
the scale of fractional power spaces and its embeddings into known spaces are the main tools to
obtain local well posedness of semilinear sectorial problems in the critical growth case. In this
sense, we develop here the main working tools for obtaining a general local well posedness result
for (1.3).
For θ ∈ ( 12 ,1], we define an auxiliary operator B(θ) : D(A(θ)) ⊂ Y 0 → Y 0 by
D(B(θ)) := D(A(θ)) and B(θ) :=A(θ) +
[ 0 0
0 12η A
1−θ
]
=
[ 0 −I
A 2ηAθ+ 12η A1−θ
]
.
Remark 2.1. The main idea (taken from [31]) that drives the argument here is to consider the
perturbation B(θ) of A(θ), corresponding to the modification of the original equation,
utt + 2ηAθut + 1 A1−θut +Au = 0, (2.2)2η
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morphism P(θ) :X
1
2 × X → X 12 × X. This way a linear system corresponding to (2.2) will be
transformed into a weakly coupled linear system
d
dt
[ w1
w2
]+D(θ)[ w1w2 ]= [ 00].
As for the fractional power spaces associated toD(θ), they will coincide with the domains of frac-
tional powers of a certain product operator given by a diagonal matrix D˜(θ). In Lemma 2.2 below
we express properties of B(θ) resulting from the similarity transformation and then complete the
proof of Theorem 2.3.
If
P(θ) =
[
I 0
1
2η A
1−θ I
]
, P−1(θ) =
[
I 0
− 12η A1−θ I
]
, D(θ) =
[ 1
2η A
1−θ −I
0 2ηAθ
]
,
then P(θ) :D(A(θ)) → X 32 −θ ×Xθ = D(D(θ)), P(θ)B(θ) =D(θ)P(θ) and
P(θ) :X
1
2 ×X → X 12 ×X
are isomorphisms. The operator
D˜(θ) :=
[ 1
2η A
1−θ 0
0 2ηAθ
]
:X
3
2 −θ ×Xθ ⊂ X 12 ×X → X 12 ×X
is sectorial. Since
(D(θ) − D˜(θ))D˜−γ(θ) ∈ L
(
X
1
2 ×X) for 1 > γ > 1
2θ
,
it follows from [20, Corollary 1.4.5, Theorem 1.5.4] that
D(θ) :X
3
2 −θ ×Xθ ⊂ X 12 ×X → X 12 ×X
is also sectorial and its fractional power spaces coincide (with equivalent norms) with the frac-
tional power spaces for the operator D˜(θ) and therefore are given by
D
(Dα(θ))= X 12 +(1−θ)α ×Xθα.
For θ = 12 , η > 0, we define aη = η +
√
η2 − 1, a¯η = η −
√
η2 − 1 and consider the operator
D
( 12 )
:D(D
( 12 )
) := X 12 ×X 12 ⊂ X ×X → X ×X, D
( 12 )
=
[
aηA
1
2 0
0 a¯ηA
1
2
]
.
If
P
( 12 )
=
[
a¯ηA
1
2 I
aηA
1
2 I
]
, P−1
( 12 )
= 1
a¯η − aη
[
A
− 12 −A− 12
−aη a¯η
]
,
then P 1 A 1 =D 1 P 1 and P 1 :X 12 ×X → X ×X is an isomorphism.( 2 ) ( 2 ) ( 2 ) ( 2 ) ( 2 )
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∥∥(λI −A 12 )−1∥∥ M
1 + |λ| (2.3)
for any λ ∈ Σψ
2
= {λ ∈ C: ψ2  |argλ|  π with ψ ∈ (0, π2 )}. If π2 > ψ2 + argaη then aηA
1
2
is a sectorial operator and the fractional power spaces associated to it coincide (with equivalent
norms) with the fractional power spaces associated to A 12 . In particular D(Dα
( 12 )
) = Xα2 ×Xα2 .
Remark 2.2. When η  1 both aη and a¯η are positive numbers. In this case argaη = 0 and the
condition π2 >
ψ
2 + argaη is satisfied automatically.
We extend the definition of B(θ) to the case θ = 12 setting
B
( 12 )
:=A
( 12 )
. (2.4)
The following lemma, coming back to [31] (also to [3, Lemma 5.1]), is recalled here for the
reader’s convenience.
Lemma 2.2. If B(θ), P(θ) and D(θ) are as above then:
(1) B(θ) and D(θ) have the same spectrum,
(2) B(θ) is sectorial,
(3) P(θ)e−B(θ)t = e−D(θ)tP(θ) for all t  0,
(4) P(θ) :D(Bα(θ)) → D(Dα(θ)) is an isomorphism,
(5) for each α ∈ [0,1] we have that
D
(Bα(θ))= {[ ξν ]: ξ ∈ X 12 +(1−θ)α and A1−θ ξ + 2ην ∈ Xθα}; (2.5)
in particular
D
(Bα(θ))= X 12 +(1−θ)α ×Xθα, α ∈
[
0,
1
2
]
. (2.6)
Proof. Part (1) follows from the equality (λI −B(θ))−1 = P−1(θ) (λI −D(θ))−1P(θ).
If ψ ∈ (0, π2 ) and Σψ = {λ ∈ C: ψ  |arg(λ− a)| π} are such that
∥∥(λI −D(θ))−1∥∥
L(X
1
2 ×X) 
K
|λ− a| for λ ∈ Σψ,
we have
∥∥(λI −B(θ))−1∥∥
L(X
1
2 ×X) =
∥∥P−1(θ) ∥∥L(X 12 ×X)
∥∥(λI −D(θ))−1∥∥
L(X
1
2 ×X)‖P(θ)‖L(X 12 ×X)
 M|λ− a| ,
which proves (2).
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e−B(θ)t = 1
2πi
∫
Γ
ezt (zI +B(θ))−1 dz, e−D(θ)t = 12πi
∫
Γ
ezt (zI +D(θ))−1 dz
since P(θ)(λI −B(θ))−1 = (λI −D(θ))−1P(θ) for all admissible λ’s.
From the relations
B−α(θ) =
1
Γ (α)
∞∫
0
tα−1e−B(θ)t dt, D−α(θ) =
1
Γ (α)
∞∫
0
tα−1e−D(θ)t dt
and from (3) we next obtain that P(θ)B−α(θ) = D−α(θ) P(θ). Since D(Bα(θ)) = R(B−α(θ) ), D(Dα(θ)) =
R(D−α(θ) ) and P(θ)(X
1
2 × X) = X 12 × X, we conclude that P(θ)(D(Bα(θ))) = D(Dα(θ)). Finally, to
prove that P(θ) :D(Bα(θ)) → D(Dα(θ)) is bounded with bounded inverse we note that
∥∥P(θ)Bα(θ)[ ϕψ ]∥∥
X
1
2 ×X =
∥∥Dα(θ)P(θ)[ ϕψ ]∥∥
X
1
2 ×X =
∥∥P(θ)[ ϕψ ]∥∥D(Dα
(θ)
)
.
Using the fact that P(θ) :X
1
2 ×X → X 12 ×X is an isomorphism we conclude (4).
Concerning (5) note that
P(θ)
(
D
(Bα(θ)))= D(Dα(θ))= D(D˜α(θ))= X 12 +(1−θ)α ×Xθα.
Hence, for θ ∈ ( 12 ,1], we have that
[
ξ
ν
] ∈ D(Bα
(θ)
) if and only if
P−1(θ)
[ ϕ
ψ
]= [ ϕ− 12η A1−θ ϕ+ψ
]
= [ ξ
ν
]
for a certain
[ ϕ
ψ
] ∈ X 12 +(1−θ)α ×Xθα , which is equivalent to say that
ξ ∈ X 12 +(1−θ)α and 1
2η
A1−θ ξ + ν ∈ Xθα.
We thus get (2.5) and observe that the spaces given by (2.5) coincide for α ∈ [0, 12 ] with those in
(2.6).
Finally, for θ = 12 and π2 > ψ2 + argaη, it follows that
D
(Bα
( 12 )
)= X 1+α2 ×Xα2 for all α ∈ [0,1]; (2.7)
B 1 being a sectorial operator. ( 2 )
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Theorem 2.3. For each θ ∈ [ 12 ,1] the operator A(θ) is sectorial in X
1
2 × X. Furthermore, for
each α ∈ [0,1], the fractional power spaces Yα(θ) associated to A(θ) coincide with the domains
D(Bα(θ)) of fractional powers of B(θ) with equivalent norms.
Proof. For θ ∈ ( 12 ,1] we have
∥∥∥[ 0 00 12η A1−θ
][ ϕ
ψ
]∥∥∥
X
1
2 ×X =
1
2η
∥∥A1−θψ∥∥
X
 C
∥∥A 12 ψ∥∥2(1−θ)
X
‖ψ‖2θ−1X
 C˜
∥∥B(θ)[ ϕψ ]∥∥2(1−θ)
X
1
2 ×X
∥∥[ ϕ
ψ
]∥∥2θ−1
X
1
2 ×X
,
[ ϕ
ψ
] ∈ D(B(θ)).
Thus, it follows from [17, p. 177] that
[ 0 0
0 12η A
1−θ
]
B−β(θ) ∈ L
(
X
1
2 ×X) for 1 β > 2(1 − θ). (2.8)
Consequently, for θ ∈ ( 12 ,1], A(θ) is sectorial (see [20, Corollary 1.4.5]) and the associated frac-
tional power spaces (with equivalent norms) are given by (2.5) (see [20, Theorem 1.4.8]).
Now, for θ = 12 , equalities (2.4), (2.5) read
D
(Aα
( 12 )
)= D(Bα
( 12 )
)= {[ ξ
ν
]
: ξ ∈ X 12 +(1−θ)α and A1−θ ξ + 2ην ∈ Xθα}
= X 1+α2 ×Xα2 , α ∈ [0,1]; (2.9)
A
( 12 )
being a sectorial operator by Lemma 2.2. 
Remark 2.3. Note that the restriction 1 β > 2(1 − θ) in (2.8) excludes the case θ = 12 . In fact,
the sectorial property of A(θ) as well as the characterization of the associated fractional power
spaces are proved in the case θ = 12 in a different way based on a suitable change of variables.
By Theorem 2.3 the semigroup {e−A(θ)t , t  0} generated by −A(θ) in D(A 12 ) × D(A0) =
X
1
2 ×X0 is analytic and the linear Cauchy problem
[ u
v
]
t
+A(θ)
[ u
v
]= [ 00], t > 0, [ uv ]t=0 = [ u0v0 ] ∈ X 12 ×X0 (2.10)
has a unique solution
[ u
v
]
(t) = e−A(θ)t[ u0v0 ], t  0. In the following theorem we explain the
smoothing action of the solution to the linear problem (2.10).
Theorem 2.4. If θ ∈ [ 12 , 23 ], t > 0, and
[ u0
v0
] ∈ X 12 ×X0, then
[
u(t)
v(t)
]
:= e−A(θ)t[ u0v0 ] ∈ Xα ×Xβ for each α,β  0.
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[
u(t)
v(t)
]
,
[
ut (t)
vt (t)
]
∈ Y 1(θ) ⊂ Y
1
2
(θ) = X
1
2 + 12 (1−θ) ×X 12 θ . (2.11)
Since X
1
2 + 12 (1−θ) ⊂ Xθ we then have v(t) ∈ Xθ and from the characterization of Y 1(θ) as
{[ ϕ
ψ
] ∈
X
3
2 −θ ×X 12 ; A1−θϕ + 2ηψ ∈ Xθ} we deduce that u(t) ∈ X1. Consequently we get
[
u(t)
v(t)
]
∈ X1 ×X 12 for t > 0. (2.12)
Consider next the X 12 -realization A˜ := A|
X
1
2
of A and note that A˜ : X 32 ⊂ X 12 → X 12 is a
closed densely defined operator in a reflexive Banach space X 12 such that (η, θ, A˜) is an admissi-
ble triple. This allows us to apply Theorem 2.3 to the operator A˜(θ) :=
[ 0 −I
A˜ 2ηA˜θ
]
considered in the
product space D(A˜ 12 ) × D(A˜0) with the domain {[ ϕψ ] ∈ D(A˜ 32 −θ ) × D(A˜ 12 ); A˜1−θϕ + 2ηψ ∈
D(A˜θ )
}
and thus view
[ u(t)
v(t)
]
as a solution of the Cauchy problem
[
u
v
]
t
+ A˜(θ)
[ u
v
]= [ 00], t > 0, [ uv ]t=0 ∈ D(A˜ 12 )×D(A˜0)= X1 ×X 12 . (2.13)
Similarly as described at the beginning of the proof we then get[
u(t)
v(t)
]
∈ D(A˜1)×D(A˜ 12 )= X 32 ×X1. (2.14)
Continuing inductively the above procedure we will conclude that
[ u(t)
v(t)
] ∈ X 12 (k+1) ×X 12 k for
each k ∈ N. 
Detail knowledge of the spectral properties ofA(θ) can be often obtained based on the knowl-
edge of the spectrum of A. Although we do not pursue this matter here, let us mention that if A
is a selfadjoint operator with compact resolvent in a Hilbert space, then the spectral properties of
A(θ) are well known (see [10, Appendix A]). In fact it has been shown in [5, Proposition 1(ii)]
that A(θ) is in this case a maximal accretive operator with zero in the resolvent set, which in turn
translates into boundedness of the associated purely imaginary powersAit(θ) (see [25, p. 247]). In
particular A(θ) is then a sectorial positive operator generating asymptotically decaying analytic
semigroup.
In the Banach space setting, and without specific assumptions on A, the spectral properties
of A(θ) have not been yet fully discovered. The corollary below concerns the special case θ = 12
and can be inferred from Lemma 2.2.
Corollary 2.5. If (η, θ,A) is an admissible triple and the resolvent of A is compact, then A(θ)
is a sectorial operator in X 12 × X with compact resolvent and the spectrum σ(A(θ)) consisting
of isolated eigenvalues of finite multiplicities. Moreover, for θ = 12 , the operator A( 12 ) is also
positive and
σ(A
( 12 )
) = {aηλ; λ ∈ σ (A 12 )}∪ {a¯ηλ; λ ∈ σ (A 12 )}.
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Following [1] we recall that the extrapolation space Y(θ)−1 of Y 0 = X
1
2 ×X generated byA(θ)
is the completion of the normed space (Y 0,‖A−1(θ) · ‖Y 0). Since A(θ) is a sectorial operator in Y 0,
then its closed extension A(θ)−1 to Y(θ)−1 (denoted further by the same symbol) is a sectorial
operator in Y(θ)−1 with D(A(θ)−1) = Y 1(θ)−1 = Y 0.
The following lemma (adapted from [8]) provides a characterization of the extrapolation
spaces Yα(θ)−1 for α ∈ [0, 12 ] in terms of the fractional power spaces Xα associated to A. In the
proof properties of the two-sided fractional powers scale {Xα, α ∈ R} generated by (X,A) will
be used; see [1, Theorem V.1.4.12].
Lemma 2.6. The following inclusion holds
Yα(θ)−1 ⊃ X
1
2 −(1−α)(1−θ) ×X− 12 +α(1−θ), α ∈
[
0,
1
2
]
, θ ∈
[
1
2
,1
]
. (2.15)
Proof. Note that if a0 ∈ ρ(−A(θ)), then the norms ‖A−1(θ)(·)‖Y 0 and ‖(A(θ) + a0I )−1(·)‖Y 0 in
Y 0 are equivalent. Without loosing generality we assume that Reσ(A(θ)) > 0. Otherwise, as in
[20, p. 29], we replace A(θ) by A(θ) + a0I with a0 sufficiently large and the proof can be carried
out in the same manner.
Proceeding as in [5] we infer from [1, Corollary V.1.3.9] that
(A(θ))−1+|β| :Y(θ)−1
isometric
isomorphism−−−−−−−→ Y(θ)−|β| , −1 β  0, (2.16)
where Y(θ)−|β| is a completion of (Y 0,‖A−|β|(θ) (·)‖Y 0 ). In particular
Y(θ)−(1−α) = Yα(θ)−1 , 0 α  1,
and for
[ ϕ
ψ
] ∈ Y 0 we obtain
∥∥[ ϕ
ψ
]∥∥
Yα
(θ)−1
= ∥∥[ ϕψ ]∥∥Y(θ)−(1−α) =
∥∥A−(1−α)
(θ)
[ ϕ
ψ
]∥∥
Y 0 =
∥∥Aα(θ)A−1(θ)[ ϕψ ]∥∥Y 0 = ∥∥A−1(θ)[ ϕψ ]∥∥Yα
(θ)
.
Considering next α ∈ [0, 12 ], θ ∈ [ 12 ,1] and using characterization of spaces Yα(θ) given in Theo-
rem 2.3 and (2.6),
Yα(θ) = X
1
2 +α(1−θ) ×Xθα, (2.17)
we next have
∥∥[ ϕ
ψ
]∥∥
Yα
(θ)−1
= ∥∥A−1(θ)[ ϕψ ]∥∥X 12 +α(1−θ)×Xθα =
∥∥∥[ 2ηA−(1−θ)ϕ+A−1ψ−ϕ
]∥∥∥
X
1
2 +α(1−θ)×Xθα
= ∥∥A 12 +α(1−θ)(2ηA−(1−θ)ϕ +A−1ψ)∥∥
X0 +
∥∥Aθαϕ∥∥
X0
= ∥∥2ηA 12 −(1−α)(1−θ)ϕ +A− 12 +α(1−θ)ψ∥∥ 0 + ∥∥Aθαϕ∥∥ 0, [ ϕ ] ∈ Y 0.X X ψ
A.N. Carvalho et al. / J. Differential Equations 244 (2008) 2310–2333 2323Consequently, since for the above range of parameters 12 − (1 −α)(1 − θ) θα, we get (with
a suitable embedding constant c > 0)
∥∥[ ϕ
ψ
]∥∥
Yα
(θ)−1
max{c + 2η,1}(∥∥A 12 −(1−α)(1−θ)ϕ∥∥
X0 +
∥∥A− 12 +α(1−θ)ψ∥∥
X0
)
= max{c + 2η,1}∥∥[ ϕψ ]∥∥
X
1
2 −(1−α)(1−θ)×X− 12 +α(1−θ) ,[ ϕ
ψ
] ∈ Y 0, α ∈ [0, 1
2
]
, θ ∈
[
1
2
,1
]
.
Since Y 0 = X 12 ×X is dense in X 12 −(1−α)(1−θ) ×X− 12 +α(1−θ), the proof is complete. 
2.3. Abstract local existence result
In this subsection we establish local well posedness result for the Cauchy problem (1.3) in
Y 0 = X 12 ×X. To pose the problem in the mentioned space we will need to consider the nonlinear
term F as a map with values in the extrapolation space Y(θ)−1 of Y 0 generated by A(θ). We
remark that whenever F maps Y 0 into Yα(θ)−1 and α ∈ (0,1), then local well posedness result
follows within the theory of [20]. If F does not possess this property, in particular when F
satisfies a certain critical growth condition, we will use the concept of ε-regular maps and ε-
regular solutions to (1.3) developed in [2].
Definition 2.7. F is called an ε-regular map relative to the pair (Y 0, Y(θ)−1) with constants
ρ > 1, ε ∈ (0, 1
ρ
), and γ (ε) ∈ [ρε,1) (equivalently we say that F ∈ F[Y 0, Y(θ)−1, ε, ρ, γ (ε)]) if
and only if
∃C>0
∥∥F ([ φ1
ψ1
])− F ([ φ2
ψ2
])∥∥
Y
γ
(θ)−1
C
∥∥[ φ1
ψ1
]− [ φ2
ψ2
]∥∥
Y 1+ε
(θ)−1
(
1 + ∥∥[ φ1
ψ1
]∥∥ρ−1
Y 1+ε
(θ)−1
+ ∥∥[ φ2
ψ2
]∥∥ρ−1
Y 1+ε
(θ)−1
)
,
[ φ1
ψ1
]
,
[ φ2
ψ2
] ∈ Y 1+ε(θ)−1 .
If the above relation holds with ε = 0 and γ (ε) ∈ (0,1), then we say that F is subcritical relative
to (Y 0, Y(θ)−1).
Definition 2.8. Let ε > 0, τ > 0,
[ u0
v0
] ∈ Y 0 and [ u(·)
v(·)
]
: [0, τ ] → Y 0. We say that [ u(·)
v(·)
]
is an
ε-regular solution to (1.3) on [0, τ ] if and only if
• [ u(·)
v(·)
] ∈ C([0, τ ], Y 1(θ)−1)∩C((0, τ ], Y 1+ε(θ)−1),
• [ u(·)
v(·)
]
satisfies the Cauchy integral formula:
[
u(t)
v(t)
]
= e−A(θ)t [ u0v0 ]+
t∫
0
e−A(θ)(t−s)F
([
u(s)
v(s)
])
ds, t ∈ [0, τ ]. (2.18)
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(a) If F ∈ F[Y 0, Y(θ)−1 , ε, ρ, γ (ε)], then for each
[ u0
v0
] ∈ Y 0 there exists a unique ε-regular
solution to (1.3) on a certain interval [0, τ ] and
[
u(·)
v(·)
]
∈ C((0, τ ], Y 1+γ (ε)(θ)−1 )∩C1((0, τ ], Y 1+ζ(θ)−1), 0 ζ < γ (ε). (2.19)
(b) If F =∑ni=1 Fi , where Fi ∈F[Y 0, Y(θ)−1, ε(i), ρ(i), γ (ε(i))] and
min
{
γ
(
ε(i)
); 1 i  n}=: γ˜ > ε˜ := max{ε(i); 1 i  n}, (2.20)
then there exist τ > 0 and a unique ε˜-regular solution to (1.3) on [0, τ ]; in addition
[
u(·)
v(·)
]
∈ C((0, τ ], Y 1+γ˜(θ)−1)∩C1((0, τ ], Y 1+ζ(θ)−1), 0 ζ < γ˜ . (2.21)
Proof. Part (a) is due to [2, Corollary 1], whereas (b) comes back to [4, Theorem 2.2] (see also
[5, Proposition 7]). 
3. A being a 2mth order elliptic operator in Lp(Ω)
Let Ω be a bounded smooth domain in RN , L be the 2mth order elliptic operator introduced
in (1.8) and AL be defined by (1.9). As shown in [17] AL is then a sectorial operator in X =
Lp(Ω) =: Xp , p ∈ [2,∞).
Throughout this section we assume that p ∈ [2,∞), (η, θ,AL) is an admissible triple and
we consider the two-sided fractional power scale {Xαp, α ∈ R} generated by (Xp,AL) (see [1,
Theorem 1.4.12]). We denote by p′ the conjugate of p and recall that {Xαp, α ∈ R} is a densely
injected reflexive Banach scale satisfying
X−αp =
(
Xαp′
)′
, α  0, 1
p
+ 1
p′
= 1. (3.1)
Our concern will be existence and regularity of the solutions to (1.10), which problem will be
viewed in the form of (1.3) in the Banach space
Y 0 = X
1
2
p ×Xp =: Y 0p.
To ensure satisfactory characterization of fractional power spaces Xα we will assume addition-
ally in this section that AL has bounded imaginary powers, which implies that (see [34])
Xα = H 2mαp,{Bj }(Ω), α ∈ [0,1], (3.2)
and
Y 0p = Hm (Ω)×Lp(Ω).p,{Bj }
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a Hilbert space (see [24]) and we refer the reader to [16] for general conditions on (L, {Bj },Ω)
ensuring that AL has this property in the Lp-setting.
The above characterization of the fractional power spaces will be essentially used below in
consideration of the nonlinear strongly damped wave problems involving critical exponents. For
this the following embedding relations, involving the extrapolation space Yp(θ)−1 of Y
0
p in the
above setting, are crucial.
Lemma 3.1. If α ∈ [0, 12 ] and θ ∈ [ 12 ,1], then
Yαp(θ)−1
⊃ X 12 −(1−α)(1−θ) ×Lq(Ω), q  Np
N +mp(1 − 2α(1 − θ)) , N >mp, (3.3)
and
Y 1+αp(θ)−1 = Y
α
p(θ)
= Hm+2mα(1−θ)p,{Bj } (Ω)×H 2mαθp,{Bj }(Ω). (3.4)
Proof. From (3.1) and (3.2) we infer that
(
X
− 12 +α(1−θ)
p
)′ = (Xp′) 12 −α(1−θ) = H 2m( 12 −α(1−θ))p′,{Bj } (Ω) ⊂ Lr(Ω)
whenever 1 r  Np
N(p−1)−mp(1−2α(1−θ)) , which leads to (3.3) via Lemma 2.6. Connecting next
(3.2) with (2.17) we conclude (3.4). 
3.1. Bootstrapping
In the particular situation of this section we employ a bootstrapping argument similar to that
used for parabolic equations and obtain additional regularity of the solutions of (1.3). For sim-
plicity of the notation we will often write s− to denote a number smaller than s ∈ R, which
simultaneously will be chosen arbitrarily close to s.
For solutions of the linear problem (2.10) (in formulation of the present section) and for
θ ∈ [ 12 , 23 ] the bootstrapping result of Theorem 2.4 implies that[
u(t)
v(t)
]
∈ C∞(Ω¯)×C∞(Ω¯), t > 0.
This property is a consequence of Sobolev embedding and elliptic regularity theory.
The theorem below describes the bootstrapping properties of the nonlinear problem (1.3).
Theorem 3.2. Let ρ > 1 and θ ∈ [ 12 ,1). If for each r ∈ [p,∞) there are numbers εr ∈ (0, 1ρr )
and γ (εr) = 12  ρεr such that F ∈ F[Y 0r , Yr(θ)−1 , ρ, εr ], then the εp-regular solution
[ u(·)
v(·)
] =[ u(·,u0,v0)
v(·,u0,v0)
]
to (1.3) on [0, τ ] through [ u0v0 ] ∈ Y 0p satisfies
[
u(·)] ∈ C1((0, τ ],H (m+m(1−θ))−(Ω)×H(mθ)−(Ω)) for every s ∈ [2,∞). (3.5)
v(·) s,{Bj } s,{Bj }
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u(·)
v(·)
]
∈ C1((0, τ ],C(m+m(1−θ))−(Ω¯)×C(mθ)−(Ω¯)).
Furthermore,
(i) if 12  θ < 23 and, for a certain γ > 0, F takes C(m+m(1−θ))
−
(Ω¯) × C(m+m(1−θ))−(Ω¯) into
X ×Cγ (Ω¯), then u(·) = u(·, u0.v0) is the classical solution to (1.10); that is[
u(·)
Lθut (·)
utt (·)
]
∈ C((0, τu0,v0),C2m(Ω¯)×C(Ω¯)×C(Ω¯)), (3.6)
(ii) if B is bounded in Y 0p and 12 > ρεr for each r ∈ [p,∞), then in fact all the εp-regular
solutions
[ u(·)
v(·)
]= [ u(·,u0,v0)
v(·,u0,v0)
]
to (1.3) with [ u0v0 ] ∈ B exist until certain τ = τ(B) > 0 and the
sets {[
u(t,u0,v0)
v(t,u0,v0)
]
; [ u0v0 ] ∈ B
}
and
{[
ut (t,u0,v0)
vt (t,u0,v0)
]
; [ u0v0 ] ∈ B
}
are bounded in the product space H(m+m(1−θ))
−
s,{Bj } (Ω) × H
(mθ)−
s,{Bj } (Ω) for each t ∈ (0, τ ) and
every s ∈ [2,∞).
Proof. First let us show regularizing properties of the solutions uniform in bounded sets that are
stated in (ii).
Recalling (2.19), (3.4) and applying [8, Theorem 5] we obtain a certain τ0 = τ0(B) > 0 such
that for each ζ ∈ (0, τ0) the sets
Bζ =
{[
u(t,u0,v0)
v(t,u0,v0)
]
; [ u0v0 ] ∈ B, t ∈ [ζ, τ0]
}
,
B˙ζ =
{[
ut (t,u0,v0)
vt (t,u0,v0)
]
; [ u0v0 ] ∈ B, t ∈ [ζ, τ0]
}
,
are bounded in H(m+m(1−θ))
−
p,{Bj } (Ω)×H
(mθ)−
p,{Bj }(Ω).
We remark that if N > mp(1 − θ), then by embedding these sets are also bounded in
Hm
q1−,{Bj }(Ω)×Lq1
−
(Ω) with q1 = Nq0N−mq0(1−θ) and q0 := p. In addition, we have that
q1
q0
= N
N −mp(1 − θ) =: μ¯ > 1.
Therefore, repeating the argument with Y 0
q−1
:= Hm
q−1 ,{Bj }
(Ω)×Lq−1 (Ω), we justify boundedness
of the sets Bζ , B˙ζ in H(m+m(1−θ))
−
q−1 ,{Bj }
(Ω)×H(mθ)−
q−1 ,{Bj }
(Ω).
If N > mq1(1 − θ), using again the embedding we conclude that Bζ , B˙ζ are bounded in
Y 0
q−2
:= Hm
q−2 ,{Bj }
(Ω)×Lq−2 (Ω) where q2 = Nq1N−mq1(1−θ) and
q2  μ¯.
q1
A.N. Carvalho et al. / J. Differential Equations 244 (2008) 2310–2333 2327Since μ¯ > 1, after k repetitions we reach a certain qk  p such that N  mqk(1 − θ). Con-
sequently, the sets Bζ , B˙ζ are then bounded in H(m+m(1−θ))
−
q−k ,{Bj }
(Ω) × H(mθ)−
q−k ,{Bj }
(Ω) which space
is embedded in Hms,{Bj }(Ω) × Ls(Ω) for every s ∈ [2,∞). Part (ii) is thus proved and (3.5) now
follows easily.
For θ < 23 we have 2mθ < m + m(1 − θ). Rewriting the first equation in (1.10) in the form
ALu = f (u) + g(ut ) − utt − 2ηAθLut and using Schauder type estimate for elliptic equations
(see [28, Theorem 5.2(iv)]) we obtain (3.6). 
3.2. Local existence for particular nonlinearities
In this subsection we present the local existence results that follow from Proposition 2.9 and
Lemma 3.1.
The first result is for the nonlinear equation with no nonlinear damping.
Corollary 3.3. Assume that
(i) f :R → R is a locally Lipschitz continuous function if mp >N ,
(ii) when mp <N then f satisfies the condition
∣∣f (s1)− f (s2)∣∣ c|s1 − s2|(1 + |s1|ρ−1 + |s2|ρ−1), s1, s2 ∈ R1, (3.7)
with
1 < ρ  N +mp
N −mp =: ρ¯, (3.8)
(iii) condition (3.7) holds with arbitrarily large but fixed ρ ∈ (1,∞) if mp = N .
If f e is the Nemytskiı˘ map associated with f , then the map F defined by F ([ w1w2 ]) := [ 0f e(w1)]
takes Y 0p into Y
α∗p
p(θ)−1 and is Lipschitz continuous on bounded subsets of Y 0p , where α∗p = 12 in the
case (i) or (iii) or when θ = 1, and α∗p = min{ 12 , N+mp−ρ(N−mp)2mp(1−θ) } whenever ρ < ρ¯ in the case (ii).
Furthermore, there exists a unique mild solution
[ u(·)
v(·)
] ∈ C([0, τu0,v0), Y 0p) to (1.3) through[ u0
v0
] ∈ Y 0p and for α∗p as above we have that
[
u(·)
v(·)
]
∈ C((0, τu0,v0),Hm+2mα∗p(1−θ)p,{Bj } (Ω)×H 2mα∗pθp,{Bj } (Ω)),[
u(·)
v(·)
]
∈ C1((0, τu0,v0),H (m+2mα∗p(1−θ))−p,{Bj } (Ω)×H(2mα∗pθ)−p,{Bj } (Ω)). (3.9)
If (ii) holds with ρ = ρ¯, then the nonlinear map defined by F ([ u
v
]) := [ 0
f e(u)
]
is of the class
F[Y 0p,Yp(θ)−1 , ε, ρ¯, ερ¯] for each ε ∈ [0, 12ρ¯ ]. It is thus ε-regular relative to (Y 0p,Yp(θ)−1 ) with
constants ε ∈ [0, 12ρ¯ ], ρ = ρ¯, γ (ε) = ερ¯ and, in particular, there exists a unique 12ρ¯ -regular
solution to (1.3) through [ u0] ∈ Y 0 satisfying both relations in (3.9) with α∗ = γ ( 1 ) = 1 .v0 p p 2ρ¯ 2
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Hölder inequality and Lemma 3.1 we have
∥∥F ([ u1v1 ])− F ([ u2v2 ])∥∥Yγ (ε)p(θ)−1
 C
∥∥f e(u1)− f e(u2)∥∥
L
Np
N+mp(1−2γ (ε)(1−θ)) (Ω)
 c‖u1 − u2‖Hm+2mε(1−θ)p,{Bj } (Ω)
(
1 + ‖u1‖ρ¯−1
H
m+2mε(1−θ)
p,{Bj } (Ω)
+ ‖u2‖ρ¯−1
H
m+2mε(1−θ)
p,{Bj } (Ω)
)
= c∥∥[ u1v1 ]− [ u2v2 ]∥∥Y 1+εp(θ)−1
(
1 + ∥∥[ u1v1 ]∥∥ρ¯−1Y
p
1+ε
(θ)−1
+ ∥∥[ u2v2 ]∥∥ρ¯−1Y 1+εp(θ)−1
)
, (3.10)
where ε ∈ [0, 12ρ¯ ], γ (ε) = ρ¯ε and
[ u1
v1
]
,
[ u2
v2
] ∈ Hm+2mε(1−θ)p,{Bj } (Ω) × H 2mεθp,{Bj }(Ω). The local exis-
tence result and (3.9) is then a consequence of Proposition 2.9(a) and (3.4).
All the remaining cases can be treated within the theory of [20, Chapter 3] and the proof
follows in a similar manner. 
Our next result concerns the case of nonlinear damping only.
Corollary 3.4. Assume that g :R → R satisfies the Lipschitz condition
∣∣g(s1)− g(s2)∣∣ c|s1 − s2|(1 + |s1|ν−1 + |s2|ν−1), s1, s2 ∈ R, (3.11)
where
1 < ν  N + 2mpθ
N
=: ν¯. (3.12)
Then, the nonlinear map defined by F ([ u
v
]) := [ 0
ge(v)
]
, where ge is the Nemytskiı˘ operator
associated to g, is of the class F[Y 0p,Yp(θ)−1 , 12ν¯ , ν¯, 12 ]; that is F
([ u
v
]) := [ 0
ge(v)
]
is ε-regular
relative to the pair of spaces (Y 0p,Yp(θ)−1 ) with constants ε = 12ν¯ , ρ = ν¯, γ (ε) = 12 . Consequently,
there exists a unique 12ν¯ -regular solution
[ u(·)
v(·)
] ∈ C([0, τu0,v0), Y 0p) of (1.3) through [ u0v0 ] ∈ Y 0p
and (3.9) holds for α∗p = 12 .
Proof. Similarly as in the proof of Corollary 3.3 we now obtain
∥∥F ([ u1v1 ])− F ([ u2v2 ])∥∥Yγ (ε)p(θ)−1  C
∥∥ge(v1)− ge(v2)∥∥
L
Np
N+mp(1−2γ (ε)(1−θ)) (Ω)
= ∥∥ge(v1)− ge(v2)∥∥
L
Np
N+mpθ (Ω)
 c‖v1 − v2‖H 2mεθp,{Bj }(Ω)
(
1 + ‖v1‖ν¯−1
H 2mεθp,{Bj }(Ω)
+ ‖v2‖ν¯−1
H 2mεθp,{Bj }(Ω)
)
= C¯∥∥[ u1v1 ]− [ u2v2 ]∥∥Y 1+εp (1 + ∥∥[ u1v1 ]∥∥ν¯−1Y 1+εp + ∥∥[ u2v2 ]∥∥ν¯−1Y 1+εp ),(θ)−1 (θ)−1 (θ)−1
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[ u1
v1
]
,
[ u2
v2
] ∈ Hm+2mε(1−θ)p,{Bj } (Ω) × H 2mεθp,{Bj }(Ω) and ε = 12ν¯ . Application of Proposi-
tion 2.9(a) and (3.4) gives the result. 
Connecting Corollaries 3.3, 3.4 and Proposition 2.9(b) we now obtain the following local well
posedness result for the nonlinear problem.
Corollary 3.5. Suppose that (3.7)–(3.8) and (3.11)–(3.12) hold and let F ([ u
v
]) = F1([ uv ]) +
F2
([ u
v
])
where F1
([ u
v
]) := [ 0
f e(u)
]
, F2
([ u
v
]) := [ 0
ge(v)
]
. Then Proposition 2.9(b) applies with
γ˜ = 12 and ε˜ = max{(2ρ¯)−1, (2ν¯)−1}. Consequently, there exists a unique ε˜-regular solution[ u(·)
v(·)
] ∈ C([0, τu0,v0), Y 0p) of (1.3) through [ u0v0 ] ∈ Y 0p and (3.9) holds for α∗p = 12 .
The approach developed above works as well for nonlinearities depending on spatial deriva-
tives of u. Below we give a sample result of that kind in a situation when the nonlinear term is of
the form h(u) like in the Cahn–Hilliard equation.
Corollary 3.6. Suppose that h ∈ C2(R,R). For 2p > N assume that h′′ is locally Lipschitz
continuous. For 2p N assume that
∣∣h′′(s1)− h′′(s2)∣∣ c|s1 − s2|(1 + |s1|ρ−3 + |s2|ρ−3), s1, s2 ∈ R1, (3.13)
with
(i) ρ ∈ (1,∞) if N = 2p, or
(ii) ρ ∈ (1, N
N−2p ] if 3p N > 2p, or
(iii) ρ ∈ (1, N
N−2p ] if N > 2p and h is a polynomial.
Then F
([ u
v
])= [ 0
u(u)
] := [ 0
h′′ e(u)|∇u|2+h′ e(u)u
]
, where h′ e and h′′ e are the Nemytskiı˘ maps
associated with h′ and h′′, is of the class F[Y 0p,Yp( 12 )−1 ,
1
2ρ , ρ,
1
2 ]. It is thus 12ρ -regular map
relative to (Y 0p,Yp( 12 )−1
) with constants ε = 12ρ , ρ, γ = 12 and there exists a unique 12ρ -regular so-
lution
[ u(·)
v(·)
] ∈ C([0, τu0,v0), Y 0p) of (1.3) through [ u0v0 ] ∈ Y 0p . Furthermore, condition (3.9) holds
for α∗p = 12 , m = 2, θ = 12 .
Proof. In the cases (ii) and (iii), using Hölder inequality and Sobolev embedding, we have
∥∥(h′′(u1)− h′′(u2))|∇u1|2∥∥Lq(Ω)
 C‖u1 − u2‖Hsp(Ω)
(
1 + ‖u1‖ρ−3Hsp(Ω) + ‖u2‖
ρ−3
Hsp(Ω)
)‖u1‖2Hsp(Ω),∥∥h′′(u2)(|∇u1|2 − |∇u2|2)∥∥Lq(Ω) C‖u1 − u2‖Hsp(Ω)(1 + ‖u2‖ρ−2Hsp(Ω))‖u1 + u2‖Hsp(Ω),∥∥(h′(u1)− h′(u2))u1∥∥Lq(Ω)  C‖u1 − u2‖Hsp(Ω)(1 + ‖u1‖ρ−2Hsp(Ω) + ‖u2‖ρ−2Hsp(Ω))‖u1‖Hsp(Ω),∥∥h′(u2)(u1 − u2)∥∥ q  C‖u1 − u2‖Hs(Ω)(1 + ‖u2‖ρ−1s ),L (Ω) p Hp(Ω)
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ρ
, q = Np
N+p is given by (3.3) with θ = α = 12 and m = 2. Hence
∥∥F ([ u1v1 ])− F ([ u2v2 ])∥∥
Y
1
2
p
( 12 )−1
 C
∥∥[ u1
v1
]− [ u2v2 ]∥∥
Y
1+ 12ρ
p
( 12 )−1
(
1 + ∥∥[ u1v1 ]∥∥ρ−1
Y
1+ 12ρ
p
( 12 )−1
+ ∥∥[ u2v2 ]∥∥ρ−1
Y
1+ 12ρ
p
( 12 )−1
)
.
Consequently the assumptions of Proposition 2.9(a) are satisfied and the result follows easily. 
Remark 3.1. We have focused here on the case p ∈ [2,∞), which is crucial in applications.
Note that for p ∈ (1,2) the above results may not be true without some additional hypothesis on
the parameters. This may be seen viewing the crucial embedding (3.3). Indeed, if for example
N > 2m > pm > m and θ = 1, then Np
N+mp(1−2γ (ε)(1−θ)) = NpN+mp < 1 for p < NN−m and also
N
N−m < 2. Therefore, considering p ∈ (1, NN−m), we can apply (3.3) merely with q > 1 but not
with q = Np
N+mp(1−2γ (ε)(1−θ)) . Consequently, the critical exponent for f will be controlled by
Np
N−mp , which number for the prescribed parameters is smaller than
N+mp
N−mp .
4. Examples
The abstract theory will now be applied to a number of sample problems. For these examples
we considerably generalize the local well posedness results known in the literature.
Example 4.1 (Generalized wave equation of quantum mechanics). The Dirichlet problem for the
equation
utt − 2ηut −u = f (u)+ g(ut ) (4.1)
in bounded domain Ω ⊂ RN , N  3, has been studied in [18] within the Hilbert setting with the
growth restrictions
∣∣f (s)∣∣ c(1 + |s|ρ) with ρ < N + 2
N − 2 for N  3,∣∣g(s)∣∣ c(1 + |s|ν) with ν < N + 4
N
. (4.2)
In [5,6] also the critical growth ρ¯ = N+2
N−2 was allowed. In the present paper we extend these
studies to the Banach spaces and operators in non-divergence form. We thus consider the problem
⎧⎨
⎩
utt + 2ηLut +Lu = f (u)+ g(ut ), t > 0, x ∈ Ω,
B0u = · · · = Bm−1u = 0, t > 0, x ∈ ∂Ω,
u(0, x) = u0(x), v(0, x) = v0(x), x ∈ Ω,
(4.3)
where L is as in (1.8). If AL is the operator given by (1.9) the above problem can be written in
the form (1.10). We note that (η,1,AL) is an admissible triple for each η > 0.
Based on Corollary 3.5 we allow the nonlinearities f and g to satisfy the following growth
restrictions
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N −mp for N >mp, p ∈ [2,∞),∣∣g(s)∣∣ c(1 + |s|ν) with ν  N + 2mp
N
. (4.4)
In the Hilbert setting these conditions coincide with (4.2) in the subcritical case and with [5,6] in
the critical case. From Corollary 3.5 we infer that the solution of (4.3) satisfies the condition
[
u(·)
ut (·)
utt (·)
]
∈ C((0, τu0,v0),Hmp,{Bj }(Ω)×Hm−p,{Bj }(Ω)×Hm−p,{Bj }(Ω)). (4.5)
It is clear that the sine-Gordon equation and the perturbed wave equation of quantum me-
chanics can be considered as particular cases of (4.3).
Example 4.2. Here we consider a sample equation of the form (1.10)
utt + (−D)3ut + (−D)4u = f (u)+ g(ut ), t > 0, x ∈ Ω, (4.6)
where D is Laplacian with zero Dirichlet boundary condition in Lp(Ω). We refer to [12] for
the proof that L = 4 with Dirichlet boundary conditions defines a uniformly strongly elliptic
operator. For the proof that [(−D)4] 34 = (−D)3 see [26]. If AL is the operator given by (1.9),
the above problem can be written in the form (1.10). We note that (η, 34 ,AL) is an admissible
triple for each η > 0.
The local well posedness of (4.6) follows from Corollary 3.5 whenever f and g satisfy the
following growth conditions
∣∣f (s)∣∣ c(1 + |s|ρ) with ρ  N + 4p
N − 4p for N > 4p, p ∈ [2,∞),∣∣g(s)∣∣ c(1 + |s|ν) with ν  N + 6p
N
. (4.7)
Furthermore, as a consequence of Theorem 3.2, we then have
[
u(·)
ut (·)
utt (·)
]
∈ C((0, τu0,v0),H 52r,{Bj }(Ω)×H 52
−
r,{Bj }(Ω)×H
3
2
−
r,{Bj }(Ω)
)
, r  p. (4.8)
Example 4.3. In a bounded domain Ω ⊂ RN with C4+μ0 boundary consider a perturbed viscous
Cahn–Hilliard equation with parameter δ > 0 (see [35] with ε = 1)
⎧⎨
⎩
utt + ut +2u− δut = 
(
h(u)
)
, x ∈ Ω, t > 0,
u = u = 0, x ∈ ∂Ω, t > 0,
u(0, x) = u0(x), ut (0, x) = v0(x), x ∈ Ω.
(4.9)
Recently, the problem (4.9) has been studied in [22,35]. Here we describe the local well
posedness of (4.9) in the Lp-setting. Coming back to Corollary 3.6 we emphasize that in our
approach at most some (rather general) growth conditions are needed for local existence. In
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C3(R,R) with no additional restrictions.
We set η = δ2 , θ = 12 , p  2, A = 2D in Lp(Ω) on the domain D(2D) = {φ ∈ H 4p(Ω): φ =
φ = 0 on ∂Ω} and consider
f (u) = h′′ e(u)|∇u|2 + h′ e(u)u, g(ut ) = −ut .
With this specification (4.9) will fall into the abstract formulation (1.10). Since A 12 = −D , we
can choose the angle ψ for the sector Σψ
2
in (2.3) as small as needed (see [32]) and therefore
(η, 12 ,A) will be an admissible triple for any η > 0.
If the conditions of Corollary 3.6 hold, then Theorem 3.2 applies and the resulting 12ρ -regular
solution
[ u
ut
] ∈ C([0, τu0,v0),H 2p,{Bj }(Ω)×Lp(Ω)) of the abstract counterpart of (4.9) satisfies[
u(·)
ut (·)
utt (·)
]
∈ C((0, τu0,v0),H 3r,{Bj }(Ω)×H 3−r,{Bj }(Ω)×H 1−r,{Bj }(Ω)), r  p. (4.10)
Therefore, we have that
[ u(·)
ut (·)
] ∈ C1((0, τ ],C2+μ(Ω¯)×Cμ(Ω¯)) for μ ∈ (0,1) and hence
[
u(·)
ut (·)
utt (·)
]
∈ C((0, τ ],C2+μ(Ω¯)×C2+μ(Ω¯)×Cμ(Ω¯)), μ ∈ (0,1).
Viewing the first equation in (4.9) as an elliptic equation and using Schauder type estimate
(see [28, Theorem 5.2(iv)]) we observe that [ u(·)
ut (·)
] ∈ C((0, τ ],C4+μ(Ω¯)×C2+μ(Ω¯)) for every
μ ∈ (0,μ0). Thus u(·) is the classical solution.
Remark 4.1. If one wishes to consider the classical parabolic Cahn–Hilliard problem (see e.g.
[13,27,33] and references therein) the restrictions on the nonlinear term will be exactly the same
as the ones obtained for (4.9) in Corollary 3.6. That is a direct consequence of the results in [2].
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