Abstract SA-SVM model was proposed in which parameters were optimized by simulated annealing. Parameter  (the kernel function) and C (the error discipline) are the key factors to the precision of SVM. Simulated annealing was used to optimize the key parameters of SVM to make enhancement on the forecasting effect of SVM. By applying this proposed model for several function optimizations, results of which demonstrate the improvement of SA-SVM on the high model accuracy in the optimization searching, and it can overcome the blindness of the model parameters.
Introduction
SVM was developed by Boser et al [1] and Vapnik [2] to improve the accuracy of classifiers in machine learning and pattern recognition. It has the advantages of fast learning, global optimization and strong promotion compares with the traditional neural network methods which is based on empirical risk minimization. It can not only obtain the complex mapping relationship between the dependent variable and independent variables, but also get the evaluation and prediction results significantly better than other methods of pattern recognition and regression [3] . However, as a core element in the statistical learning theory, support vector machine's application is far from the desired theoretical effect. Parameter selection problem is a key factor to their application. In order to give full play to the performance of SVM, appropriate kernel function parameters must be chosen appropriately. Studies found that the kernel function parameter σ and the error penalty factor C are the key to the performance of SVM [4] . However, due to some limitations in practical applications, their generalization performance is sometimes far from the expected level. Selecting the appropriate kernel function 9 parameter σ and the error penalty factor C is essential for the performance of learning machine [4] . Therefore, SA-SVM was proposed based on the parameter optimization of SVM by simulated annealing.
A New Support Vector Machine Optimized by Simulated Annealing for Global Optimization

The basic principle of SVM
Support Vector Machines is a powerful methodology for solving problems in nonlinear classification, function estimation and density estimation which has also led to many other recent developments in kernel based methods in general. The advantage of SVM is that it can achieve high accuracy with relatively small training sets. The details of SVM are discussed in article [2, 5, 6] .
Set the training sample { x k , y k } l , where, x k ∈R n is n-dimensional input sample, y k ∈R is the output sample. The approximation problem of the function is to find a corresponding function f for samples other than x after training through the sample. SVM estimates the unknown function by the following equation [4] :
where, φ(x) presents the mapped high dimensional feature space, b is the deviation value. The following formulae can be obtained by minimizing the risk function to coefficient w and b:
where, the first item 2 2 1 w is called the model complexity item, the second item is the empirical error term determined by insensitive. SVM method transforms the above problems to the following antithesis question through introducing dot product nuclear function and using the Wolfe antithesis skills. Expressed as:
where, C (C >0) is the penalty constant. Finally, the corresponding regression function (1) can be directly expressed as follows:
, is the nuclear function, which satisfy the Mercer condition. The study selects the Gauss nuclear function:
3. The basic principle of SA-LSSVM
Parameter analysis of SVM
The basic principle of SVM is to map data in the input space to a high dimensional feature space by using a nonlinear mapping. Then, a linear mapping is made in the high dimensional space.
The width parameter of RBF precisely definite the structure of non-linear mapping functions in the highdimensional feature space, which controls the complexity of the final solution to affect the linear regression of the high dimensional feature space. When decreases, the complexity of the regression function increase, and easy to cause over-fitting, the value of is too large or too small to cause the deterioration of the generalization performance of the system. So proper selection of is the key to the generalization ability of the regression model. The penalty factor C can adjust between the training error and the model complexity, indirectly affect the generalization ability of the regression model. The generalization of the system performance will be deteriorated when C is too large or too small.
Several methods have been developed for choosing the best hyperparameter values [7] . The empirical formula is calculated by Wenjian Wang et al [8] according to the fisher discriminant function, which gives the calculated values in the regression method according to the scale space theory. It can provide a channel for the optimal choices. Staelin [9] used the design of experiment method (DOE) to get the appropriate parameter values, which can significantly reduced the search costs.
simulation annealing
The simulation annealing [10] is one kind of global intelligence optimization algorithms, whose principle is the simulation of metal annealing process. In the optimum searching process of t he simulation annealing algorithm, it accepts both the optimal solution and the sub-optimal solution with a certain probability. This enables it to search optimal solution in more new partial regions of t he solution space. The probability is related to the initial temperature of the annealing process, and the higher the temperature, the greater the probability of receiving a sub-optimal solution. The possibility will finally vanish along with the gradual reduction of the temperature. Due to this mechanism, simulation annealing algorithm has better capability of avoiding the partial extreme value compared to other optimization algorithms
The basic principle of SA-SVM
SA is used to optimize the parameters of SVM (C , σ), The generic flow of SA-SVM is given as follows:
Step 1: initialization: Given initial point x 0 , the initial temperature, final temperature, annealing form, within the same temperature cycles, etc.
Step 2: Calculation the fitness value. Divide a small portion (generally the 10% of all training samples) of the sample data used for training as the validation sample set. Use the remaining training samples to training the SVM model to fit the requirements. Predict the validation samples after obtaining the parameter values of the SVM model. Step 3: random disturbance, get a new point x'= x +△x, updates the size of the advantages and fitness with optimal operation of SA.
Step 4: cooling.
Step 5: Check the termination condition, if satisfied, end the optimization; otherwise t = t + 1, go to step 2.
End of the search for optimal conditions for termination of the temperature or the maximum evolution generation;
Step 6: the optimal value of the SA algorithm is the optimal parameter vector (C, σ ) in the SVM. Learn all the training samples get all the training samples of simulation accuracy by the optimized SVM.
Function Fitting Analysis Based on SA-SVM
The reliability and efficiency of SA-SVM are tested for several multi-optima functions to test the calculation accuracy, learning ability and the model accuracy of it. Multi-peak positive function, Schaffer function and the function are shown respectively below.
Example 1: minimum of Camel function.
where search domain is -2≤x 1 , x 2 ≤2. 
where search domain is -10≤x 1 , x 2 ≤10. For all the mentioned function, calculations have been performed to study the reliability of SA-SVM. 1000 points were generated within the range of variable values as the training samples for each function. The penalty constant C and the kernel function σ of SVM were optimized by SA. Then 100 different points were generated within a range of function interval as the fitting sample. Results and error analysis were shown in Table 1 . The fitting results of the three typical functions were shown in Fig. 1 . It can be seen from Fig. 1 that the function fitting values by SA-SVM mode were very close to the theoretical value, SA-SVM mode has a strong learning ability and a high precision. 
Conclusions
(1) SA algorithm is used to optimize the parameters of SVM, to overcome the blindness of the model parameters, and present widely used spreadsheet through cross-validation method to determine the parameters, compared with the TS algorithm optimization parameters have a more clear theoretical guidance. (2) The article only adopted RBF as the kernel function, but in fact different kernel function selections have direct effect to SVM model. Therefore in-depth studies on how to choose other type of kernel function will be needed in future.
