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a b s t r a c t
A nonlinear iteration method named the Picard–Newton iteration is studied for a two-
dimensional nonlinear coupled parabolic–hyperbolic system. It serves as an efficient
method to solve a nonlinear discrete scheme with second spatial and temporal accuracy.
The nonlinear iteration scheme is constructedwith a linearization–discretization approach
through discretizing the linearized systems of the original nonlinear partial differential
equations. It can be viewed as an improved Picard iteration, and can accelerate convergence
over the standard Picard iteration.Moreover, the discretizationwith second-order accuracy
in both spatial and temporal variants is introduced to get the Picard–Newton iteration
scheme. By using the energy estimate and inductive hypothesis reasoning, the difficulties
arising from the nonlinearity and the coupling of different equation types are overcome.
It follows that the rigorous theoretical analysis on the approximation of the solution of
the Picard–Newton iteration scheme to the solution of the original continuous problem
is obtained, which is different from the traditional error estimate that usually estimates
the error between the solution of the nonlinear discrete scheme and the solution of the
original problem. Moreover, such approximation is independent of the iteration number.
Numerical experiments verify the theoretical result, and show that the Picard–Newton
iteration scheme with second-order spatial and temporal accuracy is more accurate and
efficient than that of first-order temporal accuracy.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Coupled parabolic–hyperbolic systems often appear in the study of biological problems, circled fuel reactors, high-
temperature and high-pressure radiation hydrodynamics, and thermoelasticity problems [1–8]. There have been some
papers which studied their theoretical properties [1–3,6–15] and numerical solutionmethods such as finite element [16,17]
and finite difference methods [4,18–20].
Fully implicit (FI) schemes are preferred to solve nonlinear problems, since they do not have severe restrictions on the
time step needed for traditional explicit scheme and operator time-splitting scheme without losing accuracy [21]. In many
cases, they are more accurate with comparable costs than semi-implicit schemes. In [18,19], the FI finite difference (FIFD)
methods for a nonlinear coupled parabolic–hyperbolic system are studied. An unconditionally stable scheme with second-
order spatial and first-order temporal accuracy is presented in [18], and a nonlinear scheme with second-order accuracy in
both spatial and temporal variants is given in [19]. In [22], an approach with second-order temporal accuracy is studied for
a coupled parabolic system containing radiation diffusion and material conduction equations.
∗ Corresponding author.
E-mail addresses: yue_jingyan@iapcm.ac.cn, jy_yue@sohu.com (J.-y. Yue).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.06.029
254 X. Cui et al. / Journal of Computational and Applied Mathematics 236 (2011) 253–264
Proper and effective iterative algorithms are indispensable to solve nonlinear FI schemes promptly and correctly. There
are many works on iterative techniques for parabolic problems. For example, the Picard iteration convergence for quasi-
linear parabolic system is studied in [23,24], and the iterative accelerating techniques for nonlinear parabolic equations are
studied in [25,26]. Other studies on nonlinear solution methods can be found in [21,27–31], etc. But fewworks are found on
nonlinear iterations with quadratic convergence for nonlinear coupled parabolic–hyperbolic systems.
The usual way to design nonlinear iterations for nonlinear PDEs can be described as a discretization–linearization (DL)
approach. It is to use Picard or Newton method to linearize the nonlinear system of algebraic equations, which is obtained
from an implicit discretization of the original PDEs. Since for Newton method it is difficult to form Jacobian matrix for the
nonlinear system of algebraic equations in some applications, a different approach called linearization–discretization (LD)
is put forward in [32]. It can be described briefly as follows: first linearize the nonlinear PDEs, then discretize the resultant
linear PDEs with proper discretization. The LD approach makes it convenient to construct new iterations and apply them
to the numerical simulations of some complex practical problems. Moreover the LD approach makes it available to analyze
the error between the solution of the iteration scheme and the solution of the original problem, whereas for DL approach
usually we consider the error between the solution of the fully implicit scheme (instead of its linearization) and the solution
of the original problem. We would like to mention that through the LD method, the Picard–Newton (PN) iteration can be
viewed as a modification of the Picard iteration, and is easy to be implemented to accelerate the existing codes based on
the Picard iteration. It can greatly save computer time and increase efficiency. In fact the PN iteration proposed here has
quadratic convergent rate, and we will discuss it and show its high efficiency over the Picard iteration separately in other
paper.
In this paper, nonlinear iteration is studied for nonlinear coupled parabolic–hyperbolic system by adopting LD approach.
It serves as an iterative acceleration method to solve the second-order accuracy FIFD scheme proposed in [19]. The
nonlinearity of two tightly coupled equations of different types is fully considered. The Picard–Newton iteration scheme is
designed by adding certain high-order approximate terms to the Picard iteration to achieve accelerating effect. Second-order
discretizations for both spatial and temporal operators are used to assure high accuracy. The error estimate of the iteration
scheme is proved theoretically by using energy estimate and inductive hypothesis reasoning, inwhich the difficulties arising
from the nonlinearity and coupling are overcome. It is shown that the iterative solution has second-order H1 and L2-norm
spatial and second-order temporal approximation to the exact solution of the system, and such approximation is uniform,
i.e., it does not depend on the iteration number. Hence only one iteration is needed to get good accuracy. Numerical
tests verify the result of theoretical analysis, and comparison between the Picard–Newton iteration with second-order
temporal accuracy and that with first-order temporal accuracy is presented, which shows the former has higher accuracy
and efficiency.
The following section will present the coupled parabolic–hyperbolic system and some notations. Then the Picard–
Newton iteration scheme is proposed in Section 3, and its uniform second-order approximation property is proved in
Section 4. Some numerical tests are provided to confirm the theoretical result and show its high accuracy and efficiency
in Section 5. Finally, a brief summary is given in Section 6.
2. Coupled parabolic–hyperbolic system
Consider the following nonlinear coupled parabolic–hyperbolic system:
ut −∇ · (A(X, t, u, v)∇u) = f (X, t, u, v, ux, uy, vx, vy), X ∈ Ω, t ∈ J
vtt −∇ · (B(X, t, u, v)∇v) = g(X, t, u, v, ux, uy, vx, vy, vt), X ∈ Ω, t ∈ J
u(X, t) = 0, v(X, t) = 0, X ∈ ∂Ω, t ∈ J
u(X, 0) = u0(X), v(X, 0) = v0(X), vt(X, 0) = vt0(X), X ∈ Ω¯. (2.1)
Here X = (x, y). Ω = (0, L1) × (0, L2) is an open rectangular domain in R2 with boundary ∂Ω . J = (0, T ], T is a positive
constant. A, B, f , g, u0, v0, vt0 are known functions. Herein, for function φ of variant ψ , we denote φψ = φ′ψ = ∂φ∂ψ for
shortening, e.g. ut = ∂u∂t , ux = ∂u∂x . Consider (2.1) with the following assumptions:
(1) There exist positive constants A∗, A∗, B∗, B∗, such that A∗ ≤ A(X, t, φ, ψ) ≤ A∗, B∗ ≤ B(X, t, φ, ψ) ≤ B∗,∀X ∈ Ω¯, t ∈
J¯, φ ∈ R, ψ ∈ R.
(2) For X ∈ Ω¯, t ∈ J¯ and other arguments in R, the partial derivatives At , Bt are bounded; Au, Av, Bu, Bv are continuous,
and their partial derivatives with respect to x, y, t, u and v are bounded; the partial derivatives of f (and g) with respect
to u, v, ux, uy, vx, vy (and vt ) are continuous, and their partial derivatives with respect to u, v, ux, uy, vx, vy (and vt ) are
bounded.
(3) Problem (2.1) is uniquely solvable, and its solution u, v ∈ C4(Ω¯ × J¯).
Divide intervals Ω × J into J1 × J2 × M equal small intervals. Denote τ = TM , τn = nτ , and h1 = L1J1 , h2 =
L2
J2
, h =
max{h1, h2}, xi = ih1, yj = jh2, xij = xi,j = (xi, yj). For function ψ , denote ψn = ψ(τn), dtψn+1 = 1τ (ψn+1 − ψn), and
∂ttψ
n = 1
τ2
(ψn+1 − 2ψn + ψn−1). For function φ, denote φij = φ(xij), φi+ 12 ,j =
1
2 (φij + φi+1,j), φi,j+ 12 =
1
2 (φij + φi,j+1),
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δxφi+ 12 ,j =
1
h1
(φi+1,j−φij), δyφi,j+ 12 =
1
h2
(φi,j+1−φij), ∂xφij = 12h1 (φi+1,j−φi−1,j) and ∂yφij = 12h2 (φi,j+1−φi,j−1). For n ≥ 0,
for functions φ = U, u; ψ = V , v; ϕ = W , w; andΦ = A, B; denote
Φn
i+ 12 ,j
(φ, ψ) = Φ

xi+ 12 ,j, τn, φ
n
i+ 12 ,j
, ψn
i+ 12 ,j

,
Φn
i,j+ 12
(φ, ψ) = Φ

xi,j+ 12 , τn, φ
n
i,j+ 12
, ψn
i,j+ 12

,
f nij (φ, ψ) = f (xij, τn, φnij , ψnij , ∂xφnij , ∂yφnij , ∂xψnij , ∂yψnij ),
gnij (φ, ψ, ϕ) = g(xij, τn, φnij , ψnij , ∂xφnij , ∂yφnij , ∂xψnij , ∂yψnij , ϕnij).
Let Un(s)ij stands for the value for U at (xij, τn) after the sth iteration, U
n(s)
i+ 12 ,j
= 12 (Un(s)i+1,j + Un(s)ij ), etc. Similarly for functions
Φ = A, Au, Av, B, Bu, Bv; Ψ = f , fu, fv, fux , fuy , fvx , fvy ;Θ = g, gu, gv, gux , guy , gvx , gvy , gvt ; denote
Φ
n(s)
i+ 12 ,j
(U, V ) = Φ

xi+ 12 ,j, τn,U
n(s)
i+ 12 ,j
, V n(s)
i+ 12 ,j

,
Φ
n(s)
i,j+ 12
(U, V ) = Φ

xi,j+ 12 , τn,U
n(s)
i,j+ 12
, V n(s)
i,j+ 12

,
Ψ
n(s)
ij (U, V ) = Ψ (xij, τn,Un(s)ij , V n(s)ij , ∂xUn(s)ij , ∂yUn(s)ij , ∂xV n(s)ij , ∂yV n(s)ij ),
Θ
n(s)
ij (U, V ,W ) = Θ(xij, τn,Un(s)ij , V n(s)ij , ∂xUn(s)ij , ∂yUn(s)ij , ∂xV n(s)ij , ∂yV n(s)ij ,W n(s)ij ).
Denote
L(f ′n(s+1)(U, V )[φ,ψ])ij = f n(s)uij [φn(s+1)ij − φn(s)ij ] + f n(s)vij [ψn(s+1)ij − ψn(s)ij ]
+ f n(s)ux ij [∂xφn(s+1)ij − ∂xφn(s)ij ] + f n(s)uy ij [∂yφn(s+1)ij − ∂yφn(s)ij ]
+ f n(s)vx ij [∂xψn(s+1)ij − ∂xψn(s)ij ] + f n(s)vy ij [∂yψn(s+1)ij − ∂yψn(s)ij ],
L(g ′n(s+1)(U, V ,W )[φ,ψ, ϕ])ij = gn(s)uij [φn(s+1)ij − φn(s)ij ] + gn(s)vij [ψn(s+1)ij − ψn(s)ij ] + gn(s)ux ij [∂xφn(s+1)ij − ∂xφn(s)ij ]
+ gn(s)uy ij [∂yφn(s+1)ij − ∂yφn(s)ij ] + gn(s)vx ij [∂xψn(s+1)ij − ∂xψn(s)ij ]
+ gn(s)vy ij [∂yψn(s+1)ij − ∂yψn(s)ij ] + gn(s)vt ij [ϕn(s+1)ij − ϕn(s)ij ],
where f n(s)uij =

∂ f
∂u
 n(s)
ij (U, V ), g
n(s)
uij =

∂g
∂u
 n(s)
ij (U, V ,W ), etc. Denote
δ(Θn(φ, ψ)δΦn)ij = 1h1

Θn
i+ 12 ,j
(φ, ψ)δxΦ
n
i+ 12 ,j
−Θn
i− 12 ,j
(φ, ψ)δxΦ
n
i− 12 ,j

+ 1
h2

Θn
i,j+ 12
(φ, ψ)δyΦ
n
i,j+ 12
−Θn
i,j− 12
(φ, ψ)δyΦ
n
i,j− 12

,
⟨Θn(φ, ψ)δΦn, δΨ n⟩ =
J1−1−
i=0
J2−1−
j=1
Θn
i+ 12 ,j
(φ, ψ)δxΦ
n
i+ 12 ,j
δxΨ
n
i+ 12 ,j
h1h2
+
J1−1−
i=1
J2−1−
j=0
Θn
i,j+ 12
(φ, ψ)δyΦ
n
i,j+ 12
δyΨ
n
i,j+ 12
h1h2.
Similar notations with superscripts n(s) instead of n have analogous meanings.
Define the following discrete spatial norms:
‖φ‖ =

J1−1−
i=1
J2−1−
j=1
|φij|2h1h2
 1
2
, ‖φ‖∞ = max
i=1,2,...,J1−1;
j=1,2,...,J2−1
|φij|,
‖δφ‖ =

J1−1−
i=0
J2−1−
j=1
|δxφi+ 12 ,j|
2h1h2 +
J1−1−
i=1
J2−1−
j=0
|δyφi,j+ 12 |
2h1h2
 1
2
.
Two useful relations in the subsequent reasoning procedure are listed here, which include Hölder’s inequality (2.2) and
summation by parts (2.3).
ab ≤ ϵa2 + 1
4ϵ
b2. (2.2)
L−1
l=1

φl+ 12 − φl− 12

ψl = φL− 12ψL − φ 12ψ0 −
L−1
l=0
φl+ 12 (ψl+1 − ψl). (2.3)
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If ψ0 = ψL = 0, then only the last term on the right side of (2.3) is kept.
3. The iteration scheme
Consider the construction of the iteration scheme for the nonlinear system (2.1).
3.1. New method for designing iterations
The usual way to construct iterations for nonlinear PDE is the so-called DL (discretization–linearization) approach: first,
discretize the PDE implicitly to get a nonlinear system of algebraic equations (AEs), then linearize the AE system and derive a
linear AE system to be solved finally. It is well known that forming a Jacobian matrix is very difficult when Newton method
is used to linearize the nonlinear AE system in practical applications. Hence new methods are needed to overcome such
difficulty. In [32], a revelatory approach called LD (linearization–discretization) is put forward. It changes the sequence of
discretization and linearization. First, linearize the nonlinear PDE, then implicitly discretize the derived linear PDE to get
the linear AE system. Compared with DL approach, LD approach makes it easier to find the key terms since it needs not to
seek them from numerous detailed discrete expressions. Hence by using LD approach, it is more convenient to construct the
Newton iteration and apply it in the practical simulations of complicated physical problems.
This work first designs the Picard–Newton iteration for coupled parabolic–hyperbolic system with LD approach. To
highlight the main idea, consider a simplified coupled problem for example:
ut −∇ · (A(X, u, v)∇u) = 0, (3.1)
vtt −∇ · (B(X, u, v)∇v) = 0. (3.2)
The semi-discrete equation for (3.1) can be written as
∆τun+1 −∇ · (A(X, un+1, vn+1)∇un+1) = 0, (3.3)
where∆τφn+1 represents for some time discrete formula for φt .
A simple linearization of (3.3) gives the following Picard iteration.
∆τu(s+1) = ∇ · (A(s)∇u(s+1)), (3.4)
where A(s) = A(X, u(s), v(s)). Here and below, the superscript n + 1 is omitted when no confusion occurs, e.g. φ(s+1) =
φn+1(s+1).
With first-order Taylor’s expansion, there is
A(X, un+1, vn+1) ≈ A(s) + {A′ (s)u [u(s+1) − u(s)] + A′ (s)v [v(s+1) − v(s)]}, (3.5)
where A′(s)u = A′u(X, u(s), v(s)), A′(s)v = A′v(X, u(s), v(s)).
Approximate∇un+1 in (3.3) with the current iteration value∇u(s+1) and the preceding iteration value∇u(s) correspond-
ingly for the two terms on the right side of (3.5). Then one gets a linearized equation
∆τu(s+1) = ∇ · (A(s)∇u(s+1))+∇ · ({A′(s)u [u(s+1) − u(s)] + A′(s)v [v(s+1) − v(s)]}∇u(s)), (3.6)
where an additional convection term appears in (3.6), compared with the Picard iteration (3.4).
Similarly for (3.2), there is
∆ττv
(s+1) = ∇ · (B(s)∇v(s+1))+∇ · ({B′(s)u [u(s+1) − u(s)] + B′(s)v [v(s+1) − v(s)]}∇v(s)), (3.7)
where∆ττφn+1 is some time discrete formula for φtt .
A continuous Picard–Newton iteration for (3.1)–(3.2) is derived by combining Eqs. (3.6) and (3.7). Various discrete
schemes can be designed on this linear system with different discrete formulas for the temporal and spatial operators.
An additional treatment for the convection terms on the basis of an existing Picard iteration will get a Picard–Newton
iteration scheme with accelerating effect. It is worth emphasizing another advantage of LD approach over DL approach
of implementing different discretizations for diffusion terms and convection terms.
3.2. The Picard–Newton iteration scheme
The design for the Picard–Newton iteration scheme for system (2.1) is similar to that for (3.1)–(3.2). The source terms
f and g are linearized analogously, e.g., f (X, un+1, vn+1, un+1x , un+1y , vn+1x , vn+1y ) ≈ f (X, u(s), v(s), u(s)x , u(s)y , v(s)x , v(s)y ) +∑6
i=1 f
′
φi
(X, u(s), v(s), u(s)x , u
(s)
y , v
(s)
x , v
(s)
y )(φ
(s+1)
i − φ(s)i ), where φi respectively indicates u, v, ux, uy, vx, vy, i = 1, 2, . . . , 6.
Using second-order discrete approximations both for the temporal and spatial derivatives for the linear system, one obtains
a Picard–Newton iteration scheme to find Un+1 (s+1)ij , V
n+1 (s+1)
ij ,W
n+1 (s+1)
ij such that
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3
2
Un+1(s+1)ij − Unij
τ
− 1
2
dtUnij − δ(An+1(s)(U, V )δUn+1(s+1))ij − δ({A′n+1(s)u (U, V )[Un+1(s+1) − Un+1(s)]
+ A′n+1(s)v (U, V )[V n+1(s+1) − V n+1(s)]}δUn+1(s))ij = f n+1(s)ij (U, V )+ L(f ′n+1(s+1)(U, V )[U, V ])ij, (3.8)
3
2
W n+1(s+1)ij −W nij
τ
− 1
2
dtW nij − δ(Bn+1(s)(U, V )δV n+1(s+1))ij − δ({B′n+1(s)u (U, V )[Un+1(s+1) − Un+1(s)]
+ B′n+1(s)v (U, V )[V n+1(s+1) − V n+1(s)]}δV n+1(s))ij = gn+1(s)ij (U, V ,W )+ L(g ′n+1(s+1)(U, V ,W )[U, V ,W ])ij, (3.9)
3
2
V n+1(s+1)ij − V nij
τ
− 1
2
dtV nij = W n+1(s+1)ij , i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; (3.10)
Un+1(s+1)0j = Un+1(s+1)J1,j = Un+1(s+1)i0 = Un+1(s+1)i,J2 = 0,
V n+1(s+1)0j = V n+1(s+1)J1,j = V n+1(s+1)i0 = V n+1(s+1)i,J2 = 0,
W n+1(s+1)0j = W n+1(s+1)J1,j = W n+1(s+1)i0 = W n+1(s+1)i,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2, . . . ; (3.11)
Un+1(0)ij = 2Unij − Un−1ij , V n+1(0)ij = 2V nij − V n−1ij ,
W n+1(0)ij = 2W nij −W n−1ij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 1, 2, . . . ,M − 1. (3.12)
Here the intermediate variant W is introduced as an approximation of w = vt to keep the time discrete stencil small.
Consequent (3.8)–(3.12) is a three-time-level scheme. Subsequently formula (4.5) will provide its initialization with
Unij , V
n
ij ,W
n
ij , n = 0, 1. For time advancement τn−1, τn → τn+1, the iteration proceeds as follows:
Step 1. Take the initial guess with (3.12), Un−1ij , V
n−1
ij ,W
n−1
ij ,U
n
ij , V
n
ij ,W
n
ij −→ Un+1(0)ij , V n+1(0)ij ,W n+1(0)ij .
Step 2. Execute iteration step from s to s+ 1 (s = 0, 1, 2, . . .)with (3.8)–(3.11), where
2.1 replaceW n+1(s+1)ij in (3.9) with (3.10),
2.2 with (3.8), (3.9), (3.11), Un−1ij , V
n−1
ij ,W
n−1
ij , U
n
ij , V
n
ij ,W
n
ij ,U
n+1(s)
ij , V
n+1(s)
ij ,W
n+1(s)
ij −→ Un+1(s+1)ij , V n+1(s+1)ij ,
2.3 with (3.10), V n−1ij , V
n
ij , V
n+1(s+1)
ij −→ W n+1(s+1)ij .
Step 3. Check for convergence—if the convergence tolerance is met, then Un+1(s+1)ij , V
n+1(s+1)
ij ,W
n+1(s+1)
ij −→ Un+1ij ,
V n+1ij ,W
n+1
ij , exit; otherwise, s ← s+ 1 and go to Step 2.
4. Approximation property for the iteration scheme
Consider the approximation property of the iterative scheme (3.8)–(3.12).
4.1. Preparation work
A FIFD scheme for (2.1) is given in [19] to find Un+1ij , V
n+1
ij ,W
n+1
ij such that
3
2
dtUn+1ij −
1
2
dtUnij − δ(An+1(U, V )δUn+1)ij = f n+1ij (U, V ), (4.1)
3
2
dtW n+1ij −
1
2
dtW nij − δ(Bn+1(U, V )δV n+1)ij = gn+1ij (U, V ,W ), (4.2)
3
2
dtV n+1ij −
1
2
dtV nij = W n+1ij , i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; (4.3)
Un+10j = Un+1J1,j = Un+1i0 = Un+1i,J2 = 0, V n+10j = V n+1J1,j = V n+1i0 = V n+1i,J2 = 0,
W n+10j = W n+1J1,j = W n+1i0 = W n+1i,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 1, 2, . . . ,M − 1; (4.4)
U0ij = u0(xij), V 0ij = v0(xij), W 0ij = vt0(xij),
U1ij = u0(xij)+ τu0t (xij)+
1
2
τ 2u0tt(xij), dtV
1
ij = vt0(xij)+
1
2
τv0tt(xij),
W 1ij = vt0(xij)+ τv0tt(xij), i = 0, 1, . . . , J1; j = 0, 1, . . . , J2, (4.5)
where the values for u0t , v
0
tt and u
0
tt can be calculated exactly.
Denote unij = u(xij, τn), vnij = v(xij, τn), wnij = vt(xij, τn). The truncation error for the real solution of (2.1) in the FI
discretization is:
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−Rn+11ij =:
3
2
dtun+1ij −
1
2
dtunij − δ(An+1(u, v)δun+1)ij − f n+1ij (u, v)
= O(h2 + τ 2),
−Rn+12ij =:
3
2
dtwn+1ij −
1
2
dtwnij − δ(Bn+1(u, v)δvn+1)ij − gn+1ij (u, v, w)
= O(h2 + τ 2),
−Rn+13ij =:
3
2
dtvn+1ij −
1
2
dtvnij − wn+1ij = O(τ 2), i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1. (4.6)
Set ξ nij = Unij − unij, ζ nij = V nij − vnij , ηnij = W nij − wnij . Hence ξ 0ij = ζ 0ij = η0ij = 0 for i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. The
stability and convergence properties for the FIFD scheme have been shown in [19].
Lemma 1. The FIFD scheme (4.1)–(4.5) is unconditionally stable, and has the following convergence
‖ξ n‖ + ‖ζ n‖ + ‖ηn‖ + ‖δξ n‖ + ‖δζ n‖ + τ 12 ‖dtξ n‖ + τ‖dtηn‖ ≤ K(h2 + τ 2),
where 1 ≤ n ≤ M, and K is a positive constant independent of h and τ .
4.2. Error estimate for the iteration scheme
Denote αn+1(s)ij = Un+1(s)ij − un+1ij , βn+1(s)ij = V n+1(s)ij − vn+1ij and γ n+1(s)ij = W n+1(s)ij − wn+1ij , one has
Theorem 1. The solution of the iteration scheme (3.8)–(3.12) has second-order temporal and second-order L2 and H1 norm
spatial approximation to the real solution of problem (2.1), and such approximation is uniform in s, i.e.,
‖αn+1(s+1)‖ + ‖βn+1(s+1)‖ + ‖γ n+1(s+1)‖ + ‖δαn+1(s+1)‖ + ‖δβn+1(s+1)‖ = O(h2 + τ 2). (4.7)
Remark 1. Theorem 1 shows the approximation order is independent of the iteration number. This means it is sufficient to
choose one iteration in order to recover a good accuracy.
Proof. Denote
Y n+11ij = −τ 2∂ttun+1ij , Y n+12ij = −τ 2∂ttvn+1ij , Y n+13ij = −τ 2∂ttwn+1ij . (4.8)
Subtracting (4.6) from (3.8)–(3.12), one has the following error equation.
3
2
α
n+1(s+1)
ij − ξ nij
τ
− 1
2
dtξ nij − δ(An+1(s)(U, V )δαn+1(s+1))ij
= δ([An+1(s)(U, V )− An+1(u, v)]δun+1)ij + δ({A′n+1(s)u (U, V )[αn+1(s+1) − αn+1(s)]
+ A′n+1(s)v (U, V )[βn+1(s+1) − βn+1(s)]}δ[αn+1(s) + un+1])ij
+ [f n+1(s)ij (U, V )− f n+1ij (u, v)] + L(f ′n+1(s+1)(U, V )[α, β])ij + Rn+11ij , (4.9)
3
2
γ
n+1(s+1)
ij − ηnij
τ
− 1
2
dtηnij − δ(Bn+1(s)(U, V )δβn+1(s+1))ij
= δ([Bn+1(s)(U, V )− Bn+1(u, v)]δvn+1)ij + δ({B′n+1(s)u (U, V )[αn+1(s+1) − αn+1(s)]
+ B′n+1(s)v (U, V )[βn+1(s+1) − βn+1(s)]}δ[βn+1(s) + vn+1])ij
+ [gn+1(s)ij (U, V ,W )− gn+1ij (u, v, w)] + L(g ′n+1(s+1)(U, V ,W )[α, β, γ ])ij + Rn+12ij , (4.10)
3
2
β
n+1(s+1)
ij − ζ nij
τ
− 1
2
dtζ nij = γ n+1(s+1)ij + Rn+13ij , i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; (4.11)
α
n+1(s+1)
0j = αn+1(s+1)J1,j = αn+1(s+1)i0 = αn+1(s+1)i,J2 = 0,
β
n+1(s+1)
0j = βn+1(s+1)J1,j = βn+1(s+1)i0 = βn+1(s+1)i,J2 = 0,
γ
n+1(s+1)
0j = γ n+1(s+1)J1,j = γ n+1(s+1)i0 = γ n+1(s+1)i,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; s = 0, 1, 2, . . . ; (4.12)
α
n+1(0)
ij = 2ξ nij − ξ n−1ij + Y n+11ij , βn+1(0)ij = 2ζ nij − ζ n−1ij + Y n+12ij ,
γ
n+1(0)
ij = 2ηnij − ηn−1ij + Y n+13ij , i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 1, 2, . . . ,M − 1. (4.13)
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Denote φ(s+1) = φn+1(s+1) for abbreviation when no confusion occurs. Denote Z (s) = ‖α(s)‖2 + ‖β(s)‖2 + ‖γ (s)‖2 +
‖δα(s)‖2 + ‖δβ(s)‖2, and make inductive assumption
Z (s) ≤ K˜(h4 + τ 4), (4.14)
where K˜ is a positive constant defined later. This assumption implies U (s), V (s) andW (s) are bounded.
Multiply (4.9) and (4.10)with
α
(s+1)
ij −ξnij
τ
h1h2τ = (α(s+1)ij −ξ nij )h1h2 and γ (s+1)ij h1h2τ respectively, then sumup the products
over 1 ≤ i ≤ J1 − 1 and 1 ≤ j ≤ J2 − 1, and deal with the various terms in the resultant equalities. Firstly one sees
J1−1−
i=1
J2−1−
j=1

3
2
α
(s+1)
ij − ξ nij
τ
− 1
2
dtξ nij

α
(s+1)
ij − ξ nij
τ
h1h2τ ≥ 54
α(s+1) − ξ nτ
2 τ − 14‖dtξ n‖2τ . (4.15)
J1−1−
i=1
J2−1−
j=1

3
2
γ
(s+1)
ij − ηnij
τ
− 1
2
dtηnij

γ
(s+1)
ij h1h2τ ≥
1
2
‖γ (s+1)‖2 − 9
8
‖ηn‖2 − 1
8
‖dtηn‖2τ 2. (4.16)
Using summation by parts (2.3) for index l = i and j respectively, and noticing that α(s+1)ij and ξ n disappear on boundary,
one gets
−
J1−1−
i=1
J2−1−
j=1
δ(A(s)(U, V )δα(s+1))ij(α(s+1)ij − ξ nij )h1h2
=
J1−1−
i=0
J1−1−
j=1
A(s)
i+ 12 ,j
(U, V )δxα
(s+1)
i+ 12 ,j
[
δxα
(s+1)
i+ 12 ,j
− δxξ ni+ 12 ,j
]
+
J1−1−
i=1
J1−1−
j=0
A(s)
i,j+ 12
(U, V )δyα
(s+1)
i,j+ 12
[
δyα
(s+1)
i,j+ 12
− δyξ ni,j+ 12
]
= ⟨A(s)(U, V )δα(s+1), δα(s+1) − δξ n⟩
≥ (1− ϵ)A∗‖δα(s+1)‖2 − K‖δξ n‖2, (4.17)
where K ≥ A∗4ϵ . Hölder’s inequality (2.2) and Assumption (1) have been used to get the inequality.
From (4.11), there is γ (s+1)ij = 32
β
(s+1)
ij −ζ nij
τ
− 12dtζ nij − R3ij. Similarly,
−
J1−1−
i=1
J2−1−
j=1
δ(B(s)(U, V )δβ(s+1))ijγ (s+1)ij h1h2τ
=

B(s)(U, V )δβ(s+1),
3
2
[δβ(s+1) − δζ n] − 1
2
(δζ n − δζ n−1)− τδR3

≥ 3
2
(1− ϵ)B∗‖δβ(s+1)‖2 − K‖δζ n‖2 − K‖δζ n−1‖2 − K‖δR3‖2τ 2, (4.18)
where K ≥ 3B∗
ϵ
.
Now turn attention to the right sides. Firstly, with Assumption (2), omitting the subscripts n + 1 and superscripts, one
derives
A(s)(U, V )− A(u, v) = A∗(s)u α(s) + A∗(s)v β(s), (4.19)
where A∗(s)u =
 1
0 A
′
u(aU
(s)+ (1− a)u, v)da, A∗(s)v =
 1
0 A
′
v(U
(s), aV (s)+ (1− a)v)da. Denote A′(s)u = A′(s)u (U, V ) and so on for
notation convenience. Hence
A∗(s)u − A′(s)u = A∗(s)uu α(s) + A∗(s)uv β(s), (4.20)
A∗(s)v − A′(s)v = A∗(s)vv β(s), (4.21)
where A∗(s)uu = −
 1
0
 1
0 (1−a)A′′uu(b(aU (s)+ (1−a)u)+ (1−b)U (s), v)dbda, A∗(s)uv = −
 1
0
 1
0 A
′′
uv(U
(s), bV (s)+ (1−b)v)dbda,
and A∗(s)vv = −
 1
0
 1
0 (1 − a)A′′vv(U (s), b(aV (s) + (1 − a)v) + (1 − b)V (s))dbda. Furthermore, noticing (4.19)–(4.21), one has
the following equality with a direct derivation.
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[A(s)(U, V )− A(u, v)]δxu+ {A′(s)u [α(s+1) − α(s)] + A′(s)v [β(s+1) − β(s)]}δx[α(s) + u]
= {[A∗(s)uu α(s) + A∗(s)uv β(s)]α(s) + A∗(s)vv β(s)β(s) + A′(s)u α(s+1) + A′(s)v β(s+1)}δxu
+{A′(s)u [α(s+1) − α(s)] + A′(s)v [β(s+1) − β(s)]}δxα(s). (4.22)
A simple operator expansion shows that
|δ([A∗(s)u α(s) + A∗(s)v β(s)]δu)| = |[δA∗(s)u α(s) + δA∗(s)v β(s) + A∗(s)u δα(s) + A∗(s)v δβ(s)]δu+ [A∗(s)u α(s) + A∗(s)v β(s)]δ2u|
≤ K [|α(s)| + |β(s)| + |δα(s)| + |δβ(s)|](|δu| + |δ2u|). (4.23)
Using summation by parts (2.3), then noticing (4.22) and (4.23), one gets
J1−1−
i=1
J2−1−
j=1
{δ([A(s)(U, V )− A(u, v)]δu)ij + δ({A′(s)u (U, V )[α(s+1) − α(s)]
+ A′(s)v (U, V )[β(s+1) − β(s)]}δ[α(s) + u])ij}(α(s+1)ij − ξ nij )h1h2
= −⟨{[A∗(s)uu α(s) + A∗(s)uv β(s)]α(s) + A∗(s)vv β(s)β(s) + A′(s)u α(s+1)
+ A′(s)v β(s+1)}δu+ {A′(s)u [α(s+1) − α(s)] + A′(s)v [β(s+1) − β(s)]}δα(s), δα(s+1) − δξ n⟩
≤ ϵ
α(s+1) − ξ nτ
2 τ + ϵ‖δα(s+1)‖2 + K‖α(s+1)‖2 + K‖β(s+1)‖2 + K‖δξ n‖2 + K [‖α(s)‖∞ + ‖β(s)‖∞
+‖δα(s)‖∞][‖α(s)‖2 + ‖β(s)‖2 + ‖α(s+1)‖2 + ‖β(s+1)‖2 + ‖δα(s+1)‖2 + ‖δα(s)‖2 + ‖δξ n‖2]. (4.24)
Similarly, using (2.3) and (4.11), one has the following estimate.
J1−1−
i=1
J2−1−
j=1
{δ([B(s)(U, V )− B(u, v)]δv)ij + δ({B′(s)u (U, V )[α(s+1) − α(s)]
+ B′(s)v (U, V )[β(s+1) − β(s)]}δ[β(s) + v])ij}γ (s+1)ij h1h2τ
= −⟨{[B∗(s)uu α(s) + B∗(s)uv β(s)]α(s) + B∗(s)vv β(s)β(s) + B′(s)u α(s+1) + B′(s)v β(s+1)}δv + {B′(s)u [α(s+1) − α(s)]
+ B′(s)v [β(s+1) − β(s)]}δβ(s),
3
2
[δβ(s+1) − δζ n] − 1
2
(δζ n − δζ n−1)− τδR3⟩
≤ K‖γ (s+1)‖2τ + ϵ‖δβ(s+1)‖2 + K‖α(s+1)‖2 + K‖β(s+1)‖2 + K‖δζ n‖2 + K‖δζ n−1‖2 + K‖δR3‖2τ 2
+K [‖α(s)‖∞ + ‖β(s)‖∞ + ‖δβ(s)‖∞][‖α(s)‖2 + ‖β(s)‖2 + ‖α(s+1)‖2 + ‖β(s+1)‖2
+‖δβ(s+1)‖2 + ‖δβ(s)‖2 + ‖δζ n‖2 + ‖δζ n−1‖2 + ‖δR3‖2τ 2]. (4.25)
For the rest terms, there is
f (s)(U, V )− f (u, v) = f ∗(s)u α(s) + f ∗(s)v β(s) + f ∗(s)ux ∂xα(s) + f ∗(s)uy ∂yα(s) + f ∗(s)vx ∂xβ(s) + f ∗(s)vy ∂yβ(s),
where f ∗(s)u =
 1
0 f
′
u(aU
(s) + (1− a)u, V (s), ∂xU (s), ∂yU (s), ∂xV (s), ∂yV (s))da, etc. Hence
f ∗(s)u − f ′(s)u = f ∗(s)uu α(s),
f ∗(s)v − f ′(s)v = f ∗(s)vu α(s) + f ∗(s)vv β(s), . . . ,
where f ∗(s)uu = −
 1
0
 1
0 (1 − a)f ′′uu(b(aU (s) + (1 − a)u) + (1 − b)U (s), V (s), ∂xU (s), ∂yU (s), ∂xV (s), ∂yV (s))dbda, etc. Thus by
analogous but simple derivations as for (4.22), one has
|[f (s)(U, V )− f (u, v)] + L(f ′(s+1)(U, V )[α, β])|
≤ K [|α(s)|2 + |β(s)|2 + |∂xα(s)|2 + |∂yα(s)|2 + |∂xβ(s)|2 + |∂yβ(s)|2
+ |α(s+1)| + |β(s+1)| + |∂xα(s+1)| + |∂yα(s+1)| + |∂xβ(s+1)| + |∂yβ(s+1)|].
Similar estimate stands for |[g(s)(U, V ,W )−g(u, v, w)]+L(g ′(s+1)(U, V ,W )[α, β, γ ])|with two additional terms |γ (s)|2+
|γ (s+1)| in the right parentheses.
Hence by using (2.2) and (4.11), one gets
J1−1−
i=1
J2−1−
j=1
{[f (s)ij (U, V )− fij(u, v)] + L(f ′(s+1)(U, V )[α, β])ij}
α
(s+1)
ij − ξ nij
τ
h1h2τ
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≤ K‖α(s+1)‖2τ + K‖β(s+1)‖2τ + K‖δα(s+1)‖2τ + K‖δβ(s+1)‖2τ + 1
4
α(s+1) − ξ nτ
2 τ
+ K [‖α(s)‖2∞ + ‖β(s)‖2∞ + ‖δα(s)‖2∞ + ‖δβ(s)‖2∞][‖α(s)‖2 + ‖β(s)‖2 + ‖δα(s)‖2 + ‖δβ(s)‖2]τ . (4.26)
J1−1−
i=1
J2−1−
j=1
{[g(s)ij (U, V ,W )− gij(u, v, w)] + L(g ′(s+1)(U, V ,W )[α, β, γ ])ij}γ (s+1)ij h1h2τ
≤ K‖α(s+1)‖2τ + K‖β(s+1)‖2τ + K‖δα(s+1)‖2τ + K‖δβ(s+1)‖2τ + K‖γ (s+1)‖2τ + K [‖α(s)‖2∞ + ‖β(s)‖2∞
+‖δα(s)‖2∞ + ‖δβ(s)‖2∞][‖α(s)‖2 + ‖β(s)‖2 + ‖δα(s)‖2 + ‖δβ(s)‖2]τ + K‖γ (s)‖2∞‖γ (s)‖2τ . (4.27)
Along with these, one has other two estimates with (2.2).
J1−1−
i=1
J2−1−
j=1
R1ij
α
(s+1)
ij − ξ nij
τ
h1h2τ ≤ K‖R1‖2τ + 14
α(s+1) − ξ nτ
2 τ . (4.28)
J1−1−
i=1
J2−1−
j=1
R2ijγ
(s+1)
ij h1h2τ ≤ K‖R2‖2τ + K‖γ (s+1)‖2τ . (4.29)
Thus combining relations (4.9)–(4.13), (4.15)–(4.18) and (4.24)–(4.29), andmanipulating on the derived relation, one hasα(s+1) − ξ nτ
2 τ + ‖α(s+1)‖2 + ‖β(s+1)‖2 + ‖γ (s+1)‖2 + ‖δα(s+1)‖2 + ‖δβ(s+1)‖2
≤ K¯1[‖α(s)‖∞ + ‖β(s)‖∞ + ‖δα(s)‖∞ + ‖δβ(s)‖∞][‖α(s+1)‖2 + ‖β(s+1)‖2 + ‖δα(s+1)‖2 + ‖δβ(s+1)‖2]
+ K¯2[‖α(s)‖∞ + ‖β(s)‖∞ + ‖δα(s)‖∞ + ‖δβ(s)‖∞ + ‖α(s)‖2∞ + ‖β(s)‖2∞ + ‖γ (s)‖2∞
+‖δα(s)‖2∞ + ‖δβ(s)‖2∞][‖α(s)‖2 + ‖β(s)‖2 + ‖γ (s)‖2 + ‖δα(s)‖2
+‖δβ(s)‖2 + ‖δξ n‖2 + ‖δζ n‖2 + ‖δζ n−1‖2 + ‖δR3‖2τ 2] + K¯3Y n+1,
where
Y n+1 = ‖ξ n‖2 + ‖ζ n‖2 + ‖ηn‖2 + ‖ζ n−1‖2 + ‖δξ n‖2 + ‖δζ n‖2 + ‖δζ n−1‖2
+‖dtξ n‖2τ + ‖dtηn‖2τ 2 + ‖Rn+11 ‖2τ + ‖Rn+12 ‖2τ + ‖Rn+13 ‖2τ 2 + ‖δRn+13 ‖2τ 2.
With ζ 0ij = 0, Lemma 1 and (4.6), Y n+1 ≤ K1(h4 + τ 4). Then with inductive assumption (4.14) and discrete inverse
inequality, one has
‖α(s)‖∞ + ‖β(s)‖∞ + ‖γ (s)‖∞ + ‖δα(s)‖∞ + ‖δβ(s)‖∞ ≤ K0h−1Z (s) ≤ K0

K˜h−1(h2 + τ 2) ≤ ϵ1 < 1,
‖α(s)‖2∞ + ‖β(s)‖2∞ + ‖γ (s)‖2∞ + ‖δα(s)‖2∞ + ‖δβ(s)‖2∞ ≤ (ϵ1)2,
furthermore,α(s+1) − ξ nτ
2 τ + Z (s+1) ≤ K¯1ϵ1Z (s+1) + K¯2(ϵ1 + ϵ21)[K˜(h4 + τ 4)+ K1(h4 + τ 4)] + K¯3K1(h4 + τ 4).
Let K˜ satisfy K¯1ϵ1 ≤ 12 , 2K¯2(ϵ1 + ϵ21)(K˜ + K1)+ 2K¯3K1 ≤ K˜ , thenα(s+1) − ξ nτ
2 τ + Z (s+1) ≤ K˜(h4 + τ 4). (4.30)
From (4.8), there is ‖Y n+13 ‖2 + ‖δY n+11 ‖2 + ‖δY n+12 ‖2 = O(h4 + τ 4). Hence the condition (4.14) satisfies for initial s = 0
with relation (4.13), ξ 0ij = ζ 0ij = η0ij = 0, and Lemma 1. Hence Theorem 1 is valid. 
Remark 2. By using the LD approach, various Picard–Newton iteration schemes may be constructed with different discrete
formulas after linearization. Here, a high accuracy PN iteration is designed by using second-order discretization for both
the spatial and temporal operators, which is referred to as PN2. If first-order approaches for ut and vtt on τn+1 are adopted,
e.g. the expression 32
φn+1(s+1)−φn
τ
− 12dtφn in (3.8)–(3.10) approximating 32dtφn+1 − 12dtφn = φn+1t + O(τ 2) is replaced with
φn+1(s+1)−φn
τ
≈ dtφn+1 = φn+1t + O(τ ), then a two-level iteration scheme with first-order temporal accuracy named as PN1
will be got.
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Table 1
Approximation errors of the PN2 iteration scheme.
8× 8 16× 16 32× 32 64× 64 ord1 ord2 ord3 Order
ue 1.338234e−2 3.530781e−3 9.192509e−4 2.394065e−4 1.922 1.942 1.941 1.935
ve 1.922202e−2 4.994325e−3 1.288124e−3 3.399539e−4 1.944 1.955 1.922 1.940
we 2.288981e−2 6.450517e−3 1.726809e−3 4.596011e−4 1.827 1.901 1.910 1.879
uhe 5.994143e−2 1.589835e−2 4.142975e−3 1.080884e−3 1.915 1.940 1.939 1.931
vhe 8.486799e−2 2.220613e−2 5.747124e−3 1.516778e−3 1.934 1.950 1.922 1.935
5. Numerical examples
Here numerical experiments are presented to demonstrate the high accuracy and efficiency of the PN iteration scheme
proposed. The numerical solution is compared with the exact solution, and the second-order time iteration scheme is
compared with the first-order one. Consider the coupled system (2.1) inΩ × J = (0, 1)× (0, 1)× (0, 2]with the following
coefficients and functions:
A(x, y, t, u, v) = 0.4 sin[(0.5+ e−t) sin(πx) sin(πy)+ u− 2.0v] + 0.5,
B(x, y, t, u, v) = 0.4 sin[(0.5+ e−t) sin(πx) sin(πy)− 2.0u+ v] + 0.5,
f (x, y, t, u, v, ux, uy, vx, vy) = 0.5π2(0.5+ e−t) sin(πx) sin(πy)+ 0.5π2u− v + 0.5 sin(πx) sin(πy)
+ sin(πx) cos(πy)(ux + vx)− cos(πx) sin(πy)(uy + vy),
g(x, y, t, u, v, ux, uy, vx, vy, vt) = 0.5π2(0.5+ e−t) sin(πx) sin(πy)+ u+ 0.5π2v − (0.5+ e−t) sin(πx) sin(πy)
− sin(πx) cos(πy)(ux − vx)+ cos(πx) sin(πy)(uy − vy)− vt .
The boundary conditions and initial values are as follows:
u(x, y, t) = v(x, y, t) = 0, (x, y) ∈ ∂Ω, t ∈ J,
u(x, y, 0) = 1.5 sin(πx) sin(πy), (x, y) ∈ Ω,
v(x, y, 0) = 1.5 sin(πx) sin(πy), (x, y) ∈ Ω,
vt(x, y, 0) = − sin(πx) sin(πy), (x, y) ∈ Ω.
The exact solution for this system is known as:
u(x, y, t) = (0.5+ e−t) sin(πx) sin(πy),
v(x, y, t) = (0.5+ e−t) sin(πx) sin(πy).
To show the accuracy of PN2, four groups of spatial and temporary step parameters are considered first: J1 × J2 × M =
8×8×16, 16×16×32, 32×32×64, 64×64×128. Accordingly, h = h1 = h2 =
 1
8 ,
1
16 ,
1
32 ,
1
64

, τ =  18 , 116 , 132 , 164; hence
the corresponding expected error bounds h21 + h22 + τ 2 are 4.6875e−2, 1.171875e−2, 2.9296875e−3 and 7.32421875e−4
respectively. Denote
es = ‖Un(s+1) − Un(s)‖ + ‖V n(s+1) − V n(s)‖ + ‖W n(s+1) −W n(s)‖
+‖δUn(s+1) − δUn(s)‖ + ‖δV n(s+1) − δV n(s)‖.
Take the convergence tolerance as es ≤ 1with amaximumof 6 iterations in each time step. Use ue, ve,we, uhe and vhe to
record the errors in various forms between the numerical solution obtained by the PN2 iteration (3.8)–(3.12) and the exact
solution of system (2.1), where
ue = ‖αn(s)‖ = ‖Un(s) − un‖, ve = ‖βn(s)‖ = ‖V n(s) − vn‖,
we = ‖γ n(s)‖ = ‖W n(s) − wn‖, uhe = ‖δαn(s)‖ = ‖δUn(s) − δun‖,
vhe = ‖δβn(s)‖ = ‖δV n(s) − δvn‖.
They represent the errors for the discrete counterpoints of variants u, v, w,∇u and ∇v. It shows that these five errors
obtained with the above four meshes are up bounded by 8.486799e−2, 2.220613e−2, 5.747124e−3 and 1.516778e−3
respectively, and are accordant in order with h21 + h22 + τ 2.
Table 1 shows the data and order of the approximation errors, where the data and orders are listed in column 2–5 and
column 6–9 respectively. ‘‘ord1’’ is obtained by using formula log2

eh/e h
2

to deal with the data in column 2 and 3. ‘‘ord2’’
is obtained with those in column 3 and 4, and so on. ‘‘Order’’ is the average of ‘‘ord1’’, ‘‘ord2’’ and ‘‘ord3’’. It can be seen the
order is about 2, which is accordant with theoretical analysis.
Table 2 compares the accuracy and efficiency of the two Picard–Newton iterations: PN2 and PN1,where ‘‘Time’’ expresses
the total computation time. Simulations are givenwith 60×60 spatialmesh and different temporal steps.M = 40, 60 and 80
provide better temporal step matches for such mesh with PN2, while M = 630, 660, 720 and 750 provide better matches
with PN1. It shows that with the same step lengths, PN2 can get more accurate results with less time. PN1 needs much
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Table 2
Comparison of accuracy and efficiency of PN1 and PN2.
M ue ve we uhe vhe Time
PN2 40 2.952877e−4 4.519452e−4 9.426292e−4 1.347234e−3 2.011871e−3 80.828
60 2.757589e−4 3.945220e−4 5.402204e−4 1.246008e−3 1.760643e−3 115.359
80 2.801109e−4 4.043273e−4 6.124496e−4 1.267889e−3 1.800003e−3 149.828
PN1 40 2.762706e−3 3.213228e−3 1.258649e−2 1.451217e−2 8.389845e−3 88.609
60 1.995305e−3 2.341776e−3 9.108363e−3 1.061369e−2 5.609794e−3 124.875
80 1.571338e−3 1.854470e−3 7.173631e−3 8.412241e−3 4.194483e−3 159.703
630 2.988191e−4 3.439839e−4 3.937121e−4 1.337407e−3 1.530702e−3 1046.704
660 2.883767e−4 3.311858e−4 3.636592e−4 1.289766e−3 1.475531e−3 1091.875
720 2.773815e−4 3.183000e−4 3.232743e−4 1.239844e−3 1.419546e−3 1181.750
750 2.764252e−4 3.167728e−4 3.115623e−4 1.235596e−3 1.413010e−3 1233.281
t
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Fig. 1. Comparison on errors: left for PN1, right for PN2.
smaller time step length and more time to get similar accuracy. One can conclude that PN2 is more accurate and faster than
PN1, which verifies the high efficiency of PN2. Fig. 1 demonstrates the errors developing with increasing computer time on
mesh 60× 60× 80 for PN1 and PN2. Comparison shows the high accuracy of PN2.
As stated in Theorem 1, the approximation order is uniform in s. In fact, one iteration (s = 0) is carried out for each time
step in all the above tests. It is enough to give high accuracy, which is consistent with Theorem 1.
Remark 3. If the coefficients A and B are calculated in a different way, e.g., An
i+ 12 ,j
(U, V ) = 12 [A(xi+1,j, τn,Uni+1,j, V ni+1,j) +
A(xij, τn,Uni,j, V
n
ij )], etc., the same theoretical conclusion is valid, while numerical tests show that the approximation errors
shift upward slightly with the same order.
6. Summary
This paper has studied a Picard–Newton iteration scheme with second-order spatial and temporal accuracy for two-
dimensional nonlinear parabolic–hyperbolic system by adopting the LD approach. The rigorous theoretical analysis is
presented. Moreover, numerical experiments verify the theoretical result, and show it is more accurate and efficient than
that with first-order temporal accuracy.
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