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1. Introduction
In this paper we consider the two-dimensional parabolic systems
{
∂tΩ
(1) − Ω(1) + ∇ · (Ω(1)∇Ω(2)) = 0, t > 0, x ∈R2,
∂tΩ
(2) − Ω(2) − Ω(1) = 0, t > 0, x ∈R2, (1.1)
with the initial condition
Ω(1)
∣∣
t=0 = Ω(1)0 , Ω(2)
∣∣
t=0 = Ω(2)0 , x ∈R2. (1.2)
Here unknown functions Ω(1) and Ω(2) represent the population of the organism and the con-
centration of the chemical at x ∈ R2 and t > 0, respectively. The system (1.1)–(1.2) is known as
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tion in (1.1) is replaced by ∂tΩ(2) − Ω(2) + Ω(2) − Ω(1) = 0, it is known that (1.1)–(1.2) formulated
in a smooth bounded domain possesses both blow-up solutions and time-global solutions depending
on the size of initial data; this was conjectured, for example, by Nanjundiah [31] or Childress and Per-
cus [6]. In [12,13] Herrero and Velázquez proved the existence of radially symmetric solutions which
blow up in ﬁnite time, together with detailed asymptotic estimates. Blow-up solutions without radial
symmetry are then obtained by Horstmann and Wang [15]. In Nagai, Senba, and Suzuki [26] possi-
ble blow-up points or proﬁles are examined. On the other hand, for positive initial data whose L1
norms are less than some explicit number, Nagai, Senba, and Yoshida [27] showed that solutions exist
globally in time; see also Senba and Suzuki [34]. The convergence of such solutions to a stationary
solution at t → ∞ is proved in Gajewski and Zacharias [10] and Horstmann [14].
In this paper we will focus our attention to time-global solutions of (1.1), and in particular, the
main interest of research here is the asymptotic behaviors of solutions at time inﬁnity. Different from
the cases studied in the above papers, (1.1)–(1.2) has an invariant property under the scaling
Θλ
(
Ω(1)(x, t)
Ω(2)(x, t)
)
:=
(
λΩ(1)(λ
1
2 x, λt)
Ω(2)(λ
1
2 x, λt)
)
, λ > 0.
Indeed, it is easy to check that if Ω = (Ω(1),Ω(2)) solves (1.1) then ΘλΩ also satisﬁes (1.1). If Ω
satisﬁes (1.1) and ΘλΩ = Ω for all λ > 0, then Ω is called a self-similar solution to (1.1). Self-similar
solutions are recognized as an important class of solutions, for they are heuristically candidates of the
asymptotic proﬁles of general solutions at large time. For (1.1) the existence of self-similar solutions
was proved by Biler [1], and Naito [29] showed rigorously that if the initial data is small enough then
the solution to (1.1)–(1.2) behaves like a self-similar solution as t → ∞. More precisely, the following
theorem is proved in [29].
Theorem 1. (See [29].) If ‖Ω(1)0 ‖L1 and ‖∇Ω(2)0 ‖L2 are suﬃciently small, then there is a unique solution Ω to
(1.1)–(1.2) such that
sup
t>0
t1−
1
p
∥∥Ω(1)(t)∥∥Lp + sup
t>0
t
1
2− 1q ∥∥∇Ω(2)(t)∥∥Lq < ∞, 1 p ∞, 2 q∞. (1.3)
Moreover, if (1+ |x|2)Ω(1)0 ∈ L1(R2) and ∇Ω(2)0 ∈ L1(R2) in addition, then it follows that
t1−
1
p
∥∥∥∥Ω(1)(t) − 1t U (1)δ
( ·√
t
)∥∥∥∥
Lp
= O (t−σ ), t → ∞, (1.4)
for some σ ∈ (0, 12 ). Here (t−1U (1)δ ( x√t ),U
(2)
δ (
x√
t
)) is the self-similar solution to (1.1)with
∫
R2
U (1)δ (x)dx = δ,
where δ = ∫
R2
Ω
(1)
0 (x)dx.
In Theorem 1 we mean by ∇ f ∈ Lp(R2) that ∂ j f belongs to Lp(R2) for each j = 1,2.
Theorem 1 shows that the ﬁrst order asymptotic proﬁle is given by the self-similar solution with
the same mass. On the other hand, the authors [17] recently establish the abstract theory which gives
the procedure to obtain accurate asymptotic proﬁles of solutions for some class of evolution equa-
tions possessing two symmetries: translation invariance and scaling invariance. Due to the presence
of translation invariance, the abstract theory in [17] is indeed applicable for (1.1) and does present a
more precise asymptotic proﬁle than (1.4). But in order to verify this application we have to precisely
track the behaviors of the spectrum of the linearized operators around the self-similar solutions. These
linearized operators include, however, variable coeﬃcients with functions for which even explicit rep-
resentations are not available. Although many technicalities are required because of this diﬃculty, to
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view.
The aim of this paper is thus to provide more accurate asymptotic proﬁles than (1.4) by applying
the theory in [17], together with the detailed spectral analysis of the linearized operators around the
self-similar solutions. For m,m′ > 0 set
L2m = L2
((
1+ |x|2)m2 dx), H1m′ = H1((1+ |x|2)m′2 dx).
Our ﬁrst result is
Theorem2. Letm > 2. Assume that ‖Ω0‖L2m×H1m−2  1 and that
∫
R2
Ω
(1)
0 (x)dx = δ = 0. LetΩ be the solution
to (1.1)–(1.2) in Theorem 1. Then Ω belongs to C([0,∞); L2m × H1m−2) and there exist η˜(δ) ∈R and y˜∗ ∈R2
such that
∥∥∥∥Ω(1)(t) − (1+ t)−1U (1)δ
( · + y˜∗√
1+ t
)∥∥∥∥
Lp
 C
(1+ t)−1+
1
p −min{1,m−12 }+η˜(δ)+
 (1.5)
holds for all 
 > 0 and 1  p  2. Here the number η˜(δ) depends only on δ and satisﬁes limδ→0 η˜(δ) = 0.
Furthermore, if m > 3 then there are η(δ) ∈R and y∗ = ( y˜∗, y∗3) ∈R2 ×R such that
∥∥∥∥Ω(1)(t) − (1+ t + y∗3)−1U (1)δ
( · + y˜∗√
1+ t + y∗3
)∥∥∥∥
Lp
 C(1+ t)−2+ 1p +η(δ) (1.6)
holds for 1 p  2. Here the number η(δ) depends only on δ and satisﬁes limδ→0 η(δ) = 0. Moreover, η(δ) is
positive if δ is positive, and negative if δ is negative.
Remark 1. Let m > 3. Then, since
∥∥∥∥(1+ t)−1U (1)δ
( · + y˜∗√
1+ t
)
− (1+ t + y∗3)−1U (1)δ
( · + y˜∗√
1+ t + y∗3
)∥∥∥∥
Lp
 C(1+ t)−2+ 1p ,
(1.6) implies that η˜(δ)+ 
 = 0 if δ < 0 and η˜(δ)+ 
 = η(δ) if δ > 0 in (1.5). Therefore, (1.6) gives more
precise asymptotic proﬁle than (1.5) if m > 3 and δ < 0.
Remark 2. There are many works on the system where the second equation in (1.1) is replaced by the
elliptic equation −Ω(2) = Ω(1) , which also has the scaling and translation invariance if considered
in the whole space; see [21,5] for blow-up solutions, and see [30,2,5,4,33,25] for time-global or self-
similar solutions. We also refer to [16,3,24,35] for results on related chemotaxis models. Although it
is possible to obtain the similar result as Theorem 2 in this case, we do not go into details further in
this paper.
Theorem 2 states that if the self-similar solution is suitably shifted, then it describes the large time
behavior of solutions more precisely. This phenomenon was observed also for the one-dimensional
viscous Burgers equation; see Miller and Bernoff [23] and Yanagisawa [37]. The proof of [23] and [37]
depends on the use of the Hopf–Cole transformations which reduces the problem to a linear heat
equation. Recently an observation similar to (1.5) was made for a one-dimensional KS:
{
∂tΩ
(1) − Ω(1) + ∇ · (Ω(1)∇Ω(2)) = 0, t > 0, x ∈R,
(2) (2) (2) (1)
(1.7)
∂tΩ − Ω + Ω − Ω = 0, t > 0, x ∈R.
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constant multiples of the heat kernel as time goes to inﬁnity. Nishihara [32] then proved that a suit-
ably shifted heat kernel gives more precise asymptotics as in (1.5) by introducing a time dependent
shift parameter in the spatial variable. An extension to the case of higher space dimensions has been
done in Yamada [36] by considering the behavior of the center of mass of solutions.
As stated before, we will prove Theorem 2 by applying the abstract results in [17] which are based
on the spectral properties of the linearized operator around the proﬁle function Uδ in connection
with translation and scaling invariance. Our approach delineates the nature of the equation to yield
the phenomenon as those in Theorem 2.
In general, when evolution equations possess a scaling invariant property there is an associated
“similarity transform”; see (2.13). For (1.1) this transform is written as
(
u(1)(x, t)
u(2)(x, t)
)
=
(
etΩ(1)(e
t
2 x, et − 1)
Ω(2)(e
t
2 x, et − 1)
)
,
and the problem is converted to the stability problem of the proﬁle function Uδ in this new variables.
The linearized operator around Uδ , denoted by Lδ , is then given by
Lδ =A+ B −N ′(Uδ),
where
A f =
(
 f (1)
 f (2) + f (1)
)
, B f =
(
( x2 · ∇ + I) f (1)
x
2 · ∇ f (2)
)
,
and
N ′(Uδ) f =
(∇ · (U (1)δ ∇ f (2)) + ∇ · ( f (1)∇U (2)δ )
0
)
.
See Section 3 for details. The next result is on the spectrum of Lδ , which is important to obtain the
decay rate in (1.6). For m 0 let L2m and H2m be the Hilbert spaces deﬁned by
L2m =
{
φ ∈ L2(R2) ∣∣∣ ∫
R2
(
1+ |x|2)m∣∣φ(x)∣∣2 dx < ∞},
H2m =
{
φ ∈ L2m
∣∣ ∂ lxφ ∈ L2m, |l| 2},
where the inner products of L2m and H
2
m are deﬁned in a natural way. Set Xm = L2m × H2m−2 and let
σ(Lδ) be the spectrum of Lδ in Xm .
Theorem 3. Assume that m > 2. If |δ| is suﬃciently small then there exist η′(δ) ∈ R and λi(δ) ∈ C, i = 1,2,
such that
σ(Lδ) ⊂
{
0,−1
2
,−1, λ1(δ), λ2(δ)
}
∪
{
Re(λ)−min
{
3
2
,
m − 1
2
}
+ η′(δ)
}
. (1.8)
Here η′(δ) satisﬁes limδ→0 η′(δ) = 0, and each λi(δ) has the asymptotics at δ → 0 as follows:
λ1(δ) = −1+ 1 δ + o(δ), λ2(δ) = −1− 18 2 δ2 + o
(
δ2
)
. (1.9)16π 2 3π
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plicity 2 whose eigenfunctions are ∂ jUδ , j = 1,2. Moreover, if m > 3 then: −1 is a simple eigenvalue whose
eigenfunction is BUδ ; λ1(δ) is a simple eigenvalue; λ2(δ) is a semisimple eigenvalue with multiplicity 2.
The eigenvalues λ1(δ) and λ2(δ) given in Theorem 3 are closely related to the decay rate in (1.6).
In fact, we see from [17, Lemma 6.2] that the value of η(δ) in (1.6) is given by
η(δ) = 1
16π
δ + o(δ) if δ > 0, η(δ) = − 1
283π2
δ2 + o(δ2) if δ < 0.
To prove Theorem 3 we appeal to the perturbation theory for linear operators ([19]), where
Lδ is regarded as a small perturbation from L0 = A + B in the space Xm = L2m × H1m−2. We will
show that σ(L0) ∩ {μ;Reμ > −(m − 1)/2} = {−k/2;k = 0,1,2, . . . , [m − 2]} and each −k/2 is a
semisimple eigenvalue. In particular, the multiplicities of the eigenvalues 0,−1/2, and −1 are 1,
2, and 4, respectively (see Proposition 3 below). By the general perturbation theory there is a
number η′(δ) satisfying limδ→0 η′(δ) = 0 such that σ(Lδ) ∩ {μ;Reμ > −(m − 1)/2 + η′(δ)} con-
sists of isolated eigenvalues with ﬁnite multiplicities when |δ|  1, and each eigenvalue in this
set is located around −k/2, k = 0,1, . . . , [m − 2]. Our abstract theory then implies that if m > 3
then σ(Lδ) ∩ {μ;Reμ > −min{3/2, (m − 1)/2} + η′(δ)} = {0,−1/2,−1, λ1(δ), λ2(δ), λ3(δ)}, where
λi(δ) = −1 + O (δ) (i = 1,2,3); see Remark 5 below and [17, Section 6.4]. The key structures of
(1.1) underlying this spectral distribution are the conservation of mass, the translation invariance, and
the scaling invariance. Indeed, they yield the associated eigenvalues 0,−1/2, and −1, even in the case
δ = 0. The eigenvalue −1 of L0 has a multiplicity 4 and will be shown to bifurcate in three eigenvalues
−1, λ1(δ) and λ2(δ) = λ3(δ) as given in (1.9). The asymptotics of λi(δ) in (1.9) is established through
the power series representation of Uδ and the reduction process in the perturbation theory. However,
deriving the values 1/(16π) or −1/(283π2) in (1.9) is far from trivial. Indeed, in order to obtain such
asymptotics one has to exactly valuate some integrals of functions without explicit expressions, which
seems to be hopeless in general. We overcome this diﬃculty by using the expansion by the Hermite
functions in the Gaussian weighted L2 space and by calculating the nonlinear interactions with Uδ
through the operator N ′(Uδ) carefully.
This paper is organized as follows. In Section 2 we summarize the results of [17]. In Section 3
we check several conditions assumed in the abstract results of [17], which gives (1.5) and a part of
Theorem 3. In Section 4 we complete the proof of Theorem 3 and (1.6) by investigating the spectrum
of Lδ .
2. Preliminaries
In this section we recall the results in [17], where the nonlinear evolution equation in a Banach
space X is discussed:
d
dt
Ω −AΩ +N (Ω) = 0, t > 0. (E)
Here A is a closed linear operator in X and N is a nonlinear operator. In [17] a scaling and transla-
tions in abstract settings are introduced as follows.
We denote by R× the multiplicative group {λ ∈ R | λ > 0} and by R+ the additive group R. Both
groups are endowed with the usual Euclidean topology. Let B(X) be the Banach space of all bounded
linear operators in X . Then
Deﬁnition 1. (See Deﬁnition 2.1 [17].) (1) We say R= {Rλ}λ∈R× ⊂ B(X) a scaling if R is a strongly
continuous action of R× on X , i.e.,
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R1 = I, (2.2)
Rλ′u → Rλu in X when λ′ → λ for each u ∈ X . (2.3)
(2) We say T = {τa}a∈R+ ⊂ B(X) a translation if T is a strongly continuous group acting on X .
For one-parameter family of translations {Tθ }θ∈R with Tθ = {τa,θ }a∈R+ , we say that it is strongly
continuous if τa,θ ′ ( f ) → τa,θ ( f ) in X as θ ′ → θ for each a ∈ R+ and f ∈ X . When there are n one-
parameter families of translations {T ( j)θ }θ∈R , j = 1, . . . ,n, we say that they are independent if for all
a,a′, θ ∈R+ it follows that
τ
(i)
a,θ τ
( j)
a′,θ = τ ( j)a′,θ τ (i)a,θ , 1 i, j  n. (2.4)
The generator of {Rλ}λ∈R× and {T ( j)θ }θ∈R are denoted by B and D( j)θ , respectively. We also consider
a linear operator Γa,θ which is a derivative of τa,θ with respect to θ :
Dom(Γa,θ ) =
{
f ∈ X
∣∣∣ lim
h→0
τa,θ+h( f ) − τa,θ ( f )
h
exists
}
,
Γa,θ ( f ) = lim
h→0
τa,θ+h( f ) − τa,θ ( f )
h
, f ∈ Dom(Γa,θ ). (2.5)
A scaling R = {Rλ}λ∈R× naturally induces an action on C((0,∞); X) as follows. For f ∈
C((0,∞); X) we set
Θλ( f )(t) = Rλ
(
f (λt)
)
, λ ∈R×. (2.6)
We call {Θλ}λ∈R× the scaling induced by R.
Deﬁnition 2. Let {Θλ}λ∈R× be the scaling induced by R= {Rλ}λ∈R× . We say that f ∈ C((0,∞); X) is
self-similar with respect to {Θλ}λ∈R× if
Θλ( f ) = f , λ ∈R×. (2.7)
Then we easily see that
Proposition 1. The function f ∈ C((0,∞); X) is self-similar with respect to {Θλ}λ∈R× if and only if f can be
expressed as
f (t) = R 1
t
(h) (2.8)
with a function h ∈ X.
In [17] it is assumed that A generates a strongly continuous (C0) semigroup etA in X , which gives
a mild solution to the linear equation
d
dt
Ω −AΩ = 0, t > 0. (E0)
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for any t > 0 and Ω(t) satisﬁes the equality
Ω(t) = e(t−s)AΩ(s) −
t∫
s
e(t−τ )AN (Ω(τ))dτ , for all t > s > 0. (2.9)
Moreover, if Ω(t) satisﬁes in addition
lim
t→0Ω(t) = Ω0 ∈ X, limt→0
t∫
0
∥∥e(t−s)AN (Ω(s))∥∥X ds = 0, (2.10)
then we say that Ω(t) is a mild solution to (E) with initial data Ω0.
Deﬁnition 4. We call Ω(t) ∈ C((0,∞); X) a self-similar solution to (E) with respect to {Θλ}λ∈R× if
Ω(t) is a mild solution to (E) and is self-similar with respect to {Θλ}λ∈R× .
With the deﬁnition of mild solutions we deﬁne the invariance of (E) with respect to a scaling or
translations as follows.
Deﬁnition 5. Let R= {Rλ}λ∈R× be a scaling and let {Tθ }θ∈R be a strongly continuous one-parameter
family of translations.
(i) We say that (E) is invariant with respect to {Θλ}λ∈R× if Θλ(Ω)(t) is a mild solution to (E) with
initial data Rλ(Ω0) for each λ ∈R× whenever Ω(t) is a mild solution to (E) with initial data Ω0.
(ii) We say that (E) is invariant with respect to {Tθ }θ∈R if τa,t+θ (Ω(t)) is a mild solution to (E) with
initial data τa,θ (Ω0) for each a ∈ R+, θ  0 whenever Ω(t) is a mild solution to (E) with initial
data Ω0.
Let (E0) be invariant with respect to {Θλ}λ∈R× and {Tθ }θ∈R . Then the above deﬁnition is expressed
by the relations such as
Rλe
λtA = etARλ, (2.11)
τa,t+θetA = etAτa,θ . (2.12)
When (E0) is invariant with respect to {Θλ}λ∈R× induced by R = {Rλ}λ∈R× we introduce the
“similarity transform”
Θ(t) = Ret e(et−1)A = e(1−e−t )ARet , t  0. (2.13)
Then we have
Lemma 1. (See [17, Lemma 2.1].) The one-parameter family {Θ(t)}t0 deﬁned by (2.13) is a strongly contin-
uous semigroup in X.
The generator of Θ(t) is denoted by A. Then it follows that Dom(A) ∩ Dom(B) ⊂ Dom(A) and
A f =A f + B f , for f ∈ Dom(A) ∩ Dom(B). (2.14)
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In this section we collect several assumptions on (E) and operators stated in [17].
2.1.1. Assumptions on (E0)
We ﬁrst state the assumptions on (E0). As stated in the previous section, the operator A is as-
sumed to generate a strongly continuous semigroup etA in X .
(E1) There is a scalingR= {Rλ}λ∈R× such that (E0) is invariant with respect to {Θλ}λ∈R× .
(E2) There are ﬁnite numbers of strongly continuous one-parameter families of translations {T ( j)θ }θ∈R , 1 
j  n, such that they are independent and (E0) is invariant with respect to {T ( j)θ }θ∈R for each j.
Let B , D( j)θ , and Γ
( j)
a,θ be the generator of Rλ , the generator of T ( j)θ , and the derivative of τ ( j)a,θ with
respect to θ deﬁned by (2.5), respectively. For a pair of linear operators L1, L2 its commutator is
deﬁned by [L1, L2] = L1L2 − L2L1. The next assumption represents the relation between the scaling R
and translations {T ( j)θ }θ∈R .
(T1) For all a, θ ∈R and j = 1, . . . ,n the inclusion
τ
( j)
a,θ
(
Dom(A) ∩ Dom(B) ∩ Dom(D( j)θ )∩ Dom(Γ ( j)a,θ ))⊂ Dom(B)
holds, and there is a μ j > 0 such that
[
B, τ ( j)a,θ
]
f + θΓ ( j)a,θ f = −aμ j D( j)θ τ ( j)a,θ f (2.15)
holds for f ∈ Dom(A) ∩Dom(B) ∩Dom(Γ ( j)a,θ ) ∩ Dom(D( j)θ ).
(T2) For any nontrivial f belonging to Dom(A)∩Dom(B)∩⋂nj=1 Dom(D( j)1 ) the functions {B f , D(1)1 f , . . . ,
D(n)1 f } are linearly independent.
The values μ j in (T1) are related with the eigenvalues of A and they play important roles in our
arguments. We set
μ∗ = max{μ1, . . . ,μn,1}, μ∗ =min{μ1, . . . ,μn,1}. (2.16)
2.1.2. Assumptions on A
We recall that A is the generator of the strongly continuous semigroup Θ(t) = Ret e(et−1)A . Let
σ(A) be the spectrum of A and let ress(et A) be the radius of the essential spectrum of et A ; see [7,
Chapter IV] for deﬁnitions.
(A1) There is a positive number  such that σ(A) ⊂ {0} ∪ {μ ∈ C | Re(μ)  −}. Moreover, 0 is a simple
eigenvalue of A in X.
(A2) There is a number ζ such that ζ >max{,μ∗} and ress(et A) e−ζ t .
Let w0 be the eigenfunction to the eigenvalue 0 of A normalized to be 1 in X . Then we introduce
the eigenprojections P0,0 and Q0,0, which are deﬁned by
P0,0 f =
〈
f ,w∗0
〉
w0, Q0,0 f = f − P0,0 f (2.17)
where 〈 , 〉 is a dual coupling of X and its dual space X∗ , and w∗0 is the eigenfunction to the eigenvalue
0 of the adjoint operator A∗ in X∗ with 〈w0,w∗0〉 = 1. From (A2) the set {μ ∈ σ(A) | Re(μ) > −ζ }
consists of isolated eigenvalues with ﬁnite algebraic multiplicities; see [7, Corollary IV-2-11].
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Finally we give the assumptions on the nonlinear operator N . For a linear operator T we denote
by ‖ · ‖Dom(T ) the graph norm of T , i.e., ‖ f ‖Dom(T ) = ‖ f ‖X + ‖T f ‖X .
(N1) N maps Dom(A) into Q0,0X and there is q > 0 such that ‖N ( f )‖X  C‖ f ‖1+qDom(A) holds for any‖ f ‖Dom(A)  1.
(N2) There are α ∈ (0,1], β ∈ [0,1), and 
0 ∈ [0,) such that for each t > 0 the operator
N(t, ·) = etAN (·) (2.18)
is a C1+α map from Dom(A) into Q0,0X satisfying the estimates
∥∥N ′(t, f )h − N ′(t, g)h∥∥X  C
(
1+ t
t
)β
e−(−
0)t‖ f − g‖αX‖h‖X , (2.19)
for all f , g,h ∈ Dom(A) with a constant C > 0 depending only on α, β , , 
0 , and M > 0when ‖ f ‖X +
‖g‖X + ‖h‖X  M. Here N ′(t, f ) is a Fréchet derivative of N(t, ·) at f .
(N3) There is a dense setW in X such that λRλN =N Rλ and τ ( j)a,θN =N τ ( j)a,θ hold in W for any λ ∈ R× ,
a ∈R+ , θ ∈R, and j.
2.2. Results of [17]
Now let us state the results in [17]. The ﬁrst result gives the existence of self-similar solutions
to (E). Let w0, w∗0, P0,0, Q0,0 be the functions and the projections in (2.17).
Theorem 4. (See Theorem 2.1 [17].) Assume that (E1), (A1), (N1), (N2), and (N3) hold. Let {Θλ}λ∈R× be the
scaling induced by R in (E1), and q,α be the numbers in (N1), (N2). Then there is a number δ0 > 0 such
that the following statement holds. There is a family of self-similar solutions {R 1
t
Uδ}|δ|δ0 to (E) with respect
to {Θλ}λ∈R× such that Uδ is C1+α in X with respect to δ and written in the form Uδ = δw0 + vδ for some
vδ ∈ Q0,0X with ‖vδ‖Dom(A)  C |δ|1+q.
The second result is on the existence of time-global solutions to (E) and their self-similar asymp-
totics at time inﬁnity.
Theorem 5. (See Theorem 2.2 [17].) Assume that (E1), (A1), (A2), (N1), (N2), and (N3) hold. Let , 
0 be the
numbers in (A1), (N2). If ‖Ω0‖X is suﬃciently small, then there is a unique mild solutionΩ(t) ∈ C([0,∞); X)
to (E) with initial data Ω0 such that
∥∥R1+tΩ(t) − Uδ∥∥X  C(1+ t)− 2 ‖Ω0 − Uδ‖X , t > 0. (2.20)
Here δ = 〈Ω0,w∗0〉 and Uδ is the function in Theorem 4.
The estimate (2.20) in Theorem 5 implies that solutions are approximated by the self-similar so-
lution in large time with accuracy up to O (t−

2 ). In view of (A1) and (A2), the rate O (t−

2 ) could
be improved but in general at most up to O (t−+
) for any 
 > 0. The aim in [17] was to present
an abstract method to capture more precise asymptotic proﬁles of solutions by making use of sym-
metries of equations, translation and scaling invariances. Especially, in many applications our method
gives a suitable shift of the self-similar solution as an asymptotic approximation with accuracy beyond
O (t−).
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S(y; f ) = τ (1)y1,1+yn+1 · · ·τ
(n)
yn,1+yn+1 R 11+yn+1
f . (2.21)
Note that if O ⊂ Rn+1 is a suﬃciently small open ball centered at the origin, then S(y; f ) is a con-
tinuous map from O to X . The following lemma represents the relations between symmetries of (E0)
and the operator A.
Lemma 2. (See Lemma 2.3 [17].) Assume that (E1), (E2), (T1), (T2), and (A1) hold. Let w0 be the eigenfunction
for the eigenvalue 0 of A in (A1) with ‖w0‖X = 1. Suppose that S(· ;w0) : O → X is C1 . Then Bw0 and
D( j)1 w0 are eigenfunctions of A for the eigenvalues−1 and−μ j , respectively. Moreover, w0 , Bw0 and D( j)1 w0 ,
j = 1, . . . ,n, are linearly independent.
If in addition (A2) holds, then the set {μ ∈ σ(A) | Re(μ)  −μ∗} with μ∗ = max{1,μ1, . . . ,μn}
consists of ﬁnite numbers of eigenvalues with ﬁnite algebraic multiplicities (note that the relation
μ∗   holds by (A1) and Lemma 2). Let E0 be the total eigenprojection to the eigenvalues {μ ∈
σ(A) | Re(μ)−μ∗}, that is,
E0 = 1
2π i
∫
γ˜
(λ − A)−1 dλ, (2.22)
where γ˜ is a suitable curve around {μ ∈ σ(A) | Re(μ)−μ∗}.
Set
e0,0 = w0, e0,n+1 = c0,n+1Bw0, e0, j = c0, j D( j)1 w0, j = 1, . . . ,n. (2.23)
Here c0, j is taken as ‖e0, j‖X = 1. Then {e0, j}n+1j=0 forms a part of the basis of the generalized
eigenspace E0X = {E0 f | f ∈ X}. So there are {e∗0, j}n+1j=0 ⊂ X∗ which forms a part of the basis of the
generalized eigenspace associated with the eigenvalues {μ ∈ σ(A∗) | Re(μ)−μ∗} to the adjoint op-
erator A∗ and satisﬁes the relations 〈e0, j, e∗0,k〉 = δ jk , where 〈, 〉 is a dual coupling of X and its dual
space X∗ , and δ jk is Kronecker’s delta. By (A1) at least e∗0,0(= w∗0) is the eigenfunction for the simple
eigenvalue 0 of A∗ . We set the projections as
P0, j f =
〈
f , e∗0, j
〉
e0, j, Q0, j f = f − P0, j f , 0 j  n + 1, (2.24)
P0 f =
n+1∑
j=0
P0, j f , Q0 f = f − P0 f . (2.25)
Let −ν0 be the growth bound of etQ0AQ0 , that is,
−ν0 = inf
{
μ ∈R ∣∣ ∃Cμ > 0 s.t. ∥∥etQ0 AQ0 f ∥∥X  Cμeμt‖ f ‖X , ∀ f ∈ Q0X}. (2.26)
Note that we always have   ν0  ζ , where  and ζ are the numbers in (A1) and (A2). Next we
set
H(y0, y;Uδ) = S(y;Uδ+y0). (2.27)
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over, from the proof of Theorem 4 we will see that H(y0, y;Uδ) is C1+α with respect to y0 in X
and
∂y0H(y0, y;Uδ)|δ=y0=0 = S(y;w0). (2.28)
The main contribution of [17] is as follows. Set
μ0 = 0, μn+1 = 1. (2.29)
Theorem 6. (See [17, Theorem 2.3].) Assume that (E1), (E2), (T1), (T2), (A1), (A2), and (N1)–(N3) hold.
Suppose that S(y;w0) is C1 near y = 0 and H(y0, y;Uδ) is C1+γ near (y0, y) = (0,0) for some γ > 0. Let
Ω(t) be the mild solution in Theorem 5 with δ = 0 and let ν0 be the number in (2.26). Assume that ν0 μ∗
and {−μ j}n+1j=1 are semisimple eigenvalues of A−N ′(Uδ). Then there exist η(δ) ∈R and y∗ ∈Rn+1 such that
for any 
 > 0 the following estimate holds for t  1:
∥∥∥∥R1+tΩ(t) − S
(
y∗1
(1+ t)μ1 , . . . ,
y∗n
(1+ t)μn ,
y∗n+1
1+ t ;Uδ
)∥∥∥∥
X
 C
(1+ t)−ν0+η(δ)+
 . (2.30)
Here η(δ) satisﬁes limδ→0 η(δ) = 0 and C
 is independent of t  1. Especially, if ν0 > μ∗ and |δ| is suﬃciently
small, then each of {−μ j}n+1j=1 is semisimple, and thus (2.30) holds in this case.
Remark 3. The value of η(δ) in Theorem 6 is determined by the spectrum of the linearized oper-
ator Lδ = A − N ′(Uδ). Indeed, in [17, Lemma 6.2] it is proved that there exists an η(δ) ∈ R with
limδ→0 η(δ) = 0 such that the spectrum of Lδ is included in the set
{−μ j}n+1j=0 ∪
{
μ ∈C ∣∣ Re(μ)−ν0 + η(δ)}. (2.31)
The number η(δ) in Theorem 6 is nothing but η(δ) in (2.31).
Remark 4. Let ζ be the number in (A2). As stated in [17, Remark 6.4], for the linearized operator Lδ =
A −N ′(Uδ) there is a number η′(δ) satisfying limδ→0 η′(δ) = 0 such that the spectrum {μ ∈ σ(Lδ) |
Re(μ) > −ζ + η′(δ)} consists of isolated eigenvalues with ﬁnite multiplicity. Especially, if ζ > ν0 and
all eigenvalues in {μ ∈ σ(A −N ′(Uδ)) | Re(μ)−ν0 + η(δ)} are semisimple in Theorem 6, then we
can take 
 = 0 in (2.30); see [17, Remark 6.4] for details. This fact will be used to obtain (1.6).
In Theorem 6 we consider the shifts of Uδ with respect to both translations and scaling. We can
also consider the shifts of Uδ with respect to only translations under weaker assumptions on A. Set
μ˜∗ = max{μ1, . . . ,μn}, (2.32)
and
P˜0 f =
n∑
j=0
P0, j f , Q˜0 f = f − P˜0 f . (2.33)
Let −ν˜0 be the growth bound of etQ˜0 AQ˜0 , that is,
−ν˜0 = inf
{
μ ∈R ∣∣ ∃Cμ > 0 s.t. ∥∥etQ˜0 AQ˜0 f ∥∥  Cμeμt‖ f ‖X , ∀ f ∈ Q˜0X}. (2.34)X
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(A2)′ There is a number ζ such that ζ >max{, μ˜∗} and ress(et A) e−ζ t .
For y˜ = (y1, . . . , yn) ∈Rn let us deﬁne the shift operator S˜( y˜; f ) by
S˜( y˜; f ) = S( y˜,0; f ) = τ (1)y1,1 · · ·τ
(n)
yn,1
f . (2.35)
Then we have
Theorem 7. (See [17, Theorem 2.4].) Assume that (E1), (E2), (T1), (T2), (A1), (A2)′ , and (N1)–(N3) hold.
Suppose that S(y;w0) is C1 near y = 0 and H(y0, y;Uδ) is C1+γ near (y0, y) = (0,0) for some γ > 0. Let
Ω(t) be the mild solution in Theorem 5 with δ = 0 and let ν˜0 be the number in (2.34). Assume that ν˜0  μ˜∗
and {−μ j}nj=1 are semisimple eigenvalues of A −N ′(Uδ). Then there exist η(δ) ∈ R and y˜∗ = (y∗1, . . . , y∗n)
such that for any 
 > 0 the following estimate holds for all t  1:
∥∥∥∥R1+tΩ(t) − S˜
(
y∗1
(1+ t)μ1 , . . . ,
y∗n
(1+ t)μn ;Uδ
)∥∥∥∥
X
 C
(1+ t)−ν˜0+η˜(δ)+
 . (2.36)
Here η˜(δ) satisﬁes limδ→0 η˜(δ) = 0 and C
 is independent of t  1. Especially, if ν˜0 > μ˜∗ and |δ| is suﬃciently
small, then each of {−μ j}nj=1 is semisimple, and thus (2.36) holds in this case.
Remark 5. As in the case of Theorem 6 the number η˜(δ) in Theorem 7 is related with the spectrum
of Lδ = A −N ′(Uδ). Under the setting of Theorem 7 the spectrum of Lδ is included in the set
{−μ j}n+1j=0 ∪
{
μ ∈C ∣∣ Re(μ)−ν˜0 + η˜(δ)}, (2.37)
see [17, Section 6.4]. In particular, the number η˜(δ) in Theorem 7 is the one in (2.37).
3. Asymptotic behavior of solutions to (1.1)
In this section we apply the results stated in the previous section to the Keller–Segel system (1.1).
Let us introduce function spaces. For positive number m and nonnegative integer s let L2m and H
s
m be
the complex Hilbert spaces deﬁned by
L2m =
{
φ ∈ L2(R2) ∣∣∣ ∫
R2
(
1+ |x|2)m∣∣φ(x)∣∣2 dx < ∞},
〈φ1, φ2〉L2m =
∫
R2
φ1(x)φ2(x)
(
1+ |x|2)m dx,
Hsm =
{
φ ∈ L2m
∣∣ ∂ lxφ ∈ L2m, |l| s},
where the inner product of Hsm is deﬁned in a natural way. Let G(x) = 14π e−
|x|2
4 be the two-
dimensional Gaussian. We also introduce a Gaussian weighted L2 space:
L2∞ =
{
φ ∈ L2(R2) ∣∣∣ ∫
2
∣∣φ(x)∣∣2 dx
G(x)
< ∞
}
,R
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∫
R2
φ1(x)φ2(x)
dx
G(x)
,
Hs∞ =
{
φ ∈ L2∞
∣∣ ∂ lxφ ∈ L2∞, |l| s}.
Let m ∈ (2,∞] and let Xm be the Hilbert space deﬁned by
Xm = L2m × H2m−2. (3.1)
For (E) we take X = Xm and the operators A and N are respectively given by
A=
(
 0
I 
)
, N (Ω) =
(∇ · (Ω(1)∇Ω(2))
0
)
.
Then the domain of A is given by
Dom (A) = { f = ( f (1), f (2)) ∈ Xm ∣∣A f ∈ Xm}
⊂ {( f (1), f (2)) ∈ Xm ∣∣ ∂ s1x f (1) ∈ L2m, ∂ s2x f (2) ∈ L2m−2, |s1| 2, |s2| 4}.
We introduce a scaling {Rλ}λ∈R× :
Rλ
(
Ω(1)(x)
Ω(2)(x)
)
:=
(
λΩ(1)(λ
1
2 x)
Ω(2)(λ
1
2 x)
)
,
and one-parameter families of translations {T ( j)θ }θ∈R , j = 1,2:
T (1)θ = T (1) =
{
τ
(1)
a
}
a∈R+ ,
(
τ
(1)
a Ω
)
(x) = Ω(x1 + a, x2),
T (2)θ = T (2) =
{
τ
(2)
a
}
a∈R+ ,
(
τ
(2)
a Ω
)
(x) = Ω(x1, x2 + a).
Then the generators of {Rλ}λ∈R× and {T ( j)θ }θ∈R , j = 1,2, are respectively given by
B =
(
x
2 · ∇ + I 0
0 x2 · ∇
)
, D( j)θ = D( j) =
(
∂ j 0
0 ∂ j
)
,
and Γ ( j)a,θ (the derivative of {τ ( j)a,θ }a,θ∈R with respect to θ ) is zero. Now it is not diﬃcult to see
Proposition 2. Let m ∈ (2,∞) and X = Xm. Then for the above A, {Rλ}λ∈R× , and {T ( j)θ }θ∈R , j = 1,2, the
assumptions (E1), (E2), (T1) and (T2) are satisﬁed with μ j = 12 , j = 1,2.
The proof is omitted. To study the semigroup et A = e(1−e−t )ARet let us introduce the differential
operator
L=  + x · ∇ + 1, (3.2)
2
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etLg = e
t
4πa(t)
∫
R2
e−
|x−y|2
4a(t) g
(
yet
)
dy, a(t) = 1− e−t . (3.3)
One can check that et A is represented by
etA f =
(
etL f (1)
e−tetL f (2) + (1− e−t)etL f (1)
)
.
Then we have
Proposition 3. Let m ∈ (2,∞] and X = Xm. Then σ(A) = {− k2 | k = 0,1,2, . . .} ∪ {μ ∈C | Re(μ)−m−12 }
and 0 is a simple eigenvalue of A in X with the eigenfunction w0 = (G,G) . The associated eigenprojection is
given by
P0,0 f = c( f )w0, c( f ) =
∫
R2
f (1)(x)dx. (3.4)
Moreover, we have ress(et A) = e−m−12 t , and if m > k+ 1 then − k2 is a semisimple eigenvalue with multiplicity
k+1+max{k−1,0}. Especially, the multiplicity of − 12 is 2whenm > 2, and the multiplicity of −1 is 4when
m > 3.
Proof. We ﬁrst observe that if μ ∈C is an eigenvalue of L in L2m then μ is an eigenvalue of A in Xm .
Indeed, let f (1) ∈ Dom(L) = {φ ∈ L2m |Lφ ∈ L2m} be an eigenfunction to the eigenvalue μ. We note that
Dom(L) = {φ ∈ H2m | x · ∇φ ∈ L2m} with equivalent norms (for example, see [17] when m < ∞) and by
the elliptic regularity we can also show that Dom(L2) ↪→ H4m . Then it is straightforward to see that
f = ( f (1), f (1)) ∈ H4m × H4m satisﬁes A f = μ f . Let 2<m < ∞. In [11, Theorem A.1] it is proved that
μ ∈ C with Re(μ) < −m−12 is an eigenvalue of L in L2m . It is also shown that if k ∈ N ∪ {0} satisﬁes
m > k + 1 then − k2 is a semisimple eigenvalue of L whose eigenspace is spanned by {∂ l11 ∂ l22 G}l1+l2=k .
Since the spectrum is closed, we have {μ ∈C | Re(μ)−m−12 } ∪ {− k2 | k ∈N∪ {0}} ⊂ σ(A). Set
Gl1,l2 = αl1,l2∂ l11 ∂ l22 G, αl1,l2 =
∥∥∂ l11 ∂ l22 G∥∥−1L2∞ .
For each k ∈ {−1,0} ∪N satisfying m > k + 1 let P(1)k be the projection on L2m deﬁned by
P(1)k φ =
∑
l1+l2=k
〈φ,Gl1,l2〉L2∞Gl1,l2 , P
(1)
−1φ = 0. (3.5)
Let n be the integer such that n + 1<m n+ 2. We set for l = −1,0, . . . ,n,
Q(1)l φ =
(
I −
l∑
k=−1
P(1)k
)
φ. (3.6)
Then by [11, Proposition A.2] we have for any 
 > 0,
∥∥∂ j11 ∂ j22 etLQ(1)l φ∥∥L2m  C
j1+ j2
2
e−
l+1+min{0,m−l−2−
}
2 t‖ f ‖L2m , (3.7)
a(t)
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it is easy to verify
∥∥etLQ(1)n φ∥∥Hsm  C
e−m−1+
2 t‖ f ‖Hsm , (3.8)
for any nonnegative integer s. For m > 2 and n ∈N with n + 1<m n+ 2, we set
Pn f = (I −Qn) f , Qn f =
(Q(1)n f (1),Q(1)n−2 f (2)), f ∈ Xm. (3.9)
Note that n − 2−1 and Q(1)n−2 f (2) is well-deﬁned for f (2) ∈ L2m−2. Then from (3.8) we have for any

 > 0,
∥∥etAQn f ∥∥Xm  C
e−m−1+
2 t‖ f ‖Xm . (3.10)
Since et APn is a ﬁnite rank operator, we have from (3.10) that ress(et A) = ress(et AQn) e−m−12 t . On
the other hand, by [7, Corollary IV-2-11], for any w > 1t log ress(e
t A), the set {μ ∈ σ(A) | Re(μ) w}
must be ﬁnite. This implies ress(et A) e−
m−1
2 t since each μ ∈C with Re(μ) < −m−12 is already shown
to belong to σ(A). Hence ress(et A) = e−m−12 t holds. Since et A is expressed as
etA f = etAQn f +
(
etL
∑n
k=−1P(1)k f (1)
e−tetL
∑n−2
k=−1P(1)k f (2) + (1− e−t)etL
∑n
k=−1P(1)k f (1)
)
= etAQn f +
( ∑n
k=−1 e−
k
2 tP(1)k f (1)∑n−2
k=−1 e
− k+22 tP(1)k f (2) + (1− e−t)
∑n
k=−1 e−
k
2 tP(1)k f (1)
)
,
one can check that − k2 is a semisimple eigenvalue of A if k ∈ N ∪ {0} satisﬁes m > k + 1, and its
eigenspace is spanned by
{(
∂
l1
1 ∂
l2
2 G, ∂
l1
1 ∂
l2
2 G
) ∣∣ l1 + l2 = k} if k = 0,1,{(
∂
l1
1 ∂
l2
2 G, ∂
l1
1 ∂
l2
2 G
) ∣∣ l1 + l2 = k}∪ {(0, ∂ l11 ∂ l22 G) ∣∣ l1 + l2 = k − 2} if k 2.
Especially, the projection P0,0 is given as in (3.4).
When m = ∞, it is well known that L is self-adjoint in L2∞ and its spectrum consists of semisimple
eigenvalues {− k2 | k = 0,1,2, . . .} whose eigenspace is spanned by {∂ l11 ∂ l22 G}l1+l2=k for each − k2 ; for
example, see [8]. Moreover, instead of (3.7) the estimate
∥∥∂ j11 ∂ j22 etLQ(1)l φ∥∥L2∞  C
a(t)
j1+ j2
2
e−
l+1
2 t‖φ‖L2∞ , (3.11)
holds for any t > 0. Indeed, in L2∞ by the spectral decomposition theorem we have
etLQ(1)l φ =
∞∑
k=l+1
e−
k
2 t
∑
l +l =k
〈φ,Gl1,l2〉L2∞Gl1,l2 ,
1 2
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∥∥∂ j11 ∂ j22 etLφ∥∥L2∞  C
a(t)
j1+ j2
2
‖φ‖L2∞ , 0< t < 1.
Thus by the semigroup property we get (3.11). Then instead of (3.8) and (3.10) we have
∥∥etLQ(1)n φ∥∥Hs∞  Ce− n+12 t‖φ‖Hs∞ , (3.12)
and
∥∥etAQn f ∥∥X∞  Ce− n+12 t‖ f ‖X∞ . (3.13)
As in the case of m < ∞, the expansion of the semigroup shows that − k2 is a semisimple eigenvalue
of A in X∞ for each k ∈N∪ {0} and its multiplicity is k+ 1+max{k− 2,0}. This completes the proof
of Proposition 3. 
Proposition 3 immediately yields
Corollary 1. Let X = Xm. If m > 2 then (A1) and (A2)′ hold with  = 12 , ζ = m−12 . Furthermore, the number
ν˜0 deﬁned in (2.34) is given by ν˜0 = min{1, m−12 }. If m > 3 then (A1) and (A2) hold with the same  and ζ as
above. Furthermore, the number ν0 deﬁned in (2.26) is given by ν0 = 1.
Next we consider the nonlinear term N (Ω) = (∇ · (Ω(1)∇Ω(2)),0) in (1.1).
Proposition 4. Letm ∈ (2,∞) and X = Xm. ThenN (Ω) in (1.1) satisﬁes (N1), (N2), and (N3)with q = α = 2,
β = 34 , and 
0 = 0.
Proof. Since it is easy to check (N3), we show only (N1) and (N2). We ﬁrst note that
Dom(A) = {( f (1), f (2)) ∈ L2m × H2m−2 ∣∣ L f (1) ∈ L2m, L f (2) ∈ H2m−2}
↪→ H2m × H4m−2.
Set b(x) = (1+ |x|2) 12 and let m ∈ (2,∞). Then (N1) follows from the deﬁnition of P0,0 and
∥∥N (Ω)∥∥Xm = ∥∥∇ · (Ω(1)∇Ω(2))∥∥L2m

∥∥bm∇Ω(1) · ∇Ω(2)∥∥L2 + ∥∥bmΩ(1)Ω(2)∥∥L2

∥∥bm∇Ω(1)∥∥L2∥∥∇Ω(2)∥∥L∞ + ∥∥bmΩ(1)∥∥L2∥∥Ω(2)∥∥L∞
 C
∥∥Ω(1)∥∥H2m∥∥Ω(2)∥∥H4m−2 + C
∥∥Ω(1)∥∥H2m∥∥Ω(2)∥∥H4m−2
 C‖Ω‖2Dom(A). (3.14)
Here we used the Sobolev embedding theorem. Since N is bilinear, in order to prove (N2), it suﬃces
to estimate
etAN (Ω) =
(
etL∇ · (Ω(1)∇Ω(2))
(1− e−t)etL∇ · (Ω(1)∇Ω(2))
)
.
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∥∥etLφ∥∥L2m  C
a(t)
1
p − 12
∥∥bmφ∥∥Lp , 0< t  1.
Then by using the relation e− t2 ∂ jetL = etL∂ j , (3.7), and the semigroup property, we get
∥∥etL∂ jφ∥∥L2m  C
a(t)
1
p
e−
t
2
∥∥bmφ∥∥Lp , t > 0. (3.15)
Thus we have
∥∥etL∇ · (Ω(1)∇Ω(2))∥∥L2m  Ce
− t2
a(t)
1
p
∥∥bmΩ(1)∇Ω(2)∥∥Lp
 Ce
− t2
a(t)
1
p
∥∥Ω(1)∥∥L2m∥∥∇Ω(2)∥∥L 2p2−p
 Ce
− t2
a(t)
1
p
∥∥Ω(1)∥∥L2m∥∥∇2Ω(2)∥∥2(1−
1
p )
L2
∥∥∇Ω(2)∥∥ 2p −1
L2
. (3.16)
Here we used the Gagliardo–Nirenberg inequality in the last line. Next we see from (3.7),
∥∥(1− e−t)∂ sxetL∇ · (Ω(1)∇Ω(2))∥∥L2m  C(1− e−t)a
(
t
2
)− |s|2 ∥∥e t2L∇ · (Ω(1)∇Ω(2))∥∥L2m
 Ce
− t2
a(t)
|s|
2 −1+ 1p
∥∥Ω(1)∥∥L2m∥∥∇2Ω(2)∥∥2−
2
p
L2
∥∥∇Ω(2)∥∥ 2p −1
L2
.
Hence we have
∥∥(1− e−t)etL∇ · (Ω(1)∇Ω(2))∥∥H2m  Ce
− t2
a(t)
1
p
∥∥Ω(1)∥∥L2m∥∥∇2Ω(2)∥∥2−
2
p
L2
∥∥∇Ω(2)∥∥ 2p −1
L2
. (3.17)
Combining these above with p = 43 , we get
∥∥etAN (Ω)∥∥Xm  Ce
− t2
a(t)
3
4
∥∥Ω(1)∥∥L2m∥∥Ω(2)∥∥ 12H2m−2
∥∥Ω(2)∥∥ 12
H1m−2
. (3.18)
This gives (N2). The proof is complete. 
From Propositions 2–4 we can apply Theorem 4 and obtain (real-valued) the self-similar solutions
R 1
t
Uδ with Uδ = δw0 + vδ ∈ Dom(A) for suﬃciently small |δ|. In order to apply Theorem 6 or The-
orem 7 we need to show more regularities of Uδ . Recall that vδ = (v(1)δ , v(2)δ ) is the (real-valued)
solution to
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−Lv(1)δ + ∇ ·
{(
δG + v(1)δ
)∇(δG + v(2)δ )}= 0, x ∈R2,
−(L− I)v(2)δ − v(1)δ = 0, x ∈R2.
(3.19)
From the deﬁnition of P0,0 we see that vδ satisﬁes
∫
R2
v(1)δ (x)dx = 0, and the uniqueness of vδ such
that ‖vδ‖Dom(A)  Cδ2 also follows by [17, Theorem 4.1].
Let ϕ = (ϕ(1), ϕ(2)) ∈ H2∞ × H4∞ ,
∫
R2
ϕ(1)(x)dx = 0, be the solution to
{−Lϕ(1) + ∇ · (G∇G) = 0, x ∈R2,
−(L− I)ϕ(2) − ϕ(1) = 0, x ∈R2. (3.20)
It is not diﬃcult to see that ϕ uniquely exists and is radially symmetric. Indeed, since L is self-
adjoint in L2∞ and satisﬁes −L 12 in {φ ∈ L2∞ |
∫
R2
φ(x)dx = 0}, the terms ϕ(1) = (−L)−1∇ · (G∇G) ∈
Dom(L) and ϕ(2) = (−L+ I)−1ϕ(1) ∈ Dom(L2) make sense. Since the radial symmetry is preserved
under the action of (−L)−1, we get the radial symmetry of ϕ . Below we will freely use the relation
Dom(L) ↪→ H2∞ and Dom(L2) ↪→ H4∞ (in fact, we can show the equality with equivalent norms).
Then we have
Proposition 5. Let m ∈ (2,∞) and X = Xm. If |δ| is suﬃciently small, then the function Uδ ∈ X in Theorem 4
for (1.1) satisﬁes
Uδ = δw0 + δ2ϕ + δ3zδ, (3.21)
where zδ is C2 with respect to δ in H2∞ × H4∞ and ‖zδ‖H2∞×H4∞  C. Moreover, Uδ is radially symmetric.
Proof. We ﬁrst observe that v(1)δ ∈ H2m satisﬁes the equation
−Lv(1)δ + ∇
(
δG + v(2)δ
) · ∇v(1)δ + {(δG + v(2)δ )}v(1)δ = −∇ · {δG∇(δG + v(2)δ )}.
Since v(2)δ ∈ H4m−2, we have ‖∇(δG + v(2)δ )‖L∞ + ‖(δG + v(2)δ )‖L∞ < ∞ and
lim
R→∞ sup|x|R
(∣∣∇(δG + v(2)δ )(x)∣∣+ ∣∣(δG + v(2)δ )(x)∣∣)= 0.
Now we can apply Proposition 12 in Appendix A and then v(1)δ belongs to Dom(L) ↪→ H2∞; in fact,
we can show the Gaussian decay such as |v(1)δ (x)| C
e−
1−

4 |x|2 for any 
 > 0 by [22, Proposition 1.1,
Lemma 1.1]. Again by Proposition 12 we have v(2)δ ∈ H2∞ , since v(2)δ solves (−L+ I)v(2)δ = v(1)δ . More-
over, since v(2)δ = (−L+ I)−1v(1)δ and v(1)δ ∈ Dom(L) in L2∞ , we conclude v(2)δ ∈ Dom(L2) ⊂ H4∞ .
We set zδ ∈ H2∞ × H4∞ as vδ = δ2ϕ + δ3zδ . Then zδ satisﬁes the equation
−Azδ +N ′
(
δG + δ2ϕ)zδ + δ3N (zδ) = −N ′(G)ϕ − δN (ϕ). (3.22)
That is, zδ is a ﬁxed point of the map
Ψδ( f ) = −(−A)−1
{N ′(δG + δ2ϕ) f + δ3N ( f )}− (−A)−1{N ′(G)ϕ + δN (ϕ)}. (3.23)
Since N is bilinear, we have 2N ( f ) =N ′( f ) f and thus it suﬃces to prove the estimate such as
∥∥(−A)−1N ′( f )h∥∥ 2 4  C∥∥ f ∥∥ 2 4 ‖h‖H2 ×H4 . (3.24)H∞×H∞ H∞×H∞ ∞ ∞
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respect to δ in H2∞ × H4∞ by the uniform contraction mapping theorem. Set z = (−A)−1N ′( f )h. Then
we have
‖z‖H2∞×H4∞ 
∥∥z(1)∥∥H2∞ + ∥∥z(2)∥∥H4∞
= ∥∥(−L)−1∇ · ( f (1)∇h(2) + h(1)∇ f (2))∥∥H2∞ + ∥∥(−L+ I)−1z(1)∥∥H4∞
 C
∥∥(−L)−1∇ · ( f (1)∇h(2) + h(1)∇ f (2))∥∥Dom(L) + C∥∥(−L+ I)−1z(1)∥∥Dom(L2)
 C
∥∥∇ · ( f (1)∇h(2) + h(1)∇ f (2))∥∥L2∞ .
By arguing as same as in (3.14), the last term is bounded from above by C‖ f ‖H2∞×H4∞‖h‖H2∞×H4∞ .
It is not diﬃcult to show that zδ is radially symmetric. Indeed, if zδ is a ﬁxed point of Ψδ , then
zδ(O ·) is also a ﬁxed point of Ψδ for any orthogonal matrix O . Hence by the uniquness of the ﬁxed
point (which follows from the contraction mapping theorem) we get zδ(·) = zδ(O ·), i.e., zδ is radially
symmetric. Then the radial symmetry of Uδ follows from the radial symmetry of w0, ϕ , and zδ . This
completes the proof. 
By Proposition 5 the function Uδ belongs to H2∞ × H4∞ and is C2 with respect to δ in this space.
Recalling the deﬁnition H(y0, y;Uδ) = τ (1)y1 τ (2)y2 R 11+y3 Uδ+y0 , we have
Corollary 2. Let m ∈ (2,∞) and X = Xm. If |δ| is suﬃciently small, then H(y0, y;Uδ) is C2 in X near
(y0, y) = (0,0) ∈R×R3 .
The proof of this corollary is omitted. We are now in position to prove (1.5) in Theorem 2.
Proof of (1.5) in Theorem 2. Let m ∈ (2,∞) and X = Xm . We ﬁrst assume that Ω0 ∈ X and ‖Ω0‖X  1
with
∫
R2
Ω
(1)
0 (x)dx = 0. Then, since ν˜0 = min{1, m−12 } > 12 = μ1 = μ2 by Corollary 1 and Proposi-
tion 2, we can apply Theorem 7 to (1.1) and obtain
∥∥∥∥R1+tΩ(t) − S˜
(
y∗1
(1+ t) 12
,
y∗2
(1+ t) 12
;Uδ
)∥∥∥∥
Xm
 C
(1+ t)−min{1,m−12 }+η˜(δ)+
,
for t  1. From the deﬁnitions of Rλ and S˜ we have for 1 p  2,
(1+ t)1− 1p
∥∥∥∥Ω(1)(t) − 11+ t U (1)δ
( · + y∗
(1+ t) 12
)∥∥∥∥
Lp
 C
∥∥∥∥R1+tΩ(t) − S˜
(
y∗1
(1+ t) 12
,
y∗2
(1+ t) 12
;Uδ
)∥∥∥∥
Xm
.
Combining these above, we get the desired estimate when Ω0 ∈ Xm = L2m × H2m−2. If Ω0 ∈ L2m × H1m−2
and ‖Ω0‖L2m×H1m−2  1, then we can show the existence of solution Ω ∈ C([0,∞); L
2
m × H1m−2) to (1.1)
such that Ω ∈ C((0,∞); L2m × H2m−2) with ‖Ω|t=1‖L2m×H2m−2  1; see Appendix A. So the problem is
reduced to the case Ω0 ∈ Xm = L2m × H2m−2. This completes the proof of (1.5). 
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In this section we will show Theorem 3 which leads to (1.6) in Theorem 2 by applying Theorem 6
and Remark 4 to (1.1). Let A be the generator of the semigroup e(1−e−t )ARet . As is seen in the previous
section, for (1.1) this is given by
A =A+ B =
(L 0
I L− I
)
,
where L=  + x2 · ∇ + I . The Fréchet derivative of N at φ is given by
N ′(φ) f =
(∇ · (φ(1)∇ f (2)) + ∇ · ( f (1)∇φ(2))
0
)
.
We ﬁrst consider the case 2 < m  3. By Remark 5 and Corollary 1 the spectrum of Lδ = A −
N ′(Uδ) in Xm , 2<m 3, satisﬁes
σ(Lδ) ⊂
{
0,−1
2
,−1
}
∪
{
μ ∈C
∣∣∣ Re(μ)−min{1, m − 1
2
}
+ η˜(δ)
}
, (4.1)
if |δ|  1, where η˜(δ) is a number satisfying limδ→0 η˜(δ) = 0. From [17, Lemma 6.2] we see: 0 is
a simple eigenvalue whose eigenfunction is ∂δUδ ; − 12 is a semisimple eigenvalue with multiplicity
2 whose eigenfunctions are ∂ jUδ , j = 1,2; −1 is an eigenvalue which has the eigenfunction BUδ .
Especially, Theorem 3 holds for 2<m 3.
In order to prove Theorem 3 for m > 3 we note that, by Remark 4, the set {μ ∈ σ(Lδ) | Re(μ) >
−m−12 + η′(δ)} consists of isolated eigenvalues with ﬁnite multiplicity. Here η′(δ) is a number satis-
fying limδ→0 η′(δ) = 0. Since σ(A) = {− k2 | k = 0,1,2, . . .} ∪ {μ ∈C | Re(μ)−m−12 } by Proposition 3,
from the general perturbation theory the eigenvalues in {μ ∈ σ(Lδ) | Re(μ) > −m−12 + η′(δ)} must be
near {− k2 | k ∈N∪ {0}, k <m− 1} when |δ|  1. Hence if m > 3 and |δ|  1 then we have instead of
(4.1),
σ(Lδ) ⊂
{
0,−1
2
,−1
}
∪
{
μ ∈C
∣∣∣ Re(μ)−min{3
2
,
m − 1
2
}
+ η′(δ)
}
∪ {eigenvalues of Lδ near − 1}. (4.2)
So when m > 3 the main task is to study the behavior of the eigenvalues near −1 to the linearized
operator Lδ . From the general perturbation theory, at least for suﬃciently small |δ|, the rank of the
eigenprojection to all eigenvalues near −1 is 4 since the one to the eigenvalue −1 of A is 4 by
Proposition 3. The following proposition reduces the eigenvalue problem of Lδ in Xm to the one in
L2∞ × L2∞ , in which some calculations become simpler.
Proposition 6. Let m > 2. Assume that μ ∈C satisﬁes Re(μ) > −m−12 . Let f ∈ H2m × H4m−2 be a solution to
(
A −N ′(Uδ)
)
f = μ f . (4.3)
Then f ∈ H2∞ × H4∞ . Especially, μ is an eigenvalue of Lδ = A −N ′(Uδ) in L2∞ × L2∞ .
The proof of Proposition 6 is almost the same as in [22, Proposition 1.1], although real-valued
functions are considered there. For convenience to the reader we give the proof of Proposition 6 in
Appendix A.2.
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In this section functions are assumed to belong to L2∞ × L2∞ . We ﬁrst prove
Proposition 7. Let f ∈ H2∞ × H2∞ . Then N ′( f ) is relatively bounded with respect to A in L2∞ × L2∞ . More
precisely, we have
∥∥N ′( f )u∥∥L2∞×L2∞  C‖ f ‖H2∞×H2∞‖u‖Dom(A), (4.4)
for all u ∈ Dom(A) = {u ∈ L2∞ × L2∞ |Lu(1), Lu(2) ∈ L2∞} equipped with the graph norm.
Proof. From the deﬁnition of N and Dom(L) ↪→ H2∞ in L2∞ , it suﬃces to show
∥∥∇ · ( f (1)∇u(2))∥∥L2∞  C∥∥ f (1)∥∥H2∞∥∥u(2)∥∥H2∞ . (4.5)
Then we have from the Hölder inequality and the Sobolev embedding theorem,
∥∥∇ · ( f (1)∇u(2))∥∥L2∞  ∥∥G− 12 ∇ f (1) · ∇u(2)∥∥L2 + ∥∥G− 12 f (1)u(2)∥∥L2

∥∥∇ f (1)∥∥L4∥∥G− 12 ∇u(2)∥∥L4 + ∥∥ f (1)∥∥L∞∥∥G− 12 u(2)∥∥L2
 C
∥∥ f (1)∥∥H2∥∥G− 12 ∇u(2)∥∥L4 + C∥∥ f (1)∥∥H2∥∥u(2)∥∥H2∞ .
Hence it suﬃces to show ‖G− 12 ∇u(2)‖L4  C‖u(2)‖H2∞ . To see this we note that ‖xφ‖L2∞  C‖φ‖H1∞ ,
which is veriﬁed from the equality
‖∇φ‖2L2∞ =
∫
R2
∣∣∇(G− 12 φ)∣∣2 dx+ ‖xφ‖2L2∞ + 12‖φ‖2L2∞ . (4.6)
If we set φ˜ = G− 12 ∂ ju(2) , then we have from the Sobolev embedding theorem,
‖φ˜‖L4  C‖φ˜‖H1  C
∥∥∇(G− 12 ∂ ju(2))∥∥L2 + C∥∥u(2)∥∥H1∞
 C
∥∥x∂ ju(2)∥∥2L2∞ + C∥∥u(2)∥∥2H2∞
 C
∥∥u(2)∥∥2H2∞ .
This completes the proof. 
As a corollary of Proposition 7, we have
∥∥N ′(Uδ) f ∥∥L2∞×L2∞  C‖Uδ‖H2∞×H2∞‖ f ‖Dom(A)  C |δ|‖ f ‖Dom(A), (4.7)
from Proposition 5. Since |δ| is suﬃciently small, we see A −N ′(Uδ) is realized as a closed operator
with the domain Dom(A −N ′(Uδ)) = Dom(A) in L2∞ × L2∞; see [19, Theorem IV-1-1].
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as follows. Set
G j1, j2 = α j1, j2∂ j11 ∂ j22 G, α j1, j2 =
∥∥∂ j11 ∂ j22 G∥∥−1L2∞ . (4.8)
Then it is well known that {G j1, j2 } j1, j2∈N∪{0} forms a complete orthonormal basis of L2∞ . Moreover,
each G j1, j2 satisﬁes
LG j1, j2 = −
j1 + j2
2
G j1, j2 . (4.9)
Then we set
L2∞,1 = a closed subspace of L2∞ spanned by {G2k,2l}k,l∈N∪{0},
L2∞,2 = a closed subspace of L2∞ spanned by {G2k+1,2l+1}k,l∈N∪{0},
Y1 = L2∞,1 × L2∞,1,
Y2 = L2∞,2 × L2∞,2.
It is clear that Y1 and Y2 are orthogonal to each other. Let O be the orthogonal matrix deﬁned by
O =
( 1√
2
1√
2
1√
2
− 1√
2
)
.
Then we also set
Y3 =
{
f ∈ Y1
∣∣ f (O ·) ∈ Y2}.
Proposition 8. Each Yi , i = 1,2,3, is invariant under the action of Lδ . More precisely, if f ∈ Dom(Lδ) ∩ Yi
then Lδ f ∈ Yi .
Proof. The assertion follows from the deﬁnitions of A and N ′(Uδ), and the facts that Uδ is radially
symmetric and O is an orthogonal matrix. We omit the details here. 
The next proposition is essential to obtain Theorem 3.
Proposition 9. The eigenvalues of Lδ in Y1 near −1 consist of three simple eigenvalues {−1, λ1(δ), λ2(δ)},
where
λ1(δ) = −1+ 1
16π
δ + o(δ), λ2(δ) = −1− 1
283π2
δ2 + o(δ2), (4.10)
at |δ|  1. Moreover, λ2(δ) is the eigenvalue of Lδ also in Y3 .
The proof is given in Section 4.1.1 and Section 4.1.2 below based on the reduction process in [19,
Section II-2-3].
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We ﬁrst note that, from the deﬁnition of L2∞,1, the eigenspace of the eigenvalue −1 of A in Y1
(= L2∞,1 × L2∞,1) is spanned by
e1 =
(
G
G
)
, e2 =
(
(∂21 − ∂22 )G
(∂21 − ∂22 )G
)
, e3 =
(
0
G
)
.
Then the associated eigenprojection is
P f =
3∑
i=1
〈
f ,e∗i
〉
Xei, X = L2∞ × L2∞, (4.11)
where
e∗1 =
(
G
0
)
, e∗2 =
(
(∂21 − ∂22 )G
0
)
, e∗3 =
(−G
G
)
.
Note that 〈ei,e∗j 〉X = δi j holds. Let Lδ be the linear operator deﬁned by Lδ = A −N ′(Uδ) with the
domain Dom(Lδ) = Dom(A) = { f ∈ Y1 |L f (1) ∈ L2∞,1,L f (2) ∈ L2∞,1}. We consider the eigenvalue prob-
lem
Lδu = λ(δ)u, u ∈ Dom(Lδ). (4.12)
Since Uδ is C2 with respect to δ in H2∞ × H2∞ by Proposition 5, we see from (4.4) that N ′(Uδ) is
continuously depending on δ as a bounded operator from Dom(A) to Y1. Hence the eigenvalue λ(δ)
is continuous with respect to δ.
By Proposition 5 N ′(Uδ) is decomposed as
N ′(Uδ)u = δN ′(w0)u + δ2N ′(ϕ)u + δ3N ′(zδ)u
=: δB1u + δ2B2u + δB3(δ)u
=: δB(δ)u.
Note that B1 and B2 are independent of δ. Let λ ∈ ρ(A) and set R(A, λ) = (A − λI)−1. We have from
(4.4) that
∥∥B(δ)R(A, λ)∥∥B(Y1) = ∥∥δ−1N ′(Uδ)R(A, λ)∥∥B(Y1)
 C |δ|−1‖Uδ‖H2∞×H2∞  C .
Here the constant C is uniform in |δ|  1. Then the resolvent R(Lδ, λ) = (Lδ − λI)−1 is expanded as
R(Lδ, λ) = R(A, λ)
(
I − δB(δ)R(A, λ))−1
= R(A, λ)
∞∑
k=0
δk
(
B(δ)R(A, λ)
)k
= R(A, λ) + δR(A, λ)B1R(A, λ)
+ δ2{R(a, λ)B2R(A, λ) + R(A, λ)(B1R(A, λ))2}+ δ2O 1,δ.
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P(δ) = − 1
2π i
∫
Γ−1
R(Lδ, λ)dλ, (4.13)
where Γ−1 is a suﬃciently small circle around −1 oriented counter clockwise. Since −1 is a semisim-
ple eigenvalue of A, we have P(0) = P where P is given by (4.11), and ∫
Γ−1 (λ+1)R(A, λ)dλ = 0 holds.
Then
(Lδ + I)P(δ) = − 1
2π i
∫
Γ−1
(λ + 1)R(Lδ, λ)dλ
= − 1
2π i
∫
Γ−1
(λ + 1)[R(A, λ) + δR(A, λ)B1R(A, λ)
+ δ2{R(A, λ)B2R(A, λ) + R(A, λ)(B1R(A, λ))2 + O 1,δ}]dλ.
Recall that R(A, λ) has a Laurant expansion around −1:
R(A, λ) = − P
λ + 1 +
∞∑
k=0
(λ + 1)kSk+1 (4.14)
where S is the reduced resolvent
S= lim
λ→−1(I − P)R(A, λ). (4.15)
Then we have from the Cauchy integral theorem,
(Lδ + I)P(δ) = δA1(δ),
where
A1(δ) = −PB1P− δ{PB2P+ SB1PB1P+ PB1SB1P+ PB1PB1S} + δO 2,δ, (4.16)
with ‖O 2,δ‖B(Y1)  C |δ|. Hence we have
0= (Lδ − λ(δ))u = (Lδ + I)P(δ)u − (1+ λ(δ))P(δ)u
= δA1(δ)P(δ)u −
(
1+ λ(δ))P(δ)u,
which gives
P(δ)A1(δ)P(δ)u = 1+ λ(δ)u =: μ1(δ)u. (4.17)
δ
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P(δ)A1(δ)P(δ) is continuous with respect to δ in B(Y1), its eigenvalue μ1(δ) is also continuous. Espe-
cially, if |δ|  1, μ1(δ) is near μ1(0) which are the eigenvalues of the bounded operator
P(0)A1(0)P(0) = −PB1P. (4.18)
Let us calculate the eigenvalues of −PB1P. Recall that
Pu =
3∑
i=1
〈
u,e∗i
〉
Xei, X = L2∞ × L2∞,
where ei,e∗i appear in (4.11), and
B1u =N ′(w0)u =
(∇ · (G∇u(2)) + ∇ · (u(1)∇G)
0
)
.
Since
−PB1Pu = −PB1
3∑
i=1
〈
u,e∗i
〉
Xei = −
3∑
j=1
3∑
i=1
〈
B1ei,e
∗
j
〉
X
〈
u,e∗i
〉
Xe j,
the matrix representation T = (ti j)1i, j3 of −PB1P is
ti j = −
〈
B1e j,e
∗
i
〉
X . (4.19)
Then the direct calculations by using the integration by parts yield that
t11 =
∫
R2
∣∣∇G(x)∣∣2 dx = 1
16π
, (4.20)
t13 = −1
2
∫
R2
∣∣G(x)∣∣2 dx = − 1
16π
, (4.21)
and ti j = 0, otherwise. Hence the eigenvalues of T are t11 = c
2
1
16π = 116π and 0, whose eigenspaces are
respectively given by
{
(a1,0,0)
 ∣∣ a1 ∈C}, {(0,a1,0) + (a2,0,a2) ∣∣ ai ∈C}.
So each of the eigenvalues 116π and 0 to T is semisimple. Equivalently, the eigenvalues of −PB1P are
t11 > 0 and 0 which are semisimple, and the associated eigenspaces are
{a1e1 | a1 ∈C}, (4.22){
a1e2 + a2(e1 + e3)
∣∣ ai ∈C}, (4.23)
respectively. Moreover, the eigenprojection P1 of the eigenvalue 0 for −PB1P is given by
P1u =
〈
u,e∗2
〉
e2 +
〈
u,e∗3
〉
(e1 + e3). (4.24)X X
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BUδ since Uδ is radially symmetric, the eigenvalues of Lδ in Y1 near −1 consist of
−1, λ1(δ) = −1+ 1
16π
δ + o(|δ|), λ2(δ) = −1+ o(|δ|). (4.25)
It is now important to study the behavior of λ2(δ) = −1 + o(|δ|), or equivalently, the behavior of
the eigenvalues μ1(δ) of P(δ)A1(δ)P1(δ) in (4.17), which is of the form μ1(δ) = o(|δ|).
4.1.2. Proof of Proposition 9: second order reduction process
As in the previous section, by the arguments of reduction process we consider the behavior of the
eigenvalues near 0 for the operator
L1(δ) := P(δ)A1(δ)P(δ). (4.26)
Here A1(δ) is given by (4.16) and P(δ) is the eigenprojection of Lδ deﬁned by (4.13). Set
A1 = A1(0) = −PB1P. (4.27)
Then from PS= SP= 0 and PA1P= A1 it is not diﬃcult to see that L1(δ) is expressed as
L1(δ) = A1 − δD(δ) (4.28)
where
D(δ) = PB2P+ PB1SB1P− SB1A1 − A1B1S+ O 3,δ
with ‖O 3,δ‖B(Y1)  C |δ|. Hence we have
D(0) = PB2P+ PB1SB1P− SB1A1 − A1B1S. (4.29)
We set
P1(δ) = − 1
2π i
∫
Γ0
R
(
L1(δ), λ
)
dλ, (4.30)
where Γ0 is a suﬃciently small circle around 0 oriented counter clockwise.
Then as in the previous section, we have from (4.28) the expansion of the resolvent
R
(
L1(δ), λ
)= R(A1, λ) + δR(A1, λ)D(0)R(A1, λ) + δO 4,δ
with ‖O 4,δ‖B(Y1)  C |δ|. This gives
L1(δ)P1(δ) = δA2(δ),
where
A2(δ) = −P1(0)D(0)P1(0) + O 5,δ
with ‖O 5,δ‖B(Y1)  C |δ|. Thus we see
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= δA2(δ)u − λ1(δ)u,
which yields
P1(δ)A2(δ)P1(δ)u = λ1(δ)
δ
u =: μ2(δ)u. (4.31)
Since A2(δ) is continuous with respect to δ in B(Y1), so is μ2(δ). Especially, μ2(δ) is near μ2(0),
which are the eigenvalues of the operator
P1(0)A2(0)P1(0) = −P1D(0)P1 = −P1(PB2P+ PB1SB1P)P1
= −P1B2P1 − P1B1SB1P1. (4.32)
Here we used (4.29), P1P = PP1 = P1, and P1S = SP1 = 0, which are veriﬁed from (4.11) and (4.24).
For simplicity of notations, we set
1 = e2, ∗1 = e∗2, 2 = e1 + e3, ∗2 = e∗3. (4.33)
Then from (4.24), P1 is written as
P1u =
2∑
i=1
〈
u,∗i
〉
X i . (4.34)
Let M = (mij)1i, j2, N = (nij)1i, j2 be the representation matrices of −P1B2P1, −P1B1SB1P1,
respectively.
(i) Calculations of M .
It is easy to see that mij = −〈B2 j,∗i 〉X . Recall that
B2u =N ′(ϕ)u =
(∇ · (ϕ(1)∇u(2)) + ∇ · (u(1)∇ϕ(2))
0
)
,
where ϕ = (ϕ(1), ϕ(2)) is the solution to
{−Lϕ(1) + ∇(G · ∇G) = 0, x ∈R2,
−(L− I)ϕ(2) − ϕ(1) = 0, x ∈R2,
satisfying
∫
R2
ϕ(1)(x)dx = 0. We note that ϕ is radially symmetric. Hence if u is radially symmetric,
so is B2u by the deﬁnition. Especially, B22 is radially symmetric. Then m12 = 0 since 1 = e2 ∈ Y3 is
orthogonal to radially symmetric functions. Moreover, we have
m22 = −
∫
R2
{∇ · (ϕ(1)∇G)+ ∇ · ((G + G)∇ϕ(2))}(−G)dx
G
= 0.
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H2 =
(
∂21 − ∂22
)
G.
We observe that
m11 = −
〈
B2e2,e
∗
2
〉
X
= −{〈∇ · (ϕ(1)∇H2), H2〉L2∞ + 〈∇ · (H2∇ϕ(2)), H2〉L2∞}
= −I(11)1 − I(11)2 .
By the integration by parts we have
I(11)2 = −
〈
H22,
x
2
· ∇ϕ(2)
〉
L2∞
− 〈H2,G−1∇ϕ(2) · ∇H2〉L2
= −
〈
H22,
x
2
· ∇ϕ(2)
〉
L2∞
+ 1
2
〈
H22,∇ ·
(
G−1∇ϕ(2))〉L2
= −
〈
H22,
x
2
· ∇ϕ(2)
〉
L2∞
− 1
2
〈
H22,ϕ
(1)〉
L2∞
.
In the last line we used the relation ( + x2 · ∇)ϕ(2) = −ϕ(1) .
If a given φ ∈ L2∞ is radially symmetric, we can check that
〈
H22, φ
〉
L2∞
= 1
32
〈
φ, |x|4G2〉L2∞ . (4.35)
Hence we have
I(11)2 = −
1
32
〈
x
2
· ∇ϕ(2), |x|4G2
〉
L2∞
− 1
64
〈
ϕ(1), |x|4G2〉L2∞
= 1
32
{
−1
4
〈
ϕ(2), |x|6G2〉L2∞ + 3〈ϕ(2), |x|4G2〉L2∞
}
− 1
64
〈
ϕ(1), |x|4G2〉L2∞ .
The direct calculations show that
|x|2G2 = 2LG2 + 2G2,
|x|4G2 = 2L(|x|2G2)+ 16LG2 + 8G2,
|x|6G2 = 2L(|x|4G2)+ 28L(|x|2G2)+ 160LG2 + 48G2.
Then from the facts that Lϕ(2) = ϕ(2) − ϕ(1) and L is self-adjoint in L2∞ , we have
〈
ϕ(2), |x|2G2〉L2∞ = 〈ϕ(2),2LG2 + 2G2〉L2∞
= 2〈Lϕ(2),G2〉L2∞ + 2〈ϕ(2),G2〉L2∞
= 4〈ϕ(2),G2〉 2 − 2〈ϕ(1),G2〉 2 .L∞ L∞
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〈
ϕ(2), |x|4G2〉L2∞ = 32〈ϕ(2),G2〉L2∞ − 2〈ϕ(1), |x|2G2〉L2∞ − 20〈ϕ(1),G2〉L2∞ ,〈
ϕ(2), |x|6G2〉L2∞ = 384〈ϕ(2),G2〉L2∞ − 2〈ϕ(1), |x|4G2〉L2∞
− 32〈ϕ(1), |x|2G2〉L2∞ − 256〈ϕ(2),G2〉L2∞ .
Thus we get
−1
4
〈
ϕ(2), |x|6G2〉L2∞ + 3〈ϕ(2), |x|4G2〉L2∞
= 1
2
〈
ϕ(1), |x|4G2〉L2∞ + 2〈ϕ(1), |x|2G2〉L2∞ + 4〈ϕ(1),G2〉L2∞ ,
which gives
I(11)2 =
1
16
〈
ϕ(1), |x|2G2〉L2∞ + 18
〈
ϕ(1),G2
〉
L2∞
. (4.36)
On the other hand, we see
I(11)1 =
〈∇ · (ϕ(1)∇H2), H2〉L2∞ = −14
〈
ϕ(1), |x|2G2〉L2∞ + 132
〈
ϕ(1), |x|4G2〉L2∞ .
Hence we have
m11 = −I(11)1 − I(11)2
= − 1
32
〈
ϕ(1), |x|4G2〉L2∞ + 316
〈
ϕ(1), |x|2G2〉L2∞ − 18
〈
ϕ(1),G2
〉
L2∞
.
Now by direct calculations we can check that
ϕ(1) = G2 − 1
8π
G (4.37)
satisﬁes −Lϕ(1) + ∇ · (G∇G) = 0 and ∫
R2
ϕ(1) dx = 0.
Thus
〈
ϕ(1), |x|4G2〉L2∞ =
(
2
33
− 1
23
)
1
π2
,
〈
ϕ(1), |x|2G2〉L2∞ = − 12532π2 ,
〈
ϕ(1),G2
〉
L2∞
= 1
263π2
.
Then we obtain
m11 = 17 3 2 . (4.38)2 3 π
2980 Y. Kagei, Y. Maekawa / J. Differential Equations 253 (2012) 2951–2992(2) Calculations of N .
Since −P1B1SB1P1u = −∑1i, j2〈u,∗i 〉X 〈B1SB1 i, j〉X j , we see
nij = −
〈
B1SB1 j,
∗
i
〉
X . (4.39)
Let us recall that
B1u =N ′(w0)u =
(∇ · (G∇u(2)) + ∇ · (u(1)∇G)
0
)
,
and S is the reduced resolvent of A:
S= lim
λ→−1(I − P)R(A, λ) = limλ→−1(I − P)(A − λI)
−1.
We note that 1 ∈ Y3 and 2 is radially symmetric, which is preserved under the action of B1SB1.
This implies
n12 = n21 = 0, (4.40)
since Y3 is orthogonal to the subspace of all radially symmetric functions in L2∞ × L2∞ . Moreover, since〈B1 f ,∗2〉X = 0 for any f ∈ H2∞ × H2∞ by the deﬁnition of B1 and 
∗2 , we also have
n22 = 0. (4.41)
Hence it suﬃces to compute n11. The direct calculations show PB11 = 0. Hence if we set
z1 = SB11,
then z1 is the solution to{
(L+ I)z(1)1 =
{∇(G · ∇H2) + ∇(H2 · ∇G)}, x ∈R2,
Lz(2)1 + z(1)1 = 0, x ∈R2,
and satisﬁes Pz1 = 0.
It is easy to check
∇(G · ∇H2) + ∇(H2 · ∇G) = x
2
1 − x22
4
(|x|2 − 6)G2.
Set
v(1)1 = 2H2G =
x21 − x22
2
G2 ∈ L2∞,1, (4.42)
and let v(2)1 be the solution to
Lv(2)1 + v(1)1 = 0,
∫
2
v(2)1 (x)dx = 0. (4.43)
R
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z1 = v1 −
3∑
j=1
〈
v1,e
∗
j
〉
Xe j = v1 −
〈
v1,
∗
1
〉
X1, (4.44)
where v1 = (v(1)1 , v(2)1 ) . Hence we have
n11 = −
〈
B1SB11,
∗
1
〉
X = −
〈
B1zi,
∗
1
〉
X
= −〈B1v1,∗1〉X + 〈v1,∗1〉X 〈B11,∗1〉X
= −〈B1v1,∗1〉X . (4.45)
Here we used the fact that 〈B11,∗1〉X = 0 by the direct calculations. We note that
−〈B1v1,∗1〉X = −
∫
R2
{∇ · (G∇v(2)1 )+ ∇ · (v(1)1 ∇G)}H2 dxG , (4.46)
and at least the second term can be computed explicitly. Indeed, from (4.42) we have
−
∫
R2
∇ · (v(1)1 ∇G)H2 dxG = − 163π2 . (4.47)
Hence the problem is to determine the exact value of
∫
R2
∇ · (G∇v(2)1 )H2 dxG . It seems to be diﬃcult
to ﬁnd the exact representation of v(2)1 or to use the argument in the calculations of M . So instead,
we use a series expansion here in order to compute the value of the above integral. For this purpose,
we ﬁrst observe that
−
∫
R2
∇ · (G∇v(2)1 )H2 dxG = −
∫
R2
v(2)1 LH2 dx
=
∫
R2
v(2)1 H2 dx
= 1
2
〈
v(2)1 , v
(1)
1
〉
X . (4.48)
Here we used LH2 = −H2 and (4.42).
Since v(1)1 ∈ L2∞,1 it is expanded as
v(1)1 =
∞∑
k=1
k∑
l=0
ck,lG2l,2k−2l, (4.49)
where
ck,l =
〈
v(1)1 ,G2l,2k−2l
〉
2 . (4.50)L∞
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−〈v(2)1 ,G2l,2k−2l〉L2∞ = k−1〈v(2)1 ,LG2l,2k−2l〉L2∞ = 〈Lv(2)1 ,G2l,2k−2l〉L2∞ .
Then recalling Lv(2)1 = −v(1)1 , we get
1
2
〈
v(2)1 , v
(1)
1
〉
L2∞
= 1
2
∞∑
k=1
k∑
l=0
ck,l
〈
v(2)1 ,G2l,2k−2l
〉
L2∞
= 1
2
∞∑
k=1
k−1
k∑
l=0
ck,l
〈
v(1)1 ,G2l,2k−2l
〉
L2∞
= 1
2
∞∑
k=1
k−1
k∑
l=0
c2k,l. (4.51)
From the deﬁnition of v(1)1 we see
ck,l = 2
〈(
∂21 − ∂22
)
G,G2l,2k−2l
〉
L2
= 2α2l,2k−2l(−1)k+1
(∥∥∂ l+11 ∂k−l2 G∥∥2L2 − ∥∥∂ l1∂k−l+12 G∥∥2L2),
where α2l,2k−2l = ‖∂2l1 ∂2k−2l2 G‖−1L2∞ . Now we use
Proposition 10. For each k, l ∈N∪ {0} we have
∥∥∂k1∂ l2G∥∥2L2 = (2k)!(2l)!8π8k+lk!l! ,
∥∥∂k1∂ l2G∥∥2L2∞ = k!l!2k+l .
The proof will be given in Appendix A.3. As a corollary of Proposition 10, we have
Corollary 3. Set mCm−n = m!n!(m−n)! . Then it follows that
c2k,l =
1
64π2
(k − 2l)2
16k
2lCl 2(k−l)Ck−l.
Proof. We ﬁrst observe from Proposition 10 that
∥∥∂ l+11 ∂k−l2 G∥∥2L2 − ∥∥∂ l1∂k−l+12 G∥∥2L2
= 1
8π8k+1
{
(2l + 2)!(2k − 2l)!
(l + 1)!(k − l)! −
(2l)!(2k − 2l + 2)!
l!(k − l + 1)!
}
= (2l − k)
16π8k
(2l)!(2k − 2l)!
l!(k − l)! .
Then by applying Proposition 10 again, the assertion follows from the deﬁnition α2m,n =
‖∂m1 ∂n2G‖−22 . This completes the proof of Corollary 3. L∞
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K1 =
∞∑
k=1
1
k16k
k∑
l=0
(k − 2l)2 2lCl 2(k−l)Ck−l. (4.52)
Proposition 11. Let K1 be the number deﬁned by (4.52). Then K1 = 718 .
Proof. To calculate K1 we set for 0< r < 14 ,
F1(r) =
∞∑
k=0
krk
k∑
l=0
2lCl 2(k−l)Ck−l,
F2(r) =
∞∑
k=0
rk
k∑
l=0
l 2lCl 2(k−l)Ck−l,
F3(r) =
∞∑
k=1
k−1rk
k∑
l=0
l2 2lCl 2(k−l)Ck−l,
and
H1(r) =
∞∑
k=0
rk
k∑
l=0
2lCl 2(k−l)Ck−l, H3(r) =
∞∑
k=0
rk
k∑
l=0
l2 2lCl 2(k−l)Ck−l.
These functions converge when 0< r < 14 . Then K1 is decomposed as
K1 = F1
(
1
16
)
− 4F2
(
1
16
)
+ 4F3
(
1
16
)
. (4.53)
By using the equality (
∑∞
k=0 ak)(
∑∞
k=0 bk) =
∑∞
k=0
∑k
l=0 albk−l for absolutely convergent series∑∞
k=0 ak and
∑∞
k=0 bk , we observe that
H1(r) =
( ∞∑
k=0
rk 2kCk
)2
,
F2(r) =
( ∞∑
k=0
krk 2kCk
)( ∞∑
k=0
rk 2kCk
)
,
H3(r) =
( ∞∑
k=0
k2rk 2kCk
)( ∞∑
k=0
rk 2kCk
)
.
Now we set
f1(r) =
∞∑
rk 2kCk, f2(r) =
∞∑
krk 2kCk, f3(r) =
∞∑
k2rk 2kCk.
k=0 k=0 k=0
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f ′1(r) =
∞∑
k=1
krk−1 2kCk =
∞∑
k=1
rk−12(2k − 1) 2(k−1)Ck−1
=
∞∑
k=0
rk2(2k + 1) 2kCk
= 4r f ′1(r) + 2 f1(r).
Solving this differential equation with f1(0) = 1, we get
f1(r) = 1
(1− 4r) 12
, 0 r < 1
4
.
Moreover, we can check the relations
f2(r) = 2r
1− 4r f1(r), f3(r) =
2r
1− 4r
(
3 f2(r) + f1(r)
)
.
Hence we have
f2(r) = 2r
(1− 4r) 32
, f3(r) = r
(1− 4r) 32
(
−1+ 3
1− 4r
)
.
This implies
H1(r) = 1
1− 4r , F2(r) =
2r
(1− 4r)2 , H3(r) =
r
(1− 4r)2
(
−1+ 3
1− 4r
)
.
Since
F1(r) = rH ′1(r), F ′3(r) = r−1H3(r),
we have
F1(r) = 4r
(1− 4r)2 , F3(r) =
3
8(1− 4r)2 −
1
4(1− 4r) −
1
8
.
Combining these and (4.53), we ﬁnally get K1 = 718 . This completes the proof. 
From Proposition 11 we have
1
2
〈
v(2)1 , v
(1)
1
〉
L2∞
= 1
128π2
∞∑
k=1
1
k16k
k∑
l=0
(k − 2l)2 2lCl 2(k−l)Ck−l
= 7
2
. (4.54)18 · 128π
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n11 = 7
18 · 128π2 −
1
63π2
= − 11
28 · 33π2 . (4.55)
Then, from (4.38) and (4.55) the representation matrix of P1(0)A1(0)P1(0) = −P1B2P1−P1B1SB1P1
is
M + N =
(− 1
283π2
0
0 0
)
.
That is, from (4.31) the eigenvalues μ2(δ) of P1(δ)A2(δ)P1(δ) take the forms μ2(δ) = − 1283π2 δ +
o(|δ|) or μ2(δ) = o(|δ|). Hence, by (4.17) the eigenvalues of Lδ in Y1 around −1 consist of
−1, λ1(δ) = −1+ 1
16π
δ + o(|δ|), λ2(δ) = −1− 1
283π2
δ2 + o(|δ|2). (4.56)
Here we used the fact that −1 is an eigenvalue of Lδ = A −N ′(Uδ) which reﬂects the scaling invari-
ance of the equation. Moreover, these three must be simple eigenvalues of Lδ in Y1 from the general
perturbation theory, for −1 is a semisimple eigenvalue of A in Y1 with multiplicity 3. From the above
proof it is not diﬃcult to see that λ2(δ) is in fact a bifurcating branch from the eigenvalue −1 of A
with the eigenfunction e2 ∈ Y3. Especially, λ2(δ) is an eigenvalue of Lδ in Y3. This completes the proof
of Proposition 9.
As a corollary of Proposition 9, we have
Corollary 4. The eigenvalues of Lδ in L2∞ × L2∞ near −1 consist of three eigenvalues {−1, λ1(δ), λ2(δ)} as
in Proposition 9. Moreover, −1 and λ1(δ) are simple eigenvalues, and λ2(δ) is a semisimple eigenvalue with
multiplicity 2.
Proof. Since we have already known that the rank of the eigenprojection around the eigenvalues near
−1 must be 4, it suﬃces to show that the multiplicity of λ2(δ) is 2. Let f be an eigenfunction of the
eigenvalue λ2(δ) in Y1. Then by Proposition 9 we have f ∈ Y3. From the deﬁnition of Y3 we have
f (O ·) ∈ Y2, and hence, f (O ·) and f (·) are linearly independent since Y1 and Y2 are orthogonal to
each other. Moreover, since O is an orthogonal matrix, we have Lδ( f (O ·)) = (Lδ f )(O ·) = λ2(δ) f (O ·)
and so the function f (O ·) is also an eigenfunction to the eigenvalue λ2(δ). Hence there are two
linearly independent eigenfunctions to the eigenvalue λ2(δ), which gives the claim. This completes
the proof. 
4.2. Proof of Theorem 3 and (1.6)
Corollary 4 yields Theorem 3, and hence, (1.6) in Theorem 2 as follows.
Let m > 3. Then by Proposition 6 the eigenvalues of Lδ in Xm near −1 are those of Lδ in L2∞ × L2∞ .
Hence by (4.2) and Corollary 4 we get (1.8). The asymptotics (1.9) follows from (4.10). This proves
Theorem 3.
Next we prove (1.6). Let m ∈ (3,∞). As in the proof of (1.5), we may assume that Ω0 ∈ Xm . The
conditions (E1), (E2), (A1), (A2), (N1)–(N3), and the regularities of S(y;w0) and H(y0, y;Uδ) required
in Theorem 6 have already been checked by Proposition 2, Corollary 1, Proposition 4, and Corollary 2.
The numbers ν0 and μ∗ are ν0 = μ∗ = 1 in this case. From Theorem 3 the spectrum of Lδ in Xm
satisﬁes
σ(Lδ) ⊂
{
0,−1
2
,−1
}
∪ {μ ∈C ∣∣ Re(μ)−1+ η(δ)}
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eigenvalue −1 is simple, and the set {μ ∈ σ(Lδ) | Re(μ)  −1 + η(δ)} consists of semisimple eigen-
values. Hence we can apply Theorem 6, Remark 3, and Remark 4, to (1.1) and obtain
∥∥∥∥R1+tΩ(t) − S
(
y∗1
(1+ t) 12
,
y∗2
(1+ t) 12
,
y∗3
1+ t ;Uδ
)∥∥∥∥
Xm
 C(1+ t)−1+η(δ), (4.57)
for all t  1 with the above η(δ). Then (1.6) follows by the same arguments as in the proof of (1.5).
This completes the proof of (1.6).
Appendix A
A.1. Solvability of (1.1)–(1.2) for initial data in L2m × H1m−2
Let m > 2 and Xm = L2m × H2m−2. In this section we prove the unique existence of mild solutions to
(1.1)–(1.2) when the initial data Ω0 belongs to L2m × H1m−2 and satisﬁes ‖Ω0‖L2m×H1m−2  1. Moreover,
we show the estimate ‖Ω(1)‖Xm  C‖Ω0‖L2m×H1m−2 , which enables us to deal with the problem in Xm
as stated in the proof of Theorem 2 and the beginning of Section 4.
By [17, Lemma 3.2] it suﬃces to solve the integral equation
u(t) = etAΩ0 −
t∫
0
e(t−s)AN (u(s))ds, t > 0, (A.1)
which is equivalent with the integral equations for (1.1)–(1.2) through the similarity transforms. Es-
pecially, for a solution u to (A.1) the function Ω(t) = R 1
1+t
u(log(1 + t)) becomes a mild solution to
(1.1)–(1.2).
Let Ω0 ∈ L2m × H1m−2 and we solve (A.1) in the closed ball
BR =
{
f ∈ C((0,∞); L2m × H2m−2) ∣∣
‖ f ‖ = sup
t>0
∥∥ f (1)(t)∥∥L2m + supt>0
∥∥ f (2)(t)∥∥H1m−2 + supt>0 a(t)
1
2
∥∥ f (2)(t)∥∥H2m−2  R
}
,
where a(t) = 1− e−t . From the representation of et A ,
etA f =
(
etL f (1)
e−tetL f (2) + (1− e−t)etL f (1)
)
,
and the estimates for etL in (3.7), it is not diﬃcult to see
∥∥e·AΩ0∥∥ C0‖Ω0‖L2m×H1m−2 . (A.2)
On the other hand, we have from (3.18) that
∥∥∥∥∥
t∫
e(t−s)AN ( f (s))ds
∥∥∥∥∥
Xm0
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t∫
0
e−
t−s
2 a(t − s)− 34 ∥∥ f (1)(s)∥∥L2m∥∥ f (2)(s)∥∥ 12H2m−2
∥∥ f (2)(s)∥∥ 12
H1m−2
ds
 C‖ f ‖2. (A.3)
Hence if we set the right-hand side of (A.1) by Φ(u)(t), we get from (A.2) and (A.3),
∥∥Φ(u)∥∥ C0‖Ω0‖L2m×H1m−2 + C‖u‖2.
From the bilinear structure of N it is not diﬃcult to see
∥∥Φ(u1) − Φ(u2)∥∥ C(‖u1‖ + ‖u2‖)‖u1 − u2‖.
Hence Φ(u) is a contraction mapping on BR if
R = 2C0‖Ω0‖L2×H1m−2  1.
So there is a unique ﬁxed point of Φ in BR , which is a solution to (A.1). Moreover, the ﬁxed point u
satisﬁes the estimate ‖u(log2)‖Xm  C‖Ω0‖L2m×H1m−2 from the construction. The continuity of u(t) at
t = 0 in L2m × H1m−2 follows from the density arguments, but we omit the details here. This completes
the proof of the assertion.
A.2. Proof of Proposition 6
Since Uδ ∈ H2∞ × H4∞ by Proposition 5, we have ‖∇U (2)δ ‖L∞ + ‖U (2)δ ‖L∞ < ∞ and
lim
R→∞ sup|x|R
(∣∣∇U (2)δ (x)∣∣+ ∣∣U (2)δ (x)∣∣)= 0. (A.4)
If f ∈ H2m × H4m−2 is a solution to (4.3), then f (1) and f (2) solve the equations
−L f (1) + ∇U (2)δ · ∇ f (1) + U (2)δ f (1) +μ f (1) = −∇ ·
(
U (1)δ ∇ f (2)
)
,
−L f (2) + (1+μ) f (2) = f (1).
Note that ∇ · (U (1)δ ∇ f (2)) ∈ L2∞ by the Sobolev embedding theorem. We ﬁrst prove
Proposition 12. Let μ ∈C and g ∈ L2∞ . Let B ∈ (L∞(R2))2 and d ∈ L∞(R2) be functions satisfying
lim
R→∞ sup|x|R
∣∣B(x)∣∣= lim
R→∞ sup|x|R
∣∣d(x)∣∣= 0. (A.5)
Assume that φ ∈ H2m is a solution to
−Lφ − B · ∇φ − dφ +μφ = g, x ∈R2. (A.6)
If Re(μ) > −m−12 , then φ ∈ Dom(L) in L2∞ . Especially, φ ∈ H2∞ .
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8 |x|2u(x) ∈ L2(Rn) for all 
 > 0. For k  1, 
 > 0, l  1, and θ ∈ [0,m],
we set
ρk,
(x) = e
(1−
)k|x|2
4k+|x|2 , ζl,θ (x) = l
l + |x|2
(
1+ |x|2)θ . (A.7)
These test functions are used in [22], which were originally motivated by Fukuizumi and Ozawa [9].
Then we multiply both sides of (A.6) by ζl,θρk,
φ and get from the integration by parts,
∫
R2
ζl,θρk,
 |∇φ|2 dx+ Re
∫
R2
φ∇φ · ∇(ζl,θρk,
)dx+ 14
∫
R2
|φ|2x · ∇(ζl,θρk,
)dx
= Re
∫
R2
ζl,θρk,
φB · ∇φ dx+
∫
R2
ζl,θρk,

(
Re(d −μ) + 1
2
)
|φ|2 dx+ Re
∫
R2
ζl,θρk,
 gφ dx.
Since
∇ζl,θ = 2x
(
θ
1+ |x|2 −
1
l + |x|2
)
ζl,θ , ∇ρk,
 = 8(1− 
)k
2ρk,
x
(4k + |x|2)2 ,
we have for η1 > 0,
Re
∫
R2
φ∇φ · ∇(ζl,θρk,
)dx
−
∫
R2
|φ|2x · ∇
{(
θ
1+ |x|2 −
1
l + |x|2
)
ζl,θρk,

}
dx− C
∫
R2
ζl,θρk,

1+ |x|2 |φ|
2 dx
+ Re
∫
R2
8(1− 
)k2ζl,θρk,

(4k + |x|2)2 φx · ∇φ dx
−
∫
R2
|φ|2 θζl,θ
1+ |x|2 x · ∇ρk,
 dx−
∫
R2
|φ|2ρk,
x · ∇ θζl,θ1+ |x|2 dx+
∫
R2
|φ|2x · ∇ ζl,θρk,

l + |x|2 dx
− C
∫
R2
ζl,θρk,

1+ |x|2 |φ|
2 dx−
∫
R2
2(1− 
)kζl,θρk,

4k + |x|2 |φx||∇φ|dx
−8(1− 
)θ
∫
R2
k2ζl,θρk,
 |xφ|2
(4k + |x|2)2(1+ |x|2) dx−
∫
R2
(
Cζl,θρk,

1+ |x|2 + x · ∇
(
ζl,θρk,

l + |x|2
))
|φ|2 dx
−(1− η1)
∫
R2
ζl,θρk,
 |∇φ|2 dx− (1− 
)
2
1− η1
∫
R2
k2ζl,θρk,
 |φx|2
(4k + |x|2)2 dx,
and
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4
∫
R2
|φ|2x · ∇(ζl,θρk,
)dx
= 1
2
∫
R2
ζl,θρk,
 |xφ|2
(
θ
1+ |x|2 −
1
l + |x|2
)
dx+ 2(1− 
)
∫
R2
k2ζl,θρk,
 |xφ|2
(4k + |x|2)2 dx.
Here the constant C > 0 does not depend on l, k, and 
 . Set ζθ = (1 + |x|2)θ . We observe that we
can take the limit l → ∞ in each term above by the Lebesgue convergence theorem, and obtain for
η2, η3 > 0,
(η1 − η2)
∫
R2
ζθρk,
 |∇φ|2 dx+
∫
R2
(1− 
)k2ζθρk,
 |xφ|2
(4k + |x|2)2
(
1− 2η1 + 

1− η1 −
8θ
1+ |x|2
)
dx

∫
R2
ζθρk,

(
C
1+ |x|2 + Re(d −μ) +
1
2
+ |B|
2
4η2
+ η3 − θ
2
)
|φ|2 dx
+ 1
4η3
∫
R2
ζθρk,
 |g|2 dx. (A.8)
Now we take η1 = η2 = 12 and θ = m in (A.8). Then, from (A.5) and Re(μ) > −m−12 there is an
R > 0 independent of k 1 such that if η3 > 0 is suﬃciently small, then we have
(1− 
)

∫
R2
k2ζθρk,
 |xφ|2
(4k + |x|2)2 dx C
∫
|x|R
ζθρk,
 |φ|2 dx+ 14η3
∫
R2
ζθρk,
 |g|2 dx,
where C is independent of k 1. Hence by the Fatou lemma we get
(1− 
)

∫
R2
(
1+ |x|2)me 1−
4 |x|2 |xφ|2 dx
 C(R)
∫
|x|R
|φ|2 dx+ 1
4η3
∫
R2
(
1+ |x|2)me 1−
4 |x|2 |g|2 dx,
which gives e
1−

8 |x|2φ(x) ∈ L2(R2) for all 
 > 0. Next we take η1 = 14 , η2 = 18 , η3 = 1, and θ = 0 in
(A.8). Then by the Lebesgue convergence theorem we have
1
8
∫
R2
e
1−

4 |x|2 |∇φ|2 dx+ 1− 

24
∫
R2
e
1−

4 |x|2 |xφ|2 dx
 C
∫
R2
e
1−

4 |x|2 |φ|2 dx+ 1
4
∫
R2
e
1−

4 |x|2 |g|2 dx, (A.9)
where C does not depend on 
 > 0. This inequality yields that
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∫
R2
e
1−

4 |x|2 |∇φ|2 dx+ 1− 

48
∫
R2
e
1−

4 |x|2 |xφ|2 dx
 C
∫
|x|R ′
e
1−

4 |x|2 |φ|2 dx+ 1
4
∫
R2
e
1−

4 |x|2 |g|2 dx, (A.10)
for some R ′ > 0 independent of 
 > 0. Taking the limit 
 → 0, we obtain φ ∈ H1∞ . Then by Eq. (A.6)
we have Lφ ∈ L2∞ . Hence φ ∈ Dom(L). This completes the proof of Proposition 12. 
Now it is easy to show Proposition 6. Indeed, by Proposition 12 we ﬁrst observe that f (1) ∈
Dom(L) ↪→ H2∞ , and then, again by Proposition 12 we also have f (2) ∈ Dom(L) ↪→ H2∞ since f (2)
is assumed to belong to H2m−2 and 1+ Re(μ) > 1− m−12 = −m−2−12 . Since f (2) = (−L+ I)−1 f (1) and
f (1) ∈ Dom(L), we have f (2)δ ∈ Dom(L2) ↪→ H4∞ . The proof of Proposition 6 is complete.
A.3. Proof of Proposition 10
Let Λ(s) be the one-dimensional Gaussian, i.e., Λ(s) = 1√
4π
e− s
2
4 . Then since G(x) = Λ(x1)Λ(x2)
we have
∥∥∂k1∂ l2G∥∥2L2 =
∥∥∥∥ dkdsk Λ
∥∥∥∥
2
L2(R)
∥∥∥∥ dldsl Λ
∥∥∥∥
2
L2(R)
,
∥∥∂k1∂ l2G∥∥2L2∞ =
∥∥∥∥ dkdsk Λ
∥∥∥∥
2
L2(Λ−1 ds)
∥∥∥∥ dldsl Λ
∥∥∥∥
2
L2(Λ−1 ds)
.
Hence it suﬃces to show
Π1,k :=
∥∥∥∥ dkdsk Λ
∥∥∥∥
2
L2(R)
= (2k)!
2
√
2π8kk! , Π2,k :=
∥∥∥∥ dkdsk Λ
∥∥∥∥
2
L2(Λ−1 ds)
= k!
2k
. (A.11)
By the Plancherel equality, we have
Π1,k+1 =
∫
R
s˜2(k+1)Λˆ(s˜)2 ds˜.
Since Λˆ(s˜) = ce−s˜2 for some constant c, we have
Π1,k+1 = −c
2
4
∫
R
s˜2k s˜
(
e−2s˜2
)′
ds˜
= (2k + 1)c
2
4
∫
R
s˜2ke−2s˜2 ds˜
= 2k + 1
4
Π1,k.
This implies Π1,k = (2k)!2√2π8kk! . To calculate Π2,k , set L(1) =
d2
ds2
+ s2 dds + 12 . Then it follows that
L(1) dkk Λ = − k2 d
k
k Λ. Hence we have from the integration by parts,ds ds
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〈
dk
dsk
Λ,
dk
dsk
Λ
〉
L2(Λ−1 ds)
= −2
k
〈
dk
dsk
Λ,L(1) d
k
dsk
Λ
〉
L2(Λ−1 ds)
= −2
k
(
−
〈
dk+1
dsk+1
Λ,
dk+1
dsk+1
Λ
〉
L2(Λ−1 ds)
+ 1
2
〈
dk
dsk
Λ,
dk
dsk
Λ
〉
L2(Λ−1 ds)
)
= 2
k
Π2,k+1 − 1kΠ2,k,
which gives Π2,k+1 = k+12 Π2,k , and thus, Π2,k = k!2k holds. This completes the proof.
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