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1 Resumo
O estudo de operadores lineares em espac¸os de Hilbert motivou a continuidade da pesquisa em
C∗-a´lgebras. O trabalho foi subdividido nos seguintes cap´ıtulos: A´lgebras de Banach, Espectro,
Raio Espectral, Representac¸a˜o de Gelfand e C∗-a´lgebras.
Foram demonstrados importantes resultados como o Teorema do Mapeamento Espectral,
o Teorema de Gelfand e o Teorema de Beurling. O objetivo final do trabalho foi demonstrar
que um ∗-homomorfismo ϕ : A −→ B de uma ∗-a´lgebra de Banach A em uma C∗-a´lgebra B e´
contrativo.
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2 Introduc¸a˜o
O estudo dos operadores lineares limitados B(H1, H2) entre espac¸os de Hilbert H1, H2,
com base no livro [2], motivou o estudo abordado neste trabalho. Como pode ser visto no
”Apeˆndice: Operadores em Espac¸os de Hilbert,”B(H) e´ um exemplo de C∗-a´lgebra. A partir
disto, estabeleceu-se que a literatura utilizada para a pesquisa seria [1] e que o objetivo final
seria a demonstrac¸a˜o do seguinte teorema: um ∗-homomorfismo ϕ : A −→ B de uma ∗-a´lgebra
de Banach A em uma C∗-a´lgebra B e´ contrativo, isto e´, || ϕ(a) ||6|| a ||, para todo a ∈ A.
No primeiro cap´ıtulo, foram apresentadas va´rias definic¸o˜es caracterizando a´lgebras norma-
das, unitais, completas, suba´lgebras, suba´lgebras geradas. Em seguida, foram dados va´rios
exemplos relacionados a`s definic¸o˜es, ale´m de propriedades de ideais em a´lgebras.
No segundo cap´ıtulo, foram apresentadas as noc¸o˜es de elemento invert´ıvel, espectro e resol-
vente de um elemento em uma a´lgebra. O Teorema do Mapeamento Espectral e o Teorema de
Gelfand foram os principais resultados deste cap´ıtulo. No cap´ıtulo seguinte, ale´m de definic¸o˜es e
exemplos, foi demonstrado o Teorema de Beurling e a construc¸a˜o da unitizac¸a˜o de uma a´lgebra
sem unidade.
No quarto cap´ıtulo foram mostradas uma se´rie de proposic¸o˜es com o intuito de provar o Te-
orema de Representac¸a˜o de Gelfand, que relaciona uma a´lgebra de Banach comutativa com uma
a´lgebra de func¸o˜es cont´ınuas em um espac¸o localmente compacto Hausdorff. Finalmente, foram
dadas va´rias definic¸o˜es, como a de involuc¸a˜o, ∗-a´lgebra, ∗-a´lgebra de Banach, ∗-homomorfismo
e C∗-a´lgebra. Mostrou-se ainda que dada uma C∗-a´lgebra A, existe uma C∗-a´lgebra com uni-
dade, cuja norma estende a norma de A, e que conte´m A. Este resultado e´ fundamental para
demonstrar o teorema citado no inicio desta introduc¸a˜o, que e´ o objetivo final do trabalho.
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3 A´lgebras de Banach
Essa sec¸a˜o sera´ iniciada com algumas definic¸o˜es necessa´rias ao estudo de A´lgebras de Banach
seguidas de alguns exemplos das mesmas.
Definic¸a˜o 3.1. Uma a´lgebra A, sobre o corpo dos nu´meros complexos C, e´ um espac¸o vetorial
sobre o mesmo com uma operac¸a˜o (produto) bilinear:
A× A −→ A
(a, b) 7−→ ab,
tal que
a(bc) = (ab)c
para a, b, c ∈ A.
Definic¸a˜o 3.2. Uma suba´lgebra de A e´ um subespac¸o vetorial B de A fechado pelo produto,
ou seja, se b e b′ ∈ B, enta˜o bb′ ∈ B. B dotad da restric¸a˜o das operac¸o˜es de A e´ uma a´lgebra.
Definic¸a˜o 3.3. Uma norma || . || em A e´ dita submultiplicativa se
|| ab ||6|| a || . || b ||,
para a, b ∈ A. Neste caso, o par (A, || . ||) e´ chamada uma a´lgebra normada. Por sua vez, se
A admite uma unidade 1A, ou seja,
a1A = 1Aa = a,
para todo a ∈ A, e || 1A ||= 1, dizemos que A e´ uma a´lgebra normada unital.
Proposic¸a˜o 3.1. Se A e´ uma a´lgebra normada, enta˜o o produto (a, b) 7−→ ab e´ cont´ınuo.
Demonstrac¸a˜o. Considere (an)n∈N e (bn)n∈N ⊆ A, satisfazendo an −→ a e bn −→ b, enta˜o
|| ab− anbn ||=|| a(b− bn) + (a− an)bn ||
6|| a(b− bn) || + || (a− an)bn ||
6|| a || . || b− bn || + || a− an || . || bn || .
Como (bn)n∈N e´ limitada,
|| b− bn ||−→ 0 e || a− an ||−→ 0,
segue que || ab− anbn ||−→ 0.
Uma a´lgebra normada completa e´ chamada uma a´lgebra de Banach. Enquanto uma
a´lgebra unital normada completa e´ chamada a´lgebra de Banach unital.
Observac¸a˜o 3.1. Uma suba´lgebra de uma a´lgebra normada com a restric¸a˜o da norma da mesma
e´ uma a´lgebra normada.
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Proposic¸a˜o 3.2. O fecho de uma suba´lgebra B em uma a´lgebra A e´ uma suba´lgebra.
Demonstrac¸a˜o. Denote o fecho de B em A por B. Considere a, b ∈ B. Portanto, existem (an)n∈N
e (bn)n∈N ⊆ B, tais que an −→ a e bn −→ b. Como o produto definido em B e´ cont´ınuo, tem-se
que a sequeˆncia (anbn)n∈N converge para ab. Sendo assim, ab e´ ponto de acumulac¸a˜o de B. Ale´m
disso, como o fecho de um espac¸o vetorial e´ um espac¸o vetorial, segue o resultado.
Como em um espac¸o completo um subespac¸o e´ fechado no mesmo se, e somente se, e´ com-
pleto, segue que uma suba´lgebra fechada de uma a´lgebra de Banach e´ uma a´lgebra de
Banach. Vejamos alguns exemplos:
Exemplo 3.1. Seja S um conjunto, enta˜o l∞(S), o conjunto de todas as func¸o˜es limitadas com
valores complexos em S, e´ uma a´lgebra de Banach unital, com as operac¸o˜es definidas pontual-
mente:
(f + g)(x) = f(x) + g(x);
(f.g)(x) = f(x).g(x);
(λf) = λf(x);
e com a norma do supremo
|| f ||∞= sup
x∈S
| f(x) | .
Demonstrac¸a˜o. De fato, l∞(S) com as operac¸o˜es de soma e multiplicac¸a˜o por escalar define um
espac¸o vetorial sobre C. Vejamos, agora, que o produto esta´ bem definido.
Sejam f, g ∈ l∞(S), enta˜o existem M,N ∈ R, satisfazendo |f(x)| 6 M e |g(x)| 6 N, para
todo x ∈ S. Segue que
|(f.g)|(x) = |f(x)|.|g(x)| 6M.N.
Portanto, (f.g) ∈ l∞(S). Note que esta operac¸a˜o e´ associativa, pois a imagem destas func¸o˜es
pertence a um corpo. Sendo assim, l∞(S) e´ uma a´lgebra. Note que || . ||∞ e´ uma norma.
Vejamos que (l∞(S), || . ||∞) e´ uma a´lgebra normada, isto e´, que || . ||∞ e´ uma norma
submultiplicativa. Com este intuito, considere f, g ∈ l∞(S). Segue que
|(f.g)(x)| = |f(x)|.|g(x)| 6 sup
x∈S
|f(x)|. sup
x∈S
|g(x)| =|| f ||∞ . || g ||∞ .
Note que || f ||∞ . || g ||∞ e´ cota superior de |(f.g)|(x). Logo,
sup
x∈S
|(f.g)(x)| 6|| f ||∞ . || g ||∞,
ou seja,
|| f.g ||∞6|| f ||∞ . || g ||∞ .
Falta provarmos que (l∞(S), || . ||∞) e´ uma a´lgebra normada completa. Para tanto, considere
(fn)n∈N, sequeˆncia de Cauchy em l∞(S). Assim, para todo ε > 0, existe N0 ∈ N, tal que para
quaisquer m,n > N0,
|| fn − fm ||∞< ε.
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Logo, para x0 ∈ S, (fn(x0)n∈N) e´ sequeˆncia de Cauchy em C, pois
|fn(x0)− fm(x0)| 6|| fn − fm ||∞< ε.
Como C e´ completo, tal sequeˆncia e´ convergente. Defina
f : S −→ C
f(x) := lim
n−→∞ fn(x)
Afirmac¸a˜o 3.1. Dado ε > 0, existe n0 ∈ N tal que, para todo n > n0, sup
x∈S
|fn(x)− f(x)| 6 ε.
Fixe ε > 0. Como (fn)n∈N e´ sequeˆncia de Cauchy, tome n0 ∈ N tal que
||fn − fm||∞ < ε
2
,
para todo n,m > n0.
Pela definic¸a˜o da f , dado x ∈ S, tome k0 ∈ N tal que se k > k0, enta˜o
|fk(x)− f(x)| < ε
2
.
Se n,m > n0 e m > k0, segue que
|fn(x)− f(x)| 6 |fn(x)− fm(x)|+ |fm(x)− f(x)|
6 ||fn − fm||∞ + |fm(x)− f(x)| < ε
2
+
ε
2
= ε.
Logo, |fn(x)− f(x)| < ε para todo x ∈ X e, para todo n > n0. Assim,
sup
x∈S
|fn(x)− f(x)| 6 ε.
Mostremos agora que f e´ limitada. Perceba que fn ∈ l∞(S) para todo n ∈ N. Enta˜o, para
cada n ∈ N, existe um Kn > 0 tal que |fn(x)| 6 Kn, para todo x ∈ S. Ale´m disso, pela afirmac¸a˜o
acima, dado ε > 0 e escolhendo n > n0,
|f(x)| = |f(x)− fn(x) + fn(x)|
6 |f(x)− fn(x)|+ |fn(x)|
6 sup
x∈S
|fn(x)− f(x)|+ |fn(x)|
6 ε+Kn.
Portanto, f ∈ l∞(S).
Exemplo 3.2. Seja Ω um espac¸o topolo´gico. O conjunto Cb(Ω) de todas as func¸o˜es cont´ınuas
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limitadas em Ω com valores complexos e´ uma suba´lgebra fechada de l∞(Ω). Assim, Cb(Ω) e´ uma
a´lgebra de Banach unital.
Demonstrac¸a˜o.
Afirmac¸a˜o 3.2. Cb(Ω) e´ uma suba´lgebra de l
∞(Ω).
Segue do fato que a soma e o produto de duas func¸o˜es cont´ınuas e´ uma func¸a˜o cont´ınua e o
produto de uma func¸a˜o cont´ınua por um escalar e´ uma func¸a˜o cont´ınua.
Afirmac¸a˜o 3.3. Cb(Ω) e´ uma suba´lgebra fechada de l
∞(Ω).
Demonstrac¸a˜o. Para tanto, mostremos que o complementar de Cb(Ω), isto e´, l
∞(Ω)Cb(Ω)
e´ aberto em l∞(Ω). Denote l∞(Ω)Cb(Ω) por H.
Suponhamos, por absurdo, que H na˜o seja aberto. Enta˜o, existe g ∈ H tal que para todo
ε > 0, tem-se
|| g − h ||∞< ε
3
para algum h ∈ Cb(Ω).
Fixe x0 ∈ Ω. Como h ∈ Cb(Ω), existe um aberto U 3 x0, satisfazendo para todo x ∈ U,
|h(x0)− h(x)| < ε
3
.
Portanto,
|g(x0)− g(x)| = |g(x0)− h(x0) + h(x0)− h(x) + h(x)− g(x)|
6 |g(x0)− h(x0)|+ |h(x0)− h(x)|+ |h(x)− g(x)|
6|| g − h ||∞ +|h(x0)− h(x)|+ || h− g ||∞
<
ε
3
+
ε
3
+
ε
3
= ε.
Desta maneira, g ∈ Cb(Ω), o que e´ uma contradic¸a˜o. Conclui-se que H e´ aberto, sendo assim,
Cb(Ω) e´ fechado.
Como Cb(Ω) e´ um subespac¸o fechado no espac¸o completo, l∞(Ω), segue que, Cb(Ω) e´ com-
pleto. Por possuir unidade, segue que Cb(Ω) e´ uma a´lgebra de Banach unital.
Observe que se Ω for compacto, C(Ω), o conjunto das func¸o˜es cont´ınuas de Ω em C, coincide
com Cb(Ω), visto que a imagem de uma func¸a˜o cont´ınua aplicada em um compacto e´ um conjunto
compacto, portanto limitado.
Em seguida, um exemplo de uma a´lgebra que tem unidade, mas na˜o e´ normada.
Exemplo 3.3. Considere C([0, 1]) com || f ||1=
∫ 1
0 |f(x)|dx. Note que [0, 1] e´ compacto, portanto
as func¸o˜es deste espac¸o sa˜o limitadas, sendo assim, C([0, 1]) igual a Cb([0, 1]). Ale´m disso, tem
unidade.
7
Para observar que || . ||1 na˜o e´ submultiplicativa, escolha f, g ∈ C([0, 1]), com f(x) = g(x) =
x, para todo x ∈ [0, 1]. Segue que
|| f.g ||1= ||x2||1 =
∫ 1
0
x2dx =
1
3
.
Por sua vez,
|| f ||1=|| g ||1= ||x||1 =
∫ 1
0
xdx =
1
2
.
Logo,
|| f.g ||1= 1
3
>
1
4
=|| f ||1 . || g ||1 .
Portanto, C([0, 1]) com || f ||1=
∫ 1
0 |f(x)|dx na˜o e´ uma a´lgebra normada.
Vejamos agora um exemplo de a´lgebra normada que na˜o e´ completa:
Exemplo 3.4. Seja
F = {f : [0,+∞) −→ C : f e´ limitada e ∃ k ∈ R+, tal que f(x) = 0, para todo x > k}.
Considere F munido com a seguinte norma
|| f ||∞= sup
x∈[0,∞)
| f(x) | .
Tal espac¸o e´ uma suba´lgebra normada de l∞([0,∞)). Para perceber que esta na˜o e´ completa,
defina a seguinte sequeˆncia em F :
fn(x) =

1, se x ∈ [0, 1]
1
x , se x ∈ [1, n]
0, se x > n.
Note que fn −→ f, em que f(x) = 1x , para todo x ∈ [0,+∞), em l∞([0,∞)), mas f /∈ F.
Assim, fn e´ uma sequeˆncia de Cauchy em F que na˜o converge no mesmo. Segue que F na˜o e´
completo.
Exemplo 3.5. Seja Ω um espac¸o Hausdorff localmente compacto. Define-se C0(Ω) como o
conjunto das func¸o˜es f : Ω −→ C que se ”anulam no infinito”, isto e´, f ∈ C0(Ω), se, e somente
se, para todo ε > 0, o conjunto {w ∈ Ω : |f(w)| > ε} e´ compacto. Vejamos que C0(Ω) e´ uma
suba´lgebra fechada de Cb(Ω).
Demonstrac¸a˜o. Para facilitar, demonstraremos o seguinte:
Afirmac¸a˜o 3.4. Seja f : Ω −→ C cont´ınua. Tem-se que f ∈ C0(Ω) se, e somente se, para todo
ε > 0 existir um compacto K ⊆ Ω satisfazendo para todo x ∈ Kc, |f(x)| < ε.
(=⇒) Seja f ∈ C0(Ω) e ε > 0, enta˜o o conjunto
K = {w ∈ Ω : |f(x)| > ε}
e´ compacto. Portanto, para todo x ∈ Kc, |f(x)| < ε.
(⇐=) Suponha que para todo ε > 0 exista um compacto K ⊆ Ω tal que para todo x ∈ Kc,
|f(x)| < ε.
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Segue que W = {w ∈ Ω : |f(x)| > ε} ⊆ K, sendo K compacto. Como |f | e´ cont´ınua,
a imagem inversa de [ε,+∞), |f |−1([ε,+∞)) = W, e´ um fechado em Ω. Sendo W fechado e
W ⊆ K um compacto, tem-se que W e´ compacto. Logo, f ∈ C0(Ω).
Continuando a demonstrac¸a˜o do exemplo, fixe ε > 0 e admita f, g ∈ C0(Ω). Portanto,
existem compactos Wf e Wg, tais que se x ∈ ΩWf , enta˜o
|f(x)| < ε
2
e, se x ∈ ΩWg, enta˜o
|g(x)| < ε
2
.
Disso segue que se
x ∈ (ΩWf ∩ ΩWg) = Ω(Wf ∪Wg),
tem -se que
•
|(f + g)(x)| = |f(x) + g(x)| 6 |f(x)|+ |g(x)| < ε
2
+
ε
2
= ε.
Como f+g e´ cont´ınua, Wf∪Wg e´ compacto e, para todo x ∈ Ω\(Wf∪Wg), |(f+g)(x)| < ε,
conclui-se que f + g ∈ C0(Ω).
•
|(f.g)(x)| = |f(x)|.|g(x)| = |f(x)|.|g(x)| < ε
2
.
ε
2
=
ε
4
.
Como f.g e´ cont´ınua, Wf ∪Wg e´ compacto e, para todo x ∈ Ω \ (Wf ∪Wg), |(f.g)(x)| < ε,
tem-se que f.g ∈ C0(Ω).
Analogamente, para λ ∈ C e f ∈ C0(Ω), existe um compacto Wλ satisfazendo para x ∈
ΩWλ,
|f(x)| < ε|λ|+ 1 .
Assim,
•
|(λf)x)| = |λ||f(x)| < |λ| ε
λ+ 1
< ε.
Sendo λf cont´ınua e Wλ compacto e, para todo x ∈ Ω \ Wλ, |(λf)(x)| < ε, segue que
λf ∈ C0(Ω).
Visto que a imagem dessas operac¸o˜es pertencem ao corpo dos complexos, segue que a
operac¸a˜o produto e´ associativa. Demonstrou-se que C0(Ω) e´ uma suba´lgebra de Cb(Ω). Basta
verificarmos que C0(Ω) e´ fechada na mesma.
Para tanto, considere f ∈ Cb(Ω), ponto de acumulac¸a˜o de C0(Ω). Por definic¸a˜o, existe uma
sequeˆncia (fn)n∈N ⊆ C0(Ω) tal que fn −→ f.
Portanto, dado ε > 0, existe um n0 ∈ N tal que para todo n > n0, tem-se
sup |fn(x)− f(x)| < ε
2
.
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Como fn ∈ C0(Ω),
Wn = {w ∈ Ω : |fn(w)| > ε
2
}
e´ compacto. Logo, se x ∈ ΩWn, enta˜o |fn(x)| < ε2 .
Assim, fixe n > n0 e x ∈Wn,
|f(x)| = |f(x)− fn(x) + fn(x)|
6 |f(x)− fn(x)|+ |fn(x)|
6 sup
x∈(ΩWn)
|f(x)− fn(x)|+ |fn(x)|
6 sup
x∈Ω
|f(x)− fn(x)|+ |fn(x)|
<
ε
2
+
ε
2
= ε.
Segue que, para todo x ∈ Ω \Wn,
|f(x)| < ε.
Como Wn e´ compacto, pela Afirmac¸a˜o 3.4, f ∈ C0(Ω). Dessa forma, C0(Ω) conte´m todos os
seus pontos de acumulac¸a˜o, sendo assim, fechado em Cb(Ω).
Vejamos um exemplo de a´lgebra na˜o abeliana.
Exemplo 3.6. Seja X um espac¸o vetorial normado. Denotemos por B(X) o conjunto de todos
os operadores lineares limitados de X em X. O conjunto B(X) e´ uma a´lgebra normada, com
operac¸o˜es de soma e multiplicac¸a˜o por escalar definidas pontualmente, multiplicac¸a˜o dada por
B(X) −→ B(X)
(u, v) 7−→ u ◦ v
e munida da norma
|| u ||= sup
||x||61
|| u(x) || .
Se X e´ um espac¸o de Banach, B(X) e´ completo, sendo assim, uma a´lgebra de Banach.
Demonstrac¸a˜o. A demonstrac¸a˜o desse exemplo sera´ dividida em algumas afirmac¸o˜es. Primeira-
mente, note que dado u ∈ B(X), e x 6= 0, enta˜o
|| u
(
x
|| x ||
)
||6|| u || .
Assim,
|| u(x) ||6|| u || . || x || .
Afirmac¸a˜o 3.5. B(X) e´ uma a´lgebra.
Demonstrac¸a˜o.
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• Considere u, v ∈ B(X). Enta˜o,
|| u(x) ||6|| u || . || x ||;
|| v(x) ||6|| v || . || x || .
Portanto,
|| (u+ v)(x) ||=|| u(x) + v(x) ||6|| u(x) || + || v(x) ||6 (|| u || + || v ||) || x || .
Logo, u+ v ∈ B(X) e, ale´m disso,
|| u+ v ||6|| u || + || v || .
• Para u ∈ B(X) e λ ∈ C, tem-se que
|| λu ||= sup{|| (λu)(x) ||:|| x ||6 1}
= sup{|λ|. || u(x) ||:|| x ||6 1} = |λ| || u || .
Portanto, λu ∈ B(X).
Pelo feito acima, note que B(X) e´ um espac¸o vetorial normado.
• Note que o produto esta´ bem definido, pois
|| (u ◦ v)(x) ||=|| u(v(x)) ||6|| u || . || v(x) ||6|| u || . || v || . || x || .
Segue que u◦v ∈ B(X) e, ale´m disso, a norma e´ submultiplicativa. E vale a associatividade
((u ◦ v) ◦ w)(x) = (u ◦ v)(w(x)) = u(v(w(x))) = u((v ◦ w)(x)) = (u ◦ (v ◦ w))(x),
para todo u, v, w ∈ B(X).
Logo, B(X) e´ uma a´lgebra normada.
Afirmac¸a˜o 3.6. Se X e´ um espac¸o de Banach, B(X) e´ completo.
Demonstrac¸a˜o. Considere (un)n∈N ⊆ B(X) sequeˆncia de Cauchy. Fixe x ∈ X, x 6= 0. Enta˜o,
por definic¸a˜o, para todo ε > 0, existe n0 ∈ N tal que para todo m,n > n0,
|| un − um ||< ε|| x || .
Note que (un(x))n∈N ⊆ X e´ sequeˆncia de Cauchy, pois
|| un(x)− um(x) ||=|| (un − um)(x) ||6|| un − um || . || x ||< ε|| x || || x ||< ε,
para todo m,n > n0. Como X e´ completo, (un(x))n∈N e´ convergente.
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Defina
u : X −→ X
x 7−→ lim
n−→∞un(x).
Vejamos que u e´ um operador linear limitado e que un −→ u.
• Mostremos que u e´ linear. De fato, para x,∈ X e α ∈ C, segue que
u(x+ αy) = lim
n→∞un(x) + α limn→∞un(y) =
= u(x) + αu(y).
• Para que fique claro que u ∈ B(X), basta notarmos que u e´ limitado. Como (un)n∈N e´ uma
sequeˆncia de Cauchy, (un)n∈N e´ limitada. Portanto, existe um K ∈ N, tal que || un ||6 K,
para todo n ∈ N. Enta˜o,
|| un(x) ||=|| lim
n→∞un(x) ||= limn→∞ || un(x) ||6 limn→∞ || un || . || x ||6 K || x || .
Segue que u ∈ B(X).
• Agora, para observarmos que un −→ u em B(X), provemos que (un)n∈N converge unifor-
memente para u em B(X). Para tanto, escolha n0 ∈ N tal que para todo m,n > n0,
|| un − um ||< ε
2
.
Seja n > n0 e x ∈ X, com || x ||6 1. Pela definic¸a˜o de u, existe um N ∈ N tal que, para
todo m > N, tem-se || u(x) − um(x) ||< ε2 . Considere m ∈ N, tal que m > max{n0, N}.
Segue que, para n > n0,
|| un(x)− u(x) ||=|| un(x)− um(x) + um(x)− u(x) ||6
|| un(x)−um(x) || + || um(x)−u(x) ||6|| un−um || . || x || + || um(x)−u(x) ||< ε
2
+
ε
2
= ε.
Assim, para todo x ∈ X, com || x ||6 1, vale que || un(x)− u(x) ||< ε. Portanto,
|| un − u ||= sup
||x||61
|| un(x)− u(x) ||6 ε,
para todo n > n0,
Exemplo 3.7. A a´lgebra Mn(C) das matrizes n×n com entradas complexas pode ser identificada
com B(Cn), que e´ uma a´lgebra unital. Ale´m disso, as matrizes triangulares superiores formam
uma suba´lgebra de Mn(C).
Demonstrac¸a˜o. De fato, as matrizes n × n com entradas complexas podem ser vistas como
representac¸o˜es de transformac¸o˜es lineares limitadas de Cn em Cn.
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Considere T ∈ B(Cn) que pode ser representada como a matriz A ∈Mn(C). Enta˜o
T : Cn −→ Cn
(x1, x2, ..., xn) 7−→ (y1, y2, ..., yn).
Em que, 
y1
y2
...
yn
 =

a11 a12 ... a1n
a21 a22 ... a2n
... ... ... ...
an1 an2 ... ann


x1
x2
...
xn
 .
A unidade, neste caso, e´ a matriz identidade In :
1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1

n×n
.
Note que as matrizes triangulares n× n formam mesmo uma suba´lgebra, pois, se A e B sa˜o
triangulares,
AB =

a11 a12 ... a1n
0 a22 ... a2n
... ... ... ...
0 0 ... ann


b11 b12 ... b1n
0 b22 ... b2n
... ... ... ...
0 0 ... bnn
 =
AB =

a11b11 a11b12 + a12b22 ...
∑n
k=1 a1kbkn
0 a22b22 ...
∑n
k=1 a2kbkn
... ... ... ...
0 0 ... annbnn
 ,
segue que AB tambe´m e´ triangular.
Note que se (Bλ)λ e´ uma famı´lia de suba´lgebras de uma a´lgebra A, enta˜o
⋂
λ∈ΩBλ e´ uma
suba´lgebra de A. Disso, seguem as pro´ximas definic¸o˜es.
Definic¸a˜o 3.4. Seja S um subconjunto da a´lgebra A. A suba´lgebra de A gerada por S e´ a
menor suba´lgebra de A contendo S e e´ dada pela intersecc¸a˜o de todas as suba´lgebras em que S
esta´ contido.
Definic¸a˜o 3.5. Considere A uma a´lgebra normada e S ⊆ A. Define-se a suba´lgebra fechada
de A gerada por S como a menor suba´lgebra fechada de A que contenha S.
Afirmac¸a˜o 3.7. Se denotarmos a suba´lgebra gerada por S de B e a suba´lgebra fechada
gerada por S de C. Enta˜o, C = B, isto e´, C e´ o fecho da suba´lgebra gerada por S.
Demonstrac¸a˜o. (⊇) Por definic¸a˜o de suba´lgebra gerada, segue que B ⊆ C. Considere b ∈ B.
Existe uma sequeˆncia (bn)n∈N ⊆ B, convergindo para b. Como (bn)n∈N ⊆ B ⊆ C e C e´ fechada,
enta˜o (bn)n∈N converge em C. Segue que b ∈ C. Logo, B ⊆ C.
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(⊆) Pela Proposic¸a˜o 3.2, o fecho de uma suba´lgebra e´ uma suba´lgebra. Assim, B e´ uma
suba´lgebra fechada que conte´m S. C esta´ contida em em todas as suba´lgebras fechadas contendo
S, por definic¸a˜o. Segue que C ⊆ B.
Definic¸a˜o 3.6. Um ideal a` esquerda (respectivamente, a` direita) em uma a´lgebra A e´ um su-
bespac¸o vetorial I de A, satisfazendo
a ∈ A e b ∈ I =⇒ ab ∈ I;
(respectivamente, ba ∈ I).
Por sua vez, um subespac¸o vetorial que e´ um ideal a` direita e a` esquerda em A, simultanea-
mente, e´ um ideal em A. Note que 0 e A sa˜o ideais de A, chamados ideais triviais.
Definic¸a˜o 3.7. Um ideal maximal de A e´ um ideal pro´prio, isto e´, na˜o pertencente a` A, e
que na˜o esta´ contido em nenhum outro ideal pro´prio de A. A definic¸a˜o para ideal maximal a`
direita e a` esquerda e´ ana´loga.
Exemplo 3.8. Considere a a´lgebra A = C0([0, 1]) e o ideal
I =
{
f ∈ C0([0, 1]) : f
(
1
2
)
= 0
}
.
De fato, I e´ ideal de A, pois e´ um subespac¸o vetorial de A, e, se f ∈ I e g ∈ A, tem-se
(f.g)
(
1
2
)
= (g.f)
(
1
2
)
= g
(
1
2
)
.f
(
1
2
)
= g
(
1
2
)
.0 = 0,
ou seja, f.g e g.f ∈ I. Vejamos agora que I e´ ideal maximal. Para tanto, escolha um ideal J de
A, satisfazendo
I ( J ⊆ A.
Portanto, existe g ∈ J, tal que g /∈ I. Assim, g(12) 6= 0.
Seja
l = g.g = |g|2 > 0.
Como l(12) > 0, segue que
h = |x− 1
2
|+ l > 0,
para todo x ∈ [0, 1]. Enta˜o, h e´ invert´ıvel em A. Sendo J um ideal e h ∈ J, tem-se
h.h−1 = 1 ∈ J.
Logo, J = C0([0, 1]) e I e´ ideal maximal de C0([0, 1]).
Definic¸a˜o 3.8. Um ideal I e´ dito modular se existe um elemento u ∈ A tal que a − au e
a− ua ∈ I para todo a ∈ A.
Para o exemplo de ideal modular, assumiremos o teorema seguinte, que e´ um corola´rio do
Lema de Urysohn, dispon´ıvel na refereˆncia [3].
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Teorema 3.1. {Urysohn} (para espac¸os localmente compactos). Seja Ω um espac¸o
localmente compacto Hausdorff. Suponhamos K ⊆ O ⊆ Ω, onde K e´ compacto e O e´ aberto.
Enta˜o, existe u ∈ Cc(Ω, [0, 1]) tal que u = 1 em K e supp(u) ⊆ O.
Exemplo 3.9. Se w e´ um elemento de um espac¸o localmente compacto Ω, e
Mw = {f ∈ C0(Ω) : f(w) = 0},
enta˜o Mw e´ um ideal modular na a´lgebra C0(Ω).
Demonstrac¸a˜o. Como w ∈ Ω e Ω e´ localmente compacto, existe um compacto L tal que w ∈
int(L). O interior de L e´ aberto. Portanto, existe um aberto A, satisfazendo, w ∈ A ⊆ int(L).
Note que o fecho de A, logo um fechado, esta´ contido em K, que e´ compacto. Disso, segue que A
e´ compacto. Assim, A ⊆ int(L) ⊆ Ω, pelo Lema de Urysohn, existe u ∈ Cc(Ω, [0, 1]) ⊆ C0(Ω),
tal que u = 1, em A. Por construc¸a˜o, w ∈ A. Logo, u(w) = 1 e f − uf = f − fu ∈ Mw, para
todo f ∈ C0(Ω).
Definic¸a˜o 3.9. Se I e´ um ideal de uma a´lgebra A, enta˜o A/I e´ uma a´lgebra com produto dado
por
(a+ I)(b+ I) = ab+ I.
Observac¸a˜o 3.2. Dizemos que a+ I = b+ I em A/I se a− b ∈ I e, denotamos por
a ≡ b(modI).
Proposic¸a˜o 3.3. A a´lgebra A/I e´ unital se, e somente se, I e´ modular.
Demonstrac¸a˜o. (=⇒) Se A/I e´ unital, existe u ∈ A, tal que
(a+ I)(u+ I) = au+ I = a+ I.
Portanto, a ≡ au(modI), isto e´, a − au ∈ I. Note que, neste caso, todo ideal de A e´ modular.
(⇐=) Se I e´ modular, existe u ∈ A, tal que a− au e a− ua ∈ I, para todo a ∈ A. Enta˜o, u+ I
e´ a unidade de A/I, pois
(a+ I)(u+ I) = au+ I.
Perceba que a− au ∈ I. Logo, a ≡ au(modI).
Se (Iλ)λ∈Λ e´ uma famı´lia de ideais de uma a´lgebra A, enta˜o ∩λ∈ΛIλ e´ um ideal de A. Assim,
define-se
Definic¸a˜o 3.10. Dado um conjunto S ⊆ A, existe um ideal mı´nimo I de A contendo S. Este e´
chamado de ideal gerado por S.
Afirmac¸a˜o 3.8. Se A e´ uma a´lgebra normada, enta˜o, o fecho de um ideal I e´ um ideal de A.
Demonstrac¸a˜o. Mostremos que I e´ um ideal a` esquerda de A. Considere a ∈ A e b ∈ I. Como I
e´ o fecho de I, existe uma sequeˆncia (bn)n∈N ⊆ I, com bn −→ b.
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Sendo I um ideal, (abn)n∈N ⊆ I e, pela continuidade do produto,
abn −→ ab.
Portanto, ab e´ ponto de acumulac¸a˜o de I, ou seja, ab ∈ I. A demonstrac¸a˜o de que o fecho de I
e´ ideal a` direita de A e´ ana´loga.
Definic¸a˜o 3.11. Seja S ⊆ A. O menor ideal fechado J de A contendo S e´ dito o ideal fechado
gerado por S.
Afirmac¸a˜o 3.9. O ideal J da definic¸a˜o acima e´ o fecho do ideal gerado por S.
Demonstrac¸a˜o. (⊆) Considere I o ideal gerado por S, enta˜o I ⊆ J, por definic¸a˜o. Vejamos que
I ⊆ J.
Seja b ∈ I. Segue que existe (bn)n∈N ⊆ I, satisfazendo
bn −→ b.
Agora, (bn)n∈N ⊆ I ⊆ J. Como J e´ fechado, b ∈ J. Assim, I ⊆ J.
(⊇) Pela definic¸a˜o de J e por I ser um ideal fechado, tem-se que J ⊆ I. Logo, J = I.
Teorema 3.2. Se I e´ um ideal fechado de uma a´lgebra normada A, enta˜o A/I e´ uma a´lgebra
normada, com a norma quociente
|| a+ I ||= inf
b∈I
|| a+ b || .
Demonstrac¸a˜o. Primeiramente, provemos que a norma quociente satisfaz as propriedades ne-
cessa´rias.
1. || a+ I ||> 0, para (a+ I) ∈ A/I.
Note que 0 6|| a+ b ||, para todo b ∈ I. Portanto, 0 e´ cota inferior do conjunto {|| a+ b ||:
b ∈ I}. Assim,
0 6 inf{|| a+ b ||: b ∈ I} =|| a+ I || .
2. || a+ I ||= 0 se, e somente se, (a+ I) = (0 + I).
(⇒) Suponha que (a+ I) = (0 + I). Enta˜o,
|| a+ I ||= infb∈I || b || .
Como I e´ ideal, 0 ∈ I. Logo
0 6 inf
b∈I
|| b ||6|| 0 ||= 0.
Portanto,
|| a+ I ||= inf
b∈I
|| b ||= 0.
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(⇐) Considerando || a+ I ||= 0, tem-se a existeˆncia de uma sequeˆncia (bn)n∈N ⊆ I,tal que
|| a+ bn ||−→ 0,
isto e´,
|| a− (−bn) ||−→ 0.
Assim, (−bn) converge para a. Sendo I um fechado de A e a um ponto de acumulac¸a˜o de
I, conclui-se que a ∈ I, ou seja, (a+ I) = (0 + I).
3. || αa+ I ||= |α|. || a+ I ||, para α ∈ C.
De fato,
|| αa+ I ||= inf
b∈I
|| αa+ b ||= inf
b∈I
|| α(a+ b
α
) ||=
= inf
c∈I
|| α(a+ c) ||= inf
c∈I
|α| || (a+ c) ||=
= |α| inf
c∈I
|| (a+ c) ||= |α| || a+ I || .
4. || (a+ I) + (c+ I) ||6|| a+ I || + || c+ I || .
Seja ε > 0 e a, c ∈ A. Enta˜o, existem a′ e c′ ∈ I, satisfazendo
|| a+ a′ ||<|| a+ I || +ε
e,
|| c+ c′ ||<|| c+ I || +ε.
Assim,
|| a+ c+ (a′ + c′) ||=|| a+ a′ + c+ c′ ||6|| a+ a′ || + || c+ c′ ||< a+ I || + || c+ I || +2ε.
Note que a′ + c′ ∈ I e denote esta soma por b. Segue que
|| (a+ c) + b ||< a+ I || + || c+ I || +2ε.
Logo,
inf
b∈I
|| a+ c+ b ||6 a+ I || + || c+ I || +2ε,
para todo ε > 0. Portanto,
|| (a+ c) + I ||=|| (a+ I) + (c+ I) ||6|| a+ I || + || c+ I || .
Vejamos que a norma quociente e´ submultiplicativa. Para tanto, considere ε > 0 e suponha que
a e b pertenc¸am a` A. Enta˜o, por definic¸a˜o de ı´nfimo, existem a′ e b′ ∈ I, satisfazendo
|| a+ a′ ||<|| a+ I || +ε
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e,
|| b+ b′ ||<|| b+ I || +ε.
Assim,
(ε+ || a+ I ||)(ε+ || b+ I ||) >
|| a+ a′ || . || b+ b′ ||>|| (a+ a′)(b+ b′) ||=
|| ab+ ab′ + a′b+ a′b′ ||=|| ab+ c ||>|| ab+ I || .
Sendo c = ab′ + a′b+ a′b′ ∈ I.
Logo,
(ε+ || a+ I ||)(ε+ || b+ I ||) >|| ab+ I || .
Para todo ε > 0. Portanto,
|| ab+ I ||6|| a+ I || . || b+ I || .
Exemplo 3.10. Considere a a´lgebra normada A = (C([0, 1]), || . ||∞). Ja´ foi provado que
I = {f ∈ C([0, 1]) : f(1
2
) = 0}
e´ ideal de A. Vejamos que I e´ fechado em A. De fato, se, para algum f ∈ A, existe uma sequeˆncia
(fn)n∈N ⊆ I, com fn −→ f, enta˜o, para todo ε > 0, existe um n0 ∈ N, tal que para todo n > n0 :
|fn(1/2)− f(1/2)| 6|| fn − f ||∞< ε.
Como fn(1/2) = 0, para todo n ∈ N, tem-se que f(1/2) = 0. Segue que f ∈ I, isto e´, I e´ fechado
em A.
Pelo Teorema 3.2, C([0, 1])/I e´ uma a´lgebra com norma quociente || g + I ||= inff∈I ||
g + f ||∞ . Por exemplo, seja g = x2 ∈ C([0, 1]), enta˜o,
|| x2 + I ||= inf
f∈I
|| x2 + f ||∞ .
Note que
|| x2 + f ||∞> |
(
1
2
)2
+ f
(
1
2
)
| = 1
4
,
isto e´,
|| x2 + I ||> 1
4
.
Ale´m disso, h = 14 − x2 ∈ I, pois h(12) = 0. Assim,
|| x2 + I ||=6|| x2 + h ||∞=|| x2 − x2 + 1
4
||∞= 1
4
.
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Segue que
|| x2 + I ||= 1
4
.
Definic¸a˜o 3.12. Um homomorfismo de uma a´lgebra A em uma a´lgebra B e´ uma transformac¸a˜o
linear
ϕ : A −→ B,
tal que,
ϕ(ab) = ϕ(a)ϕ(b),
para todo a, b ∈ A.
Afirmac¸a˜o 3.10. O nu´cleo de ϕ, N(ϕ), e´ um ideal de A.
Demonstrac¸a˜o. Seja d ∈ N(ϕ) e a ∈ A. Como ϕ e´ homomorfismo,
ϕ(ad) = ϕ(a)ϕ(d) = ϕ(a).0 = 0.
Logo, ad ∈ N(ϕ). Segue que N(ϕ) e´ ideal a` esquerda de A. A demonstrac¸a˜o de que N(ϕ) e´ ideal
a` direita de A e´ ana´loga.
Afirmac¸a˜o 3.11. A imagem de ϕ e´ uma suba´lgebra de B.
Demonstrac¸a˜o. Como ϕ e´ transformac¸a˜o linear, para z1, z2 pertencentes a` imagem de ϕ, existem
a, b ∈ A e λ ∈ C, satisfazendo
ϕ(a) = z1
e,
ϕ(b) = z2.
Assim,
z1 + z2 = ϕ(a) + ϕ(b) = ϕ(a+ b);
λz1 = λϕ(a) = ϕ(λa).
Tem-se que a imagem de ϕ e´ um espac¸o vetorial. Ale´m disso, sendo ϕ um homomorfismo,
z1.z2 = ϕ(a).ϕ(b) = ϕ(ab),
isto e´, z1.z2 ∈ Im(ϕ). Segue que a imagem que ϕ e´ uma suba´lgebra de B.
Definic¸a˜o 3.13. Dizemos que ϕ e´ unital se A e B sa˜o unitais e ϕ(1) = 1.
Afirmac¸a˜o 3.12. Se I e´ um ideal de A, a transformac¸a˜o quociente
pi : A −→ A/I
e´ um homomorfismo.
Demonstrac¸a˜o. De fato, para a, b ∈ A e λ ∈ C :
pi(a+ b) = (a+ b) + I = (a+ I) + (b+ I) = pi(a) + pi(b);
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pi(λa) = λa+ I = λ(a+ I) = λpi(a);
pi(ab) = (ab+ I) = (a+ I)(b+ I) = pi(a)pi(b).
Proposic¸a˜o 3.4. Sejam ϕ e ψ homomorfismos cont´ınuos de uma a´lgebra normada A em uma
a´lgebra normada B, sendo A a suba´lgebra fechada gerada por um conjunto S. Assim, se ϕ|S =
ψ|S , enta˜o, ϕ = ψ.
Demonstrac¸a˜o. Primeiramente, note que
K = {a ∈ A : ϕ(a) = ψ(a)}
e´ uma suba´lgebra fechada de A. De fato, como ϕ e ψ sa˜o homomorfismos, para a, b ∈ K e λ ∈ C,
tem-se
ϕ(a+ b) = ϕ(a) + ϕ(b) = ψ(a) + ψ(b) = ψ(a+ b);
ϕ(λa) = λϕ(a) = λψ(a) = ψ(λa);
ϕ(ab) = ϕ(a)ϕ(b) = ψ(a)ψ(b) = ψ(ab).
Assim, a+ b, λa, e ab ∈ K. Segue que K e´ suba´lgebra de A.
Agora, mostremos que K e´ igual ao seu fecho, isto e´, K = K. Para tanto, considere d ∈ K.
Por definic¸a˜o, existe uma sequeˆncia (dn)n∈N ⊆ K tal que dn −→ d. Por hipo´tese, ϕ e ψ sa˜o
cont´ınuas, enta˜o
lim
n−→∞ϕ(dn) = ϕ( limn−→∞ dn) = ϕ(d)
e
lim
n−→∞ψ(dn) = ψ( limn−→∞ dn) = ψ(d).
Para todo n ∈ N,
ϕ(dn) = ψ(dn).
Enta˜o, por unicidade do limite,
lim
n−→∞ϕ(dn) = limn−→∞ψ(dn) =⇒ ϕ(d) = ψ(d).
Conclui-se que d ∈ K. Logo, K e´ uma suba´lgebra fechada. Agora, note que S ⊆ K. Por definic¸a˜o
de suba´lgebra fechada gerada por um conjunto, tem-se que A ⊆ K. Disso, segue que ϕ(a) = ψ(a),
para todo a ∈ A, ou seja, ϕ = ψ.
Segue mais um exemplo de homomorfismo. Este homomorfismo sera´ usado na sec¸a˜o seguinte.
Exemplo 3.11. Denote por C[z] a a´lgebra de todas as func¸o˜es polinomiais com coeficientes
complexos em um z indeterminado. Se a e´ um elemento de uma a´lgebra unital A e p ∈ C[z] e´ o
polinoˆmio
p = λ0 + λ1z + ...+ λnz
n,
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estabelecemos
p(a) = λ01 + λ1a
1 + ... = λna
n.
Afirmac¸a˜o 3.13. A transformac¸a˜o
ψa : C[z] −→ A
p 7−→ p(a)
e´ um homomorfismo unital.
Demonstrac¸a˜o. Vejamos que ψ preserva soma, multiplicac¸a˜o por escalar e produto.
Considere p, q ∈ C[z] e a ∈ A. Denotando
p = λ0 + λ1z + λ2z
2 + ...+ λnzn,
q = α0 + α1z + α2z
2 + ...+ αmz
m
e considerando m < n, sem perda de generalidade, segue que
ψa(p) + ψa(q) = p(a) + q(a) =
(λ0 + λ1a+ λ2a
2 + ...+ λnan) + (α0 + α1a+ α2a
2 + ...+ αma
m) =
((λ0 + α0) + (λ1α1)a+ (λ2α2)a
2 + ...+ (λmαm)a
m + ...+ λnan =
(Com αi = 0 para i > m.)
=
n∑
i=0
(λi + αi)a
i = (p+ q)(a) = ψa(p+ q).
Seja β ∈ C e p ∈ C[z] como acima, tem-se
βψa(p) = βp(a) = β(λ0 + λ1a+ λ2a
2 + ...+ λnan) =
(βλ0) + (βλ1)a+ (βλ2)a
2 + ...+ (βλn)an = (βp)(a) = ψa(βp).
Agora, para o produto
ψa(p)ψa(q) = p(a).q(a) =
(λ0 + λ1a+ λ2a
2 + ...+ λnan).(α0 + α1a+ α2a
2 + ...+ αma
m) =
(λ0 + α0) + (λ0α1 + λ1α0)a+ (λ0α2 + λ1α1 + λ0α2)a
2 + ...+
(
m+n∑
i=0
λiα(m+n)−i
)
am+n =
m+n∑
k=0
(
k∑
i=0
λiαk−i
)
ak = (p.q)(a) = ψa(p.q).
Vejamos que 1A pertence a` imagem de ψa. Para tanto, considere
p = 1.
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Assim,
ψa(p) = p(a) = 1.1A = 1A.
Portanto, ψa e´ um homomorfismo unital.
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4 Espectro
Neste cap´ıtulo sera˜o introduzidas as noc¸o˜es de espectro e resolvente de um elemento em uma
a´lgebra. Sera˜o demonstrados resultados importantes como o Teorema de Gelfand.
Definic¸a˜o 4.1. Dizemos que a ∈ A e´ invert´ıvel se existe b ∈ A tal que
ab = ba = 1A.
Neste caso, b e´ u´nico e denotado por a−1.
Afirmac¸a˜o 4.1. O conjunto inv(A) = {a ∈ A : a e´ invert´ıvel} e´ um grupo com respeito a
restric¸a˜o da operac¸a˜o produto de A.
Demonstrac¸a˜o. Primeiramente, vejamos que tal operac¸a˜o esta´ bem definida. Considere a, b ∈
inv(A). Enta˜o existem a−1 e b−1 ∈ A, satisfazendo
a.a−1 = a−1.a = 1A;
b.b−1 = b−1.b = 1A.
Assim, como A e´ a´lgebra
(a.b)(b−1.a−1) = a(b.b−1)a−1 = a.a−1 = 1A.
Analogamente, (b−1.a−1)(a.b) = 1A. Disso, segue que
(a.b)−1 = (b−1.a−1).
Logo, o inverso de a.b existe em A, sendo assim, u´nico.
1. Sejam a, b, c ∈ inv(A), enta˜o
a(b.c) = (a.b)c,
pois A e´ a´lgebra.
2. Como A e´ unital 1A ∈ inv(A), sendo 1−1A = 1A. Assim, para todo a ∈ inv(A) :
1A.a = a.1A = a.
3. Se a ∈ inv(A), existe um u´nico b ∈ A, satisfazendo
ab = ba = 1A.
Por definic¸a˜o, b ∈ inv(A).
Exemplo 4.1. Considere a a´lgebra unital A = C([0, 1]). Note que
f(x) = x− 1
2
/∈ inv(C([0, 1])).
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Suponha, por absurdo, que exista g ∈ C([0, 1]), satisfazendo, para todo x ∈ [0, 1],
g(x).f(x) = f(x).g(x) = (x− 1
2
)g(x) = 1.
Enta˜o,
g(x) =
2
2x− 1 .
Contradic¸a˜o, pois g nem mesmo esta´ definida em x = 12 .
Definic¸a˜o 4.2. Seja A uma a´lgebra de Banach unital. O espectro de um elemento a ∈ A e´ o
conjunto
σ(a) = σA(a) = {λ ∈ C : a− λ.1A /∈ inv(A)}.
Definic¸a˜o 4.3. Seja A uma a´lgebra de Banach unital. O complementar do espectro de um
elemento e´ chamado de resolvente do mesmo, isto e´, para a ∈ A, ρ(a) = C \ σ(a).
Exemplo 4.2. Seja A = C(Ω), onde Ω e´ um espac¸o compacto Hausdorff. Enta˜o σ(f) = f(Ω),
para todo f ∈ A.
Demonstrac¸a˜o. (⊆) Seja λ ∈ σ(f), enta˜o f − λ /∈ inv(C(Ω)). Suponha que λ /∈ f(Ω). Enta˜o,
f(x)− λ 6= 0, para todo x ∈ Ω. Note que
g =
1
f − λ
esta´ bem definida e e´ composic¸a˜o de func¸o˜es cont´ınuas. Assim, g ∈ C(Ω) e f − λ ∈ inv(C(Ω)).
Isto e´ uma contradic¸a˜o. Logo, λ ∈ f(Ω).
(⊇) Considere µ ∈ f(Ω). Por definic¸a˜o, existe um x0 ∈ Ω tal que f(x0) = µ. Segue que
f(x0)− µ = 0. Portanto, f − µ /∈ inv(C(Ω)), isto e´, µ ∈ σ(f).
Exemplo 4.3. Seja A = l∞(S), em que S e´ um conjunto na˜o vazio. Enta˜o, σ(f) = (f(S)),
para todo f ∈ A.
Demonstrac¸a˜o. (⊆) Vejamos que σ(f) ⊆ (f(S)). Para tanto, considere λ /∈ (f(S)). Enta˜o,
m = d(λ, (f(S))) > 0,
ou seja,
m = inf{|f(x)− λ| : x ∈ S} > 0.
Por definic¸a˜o, de ı´nfimo, para todo x ∈ S,
|f(x)− λ| > m > 0.
Assim,
1
|f(x)− λ| 6
1
m
Segue que
(f − λ1)−1 = 1
f − λ1
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e´ limitada, isto e´, λ ∈ ρ(f). Logo, se λ ∈ σ(f), tem-se que λ ∈ (f(S)).
(⊇) Suponhamos, por absurdo, que exista λ ∈ (f(S)), tal que λ /∈ σ(f). Assim, existe
g ∈ l∞(S), satisfazendo (f − λ1)g = 1.
Por definic¸a˜o de fecho, existe (λn)n∈N ⊆ (f(S)), tal que λn −→ λ. Considere o seguinte
subconjunto da imagem inversa de f,
{xn ∈ S : f(xn) = λn}.
Note que (f(xn)n∈N) = (λn)n∈N, enta˜o (f(xn)−λ1) −→ 0. Assim, g(xn) −→∞, pois (f−λ1)g =
1. Logo, g /∈ l∞(S), contradizendo a hipo´tese de que λ ∈ ρ(f). Conclui-se que (f(S)) ⊆ σ(f).
Exemplo 4.4. Seja A a a´lgebra das matrizes triangulares superiores n × n. Considere a ∈ A,
enta˜o a e´ da forma
a =

λ11 λ12 ... λ1n
0 λ22 ... λ2n
... ... ... ...
0 0 ... λnn
 .
Segue que:
σ(a) = {λ ∈ C : a− λIn /∈ inv(A)}
= {λ ∈ C : det(a− λIn) = 0}
= {λ11, λ22, ..., λnn}.
Similarmente, para A = Mn(C) e a ∈ A, tem-se que σ(a) e´ o conjunto dos autovalores de A.
Note que a definic¸a˜o de espectro generaliza simultaneamente a ideia de imagem de uma
func¸a˜o e do conjunto de autovalores de uma matriz quadrada.
Proposic¸a˜o 4.1. Se a e b sa˜o elementos de uma a´lgebra unital A, enta˜o 1− ab e´ invert´ıvel se,
e somente se, 1− ba e´ invert´ıvel. Se o elemento inverso de 1− ab for denotado por c, enta˜o, o
inverso de 1− ba e´ dado por 1 + bca.
Demonstrac¸a˜o. Note que
(1− ba)(1 + bca) = 1 + bca− ba− b(abc)a
= 1− ba+ b((1− ab)c)a
= 1− ba+ ba
= 1.
Da mesma forma, (1 + bca)(1− ba) = 1.
Observac¸a˜o 4.1. Uma consequeˆncia desse fato e´ que σ(ab) \ {0} = σ(ba) \ {0}, para todo
a, b ∈ A.
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Demonstrac¸a˜o. Seja λ ∈ σ(ab) \ {0}. Enta˜o (ab − λ1) /∈ inv(A) e, como λ 6= 0, tem-se que λ e´
invert´ıvel. Assim,
(−λ)−1(ab− λ1) = (1− (λ−1a)b) /∈ inv(A).
Pela proposic¸a˜o 4.1,
(1− b(λ−1a)) /∈ inv(A).
Segue que
(−λ)(1− b(λ−1a)) = (b(λλ−1a)− λ1) = (ba− λ1) /∈ inv(A).
Portanto, λ ∈ σ(ba) \ {0}. Analogamente, σ(ba) \ {0} ⊆ σ(ab) \ {0}.
Vejamos que a Observac¸a˜o 4.1 acima na˜o e´ va´lida para o caso λ = 0, isto e´, se 0 ∈ σ(ab),
na˜o necessariamente, 0 ∈ σ(ba).
Exemplo 4.5. Considere o espac¸o de Hilbert
l2(N) = {(an)n∈N :
∞∑
i=1
|an|2 <∞}.
Sejam S, S∗ pertencentes a a´lgebra de Banach A = B(l2(N)) definidos das forma:
S : l2(N) −→ l2(N)
(a1, a2, a3, ...) 7−→ (a2, a3, ...)
S∗ : l2(N) −→ l2(N)
(a1, a2, a3, ...) 7−→ (0, a1, a2, a3, ...)
Seja (an)n∈N ∈ l2(N), enta˜o
•
SS∗((an)n∈N) = S(0, a1, a2, a3, ...) = (a1, a2, a3, ...) = (an)n∈N.
Portanto, SS∗ ∈ inv(A), isto e´, 0 /∈ σ(SS∗).
•
S∗S((an)n∈N) = S∗(a2, a3, ...) = (0, a2, a3, ...).
Segue que S∗S na˜o e´ bijetora. Assim, S∗S /∈ inv(A), isto e´, 0 ∈ σ(S∗S).
Com este exemplo, conclui-se que na˜o se pode estender a observac¸a˜o acima para o caso λ = 0.
Para a demonstrac¸a˜o do pro´ximo teorema, sera´ necessa´rio o seguinte lema:
Lema 4.1. Seja A uma a´lgebra com unidade. Dada uma colec¸a˜o {a1, a2, ..., an} de elementos
de A que comutam dois a dois, tem-se que o produto a1.a2.....an e´ invert´ıvel se, e somente se,
ai e´ invert´ıvel, para todo i ∈ {1, ..., n}.
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Demonstrac¸a˜o. (⇒) Suponha que o produto a1.a2...an seja invert´ıvel, e exista um i ∈ {1, ..., n},
tal que ai /∈ inv(A). Por definic¸a˜o, para um u´nico b ∈ A,
b(a1.a2...an) = (a1.a2...an)b = 1.
Como os elementos da a´lgebra A comutam dois a dois,
1 = b(a1.a2...ai...an) = b(a1.a2...ai−1.ai+1...an.ai) = (b.a1.a2...ai−1.ai+1...an)ai.
Assim como,
1 = (a1.a2...ai...an)b = (ai.a1.a2...ai−1.ai+1...an)b = ai(a1.a2...ai−1.ai+1...an.b).
Agora, como
(b.a1.a2...ai−1.ai+1...an)ai = 1,
enta˜o,
(b.a1.a2...ai−1.ai+1...an)ai(a1.a2...ai−1.ai+1...an)b = (a1.a2...ai−1.ai+1...an)b,
(b.a1.a2...ai−1.ai+1...an)1 = 1(a1.a2...ai−1.ai+1...an)b,
Logo, ai e´ invert´ıvel e, (ai)
−1 = (b.a1.a2...ai−1.ai+1...an), contradizendo a afirmac¸a˜o acima.
Portanto, ai e´ invert´ıvel, para todo i ∈ {1, ..., n}.
(⇐) A volta e´ imediata, pois inv(A) e´ grupo.
Constatemos que a hipo´tese, no Lema 4.1, de que a colec¸a˜o {a1, a2, ..., an} de elementos de
A, comutem dois a dois, na˜o pode ser enfraquecida, atrave´s do seguinte exemplo:
Exemplo 4.6. Considere a a´lgebra de Banach A = B(l2(N)). Sejam S, S∗ ∈ A, definidos como
no exemplo anterior. Sabe-se que tais elementos na˜o comutam, ou seja, SS∗ 6= S∗S. Ale´m disso,
S∗S ∈ inv(A), enquanto, S∗ na˜o e´ sobrejetora e, S na˜o e´ injetora, ou seja, S, S∗ /∈ inv(A).
Teorema 4.1. {do Mapeamento Espectral } Seja a um elemento de uma a´lgebra unital
A. Se σ(a) e´ na˜o vazio e p ∈ C[z], enta˜o
σ(p(a)) = p(σ(a)).
Demonstrac¸a˜o. Caso p = λ0, polinoˆmio constante. E´ imediato que p(σ(a)) = λ0. Agora,
σ(p(a)) = {λ ∈ C : p(a)− λ.1A /∈ inv(A)},
σ(p(a)) = {λ ∈ C : λ0.1A − λ.1A /∈ inv(A)},
σ(p(a)) = {λ0}.
Assim, σ(p(a)) = {λ0} = p(σ(a)).
Suponha que p na˜o seja constante. Vejamos, primeiramente, que σ(p(a)) ⊆ p(σ(a)).
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(⊆) Seja µ ∈ C, enta˜o, pelo Teorema Fundamental da A´lgebra, existem elementos λ0, ..., λn ∈
C, com λ0 6= 0, satisfazendo
p− µ = λ0(z − λ1)...(z − λn),
assim,
p(a)− µ = λ0(a− λ1.1)...(a− λn.1).
Pelo Lema 4.1, (p(a) − µ.1) e´ invert´ıvel se, e somente se, (a − λi.1) ∈ inv(A), para todo i ∈
{1, ..., n}. Logo, µ ∈ σ(p(a)), isto e´, (p(a)− µ.1) /∈ inv(A) se, e somente se, existe i ∈ {1, ..., n}
tal que (a− λi.1) /∈ inv(A), ou seja, λi ∈ σ(a). Neste caso,
p(λi)− µ = λ0(λi − λ1)...(λi − λi)...(λi − λn) = 0.
Portanto, µ = p(λi), isto e´, µ ∈ p(σ(a)).
(⊇) Mostremos agora que p(σ(a)) ⊆ σ(p(a)). Considere µ ∈ p(σ(a)), enta˜o existe λk ∈ σ(a),
tal que
µ = p(λi).
Perceba que, por definic¸a˜o de espectro de a, tem-se que
(a− λk.1A) /∈ inv(A).
Sabemos que λk e´ uma das ra´ızes do polinoˆmio p − µ e, pelo Teorema Fundamental da
A´lgebra,
p− µ = λ0(z − λ1)...(z − λk)...(z − λn).
Portanto,
p(a)− µ.1A = λ0(a− λ1.1A)...(a− λk.1A)...(a− λn.1A).
Pelo Lema 4.1, como (a− λk.1A) /∈ inv(A), o produto λ0(z − λ1)...(z − λk)...(z − λn), dado por
p(a)− µ.1A /∈ inv(A). Logo, µ ∈ σ(p(a)).
Exemplo 4.7. Considere a a´lgebra de Banach A = C([0, 1]) e o elemento f ∈ A, dado por
f(x) = 2sen(pix),
para x ∈ [0, 1]. Assim,
σ(f) = f([0, 1]) = [0, 2].
Agora, seja p ∈ C[z] da forma
p = z2 + 1.
Segue que p(a) = 4sen2(pix) + 1. Portanto,
σ(p(a)) = p(a)([0, 1]) = [1, 5].
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Note ainda, que
p(σ(a)) = p([0, 2]) = [1, 5].
Enta˜o, de fato,
σ(p(a)) = p(σ(a)) = [1, 5].
No exemplo seguinte, o Teorema do Mapeamento Espectral sera´ aplicado.
Exemplo 4.8. Seja A = M2(C) e b ∈ A, definido por
b =
[
1 2
0 3
]3
+ pi
[
1 2
0 3
]2
+ 3
[
1 0
0 1
]
.
Note que para p ∈ C[z] da forma
p = z3 + piz2 + 3
e, denotando,
a =
[
1 2
0 3
]
,
tem-se que
b = a3 + pia2 + 31A = p(a).
Como os autovalores de a sa˜o λ1 = 1 e λ2 = 3, segue que σ(a) = {1, 3}. Agora, pelo Teorema
do Mapeamento Espectral,
σ(b) = σ(p(a)) = p(σ(a)) = {p(1), p(3)} = {pi + 4, 9pi + 30}.
Teorema 4.2. Seja A uma a´lgebra de Banach unital e a ∈ A, com || a ||< 1. Enta˜o, 1 − a ∈
inv(A) e
(1− a)−1 =
∞∑
n=0
an.
Demonstrac¸a˜o. Como a norma || . || em A e´ submultiplicativa, tem-se que
∞∑
n=0
|| an ||6
∞∑
n=0
|| a ||n .
Note que a se´rie
∑∞
n=0 || a ||n e´ geome´trica com raza˜o menor que 1, por hipo´tese. Portanto,
∞∑
n=0
|| a ||n= 1
1− || a || = (1− || a ||)
−1 <∞.
Como
∑∞
n=0 || an ||< ∞, conclui-se que
∑∞
n=0 a
n e´ absolutamente convergente, consequente-
mente, convergente, pois A e´ espac¸o de Banach.
Digamos que
∑∞
n=0 a
n = b ∈ A. Assim,
(1− a)(1 + ...+ an) = (1 + ...+ an)(1− a) = 1− an+1
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converge para
(1− a)b = b(1− a).
Note que an+1 −→ 0, pois || a ||< 1. Logo, 1− an+1 converge para 1. Segue que b e´ o elemento
inverso de (1− a).
A se´rie
∑∞
n=0 a
n e´ chamada a se´rie de Neumann para (1− a)−1.
Definic¸a˜o 4.4. Sejam A e B a´lgebras de Banach, uma transformac¸a˜o T : A −→ B e´ dita
diferencia´vel em a ∈ A se existe um operador linear U : A −→ B, satisfazendo
lim
c→0
|| T (a+ c)− T (a)− U(c) ||
|| c || = 0.
Teorema 4.3. Seja A uma a´lgebra de Banach unital, enta˜o inv(A) e´ aberto em A e, a func¸a˜o
η : inv(A) −→ A
a 7−→ a−1
e´ diferencia´vel.
Demonstrac¸a˜o. Considere a ∈ inv(A) e b ∈ A, tais que
|| b− a ||<|| a−1 ||−1,
ou seja, b pertence a` bola de centro a e raio 1||a||−1 . Assim,
|| ba−1 − 1 ||=|| (b− a)(a−1) ||6|| b− a || . || a−1 ||< 1.
Segue que || ba−1 ||6= 0 e, pelo Teorema 4.2, 1− (1−ba−1) = ba−1 ∈ inv(A). O Lema 4.1 garante
que b ∈ inv(A) e como b foi qualquer na bola, tem-se que B 1
||a||−1
(a) ⊆ inv(A). Portanto, inv(A)
e´ aberto em A.
Vejamos que η e´ diferencia´vel. Para tanto, considere b ∈ A, com || b ||=|| −b ||< 1. Pelo
Teorema 4.2, (1− (−b)) = 1 + b ∈ inv(A). Assim, como a norma em A e´ submultiplicativa,
|| (1 + b)−1 − 1 + b ||=||
∞∑
n=0
(−1)nbn − 1 + b ||=
=||
∞∑
n=2
(−1)nbn ||6
∞∑
n=2
|| b ||n .
Note que
∞∑
n=2
|| b ||n= 1
1− || b || − 1− || b ||=
=
1 + (1− || b ||)(−1− || b ||)
1− || b || =
1− 1− || b || + || b || + || b ||2
1− || b || =
=
|| b ||2
1− || b || .
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Logo,
|| (1 + b)−1 − 1 + b ||6 || b ||
2
1− || b || .
Seja a ∈ inv(A) e suponha que || c ||< 12 || a−1 ||−1 . Enta˜o,
|| a−1c ||< 1
2
< 1,
substituindo b = a−1c na fo´rmula anterior,
|| (1 + a−1c)−1 − 1 + a−1c ||6 || a
−1c ||2
1− || a−1c || .
Como
1− || a−1c ||> 1
2
,
tem-se que
1.
1
1− || a−1c || < 2.
Disso, segue que
|| a−1c ||
1− || a−1c || 6 2 || a
−1c ||2 .
Portanto,
|| (1 + a−1c)−1 − 1 + a−1c ||6 2 || a−1c ||2 .
Defina o operador linear
L : A −→ A
b 7−→ −a−1ba−1.
Por (1),
|| (a+ c)−1 − a−1 − L(c) ||=|| (1 + a−1c)−1a−1 − a−1 + a−1ca−1 ||6
6|| (1 + a−1c)−1 − 1 + a−1c || . || a−1 ||6
6 2(|| a−1 ||3 . || c ||2) = 0.
Logo,
0 6 lim
c→0
|| (a+ c)−1 − a−1 − L(c) ||
|| c || 6 limc→0 2 || a
−1 ||3|| c ||2= 0.
Segue que η e´ diferencia´vel em a ∈ inv(A), com η′(a) = L.
Lema 4.2. Seja A uma a´lgebra de Banach unital e a ∈ A. O espectro de a, σ(a), e´ um subcon-
junto fechado do disco, de centro na origem e raio || a || no plano. Ale´m disso, a transformac¸a˜o
Ra : ρ(a) −→ A
λ 7−→ (a− λ.1)−1
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e´ diferencia´vel.
Demonstrac¸a˜o. Se |λ| >|| a ||, enta˜o || λ−1a ||< 1. Pelo Teorema 4.2, (1 − λ−1a) e´ invert´ıvel.
Como λ tambe´m o e´,
λ(1− λ−1a) = λ− a ∈ inv(A).
Logo, λ ∈ ρ(a).
Consequentemente, se λ ∈ σ(a), enta˜o |λ| 6|| a || . Defina
ψ : C −→ A
λ 7−→ λ− a.
Note que ψ e´ cont´ınua e, como inv(A) e´ aberto de A, tem-se que a imagem inversa de ψ em
inv(A) e´ um aberto de C. Portanto, C \ ψ−1(inv(A)) e´ fechado de C.
Afirmac¸a˜o 4.2. σ(a) = C \ ψ−1(inv(A)).
Demonstrac¸a˜o. (⊆) Seja λ ∈ σ(a), enta˜o λ−a /∈ inv(A). Por definic¸a˜o, λ /∈ ψ−1(inv(A)). Assim,
λ ∈ C \ ψ−1(inv(A)).
(⊇) Agora, considere λ ∈ C\ψ−1(inv(A)). Segue que ψ(λ) /∈ inv(A), ou seja, λ−a /∈ inv(A).
Assim, λ ∈ σ(a).
Pela Afirmac¸a˜o 4.2, conclui-se que σ(a) e´ fechado. O Teorema 4.3 implica a diferenciabilidade
de
φ : inv(A) −→ A
a 7−→ a−1.
A restric¸a˜o de ψ,
ψ : ψ−1(inv(A)) −→ inv(A)
λ 7−→ a− λ
tambe´m e´ diferencia´vel e, assim, tal propriedade vale para a composic¸a˜o
φ ◦ ψ −→ A
λ 7−→ (a− λ)−1.
Assumiremos o teorema e o corola´rio seguinte, que podem pode ser vistos no livro [2], em
seguida, provaremos alguns lemas para que possa ser demonstrado o Teorema de Gelfand, que
e´ considerado o Teorema Fundamental de A´lgebras de Banach.
Teorema 4.4. {Funcional linear limitado} Sejam X um espac¸o normado e x0 6= 0 um
elemento qualquer de X. Enta˜o, existe um funcional linear limitado
f : X −→ C,
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satisfazendo, || f ||= 1 e f(x0) =|| x0 || .
Corola´rio 4.1. Para todo elemento x em um espac¸o normado X, tem-se
|| x ||= sup
f∈X∗,||f ||=1
|f(x)|.
Assim, se x0 e´ tal que f(x0) = 0 para todo f ∈ X∗, enta˜o x0 = 0.
Relembrando o Teorema de Liouville:
Teorema 4.5. Seja f : C −→ C uma func¸a˜o anal´ıtica. Se existe um nu´mero K > 0 tal que
|f(z)| 6 K, para todo z ∈ C, enta˜o f e´ uma func¸a˜o constante.
Lema 4.3. Considerando Ra, como no Lema 4.2,
Ra : ρ(a) −→ A
λ 7−→ (a− λ.1)−1,
tem-se que
lim
|λ|→∞
|| Ra(λ) ||= 0.
Demonstrac¸a˜o. Suponha que |λ| > 2 || a || . Enta˜o,
|λ−1|.|λ| > 2|λ−1|. || a ||
1
2
>|| λ−1a ||
− || λ−1a ||> −1
2
1− || λ−1a ||> 1
2
(1− || λ−1a ||)−1 < 2.
Agora, como || λ−1a ||< 12 < 1,
|| (1− λ−1a)−1 − 1 ||=||
∞∑
n=0
(λ−1a)n − 1 ||=
||
∞∑
n=1
(λ−1a)n ||6
∞∑
n=1
|| λ−1a ||n=
1
1− || λ−1a || − 1 =
1− (1− || λ−1a ||)
1− || λ−1a || =
|| λ−1a ||
1− || λ−1a || < 2 || λ
−1a ||< 21
2
= 1.
Como
|| (1− λ−1a)−1 − 1 ||< 1,
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tem-se, pela desigualdade triangular, que:
|| (1− λ−1a)−1 ||=|| (1− λ−1a)−1 − 1 + 1 ||6|| (1− λ−1a)−1 − 1 || + || 1 ||< 1 + 1 = 2.
Assim,
|| Ra(λ) ||=|| (a− λ1)−1 ||=|| (λ(aλ−1 − 1))−1 ||=
=|| λ−1(aλ−1 − 1)−1 ||=|| λ−1(1− aλ−1)−1 ||6 |λ−1| || (1− aλ−1)−1 ||< 2|λ−1|.
Segue que
0 6 lim
|λ|→∞
|| Ra(λ) ||6 lim|λ|→∞ 2|λ
−1| = 0.
Lema 4.4. Denotamos por A∗ o conjunto de todos os funcionais lineares limitados de A em C.
Se ϕ ∈ A∗, enta˜o ϕ ◦Ra : ρ(a) −→ C e´ anal´ıtica.
Demonstrac¸a˜o. Seja µ ∈ ρ(a). Ja´ foi demonstrado que o resolvente de a e´ aberto de C. Assim,
existe um δ > 0, tal que se λ ∈ C e |λ− µ| < δ, enta˜o λ ∈ ρ(a). Para tal λ,
(λ− µ)Ra(λ)Ra(µ) = Ra(λ)(λ− µ)Ra(µ) =
Ra(λ)((a− µ1)− (a− λ1))Ra(µ) =
Ra(λ)(a− µ1)Ra(µ)−Ra(λ)(a− λ1)Ra(µ) =
Ra(λ)(Ra(µ))
−1Ra(µ)−Ra(λ)(Ra(λ))−1Ra(µ) =
Ra(λ)−Ra(µ).
Como ϕ e Ra sa˜o cont´ınuas,
lim
λ→µ
ϕ ◦Ra(λ)− ϕ ◦Ra(µ)
λ− µ =
lim
λ→µ
ϕ(
Ra(λ)−Ra(µ)
λ− µ ) =
lim
λ→µ
ϕ(Ra(λ)Ra(µ)) =
ϕ(Ra(µ)
2).
Portanto, ϕ ◦ Ra e´ diferencia´vel em µ. Como µ foi arbitra´rio no domı´nio de ϕ ◦ Ra, func¸a˜o com
valores complexos, tem-se que ϕ ◦Ra e´ anal´ıtica.
Teorema 4.6. {de Gelfand} Se a e´ um elemento de uma a´lgebra de Banach unital A, enta˜o
o espectro de a e´ na˜o vazio.
Demonstrac¸a˜o. Considere a ∈ A e suponha, por absurdo, que σ(a) = ∅. Assim, por definic¸a˜o,
ρ(a) = C.
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Seja ϕ ∈ A∗, pelo Lema 4.4,
ϕ ◦Ra : C(= ρ(a)) −→ C
e´ uma func¸a˜o inteira, isto e´, anal´ıtica sobre C. Vejamos que ϕ ◦Ra e´ limitada. Para tanto, note
que, como ϕ e´ cont´ınua,
lim
|λ|→∞
ϕ ◦Ra(λ) = ϕ( lim|λ|→∞Ra(λ)) = ϕ(0) = 0.
Pela definic¸a˜o de limite, existe um M > 0, tal que se λ ∈ C e |λ| > M, enta˜o
|ϕ ◦Ra(λ)| 6 1.
Disso, segue que ϕ ◦ Ra e´ limitada em C \ BM (0). Agora, como BM (0) e´ compacta e ϕ ◦ Ra e´
cont´ınua, tem-se que ϕ ◦Ra(BM (0)) e´ compacta e, portanto, limitada. Logo, ϕ ◦Ra e´ limitada
em C, sendo assim, limitada.
Aplicando o Teorema de Liouville, como ϕ ◦ Ra e´ anal´ıtica e limitada, esta e´ constante.
Portanto, ϕ ◦Ra ≡ 0.
Como σ(a) = ∅, a − 0.1A ∈ inv(A). Portanto, a e´ invert´ıvel e, claramente, a−1 6= 0. Pelo
Teorema do funcional linear limitado, existe ϕ ∈ A∗, tal que
ϕ(a−1) =|| a−1 ||6= 0.
Assim, da maneira como a func¸a˜o Ra foi definida,
0 = ϕ ◦Ra(0) = ϕ(a−1) 6= 0,
o que e´ uma contradic¸a˜o. Segue que σ(a) 6= ∅.
E´ importante observar que o teorema acima na˜o e´ va´lido para a´lgebras sobre um corpo dos
nu´meros reais. Para tanto, tem-se o seguinte exemplo:
Exemplo 4.9. Considere a a´lgebra de Banach unital sobre R :
A = M2(R)
e o elemento a ∈ A da forma
a =
[
0 1
−1 0
]
.
Note que
σ(a) = {λ ∈ R : a− λ1A /∈ inv(A)} =
= {λ ∈ R : det(a− λI2) = 0} =
= {λ ∈ R : λ2 + 1 = 0} =
= ∅.
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Teorema 4.7. {Gelfand-Mazur } Se A e´ uma a´lgebra de Banach unital na qual todo elemento
na˜o nulo e´ invert´ıvel, enta˜o
A = C1A.
Demonstrac¸a˜o. (⊆) Considere a ∈ A. Como A e´ a´lgebra de Banach unital, pelo Teorema de
Gelfand, σ(a) 6= ∅. Assim, existe λ ∈ C, tal que
a− λ1A /∈ inv(A).
Por hipo´tese, todo elemento na˜o nulo de A e´ invert´ıvel. Assim,
a− λ1A = 0A,
o que implica
a = λ1A.
Segue que A ⊆ C1A.
(⊇) Seja λ ∈ C, enta˜o λ1A ∈ A. Portanto, C1A ⊆ A e segue a igualdade.
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5 Raio espectral
Nesta sec¸a˜o, ale´m da definic¸a˜o e de propriedades de raio espectral, sera´ demonstrado o
teorema de Beurling. Ale´m disso, sera´ apresentada a unitizac¸a˜o de uma a´lgebra sem unidade.
Definic¸a˜o 5.1. Sendo A uma a´lgebra de Banach unital e um elemento a ∈ A. O raio espectral
de a e´ definido por
r(a) = sup
λ∈σ(a)
|λ|.
Proposic¸a˜o 5.1. Considerando A como na definic¸a˜o acima. Para quaisquer a, b ∈ A, tem-se
que
r(ab) = r(ba).
Demonstrac¸a˜o. Ja´ foi demonstrado que σ(ab) \ {0} = σ(ba) \ {0}. Como A e´ uma a´lgebra de
Banach unital, σ(ab) 6= ∅ e σ(ba) 6= ∅.
• Caso σ(ab) = {0}. Sabendo que σ(ab) \ {0} = σ(ba) \ {0}. Ha´ duas opc¸o˜es: σ(ba) = {0}
ou σ(ba) = ∅. Entretanto, a segunda alternativa contradiz o Teorema de Gelfand. Logo,
sup
λ∈σ(ab)
|λ| = sup
λ∈σ(ba)
|λ| = sup
λ∈{0}
|λ| = 0,
r(ab) = r(ba) = 0.
• Demais casos, como σ(ab) \ {0} ⊆ σ(ab), segue que
sup
λ∈σ(ab)\{0}
|λ| 6 sup
λ∈σ(ab)
|λ| = r(ab).
Se 0 ∈ σ(ab), tem-se que
|0| 6 |λ|,
para todo λ ∈ σ(ab). Logo,
r(ab) = sup
λ∈σ(ab)
|λ| 6 sup
λ∈σ(ab)\{0}
|λ|.
Portanto,
sup
λ∈σ(ab)\{0}
|λ| = r(ab).
Analogamente,
sup
λ∈σ(ba)\{0}
|λ| = r(ba).
Assim,
r(ab) = sup
λ∈σ(ab)\{0}
|λ| = sup
λ∈σ(ba)\{0}
|λ| = r(ba).
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Exemplo 5.1. Considere A = C(Ω), sendo Ω um espac¸o compacto Hausdorff, enta˜o
r(f) =|| f ||∞,
para todo f ∈ A.
Demonstrac¸a˜o. Ja´ foi provado que o espectro de um elemento f ∈ A e´ sua imagem, isto e´,
σ(f) = f(Ω). Agora, pela definic¸a˜o de raio espectral,
r(f) = sup
λ∈σ(f)
|λ| = sup
λ∈f(Ω)
|λ| = sup
x∈Ω
|f(x)| =|| f ||∞ .
Exemplo 5.2. Seja A = M2(C) e a ∈ A, dado por
a =
[
0 1
0 0
]
Note que r(a) = 0, pois o u´nico autovalor de a e´ λ = 0. Entretanto, para x = (x1, x2) ∈ C2,
|| a ||= sup
||x||61
|| a(x) ||= sup
||(x1,x2)||61
|| (x2, 0) ||= 1.
Lema 5.1. Seja A uma a´lgebra de Banach unital e a ∈ A. Se λ ∈ C e´ tal que |λ| >|| a ||, enta˜o
o operador a− λ1A e´ invert´ıvel e
(a− λ1A)−1 = −
∞∑
n=0
an
λn+1
.
Demonstrac¸a˜o. Como |λ| >|| a ||> 0, tem-se que λ 6= 0, sendo assim, invert´ıvel em C. Portanto,
−λ1(a− λ1A) = 1A − a
λ
.
Denote
b = 1A − a
λ
.
Note que
|| 1A − b ||=|| 1A − (1A − a
λ
) ||=|| a
λ
||<|| a || 1|| a || = 1.
Segue, pelo Teorema 4.2, que
1A − (1A − b) ∈ inv(A)
e
b−1 = (1A − (1A − b))−1 =
∞∑
n=0
(1A − b)n.
Como b = 1A − aλ .
b−1 =
∞∑
n=0
(1A − (1A − a
λ
))n =
∞∑
n=0
an
λn
.
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Colocando −λ−1 em evideˆncia, segue que b pode ser reescrito da forma
b = −λ−1(a− λ1A)
−λb = (a− λ1A)
−λ−1b−1 = (a− λ1A)−1.
Logo,
(a− λ1A)−1 = −λ−1
∞∑
n=0
an
λn
= −
∞∑
n=0
an
λn+1
.
O teorema seguinte sera´ assumido. Sua demonstrac¸a˜o pode ser vista na refereˆncia [2]. Ele
sera´ utilizado na prova do lema abaixo.
Teorema 5.1. {Princ´ıpio da limitac¸a˜o uniforme} Sejam X e Y espac¸os de Banach e
(Tλ)λ∈Λ uma famı´lia de operadores lineares limitados
Tλ : X −→ Y.
Se para todo x ∈ X, existe um Mx > 0 tal que
|| Tλx ||6Mx,
para todo λ ∈ Λ. Enta˜o existe um M > 0 tal que
|| Tλ ||6M,
para todo λ ∈ Λ.
Lema 5.2. Seja X um espac¸o normado e S ⊆ X um conjunto fracamente limitado, isto e´, ϕ(S)
e´ um conjunto limitado de C, para todo ϕ ∈ X∗. Enta˜o, S e´ subconjunto limitado de X.
Demonstrac¸a˜o. O bidual de X e´ da forma
X∗∗ = {ψ : X∗ −→ C |ψ e´ funcional linear cont´ınuo }.
Considere a famı´lia
{pix : x ∈ S},
tal que
pix : X
∗ −→ C
ϕ 7−→ ϕ(x).
Pelo Corola´rio 4.1, como ϕ ∈ X∗,
|| pix ||= sup
ϕ∈X∗||ϕ||=1
|pix(ϕ)| = sup
ϕ∈X∗||ϕ||=1
|ϕ(x)| =|| x || .
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Disso segue que os operadores pix sa˜o operadores lineares limitados e, portanto, cont´ınuos. Logo,
{pix : x ∈ S} ⊆ X∗∗.
Por hipo´tese, para todo ϕ ∈ X∗,
{ϕ(x) : x ∈ S}
e´ limitado, isto e´, existe um Mϕ tal que
|ϕ(x)| < Mϕ,
para todo x ∈ S. Como o dual X∗ de um espac¸o normado X e´ completo, assim como C. Pelo
Princ´ıpio da limitac¸a˜o uniforme, existe um M > 0, tal que
|| pix ||< M,
para todo x ∈ S.
Portanto,
|| x ||=|| pix ||< c,
para todo x ∈ S. Segue que S e´ um subconjunto limitado de X.
Teorema 5.2. {Beurling} Seja A uma a´lgebra de Banach unital e um elemento a ∈ A. Enta˜o,
r(a) = inf{|| an || 1n : n ∈ N} = lim
n→∞ || a
n || 1n .
Demonstrac¸a˜o. Mostremos que
lim sup
n∈N
(|| an || 1n ) 6 r(a) 6 lim inf
n∈N
(|| an || 1n ).
Seja λ ∈ σ(a). Pelo Teorema 4.1,
λn ∈ σ(an).
Como
σ(an) ⊆ {α ∈ C : |α| 6|| an ||},
tem-se que |λn| 6|| an || . Assim,
|λ| 6|| an || 1n ,
para todo n ∈ N.
Como |λ| e´ cota inferior da sequeˆncia (|| an || 1n )n∈N, segue que, para cada N ∈ N,
|λ| 6 inf{|| an || 1n : n > N}.
Assim,
|λ| 6 sup
N→∞
{inf{|| an || 1n : n > N}} = lim inf
n∈N
(|| an || 1n ).
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Tomando o supremo em λ ∈ σ(a), obte´m-se que
r(a) = sup{|λ| : λ ∈ σ(a)} 6 lim inf
n∈N
(|| an || 1n ).
Disso, seque a segunda desigualdade. Para a primeira, considere ϕ ∈ A∗. Ja´ foi demonstrado
que
ϕ ◦Ra : ρ(a) −→ C
e´ anal´ıtica e que
σ(a) ⊆ {α ∈ C : |α| 6|| a ||}.
Portanto, ϕ ◦Ra pode ser representada como se´rie de Laurent em torno da origem em
D = {λ ∈ C : |λ| >|| a ||} ⊆ ρ(a).
Seja λ ∈ C, com |λ| >|| a || . Pelo Lema 5.1, tem-se que
Ra(λ) = (a− λ1A)−1 = −
∞∑
n=0
an
λn+1
= −λ−1
∞∑
n=0
an
λn
.
Pela linearidade e continuidade de ϕ,
ϕ ◦Ra(λ) = ϕ(−λ−1
∞∑
n=0
an
λn
) = −λ−1
∞∑
n=0
ϕ(an)
λn
.
Sendo esta a se´rie de Laurent de ϕ ◦Ra em torno da origem no conjunto D.
Note que D esta´ contido no aberto
U = {α ∈ C : |α| > r(a)} ⊆ ρ(a)
e ϕ◦Ra, assim como a extensa˜o da expansa˜o de Laurent, ver refereˆncia [5], sa˜o func¸o˜es anal´ıticas
em U. Como estas coincidem em D, pelo princ´ıpio da coincideˆncia, a expansa˜o de Laurent de
ϕ ◦Ra desta forma e´ va´lida na˜o so´ em D, mas em U. Assim,
ϕ ◦Ra(λ) = −λ−1
∞∑
n=0
ϕ(an)
λn
,
para todo λ ∈ ρ(a) com |λ| > r(a).
Para um tal λ, como a se´rie e´ convergente, a sequeˆncia (ϕ(an)λ−n)n∈N converge para zero,
sendo assim, limitada. Portanto, o conjunto
S = {anλ−n : n ∈ N} ⊆ A
e´ tal que
{ϕ(b)|b ∈ S} ⊆ C
e´ limitado, para todo ϕ ∈ A∗. Conclui-se que S e´ fracamente limitado. Pelo Lema 5.2, S e´
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limitado. Logo, existe Mλ > 0 tal que
|| anλ−n ||6Mλ,
para todo n ∈ N, ou seja,
|| an ||6Mλ|λ|n,
|| an || 1n6M
1
n
λ |λ|,
para todo n ∈ N. Assim,
lim sup
n→∞
|| an || 1n6 lim sup
n→∞
M
1
n
λ |λ|.
Agora,
lim sup
n→∞
M
1
n = 1,
pois, pela continuidade e injetividade da func¸a˜o ln,
lim
n→∞ ln(M
1
n ) = lim
n→∞
1
n
ln(M) = 0 = ln(1) = ln( lim
n→∞M
1
n ).
Logo,
lim sup
n→∞
|| an || 1n6 |λ|.1 = |λ|,
para todo λ ∈ ρ(a) com |λ| > r(a). Defina o conjunto
E = {|λ| : λ ∈ ρ(a)}.
Considere a sequeˆncia (λk)k∈N, com λk = r(a) + 1k . Note que |λk| > r(a). Portanto, (λk)k∈N ⊆
ρ(a) e assim, (|λk|)k∈N ⊆ E, com com
|λk| −→ r(a).
Como vimos acima,
lim sup
n→∞
|| an || 1n6 |λk|,
para todo k ∈ N. Segue que
lim sup
n→]∞
|| an || 1n6 r(a).
Como
lim sup
n∈N
(|| an || 1n ) 6 r(a) 6 lim inf
n∈N
(|| an || 1n )
e
lim inf
n∈N
(|| an || 1n ) 6 lim sup
n∈N
(|| an || 1n ),
tem-se que
lim inf
n∈N
(|| an || 1n ) = lim sup
n∈N
(|| an || 1n ) = lim
n→∞(|| a
n || 1n ) = r(a).
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Teorema 5.3. Considere A uma a´lgebra de Banach unital e B, uma suba´lgebra fechada de A,
contendo 1A. Enta˜o,
1. O conjunto inv(B) e´ aberto e fechado de B ∩ inv(A).
2. Se b ∈ B, tem-se que
σA(b) ⊆ σB(b) e δσB(b) ⊆ δσA(b),
sendo que δ denota a fronteira do conjunto em questa˜o.
Demonstrac¸a˜o. Para demonstrar a primeira parte, vejamos que inv(B) e´ aberto. Note que, por
definic¸a˜o, inv(B) ⊆ B. Ale´m disso, como B ⊆ A, tem-se que inv(B) ⊆ inv(A). Conclui-se que
inv(B) ⊆ B ∩ inv(A).
Considere b ∈ inv(B). Ja´ foi demonstrado que como B e´ a´lgebra de Banach unital, inv(B) e´
aberto em B. Assim, existe um r > 0 tal que Br(b) ⊆ inv(B) ⊆ B ∩ inv(A). Logo, todo ponto
de inv(b) e´ ponto interior de B ∩ inv(A).
Mostremos agora que inv(B) e´ fechado. Seja b ∈ B ∩ inv(A) um ponto de acumulac¸a˜o de
inv(B). Por definic¸a˜o, existe uma sequeˆncia (bn)n∈N ⊆ inv(B), com bn −→ b. Como a func¸a˜o
f : inv(A) −→ A
b −→ b−1
e´ cont´ınua, segue que
lim
n−→∞ f(bn) = f( limn−→∞ bn) = f(b),
isto e´,
lim
n−→∞(bn)
−1 = ( lim
n−→∞ bn)
−1 = b−1 ∈ A.
Agora, a sequeˆncia (b−1n )n∈N ⊆ B que e´ fechado. Portanto, b−1 ∈ B. Segue que b ∈ inv(B),
consequentemente, inv(B) conte´m todos os seus pontos de acumulac¸a˜o em B ∩ inv(A). Logo,
inv(B) e´ fechado no mesmo.
No segundo item, para mostrar a primeira contineˆncia, considere λ ∈ ρB(b), enta˜o
b− λ1A ∈ inv(B) ⊆ inv(A).
Logo, λ ∈ ρA(b) e, portanto, ρB(b) ⊆ ρA(b).
Perceba que, se
µ ∈ σA(b) = C \ ρA(b),
necessariamente,
µ ∈ C \ ρB(b) = σB(b),
ou seja,
σA(b) ⊆ σB(b).
Para a segunda parte, temos que como A e B sa˜o a´lgebras de Banach unitais, σA e σB(b) sa˜o
fechados de C. Portanto,
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δσB(b) ⊆ σB(b)
e,
δσA(b) ⊆ σA(b).
Seja λ ∈ δσB(b). Como σB(b) e ρB(b) sa˜o complementares, δσB(b) = δρB(b). Disso, segue que
λ e´ ponto de acumulac¸a˜o de ρB(b).
Por definic¸a˜o, existe uma sequeˆncia (λn)n∈N ⊆ ρB(b), com λn −→ λ. Ale´m disso, b − λn ∈
inv(B), para todo n ∈ N.
Como λ ∈ δσB(b) ⊆ σB(b), tem-se que b − λ1A /∈ inv(B). Note que b − λ1A e´ ponto de
acumulac¸a˜o de inv(B), pois (b− λn1A) −→ b− λ1A. Por (1), b− λ1A /∈ B ∩ inv(A), pois inv(B)
e´ fechado no mesmo e b− λ1A /∈ inv(B). Conclui-se que b− λ1A /∈ inv(A), isto e´, λ ∈ σA(b).
Perceba que b − λn ∈ inv(B) ⊆ inv(A), enta˜o (λn)n∈N ⊆ ρA(b) e, como λn −→ λ ∈ σA(b),
segue que λ ∈ δσA(b).
Proposic¸a˜o 5.2. Seja A uma a´lgebra normada, com ou sem unidade. Considere a soma direta
de espac¸os vetoriais
A+ = A⊕ C,
com operac¸a˜o produto e norma definidas para (a, λ), (b, µ) ∈ A+ da seguinte forma:
(a, λ)(b, µ) = (ab+ λb+ µa, λµ),
|| (a, λ) ||=|| a || +|λ|.
Disso, segue que:
1. A+ e´ uma a´lgebra normada com unidade dada por (0, 1). Ale´m disso, se A for de Banach,
o mesmo vale para A+.
2. A e´ isometricamente isomorfo {(a, 0) : a ∈ A}, que, por sua vez, e´ uma suba´lgebra de A+.
Demonstrac¸a˜o. Mostremos o primeiro item. Primeiramente, vejamos que A+ e´ uma a´lgebra.
Claro que A+ e´ um espac¸o vetorial sobre C. Agora:
• Para (a, λ), (b, µ), (c, β) ∈ A+ :
(a, λ)((b, µ)(c, β)) = (a, λ)(bc+ µc+ βb, µβ) =
= (a(bc+ µc+ βb) + λ(bc+ µc+ βb) + µβa, λµβ) =
= (abc+ µac+ βab+ λbc+ λµc+ λβb+ µβa, λµβ) =
= (((ab+ λb+ µa)c+ λµc+ β(ab+ λb+ µa), λµβ) =
= (ab+ λb+ µa, λµ)(c, β) =
= ((a, λ)(b, µ))(c, β).
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Note que (0, 1) e´ unidade de A+, pois
• (a, λ)(0, 1) = (a.0 + λ.0 + 1.a, λ.1) = (a, λ);
• (0, 1)(a, λ) = (0.a+ 1.a+ λ.0, 1.λ) = (a, λ).
Mostremos que || (a, λ) ||=|| a || +|λ| e´ norma submultiplicativa em A+ :
• || (a, λ) ||=|| a || +|λ| > 0.
• || (a, λ) ||= 0⇔|| a || +|λ| = 0⇔|| a ||= 0 e |λ| = 0⇔ a = 0 e λ = 0⇔ (a, λ) = (0, 0).
• || µ(a, λ) ||=|| (µa, µλ) ||=|| µa || +|µλ| = |µ| || a || +|µ||λ| = |µ|(|| a || +|λ|) = |µ| ||
(a, λ) || .
• || (a, λ) + (b, µ) ||=|| (a+ b, λ+ µ) ||=|| a+ b || +|λ+ µ| 6
6|| a || + || b || +|λ|+ |µ| = (|| a || +|λ|) + (|| b || +|µ|) =|| (a, λ) || + || (b, µ) || .
• || (a, λ)(b, µ) ||=|| (ab+ λb+ µa, λµ) ||=
|| ab+ λb+ µa || +|λµ| 6|| ab || + || λb || + || µa || +|λµ| 6
6|| a || . || b || +|λ| || b || +|µ| || a || +|λ|.|µ| =
= (|| a || +|λ|)(|| b || +|µ|) =|| (a, λ) || . || (b, µ) || .
Como A e´ a´lgebra normada e || (0, 1) ||=|| 0 || +|1| = 1, segue que A e´ algebra normada unital.
Por u´ltimo, vejamos que se A e´ Banach, A+ tambe´m o e´. Para tanto, considere (an, λn)n∈N ⊆ A+
sequeˆncia de Cauchy. Seja ε > 0. Por definic¸a˜o, existe n0 ∈ N tal que, para quaisquer m,n ∈ N
com m,n > n0,
|| (am, λm)− (an, λn) ||< ε.
Como
|| am− an || +|λm − λn| =|| (am − an, λm − λn) ||< ε,
tem-se que (an)n∈N e (λn)n∈N sa˜o sequeˆncias de Cauchy em A e C, respectivamente. Sendo A e
C espac¸os de Banach, tais sequeˆncias sa˜o convergentes, digamos
an −→ a ∈ A,
λn −→ λ ∈ C.
Assim, existem n1, n2 ∈ N tal que
|| an − a ||< ε
2
,
para todo n > n1 e,
|λn − λ| < ε
2
,
para todo n > n2.
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Escolha N = max{n1, n2}. Segue que, para todo n > N,
|| (an, λn)− (a, λ) ||=|| (an − a, λn − λ) ||=|| an − a || +|λn − λ| < ε
2
+
ε
2
= ε.
Claramente, (a, λ) ∈ A+. Portanto, A+ e´ Banach.
Para o segundo item, note que o conjunto D = {(a, 0) : a ∈ A} e´ suba´lgebra de A+, pois
para a, b ∈ A e λ ∈ C :
• (a, 0) + (b, 0) = (a+ b, 0) ∈ D;
• λ(a, 0) = (λa, 0) ∈ D;
• (a, 0)(b, 0) = (ab+ 0.b+ 0.a, 0.0) = (ab, 0) ∈ D.
Considere
ϕ : A −→ D
a 7−→ (a, 0).
Mostremos que ϕ e´ isometria. De fato, para a, b ∈ A e λ ∈ C :
• ϕ(a+ b) = (a+ b, 0) = (a, 0) + (b, 0) = ϕ(a) + ϕ(b);
• ϕ(λa) = (λa, 0) = λ(a, 0) = λϕ(a);
• ϕ(a.b) = (ab, 0) = (a, 0)(b, 0) = ϕ(a).ϕ(b).
• || ϕ(a) ||=|| (a, 0) ||=|| a || +|0| =|| a || .
ϕ ser isometria implica injetividade. Note ainda que tal func¸a˜o e´ sobrejetora, pois, se z ∈ D,
enta˜o z = (b, 0) para algum b ∈ A. Portanto, ϕ(b) = (b, 0) = z.
Exemplo 5.3. Considere a a´lgebra sem unidade
A = C0(0, 1) = {f ∈ C[0, 1] : f(0) = f(1) = 0}.
Pela Proposic¸a˜o 5.2,
A+ = C0(0, 1)⊕ C.
Ale´m disso, o homomorfismo:
ϕ : A+ −→ C[0, 1]
(f, λ) 7−→ f + λ
e´ tal que
ϕ(A+) = {f ∈ C[0, 1] : f(0) = f(1)} = C(0, 1).
e para (f, λ) = (0, 1), enta˜o,
ϕ((0, 1)) = 1.
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6 Representac¸a˜o de Gelfand
Esta sec¸a˜o tem como objetivo a representac¸a˜o de uma a´lgebra de Banach comutativa como
uma a´lgebra de func¸o˜es cont´ınuas em um espac¸o localmente compacto Hausdorff. Para tanto,
mostremos alguns resultados sobre ideais e funcionais lineares multiplicativos.
Teorema 6.1. Seja I um ideal modular de uma a´lgebra de Banach A. Se I e´ pro´prio, seu fecho
I tambe´m o e´. Ale´m disso, se I for maximal enta˜o I e´ fechado.
Demonstrac¸a˜o. Como I e´ ideal modular, existe um elemento u ∈ A tal que a− au e a− ua ∈ I,
para todo a ∈ A. Seja b ∈ I, com || u− b ||< 1, enta˜o
v = 1− (u− b) = 1− u+ b
e´ invert´ıvel em A+.
Considere a ∈ A. Segue que
av = a− au+ ab ∈ I.
Assim, Av ⊆ I. E´ claro que Av ⊆ A. Agora, se a+ 0 ∈ A+,
a+ 0 = (a+ 0)v−1v.
Como A e´ ideal de A+, (a+ 0)v−1 ∈ A e assim, a+ 0 = (a+ 0)v−1v ∈ Av. Logo, A ⊆ Av.
Contradizendo a hipo´tese de I ser ideal pro´prio. Logo, || u − b ||> 1, para todo b ∈ I.
Conclui-se que B1(u) ∩ I = ∅, ou seja, u /∈ I. Portanto, I e´ ideal pro´prio.
Por sua vez, se I for maximal, sendo I um ideal pro´prio contendo I, segue que I = I. Logo,
I e´ fechado.
Observac¸a˜o 6.1. Se L e´ um ideal a` esquerda de uma a´lgebra de Banach A, L e´ modular se
existe um elemento u ∈ A, tal que a− au ∈ L, para todo a ∈ A. Neste caso, seu fecho e´ um ideal
pro´prio a` esquerda. Ale´m disso, se L e´ um ideal modular maximal a` esquerda, L e´ fechado. Tal
demonstrac¸a˜o e´ ana´loga a do teorema anterior.
Lema 6.1. Se I e´ um ideal modular maximal de uma a´lgebra comutativa, enta˜o A/I e´ um corpo.
Demonstrac¸a˜o. Na sec¸a˜o A´lgebras de Banach foi demonstrado que se I e´ ideal modular, A/I e´
a´lgebra unital. Agora, como A e´ comutativa, A/I tambe´m o e´, pois se a+ I, b+ I ∈ A/I, enta˜o,
(a+ I)(b+ I) = ab+ I = ba+ I = (b+ I)(a+ I).
Seja J um ideal de A/I e considere a transformac¸a˜o quociente
pi : A −→ A/I
a 7−→ a+ I.
Afirmac¸a˜o 6.1. pi−1(J) e´ um ideal de A contendo I.
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Demonstrac¸a˜o. • Considere a, b ∈ pi−1(J). Como pi e´ homomorfismo,
pi(a+ b) = pi(a) + pi(b) = (a+ I) + (b+ I).
Como J e´ ideal de A/I, (a+I)+(b+I) ∈ J e, assim, pi(a+b) ∈ J, ou seja, a+b ∈ pi−1(J).
• Seja b ∈ pi−1(J) e λ ∈ C. Como J e´ ideal de A/I,
pi(λb) = λpi(b) = λ(b+ I) ∈ J.
Logo, λb ∈ pi−1(J).
• Sejam a ∈ A e b ∈ pi−1(J), enta˜o, como pi e´ homomorfismo,
pi(ba) = pi(ab) = pi(a).pi(b) = (a+ I).(b+ I).
Como b ∈ pi−1(J), (b+ I) ∈ J. Sendo J um ideal de A/I, segue que
pi(ba) = pi(ab) = (a+ I)(b+ I) ∈ J.
Agora, considere b ∈ I, enta˜o
pi(b) = b+ I = 0 + I.
Como J e´ ideal de A/I, 0 + I ∈ J. Assim, I ⊆ pi−1(J).
Como I e´ ideal maximal de A, segue que pi−1(J) = A ou pi−1(J) = I. Caso pi−1(J) = A,
J = pi(A) = A/I. Se pi−1(J) = I, J = pi(I) = 0. Logo, A/I so´ possui os ideais triviais, 0 e A/I.
Suponha que pi(a) seja um elemento na˜o nulo de A/I. Enta˜o,
J = pi(a)(A/I)
e´ um ideal na˜o nulo de A/I. Portanto, J = A/I. Como A/I e´ unital e pi(a)(A/I) = A/I, existe
um elemento b+ I ∈ A/I, tal que
(a+ I)(b+ I) = u+ I.
Como todo elemento na˜o nulo de A/I e´ invert´ıvel, segue que A/I e´ um corpo.
Observac¸a˜o 6.2. No Lema 6.1 anterior pode-se substituir a hipo´tese de I ser modular por A/I
ser unital, pela Proposic¸a˜o 3.3.
Afirmac¸a˜o 6.2. Se ϕ : A −→ B e´ homomorfismo entre a´lgebras A e tem unidade, enta˜o
ϕ+ : A+ −→ B
(a, λ) 7−→ ϕ(a) + λ1B
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e´ o u´nico homomorfismo unital estendendo ϕ.
Demonstrac¸a˜o. Primeiramente, ϕ+ e´ homomorfismo, pois
• Se (a, λ), (b, µ) ∈ A+, enta˜o
ϕ+((a, λ) + (b, µ)) = ϕ+((a+ b, λ+ µ))
= ϕ(a+ b) + (λ+ µ)1B
= ϕ(a) + λ1B + ϕ(b) + µ1B
= ϕ+((a, λ)) + ϕ+((b, µ)).
• Se (a, λ) ∈ A+ e β ∈ C,
ϕ+(β(a, λ)) = ϕ+((βa, βλ)) = ϕ(βa) + βλ1B
β(ϕ(a) + λ1B) = βϕ
+((a, λ)).
• Se (a, λ), (b, µ) ∈ A+, enta˜o
ϕ+((a, λ).(b, µ)) = ϕ+((ab+ λbµa, λµ))
= ϕ(ab+ λbµa) + λµ1B
= ϕ(ab) + λϕ(b) + µϕ(a) + λµ1B
= ϕ(a)ϕ(b) + λϕ(b) + µϕ(a) + λµ1B
= (ϕ(a) + λ1B)(ϕ(b) + µ1B)
= ϕ+((a, λ))ϕ+((b, µ)).
Note que
ϕ+((0, 1)) = ϕ(0) + 1.1B = 1B
e
ϕ+|A = ϕ.
Ale´m disso, ϕ+ com tais propriedades e´ u´nico, pois se existisse um ψ+ : A+ −→ B, com
ψ+|{(a,0):a∈A} = ϕ
e
ψ+((0, 1)) = 1B,
enta˜o
ψ+((a, λ)) = ψ+((a, 0) + (0, λ))
= ψ+((a, 0)) + λψ+((0, 1))
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= ϕ(a) + λ1B = ϕ
+((a, λ)).
Proposic¸a˜o 6.1. Se ϕ : A −→ B e´ homomorfismo unital entre a´lgebras unitais, enta˜o
ϕ(inv(A)) ⊆ inv(B)
e, portanto,
σ(ϕ(a)) ⊆ σ(a),
para todo a ∈ A.
Demonstrac¸a˜o. Seja b ∈ ϕ(inv(A)), enta˜o b = ϕ(a), para algum a ∈ inv(A). Agora, como ϕ e´
unital,
1B = ϕ(1A) = ϕ(a.a
−1) = ϕ(a)ϕ(a−1) = b.ϕ(a−1).
Segue que b ∈ inv(B) e b−1 = ϕ(a−1), ou seja, ϕ(inv(A)) ⊆ inv(B).
Note ainda que se
a− λ1B ∈ inv(A),
enta˜o
ϕ(a− λ1A) = ϕ(a)− λ1B ∈ inv(B).
Assim,
σ(ϕ(a)) = {λ ∈ C : ϕ(a)− λ1B /∈ inv(B)} ⊆ {λ ∈ C : a− λ1A /∈ inv(A)} = σ(a).
Para a demonstrac¸a˜o da pro´xima proposic¸a˜o sera´ necessa´rio aplicar o Lema de Zorn, vejamos,
portanto, o seu enunciado e algumas definic¸o˜es relacionadas ao mesmo.
Definic¸a˜o 6.1. Seja M um conjunto parcialmente ordenado e seja W ⊆M. Uma cota superior
para W e´ um elemento c ∈M tal que w 6 c, para todo w ∈W.
Definic¸a˜o 6.2. Considere M um conjunto parcialmente ordenado. Dizemos que m ∈ M e´ um
elemento maximal de M se vale a seguinte propriedade: se x ∈M e´ tal que x > m, enta˜o x = m.
Lema 6.2. { de Zorn} Seja M 6= ∅ um conjunto parcialmente ordenado. Se todo V ⊆ M
totalmente ordenado tiver cota superior, enta˜o M tem pelo menos um elemento maximal.
Proposic¸a˜o 6.2. Todo ideal modular pro´prio de uma a´lgebra A esta´ contido em algum ideal
maximal de A.
Demonstrac¸a˜o. Defina a seguinte relac¸a˜o de ordem parcial entre os ideais de A :
I1 6 I2 se I1 ⊆ I2.
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Seja I um ideal pro´prio de A. Considere o seguinte conjunto:
M = {J ideal de A : I ⊆ J  A}.
Considere W um conjunto totalmente ordenado em M.
Note que L =
⋃
J∈W J e´ um ideal de A. Sendo assim, L ∈M e L e´ uma cota superior para
W, pois J 6 L, para todo J ∈W.
Pelo Lema de Zorn, M possui um elemento maximal K. Portanto, K ⊇ I.
Vejamos que K e´ ideal maximal de A. Suponha, por absurdo, que exista um ideal J de A
com
K  J  A.
Enta˜o, J ∈M, pois I ⊆ K  J  A. Contradic¸a˜o, pois K e´ elemento maximal de M. Portanto,
K e´ ideal maximal de A que conte´m I. Disso, segue a proposic¸a˜o.
Proposic¸a˜o 6.3. Toda a´lgebra com unidade tem pelo menos um ideal maximal.
Demonstrac¸a˜o. Pela Proposic¸a˜o 6.2, todo ideal modular pro´prio de A esta´ contido em algum
ideal maximal de A. Como todo ideal de uma a´lgebra com unidade e´ modular, segue que A
possui, pelo menos, um ideal maximal.
Definic¸a˜o 6.3. Um caracter sobre uma a´lgebra A e´ um homomorfismo na˜o nulo
τ : A −→ C.
Denota-se o conjunto dos caracteres de A por Ω(A).
Teorema 6.2. Seja A uma a´lgebra de Banach unital comutativa.
1. Se τ ∈ Ω(A), enta˜o || τ ||= 1.
2. O conjunto Ω(A) e´ na˜o vazio e a transformac¸a˜o
τ 7−→ ker(τ)
e´ uma bijec¸a˜o entre Ω(A) e o conjunto dos ideais maximais de A.
Demonstrac¸a˜o. Primeiro demonstraremos (1). Seja τ ∈ Ω(A) e a ∈ A. Vejamos que τ(a) ∈ σ(a).
Note que τ(1A) 6= 0, caso contra´rio, para todo a ∈ A,
τ(a) = τ(1Aa) = τ(1A)τ(a) = 0,
mas τ 6= 0, pois τ e´ caracter. Agora,
τ(1A) = τ(1A.1A) = τ(1A).τ(1A) = τ(1A)
2.
Como τ(1A) 6= 0, tem-se que τ(1A) = 1. Suponha, por absurdo, que τ(a) /∈ σ(a). Assim,
a− τ(a).1A ∈ inv(A),
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ou seja, existe b ∈ A, tal que
b(a− τ(a).1A) = 1A.
Como τ e´ homomorfismo,
τ(b(a− τ(a).1A)) = τ(1A),
τ(b)τ((a− τ(a).1A)) = 1,
τ(b)(τ(a)− τ(a).τ(1A)) = 1,
τ(b)(τ(a)− τ(a)) = 1,
τ(b).0 = 1,
0 = 1.
Isto e´ uma contradic¸a˜o. Logo, τ(a) ∈ σ(a). Disso, segue que
|τ(a)| 6 sup
λ∈σ(a)
|λ| = r(a) 6|| a || .
Portanto, τ e´ um funcional linear limitado, sendo assim, τ ∈ A∗. Em particular,
|| τ ||= sup
||a||61
|τ(a)| 6 sup
||a||61
|| a ||= 1.
Como τ(1A) = 1, segue que || τ ||= 1.
Agora, para a parte (2), mostremos que Ω(A) 6= ∅. Ja´ vimos que pelo lema de Zorn, como
A e´ a´lgebra com unidade, A admite, pelo menos, um ideal maximal I. Pelo Teorema 6.1, I e´
fechado e, pelo Lema 6.1, A/I e´ corpo. Portanto, o u´nico elemento de A/I que na˜o e´ invert´ıvel
e´ o elemento nulo. Pelo Teorema 4.7,
A/I = C.1A/I = C(1A + I).
Agora, considere os homomorfismos
pi : A −→ A/I
a 7−→ a+ I
e,
ι : A/I −→ C
λ.1A/I 7−→ λ.
Note que ι e´ injetora, pois
ι(λ.1A/I) = 0⇔ λ = 0⇔ λ = 0
e,
ker(pi) = {a ∈ A : a ∈ I} = I.
Assim,
τ = ι ◦ pi : A −→ C
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e´ homomorfismo de a´lgebras e
ker(τ) = {a ∈ A : ι ◦ pi(a) = 0}
= {a ∈ A : pi(a) = 0}
= ker(pi)
= I.
Portanto, τ 6= 0, pois I e´ ideal pro´prio de A. Segue que τ ∈ Ω(A) e Ω(A) 6= ∅.
Vejamos que a aplicac¸a˜o
Ω(A) −→ {ideais maximais de A}
τ 7−→ ker(τ)
esta´ bem definida, ou seja, ker(τ) e´ ideal maximal de A, para todo τ ∈ Ω(A). Como τ e´ cont´ınua,
ker(τ) = τ−1{0}
e´ ideal fechado de A. Mostremos que
A/ker(τ) ∼= C.
Para tanto, considere
ϕ : A/ker(τ) −→ C
a 7−→ τ(a).
Note que ϕ esta´ bem definida, pois se a = b, enta˜o
τ(a) = τ(b).
Assim,
τ(a− b) = 0,
isto e´,
a− b ∈ ker(τ),
a− b = 0.
Logo,
ϕ(a− b) = ϕ(0) = τ(0) = 0,
τ(a)− τ(b) = 0,
τa = τb.
Ale´m disso, ϕ e´ homomorfismo bijetor, pois
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• Se a, b ∈ A/ker(τ), enta˜o
ϕ(a+ b) = ϕ(a+ b)
= τ(a+ b) = τ(a) + τ(b) = ϕ(a) + ϕ(b);
• Se a, b ∈ A/ker(τ), enta˜o
ϕ(a.b) = ϕ(a.b)
= τ(a.b) = τ(a).τ(b) = ϕ(a).ϕ(b);
• Para a ∈ A/ker(τ) e λ ∈ C,
ϕ(λa) = ϕ(λa) = τ(λa) = λτ(a) = λϕ(a).
Note que ϕ e´ injetiva, pois se ϕ(a) = 0, enta˜o τ(a) = 0, ou seja, a ∈ ker(τ) e assim, a = 0.
Para demonstrar a sobrejetividade, considere α ∈ C. Como τ 6= 0, existe λ 6= 0, com
τ(b) = λ,
para algum b ∈ A. Disso, segue que
ϕ(αλ−1b) = ϕ(αλ−1b) = τ(αλ−1b) = αλ−1τ(b) = αλ−1λ = α.
Como A/ker(τ) e´ corpo, tem-se que ker(τ) e´ ideal maximal.
Basta vermos que a aplicac¸a˜o
τ 7−→ ker(τ)
e´ uma bijec¸a˜o entre Ω(A) e os ideais maximais de A.
Para a sobrejetividade ja´ foi demonstrado que se I for ideal maximal de A, I = ker(τ), para
τ = ι ◦ pi ∈ Ω(A). Quanto a` injetividade, considere τ1, τ2 ∈ Ω(A), com
ker(τ1) = ker(τ2).
Seja a ∈ A. Note que
a− τ2(a).1A ∈ ker(τ2) = ker(τ1).
Logo,
τ1(a)− τ2(a).τ1(1A) = 0,
τ1(a) = τ2(a),
τ1 = τ2.
Definic¸a˜o 6.4. Seja A uma a´lgebra comutativa sem unidade. Dado a ∈ A, define-se o espectro
de a (relativo a A) como
σA(a) = σA+((a, 0))
54
e, o raio espectral de a (relativo a A) como
r(a) = sup{|λ| : λ ∈ σA(a)}.
Observe que (a, 0) /∈ inv(A+), pois se (b, µ) ∈ A+, enta˜o
(a, 0)(b, µ) = (ab+ µa, 0) 6= (0, 1) = 1A+ .
Assim, (a, 0)− 0.1A+ /∈ inv(A+), isto e´, 0 ∈ σA+(a) = σA(a).
Teorema 6.3. Seja A uma a´lgebra de Banach comutativa.
1. Se A for unital, enta˜o, para todo a ∈ A,
σ(a) = {τ(a) : τ ∈ Ω(A)}.
2. Se A na˜o possui unidade, enta˜o para todo a ∈ A,
σ(a) = {τ(a) : τ ∈ Ω(A)} ∪ {0}.
Demonstrac¸a˜o. Vamos demonstrar, primeiramente, o item (1). Ja´ vimos que τ(a) ∈ σ(a), para
todo τ ∈ Ω(A) e a ∈ A. Para o outro lado, considere λ ∈ σ(a). Por definic¸a˜o de espectro,
a− λ1A /∈ inv(A).
Note que J = (a− λ1A)A e´ ideal pro´prio de A. Caso contra´rio, 1A ∈ J e existiria b ∈ A, tal
que
(a− λ1A)b = 1A.
Absurdo, pois a− λ1A /∈ inv(A).
Como A e´ a´lgebra com unidade, todo ideal de A e´ modular. Sendo assim, J e´ ideal pro´prio
modular de A. Foi demonstrado, pela Proposic¸a˜o 6.2, que J esta´ contido em um ideal maximal
de A.
Pelo Teorema 6.2, a aplicac¸a˜o
τ 7−→ ker(τ)
e´ uma bijec¸a˜o entre os elementos de Ω(A) e os ideais maximais de A. Logo, J ⊆ ker(τ), para
algum τ ∈ Ω(A). Segue que
τ((a− λ1A).1A) = 0
τ(a)− λτ(1A) = 0
τ(a) = λ.
Portanto, λ ∈ {τ(a) : τ ∈ Ω(A)}. Conclui-se que σ(a) ⊆ {τ(a) : τ ∈ Ω(A)}.
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Agora, mostremos o item (2). Se A na˜o possui unidade, enta˜o para todo a ∈ A,
σ(a) = {τ(a) : τ ∈ Ω(A)} ∪ {0}.
Seja τ ∈ A+. Dois casos precisam ser considerados:
• Se τ |A 6= 0, enta˜o τ |A ∈ Ω(A).
• Se τ |A = 0, como τ ∈ Ω(A+), τ 6= 0 e, assim, existe um (a, λ) ∈ A+ com τ((a, λ)) 6= 0.
Como τ e´ homomorfismo,
τ((a, λ)) = τ((a, 0)) + τ((0, λ)) = τ((a, 0)) + τ((0, λ)) = τ((0, λ)) 6= 0.
Como A+ e C tem unidade, τ(0, 1) = 1. Assim, como tal e´ homomorfismo,
τ((0, λ)) = λτ((0, 1)) = λ.1 = λ.
Defina, desta forma,
τ∞ : A+ −→ C
(a, λ) 7−→ λ.
Vejamos que e´ um homomorfismo unital, com ker(τ∞) = A. De fato, se a, b ∈ A e λ, µ, β ∈ C :
• τ∞((a, λ) + (b, µ)) = τ∞((a+ b, λ+ µ)) = λ+ µ = τ∞(a, λ) + τ∞(b, µ);
• τ∞(β(a, λ)) = τ∞((βa, βλ)) = βλ = βτ∞((a, λ)).
• τ∞((a, λ)(b, µ)) = τ∞((ab+ λb+ µa, λµ)) = λµ = τ∞(a, λ)τ∞(b, µ);
• τ∞((0, 1)) = 1.
• ker(τ∞) = {(a, λ) ∈ A+ : τ∞((a, λ)) = 0} = {(a, λ) ∈ A+ : λ = 0} = {(a, 0) : a ∈ A} ∼= A.
Note que τ∞ e´ o u´nico homomorfismo em Ω(A+) estendendo o homomorfismo nulo em A.
Pela Afirmac¸a˜o 6.2, existe um u´nico homomorfismo ϕ+ : A+ −→ C que estende ϕ, para cada
ϕ ∈ Ω(A). Portanto,
Ω(A+) = {τ+ : τ ∈ Ω(A)} ∪ {τ∞}.
Como A+ e´ a´lgebra de Banach unital, por (1),
σ(a) = σA+((a, 0)) = {τ+((a, 0)) : τ+ ∈ Ω(A+)}
= {τ(a) : τ ∈ Ω(A)} ∪ {τ∞((a, 0))}
= {τ(a) : τ ∈ Ω(A)} ∪ {0}.
Definic¸a˜o 6.5. Seja X um espac¸o normado. A topologia fraca−∗ em X∗ e´ a topologia inicial
das func¸o˜es avaliac¸o˜es
{δx : x ∈ X},
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em que
δx : X
∗ −→ C
f 7−→ δx(f) = f(x).
Sendo assim, a menor topologia em X∗ para a qual as func¸o˜es avaliac¸o˜es sa˜o cont´ınuas.
Proposic¸a˜o 6.4. X∗ e´ Hausdorff.
Demonstrac¸a˜o. Sejam f1, f2 ∈ X∗, com f1 6= f2. Enta˜o, existe x0 ∈ X tal que
f1(x0) 6= f2(x0).
Considere
r =
|f1(x0)− f2(x0)|
3
> 0.
Como B(f1(x0), r) e B(f2(x0), r) sa˜o abertos de C e δx0 e´ cont´ınua, enta˜o
U = (δx0)
−1B(f1(x0), r) = {f ∈ X∗ : |f(x0)− f1(x0)| < r}
e
V = (δx0)
−1B(f2(x0), r) = {f ∈ X∗ : |f(x0)− f2(x0)| < r}
sa˜o abertos de X∗.
Note que f1 ∈ U e f2 ∈ V. Vejamos que U e V sa˜o disjuntos. Seja g ∈ V, enta˜o
|f2(x0)− f1(x0)| − |f1(x0)− g(x0)| 6 |f2(x0)− g(x0)|.
Assim,
|g(x0)− f1(x0)| > |f2(x0)− f1(x0)| − |f2(x0)− g(x0)|;
|g(x0)− f1(x0)| > |f2(x0)− f1(x0)| − r;
|g(x0)− f1(x0)| > |f2(x0)− f1(x0)| − |f2(x0)− f1(x0)|
3
;
|g(x0)− f1(x0)| > 2|f2(x0)− f1(x0)|
3
;
|g(x0)− f1(x0)| > 2r > r.
Logo, g /∈ U. Segue que U ∩ V = ∅. Portanto, X∗ e´ Hausdorff.
O teorema seguinte sera´ assumido e esta´ dispon´ıvel em [4].
Teorema 6.4. {Alaoglu}: Seja X um espac¸o de Banach. Enta˜o, a bola fechada unita´ria em
X∗ e´ um compacto na topologia fraca− ∗ .
Seja A uma a´lgebra de Banach. Pelo Teorema 6.2, tem-se que Ω(A) esta´ contido na bola
fechada unita´ria S de A∗. Considere Ω(A) com a topologia relativa de A∗ com a topologia
fraca− ∗ . O espac¸o topolo´gico Ω(A) e´ chamado espectro de A.
Teorema 6.5. Se A e´ uma a´lgebra de Banach comutativa, enta˜o Ω(A) e´ um espac¸o localmente
compacto. Se A e´ unital, enta˜o Ω(A) e´ compacto.
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Demonstrac¸a˜o. Observe que Ω(A) ∪ {0h} esta´ contido em S, a bola unita´ria fechada em A∗.
Pelo Teorema de Alaoglu, S e´ compacto. Vejamos que Ω(A)∪ {0h} e´ fechado em S e, portanto,
compacto. Como A∗ com a topologia escolhida e´ Hausdorff, S e´ compacto e Hausdorff, portanto,
fechado. Como o fecho de um conjunto e´ o menor fechado que o conte´m, segue que Ω(A) ∪ {0h} ⊆
S. Seja f ∈ Ω(A) ∪ {0h}. Como f esta´ no fecho de Ω(A) ∪ {0h}, existe uma net {fi}i∈I ⊆
Ω(A) ∪ {0h}, com fi ∗−→ f.
Caso f ≡ 0h, e´ claro que f ∈ Ω(A) ∪ {0h}. Se f 6= 0h, como f ∈ A∗, basta mostrar que f e´
homomorfismo com relac¸a˜o ao produto. Para tanto, considere a, b ∈ A, tem-se que
f(a).f(b) = δa(f).δb(f) = δa(lim
i∈I
fi).δb(lim
i∈I
fi).
Como δa e δb sa˜o cont´ınuas com a topologia fraca−∗,
δa(lim
i∈I
fi).δb(lim
i∈I
fi) = lim
i∈I
δa(fi). lim
i∈I
δb(fi)
= lim
i∈I
δa(fi)δb(fi)
= lim
i∈I
fi(a)fi(b).
Como fi ∈ Ω(A), fi e´ homomorfismo de a´lgebras. Assim,
lim
i∈I
fi(a)fi(b) = lim
i∈I
fi(ab)
= lim
i∈I
δab(fi).
Agora, pela continuidade da func¸a˜o avaliac¸a˜o em ab,
lim
i∈I
δab(fi) = δab(lim
i∈I
fi) = δab(f) = f(ab).
Portanto, f(a).f(b) = f(ab), implicando f ∈ Ω(A) ⊆ Ω(A)∪ 0h. Logo, Ω(A)∪ {0} e´ um fechado
no compacto S, sendo assim, um compacto. Como Ω(A) ∪ {0h} e´ subespac¸o topolo´gico de A∗,
que e´ Hausdorff, segue que Ω(A) ∪ {0h} e´ Hausdorff.
Afirmac¸a˜o 6.3. Ω(A) e´ localmente compacto.
Seja g ∈ Ω(A). Como Ω(A)∪{0h} e´ Hausdorff, existem abertos disjuntos U, V de Ω(A)∪{0h}
com g ∈ U e 0h ∈ V. Como Ω(A)∪{0h} e´ fechado, g ∈ U ⊆ Ω(A)∪{0h}. Ja´ vimos que Ω(A)∪{0h}
e´ compacto. Por ser um fechado em um compacto, segue que U e´ compacto.
Como V e´ aberto e V ∩U = ∅, tem-se que V ∩U = ∅. Caso existisse h ∈ V ∩U, existiria um
aberto W em Ω(A) ∪ {0h}, com h ∈ W ⊆ V, pois V e´ aberto. Em particular, W ∩ U 6= ∅, pois
h ∈ U. Como W ⊆ V, V ∩ U 6= ∅. Isto e´ uma contradic¸a˜o.
Agora, note que 0h ∈ V e V ∩ U = ∅. Portanto, U ⊆ Ω(A) e, assim,
g ∈ int(U) = U ⊆ U ⊆ Ω(A).
Como existe o compacto U, cujo interior conte´m g, conclui-se que Ω(A) e´ localmente compacto.
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No caso em que A e´ unital, se f ∈ Ω(A), f(1A) = 1. Portanto, na˜o existe uma net {fi}i∈I ⊆
Ω(A), com fi
∗−→ 0h, sendo 0h o homomorfismo nulo. Caso contrario, pela continuidade de δ1A ,
0 = δ1A(0h) = δ1A(lim
i∈I
fi) = lim
i∈I
δ1A(fi) = lim
i∈I
fi(1A) = 1,
o que e´ um absurdo. Logo, 0h 6∈ Ω(A). Se f ∈ Ω(A), prova-se, analogamente ao caso anterior,
que f(a).f(b) = f(ab). Assim, Ω(A) = Ω(A) ⊆ S. Mais uma vez, pelo Teorema de Alaoglu, S e´
compacto e, por ser um fechado em um compacto, Ω(A) e´ compacto.
Note que se A na˜o for unital, Ω(A) pode ser vazio. Por exemplo, caso A = 0.
Considere A uma a´lgebra de Banach comutativa, cujo espectro Ω(A) na˜o e´ vazio. Se a ∈ A,
defina a func¸a˜o
â : Ω(A) −→ C
τ 7−→ τ(a).
Note que â = δa|Ω(A). Perceba que â e´ cont´ınua, para todo a ∈ A, pois, se U for aberto em C,
como δa e´ cont´ınua, (δa)
−1{U} e´ aberto de A∗. Assim,
(â)−1{U} = (δa|Ω(A))−1{U} = δ−1a {U} ∩ Ω(A),
que e´ aberto de Ω(A).
Proposic¸a˜o 6.5. O conjunto K = {τ ∈ Ω(A) : |â(τ)| > ε} e´ compacto.
Demonstrac¸a˜o. Como K ⊆ Ω(A) ⊆ Ω(A)∪{0h} e Ω(A)∪{0h} e´ compacto, basta notar que K e´
um fechado em Ω(A)∪{0h}. Para tanto, considere τ ∈ K. Portanto, existe uma net {τi}i∈I ⊆ K,
com τi
∗−→ τ.
Note que
|â(τi)| = |τi(a)| > ε,
para todo i ∈ I. Portanto,
|â(τ)| = |τ(a)| = | lim
i∈I
τi(a)| = lim
i∈I
|τi(a)| > ε.
Logo, τ 6= 0h, pois |τ(a)| > ε e τ ∈ K. Segue que K e´ fechado em um compacto, sendo assim,
compacto.
Pela Proposic¸a˜o 6.5, tem-se que â ∈ C0(Ω(A)). Chamamos â de Transformada de Gelfand
de a.
Teorema 6.6. {Representac¸a˜o de Gelfand} Seja A uma a´lgebra de Banach comutativa,
com Ω(A) 6= ∅. Enta˜o, a aplicac¸a˜o
Γ : A −→ C0(Ω(A))
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a 7−→ â
e´ um homomorfismo contrativo de a´lgebras e, para todo a ∈ A,
r(a) =|| â ||∞ .
Se A e´ unital,
σ(a) = â(Ω(A))
e se A e´ na˜o-unital,
σ(a) = â(Ω(A)) ∪ {0},
para cada a ∈ A.
Demonstrac¸a˜o. Pelo Teorema 6.3, se A e´ unital,
σ(a) = {τ(a) : τ ∈ Ω(A)}
= {â(τ) : τ ∈ Ω(A)}
= â(Ω(A)).
Se A na˜o e´ unital,
σ(a) = {τ(a) : τ ∈ Ω(A)} ∪ {0}
= â(Ω(A)) ∪ {0}.
Assim,
r(a) = sup
λ∈σ(a)
|λ|
= sup{|τ(a)| : τ ∈ Ω(A)}
= sup{|â(τ)| : τ ∈ Ω(A)}
=|| â ||∞ .
Portanto,
|| â ||∞= r(a) 6|| a || .
Segue que Γ e´ contrativo. Vejamos que Γ e´ um homomorfismo.
• Se a, b ∈ A, enta˜o
Γ(a+ b) = â+ b.
Por sua vez, se τ ∈ Ω(A),
â+ b(τ) = τ(a+ b) = τ(a) + τ(b)
= â(τ) + b̂(τ).
Assim,
Γ(a+ b) = â+ b = â+ b̂ = Γ(a) + Γ(b).
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• Se a, b ∈ A, enta˜o
Γ(a.b) = â.b.
Portanto, se τ ∈ Ω(A),
â.b(τ) = τ(a.b) = τ(a).τ(b)
= â(τ).̂b(τ).
Logo,
Γ(a.b) = â.b = â.̂b = Γ(a).Γ(b).
• Se a ∈ A e λ ∈ C, enta˜o
Γ(λa) = λ̂a.
Segue que se τ ∈ Ω(A),
λ̂a(τ) = τ(λa) = λτ(a) = λâ(τ).
Logo,
Γ(λa) = λ̂a = λâ = λΓ(a).
Lema 6.3. Sejam K e H espac¸os topolo´gicos, com K compacto e H Hausdorff. Se f : K −→ H
e´ uma bijec¸a˜o cont´ınua, enta˜o f e´ um homeomorfismo.
Demonstrac¸a˜o. Vejamos que a inversa de f ,
f−1 : H −→ K,
e´ cont´ınua. Para tanto, considere F ⊆ K um fechado. Como K e´ compacto, tem-se que F e´
compacto. Agora,
(f−1)−1{F} = {x ∈ H : f−1(x) = y ∈ F}
= {f(y) ∈ H : y ∈ F} = f(F ).
Como f e´ cont´ınua e F e´ compacto, f(F ) e´ compacto em H. Como H e´ Hausdorff, f(F ) e´
fechado. Logo,
(f−1)−1{F} = f(F )
e´ fechado em H. Portanto, f−1 e´ cont´ınua, sendo assim, f e´ um homeomorfismo.
Teorema 6.7. Seja A uma a´lgebra de Banach unital gerada por 1A e um elemento a. Enta˜o, A
e´ comutativa e a aplicac¸a˜o
â : Ω(A) −→ σ(a)
τ 7−→ τ(a)
e´ um homeomorfismo.
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Demonstrac¸a˜o. Seja:
D = {α01A + α1a+ ...+ αnan : αi ∈ C, n ∈ N e i ∈ {1, ..., n}}.
Pela definic¸a˜o de suba´lgebra gerada, A = D, sendo D uma suba´lgebra densa de A. Claramente,
A e´ comutativa. Note que â e´ bijec¸a˜o.
• Se τ1, τ2 ∈ Ω(A), com â(τ1) = â(τ2). Enta˜o, por definic¸a˜o de â, τ1(a) = τ2(a). Ale´m disso,
τ1(1A) = τ2(1A) = 1. Como τ1 e τ2 sa˜o homomorfismos, τ1(b) = τ2(b), para todo b ∈ B.
Pela Proposic¸a˜o 3.4, τ1 = τ2.
• Seja λ ∈ σ(a). Como A e´ unital,
σ(a) = {τ(a) : τ ∈ Ω(A)}.
Enta˜o, λ = τλ(a), para algum τλ ∈ Ω(A). Assim, λ = â(τλ). Portanto, â e´ sobrejetora.
Ale´m disso, â = δa|Ω(A) e´ cont´ınua, pois e´ a restric¸a˜o de uma func¸a˜o cont´ınua em A∗. Agora,
como A e´ a´lgebra comutativa e unital, Ω(A) e´ compacto e σ(a) 6= ∅. Como σ(a) ⊆ C, segue que
σ(a) e´ Hausdorff. Pelo Lema 6.3, â e´ um homeomorfismo.
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7 C∗-a´lgebras
Este cap´ıtulo sera´ iniciado com uma se´rie de definic¸o˜es envolvendo a´lgebras. Sendo que o
objetivo final desta sec¸a˜o e´ demonstrar que um ∗-homomorfismo ϕ : A −→ B de uma ∗-a´lgebra
de Banach A em uma C∗-a´lgebra B e´ contrativo.
Definic¸a˜o 7.1. Seja A uma a´lgebra . Uma involuc¸a˜o em A e´ uma func¸a˜o
∗ : A −→ A
com as seguintes propriedades, para todo a, b ∈ A e λ ∈ C :
• (a+ b)∗ = a∗ + b∗;
• (λa)∗ = λa∗;
• (ab)∗ = b∗a∗;
• (a∗)∗ = a;
O par (A, ∗) e´ chamado a´lgebra com involuc¸a˜o ou ∗-a´lgebra.
Se S e´ um subconjunto de A, definimos
S∗ = {a∗ : a ∈ S}
e dizemos que S e´ auto-adjunto se S = S∗. Uma suba´lgebra auto-adjunta B de A e´ uma ∗-
suba´lgebra de A e e´ uma ∗-a´lgebra se munida com a restric¸a˜o da operac¸a˜o involuc¸a˜o de A.
Proposic¸a˜o 7.1. A intersec¸a˜o de uma famı´lia de ∗-suba´lgebras de A e´ uma ∗-suba´lgebra. Ale´m
disso, para todo subconjunto S de A, existe uma menor ∗-a´lgebra B de A, contendo S, chamada
∗-a´lgebra gerada por S.
Demonstrac¸a˜o. Ja´ vimos que a intersec¸a˜o C de uma famı´lia de suba´lgebras de uma a´lgebra e´
uma suba´lgebra. Como tais ∗-suba´lgebras sa˜o conjuntos auto-adjuntos, a intersec¸a˜o das mesmas
tambe´m e´ um conjunto auto-adjunto. Sendo assim, uma ∗-suba´lgebra. Agora, considere S ⊆ A.
Note que a intersec¸a˜o D de todas as ∗-suba´lgebras que conteˆm D e´ uma ∗-suba´lgebra. Por
definic¸a˜o, qualquer ∗-suba´lgebra que contenha S, conte´m D. Portanto, D a ∗-suba´lgebra gerada
por S.
Definimos uma involuc¸a˜o em A+ que estende a involuc¸a˜o em A da seguinte maneira:
∗ : A+ −→ A+
(a, λ) 7−→ (a, λ)∗ = (a∗, λ).
Note que se (a, λ), (b, µ) ∈ A+ :
(a, λ)∗∗ = (a∗, λ)∗ = (a∗∗, λ) = (a, λ)
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e((a, λ)(b, µ))∗ = (ab+ aµ+ λb, λµ)∗
= ((ab+ aµ+ λb)∗, λµ)
= ((ab)∗ + µa∗ + λb∗, λµ)
= (b∗a∗ + µa∗ + λb∗, µλ)
= (b∗, µ)(a∗, λ)
= (b, µ)∗(a, λ)∗.
Perceba que se A e´ unital, 1∗A = 11A , pois
1∗A = 1A.1
∗
A = (1A.1
∗
A)
∗ = (1∗A)
∗ = 1A.
Ale´m disso, se a ∈ inv(A), enta˜o,
(a∗)−1 = (a−1) ∗ .
Visto que
1 = 1∗ = (a.a−1)∗ = (a−1)∗a∗.
Proposic¸a˜o 7.2. Se A e´ uma ∗-a´lgebra unital, e a ∈ A, enta˜o
σ(a∗) = σ(a)∗ = {λ ∈ C : λ ∈ σ(a)}.
Demonstrac¸a˜o. (⊆) Para mostrarmos que σ(a∗) ⊆ σ(a)∗, vejamos que (σ(a)∗)c ⊆ ρ(a∗). Consi-
dere λ ∈ (σ(a)∗)c. Enta˜o, λ /∈ σ(a)∗, ou seja, λ /∈ σ(a). Segue que
a− λ1A ∈ inv(A).
Logo, existe b ∈ inv(A), tal que
(a− λ1A)b = b(a− λ1A) = 1A.
Portanto,
((a− λ1A)b)∗ = (b(a− λ1A))∗ = 1A∗.
Assim,
b∗(a∗ − λ1A) = (a∗ − λ1A)b∗ = 1A,
ou seja, λ ∈ ρ(a∗).
(⊇) Para notarmos que σ(a)∗ ⊆ σ(a∗), mostremos que (σ(a∗))c ⊆ (σ(a)∗)c, ou seja, ρ(a∗) ⊆
(σ(a)∗)c. Para tanto, seja λ ∈ ρ(a∗). Enta˜o, existe b ∈ A tal que
(a∗ − λ1A)b = b(a∗ − λ1A) = 1A.
Segue que
((a∗ − λ1A)b)∗ = (b(a∗ − λ1A))∗ = 1A∗,
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isto e´,
b∗(a− λ1A) = (a− λ1A)b∗ = 1A.
Assim, λ ∈ σ(a) e, consequentemente, λ ∈ σ(a)∗.
Definic¸a˜o 7.2. Se ϕ : A −→ B e´ um homomorfismo de ∗-a´lgebras A e B e ϕ preserva adjuntos,
isto e´,
ϕ(a∗) = (ϕ(a))∗,
para todo a ∈ A, enta˜o, dizemos que ϕ e´ um ∗-homomorfismo. Ale´m disso, se ϕ for uma bijec¸a˜o,
dizemos que e´ um ∗-isomorfismo.
Definic¸a˜o 7.3. Uma ∗-a´lgebra de Banach A e´ uma ∗-a´lgebra munida com uma norma submul-
tiplicativa, com a qual e´ completa e || a∗ ||=|| a || para todo a ∈ A. Se A possuir unidade, com
|| 1A ||= 1, dizemos que a e´ uma ∗-a´lgebra de Banach unital.
Definic¸a˜o 7.4. Uma C∗-a´lgebra e´ uma ∗-a´lgebra de Banach para a qual vale
|| a∗a ||=|| a ||2,
para todo a ∈ A.
Como uma ∗-suba´lgebra fechada B de uma C∗-a´lgebra A e´ completa, B e´ uma C∗-a´lgebra.
Define-se uma ∗-suba´lgebra fechada de uma C∗-a´lgebra como uma C∗-suba´lgebra.
Se uma C∗-a´lgebra tem unidade 1A, enta˜o, automaticamente, || 1A ||= e, pois
|| 1A ||=|| 1A∗ ||=|| 1A∗.1A ||=|| 1A ||2 .
Vejamos um exemplo de uma ∗-a´lgebra de Banach que na˜o e´ uma C∗-a´lgebra:
Exemplo 7.1. Considere Mn(C) com a seguinte norma:
|| A ||=
∑
i,j
|aij |
e a operac¸a˜o produto da forma
A.B = 0,
para todo A,B ∈Mn(C). Note que tal norma e´ submultiplicativa, pois,
0 =|| AB ||6|| A || . || B ||,
para todo A,B ∈Mn(C). A involuc¸a˜o em A ∈Mn(C) e´ dada pela transposta conjugada de A,
A∗ = AH .
Mn(C) e´ uma a´lgebra de Banach. Ale´m disso,
|| A∗ ||=|| AH ||=
∑
j,i
|aji| =
∑
i,j
|aij | =|| A || .
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Portanto, Mn(C) e´ uma ∗-a´lgebra de Banach. Entretanto, Mn(C) na˜o e´ uma C∗-a´lgebra, pois
0 =|| A∗A ||6=|| A ||2,
para todo A 6= 0.
Exemplo 7.2. Se H e´ um espac¸o de Hilbert, B(H) e´ uma C∗-a´lgebra, como sera´ demonstrado
no Apeˆndice: Operadores em Espac¸os de Hilbert.
Exemplo 7.3. Se Ω e´ um espac¸o localmente compacto Hausdorff, enta˜o C0(Ω) e´ uma C
∗-
a´lgebra, com involuc¸a˜o dada pela conjugac¸a˜o f 7−→ f.
Teorema 7.1. Se a e´ um elemento auto-adjunto em uma C∗-a´lgebra A, enta˜o
r(a) =|| a || .
Demonstrac¸a˜o. Vejamos que || a2n ||=|| a ||2n , para todo n ∈ N∗. Para o caso n = 1, como a e´
auto-adjunto e A e´ uma C∗-a´lgebra,
|| a2 ||=|| a.a ||=|| a∗a ||=|| a ||2 .
Suponha que a igualdade e´ va´lida para n = k e note que para o caso n = k + 1, temos
|| a2k+1 ||=|| a2k.2 ||=|| a2k(1+1) ||
=|| a2k+2k ||=|| a2k .a2k ||=|| (a2k)∗a2k || .
Como A e´ C∗-a´lgebra,
|| (a2k)∗a2k ||=|| a2k ||2 .
Pela hipo´tese de induc¸a˜o,
|| a2k ||2=|| a ||2k.2=|| a ||2k+1 .
Portanto, pelo Teorema de Beurling,
r(a) = lim
n→∞ || a
n || 1n= lim
n→∞ || a
2n || 12n
= lim
n→∞ || a ||
2n. 1
2n = lim
n→∞ || a ||=|| a || .
Corola´rio 7.1. Existe no ma´ximo uma norma em uma ∗-a´lgebra A que a torna uma C∗-a´lgebra.
Demonstrac¸a˜o. Considere || . || uma norma em A, que a torna uma C∗-a´lgebra. Assim, se a ∈ A,
|| a ||2=|| a∗a || .
Como
(a∗a)∗ = a∗a∗∗ = a∗a,
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ou seja, a∗a e´ auto-adjunto. Pelo Teorema 7.1,
|| a ||2=|| a∗a ||= r(a∗a) = sup{|λ| : λ ∈ σ(a∗a)}.
Sendo assim, || a || e´ definido de maneira u´nica
|| a ||=
√
r(a∗a).
Lema 7.1. Seja A uma ∗-a´lgebra de Banach tal que, para todo a ∈ A,
|| a ||26|| a∗a || .
Enta˜o, A e´ uma C∗-a´lgebra.
Demonstrac¸a˜o. Seja a ∈ A. Como A e´ submultiplicativa,
|| a∗a ||6|| a∗ || . || a || .
Como A e´ ∗-a´lgebra de Banach,
|| a ||=|| a∗ || .
Assim,
|| a∗a ||6|| a∗ || . || a ||=|| a || . || a ||=|| a ||2 .
Logo, || a∗a ||=|| a ||2 . Sendo assim, A e´ C∗-a´lgebra.
Teorema 7.2. Seja A uma C∗-a´lgebra. Enta˜o, A+ admite uma u´nica C∗-norma que estende a
norma de A.
Demonstrac¸a˜o. Suponha, primeiramente, que A e´ unital. Considere B = A⊕ C.
Afirmac¸a˜o 7.1. A soma direta B = A⊕ C, com operac¸a˜o produto da forma:
(a, λ).(b, µ) = (ab, λµ)
e, norma dada por
|| (a, λ) ||= max{|| a ||, |λ| : a ∈ A, λ ∈ C}
e´ uma a´lgebra de Banach. Ale´m disso, como A e C sa˜o C∗-a´lgebra, B e´ uma C∗-a´lgebra com
involuc¸a˜o definida entrada a entrada.
Claro que B e´ um espac¸o vetorial sobre C. Ale´m disso, para (a, α), (b, β) e (c, γ) ∈ B,
((a, α).(b, β))(c, γ) = (ab, αβ)(c, γ)
= ((ab)c, (αβ)γ)
= (a(bc), α(βγ))
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= (a, α)((b, β).(c, γ)).
Note que a norma de B e´ submultiplicativa, pois, se (a, α), (b, β) ∈ B,
|| (a, α).(b, β) ||=|| (ab, αβ) ||
= max{|| ab ||, |αβ| : a, b ∈ A, α β ∈ C}
6 max{|| a || . || b ||, |α|.|β| : a, b ∈ A, α β ∈ C}
6 max{|| a ||, |α| : a ∈ A, α ∈ C}.max{|| b ||, |β| : b ∈ A, β ∈ C}
=|| (a, α) || . || (b, β) || .
Vejamos agora que B e´ uma a´lgebra de Banach. Para tanto, considere (an, λn)n∈N ⊆ B uma
sequeˆncia de Cauchy. Enta˜o, existe um n0 ∈ N tal que para todo m,n > n0,
|| (an, λn)− (am, λm) ||=|| (an − am, λn − λm) ||= max{|| an − am ||, |λn − λm|} < ε.
Assim, para todo m,n > n0,
|| an − am ||< ε e |λn − λm| < ε.
Segue que (an)n∈N e (λn)n∈N sa˜o sequeˆncias de Cauchy em A e C, respectivamente. Como A e
C sa˜o a´lgebras de Banach, existem a ∈ A e λ ∈ C, tal que
an −→ a ∈ A e λn −→ λ ∈ C.
Logo,
(an, λn) −→ (a, λ) ∈ B.
Sendo assim, B e´ a´lgebra de Banach.
Definindo a involuc¸a˜o em B da forma:
(a, λ)∗ = (a∗, λ)
e, como
|| (a, λ)∗ ||=|| (a∗, λ) ||
= max{|| a∗ ||, |λ| : a ∈ A, λ ∈ C}
= max{|| a ||, |λ| : a ∈ A, λ ∈ C}
=|| (a, λ) || .
Portanto, B e´ uma ∗-a´lgebra de Banach. Agora,
|| (a, λ) ||2= (max{|| a ||, |λ|})2
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= max{|| a ||2, |λ|2}
= max{|| a∗a ||, |λλ|}
=|| (a∗a, λλ) ||
=|| (a∗, λ)(a, λ) ||
=|| (a, λ)∗(a, λ) || .
Portanto, B e´ uma C∗-a´lgebra.
Defina
ϕ : A+ −→ B
(a, λ) 7−→ (a+ λ1A, λ).
Note que ϕ e´ um isomorfismo. De fato, verificando a operac¸a˜o produto
ϕ((a, λ)(b, µ)) = ϕ((ab+ µa+ bλ, λµ))
= (ab+ µa+ bλ+ λµ1A, λµ)
= ((a+ λ1A)(b+ µ1A), λµ)
= (a+ λ1A, λ)(b+ µ1A, µ)
= ϕ(a, λ)ϕ(b, µ).
Note que ϕ e´ injetora, pois, se ϕ(a, λ) = (0, 0), enta˜o λ = 0 e a+λ1A = 0, ou seja, a+01A = 0.
Portanto, a = 0. Para a sobrejetividade, se (bµ) ∈ B, note que
ϕ(b− µ1A, µ) = (b− µ1A + µ1A, µ) = (b, µ).
Pela afirmac¸a˜o acima, define-se a seguinte C∗-norma em A+
|| (a, λ) ||A+=|| ϕ(a, λ) ||B .
Vejamos agora o caso em que A na˜o possui unidade. Mostremos que A+ admite uma norma
que estende a norma de A e a torna uma C∗-a´lgebra.
Afirmac¸a˜o 7.2. Considere B(A) a a´lgebra de Banach dos operadores lineares limitados sobre
A. Dado, a ∈ A, seja La ∈ B(A) definido da forma:
La : A −→ A
b 7−→ ab.
Enta˜o,
ϕ : A −→ B(A)
a 7−→ La
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e´ um homomorfismo isome´trico de a´lgebras normadas.
Sejam λ ∈ C e a, a1, a2 e b ∈ A. Enta˜o,
•
ϕ(a1 + a2) = La1+a2
La1+a2(b) = (a1 + a2)b = a1b+ a2b
= La1(b) + La2(b) = (La1 + La2)(b) = (ϕ(a1) + ϕ(a2))(b).
•
ϕ(a1.a2) = La1.a2
La1.a2(b) = (a1.a2)b = a1(a2.b)
= a1La2(b) = La1(La2(b))
= (La1 ◦ La2)(b) = (ϕ(a1) ◦ ϕ(a2))(b).
•
ϕ(λa) = Lλa
Lλa(b) = (λa)b
= λ(ab) = λLa(b) = λ(ϕ(a))(b).
• ϕ e´ isome´trico, pois
|| La ||= sup{|| La(b) ||: b ∈ A, || b ||6 1}
= sup{|| ab ||: b ∈ A, || b ||6 1}
6 sup{|| a || . || b ||: b ∈ A, || b ||6 1}
6|| a || .1 =|| a || .
Agora,
|| La( a|| a ||) ||=|| a
a
|| a || ||=
|| a ||2
|| a || =|| a || .
Afirmac¸a˜o 7.3. B = {La + λI : a ∈ A, λ ∈ C} e´ suba´lgebra fechada de B(A).
Pela demonstrac¸a˜o da afirmac¸a˜o acima, vimos que C = {La : a ∈ A} e´ um subespac¸o de
B(A). Vejamos que C e´ fechado. Para tanto, considere L ∈ C. Enta˜o existe uma sequeˆncia
(Lan)n∈N ⊆ C, tal que Lan −→ L.
Como (Lan)n∈N e´ uma sequeˆncia convergente, tem-se que esta´ e´ uma sequeˆncia de Cauchy.
Assim, existe um n0 ∈ N tal que para todo m,n > n0,
|| Lan − Lam ||< ε.
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Como ϕ e´ isometria, tem-se que
|| an − am ||=|| ϕ(an)− ϕ(am) ||=|| Lan − Lam ||< ε.
Sendo (an)n∈N sequeˆncia de Cauchy em A, que e´ completo, existe um elemento a ∈ A tal que
an −→ a. Assim,
La = ϕ(a) = ϕ( lim
n→∞ an) = limn→∞ϕ(an) = limn→∞Lan = L.
Logo, L = La ∈ C. Segue que C e´ uma subespac¸o fechado de B(A). Agora, como B e´ a soma
do subespac¸o fechado C de B(A) com o subespac¸o de dimensa˜o finita de B(A) {λI : λ ∈ C},
tem-se que B e´ um subespac¸o fechado de B(A). Como B(A) e´ uma a´lgebra normada, segue que
B tambe´m e´. Note que em B,
|| La + λI ||= sup{|| ab+ λb ||: b ∈ A, || b ||6 1}.
Afirmac¸a˜o 7.4. B e´ uma C∗-a´lgebra com involuc¸a˜o dada por
(La + λI)
∗ = La∗ + λI.
De fato, se a, b ∈ A e λ, µ ∈ C,
•
((La + λI) + (Lb + µI))
∗ = (La+b + (λ+ µ)I)∗ =
= L(a+b)∗ + (λ+ µ)I = (La + λI)
∗ + (Lb + µI)∗.
•
((La + λI).(Lb + µI))
∗ = (La.b + Lµa + Lλb + (λ.µ)I)∗ =
= L(a.b)∗ + Lµa∗ + Lλb∗ + (λ.µ)I = Lb∗a∗ + Lµa∗ + Lλb∗ + (µ.λ)I
= (Lb + µI)
∗.(La + λI)∗.
Vejamos que B e´ C∗-a´lgebra. Para tanto, basta mostrar que
|| La + λI ||=|| (La + λI)∗ ||
e que
|| La + λI ||2=|| (La + λI)∗(La + λI) || .
De fato,
|| La + λI ||2= ( sup
||b||61
|| (La + λI)(b))2
= sup
||b||61
|| ab+ λb ||2
= sup
||b||61
|| (ab+ λb)∗(ab+ λb) ||
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= sup
||b||61
|| b∗a∗ab+ b∗a∗λb+ λb∗ab+ |λ|2b∗b ||
6 sup
||b||61
|| b∗ |||| a∗ab+ a∗λb+ λab+ |λ|2b ||
6 sup
||b||61
|| a∗ab+ a∗λb+ λab+ |λ|2b ||
6 sup
||b||61
|| (L∗a + λI)(La + λI)(b) ||
6 sup
||b||61
|| (L∗a + λI) || . || (La + λI)(b) ||
=|| (L∗a + λI) || sup
||b||61
|| (La + λI)(b) ||
=|| (L∗a + λI) || . || La + λI || .
Como
|| La + λI ||26|| (L∗a + λI) || . || La + λI ||,
enta˜o,
|| La + λI ||6|| (L∗a + λI) || .
Ale´m disso,
|| (L∗a + λI) ||6|| (L∗a + λI)∗ ||=|| La + λI || .
Logo,
|| La + λI ||=|| (La + λI)∗ || .
Agora,
|| La + λI ||26 sup
||b||61
|| (La + λI)∗(La + λI)(b) ||
6 sup
||b||61
|| (La + λI)∗(La + λI) || . || b ||
=|| (La + λI)∗(La + λI) || .
Assim,
|| La + λI ||26|| (La + λI)∗(La + λI) ||6|| (La + λI)∗ || . || (La + λI) ||=|| La + λI ||2 .
Portanto,
|| La + λI ||2=|| (La + λI)∗(La + λI) || .
Considere A+ a unitizac¸a˜o de A, sem uma norma estabelecida, e defina
ψ : A+ −→ B
(a, λ) 7−→ La + λI.
Vejamos que ψ e´ um isomorfismo.
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• Se (a, λ), (b, µ) ∈ A+,
ψ((a, λ) + (b, µ)) = ψ(a+ b, λ+ µ)
= La+b + (λ+ µ)I = (La + λI) + (Lb + µI)
= ψ(a, λ) + ψ(b, µ).
• Se (a, λ), (b, µ) ∈ A+,
ψ(a, λ).ψ(b, µ) = (La + λI).(Lb + µI)
= LaLb + µLa + λLb + λβI.
Assim como
ψ((a, λ)(b, µ)) = ψ(ab+ aµ+ λb, λµ)
= L(ab+aµ+λb) + λµI
= Lab + Laµ + Lλb + λµI.
• Se (a, λ) ∈ A+,
(ψ(a, λ))∗ = (La + λI)∗
= La∗ + λI
= ψ((a∗, λ)) = ψ((a, λ)∗).
E´ imediato que ψ e´ sobrejetor. Mostremos que ψ e´ injetora. De fato, suponha que ψ(a, λ) = 0.
Enta˜o, (La + λI)(b) = 0, para todo b ∈ A.
Caso λ = 0, La(b) = ab = 0, para todo b ∈ A, ou seja, a = 0. Caso λ 6= 0, para todo b ∈ A,
0 = (La + λI)(b) = ab+ λb,
ab = −λb
b =
−a
λ
b.
Denote u = −aλ . Note que, para todo b ∈ A,
b = ub
b∗ = b∗u∗.
Assim, para todo c ∈ A,
c = cu∗.
Em particular,
u = uu∗
u∗ = (uu∗)∗ = uu∗ = u.
Logo, u e´ a unidade de A, o que contradiz o fato que A na˜o possui unidade. Conclui-se que
73
(a, λ) = (0, 0) e, assim, ψ e´ injetora.
Como A+ e´ isomorfa a C∗-a´lgebra B, A+ e´ uma C∗-a´lgebra com a norma, que estende a
norma de A, definida da forma:
|| (a, λ) ||A+=|| La + λI ||B= sup{|| ab+ λb ||: b ∈ A, || b ||6 1}.
Teorema 7.3. Um ∗-homomorfismo ϕ : A −→ B de uma ∗-a´lgebra de Banach A em uma
C∗-a´lgebra B e´ contrativo, isto e´,
|| ϕ(a) ||6|| a ||,
para todo a ∈ A.
Demonstrac¸a˜o. Primeiramente, vejamos o caso em que A, B e ϕ sa˜o unitais. Seja a ∈ A. Pela
Proposic¸a˜o 6.1,
σ(ϕ(a)) ⊆ σ(a).
Assim, como B e´ C∗-a´lgebra e ϕ e´ ∗-homomorfismo,
|| ϕ(a) ||2=|| (ϕ(a))∗ϕ(a) ||=|| ϕ(a∗)ϕ(a) ||=|| ϕ(a∗a) || .
Agora, note que ϕ(a∗a) e´ auto-adjunto, pois
(ϕ(a∗a))∗ = ϕ((a∗a)∗) = ϕ(a∗a).
Pelo Teorema 7.1,
|| ϕ(a∗a) ||= r(ϕ(a∗a)) = sup{|λ| : λ ∈ σ(ϕ(a∗a))}
6 sup{|λ| : λ ∈ σ(a∗a)} = r(a∗a) 6|| a∗a ||6|| a∗ || . || a ||=|| a ||2 .
Assim,
|| ϕ(a) ||2=|| ϕ(a∗a) ||6|| a ||2 .
Segue que,
|| ϕ(a) ||6|| a ||,
ou seja, ϕ e´ contrativo.
Para os outros casos, em que A, B ou ϕ podem na˜o ser unitais, considere as unitizac¸o˜es de
A e B, A+ e B+, e a extensa˜o
ϕ+ : A+ −→ B+
de
ϕ : A −→ B.
Seja a ∈ A. Enta˜o,
|| ϕ(a) ||B=|| (ϕ(a), 0) ||B+=|| ϕ+(a, 0) ||B+ .
Como A+,B+ e ϕ+ sa˜o unitais, ϕ+ e´ contrativo, ou seja,
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|| ϕ+(a, 0) ||B+6|| (a, 0) ||A+=|| a ||A .
Disso, seque que
|| ϕ(a) ||B6|| a ||A .
Exemplo 7.4. Considere a C∗-a´lgebra X = (Mn(C), || . ||∞). Seja Y = (Mn(C), || . ||), com
|| A ||= 3 || A ||∞,
para todo A ∈Mn(C).
Note que tal norma e´ submultiplicativa, pois, para todo A,B ∈Mn(C),
|| AB ||= 3 || AB ||∞6 3 || A ||∞ . || B ||∞6 9 || A ||∞ . || B ||∞=|| A || . || B || .
Considerando A∗ = AH , para todo A ∈Mn(C), tem-se
|| A∗ ||=|| AH ||= 3 || AH ||∞= 3 || A ||∞=|| A || .
Logo, Y e´ uma ∗-a´lgebra de Banach. Agora,
|| A∗A ||= 3 || A∗A ||∞= 3 || A ||2∞ .
Enquanto que:
|| A ||2= (3 || A ||∞)2 = 9 || A ||2∞ .
Logo, Y na˜o e´ uma C∗-a´lgebra. Defina
ϕ : X −→ Y
A 7−→ A.
Note que Y e´ apenas uma ∗-a´lgebra de Banach. Assim, para A ∈ X,
|| ϕ(A) ||=|| A ||= 3 || A ||∞>|| A ||∞ .
Sendo assim, ϕ na˜o e´ contrativo.
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8 Conclusa˜o
Uma C∗-a´lgebra e´ uma estrutura muito interessante de ser estudada, por possuir exem-
plos relevantes como o B(H), Mn(C) e o espac¸o das func¸o˜es cont´ınuas. Assim, os resultados
demonstrados para o caso geral sa˜o diretamente aplica´veis nestes contextos.
O trabalho apresentou a demonstrac¸a˜o de teoremas importantes como o Teorema do Mapea-
mento Espectral que facilita a determinac¸a˜o do espectro de um elemento de uma a´lgebra unital
quando este puder ser expresso como a imagem de um polinoˆmio aplicado em um elemento desta
mesma a´lgebra. Ale´m disso, foi demonstrado que o espectro de um elemento e´ fechado, limitado
e, pelo Teorema de Gelfand, e´ na˜o vazio, considerando que tal elemento esta´ em uma a´lgebra de
Banach unital sobre o corpo dos complexos.
Foi poss´ıvel observar aplicac¸o˜es dos teoremas demonstrados, no decorrer do trabalho, como
o Teorema de Beurling do cap´ıtulo (5), que foi utilizado na u´ltima sec¸a˜o para mostrar que o raio
de um elemento auto-adjunto de uma C∗-a´lgebra e´ igual a` sua norma. A unitizac¸a˜o de a´lgebras
e C∗-a´lgebras foi abordada no trabalho. Isto permitiu que os resultados fossem va´lidos para
casos mais gerais, em que as estruturas, na˜o necessariamente, possu´ıam unidade. O teorema
final: Um ∗-homomorfismo ϕ : A −→ B de uma ∗-a´lgebra de Banach A em uma C∗-a´lgebra B e´
contrativo, isto e´, || ϕ(a) ||6|| a ||, para todo a ∈ A ; foi um dentre os que demandaram o uso
de unitizac¸o˜es.
De modo geral, os objetivos propostos para este trabalho foram cumpridos. O trabalho
apresentou de maneira detalhada um conteu´do que introduz o estudo de A´lgebra de Operadores,
assumindo, para isso, resultados bem conhecidos de Ana´lise Funcional.
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9 Apeˆndice: Operadores em Espac¸os de Hilbert
Iniciemos esta´ sec¸a˜o com a definic¸a˜o de espac¸o de Hilbert e com um lema que sera´ utilizado
no pro´ximo to´pico.
Definic¸a˜o 9.1. Um Espac¸o com produto Interno e´ um espac¸o vetorial X com um produto
interno definido no mesmo. Um espac¸o de Hilbert e´ um espac¸o completo com produto interno.
Um produto interno em X e´ uma func¸a˜o de X × X para o corpo de escalares R ou C de
X, ou seja, para todo par de vetores x e y ha´ um escalar associado, < x, y >, chamado produto
interno de x e y.
Sendo que, para x, y e z ∈ X e α ∈ K, tem-se
1. < x+ y, z >=< x, z > + < y, z >;
2. < αx, y >= α < x, y >;
3. < x, y >= < y, x >;
4. < x, x >> 0;
< x, x >= 0 se, e somente se, x = 0.
Um produto interno induz uma norma em X dada por
|| x ||= √< x, x >.
Portanto, espac¸os com produto interno sa˜o normados e espac¸os de Hilbert sa˜o espac¸os de Banach.
Lema 9.1. {Nu´cleo fechado} Sejam X e Y espac¸os normados e considere
T : X −→ Y,
um operador linear limitado. Enta˜o o nu´cleo de T, N(T ), e´ fechado.
Demonstrac¸a˜o. Mostremos que o nu´cleo de T e´ igual ao seu fecho, N(T ). Para tanto, escolha
x ∈ N(T ), por definic¸a˜o, existe uma sequeˆncia (xn)n∈N ⊆ N(T ), tal que xn −→ x. Como T e´
um operador limitado, ele e´ cont´ınuo. Disso, segue que Txn −→ Tx. Como Txn = 0, para todo
n ∈ N, tem-se que Tx = 0. Logo, N(T ) = N(T ).
9.1 Representac¸a˜o de funcionais em espac¸os de Hilbert
Teorema 9.1. Teorema de Riesz Todo funcional linear limitado f em um espac¸o de Hilbert
H pode ser representado em termos de um produto interno:
f(x) =< x, z >,
onde z depende de f, e´ determinado unicamente por f e tem norma
|| z ||=|| f || .
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Demonstrac¸a˜o. Esta demonstrac¸a˜o sera´ dividida em treˆs partes:
Afirmac¸a˜o 9.1. f possui uma representac¸a˜o f(x) =< x, z > .
Demonstrac¸a˜o. Se f = 0, escolha z = 0. Enta˜o f(x) =< x, z > e || z ||=|| f || .
Para o caso f 6= 0, vejamos quais propriedades z deve satisfazer para que tal representac¸a˜o
exista. Primeiramente, z 6= 0, caso contra´rio, f = 0.
Como f e´ um funcional linear, N(f) e´ um espac¸o vetorial e, por f ser tambe´m limitado, pelo
Lema do Nu´cleo fechado, N(f) e´ fechado. Sendo f 6= 0, N(f) 6= H. Portanto, pelo Teorema
da soma direta, N(f)⊥ 6= 0. Assim, N(f)⊥ conte´m um z0 6= 0. Escolha
v = f(x)z0 − f(z0)x,
onde x ∈ H e´ arbitra´rio.
Aplicando f,
f(v) = f(x)f(z0)− f(z0)f(x) = 0.
Portanto, v ∈ N(f).
Como z0 ∈ N(f)⊥,
0 =< v, z0 >=< f(x)z0 − f(z0)x, z0 >=
f(x) < z0, z0 > −f(z0) < x, z0 > .
Note que < z0, z0 >=|| z0 ||2 6= 0. Enta˜o,
f(x) =
f(z0) < x, z0 >
< z0, z0 >
.
Denote
z =
f(z0)z0
< z0, z0 >
,
como o produto interno e´ linear conjugado na segunda entrada, segue que
< x, z >=< x,
f(z0)
< z0, z0 >
z0 >=
f(z0) < x, z0 >
< z0, z0 >
= f(x).
Sendo x ∈ H arbitra´rio, a primeira afirmac¸a˜o esta´ demonstrada.
Afirmac¸a˜o 9.2. z ∈ H, satisfazendo f(x) =< x, z >, e´ u´nico.
Demonstrac¸a˜o. Suponha que para qualquer x ∈ H, existam z1 e z2, tais que
f(x) =< x, z1 >=< x, z2 > .
Assim, para todo x ∈ H,
0 =< x, z1 − z2 > .
Considere x = z1 − z2, tem-se
0 =< z1 − z2, z1 − z2 >=|| z−z2 ||2 .
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Por definic¸a˜o de norma, z1 = z2. Segue a unicidade.
Afirmac¸a˜o 9.3. || z ||=|| f || . Demonstrac¸a˜o. Se f = 0, enta˜o z = 0 e || z ||=|| f || . Caso
f 6= 0, tem-se z 6= 0. Pela primeira afirmac¸a˜o,
f(x) =< x, z > .
Portanto,
|| z ||2=< z, z >= |f(z)| 6|| f || . || z || .
Como z 6= 0,
|| z ||6|| f || .
Para demonstrar a igualdade, bata provar que || f ||6|| z || . Usando a desigualdade de Schwarz,
segue que
|f(x)| = | < x, z > | 6|| x || . || z || .
Assim,
|| f ||= sup
||x||=1
| < x, z > | 6|| z || .
Logo,
||f || =|| z || .
Lema 9.2. {Igualdade} Se em um espac¸o com produto interno X,
< v1, w >=< v2, w >,
para todo w ∈ X, enta˜o v1 = v2. Em particular, se < v1, w >= 0, para todo w ∈ X, segue que
v1 = 0.
Demonstrac¸a˜o. Por hipo´tese, para todo w ∈ X,
< v1 − v2, w >=< v1, w > − < v2, w >= 0.
Para w = v1 − v2, tem-se || v1 − v2 ||2= 0. Por definic¸a˜o de norma, v1 = v2. Por sua vez, se
< v1, w >= 0 para todo w ∈ X, escolha w = v1. Assim, || v1 ||2= 0, implicando v1 = 0.
Definic¸a˜o 9.2. {Forma sesquilinear} Sejam X e Y espac¸os vetoriais sobre o mesmo corpo
K (= R ou C). Enta˜o, uma forma ou um funcional sesquilinear h em X×Y e´ uma func¸a˜o
h : X × Y −→ K
satisfazendo, para todo x, x1, x2 ∈ X e y, y1, y2 ∈ Y e para todo α, β ∈ K :
1. h(x1 + x2, y) = h(x1, y) + h(x2, y);
2. h(x, y1 + y2) = h(x, y1) + h(x, y2);
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3. h(αx, y) = αh(x, y);
4. h(x, βy) = βh(x, y).
Assim, h e´ linear na primeira entrada e linear conjugado na segunda, ou ainda bilinear caso
K = R.
Se X e Y sa˜o espac¸os normados e existe c ∈ R, tal que, para todo (x, y) ∈ X × Y,
|h(x, y)| 6 c || x || . || y ||,
enta˜o h e´ dita limitada, e o nu´mero
|| h ||= sup
(x,y)∈X×Y{(0,0)}
|h(x, y)|
|| x || . || y || = sup||x||=||y||=1
|h(x, y)||
e´ chamado norma de h.
Note que
|h(x, y)| 6|| h || . || x || . || y || .
O produto interno, por exemplo, e´ sesquilinear e limitado.
Pelo Teorema de Riesz, pode-se encontrar um representac¸a˜o geral para formas sesquilineares
em espac¸os de Hilbert.
Teorema 9.2. {Representac¸a˜o de Riesz} Sejam H1, H2 espac¸os de Hilbert e
h : H1 ×H2 −→ K
uma forma sesquilinear. Enta˜o h tem uma representac¸a˜o
h(x, y) =< Sx, y >,
onde S : H1 −→ H2 e´ um operador linear limitado. Sendo que S e´ unicamente determi-
nado por h e tem norma
|| S ||=|| h || .
Demonstrac¸a˜o. Consideremos h(x, y), que e´ linear em y. De fato, se y = αw, enta˜o,
h(x, y) = h(x, αw) = αh(x, y) = αh(x, y).
Para que o terorema de Riesz possa ser usado, fixemos x. Logo, existe uma representac¸a˜o
para h(x, .) na qual y e´ varia´vel, digamos,
h(x, y) =< y, zx > .
Portanto,
h(x, y) =< zx, y >,
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onde zx ∈ H2 e´ u´nico para cada x ∈ H1. Assim, h(x, y) =< zx, y >, com x variando, define um
operador
S : H1 −→ H2
x 7−→ Sx = zx.
Substituindo zx = Sx, tem-se
h(x, y) =< Sx, y >,
como afirmado.
Vejamos agora que S e´ linear. O domı´nio de S e´ o espac¸o vetorial H1 e como h e´ sesquilinear
com h(x, y) =< Sx, y > , obte´m-se:
< S(αx1 + βx2), y >= h(αx1 + βx2, y) =
αh(x1, y) + βh(x2, y) =
α < Sx1, y > +β < Sx2, y >=
< αSx1 + βSx2, y >,
para todo y ∈ H2. Assim, pelo Lema da Igualdade,
S(αx1 + βx2) = αSx1 + βSx2.
Mostremos que S e´ tambe´m limitado. Ignorando o caso trivial em que S = 0, tem-se
|| h ||= sup
x,y 6=0
|h(x, y)|
|| x || . || y || =
sup
x,y 6=0
| < Sx, y > |
|| x || . || y || > supx,Sx6=0
| < Sx, Sx > |
|| x || . || Sx || =
sup
x,Sx6=0
|| Sx ||2
|| x || . || Sx || = supx 6=0
|| Sx ||
|| x || =|| S || .
Logo, || S ||=|| h || .
Provemos a unicidade de S. Suponha que exista um operador linear
T : H1 −→ H2,
tal que para todo x ∈ H1 e y ∈ H2, tenha-se:
h(x, y) =< Sx, y >=< Tx, y > .
Pelo Lema da Igualdade, Sx = Tx, para todo x ∈ H1, isto e´, S = T.
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9.2 Operador Hilbert-adjunto
Definic¸a˜o 9.3. {Operador Hilbert-adjunto T ∗} Seja T : H1 −→ H2 um operador linear
limitado, onde H1 e H2 sa˜o espac¸os de Hilbert. O operador Hilbert-adjunto T
∗ de T e´ da forma:
T ∗ : H2 −→ H1,
satisfazendo, para todo x ∈ H1 e, para todo y ∈ H2 :
< Tx, y >=< x, T ∗y > .
Vejamos que esta definic¸a˜o e´ consistente, ou seja, que para um dado T existe tal T ∗.
Teorema 9.3. {Existeˆncia} O operador Hilbert-adjunto T ∗ de T, como na definic¸a˜o acima,
existe, e´ u´nico e e´ um operador linear limitado com norma
|| T ∗ ||=|| T || .
Demonstrac¸a˜o. A fo´rmula h(y, x) =< y, Tx > define uma forma sesquilinear em H2 ×H1, pois
o produto interno e´ sesquilinear e T e´ linear limitado. E´ poss´ıvel demonstrar a linearidade
conjugada de h na segunda entrada:
h(y, αx1 + βx2) =< y, T (αx1 + βx2) >
< y, αTx1 + βTx2 >=
αh(y, x1) + βh(y, x2).
Pela desigualdade de Schwarz,
|h(y, x)| = | < y, Tx > | 6|| y || Tx ||6|| T || . || x || . || y || .
Disso, segue que h e´ limitada e, || h ||6|| T || . Mais ainda, tem-se:
|| h ||= sup
x,y 6=0
| < y, Tx > |
|| y || . || x || > supx,Tx6=0
| < Tx, Tx > |
|| Tx |||| x || =|| T || .
Logo, || h ||=|| T || . Pelo Teorema da representac¸a˜o de Riesz, denotando S por T ∗, temos
h(y, x) =< T ∗y, x >,
e segue do mesmo teorema que T ∗ : H2 −→ H1 e´ operador linear limitado determinado unica-
mente por h, com norma
|| T ∗ ||=|| h ||=|| T || .
Perceba que
h(y, x) =< y, Tx >=< T ∗y, x > .
Assim,
< Tx, y > = < x, T ∗y >,
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isto e´,
< Tx, y >=< x, T ∗y > .
Enta˜o, T ∗ e´ o operador procurado.
Lema 9.3. {Operador nulo} Sejam X e Y espac¸os com produto interno e Q : X −→ Y um
operador linear limitado. Enta˜o,
1. Q = 0 se, e somente se < Qx, y >= 0, para todo x ∈ X e, para todo y ∈ Y.
2. Se Q : X −→ X, onde X e´ espac¸o vetorial sobre o corpo dos complexos, e < Qx, x >= 0,
para todo x ∈ X, enta˜o Q = 0.
Demonstrac¸a˜o. 1. Se Q = 0, enta˜o, Qx = 0 para todo x ∈ X. Assim, para qualquer y ∈ Y,
< Qx, y >=< 0, y >= 0 < w, y >= 0.
Por outro lado, se < Qx, y >= 0, para todo x ∈ X e para todo y ∈ Y, enta˜o, pelo lema da
Igualdade, Qx = 0, para todo x ∈ X. Portanto, Q = 0, por definic¸a˜o.
2. Tem-se, para todo v = αx+ y, v ∈ X,
< Qv, v >= 0,
isto e´,
0 =< Q(αx+ y), αx+ y >=
|α|2 < Qx, x > + < Qy, y > +α < Qy, x > +α < Qx, y > .
Por hipo´tese, os dois primeiros termos sa˜o nulos. Escolhendo α = 1,
< Qx, y > + < Qy, x >= 0.
Para α = i,
< Qx, y > − < Qy, x >= 0.
Somando as equac¸o˜es, segue que < Qx, y >= 0 e, pelo item (1), Q = 0.
Note que na parte (2) do lema acima e´ necessa´rio que X seja complexo. Assim, a afirmac¸a˜o
pode ser falsa se X for real.
Teorema 9.4. {Propriedades de operadores Hilbert-adjuntos} Sejam H1 e H2 espac¸os
de Hilbert, S : H1 −→ H2 e T : H1 −→ H2 operadores lineares limitados e α escalar. Assim:
1. < T ∗y, x >=< y, Tx >, para x ∈ H1 e y ∈ H2;
2. (S + T )∗ = S∗ + T ∗;
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3. (αT )∗ = αT ∗;
4. (T ∗)∗ = T ;
5. || T ∗T ||=|| TT ∗ ||=|| T ||2;
6. T ∗T = 0 se, e somente se T = 0;
7. (ST )∗ = T ∗S∗, para H1 = H2.
Demonstrac¸a˜o. 1. Por definic¸a˜o de T ∗ e pela definic¸a˜o de produto interno:
< T ∗y, x >= < x, T ∗y > = < Tx, y > =< y, Tx > .
2. Para todo x ∈ H1 e y ∈ H2,
< x, (S + T )∗y >=< (S + T )x, y >=
< Sx, y > + < Tx, y >=
< x, S∗y > + < x, T ∗y >
< x, (S∗ + T ∗)y > .
Portanto, pelo lema da Igualdade,
(S + T )∗y = (S∗ + T ∗)y,
isto e´,
(S + T )∗ = S∗ + T ∗.
3. Note que:
< (αT )∗y, x >=< y, (αT )x >=
< y, α(Tx) >=
α < y, Tx >=
α < T ∗y, x >=
< αT ∗y, x > .
Considere Q = (αT )∗ − αT ∗, enta˜o
< Qy, x >=< (αT )∗y, x > − < αT ∗y, x >= 0.
Pela parte (1) do lema anterior, Q = 0. Assim, (αT )∗ = αT ∗.
4. Pelo item (1), para todo x ∈ H1 e para todo y ∈ H2,
< (T ∗)∗x, y >=< x, T ∗ y > .
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Agora, pela definic¸a˜o de operador Hilbert-adjunto,
< x, T ∗ y >=< Tx, y > .
Segue que, < (T ∗)∗x, y >=< Tx, y > . Enta˜o,
< ((T ∗)∗ − T )x, y >= 0.
Pela parte (1) do lema anterior, tomando
Q = (T ∗)∗ − T,
tem -se Q = 0, isto e´,
(T ∗)∗ = T.
Observac¸a˜o 9.1. Pode-se denotar (T ∗)∗ por T ∗∗.
5. Note que
T ∗T : H1 −→ H1,
mas
TT ∗ : H2 −→ H2.
Pela desigualdade de Schwarz,
|| Tx ||2=< Tx, Tx >=< T ∗Tx, x >6
|| T ∗Tx || . || x ||6|| T ∗T || . || x ||2 .
Tomando o supremo sobre todo x unita´rio, tem-se
|| T ||26|| T ∗T || .
Assim,
|| T ||26|| T ∗T ||6|| T ∗ || . || T ||=|| T ||2 .
Segue que
|| T ∗T ||=|| T ||2 .
Trocando T por T ∗, temos
|| TT ∗ ||=|| T ∗∗T ∗ ||6|| T ∗∗ || . || T ∗ ||=|| T ∗ ||2=|| T ||2 .
6. Imediata pelo item anterior e por definic¸a˜o de norma.
7. Como (ST )∗ e´ operador Hilbert-adjunto de ST,
< x, (ST )∗y >=< STx, y >=< Tx, S∗y >=< x, T ∗S∗y > .
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Assim, pelo lema da Igualdade,
(ST )∗ = T ∗S∗.
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