experience, and suffers from intra-and inter-observer variability (Kamnitsas et al., 2017) . Automated with other protocols (Ghafoorian et al., 2017) . Task adaptation transfer learning has been applied to 136 WMH segmentation, by teaching a CNN to "learn" to detect texture irregularities instead of binary 137 expert-delineated WMH segmentations (Rachmadi et al., 2018a).
138

Contributions
139
Our main contributions are to propose and evaluate data augmentation and transfer learning methods for 140 improving the output of a widely used brain lesion segmentation CNN approach, namely DeepMedic, to 141 identify and delineate the ischaemic stroke lesion from MR perfusion imaging.
142
METHODS
Data
143
The ISLES challenge was conceived as a common benchmark for researchers to compare their The first sub-challenge was about segmenting stroke lesions in the acute phase, whereas the second 147 focused on sub-acute lesions (Maier et al., 2017).
148
The stroke cases were carefully crafted and included a wide range of lesion variability. Images were Time to maximum (Tmax) and Time to peak (TTP). Images from all modalities were skull-stripped,
157
anonymised and individually co-registered.
158
The Ground Truth (GT) files, which delimit the actual lesion region, were only provided for training 159 subjects, so as to avoid having participants performing fine-tuning on the test data. They were segmented 160 on T2-weighted and Fluid Attenuation Inversion Recovery (FLAIR) sequences after the stroke had 161 stabilised, but these imaging modalities were not provided.
162
After careful examination, the stroke subjects in the training data were classified into three different 163 stroke subtypes. These are lacunar/subcortical (10 subjects), small cortical (7 subjects) and big 164 cortical/main artery (26 subjects). 
Baseline configuration
166
The baseline CNN model, including its architecture and hyper-parameters, is based on DeepMedic 
172
The final blocks of the scheme were composed of Fully Connected (FC) layers and a CRF. The number 173 of FC layers was set to two, with 150 feature maps each. The size of the kernels of the first FC layer, which 174 combined the outputs of different scales, was again (3, 3, 3). Additionally, there was a residual connection 175 between the second and first layers, meaning that the input of the first FC layer was added to the output of 176 the second and final FC layer.
177
The second pathway had an additional parameter that determined the downsampling factor applied to 178 the images fed to the second pathway. Additionally, batch normalization(Ioffe and Szegedy, 2015) was 179 added at the end of each convolutional layer.
180
The dimension of the training and validation segments were [25, 25, 25] and [17, 17, 17], respectively.
181
The latter was equal to the receptive field of the network. The size of the segments was limited by the 182 available RAM and GPU memory.
183
The batch size for training, validation and inference were set to 24, 48 and 24, respectively. Also, intracranial volume masks were provided to limit the region where samples were extracted 
194
During training, epochs were divided into subepochs. The number of epochs and subepochs was set to 195 35 and 20, respectively. For each subepoch, 1000 segments were extracted from up to 50 cases.
196
The learning rate was decreased exponentially and the momentum linearly increased. The values that had 197 to be reached at the last epoch were 10 −4 for the former and 0.9 for the latter. The learning rate, initially 198 set to 10 −3 , started to lower at epoch 1. Updating learning rates through training is a way of making 199 sure that convergence is reached and in a reasonable time (Jacobs, 1988; Zeiler, 2012) . The learning as proposed by (Sutskever et al., 2013) . The momentum value was set to m = 0.6 and normalized. 
where s (shift) and m (multi) are drawn from Gaussian distributions of (µ = 0, σ = 0.05) and (µ = 1, σ = 209 0.01), respectively. Performing adequate pre-processing of the data is essential to maximize the performance of the model.
229
Some of the necessary pre-processing steps were already done by the ISLES organizers, such as co-
230
registering all images per subject setting them to have the same dimension, also per subject, and removing 231 extracranial tissues.
232
Additional pre-processing involved resampling all images to isotropic (i.e. 1x1x1mm) voxels size,
233
generating intracranial volume masks and normalizing the data to have zero mean and unit variance.
234
The latter is strongly suggested by DeeMedic's creator as it would substantially affect performance. The 235 intracranial volume masks were generating binarising the TTP images, and applying binary dilation before 236 the resampling to improve the boundaries. Due to memory constraints, all images had to be downsampled 237 with a factor of 0.7 so they could fit in memory.
238
Algorithm 1 Data Pre-processing
Initialize dF = 0.7 for each subject do for each channel do resampled_channels ← resample(channel) end for mask ← compute_mask(channels) mask ← resample(mask) save_image(mask) for each resampled_channel do img ← normalize(resampled_channel, mask) save_image(img) end for end for
E0 -Baseline Configuration 239
This experiment (i.e. E0) consisted in training the DeepMedic configuration described previously, The rationale behind this idea was to try to deal with one of the many complications of detecting the 248 ischemic stroke lesion in these types of images: their intensity inhomogeneity. As mentioned by (Maier 249 et al., 2017), the intensity values within the lesion territory can vary significantly. By using a mean and 250 variance based on the already available data, the intensities, while being different from the original, should 251 not be too different so as the lesion is no longer recognizable.
252
This augmentation was done offline, which means that the altered subjects were created and saved to be 253 fed to the network during training. It was decided to do it this way so as to avoid modifying DeepMedic's 254 core code, which would in turn become very time consuming. Each new subject is a "clone" of the 255 original, except for the intensity values within the ROI or GT label. All channels had their intensity 256 modified. Algorithm 2 shows how this was done.
257
Algorithm 2 Data augmentation
Initialize clones_number = 1 for each subject do Load label for each clones_number do Initialize clone_path for each channeldo roi ← channel[nonzero(label)] channel[nonzero(label)] ← gaussian(mean(roi), std(roi)) save_image(channel,
clone_path) end for end for end for
This experiment used the same baseline configuration parameters as E0, with the exception that the 258 data had been augmented. The original 43 subjects had been "cloned", following the procedure described 259 above. Thus, the total number of available training subjects became 86. However, since validation or 260 testing in augmented subjects is meaningless, only the subjects inside the training set contained clones.
261
Naturally, clones of the validation and test subjects were not part of the training set. The goal of this experiment was to improve the performance of a pre-trained model (i.e. the best 264 performing model so far), by fine-tuning the model with its error maps (i.e. weighted maps), using them 265 to draw more image segments from difficult regions (i.e. those where errors were bigger).
266
Fine-tuning is a type of transfer-learning aimed at improving the performance of a network pre-trained 267 for a different -although similar-task to the one the model was originally trained for (Pan et al., 2010).
268
For example, two different tasks can have the same goal and only vary on the information that is provided 269 to complete them. Usually, this technique involves re-training a network while "freezing" the first layers, In other words, the aim of fine-tuning is to adapt the network to the small details that make the new task 276 different, which means the learning rate has to account for that by being considerably small compared 277 to the original rate the model was pre-trained with. For that reason, while the learning rate of the initial 278 model was initialized to 10 −3 , the rate for this experiment was 5x10 −4 . There are three possible benefits 279 of using transfer learning: a higher start, a higher slope and a higher asymptote(Aytar and Zisserman, 280 2011). When performing transfer learning, it's possible that one, two, all or none of these benefits appear. bigger, according to error maps generated throughout training. DeepMedic already offers the possibility of using weighted maps for the sampling process, which essentially serves the same function but in a 285 static way (i.e. maps must be generated beforehand and are not updated during training). By using these 286 maps, image segments are extracted more often from those regions where the weights are bigger. Error 287 maps, one per subject and class, were obtained by computing the square error between each voxel of the 288 GT label and the predicted probability map. The probability maps were obtained from the segmented test 289 cases of each fold, meaning that the error maps for all subjects could be computed. These maps were 290 normalized to zero mean and unit variance for homogeneity between subjects.
291
The paths of the computed error maps were included in different files, one for each class. These files 292 were specified in the configuration parameters, each line representing a subject, which had to be coherent 293 between files. Weighted maps can be defined both for training and validation. Since the goal was to 294 improve the network performance, only error maps for the training cases were provided. In these cases, 
304
In this experiment, the best performing model so far is retrained using the ADC, MTT and rCBV as 305 input channels. Recall that until now, models have used the ADC, MTT and rCBF as input channels for 306 training, as defined in the baseline configuration.
307
The goal of E3 is to make predictions more robust by tuning the weights of the FC layers, similar to 308 experiment E2 in previous section. This would make the network more sensitive to small changes between 309 rCBF and rCBV, which can be crucial to accurately segmenting the stroke.
310
E4 and E5 are essentially the same as E3 with the exception of the number of frozen layers. E4 has only 311 the first four convolutional layers frozen, whereas E5 has no frozen layers at all. This is useful to also 312 examine the effect of freezing different numbers of layers for the lesion segmentation task. 
Post-processing
314
In order to test whether the predictions of DeepMedic could be further improved, different post-315 processing techniques were implemented, based on threshold tuning the DeepMedic's probability output 316 and performing binary morphological operations in the binarised result.
317
However, before applying any of these techniques, DeepMedic outputs (i.e. predicted lesion and class 318 probability maps) had to be resampled to their corresponding subjects' original image space so that results
319
could be interpreted in the same dimensional space as the original data. Hence, we resampled all outputs 320 per subject using the inverse affine transformation applied to transform the original images in the ISLES After computing the Receiver Operating Characteristic (ROC) and Precision-Recall (PR) curves it is 324 possible to obtain the optimal threshold to be applied to the DeepMedic probabilistic output, which 325 maximizes the desired metrics. To this end, two threshold tuning procedures, one for each curve, were 326 implemented. It is worth noting that both methods were independent and their results were not combined.
327
Also, both curves were computed using the Scikit-learn library.
328
The first threshold tuning procedure, Threshold Tuning 0 (THT0), consisted in obtaining the point 329 where (precision * recall) was maximum. This is the furthest point from the bottom-left corner and thus 330 returns the maximum value for the DSC metric. To compute it, we concatenated the original GT and 331 the probability map of the foreground class of all subjects (separately) to compute the curve, and, then, 332 selected the optimal threshold.
The second procedure, Threshold Tuning 1 (THT1), based on the ROC curve, consisted in obtaining the point where (T rueP ositiveRate(T P R) − F alseP ositiveRate(F P R)) was maximum. This represents 335 the furthest point from the bottom-right corner and thus the optimal threshold, giving the maximum value 336 for the Bookmaker Informedness (BM) metric. Again, all subjects' labels and probability maps were 337 concatenated to compute the curve, and, then, select this threshold.
338
The goal of both procedures was to obtain the best average threshold for the results from the validation 339 set to apply it to the test set. This was done for all folds independently. This guarantees that the tuning is 340 not performed on the test (i.e. validation) cases, which accounts for a real scenario where the GT for the 341 test cases are not available. goodness of the prediction, the second defines the number of times that the closing operation is repeated.
355
After few experiments, the optimal structuring element was a 3D ball with a radius of 3 voxels, whereas 
Evaluation
359
At each state of the post-processing pipeline, multiple performance metrics were computed to compare 360 the predicted segmented lesions with the GT. These metrics were TPR, True Negative Rate (TNR), 
369
T P R = T P P = T P T P + F N (2)
• TNR: Also known as specificity, measures the rate of true negatives with respect to the number of 370 real negative cases.
• PPV: Also known as precision, measures the proportion of true positives with respect to all predicted 372 positives.
373
P P V = T P P = T P T P + F P (4)
• ACC: Is a measure of statistical bias. Represents how close the predictions are from the true values. 
377
(Almost perfect).
378
F i = 2 * P P V * T P R P P V + T P R = 2T P 2T P + F P + F N (6)
• MCC: Also known as the phi coefficient or Matthews correlation coefficient, is considered a balanced 379 metric of the quality of binary classification, thus robust to class imbalance. Values range from -1
380
(perfect negative correlation) to 1 (perfect positive correlation), being 0 equal to random prediction.
381
This metric is considered to be the most meaningful, specially for imbalanced data (Chicco, 2017) .
• HD: Measures the distance between two subsets. A S and B S are equivalent to P (real true cases) and 
RESULTS
Segmentation Performance during Training
391
The segmentation performance for validation and training sets during the training process is shown in In E1, sensitivity took more time to reach its peak compared to E0, but when it stabilised the asymptote 396 was slightly higher. Also, while DSC behaved similarly to E0, it also achieved higher values. In E2-E5, the 397 metrics for the first epoch had the same value as for the last epoch in E1, and did not improve throughout 398 the training process. . The x axis is the average volume between the predicted segmentation and the ground truth, whereas the y label is the difference.
Experiments' Results
411
E1 was the best performing model, with an average DSC of 0.34 after applying FH. This proves the 412 efficacy of using the data augmentation method selected (i.e. intensity variance). It also proves the importance of performing post-processing tasks, such as THT0 and FH, instead of simply focusing on 414 pre-processing and then relying on the output of the network. performed best. PPV and consequently DSC were the metrics that determined the best performing model. 
507
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