The purpose of this paper is to develop a model reduction theory for linear quantum stochastic systems that are commonly encountered in quantum optics and related fields, modeling devices such as optical cavities and optical parametric amplifiers, as well as quantum networks composed of such devices. It is shown that subsystem truncation preserves the physical realizability property of linear quantum stochastic systems, and that the property of complete passivity is invariant under subsystem truncation. However, generic linear quantum stochastic systems need not have a balanced realization under symplectic transformations. Therefore, alternative notions of balancing, including so-called quasi-balancing, are developed, and necessary and sufficient conditions are derived. A truncation error bound is derived for quasi-balanceable linear quantum stochastic systems and it is shown that all asymptotically stable completely passive linear quantum stochastic systems have a quasi-balanced realization. An example is provided to illustrate model reduction in the context of low-pass optical filtering of coherent light using a network of optical cavities. Index Terms-Linear quantum stochastic systems, model reduction, symplectic transformations, quantum optical systems, open Markov quantum systems.
I. INTRODUCTION
T HE class of linear quantum stochastic systems [1] - [4] can be viewed as a quantum analogue of classical (nonquantum) linear stochastic systems and are prominent in fields such as quantum optics, optomechanics, and superconducting circuits. They model devices ranging from optical cavities, mesoscopic mechanical resonators, optical and superconducting parametric amplifiers, to gradient echo quantum memories (GEM); see, e.g., [5] - [8] . Analogous to their classical counterpart, linear quantum stochastic systems have, in the Heisenberg picture, linear dynamics that can be completely described by a tuple of system matrices (A, B, C, D). However, these system matrices can no longer be arbitrary but must satisfy a set of matrix equality constraints known as physical realizability conditions [2] , [3] , in order to represent a valid (open) quantum system.
An increasing number of applications of linear quantum stochastic systems have been investigated in the literature. In Manuscript particular, they can serve as coherent feedback controllers [2] , [9] to cool optomechanical systems [6] , modify the characteristics of squeezed light produced by an OPO [10] , and reshape the dynamics of an electromechanical circuit [7] . As optical filters, they can, for instance, modify the wavepacket shape of single [11] and multi-photon [12] sources. Also, Gaussian cluster states that are of interest for continuous-variable one way quantum computers [13] can be generated dissipatively using linear quantum stochastic systems [14] . It is emphasized in [7] that multiple-input multiple-output linear state-space like modelling of linear quantum networks, which is less familiar to physicists working in the field but is extensively used in modern control theory, provides a powerful tool for analyzing these networks when many components and inputs and outputs are involved. Besides for quantum information technologies, linear quantum stochastic systems are also of interest for classical signal processing on quantum devices, for instance as light processors when photons, rather than electrons, transport information between cores on a chip and between chips [15] . Combined with proposed nonlinear ultra-low power optical logic gates, such as [16] , they form building blocks for ultraefficient all-optical classical information processing circuits. The realization theory developed in [3] , [17] , [18] has shown that an arbitrary linear quantum stochastic system can in principle be synthesized from a certain bin of quantum components and require only a finite number of components to realize. Moreover, the realization theory can facilitate automated synthesis of these systems, for instance by computer algebra. However, applications may require a complex linear quantum controller or filter. In particular, coherent feedback control of a complex linear quantum plant with many degrees of freedom, which could potentially be the infinite-dimensional GEM [8] , may, in general, require an equally complex coherent feedback controller. Even moderately sized systems may already be too complicated or costly to build. Therefore, it is of practical interest to develop model reduction methods to obtain reduced complexity models that closely approximate the input-output behaviour of an optimally designed linear quantum system.
Model reduction methods for linear quantum stochastic systems have been limited to singular perturbation techniques [19] - [21] and an eigenvalue truncation technique for a certain sub-class of completely passive linear quantum stochastic systems [22] . These methods cannot be applied to general linear quantum stochastic systems. The paper contributes towards filling this important gap by developing new results on subsystem truncation for general linear quantum stochastic systems (Section III). Moreover, the paper studies the feasibility of performing model reduction by balanced truncation for linear 0018-9286 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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quantum stochastic systems, and derives a necessary and sufficient condition under which it is possible (Section IV). It is shown that balanced truncation is not possible for generic linear quantum stochastic systems. Therefore, alternative realizations in which the system controllability and observability Gramians are simultaneously diagonal are developed, including the socalled quasi-balanced realizations. An explicit truncation error bound for quasi-balanceable systems are obtained (Section V) and it is shown that the class of quasi-balanceable systems contains the class of completely passive systems (Section VI). The results are illustrated in an example on linear optical lowpass filtering.
II. PRELIMINARIES

A. Notation
We will use the following notation: ı = √ −1, * denotes the adjoint of a linear Hilbert space operator as well as the conjugate of a complex number.
We denote the identity matrix by I whenever its size can be inferred from context and use I n to denote an n × n identity matrix. Similarly, 0 m×n denotes a m × n matrix with zero entries but drop the subscript when its dimension can be determined from context. We use diag(M 1 , M 2 , . . . , M n ) to denote a block diagonal matrix with square matrices M 1 , M 2 , . . . , M n on its diagonal, and diag n (M ) denotes a block diagonal matrix with the square matrix M appearing on its diagonal blocks n times.
Also, we will let J = 0 1 −1 0 and J n = I n ⊗ J = diag n (J).
B. The Class of Linear Quantum Stochastic Systems
Let x = (q 1 , p 1 , q 2 , p 2 , . . . , q n , p n ) T denote a vector of the canonical position and momentum operators of a many degrees of freedom quantum harmonic oscillator satisfying the canonical commutation relations (CCR) xx T − (xx T ) T = 2ıJ n . A linear quantum stochastic system [2] , [3] , [9] G is a quantum system defined by three parameters: (i) A quadratic
The time evolution x(t) of x in the Heisenberg picture (t ≥ 0) is given by the quantum stochastic differential equation (QSDE) (see [1] - [3] )
is a vector of continuous-mode bosonic output fields that results from the interaction of the quantum harmonic oscillators and the incoming continuous-mode vacuum bosonic quantum fields in the m-dimensional vector A(t). Note that the dynamics of
We refer to n as the degrees of freedom of the system or, more simply, the degree of the system. Following [2] , it will be convenient to write the dynamics in quadrature form as
with
and
Here, the real matrices A, B, C, D are in a one-to-one correspondence with A 0 , B 0 , C 0 , D 0 . Also, w(t) is taken to be in a vacuum state where it satisfies the Itô relationship dw(t)dw(t) = (I + ıJ m )dt; see [2] . Note that in this form it follows that D is a real unitary symplectic matrix. That is, it is both unitary (i.e., DD = D D = I) and symplectic (a real m × m matrix is symplectic if DJ m D = J m ). However, in the most general case, D can be generalized to a symplectic matrix that represents a quantum network that includes ideal squeezing devices acting on the incoming field w(t) before interacting with the system [3] , [4] . The matrices A, B, C, D of a linear quantum stochastic system cannot be arbitrary and are not independent of one another. In fact, for the system to be physically realizable [2] , [3] , [9] , meaning it represents a meaningful physical system, they must satisfy the constraints (see [2] - [4] , [9] , [23] )
The above are the physical realizability constraints for systems for which the (even) dimension of the output y(t) is the same as that of the input w(t), i.e., n y = 2m. However, for the purposes of the model reduction theory to be developed in this paper, it is pertinent to consider the case where y(t) has an even dimension possibly less than w(t). The reason for this and the physical realizability constraints for systems with less outputs than inputs are given in the next section.
Following [24] , we denote a linear quantum stochastic system having an equal number of inputs and outputs simply as G = (S, L, H) or G = (S, Kx, (1/2)x Rx). We also recall the concatenation product and series product [24] 
Since both products are associative, the products G 1 G 2 . . . G n and G n G n−1 . . . G 1 are unambiguously defined.
C. Linear Quantum Stochastic Systems With Less Outputs Than Inputs
In general one may not be interested in all outputs of the system but only in a subset of them, see, e.g., [2] . That is, one is often only interested in certain pairs of the output field quadratures in y(t). Thus, in the most general scenario, y(t) can have an even dimension n y < 2m and D is a n y × 2m matrix satisfying DJ m D = J n y /2 . Thus, more generally we can consider outputs y(t) of the form
with C ∈ R n y ×2n , D ∈ R n y ×2m with n y even and n y < 2m. In this case, generalizing the notion developed in [2] , we say that a linear quantum stochastic system with output (6) is physically realizable if and only if there exists matrices C ∈ R (2m−n y )×2n and D ∈ R (2m−n y )×2m such that the system
is a physically realizable linear quantum stochastic system with the same number of inputs and outputs. That is, the 
Proof: The necessity of (8)-(10) follows immediately from the definition of a physically realizable system with less outputs than inputs (as given above) and from the physical realizability contraints for systems with the same number of inputs and outputs. As for the sufficiency, first note that for D satisfying (10), it follows from an analogous construction used in the proof of [25, Lemma 6 ] that a matrix D ∈ R (2m−n y )×2m can be constructed such that the the matrixD = [D (D ) ] is symplectic. Now, define C = D J m B J n and C = [C (C ) ] . Consider now a systemG with equal number of inputs and outputs and system matrices (A, B,C,D). From the physical realizability conditions (8)-(10) and the definition of C andC, it follows thatG satisfies (3)-(5) and is therefore physically realizable with the same number of inputs and outputs. It now follows from definition that the original system with output y(t) of smaller dimension that w(t) is physically realizable. This completes the proof.
III. MODEL REDUCTION OF LINEAR QUANTUM STOCHASTIC SYSTEMS BY SUBSYSTEM TRUNCATION
A. Preservation of Quantum Structural Constraints in Subsystem Truncation
In this section we show that physically realizable linear quantum stochastic systems possess the convenient property that any subsystem defined by a collection of arbitrary pairs (q j , p j ) in x and obtained via a simple truncation procedure inherit the physical realizability property.
Let π be any permutation map on {1, 2, . . . , n}, i.e., a bijective map of {1, 2, . . . , n} to itself. Let x π = (q π(1) , p π(1) , q π(2) , p π(2) , . . . , q π(n) , p π(n) ) , and P be the permutation matrix representing this permutation of the elements of x, i.e., P x = x π . Then the permuted system G π will have system matrices (A π , B π , C π , D π ) with A π = P AP , B π = P B, C π = CP , D π = D. Since G π involves a mere rearrangement of the degrees of freedom x of G, it represents the same physically realizable system as G, up to a reordering of the components of x. Thus the system matrices (A π , B π , C π , D π ) of G π trivially satisfy the physically realizability constraints (3)- (5) . Partition x π as x π = (x π,1 , x π,2 ) where x π,1 = (q π(1) , p π(1) , . . . , q π(r) , p π(r) ) and x π,2 = (q π(r+1) , p π(r+1) , . . . , q π(n) , p π(n) ) , with r < n. Partition the matrices A π , B π , and C π compatibly with the partitioning of x π into x π,1 , x π,2 . That is
From the fact that A π , B π , C π , and D π satisfy the physical realizability constraints (8)-(10) we immediately obtain for j = 1, 2
where Θ 1 = J r and Θ 2 = J n−r . Therefore, the subsystems G π,j = (A π,jj , B π,j , C π,j , D π ) with x π,j as canonical internal variable are physically realizable systems in their own right for j = 1, 2. Thus, we can state the following theorem. Theorem 2: For any given permutation map π of the indices {1, 2, . . . , n} and any partitioning of x π = (q π(1) , p π(1) , q π(2) , p π(2) , . . . , q π(n) , p π(n) ) as x π = (x π,1 , x π,2 ) , with x π,1 = (q π(1) , p π(1) , . . . , q π(r) , p π(r) ) and x π,2 = (q π(r+1) , p π(r+1) , . . . , q π(n) , p π(n) ) , with r <n, the subsystems G π,j = (A π,jj , B π,j , C π,j , D π ) with canonical position and momentum operators in x π,j are physically realizable for j = 1, 2.
From a model reduction perspective, the theorem says that if one truncates a subsystem x π,j according to any partitioning of x π in which each partition x π,1 and x π,2 contain distinct pairs of conjugate position and momentum quadratures, then Fig. 1 . Cascade realization of Gπ with direct interaction Hamiltonians H d π(j)π(k) between sub-systems G π(j) and G π(k) for j, k = 1, 2, . . . , n, following [3] . Illustration is for n > 3.
Fig. 2. Cascade realization of G π,1 with direct interaction Hamiltonians
H d π(j)π(k) between sub-systems G π(j) and G π(k) for j, k = 1, 2, . . . , r, following [3] . Illustration is for r > 3.
the remaining subsystem after the truncation (i.e., x π,1 if x π,2 is truncated, and x π,2 if x π,1 is truncated) is automatically guaranteed to be a physically realizable linear quantum stochastic system. This is rather fortunate as the physical realizability constraints are quite formidable to deal with (see, e.g., [9] in the context of coherent-feedback LQG controller design) and at a glance one would initially expect that physically realizable reduced models would not be easily obtained.
An equivalent proof of the theorem is via the main network synthesis result of [3] -this viewpoint of Theorem 2 will be especially useful in the next section. It is shown in [3, Theorem 5.1] that any (physically realizable) linear quantum stochastic system of degree n such as G π can be decomposed into a cascade or series connection of n one degree of freedom linear quantum stochastic systems G π(j) , j = 1, 2, . . . , n together with a direct bilinear coupling Hamiltonian between (at most) every pair of the G π(j) 's, see Fig. 1 . Here G π(j) is a one degree of freedom linear quantum stochastic system with x π(j) = (q π(j) , p π(j) ) as its canonical position and momentum operators. In the figure, H d π(j)π(k) indicates the bilinear coupling Hamiltonian between G π(j) and G π(k) . It shows that if we (i) remove the n − r one degree of freedom subsystems G π(r+1) , G π(r+2) , . . . , G π(n) from this cascade connection, (ii) remove all Hamiltonian coupling terms associated with each of the subsystems that have been removed, and (iii) reconnect the remaining r subsystems in a cascade connection in the same order in which they appeared in the original cascade connection, and keeping the coupling Hamiltonians between each pair of remaining one degree of freedom sub-systems, as shown in Fig. 2 , then we recover a physically realizable linear quantum stochastic system of degree r as constructed in Theorem 2.
The theorem may also be applied to the case where we allow certain transformations of x(t), namely symplectic transformations that preserve the canonical commutation
. Therefore, we can transform internal variables from
Therefore, z(t) satisfies the same canonical commutation relations as x(t). The dynamics of a system with z(t) as the internal variable is then given by
with z(0) = z 0 = V x 0 , and again represents a physically realizable system. However, strictly speaking, a linear quantum stochastic system with x(t) as the internal variable and another system with z(t) as the internal variable represent physically inequivalent quantum mechanical systems, although they have the same transfer function given by C(sI − A) −1 B + D. This physical subtlety, not encountered in the classical setting when similarity transformations are applied, has been discussed in some detail in [18] . In particular, the two systems do not have the same S, L, H parameters.
If we are only interested in the steady-state input-output evolution of y(t) in relation to the driving noise w(t) as t → ∞ (assuming that the matrix A is Hurwitz) then how the canonical position and momentum operators in x(t) evolve is inconsequential. Thus, in this case we can allow a similarity transformation of the matrices (A, B, C, D) to (V AV −1 , V B, CV −1 , D) with a symplectic V ; see [18] . The advantage of such a transformation when we are mainly interested in steady-state input-output phenomena is that the transformed system matrices may be of a more convenient form for analysis and computation, possibly allowing simplified formulas. Since
is also a physically realizable system we can again apply Theorem 2 to truncate certain subsystems of G .
B. Application to Completely Passive Linear Quantum Stochastic Systems
We now specialize to a class that will be referred to as completely passive linear quantum stochastic systems [4] , [17] , [18] , [21] . Following [17] , a physically realizable linear quantum stochastic system (2) with an equal number of inputs and outputs is said to be completely passive if (i) H can be written as H = (1/2)a †R a + c, (ii) L can be written as L =Ka with a = (1/2)(q 1 + ıp 1 , q 2 + ıp 2 , . . . , q n + ıp n ) for some complex Hermitian matrixR ∈ C n×n , a real constant c, and somẽ K ∈ C m×n , and (iii) D is unitary symplectic. On the other hand, if the system is of the form (7) with less outputs than inputs, besides the same requirements (i) and (ii) of H and L, for complete passivity we require that there exists a real matrix E ∈ R (2m−n y )×2m such that the matrixD = [D E ] is unitary symplectic. Note that the latter systems are merely completely passive systems with an equal number of inputs and outputs with certain pairs of output quadratures being ignored.
It has been shown in [17] that any completely passive system can be synthesized using purely passive devices, that is, devices that do not need an external source of quanta/energy. In quantum optics this means that they can be constructed using only optical cavities, beam splitters, and phase shifters. We now show that the property of completely passivity is also preserved under subsystem truncation. The proof is similar to that of [18, Theorem 7] .
Lemma 3: If G is completely passive then so is the truncated system G π,1 for any permutation π.
Proof: Since G is completely passive so is G π for any permutation π because they represent the same physical system up to a permutation of the position and momentum operators. It suffices to consider completely passive systems with the same number of inputs and outputs, as any completely passive system with less outputs than inputs can be obtained from the former simply by disregarding pairs of output quadratures that are of no interest. To this end, assume that the system has an equal number of inputs and outputs and S = I (i.e., D = I).
) for all k > j and j = 1, 2, . . . , n. Then by [3, Theorem 5.1], we have that G π = (G π(n) · · · G π(2) G π(1) ) (0, 0, n−1 j=1 n k=j+1 H d π(k)π(j) ) (recall the definition of the series product and the concatenation product from Section II-B); see Fig. 1 . Note that by construction all the G π(j) 's are completely passive. Following the discussion in Section III-A, we can write G π,1 = (G π(r) · · · G π(2) G π(1) ) (0, 0, r−1 j=1 r k=j+1 H d π(k)π(j) ).
Since G π(r) · · · G π(2) G π(1) is by inspection completely passive, it is now apparent that G π,1 is completely passive. Evidently this holds true for an arbitrary permutation map π.
Finally, if S is unitary but S = I (i.e., D is a unitary symplectic matrix different from I), then one simply inserts a static passive network that implements S between the input fields and G π(1) ; see [3, Section 3] . The same argument as above then holds. However, now the truncated system G π,1 will have the network implementing S ahead of G π (1) . This concludes the proof.
Based on an algorithm developed in [22] and [26] has proposed a truncation method for a "generic" sub-class of completely passive linear quantum stochastic systems. The idea in [26] is that if unitary symplectic transformations are allowed, the transfer function of this generic sub-class can be realized by a pure cascade connection of completely passive systems, without any direct interaction Hamiltonians H d jk between any subsystems j and k. This observation was later shown to hold for all complete passive linear quantum stochastic systems in [18] . The model reduction strategy in [22] is to truncate some tail components of the cascade realization. The results of [18] and Theorem 2 of this paper indicates that a similar truncation strategy can be applied to all completely passive systems, provided that G π and G π,1 are both asympotically stable.
IV. CO-DIAGONALIZABILITY OF THE SYSTEM GRAMIANS AND MODEL REDUCTION BY QUASI-BALANCED TRUNCATION
In this section we will consider the question of when it is possible to have a balanced or an "almost" balanced realization of a linear quantum stochastic linear system under the restriction of similarity transformation by a symplectic matrix. That is, we will derive conditions under which there is a symplectic similarity transformation of the system matrices A, B, C, D such that the transformed system has controllability Gramian P and observability Gramian Q that are diagonal. Then we say that the Gramians P and Q are co-diagonalizable, the meaning of which will be made precise below. In the classical setting, if the system is minimal (i.e., it is controllable and observable) it is always possible to not only have the Gramians P and Q simultaneously diagonal but to make them diagonal and equal. The idea for model reduction by balanced truncation is to remove subsystems that are associated with the smallest positive diagonal entries of P and Q, these correspond heuristically to system modes that are least controllable as well as least observable. As will be shown, the restriction to a symplectic transformation somewhat limits what is achievable with linear quantum stochastic systems. Nonetheless, in Theorem 8 of this section precise conditions are deduced under which a symplectic transformation exists such that the transformed system will have P and Q simultaneously diagonal (though not necessarily to the same diagonal matrix).
Consider a physically realizable n degree of freedom linear quantum stochastic system (2), thus the system matrices satisfy (8)-(10), with n y possibly less than 2m (i.e., possibly less outputs than inputs). We assume that the system matrix A is Hurwitz (all its eigenvalues are in the left half plane). As for classical linear systems, we can define the controllability and observability matrices as [B AB A 2 B . . . A 2n−1 B], and
, respectively, and, moreover, if the system is controllable (i.e., controllability matrix is full rank) and observable (i.e., observability matrix is full rank) then P > 0 1 and Q > 0; see, e.g., [27] . The transfer function G(s) of the system is defined as
In this section, we investigate a necessary and sufficient condition under which there is a symplectic matrix T ∈ R 2n×2n such that the transformed system with system matrices (T AT −1 , T B, CT −1 , D) has controllability and observability Gramians that are simultaneously diagonal.
If there exists such a T then we say that the Gramians P and Q are co-diagonalizable. A more convenient way to express codiagonalizability is that there exists a symplectic matrix T such that T P T = Σ P and T − QT −1 = Σ Q , with Σ P and Σ Q nonnegative and diagonal. In analogy with balanced realization for classical linear time-invariant systems [27] , the case where Σ P = Σ Q will be of particular interest. Before stating the main results, let us introduce some formal definitions. Two matrices M 1 , M 2 ∈ R 2n×2n are said to be symplectically congruent if there exists a symplectic matrix T ∈ R 2n×2n such that T M 1 T = M 2 . Two matrices M 1 , M 2 ∈ R 2n×2n are said to be symplectically similar if there exists a symplectic matrix T ∈ R 2n×2n such that T M 1 T −1 = M 2 . Our first result is the following.
Lemma 4: A real 2n × 2n matrix P = P ≥ 0 is symplectically congruent to a real diagonal 2n × 2n matrix Σ ≥ 0 if and only if J n P is symplectically similar to J n Σ. If the symplectic congruence holds and J n P is diagonalizable then its eigenvalues come in imaginary conjugate pairs ±ıσ i , i = 1, 2, . . . , n.
In particular, if P > 0 then P is symplectically congruent to a diagonal matrix Σ > 0, and J n P is diagonalizable and symplectically similar to J n Σ.
Proof: See Appendix A. Remark: If P ≥ 0 and J n P is diagonalizable then the n largest nonnegative eigenvalues σ 1 , σ 2 , . . . , σ n of ıJ n P are referred to as the symplectic eigenvalues of P . In particular, by Williamson's Theorem [28] , [29, Lemma 2] , J n P is always diagonalizable when P >0 and in this case σ 1 , σ 2 , . . . , σ n > 0.
Lemma 5: Let P = P ≥ 0 be a real 2n × 2n matrix with J n P diagonalizable (in particular, whenever P > 0). Define
−ıV † K n V = diag(I n , −I n ).
Proof: Note that K nP = P s J n P sP = P s J n P P s . Therefore, K nP and J n P are similar to one another. Since J n P is diagonalizable by hypothesis (in particular, whenever P > 0), from Lemma 4 it follows that −ıK nP is diagonalizable with real eigenvalues ±σ 1 , ±σ 2 , . . . , ±σ n with the corresponding eigenvectors in V . Thus −ıK nP satisfies (17) . With v 1 , v 2 , . . . , v n suitably scaled, the lemma follows immediately from the next result:
Lemma 6: [30, Lemma 71, Section VI, pp. 32-34] If K nP is diagonalizable then the matrix V defined in (16) satisfies (18) .
Based on the above lemma we can prove the following. Theorem 7: Let P = P ≥ 0 be a real 2n × 2n matrix with J n P diagonalizable (in particular, whenever P > 0), and suppose that the symplectic eigenvalues of P are σ 1 , σ 2 , . . . , σ n . Define V and P s as in Lemma 5. Also, define the 2n × 2n unitary matrix
and the 2n × 2n matrix T = (P s V P s U ) . Then T is symplectic, T − J n P T = J n Σ = ΣJ n , and T P T = Σ, with Σ = diag(σ 1 I 2 , σ 2 I 2 , . . . , σ n I 2 ). Proof: See Appendix B. Theorem 8: Let G be a n degree of freedom linear quantum stochastic system with system matrices (A, B, C, D) with A Hurwitz. Let P = P ≥ 0 and Q = Q ≥ 0 be, respectively, the controllability and observability Gramians of the system which are, respectively, the unique solution to the pair of Lyapunov equations AP + P A + BB = 0 and A Q + QA + C C = 0. Suppose that J n P and J n Q are diagonalizable (in particular, whenever P > 0 and Q > 0) then the following holds.
1) There exists a symplectic matrix T such that T P T = Σ, T − QT −1 = Σ, and Σ = diag(σ 1 I 2 , σ 2 I 2 , . . . , σ n I 2 ) for some σ 1 , σ 2 , . . . , σ n ≥ 0, if and only if J n P = QJ n . In this case, σ 1 , σ 2 , . . . , σ n are the coinciding symplectic eigenvalues of P and Q as well as the Hankel singular values of the system.
2) There exists a symplectic matrix T such that T P T
, with σ X,1 , σ X,2 , . . . , σ X,n ≥ 0 the symplectic eigenvalues of X (symplectic eigenvalues of P need not be the same as those of Q), if and only if [J n P, QJ n ] = 0. 3) There exists a symplectic matrix T such that T P T = Σ P , T − QT −1 = Σ Q , for some real positive semidefinite diagonal matrices Σ X (X ∈ {P, Q}), if and only if there exist symplectic matricesT P ,T Q , and diagonal symplectic matrices D P and D Q such that (i)T P PT P = diag(σ P,1 I 2 , σ P,2 I 2 , . . . , σ P,n I 2 ) with σ P,1 , σ P,2 , . . . , σ P,n the symplectic eigenvalues of P , (ii)T − Q QT −1 Q = diag(σ Q,1 I 2 , σ Q,2 I 2 , . . . , σ Q,n I 2 ) with σ Q,1 , σ Q,2 , . . . , σ Q,n the symplectic eigenvalues of Q, and (iii) D −1 PT P = D QTQ . Proof: See Appendix C. Point 1 of the theorem is the best possible outcome and results in a direct analogue in the quantum case of balanced realization. This is for two reasons. If J n P = QJ n is satisfied then the Gramians P and Q can be co-diagonalized to the same diagonal matrix Σ. Moreover, the diagonal entries of Σ come in identical pairs for each pair of conjugate position and momentum operators in the transformed system. This is desirable since when we discard oscillators from the model, we must simultaneusly remove pairs of conjugate position and momentum operators not just one of the pair. If the coefficients of Σ were different for the position and momentum operators of the same oscillator, it is not possible to simply remove the operator corresponding to the larger value of the corresponding diagonal element of Σ. However, this ideal scenario is only achievable under the extremely restrictive condition that J n P = QJ n . Generic linear quantum stochastic systems will not satisfy this condition. Indeed, it is easy to generate random examples of linear quantum stochastic systems that will fail to satisfy it.
Point 2 of the theorem shows that it is possible to have codiagonalization of P and Q to diagonal matrices Σ X of the form Σ X = diag(σ X,1 I 2 , σ X,2 I 2 , . . . , σ X,n I 2 ), X ∈ {P, Q}, but Σ P and Σ Q will not necessarily coincide. This weaker co-diagonalization is achievable under the weaker requirement (compared to the requirement of Point 1) that [J n P, QJ n ] = 0. Since Σ P and Σ Q need not coincide, their diagonal elements may not be ordered in the same way. However, it will be shown in the next section that for quasi-balancesable system there is a natural strategy to truncate subsystems. Moreover, as will be demonstrated in a forthcoming example in Section VI, there exists a class of linear quantum stochastic systems that have a quasi-balanced realization.
Point 3 of the theorem is the weakest possible codiagonalization result for P and Q. This form of diagonalization can be achieved under a weaker condition than that of Points 1 and 2. It states that P and Q can be co-diagonalized by a symplectic matrix to, respectively, diagonal matrices Σ P and Σ Q which need not have the special form stipulated in Points 1 and 2.
V. TRUNCATION ERROR BOUND IN MODEL REDUCTION
OF QUASI-BALANCEABLE SYSTEMS In this section we shall derive a bound on the magnitude of the error transfer function due to subsystem truncation of a quasi-balanceable linear quantum stochastic system. The error bound will be presented in Theorem 11 of this section. Let us introduce the notationσ(·) and λ max (·) to denote the largest singular value and eigenvalue of a matrix, respectively, with the matrix being square for the latter, and recall that the H ∞ norm of a transfer function H(s) is H ∞ = sup ω∈Rσ (H(ıω)). We begin with the following lemma.
Lemma 9: Let G = (A, B, C, D) be a linear quantum stochastic system of degree n with A Hurwitz, J n P and J n Q diagonalizable, and [J n P, QJ n ] = 0. Let Ξ G (s) = C(sI − A) −1 B + D be the transfer function of G, and let T be a symplectic transformation such thatG = (T AT −1 , T B, CT −1 , D) is a quasi-balanced linear quantum stochastic system with diagonal positive semidefinite controllability and observability Gramians Σ P = diag(σ P,1 I 2 , σ P,2 I 2 , . . . , σ P,n I 2 ) and Σ Q = diag(σ Q,1 I 2 , σ Q,2 I 2 , . . . , σ Q,n I 2 ), respectively. Partition the Gramian Σ X (X ∈ {Q, P }) as Σ X = diag(Σ X,r1 , Σ X,r2 ) with Σ X,r1 ∈ R 2r×2r and r < n, and par-titionÃ = T AT −1 ,B = T B, andC = CT −1 compatibly as 12 . In particular, if either of, or both of, P and Q are singular with rank(P Q) = 2ν < 2n, and T has been chosen such that Σ P,ν1 Σ Q,ν1 > 0, 2 andÃ r,11 is Hurwitz for r = ν, ν + 1, . . . , n − 1, then Ξ G − ΞG ν ∞ = 0.
Proof: The expression forσ(Ξ G (ıω) − ΞG r (ıω)) in the lemma follows mutatis mutandis from the derivation in Section 3 of [31] , with the obvious modifications. Now, by the hypothesis of the latter part of the lemma on P , Q, and T , we have that Σ P,r2 Σ Q,r2 = 0 for all r = ν + 1, ν + 2, . . . , n − 1. Taking r = n − 1, by the hypothesis thatÃ n−1,11 is Hurwitz we then get thatσ(Ξ G (ıω) − ΞG n−1 (ıω)) = 0 for all ω, therefore Ξ G − ΞG n−1 ∞ = 0. Since ΞG n−1 has again, by construction, a quasi-balanced realization, the assumption thatÃ n−2,11 is Hurwitz implies analogously that ΞG n−1 − ΞG n−2 ∞ = 0. Repeating this argument for r = n − 3, n − 2, . . . , ν + 1, we obtain ΞG r − ΞG
The above lemma states that we can always discard subsystems corresponding to position and momentum pairs in the quasi-balanced realization that correspond to vanishing products σ P,r σ Q,r without incurring any approximation error, provided the submatricesÃ ν,11 ,Ã ν+1,11 , . . . ,Ã n−1,11 are all Hurwitz, where 2ν is the rank of P Q. Therefore, to simplify the exposition, from this point on we consider only the case where G is minimal in the usual sense that (A, B) is a controllable pair (i.e., the matrix [B AB . . . A 2n−1 B] is full rank) and (A, C) is an observable pair (i.e., the matrix [C A C . . . (A 2n−1 ) C ] is full rank). In this case we will have that P > 0, Q > 0, and P Q is nonsingular. We now show that when [J n P, QJ n ] = 0, a quasi-balanced realization of G is similar to a non-physically realizable balanced realization of G by a simple diagonal similarity transformation.
Lemma 10: LetG = (Ã,B,C, D) be a quasi-balanced realization of G = (A, B, C, D) as defined in Lemma 9, and suppose that G is minimal.
, is a non-physically realizable balanced realization of G (in particular, ΞG b (s) = Ξ G (s)) with diagonal and identical controllability and observability Gramians,
where Σ P,b and Σ Q,b denote the controllability and observability Gramians ofG b , respectively. Moreover, letÃ,B,C be partitioned according to Lemma 
whereG r is as defined in Lemma 9.
Proof: Note that from the given definitions of T b and Σ b , T b is invertible and we easily verify that
Hence the systemG b as defined in the lemma is similar to G (via the transfor-mationT b ) and has balanced Gramians Σ P,b = Σ Q,b = Σ b , therefore it is a balanced realization of Ξ G (s), although it is not physically realizable. Since T b is a diagonal matrix, we can partition it conformably with the partitioning ofÃ b , B b , andC b as given in the lemma as 
, and we conclude thatG b,r = (Ã b,r,11 ,B b,r,1 ,C b,r,1 , D) is similar toG r = (Ã r,11 ,B r,1 ,C r,1 , D) (via the transfomation T b,r1 ) and thus ΞG b,r (s) = ΞG r (s). From this and the fact established earlier that Ξ G (s) = ΞG b (s), (19) therefore holds. The identity (19) together with the fact thatG b is a balanced realization of Ξ G (s) (although not physically realizable) allows us to immediately obtain bounds for the approximation error Ξ G − ΞG r ∞ using standard proofs for results on error bounds for truncation of balanced realizations of classical linear systems, see, e.g., [27, Theorem 7.3] . This is stated as the following theorem.
Theorem 11: Let G = (A, B, C, D) be a minimal linear quantum stochastic system of degree n with A Hurwitz, J n P and J n Q diagonalizable, and [J n P, QJ n ] = 0. Let Ξ G (s) = C(sI − A) −1 B + D be the transfer function of G, and let T be a symplectic transformation such thatG = (T AT −1 , T B, CT −1 , D) is a quasi-balanced linear quantum stochastic system with diagonal positive definite controllability and observability Gramians Σ P and Σ Q , respectively, and Σ b = (Σ P Σ Q ) 1/2 = diag(σ b,1 I 2i 1 , σ b,2 I 2i 2 , . . . , σ b,μ I 2i μ ) with σ b,1 > σ b,2 > . . . > σ b,μ > 0 for some positive integers μ ≤ n and i 1 , i 2 , . . . , i μ such that μ r=1 i r = n. LetÃ r,11 ,G r , and Σ X,r1 (X ∈ {Q, P }) be as defined in Lemma 9, and let j r = r k=1 i k . Then for any r < μ,Ã j r ,11 is Hurwitz, and
with the bound being achieved for r = μ − 1:
The error bound given by the above theorem gives a recipe for truncating the subsystems in a quasi-balanced realization of G. That is, one should truncate those subsystems inG associated with position-momentum operator pairs that correspond to pairs (σ P,r , σ Q,r ) with the smallest geometric means √ σ P,r σ Q,r . Furthermore, sinceG b is a balanced realization of Ξ G , it turns out, rather nicely, that for quasi-balanced realizations of linear quantum stochastic systems these geometric means in fact coincide with the Hankel singular values of G. Note that z(∞) = T x(∞) are the quadratures of the steadystate normal modes of the system, consisting of statistically independent position and momentum operators with variances given by the symplectic eigenvalues of P . Thus, the truncation error bound is partly determined by the variances of the quadratures of the steady-state normal modes.
VI. QUASI-BALANCED TRUNCATION OF COMPLETELY PASSIVE LINEAR QUANTUM STOCHASTIC SYSTEMS
We now consider model reduction for the special class of completely passive linear quantum stochastic systems as defined in Section III-B. The key result in this section is that members of this distinguished class always satisfy Point 2 of Theorem 8 and thus always have a quasi-balanced realization, provided the A matrix is Hurwitz. Therefore, subsystem truncation can be performed on quasi-balanced realizations of this class of systems by truncating subsystems corresponding to the smallest Hankel singular values of the system, with an error bound given by Theorem 11.
For completely passive systems, the matrix R has the block form R = [R jk ] j,k=1,2,...,n , where R jj = r j I 2 for some r j ∈ R, while R jk for j = k is of the form R jk = α jk β jk −β jk α jk for some α jk , β jk ∈ R. Also, ifK = [K ij ] i=1,2,...,m,j=1,2,...,n withK ij = e ıθ ij √ γ ij with θ ij , γ ij ∈ R and γ ij ≥ 0, then by some straightforward algebra (see [2, proof of Theorem 3.4]) we find that B has the block form 2,...,n,j=1,2,. ..,m with
That is, B ij is a scaled rotation matrix on R 2 . These special structures of the matrices of completely passive linear quantum stochastic systems lead to the following results. Lemma 12: If G = (A, B, C, D) is a completely passive linear quantum stochastic system and T is a unitary symplectic matrix, then the transformed systemG = (T AT −1 , T B, CT −1 , D) is also completely passive.
Proof: See Appendix D. The lemma states that the complete passivity property is invariant under unitary symplectic similarity transformations. Also, we have that Theorem 13: For any completely passive system that is asymptotically stable (i.e., the A matrix is Hurwitz), P = I and [J n P, QJ n ] = 0. That is, any such system has a quasi-balanced realization. In this case, the quasi-balancing transformation T is unitary symplectic and can be determined by applying Theorem 7 to the observability Gramian Q such that T − QT −1 = Σ Q . Moreover, any reduced system obtained by truncating a subsystem of the quasi-balanced realization is again completely passive.
Proof: See Appendix E. We are now ready to proceed to an example illustrating the use of Theorems 7, 8, and 13.
Example 14: Consider a two mirror optical cavity G 1 (the mirrors being labelled M1 and M2) with resonance frequency ω c (say, in the order of GHz, its exact value not being critical here) and each mirror having decay rate γ = 12 × 10 6 Hz (typically a much smaller value than ω c for a high Q cavity). The mirror M2 is driven by coherent field dA in (t) = α(t)e ıω c t dt + dA 2 (t), where α(t) is a complex-valued signal and A 2 (t) a vacuum annihilation field. For sufficiently large t, the light A out (t) reflected from M1 will be a filtered version (by the cavity) of A in (t) of the form dA out (t) =α(t)e ıω c t dt + dA 1 (t), whereα(t) is a low-pass filtered version of α(t) (with some inherent vacuum fluctuations) and A 1 (t) a vacuum annihilation field. Note that the light reflected from M2 (the other cavity output) is of no interest here since it contains a feedthrough of the unfiltered signal due to the cavity being driven through this mirror, so we opt to ignore it. Working in a rotating frame with respect to the cavity resonance frequency ω c (see, e.g., [3] ), this two mirror cavity is described by a one degree of freedom, 4 input, and 2 output linear quantum stochastic system with Hamiltonian matrix R = 0 2×2 , coupling
, and scattering matrix S = I, with the output from mirror M2 neglected. It is possible to obtain a high roll-off rate and realize a sharper low-pass cut-off by connecting several identical cavities together in a particular way, as shall now be described. Suppose that G 2 , G 3 , . . . , G N are additional cavities all identical to G 1 . For j = 1, 2, . . . , N − 1, connect the output from mirror M1 of cavity G j−1 as input to mirror M2 of G j . The signal to be filtered will drive mirror M2 of cavity G 1 and the output of interest will be the filtered light reflected off mirror M1 of cavity G N . The optical low-pass filtering network G net,N composed of this interconnection of G 1 , G 2 , . . . , G N is a linear quantum stochastic system with N degrees of freedom, 2(N + 1) inputs (with a pair of quadratures being driven by the signal to be filtered), and 2 outputs. 3 This network is completely passive since it is composed of completely passive cavities, and the A matrix of the network is Hurwitz. For the case N = 5, the Hankel singular values of the network 4 are 0.9028, 0.5826, 0.2632, 0.0812, and 0.0154 (each appearing twice). This suggests that modes corresponding to the two smallest Hankel singular values may be removed without excessive truncation error. Transforming this system into quasi-balanced form by applying Theorems 8 and 7, and truncating the two modes corresponding to the two smallest Hankel singular values 0.0812 and 0.0154 gives a physically realizable asymptotically stable reduced model G red,3 with three degrees of freedom, 12 inputs, and 2 outputs, with error bound Ξ G net,5 − Ξ G red,3 ∞ ≤ 2(0.0812 + 0.0154) = 0.1932. Here the driven input quadratures are labelled as the last two inputs w 2N +1 and w 2N +2 , and the frequency responses of interest will be the ones from w 2N +1 and w 2N +2 to the filtered output quadratures y 1 and y 2 , respectively, with all other inputs only contributing vacuum fluctuations to the filtered signal. 5 Due to decoupling and symmetries in the cavity equations, the single input single output transfer functions w 2N +1 → y 1 and w 2N +2 → y 2 are in fact identical, and their magnitude and phase frequency responses are shown in Fig. 3 . It can be seen from the figure that the reduced model approximates the magnitude response quite well at lower frequencies but has a slower roll-off rate than the full network, as can be expected, and it also captures the phase response of the full model very well. The reduced model can be realized using the network synthesis theory developed in [3] , [17] , [18] . In particular, since the network is completely passive, its transfer function has a simple realization by a cascade of optical cavities [18] .
VII. CONCLUSION
This paper has developed several new results on model reduction of linear quantum stochastic systems. It is shown that the physical realizability and complete passivity properties of linear quantum stochastic systems are preserved under subsystem truncation. The paper also studied the co-diagonalizability of the controllability and observability Gramians of a linear quantum stochastic system. It is found that a balanced realization of the system, where the Gramians are diagonal and equal, exists if and only if a strong condition is satisfied, typically not satisfied by generic linear quantum stochastic systems. Necessary and sufficient conditions for weaker realizations with simultaneously diagonal controllability and observability Gramians were also obtained. The notion of a quasi-balanced realization of a linear quantum stochastic system was introduced and it is shown that the special class of asymptotically stable completely passive linear quantum stochastic systems always possess a quasi-balanced realization. An explicit bound for the truncation error of model reduction on a quasi-balanceable linear quantum stochastic system was also derived, in analogy with the classical setting. An example of an optical cavity network for optical low-pass filtering was developed to illustrate the application of the results to model reduction of quasi-balanceable linear quantum stochastic systems.
APPENDIX A
Proof of Lemma 4:
Suppose that there is a symplectic matrix T such that T P T = Σ. Then we have (since T and T −1 are also symplectic) that T − J n P T = (T − J n T −1 )T P T , = J n T P T , = J n Σ therefore J n P is symplectically similar to J n Σ.
Conversely, suppose that there is a symplectic matrix T such that T − J n P T = J n Σ for a real diagonal matrix Σ. Then we have
Therefore, P is symplectically congruent to Σ.
Suppose that P ≥ 0 is symplectically congruent to Σ, and J n P is diagonalizable. Then, by the above, J n Σ is also diagonalizable. Furthermore, since Σ ≥ 0, the matrix J n Σ has eigenvalues of the form ±ıσ 1 , ±ıσ 2 , . . . , ±ıσ n (for some σ i ≥ 0 for i = 1, 2, . . . , n). It follows that J n P is also diagonalizable with the same set of eigenvalues. In the special case that P > 0, then Σ > 0, J n P is diagonalizable by Williamson's Theorem [28] , [29, Lemma 2] , and σ i > 0 for i = 1, 2, . . . , n.
APPENDIX B
Proof of Theorem 7: DefineP as in Lemma 5. From the proof of Lemma 5 we know that K nP has eigenvalues ±ıσ 1 , ±ıσ 2 , . . . , ±ıσ n . Now, let
Since P = P ≥ 0 and J n P is assumed to be diagonalizable, we have from Lemma 5
Equivalently W −1 J n P W = diag(ıσ 1 , −ıσ 1 , ıσ 2 , −ıσ 2 , . . . , ıσ n , −ıσ n )
Moreover, we also have (diag(1, −1) ) .
Note that the unitary matrix U in the statement of the theorem satisfies U † diag n (diag(1, −1)) U = −ıJ n and also the matrix T 0 = W U is real since
Thus we have that (diag(1, −1) )U = J n , and
. . , σ n I 2 ). Thus we have constructed a symplectic matrix T 0 such that T −1 0 J n P T 0 = J n Σ = ΣJ n (the second identity follows from the specific form of Σ).
Defining T = T 0 we have that T − J n P T = J n Σ = ΣJ n and from the proof of Lemma 4 we also conclude that T P T = Σ, as claimed.
APPENDIX C
Proof of Theorem 8:
We first prove the only if part of Point 1. Suppose that there is a symplectic matrix T such that T P T = Σ, T − QT −1 = Σ, and Σ = diag(σ 1 I 2 , σ 2 I 2 , . . . , σ n I n ) for some σ 1 , σ 2 , . . . , σ n ≥ 0. Then we have from Lemma 4 that T − J n P T = J n Σ and T J n QT −1 = J n Σ. Now, note from Theorem 7 that J n Σ = ΣJ n (due to the specific form of Σ) from which it follows that T − QJ n T = J n Σ. Thus, we have that T − J n P T = J n Σ = T − QJ n T . It follows that J n P = QJ n .
For the if part of Point 1, suppose that J n P = QJ n . Let σ 1 , σ 2 , . . . , σ n be the symplectic eigenvalues of P and define Σ = (σ 1 I 1 , σ 2 I 2 , . . . , σ n I 2 ). Then by Theorem 7 there exists a symplectic matrix T such that T − J n P T = J n Σ and T P T = Σ. Since J n P = QJ n , we also have that T − QJ n T = J n Σ or, equivalently, T J n QT −1 = J n Σ (again using J n Σ = ΣJ n ). From this last equality it follows from Lemma 4 that also T − QT −1 = Σ.
Finally, we prove the last part of Point 1. It is apparent from the above that P and Q must have the same symplectic eigenvalues. Also note that T P QT −1 = (T P T )(T − QT −1 ) = Σ 2 . Since the eigenvalues of P Q are squares of the Hankel singular values of G and they are defined independently of the particular similarity transformation T [27] , σ 1 , σ 2 , . . . , σ n are therefore also Hankel singular values of G.
The proof of the only if part of Point 2 is similar to the proof of the only if part of Point 1, so we will omit the details to the reader. For the if part of Point 2, note that since σ X,1 , σ X,2 , . . . , σ X,n are the symplectic eigenvalues of X for X ∈ {P, Q}, [J n P, QJ n ] = 0 is, by Lemma 4, equivalent to J n P and QJ n being simultaneously diagonalizable by some complex matrix W as W −1 J n P W = ıdiag(σ P,1 , −σ P,1 , . . . , σ P,n , −σ P,n ), W −1 QJ n W = ıdiag(σ Q,1 , −σ Q,1 , . . . , σ Q,n , −σ Q,n ).
In particular, the columns of W are simultaneously eigenvectors of J n P and QJ n . Following the corresponding steps in the proof of Theorem 7, we can therefore establish that there is a symplectic matrix T such that (again expoiting the specific form of Σ Q to commute it with J n ) T − J n P T = J n Σ P ,
Therefore, from Lemma 4 we conclude that T P T = Σ P and T − QT −1 = Σ Q .
Finally, we move on to proving Point 3. We first deal with the only if part. Suppose that there is a symplectic matrix T such that T P T = Σ P = diag(ω P,1 , ω P,2 , . . . , ω P,2n−1 , ω P,2n ), for some nonnegative numbers ω P,1 , ω P,2 , . . . , ω P,2n−1 , ω P,2n , and T − QT −1 = Σ Q = diag(ω Q,1 , ω Q,2 , . . . , ω Q,2n−1 , ω Q,2n ), for some nonnegative numbers ω Q,1 , ω Q,2 , . . . , ω Q,2n−1 , ω Q,2n . Since J n X is assumed to be diagonalizable for X ∈ {P, Q}, by Lemma 4 so is the matrix J n Σ X . Moreover, since Σ X is real positive semidefinite, it follows (recall the proof of Lemma 4) that ω X,2i = 0 if and only if ω X,2i−1 = 0 for X ∈ {P, Q} and i = 1, 2, . . . , n; for if this were not true then J n Σ X will have zero as an eigenvalue with geometric multiplicity less than its algebraic multiplicity, contradicting the assumption that J n X is diagonalizable. Now, for X ∈ {P, Q}, define d X,2j−1 = ω X,2j ω X,2j−1 1 4 if x 2j−1 = 0 and x 2j = 0 1 if x 2j−1 = 0 and x 2j = 0 and d X,2j = 1/d X,2j−1 for j = 1, 2, . . . , n. Also, define D X = diag(d X,1 , d X,2 , . . . , d X,2n−1 , d X,2n ), for X ∈ {P, Q}. Then notice that, by construction, D P and D Q are diagonal symplectic matrices. Moreover D P T P T D P = diag(e P,1 I 2 , e P,2 I 2 , . . . , e P,n I 2 )
with e P,i = √ ω P,2i−1 ω P,2i for i = 1, 2, . . . , n, and D Q T − QT −1 D Q = diag(e Q,1 I 2 , e Q,2 I 2 , . . . , e Q,n I 2 ), with e Q,i = √ ω Q,2i−1 ω Q,2i for i = 1, 2, . . . , n. DefineT P = D P T andT Q = D −1 Q T and note that by definition D −1 PT P = D QTQ . Again, it follows from Lemma 4 that T − P J n PT P = J n diag(e P,1 I 2 , e P,2 I 2 , . . . , e P,n I n ), T Q J n QT −1 Q = J n diag(e Q,1 I 2 , e Q,2 I 2 , . . . , e Q,n I 2 ).
That is, e X,1 , e X,2 , . . . , e X,n are the symplectic eigenvalues of X for X ∈ {P, Q}. This completes the proof of the only if part.
Conversely, to prove the if part of Point 3, let σ X,1 , σ X,2 , . . . , σ X,n be symplectic eigenvalues of X ∈ {P, Q}, and let Σ X = diag(σ X,1 I 2 , σ X,2 I 2 , . . . , σ X,n I 2 ). Suppose that there exist symplectic matricesT P andT Q , and diagonal symplectic matrices D P and D Q , such thatT P PT P =Σ P andT − Q QT −1 Q =Σ Q , and D −1 PT P = D QTQ . Let Σ P = D −1 PΣ P D −1 P and Σ Q = D −1 QΣ Q D −1 Q , and note that both are diagonal since D Q and D P are diagonal. Define T = D −1 PT P , so then also T = D QTQ . It follows that T P T = Σ P and T − QT −1 = Σ Q .
APPENDIX D
Proof of Lemma 12: In this part, we show that a completely passive system after a unitary symplectic transformation remains completely passive. Let T ∈ R 2n be unitary symplectic and letx = T x, withx = (q 1 ,p 1 , . . . ,q n ,p n ) . Since T is symplectic, the operatorsq 1 ,p 1 , . . . ,q n ,p n satisfy the same canonical commutation relations as q 1 , p 1 , . . . , q n , p n . Define the annihilation operatorsã i = (1/2)(q i + ıp i ), i = 1, 2, . . . , n and letã = (ã 1 ,ã 2 , . . . ,ã n ) . Also . Therefore, it follows thatã = W 1 a ⇔ a = W † 1ã . Since the system was originally completely passive with Hamiltonian H = (1/2)a †R a and coupling vector L =Ka, the transformed system after the application of T has Hamiltonian operatorH = (1/2)ã † (W 1R W † 1 )ã andL = (KW † 1 )ã. Since D is unchanged when T is applied, the form ofH,L, and D implies that the transformed system is again completely passive.
