ABSTRACT By integrating the underlying developmental mechanisms for the phenotypic formation of traits into a mapping framework, functional mapping has emerged as an important statistical approach for mapping complex traits. In this note, we explore the feasibility of using the simplex algorithm as an alternative to solve the mixture-based likelihood for functional mapping of complex traits. The results from the simplex algorithm are consistent with those from the traditional EM algorithm, but the simplex algorithm has considerably reduced computational times. Moreover, because of its nonderivative nature and easy implementation with current software, the simplex algorithm enjoys an advantage over the EM algorithm in the dynamic modeling and analysis of complex traits.
T HE statistical foundation of quantitative trait locus mixture model, relies upon statistical theories and computational algorithms. Three computational algorithms (QTL) detection and mapping is the mixture model. In this mixture model, each observation y is have been developed to solve the QTL parameters contained in Equation 1: least-squares regression (LSR) assumed to have arisen from one of L (L possibly unknown but finite) components, each component being analysis (Knott and Haley 2000) , maximum-likelihood-based expectation-maximization (EM) algorithm modeled by a density from the parametric family f, (Dempster et al. 1977; Jansen and Stam 1994) , and p(y|, φ, ) ϭ 1 f(y;
Bayesian-based Markov chain Monte Carlo (MCMC) al- (1) gorithm (Sillanpaa and Arjas 1999). These three algorithms have been used as standard methods for QTL where ϭ ( 1 , . . . , L )
T are the mixture proportions mapping because they are founded on solid statistical that are constrained to be nonnegative and sum to unity; backgrounds and because their statistical properties φ ϭ (φ 1 , . . . , φ L )
T are the component-specific paramehave been investigated extensively (see the references ters, with φ l being specific to component l; and is a cited above). parameter that is common to all components.
For most of the current statistical mapping methods The genetic mapping of QTL based on the mixture devised under the assumption that there is a direct remodel contains three major steps: first, derive the mixlationship between the genotype and phenotype (Lanture proportions () denoted as the frequencies of QTL der and Botstein 1989; reviewed in Jansen 2000), genotypes for a particular genetic design; second, deter-LSR, EM, and MCMC algorithms are basically adequate mine the distribution density function for each genoto provide a reasonable solution of the mixture model. type in terms of QTL effects (φ) and residual variance However, they would encounter significant difficulties (); third, provide estimates of unknown parameters in model solution when statistical methods are upgraded contained in the mixture model. The first step uses to incorporate inherited biological complexities. For Mendelian and population genetics relevant to experiexample, the formation of quantitative traits is under mental design, marker type, and population structure.
developmental control, involving an intricate array of The second step needs basic principles from quantitafactors, genetic or nongenetic, and interactions among tive genetics, general biology, and biomedicine. Most factors. For any organism, the output of a complex trait, QTL mapping methods are based on the normal distrii.e., phenotype, and its underpinning blueprint, i.e., genobution because the traits of interest are generally contintype, are related through a particular developmental prouously distributed. The last step, aimed at solving the cess or network (Wolf 2002) . More recently, a general genetic theory has been formulated to integrate developmental mechanisms of trait formation into the map- lihood Wu et al. 2002) . This integrated min xʦR nf (x), model, called functional mapping by Ma et al. (2002) , has where f(·) is a nonlinear function with n parameters. proven powerful in mapping the QTL that govern
The simplex algorithm uses three basic moves: reflecgrowth trajectories in long-lived forest trees.
tion, expansion, and contraction ( Figure 1 shows the Although the QTL detected from functional mapping three moves for n ϭ 2). It first takes n ϩ 1 points, x 1 , are expected to be biologically more relevant than those x 2 , . . . , x nϩ1 , to construct a simplex and calculates the from traditional methods (which do not consider any function values f(x i ), for i ϭ 1, 2, . . . , n ϩ 1. The point developmental mechanisms), the incorporation of a deof maximum value is then reflected. Depending on velopmental mechanism that is described by a mathewhether the value of the reflected point is a new minimatical function often needs extensive mathematical mum, expansion or contraction may follow the reflecmanipulations, including differentiation when the EM tion to form a new simplex. If a false contraction is algorithm is derived , and computer proencountered, the algorithm will start an additional grams. However, descriptive mathematical functions are shrinkage process. often complicated nonlinear equations in many situaThe Nelder-Mead simplex algorithm (Nelder and tions and, therefore, it is extremely time consuming
Mead 1965) and its variants have been some of the to derive, program, and estimate the solutions of the most widely used methods for nonlinear unconstrained likelihood. To make functional mapping more applicaoptimization. They have been applied widely in a variety ble in the genetic dissection of complex traits, it is essenof fields including chemistry, engineering, medicine, tial to develop a fast and efficient computational algoand food science (Walters et al. 1991; Castro et al. rithm for solving the likelihood equations.
2003). The simplex algorithm has three attractive propThe Nelder-Mead simplex algorithm, originally proerties: first, it is free of any explicit or implicit derivative posed by Nelder and Mead (1965) , is a direct-search information when minimizing a scalar-valued nonlinear method for nonlinear unconstrained optimization. It function, which makes it much less prone to finding attempts to minimize a scalar-valued nonlinear function false minima (see Lagarius et al. 1998; Price et al. 2002 using only function values, without any derivative inforfor discussion on the convergence issues). Another immation (explicit or implicit). The algorithm uses linear portant feature of the simplex algorithm is that no diviadjustment of the parameters until some convergence sions are required in the calculation; thus the "divided criterion is met. The term "simplex" arises because the by zero" runtime error can be avoided. In functional feasible solutions for the parameters may be represented mapping, various complicated nonlinear functions are by a polytope figure called a simplex. The simplex is a line embedded in the mixture-based likelihood. Newtonin one dimension, triangle in two dimensions, and tetraheRaphson (Press et al. 1992) and EM-like (Dempster dron in three dimensions, respectively. et al. 1977) algorithms involve first and second derivaWe illustrate how the simplex algorithm works using the following general optimization problem, tives of the likelihood, which can become intractable Because of these favorable properties of the simplex algorithm, this algorithm has been used by some authors to map complex traits (Martinez et al. 1998;  Y, affected by a putative QTL of genotypes Qq (denoted Perez-Enciso and Varona 2000; Liu et al. 2001; Perez- by 1) and(denoted by 0), is formulated as Enciso et al. 2002) . However, all of these studies presented only a simple utilization of the simplex algorithm
to QTL mapping with no detailed discussion on its advantages in computational efficiency and mathematical where the vector ⍀ ϭ (m 1 , m 0 , ͚) T contains k expected manipulation and its disadvantages in some asymptotic genotypic values, m 1 and m 0 , for each QTL genotype properties. Some of these studies did not cite even the and a (k ϫ k) within-genotype residual (co)variance seminal article by Nelder and Mead (1965) . Clearly, matrix, ͚. We implement the simplex algorithm to obwith no such discussion, the broad implications of the tain the maximum-likelihood estimates (MLE) of ⍀. simplex algorithm remain unjustified. In this note, we Simulations: Two simulation strategies are designed for the first time compare the results and computational to compare the results from the simplex algorithm and efficiency for QTL mapping between the simplex algothe EM algorithm. The first strategy considers nonfuncrithm and the standard algorithm. We demonstrate that tional mapping, in which k-dimensional phenotypic the simplex algorithm is an advantageous alternative traits measured have identical means for each QTL gewhen the purpose of a genome project is to map dynotype group, i.e., m 1 ϭ 1 kϫ1 1 and m 0 ϭ 1 kϫ1 0 , and a namic QTL that govern developmental trajectories. -The profile of the loglikelihood ratios between the full and reduced (no QTL) model for diameter growth trajectories across linkage group 10 in the Populus deltoides parent map (Yin et al. 2002) . The genomic positions corresponding to the peak of the curve are the MLEs of the QTL localization. The threshold values at P ϭ 0.05 and 0.01 are given as horizonal lines.
of the estimated parameters are calculated from 1000 the traditional EM algorithm. This advantage is particularly striking if one is using a permutation argument to simulations. All calculations are carried out on Dell Workstation PWS530.
establish significance levels, as the calculation using the simplex algorithm would be substantially faster than the Table 1 summarizes the results from the simplest model in which the hypothesized trait is measured only EM algorithm.
A worked example:
The example for functional mapat a single time point. The MLEs of mean values and residual variances of the trait are compared from the ping used in an outcrossing poplar by Ma et al. (2002) is reanalyzed in this study. A full-sib family of 90 progeny simplex and EM algorithms. To prevent possible occurrences of local maxima, multiple tries for initial values was genotyped at a number of pseudo-test backcross molecular markers (Yin et al. 2002) . Stem diameter growth were made for the simplex algorithm. The two algorithms give identical estimates of all the parameters and was measured at the end of each growing season. Ma et al.'s (2002) functional mapping model based on the identical likelihood values for each sample size. For this simplest situation, the simplex algorithm needs a slightly EM algorithm has successfully identified a major QTL (P Ͻ 0.01) for 11-year diameter growth trajectories on longer computational time than the EM algorithm, suggesting that the former is not advantageous for multivarlinkage group D10. This major QTL is also identified by the simplex algorithm in this study ( Figure 2 ). As iate trait mapping.
The second simulation strategy incorporates logistic expected, the simplex and EM algorithms produce an identical profile of the log-likelihood ratios for the full growth models into the mixture-based likelihood framework in Equation 2 Wu et al. 2002) )). The results of the MLEs of growth parawide QTL search, whereas the EM algorithm needs 122 meters from functional mapping are almost identical between the simplex algorithm and the EM algorithm seconds. This difference will be amplified by the number of permutation tests used to characterize the critical for all different sample sizes (Table 2 ). Yet, the computation times are substantially reduced when the simplex threshold for declaring the presence of QTL. Concluding remarks: Optimization techniques, e.g., algorithm is used. On average, the time used for the simplex algorithm is only one-fifth of that for the EM the simplex algorithm, have been used to map QTL affecting a complex trait (Martinez et al. 1998 ; Perezalgorithm. Thus, the simplex algorithm has a significant advantage in increasing computational efficiency over Enciso and Varona 2000; Liu et al. 2001 ; Perez-Enciso
