It has been shown recently that iterative regularization using conjugate gradient type methods for image restoration problems can be e ectively preconditioned with circulant approximations. Here it is shown that the theoretical properties of this approach are not restricted to circulant matrices. Speci cally, a Toeplitz approximate inverse preconditioning scheme for discrete ill-posed problems is considered. It is proved that the preconditioned system approximates the prolate matrix, and that this property implies that fast convergence of conjugate gradient type methods can be expected. In addition, it is shown that these results can be generalized to two-dimensional problems. An image restoration application is used to demonstrate the properties of the preconditioner.
The Gerchberg-Papoulis iteration is easily seen to be the Richardson iteration (cf., e.g., 5]) for the linear system A x = B with A = B P B ; (2) where P is as in (1) 
It follows that BB is the orthogonal projector onto the subspace of trigonometric polynomials of degree d. Since A is a selfadjoint operator with spectrum in 0; 1] it is usually recommended (cf., e.g., Rhebergen, van den Berg and Habashy 14] ) to apply the conjugate gradient method 5] to the iterative solution of (2) because this will converge much more rapidly than the Gerchberg-Papoulis algorithm in its original form.
An easy computation reveals that the matrix A in (2) 
where a 0 = = and a j = (sin j )=(j ) for j = 1; : : : ; 2d. A is called the prolate matrix, cf., e.g., Varah 18] , and it has a number of fascinating spectral properties. Most notable is the following observation due to Slepian 17] : The eigenvalue cluster near the origin re ects the fact that we are facing a problem of analytic continuation which is known to be ill-posed. Consequently, the classical convergence analysis of conjugate gradient type methods as presented in 5] cannot be used in this context. Rather, one has to resort to the analysis developed, e.g., in 6]. As is shown there, the conjugate gradient method can safely reconstruct the information on ' in the so-called signal subspace, i.e., the eigenspace corresponding to the eigenvalue cluster near = 1; note that the dimension of this subspace is roughly proportional to the length of ? .
Opposed to this, the eigenspace corresponding to the eigenvalue cluster near zero is the so-called noise subspace because signal components in this subspace are usually dominated by data errors. Consider Fig. 2 for an illustration: It shows the eigenvectors for some of the eigenvalues of Fig. 1 , namely 0 corresponding to the signal subspace, 50 from the transient space, and 100 as a representative from the noise subspace. In this gure the left-hand side plots show the 201 coe cients of the respective eigenvectors x of the prolate matrix whereas the right-hand side plots show the absolute values of the corresponding trigonometric polynomials Bx over .
These plots are representative for most elements from the three subspaces: approximate eigenvectors for = 1 correspond to polynomials which are essentially zero outside the ; (7) and that T is the n n principal submatrix (n even) of a semiin nite (real symmetric) Toeplitz matrix with entries t j , j 0. Consequently, f( ) = 
is the symbol associated with T. In many applications, e.g., in image reconstruction, the eigenvalues of T do not have the nice clustering property that we have seen for the prolate matrix. They do have a cluster near the origin since this is an inherent property for`discrete ill-posed problems'; however, the eigenvalues of the matrix corresponding to the signal subspace are not clustered. The purpose of preconditioning is to cluster those eigenvalues, but without mixing up signal and noise subspace (cf. 7, 8] for a more detailed exposition). One way to do this exploits the close connection of Toeplitz matrices and circulant matrices, cf. 7, 8] ; an alternative approach has been suggested by Kilmer 10] .
Recall that a (hermitian) Toeplitz matrix (7) is called circulant if t j = t n?j for all j = 1; : : : ; n?1. Every n n circulant matrix is diagonalized by the nite-dimensional (unitary) ; ! = e 2 i=n ; (9) i.e., the columns of F n are eigenvectors of all n n circulants. Therefore matrix vector multiplications with a circulant matrix are easily implemented using the fft. For these and other properties of circulant matrices, the reader is referred to Davis 3] .
While it makes sense to employ circulant matrices when the solution x is (almost) periodic it may be less e cient when this is not the case. Here we shall work out a di erent idea based on the observations from the previous section: we try to precondition the Toeplitz matrix T in such a way that the preconditioned matrix resembles the prolate matrix A of size n, cf. (4 2 n? : (10) An appropriate choice of is within the responsibility of the user; in this paper we shall assume that can be chosen such that, for a given threshold " with 0 < " < 1, f( ) > "=2 ; 2 ? ; jf( )j " ; 2 n? : (11) Usually, the threshold will depend on the noise level within the data, i.e., on the dimension of the signal subspace. The larger the noise level is, the larger must be ". On the other hand, most of the convolution operators arising in signal and image processing lter out high frequencies, which means that their symbols are essentially zero outside a certain neighborhood of the origin. The size of this neighborhood (i.e., the value of we need to choose) therefore depends not only on " but also on the degree of ill-posedness of the deconvolution problem we are looking at. In other words, there is no general a priori rule according to which we can choose .
Once is chosen we can de ne g via (10) and Q = Q as the associated Toeplitz matrix. Then fg approximates the symbol (5) of the prolate matrix, and hence, TQ approximates the prolate matrix itself. We therefore expect rapid convergence of preconditioned conjugate gradient type methods.
The results to be established in Sect. 3 do not require that the matrix T be positive (semi)de nite. In fact, all that is required is that Q be positive de nite which is wellknown to hold true if f satis es the rst inequality in (11), since then the symbol g of Q is a strictly positive function (see also Sect. 4). However, when T is inde nite then the conjugate gradient iteration may fail. Because of this, we recommend to use the mr-ii method that we have employed already with success in 7]; mr-ii is a variant of the minimal residual method (called conjugate residual method in 5]) which is particularly well suited for discrete ill-posed and possibly inde nite linear equations. Even if T is positive (semi)de nite we strongly recommend to use the minimal residual method or mr-ii over the classical conjugate gradient method. The main reason for this is the need for nonstandard stopping rules to maintain stability of the conjugate gradient iteration; with mr-ii one can base the stopping rule on the size of the residual according, say, to the discrepancy principle, which is the usual procedure in iterative algorithms (see 6] for these results and further details, which go beyond the scope of the present paper).
When a Krylov subspace method like mr-ii is applied to the preconditioned (or rather, postconditioned) problem TQ z = y ; x = Q z ; and then x k = Q z k . By construction of Q , x k can be viewed as approximate solution of the linear system Tx = z k , and z k in turn approximates the right-hand side y. Since Q is chosen in such a way that TQ resembles the prolate matrix A we may expect that the above Krylov space is close to the corresponding Krylov space of A . For moderate values of k, i.e., k = o(log n), this subspace essentially consists of (approximate) eigenfunctions of A from the signal subspace, a typical representative being in the top left plot of Fig. 2 . Therefore, in case that y represents a signal, it follows that x k is the solution corresponding to a right-hand side z k , which is an (essentially) bandlimited approximation of y. If more iterations are carried out, noisy components like in the bottom left plot of Fig. 2 will corrupt the reconstructions.
1D analysis of the preconditioner
We now state and prove the main result on the preconditioned problem. This refers to the one-dimensional setting as described in the previous section. A brief sketch of how to extend these results to two-dimensional problems can be found in Sect. 5.
Theorem 1 Let " be a positive threshold, 0 < " < 1, and f be a continuous real symmetric, 2 -periodic function which satis es (11) for some 2 (0; ). De ne g by (10) . If T and Q are the n n Toeplitz matrices corresponding to the symbols f and g , respectively, then we have TQ = A + R + E ; (12) where A is the n n prolate matrix of (4), kEk ", and the rank of R depends only on "
but not on n.
Proof. For the proof we cannot use the technique in 1] since in our applications the symbol f is not strictly positive. Rather we resort to a technique developed by Malinen 11] .
To this end we need to introduce some additional notation: Given a 2 -periodic function
with norm
kM f] k kfk := ess sup f : (14) Furthermore, with a slight abuse of the notation (3) 
With these de nitions the Toeplitz matrix T of (7) with continuous symbol f of (8) satis es the identity
To verify this, multiply both sides of (16) (5), and it follows from (14) and from the de nition of g , in particular from (11) With its di erent proof, Theorem 1 extends Lemma 3 of Chan and Ng 1] to the case of Toeplitz matrices with non-positive symbols. In fact, if f were positive and " is smaller than the minimum of f then this would lead to the limiting case = by virtue of (11), and hence g = 1=f throughout; moreover, since = , we have A = I in this special case. Another comment concerns matrix R in this theorem. It should be emphasized that although the rank of R is independent of n this does not mean that the role of R in the decomposition (12) vanishes as n ! 1. Rather, R represents a certain limitation within which the inverse of a Toeplitz matrix T (or its modi cation) can again be approximated by Toeplitz matrices, whatever the size of T may be.
Using Theorem 1 and Slepian's Theorem A on the spectrum of the prolate matrix, together with the Courant-Fischer minmax principle, we immediately obtain: Corollary 1 Given T and Q as in Theorem 1 for some " 2 (0; 1), then there are at most O(log n) eigenvalues of the product matrix TQ outside two clusters of size " around = 0 and = 1.
This means that mr-ii will require at most O(log n) iterations to retrieve all relevant signal components from the given data.
Implementation
The key issue in the numerical implementation is the computation of g { or an approximation of it { since f is rarely given analytically. Several possible settings have been described by Chan and Ng 1]; we restrict our attention to just one of these, which is the one we used in our own numerical computations.
To begin, recall that the signi cant amount of work per iteration for preconditioned mr-ii comes from the two matrix vector multiplications with the given matrix T and the preconditioner matrix Q . Both are Toeplitz matrices, and for moderate to large values of n the cheapest way of doing the matrix vector multiplication is by embedding each Toeplitz matrix into a circulant matrix of twice the size. For example, given T as in (7) there is a uniquely de ned matrix R 2 C n n with zero diagonal such that
is a symmetric circulant matrix, i.e., C is the circulant matrix with rst column c = t 0 ; : : :; t n?1 ; 0; t n?1 ; : : : ; t 1 ] T 2 C 2n : (20) To compute Tx for some x 2 C n one can extend x by zeros to a vectorx 2 C 2n , and then the rst n components of Cx contain the desired vector Tx; the computation of Cx can be realized in O(n log n) operations using 2n-dimensional ffts. When T is sparse, for instance banded, then it may be cheaper to implement Tx in the usual way; however, even for a sparse matrix T the preconditioner Q will not be sparse in general and therefore the preconditioner should be implemented in the aforementioned way.
Since the columns of the adjoint F 2n of the Fourier matrix F 2n of (9) are the eigenvectors of C it follows that the corresponding eigenvalues are where f n is the best trigonometric polynomial approximation of f of degree n.
It is now a natural idea to use the values f n (k =n), k = 0; : : : ; 2n ?1, instead of f( ) for the de nition of an approximation g n of g in (10), i.e., g n (k =n) = ( 1=f n (k =n) ; k < k 1 or k > k 2 ; 1 ; k 1 k k 2 ;
where k 1 and k 2 are such that k > "=2 ; k < k 1 or k > k 2 ; j k j " ;
Note that there is a unique trigonometric polynomial g n of degree n interpolating the given function values g n (k =n), k = 0; : : : ; 2n ?1, and the corresponding 2n 2n circulant matrix Z with those eigenvalues is easily obtained from C by taking g n (k =n) instead of f n (k =n) as its eigenvalues. It should be emphasized at this point that the eigenvalues g n (k =n) of Z are all positive (in fact, they are bounded by 1 from below), and hence, the approximation of Q is positive de nite as the (1; 1) subblock matrix of the positive de nite matrix Z. This means that the mr-ii iteration with the corresponding preconditioner is well-de ned.
In this way there is no need to store the Toeplitz matrix Q or an approximation of it. In fact, we do not even need to form C or any other circulant matrix since the eigenvalues of C can easily be computed by doing an fft of its rst column c. This yields the following algorithm:
Determine the rst column c of C as de ned in (20) . Compute the eigenvalues k of C by doing an fft of c. Determine k 1 and k 2 from (23) and collect the corresponding numbers g n (k =n), k = 0; : : : ; 2n ? 1, in a vector z 2 C 2n . The n n principal submatrix of the circulant matrix Z 2 C 2n 2n with rst column z is an approximation of Q . Note that the two vectors c and z as well as routines for the fft and its inverse are all that is required to compute matrix vector multiplications with T and Q .
We conclude this section with a few comments on how to choose " in (23). Of course, this is a delicate issue of the algorithm, and we have to admit that we do not have a nal answer for this problem. One approach that has been used successfully in 7] for circulant preconditioners, is based on the L-curve method (cf. 9]). A direct application of that approach to the Toeplitz preconditioner of this paper would proceed as follows. Given the known right hand side vector y, for each eigenvalue k , k = 0; 1; : : : ; 2n ? 1, denote by Q (k) the preconditioner obtained with " = k in (23), and compute jjx (k) jj 2 2 and jjr (k) jj 2 2 , where x (k) = Q (k) y and r (k) = y ? Q ?1 x (k) :
(By Q we mean the preconditioner obtained by taking = , i.e., no truncation.) With these norm values, the L-curve then consists of a log-log plot of jjx (k) jj 2 2 versus jjr (k) jj 2 2 :
(24)
For larger values of " = k the solutions x (k) have norm typically on the same order as x, while the residual tends to decrease as k decreases. Thus, this part of the plot remains relatively at. As " = k is further decreased, more components of the noise subspace begin to corrupt x (k) , so that its norm begins to grow large. Moreover, jjr (k) jj 2 typically approaches the noise level where it essentially remains constant as " is further decreased. Therefore the plot begins to rise at some point, and thus has a distinct L-shaped appearance. The value of k corresponding to the corner of the L typically provides a reasonable truncation level ".
We note that in the case of circulant preconditioners, the quantities jjx (k) jj 2 2 and jjr (k) jj 2 2 can be easily computed in O(n) arithmetic operations; see 7] for further details. In our case, however, Q (k) is a Toeplitz matrix, and Q ?1 is not known explicitly (and, more importantly, cannot be easily computed). Therefore we modify this approach as follows. Let C be the extended circulant matrix given in equation (19), and let " = k , k = 0; 1; : : : ; 2n ? 1. We then obtain an estimate for a good truncation level by using the L-curve scheme based on the values: jjx (k) jj 2 2 and jjr (k) jj 2 2 ;
with as in (19) , and (k) the diagonal matrix with entries As will be demonstrated in our numerical experiments, each approach provided a good approximation to ". 
This leads to hermitian block matrices of n n blocks, the blocks being the same on each block-diagonal and being itself Toeplitz matrices of size n n. We call these matrices block Toeplitz with Toeplitz blocks (bttb). Problems with this structure appear frequently in image restoration, and one is tempted to ask whether the 1D approach has a natural generalization to two dimensions. As far as the motivating example in Sect. 1 is concerned, there is indeed a paper by Slepian 16] where he considers the spectra of bttb matrices whose symbol is the characteristic function of a circle centered at the origin. Somewhat easier, however, and su cient for the present purpose is the case when the symbol is the characteristic function of a rectangle centered at the origin. This case is investigated in the following lemma.
Lemma 1 Let the symbol of the n 2 n 2 bttb matrix A be the characteristic function of ? ; ] 2 . Then A is symmetric and its spectrum is contained in (0; 1). Moreover, for each " 2 (0; 1) there are only O(n log n) eigenvalues of A which lie outside of two intervals of length " around = 0 and = 1. where a jjj are the entries of the prolate matrix A of (4). Then 2 ( ; ) = 1 ( ) 1 ( ), and hence, the expansion coe cients a j;k of 2 are given by a j;k = a jjj a jkj . From this it follows that A is the tensor product A = A A , and the eigenvalues f j;k g of A are given by j;k = j k ; j; k = 0; : : :; n ? 1 ; where j , j = 0; : : : ; n ? 1, are the eigenvalues of the prolate matrix A . Since at most O(log n) of these are outside the two intervals (0; ") and (1 ? "; 1) by Theorem A, the assertion follows readily. 
the following theorem can be proved.
Theorem 2 Let " be a positive threshold, 0 < " < 1, and f be a continuous real symmetric, doubly 2 -periodic function which satis es (26) for some 2 (0; ). De ne g by (27). If T and Q are the n 2 n 2 bttb matrices corresponding to the symbols f and g, respectively, then there are integers q and r that depend on " but not on n, such that
where A is the n 2 n 2 2D version of the prolate matrix described in Lemma 1, kEk ", and the rank of R is bounded by 2(r + q)n.
The proof of this theorem is analogous to that of Theorem 1, and so the details are omitted. With this theorem, the following corollary is immediate.
Corollary 2 Given T and Q as in Theorem 2 and " 2 (0; 1), then there are at most O(n log n) eigenvalues of the product matrix T Q outside two clusters of size " around = 0 and = 1.
Note that this corollary implies that mr-ii will require at most O(n log n) iterations to retrieve all relevant signal components from the given data. We admit this is not a result one hopes to prove, since we would like the number of iterations to be independent of n. However, we note that our numerical experiments indicate that the bound is extremely pessimistic for the problems in image restoration that we are considering.
Finally, we remark that implementation for two-dimensional problems is similar to the one-dimensional case: E cient matrix-vector multiplications of bttb matrices using 2D ffts is a fairly straightforward, and well known, extension of the one-dimensional case.
Somewhat more intriguing is the application of the L-curve method for choosing " in 2D. In the one-dimensional case, discussed at the end of Sect. 4, we suggested three possibilities for extending y toỹ:ỹ where r(Y ) (resp., c(Y )) is the array obtained by reversing the rows (resp., columns) of Y .
For further details, we suggest the tutorial description provided in 7, Section 5] and the references therein.
Numerical results
To illustrate the theoretical properties of the preconditioner, we use the mr-ii method to restore a degraded 256 256 image, shown in Fig. 3c . The true image is shown in Fig. 3a , and the point spread function representing the blur is shown in Fig. 3b In order to solve this problem using mr-ii with the Toeplitz approximate inverse preconditioner, we must rst determine an appropriate truncation level ". We do this using the L-curve method, as described at the end of Sect. 4. Recall that we suggested three ways in which to extend Y toỸ . The L-curves for each of these are shown in Fig. 4 . To illustrate these thresholds, it is worthwhile to look at the eigenvalues k of the embedding block circulant matrix. Recall from (21) that those eigenvalues are the values of a trigonometric polynomial f n of degree n which approximates the symbol f of the BTTB matrix. The di erence here is that everything is 2D; in particular, the eigenvalues correspond to the values of f n over an equidistant mesh covering a 2D interval of size 2 in either dimension. Fig. 5 shows the values of f n over (? ; ) 2 using a logarithmic scale. The interior of each one of the three solid lines in this gure is the region in which f n lies above the corresponding threshold " of (29). Since those regions are small neighborhoods of the origin it becomes clear that only high frequencies are cut out to build the preconditioner.
Using each of the thresholds " of (29) to construct the Toeplitz approximate inverse preconditioner, we applied the mr-ii method to the blurred image. To determine the performance of the preconditioner, and to see which choice ofỸ produces the best value of " for this problem, we plot the relative errors at each iteration of mr-ii using the Toeplitz approximate inverse preconditioner for each of the three values of " along with the relative errors when no preconditioning is used. These are shown in Fig. 6 ; the bottom plot shows the performance of the circulant preconditioner from 7] for the same problem.
We see that the best solution, in terms of relative errors, occurs at iteration 17 when no preconditioning is used (the error at this point is 0.3536). However, by using the Toeplitz approximate inverse preconditioner with any of the three values of ", we are able to reduce the error substantially in just 2 iterations. This is roughly the same as with the circulant preconditioner studied in 7], although the iteration with the latter diverges somewhat earlier than with the Toeplitz approximate inverse preconditioners. For completeness we list the We see that, with " = 0:0154, two iterations of preconditioned mr-ii yield a restoration with a relative error near that of the best unpreconditioned restoration. In Fig. 7 we show the computed restorations after two iterations with and without preconditioning, as well as the best unpreconditioned solution.
Concluding Remarks
The standard approach to preconditioning is to nd an approximation of the coe cient matrix (or its inverse) so that the spectrum of the preconditioned system is clustered around one. For ill-posed problems, though, this is a delicate problem: if the preconditioner is a good approximation to the coe cient matrix, then it will be ill-conditioned, and hence each step of the iterative method will be unstable. On the other hand, if the preconditioner is a poor approximation, then it will not be very e ective in reducing the number of iterations. showing that the preconditioned system clusters only the spectrum associated with the socalled signal subspace. The main contribution of the present paper is to show that analogous theoretical properties can hold for other types of preconditioners. In order to accomplish this, we established a relationship between the preconditioned system and the prolate matrix (see Thms. 1 and 2), rather than the typical approach of showing that the preconditioned system approximates the identity matrix. Our numerical results veri ed the good theoretical convergence properties of the new preconditioner for a realistic test problem.
