We consider the slot-synchronized collision channel without feedback, in which K active users all transmit their packets to one sink. It is assumed that the channel has the ability of the multiple-packet reception (MPR), i.e., can accommodate at most γ (1 ≤ γ < K) simultaneous transmissions. Each user accesses the channel following a specific periodical zero-one pattern, called the protocol sequence, and transmits a packet if and only if the sequence value is equal to one. The fluctuation in throughput is incurred by random relative delay offsets among the beginning of protocol sequences due to the lack of feedback. Shift-invariant (SI) sequences form an important class of protocol sequences which enjoy perfect crosscorrelation property. It was proved that they can produce zero-variance throughput for γ = 1. In this paper we investigate a broader class of protocol sequences which have zero-variance throughput considering MPR, but may have non-perfect crosscorrelation property. Such protocol sequences are said to be throughput-invariant (TI). First, we derive the value of constant individual throughput of TI sequences for any γ. Second, lower bounds on the sequence period for any γ are presented. Third, we prove that SI sequences are indeed TI for any γ, and the shortest SI sequences are optimal for any γ < K in the sense that the sequence period achieves the lower bound. Lastly, it is shown that SI property is intrinsic for TI sequences in some cases.
I. INTRODUCTION

A. System Model
As the model studied in this paper is based on the slot-synchronized collision channel without feedback (CCw/oFB) [1] , we recall some of the basic concepts here. This class of channel model finds many applications in wireless sensor networks such as f-MAC [2] and topology-transparent schedules [3] . There are K active users and one sink. The channel is time slotted. The packet length is fixed and occupies exactly a slot. Each user knows the slot boundaries and transmits its every packet within a channel slot, however, does not know the time offsets of the others. Generally, there are time delay offsets among these K users. The channel access is done by assigning each user a deterministic binary sequence which is periodic. It is called protocol sequence [1] . The sequence of user i is
where L is the common sequence period of all K sequences. Also it has a relative shift τ i , which is a random integer measured in the unit of slot duration. User i transmits a packet at slot t if s i (t + τ i ) = 1, and keeps silent if s i (t + τ i ) = 0. The addition by τ i is in modulo L. The channel noise is not considered here. A packet can be received correctly if no other packets are being transmitted at the same slot. If two or more users transmit simultaneously, a collision occurs.
Recently, advanced reception techniques at the physical layer, such as antenna arrays, CDMA technique and beamforming algorithms, are employed to allow the channel to accommodate multiple communications. In multiple-packet reception (MPR) model, it is assumed that the channel has the ability to support at most γ (1 ≤ γ < K) simultaneous transmissions. Exactly speaking, all packets in a collision can be received error-free whenever there are at most γ involved packets. Otherwise, no packet can be recovered. It is noted that if γ = K, then obviously all packets can be transmitted successfully, and there is no need for coordination of channel access. Thus the case of γ = K is not considered in this paper. When γ = 1, the MPR model is reduced to the single-packet reception (SPR) one in which no packets can be recovered from a collision. We refer to γ as the MPR capability which was commonly assumed in [4] - [6] of the recent literature for studying random schemes under MPR. The effective throughput of a user under the MPR capability γ is defined as the fraction of packets it can send without suffering any collision in which more than γ users are involved. The variation in relative offsets among the users yields variation in throughput. If the throughput of each user is constant and independent of any relative delay offsets, then the K sequences employed are said to be throughput-invariant (TI).
B. Related Work
The capacity of the collision channel without feedback under MPR is analyzed in [7] , however, with the assumption that all collided packets have a fixed probability of being recovered, which is different from the MPR capability discussed here. To the authors' knowledge, there is no work on the behavior of protocol sequences considering the MPR capability γ > 1. The previous studies [8] - [13] all assumed that γ = 1. Protocol sequences in [8] - [12] can respectively provide a positive throughput guarantee with probability one in the worst-case, in contrast to the random schemes. In order to maximize the worst-case throughput for γ = 1, Shum et al. [13] proposed shift-invariant (SI) sequences which have perfect crosscorrelation property, and proved that they are TI for γ = 1. However, the question of whether there exist TI sequences for γ = 1 which are not SI has not been answered. Moreover, when γ > 1, the impact of MPR capability on TI property and design of TI sequences is also not explored.
C. Contributions
In this paper, we investigate TI protocol sequences for any MPR capability γ. After setting up some necessary definitions and preliminaries in Section II, we present analysis to: 1) derive the value of zero-variance throughput for any γ in Section III; 2) establish lower bounds on the period of TI sequences for any γ in Section IV; 3) in Section V prove that the shortest SI sequences are optimal TI sequences for any γ in the sense that the sequence period achieves the lower bound; 4) and in Section VI show that TI sequences must be SI for some cases. Our work can also be viewed as a generalization of results in [13] .
II. DEFINITIONS AND NOTATIONS
We consider K binary sequences s 1 , s 2 , . . . , s K of common period L. The offset of user i is τ i for i = 1, 2, . . . , K.
Definition 1.
The duty factor f i of s i is defined as the fraction of ones of s i in a period, for i = 1, 2, . . . , K, i.e.,
The cyclic shift of s by τ is denoted by
The t-th bit of s (τ ) is denoted by s(t + τ ).
Definition 2.
Let b i ∈ {0, 1} for all i. The throughput of user i is defined as
in which q = j =i b j and N(b 1 , . . . , b K |s
K ) denotes the number of time indices t, 0 ≤ t < L, such that s i (t + τ i ) = b i for all i. This computes the fraction of time slots in which at most γ users including user i are transmitting.
We say these K binary sequences are TI for the MPR capability γ if the throughput of user i is zerovariance for any i, i.e., R i (τ 1 , τ 2 , . . . , τ K ) is a constant function of τ 1 , τ 2 , . . . , τ K for any i. For simplicity, we sometimes use R i to denote the throughput of user i. To avoid the uninteresting cases, in this paper we only consider TI sequences that ensure R i is bigger than zero for any i.
Definition 3.
We identify the K users with
An element in O K corresponds to an ordered tuple of users. For A = (i 1 , i 2 , . . . , i n ) ∈ O K , the generalized Hamming crosscorrelation associated with A is defined as
Given an ordered tuple A ∈ O K , then H(τ i 1 , . . . , τ in ; A) is said to be SI if it is equal to a constant for any τ i 1 , . . . , τ in .
A sequence set is said to be SI [13] 
A sequence set is said to be pairwise SI [14] if
III. ZERO-VARIANCE THROUGHPUT In this section, we generalize the result in [13, Thm. 3] for γ = 1 to those for 1 ≤ γ < K. The following is a generalization of elementary property for Hamming crosscorrelation.
Lemma 1 ( [13, Lemma 2]). Suppose that s
. . .
Theorem 2. Let s 1 , s 2 , . . . , s K be K TI protocol sequences for the MPR capability γ (1 ≤ γ < K) with duty factors f 1 , f 2 , . . . , f K respectively. Then we have
Proof: Suppose that the delay offsets of the K users are (τ 1 , τ 2 , . . . , τ K ). For purposes only of our proof, we now specify τ 1 , τ 2 , . . . , τ K are independent and uniformly distributed random variables that are equally likely to take on any of L values: 0, 1, . . . , L−1. After taking the expectation over (τ 1 , τ 2 , . . . , τ K ), we obtain the average throughput of user i as the following:
where q = j =i b i . The equation (4) directly follows from the definition of the throughput of user i. The equation (5) is due to Lemma 1. Furthermore, since R i (τ 1 , . . . , τ K ) is a constant function of τ 1 , . . . , τ K , we know it must be equal to its average value. This completes the proof. When γ = 1, we obtain that
Furthermore, for the symmetric case that each user has the same duty factor f , each user has the throughput:
The system throughput in the symmetric case is plotted in Fig. 1 for 10 ≤ K ≤ 50 with γ = 1, 5, 10 and f = 1/10, 1/20, respectively. We can see from the expression (6) that there is an optimal duty factor for maximizing the throughput of a given user number. For γ = 1 the optimal value is 1/K, but for the other cases the closed-form expression is difficult to obtain. See numerical results of optimal f in Fig. 2 for K = 20 and γ = 1, 2, 3, 5, 8, 10, 12, 15.
IV. LOWER BOUND ON MINIMUM PERIOD
Long sequence period would bring instability of throughput on a short-time scale. We thus derive lower bounds on the period of TI protocol sequences for any γ in this section. Let gcd(x, y) denote the greatest common divisor of x and y.
We have a general definition on a given set of sequences.
Definition 4. Given a set of K binary sequences, we divide it into two parts:
. . , τ M ) denote the number of time indices t such that there are exactly i '1's among
Similarly, for The symmetric duty factor
The system throughput γ=1 γ=2 γ=3 γ=5 γ=8 γ=10 γ=12 γ=15 
Note that λ M (τ 1 , . . . , τ M ) = H(τ 1 , . . . , τ M ; (1, . . . , M)). 
can always been found since there are at most γ − 1 all-one sequences in G 2 for the case 1 ≤ γ < K following Proposition 3. More precisely, assume in G 2 that there are exactly h all-one sequences. Then we cyclic shift some γ − h − 1 non all-one sequences such that the first time slot of them are all equal to one, and cyclic shift the remaining sequences such that the first time slot of them are all equal to zero. Thus one sees there are exactly γ − 1 ones in the first time slot.
Define T 1 as:
and T 2 as:
We assume the relative shift between G 1 and G 2 is uniformly distributed in 0, 1, . . . , L − 1. After taking the expectation over this relative shift, by the elementary property of Hamming crosscorrelation, we have the following:
The proof of (8) is relegated to Appendix A. Now we change the pair of relative shifts from (τ 1 , τ 2 ) to (τ
By the fact that
Since R 1 + R 2 is zero-variance, by (7) and (8), we have
Then from (9) and (10) we furthermore obtain σ θ γ−1 (τ * 3 , . . . , τ * K ) = 0, which implies that σ = 0 because of the choice of τ * 3 , . . . , τ * K . Thus, λ 2 (τ 1 , τ 2 ) is a constant function of τ 1 , τ 2 .
Since λ 2 (τ 1 , τ 2 ) = H(τ 1 , τ 2 ; (1, 2)) and the choice of s 1 , s 2 is arbitrary, we conclude that these K sequences are pairwise SI for any γ < K.
Theorem 5 ( [14, Thm. 1]). The common period of any set of K pairwise SI sequences with duty factors
n i /d i , where gcd(n i , d i ) = 1 for all i, is divisible by d 1 d 2 · · · d K . In particular, the minimum common period is at least d 1 d 2 · · · d K .
Theorem 6. Let γ be an integer with 1 ≤ γ < K. If a set of K binary sequences with duty factors
Proof: It directly follows from Theorem 4 and Theorem 5.
V. OPTIMAL CONSTRUCTION Shum et al. [13] showed that any SI sequence set is TI for the ordinary model (i.e., γ = 1). In this section, we extend this property to general γ by means of the following result. a constant function of τ 1 , . . . , τ K .
Theorem 8. If a sequence set is SI, then it is TI for any MPR capability γ.
Proof: From (1), we obtain that the throughput R i (τ 1 , τ 2 , . . . , τ K ) can be computed only in terms of
K ) for some particular choices of b 1 , . . . , b K . By Theorem 7, we find each term of the above is a constant function of τ 1 , . . . , τ K if the sequence set is SI. Thus R i (τ 1 , τ 2 , . . . , τ K ) is also a constant function of τ 1 , . . . , τ K , which implies that a SI sequence set must be TI for any γ.
Theorem 8 asserts that SI sequences can be used as zero-variance throughput achieving scheme for any MPR capability. With the duty factors n i /d i , where gcd(n i , d i ) = 1 for all i, the construction of SI sequences in [13] has the common period
An interesting fact is that this construction indeed produces optimal TI sequences for any 1 ≤ γ < K in the sense that the period achieves the lower bound in Theorem 6. Interested readers are referred to [13] for more details of construction for SI sequences.
Example: The following are three sequences of period 27 with duty factors 2/3, 1/3 and 1/3: One can check that, for all τ 1 , τ 2 and τ 3 , the values of the Hamming crosscorrelations are H(τ 1 , τ 2 ; (1, 2)) = 6, H(τ 2 , τ 3 ; (2, 3)) = 3, H(τ 1 , τ 3 ; (1, 3)) = 6 and H(τ 1 , τ 2 , τ 3 ; (1, 2, 3)) = 2. Thus the sequence set is SI. It can produce zero-variance individual throughput for any MPR capability and thus is also TI. We have R 1 = 8/27, R 2 = R 3 = 1/27 for γ = 1 and R 1 = 16/27, R 2 = R 3 = 7/27 for γ = 2 which are both in accordance with Theorem 2. Its period is 27 and achieves the lower bound presented in Theorem 6 for γ = 1, 2.
VI. STRUCTURAL THEOREM Theorem 4 asserts that the TI sequences must be pairwise SI for any γ. In this section, we further prove that they are SI for some cases.
For some special duty factors, we have the following result: Proof: Directly follows from Theorem 4 and Theorem 9. This result implies interesting structures for optimal TI sequences. If duty factors of the sequences satisfy some technical conditions, then SI sequence set is the only choice for an optimal construction.
We continue our study on the structural theorem for other cases beginning with the following proposition.
Proposition 11. Let γ be any integer such that 1 ≤ γ < K. If a set of K binary sequences is TI for the MPR capability γ and any subset of K − 1 sequences is SI, then these K sequences are SI.
Proof: In this proof, A is referred to be an element in O K . Given a set of relative shifts τ 1 , . . . , τ K , by the principle of inclusion-and-exclusion, we have
H(τ j : j ∈ A; A)
Since H(τ j : j ∈ A; A) is SI for |A| < K and R i (τ 1 , . . . , τ K ) is zero-variance by the condition, we find that H(τ j : j ∈ K; K) is also SI. Therefore, H(τ j : j ∈ A; A) is SI for every A in K, which implies the entire sequence set is SI.
The main theme of this section is to investigate the necessary conditions for a TI sequence set for the MPR capability γ to be SI. We need to recall some definitions introduced earlier.
The notations in Definition 4 are adopted here: the sequence set is G 1 ∪ G 2 with |G 1 | = M and |G 2 | = K − M, where 1 < M < K, and the two statistics λ and θ are associated with G 1 and G 2 , respectively. It must be noted that the division of G 1 ∪ G 2 is arbitrary.
Consider two distinct M tuples:
to denote the change of the value λ i . Especially let δ = δ M . We have the followings. 
Proof: For j = 1, 2, . . . , M −1, let Φ j be a collection of all order pairs ({i 1 , i 2 , . . . , i j }; t), 1 ≤ i j ≤ M, such that each s i k (t + τ i k ) = 1 for k = 1, 2, . . . , j. We shall count the cardinality of Φ j in two ways. By the definition of λ i , we have
On the other hand, Φ j computes all Hamming crosscorrelations among every j sequences in G 1 . Since each M − 1 sequences of G 1 is SI, we have
where A ∈ O M . This implies that |Φ j | is a constant function of τ 1 , . . . , τ j . Therefore, we have
Finally, the result follows by plugging j = M − 1, M − 2, . . . , 1 into (12) 
Proof: Let R i be the individual throughput associated with s i . Similar to the arguments in (7) - (8), after taking the expectation over the relative shift between G 1 and G 2 , we have
which is a constant function of the relative shifts τ 1 , . . . , τ M due to the zero-variance of R 1 + · · · + R M . Now, consider that the relative shifts of the sequences in
By Lemma 12 and (13), we have
Thus we complete the proof. We further have the followings. Corollary 14. Suppose G 1 ∪ G 2 is TI for the MPR capability γ, and any set of M − 1 sequences out of it is SI. Then
Note that θ γ−i (τ By assuming K > 2, above equation can be simplified to
There are two cases: 
D. The case of
For lager γ, we first define
By the same argument in previous subsections, (13) can be rewritten as
and then Corollary 14 can be replaced by the following.
Corollary 19.
We finally obtain the following results in parallel with Theorems 16, 17 and 18. The proof is identical and is omitted here. 
VII. CONCLUSION
In this paper, we investigate a collision MPR channel without feedback. The TI sequence set with the property that the individual throughput is zero-variance for any relative delay offsets is studied. We derive the value of zero-variance throughput and present lower bounds on the period of TI sequences for any MPR capability γ. Besides, we examine the relation between TI sequences and SI sequences which were merely proved to be TI for γ = 1. It is shown in this paper that SI sequences must be TI for any γ and the shortest SI sequences are indeed optimal. In addition, we explore the structure theorem of TI sequences and prove that they must be pairwise SI for any γ and SI in some cases.
APPENDIX
A. Proof of (8)
We first construct the following four binary sequences: (i) s α 1 (t) = 1 if and only if s 1 (t + τ 1 ) + s 2 (t + τ 2 ) = 1 for all 0 ≤ t ≤ L − 1; (ii) s α 2 (t) = 1 if and only if s 1 (t + τ 1 ) = s 2 (t + τ 2 ) = 1 for all 0 ≤ t ≤ L − 1; (iii) s β 1 (t) = 1 if and only if This implies E(T 2 ) = λ 2 (τ 1 , τ 2 )θ ≤γ−2 (τ * 3 , . . . , τ * K )/L.
