We identify a new class of hard 3-SAT instances, namely a random 3-SAT problems having exactly one solution and as few clauses as possible. It is numerically shown that the running time of complete methods as well as of local search algorithms for such problems is larger than for random instances around the phase transition point. We therefore provide instances with an exponential complexity in the so-called "easy" region, below the critical value of m/n. This puts a new light on the connection between the phase transition phenomenon and NP-completeness.
Introduction
Propositional satisfiability problems are one of the most studied problems in computer science. The most prominent one is 3-satisfiability (3-SAT) problem. It consists of determining if there exists an assignment of truth values to a set of boolean variables such that a given 3-SAT formula is satisfied. A 3-SAT formula involving n variables is a conjunction (logical AND) of m clauses, each clause being a disjunction (logical OR) of 3 literals (a literal is a variable or its negation). 3-SAT problem is important from theoretical as well as from practical point of view. On the theoretical side, it is a paradigmatic example of a NPcomplete (NPC) problem. Historically, it was the first problem to be shown by Cook (1971) to belong to NPC class. Algorithmic complexity of 3-SAT problem is connected to various computational complexity issues, most notably to the famous "P=NP?" question which is one of the most important unsolved problems in mathematics and computer science (Cook, 2000) . On the practical side, 3-SAT solving algorithms are used in e.g. planning (Kautz & Selman, 1992) and scheduling (Crawford & Baker, 1994) . Because any circuit involving logical operations can be converted to a 3-SAT formula they are also used for verification of microprocessors (e. g., Velev & Bryant, 2001; Bjesse, Leonard, & Mokkedem, 2001 ). 3-SAT solving can also be related to a deductive reasoning: given a set of facts (statements) φ, a new statement C can be deduced if a union φ ∪ {¬C} is not satisfiable, i.e. we arrive at the contradiction assuming the negation ¬C. In fact, modern algorithms for 3-SAT are so good that it is sometimes better to convert a problem to 3-SAT and use a fast 3-SAT solver than to use algorithms directly working on the problem. An example is a Latin square problem 1 (Achlioptas, Gomes, Kautz, & Selman, 2000) .
Having hard 2 3-SAT instances at hand is important for several reasons. It might help in understanding what makes 3-SAT problems, and generally NPC ones, so difficult at all. Hard instances are also actively sought for algorithm testing, enabling the design 1. A Latin square is a N × N table with each entry having a definite color (out of N different colors) such that all entries in a row or a column are of different colors. 2. By hard we mean exponential scaling of the running time with the problem size.
of better algorithms. There are basically two classes of 3-SAT instances used in testing. Those coming from the real world applications mentioned above and artificially generated problems that are thought to be hard. For the later ones one usually uses the so-called random 3-SAT instances. Important discovery was that among random 3-SAT instances hard ones are found around the phase transition. Such phase transition-like behavior is thought to be directly related to NPC problems. It is believed that for NPC problems one typically has a pattern of "easy-hard-easy" problem difficulty as some parameter is varied, with the hardest instances occuring around the phase transition.
In this work we will present strong indications that the hardest 3-SAT instances are actually not found around the phase transition. This has several important consequences. It puts the whole paradigm of phase transitions and NPC problems into new perspective. It also gives us some hints on the computational complexity of problems off the phase transition and last, it provides a new class of hard 3-SAT instances. We have to mention that at present our result has one drawback. We are unable to generate very large instances. This we think can be remedied in the future by employing more advanced generating methods. This paper is mainly intended to be a proof of the principles study and as a motivating point for further research. Let us first give an exact definition of 3-SAT problem and of random 3-SAT formulas.
Random 3-SAT
3-SAT formula is a logical statement involving n boolean variables b i . It consists of m clauses C i in conjunction (logical AND = ∧),
where each clause C i is a disjunction (logical OR = ∨) of 3 literals, where a literal is a variable b i or its negation ¬b i (logical NOT= ¬). The problem is to decide whether a given 3-SAT formula, denoted by φ, is satisfiable, i.e. whether there exists a prescription of variables b i such that φ is true. Such prescription is called a solution, the number of which will be denoted by r. A given prescription of all variables will be called a state. When speaking about the time complexity of a certain algorithm one has to specify an ensemble of 3-SAT instances. The most common method of generating hard 3-SAT instances is to randomly draw clauses. That is for each random clause we draw three different random variables and negate each with the probability 1 2 . The number of different clauses is therefore s = 8 n 3 . We also make sure that all clauses C i are different. Note that this is actually not important for large n as the probability to draw random formula φ not having all clauses
and so goes to zero with increasing n at a constant ratio m/n (e.g. it is η ≈ 0.09 for n = 40).
Next, we review the known facts about the random 3-SAT ensemble with the stress on the phase transition phenomena.
Phase transition in 3-SAT
The fact that a given problem belongs to a NPC class does not automatically mean that all instances of such problem are hard to solve. Just on the contrary, typically most instances are easy to solve, but becouse the computational complexity is defined in terms of the worst case performance the hard ones matter. It has been conjectured (Cheeseman, Kanefsky, & Taylor, 1991) that NPC problems have an order parameter and that hard instances are found around the critical value of this parameter where a phase transition takes place, separating underconstrained problems from overconstrained ones. For random 3-SAT problems it has been established Crawford & Auton, 1993; Selman, Mitchell, & Levesque, 1996) that the relevant parameter is a ratio of the number of clauses and the number of variables, the so-called clause density α = m/n. At a certain value of m/n the running time of the DPLL algorithm is greatly increased for random instances, see e.g. figure 7 . The transition point at α c ≈ 4.25 was found to lay exactly at the value where there is 1 2 probability to draw a solvable instance. See review by Cook and Mitchell (1997) for references about the location of the transition point. Below this critical α c random problems are satisfiable as they are underconstrained (and have many solutions), while above the transition point they are unsatisfiable because they are overconstrained. The width of the transition region has been show to decrease as ∼ 1/n 2/3 with the number of variables n (Kirkpatrick & Selman, 1994) .
A very fruitful approach to 3-SAT problem is to convert is to a spin glass system and then use various powerful statistical methods. One can convert a given 3-SAT formula to a Hamiltonian (classical) by the following simple prescription: for each variable b i a spin variable S i is assigned with the value S i = 1 corresponding to b i = 1 and S i = −1 for b i = 0. The Hamiltonian, whose expectation value counts the number of unsatisfied clauses by a state, is a sum of terms for each clause
where the rule for the Hamiltonian H C i describing the clause C i can be best seen from an example,
i. e. the signs in front of spin variables are determined by clauses. A solution will therefore have energy 0, and the question of satisfiability is translated into the question about the ground state of H with energy zero. Statistical methods have been used to estimate α c and to show that the number of solutions just below the transition point is exponentially large (Monasson & Zecchina, 1996) , so the transition is reminiscent of a discontinuous (1st order) phase transition in statistical physics. Ferromagnetic phase transition in a spin glass has also been exploited to generate hard satisfiable 3-SAT instances in the overconstrained region, m/n > α c (Barthel, Hartmann, Leone, Ricci-Tersenghi, Weigt, & Zecchina, 2002) . The hardness of instances at the transition point has been connected with the discontinuous occurrence of a "backbone". A backbone is a set of variables that is fully constrained, i.e. has the same value in all solutions. Below α c the backbone is zero, while it is nonzero (and bounded away from zero) above α c (Monasson, Zecchina, Kirkpatrick, Selman, & Troyansky, 1999) . If the backbone is large and the problem is overconstrained a backtracking algorithm will quickly "realize" it made a wrong assignment. On the other hand if the backbone is small and the problem is underconstrained there are many "good" beginning assignments which will lead to the solution.
Most of the studies of random 3-SAT problem have been concerned with the computational cost at a constant n as a function of the ratio m/n, where the characteristic phase transition-like curve is observed ( figure 7 ). This is in a way surprising because for the computational complexity it is the scaling of running time as the problem size increases which is important, i.e. changing n at fixed m/n. The exponential scaling with n has been numerically observed near the critical point (Crawford & Auton, 1993 as well as above it (albeit with a smaller exponent). Recently the scaling with n has been studied and the transition from polynomial to exponential complexity has been observed below α c , indicating that hard instances might not be found just around the phase transition (Coarfa, Demopoulos, San Miguel Aguirre, Subramanian, & Vardi, 2003) .
There are indeed more indications that the story of NPC problems might not be entirely described by the phase transition scenario. There are even rigorous mathematical statements that point in this direction. On one hand Chvátal and Szemerédi (1988) showed that the size of the resolution tree for unsatisfiable instances in the overconstrained region grows exponentially, meaning that there are hard problems also in the overconstrained region and not just near the phase transition 3 . Another interesting result in this respect is by Saks (1998, 2002) . They proved that an ordered DPLL algorithm 4 needs exponential time 2 Ω(n/α) to find a resolution proof of an unsatisfiable 3-SAT instance. Note that the coefficient of exponential dependence increases with decreasing clause density α = m/n. Shorter unsatisfiable instances are therefore harder than the longer ones. Even stronger result has been shown by Achlioptas, Beame, and Molloy (2004) . They proved that ordered DPLL takes exponential time for random 3-SAT with m/n > 3.81. This is important because the value 3.81 lays below the experimentally established critical α c ≈ 4.25. The only mathematical drawback is that the best present proved bounds for the critical α are 3.42 for satisfiability border (Kaporis, Kirousis, & Lalas, 2002) and 4.506 for unsatisfiability border (Dubois, Boufkhad, & Mandler, 2003) , therefore 3.42 < α c < 4.506. There is also experimental evidence that there are hard problems also below the transition point α c . Such instances have been identified also in the graph coloring problem (Hogg & Williams, 1994) . For 3-SAT problem instances in the underconstrained region that are harder than those at the transition point have been found by Walsh (1994, 1996) . Similar study by Crawford and Auton (1996) on the other hand revealed no such hard problems. Later we will give an explanation for this discrepancy. Hard instances in the underconstrained region can be generated by embedding a smaller unsatisfiable subproblem (Bayardo & Schrag, 1996) .
All this numerical and exact results indicate that the transition point α c might not be so special with regard to the hardness of 3-SAT problems. Hard instances can be found also below and above the critical α c . In the following we are going to show that short 3-SAT instances having only one solution indeed constitute a class of such hard instances. As we will see they are in fact harder than the instances at the transition. Showing this is the aim of this paper.
3-SAT instances with one solution
If one looks at the probability to get 3-SAT instance with r solutions among a random ensemble, figure 1, one sees that below the transition point typical random 3-SAT has many solutions, while in the overconstrained region there are no solutions. In fact, the number of solutions in the underconstrained region grows exponentially with n and this is the reason why such instances are easy to solve, causing the scaling of the running time to be polynomial rather than exponential as it is for hard instances around α c . From now on we will concentrate instead on 3-SAT instances having exactly one solution, r = 1, and with small number of clauses, i.e. small clause density m/n. We will choose the density to be m/n = 3. The reason to choose such short instances is that as we will see they are very hard to solve. We will give justification for such choice after presenting the scaling of running time of various algorithms. For now let us just say that problems with only one solution are in a way "closest" to the problems having no solution. For such unsatisfiable formulas we have seen there are indications that they are harder the shorter they are. In addition there have been numerical suggestions (Clark, Frank, Gent, MacIntyre, Tomov, & Walsh, 1996; Singer, Gent, & Smaill, 2000) that problems with small number of solutions are indeed hard for local search algorithms. Such hard instances with exactly one solution have been overlooked so far because they are extremely rare if we consider random 3-SAT ensemble. The probability p(r = 1) do draw such an instance among random 3-SAT formulas decreases exponentially with n at fixed m/n. This can be seen in figure 2, where we fix clause density at m/n = 3. This is the reason why their complexity does not show in the average behavior usually studied. Exponential rareness also explains seemingly contradicting findings by Walsh (1994, 1996) and Crawford and Auton (1996) . While in the former hard instances below α c have been found, no such instances were found in the later study. The reason is that the later study used 3-SAT formulas with larger n and thereby hard instances were much more rare. Frequency of 3-SAT formulas, i.e. the inverse probability to get such a formula, with exactly r = 1 solution among random instances at m/n = 3. Each point is an average over 100 instances. Line is an exponential fit ≈ 2.3e 0.4n .
We obtained random 3-SAT instances with r = 1 solution by simply filtering randomly generated formulas trough a 3-SAT solver keeping only those with r = 1. The fact that such instances are rare, thereby making such generating process exponentially slow in n, limited us to problems of relatively small size n ≤ 40. For instance, to generate 1000 random 3-SAT instances with n = 40, r = 1 and m/n = 3 we had to solve approximately 2 · 10 10 randomly generated problems. Note that people have already studied generation of satisfiable instances having one solution. Examples are for instance Latin square problem (Achlioptas et al., 2000) or transforming a circuit for factorization into 3-SAT formula (Horie & Watanabe, 1996) . All these methods generate 3-SAT formulae with m growing faster than linearly with n, and therefore not having a constant density. Also a straightforward conversion of other NPC problems to 3-SAT typically leads to instances with increasing density (Cadolia & Schaerf, 2005) . Still, converting in a smart way one of the many known NPC problems (Garey & Johnson, 1979) to 3-SAT with one solution could possible be one way to generate instances with constant m/n. We have to mention that some obvious ways to generate 3-SAT problems with r = 1 and small m/n, like e.g. transforming a summation circuit to 3-SAT or enlarging a small 3-SAT instance with r = 1 by adding clauses that preserve a given solution, do not result in hard problems because of their special structure that makes them rather trivial to solve.
Another important property of 3-SAT formulas with r = 1 and small m/n is that there is a large number of states that violate only one clause. We will call a state (a prescription of boolean values to all variables) that violates only one clause an excited state. The number of such excited states is important for complexity of finding a solution because they are "almost" solutions and therefore if there are many they can "deceive" the algorithm into wrong regions of state space. They can effectively shadow out the single correct solution. In figure 3 we show how the number of this excited states changes with n for different m/n for random 3-SAT instances with r = 1 solution. As one can see, the number of excited states grows exponentially with n for m/n = 3, while the growth is slower for larger m/n close to the transition point. We believe that this exponential growth is responsible for the hardness of problems. Actually we have been drawn to 3-SAT problems with one solution while studying quantum adiabatic algorithm for solving 3-SAT. Quantum adiabatic algorithms attracted attention because there has been numerical evidence (for small problems) that the scaling of their running time for instances around the phase transition is only quadratic in the size of the problem (Farhi, Goldstone, Gutman, Lapan, Lundgren, & Preda, 2001 ). Contrary to that, the scaling for instances with r = 1 and small m/n (again of small size) seems to to be rather exponential (Žnidarič, 2005) . For the present status of quantum algorithms see e.g. overview by Shor (2004) . Exponential growth can be seen for m/n = 3, while for m/n = 5 and 4.5 (around the phase transition) their number is much smaller and the functional form of the growth can not be established. Line is an exponential fit ≈ 8.2e 0.21n . Each point is an average over 10000 instances of random 3-SAT with r = 1 solution.
Scaling of running time
In this section we will present the main result of the paper, the analysis of running time of various 3-SAT solving algorithms on random 3-SAT instances with r = 1 solution and m/n = 3. Let us first describe the algorithms we are going to use.
Algorithms used
We will test several algorithms for solving 3-SAT problem. Generally there are two classes of algorithms : (i) a complete ones that are able to find a solution as well as prove unsatisfiability for unsatisfiable formulas. They terminate after a finite number of steps, either finding a solution or proving unsatisfiability. (ii) incomplete algorithms which can only find a solution but can not prove unsatisfiability. In principle they have no terminating condition and can therefore be used only on satisfiable formulas on which they can perform better than complete algorithms. Typically they employ some sort of localized random search. The most popular complete method is the algorithm found by Davis, Logemann, and Loveland (1962) . It is called also DPLL algorithm (sometimes also just DP algorithm) because it is based on an earlier algorithm by Davis and Putnam (1960) . DPLL is a backtracking depth-first algorithm. It assigns truth values to variables and simplifies the formula. The simplification of formula φ when assigning TRUE value to a single literal v consists of deleting clauses that are satisfied by the truth assignment, i.e. contain literal v, and deleting all literals contradicting the assignment in other clauses, i.e. all occurrences of ¬v. The algorithm therefore descends along the state tree by recursive calls until it either finds a solution or encounters a contradiction, i.e. an empty clause occurs. In the later case it backtracks by changing a previously made variable assignment. The number of recursive calls of DPLL procedure is a good measure of running time. There are different variants of DPLL algorithm depending on the variable-selection rule, i.e. on the heuristics how we choose the next variable whose value we assign. In the basic DPLL variant, described in figure 4 , we pick the first variable in the first unsatisfied clause. Note that such choice is by no means optimal, we choose it for its simplicity becouse we are not interested in the actual speed but just in the scaling of running time with the size of the formulae. We have checked that the same qualitative results are obtained also for more advanced variable-selection rules, like for example "smart heuristics" where we pick a variable with a maximal number of occurrences in a minimum size clauses. To illustrate DPLL algorithm we can plot a search tree as shown in figure 5 . A search tree for 3-SAT instance with n = 26 variables and m/n = 3, having exactly one solution, r = 1, is shown. The number of excited states is d = 2616. Top picture is for ordinary DPLL algorithm (used also for other numerics) and in the bottom one we show just for comparison a DPLL algorithm with "smart heuristics" (for the same 3-SAT instance). Each vertex denotes a state with a certain number of assigned variables, the number of which is printed next to the vertex. In all search tree figures the number of assigned variables, i.e. the search tree depth, is also indicated by a vertex color. The algorithm therefore starts from the white vertex with the number 0 and ends at the black vertex with the number 26, denoting a state which is a solution of 3-SAT formula. The number of DPLL calls needed to find a solution for ordinary DPLL is 278 and for DPLL with "smart heuristics" it is 75. The number of DPLL calls is equal to the number of vertices in the search tree. While the number of DPLL calls changes by using different heuristics for variable-selection rule, the structure of the search tree remains qualitatively the same (figure 5). All search trees in this paper have been plotted using the network analysis program called "Pajek" (Batagelj & Mrvar, 2003) .
DPLL algorithm
Nowadays there are many modern algorithms that are much faster than the original DPLL one although most of them are still based on a DPLL idea. Each year a competition for SAT solvers is organized comparing their performance on artificial and industrial SAT problems (Hoos & Stützle, 2002 ). We will mention only two programs which are among the best ones and which we also tested. The first one is called SATO 5 by H. Zhang (Zhang, 1997) . SATO is based on DPLL but uses different splitting rule and also uses "intelligent backjumping", meaning that it must not backtrack step by step but can jump over several steps. The second one is Chaff 6 by the Princeton group (Moskewicz, Madigan, Zhao, Zhang, & Malik, 2001) . Chaff is also based on DPLL and uses advanced variable-selection rule and fast data management routines.
GSAT algorithm
GSAT algorithm, together with its random walk extension Selman & Kautz, 1993; Selman, Kautz, & Cohen, 1994) , is among the most widely studied incomplete algorithms. At the beginning of the algorithm we randomly draw a state, i.e. choose a random assignment of variables. Then at each step we change the truth value (flip) one variable. For local search methods we need a cost function that will measure 5. We used SATO v. 4.1. 6. We used zChaff v. II. Figure 5 : Search tree of a DPLL algorithm for 3-SAT instance with n = 26 and m/n = 3 having one solution, r = 1. Color of vertices and numbers denote the number of assigned variables. The top picture is for DPLL algorithm as described in figure 4 while the bottom one is for DPLL with "smart heuristics" for variable-selection rule (described in text).
Algorithm: GSAT(φ) input : set of clauses φ output: returns solution for i=1 to M AX T RIES do S ← random assignement; for j=1 to M AX F LIP S do if S is solution of φ then return "solution found"; x=RANDOM(1); if (x < p) then /* RANDOM step */; v ← random variable; else /* GSAT step */; v ← such variable that the number of clauses in φ satisfied by (S with v fliped) is the largest; end S ← S with v fliped; end end how good different flips are, so that we can choose the best one at each step. In the original GSAT algorithm ) the cost function is the number of satisfied clauses. So the variable selected for flipping is the one which leads to the state with the largest number of satisfied clauses (even if the cost increases relative to the previous state). This is repeated until a solution is found or a certain number M AX F LIP S of flips is made. In the later case we restart a process from a new random initial assignment. GSAT can be improved by adding random walk steps. In the algorithm we use and is described in figure 6 we flip a random variable with probability p and make an ordinary GSAT step with probability 1 − p. For our implementation we choose p = 0.3. A good measure of running time is the number of flips made until a solution is found. Because we will always test GSAT algorithm on 3-SAT instances having at least one solution, r ≥ 1, the M AX T RIES parameter in our algorithm has been set sufficiently large so that the solution was always found. Note that the actual running time depends on the setting of M AX F LIP S. We have set it to M AX F LIP S = 500, but similar results are obtained also for other values (also for linearly increasing M AX F LIP S ∝ n).
Running time at constant n
We will first present the usual plots of the dependence of running time on m/n at constant n. The data for DPLL algorithm are shown in figure 7 . In addition to the curve for random instances usually shown we also plot one for random instances with r = 1 solution and for random instances with r ≥ 1 solutions. We can clearly see that the running time of instances with exactly one solution increases with decreasing m/n and gets in fact larger for sufficiently small clause density than for instances around the phase transition point. In the figure we plot the average running time (together with the error bars for the standard In the inset is shown the maximal running time (same three data sets) out of 1000 instances used for each point. All is for n = 30. deviation) but the same quantitative result are obtained also for the median running time.
As shown in figure 8 , a similar result is obtained also for the more advanced SATO algorithm. For Chaff algorithm the difference between the running time for all three sets of random instances is very small so we do not show the corresponding figure. This is due to the fact that for small n = 30 used here the algorithm is not yet in its asymptotic regime. The running time curve for arbitrary r does not yet exhibit a phase transition like shape (this is reached only for n > 50). In figure 9 we show the results for GSAT algorithm with random walk extension (figure 6 ). Here we rather show the median time (qualitatively similar results are obtained for the average) as it is less susceptible to the value of M AX F LIP S parameter. Observe that in all three figures not just the average (median) time but also the maximal running time is larger for m/n = 3 and r = 1 than for instances around the transition point. We should note that the increase of complexity for unsatisfiable instance at m/n < α c could already be observed in figure 3 shown in Selman et al. (1996) . Here we are discussing satisfiable instances though.
Running time at constant m/n
As we have seen from figures 7,8 and 9 the instances having only one solution at m/n = 3 are harder than instances at the transition point. The real question however is, what happens in the limit n → ∞. It could just as well happen that the phase transition peak increases faster than the complexity of those new hard instances at m/n = 3. As we will see this does not happen. In figure 10 we show the scaling for DPLL algorithm. From the behavior of the average as well as the maximal running time we can clearly see that problems with r = 1 Figure 9: Median running time for GSAT algorithm (figure 6) for random 3-SAT with r = 1 solution (blue stars) and r ≥ 1 solution (green full squares). In the inset is shown the maximal running time (same three data sets) out of 1000 instances used for each point. All is for n = 30.
and m/n = 3 are indeed harder. What is more important, the exponent of the increase is larger for random 3-SAT instances with one solution and therefore the difference in running time gets larger with increasing n. Similar scaling is observed also for SATO algorithm in figure 11 . Becouse this algorithms is faster we would need larger n for the difference to become larger. The scaling of GSAT algorithm (figure 6) is shown in figure 12 . The behavior is very similar to the one for DPLL algorithm. For maximal n = 40 considered, the mean number of flips for random 3-SAT instances with r = 1 and m/n = 3 is approximately 25 times larger than for random 3-SAT instances with r ≥ 1 at the critical m/n = 4.5. The difference again increases with increasing n.
For Chaff algorithm we again do not show the figure. The difference between instances with m/n = 3, r = 1 and m/n = 4.5, r = arb. is very small for the same reason already mentioned. For n = 40 the average number of decisions (corresponding to the number of branches for SATO or DPLL calls) is ≈ 26.7 for instances with r = 1, m/n = 3 and ≈ 26.4 for r = arb., m/n = 4.5. Note that in all figures the rate of increase of the average (median) time is self consistently approximately the same at for the maximal time. Figure 10: Scaling of the running time for DPLL algorithm. Two lower sets of data are for average running time for r = 1 at m/n = 3 (green empty squares) and arbitrary r at m/n = 4.5 (red empty circles). Two upper sets are maximal running times (from 1000 instances) for r = 1, m/n = 3 (violet full squares) and arbitrary r at m/n = 4.4 (blue full circles). Two full lines are exponentials ≈ 11e 0.11n (lower) and ≈ 42e 0.11n (upper). Two dashed lines are ≈ 10e 0.13n (lower) and ≈ 32e 0.15n (upper).
Heuristic explanation
Any complete method, like DPLL for instance, must do exhaustive search in the state tree until a contradiction is encountered and the algorithm must backtrack. If assignments made are such that we are descending towards an excited state which violates only one clause, a contradiction will occur only after we make an assignment of all three variables occurring in this clause. This can possibly occur very deep within the tree, causing large backtrackings. In fact there is a sub-exponential probability that this three crucial assignments are made very late, e.g. assuming a random variable selection (and no unit or pure-literal rule) in DPLL algorithm the probability to first draw remaining n − 3 variables, thereby descending to the bottom of the tree, is (n − 3)!3!/n! ≍ 6/n 3 . On the other hand the number of excited states is exponential, causing exponentially many such large backtracks. Therefore, is is reasonable to expect that the running time will also be exponential. Simply said, the excited states "fake" the algorithm into descending along the wrong branches. This can be seen in figure 13 where the same search tree is plotted as in figure 5 , only this time the numbers next to vertices denote the number of excited states in the sub-tree below the vertex. We can see, that the long branches are usually correlated with the large number of excited states. As a consequence, the search tree is large with many long branches. On the other hand, for a typical instance from the phase transition and arbitrary r the search tree is smaller. This can be seen in figure 14 where a search tree for 3-SAT instance with n = 26, m/n = 4.5 and having no solutions is shown. The number of excited states is d = 3 and DPLL algorithm needs 208 steps to prove unsatisfiability. Compare this with an instance shown in the top figure 5 where we had r = 1, m/n = 3 and the DPLL algorithm needed 278 steps. We show these two search trees just to illustrate the difference for not very large n = 26. One can argue also differently: assuming a random truth assignment of the first assigned variable in a DPLL-like algorithm, one will with probability Similarly, the running time is expected to be exponential also for incomplete local search methods. For such algorithms the exponential number of excited states will effectively shadow out the single real solution. To illustrate this we show in figure 15 the structure of excited states and solutions for two representative instances with n = 12. Excited states are red circles, solutions are white. The states with the Hamming distance 1 (differing in the value of only one variable) are connected with a line. The positions of vertices are determined by the minimization of the elastic energy between all pairs of vertices (the socalled Kamada-Kawai graph). The optimal distance between each pair is equal to their Hamming distance. Therefore, the distances between the vertices are correlated with the Hamming distances between the corresponding states. On the left we show an instance with r = 3 and m/n = 4.5, having d = 28 excited states. On the right is a "hard" instance with r = 1, m/n = 3 and having d = 80 excited states. Note that in the later case there are more states that are "close" to the solution.
To circumvent the exponential complexity the algorithm would have to efficiently distinguish between an exponentially many states violating only one clause and a single solution satisfying all clauses. This can not of course be excluded for some yet to be found smart choice of moves or a smart variable-selection rule in a DPLL-like algorithm, but it seems unlikely because there is simply very few information available which the algorithm could use in its heuristics. Remember that we are concentrating on the underconstrained instances having as few clauses as possible.
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Conclusions
We identified a new class of hard 3-SAT instances. These are random 3-SAT instances having only one solution and as small number of clauses as possible. The scaling of running time for such instances is found to be exponential for complete (e.g. DPLL) and incomplete (e.g. GSAT) algorithms. What is more, they seem to be harder than the instances found around the phase transition point and the number of steps needed for their solution also increases faster with the problem size. They have been overlooked so far because they are exponentially rare. The reason for the difficulty of such problems lies in the exponential number of states that violate only one clause. We have to mention that at present we are able to generate such hard instances only for relatively small sizes n < 40. This study should serve as a motivation to devise more efficient methods for generating small problems having only one solution.
The findings put some of the known results into slightly different perspective. As hard instances can obviously be found for all values of phase transition parameter m/n and the hardest are in fact found much below the transition, the whole connection between the phase transition phenomena and NPC problems seems not to be as strong as originally thought. If one studies random 3-SAT instances with a fixed number of solutions, e.g. a single solution, no phase transition is observed. The occurrence of increased complexity at the critical clause density m/n for random instances is connected with the combinatorics of different number of solutions as m/n is varied. The result could also provide insight into proving lower bounds on the transition between polynomial and exponential complexity. In fact, the result presented suggest that there is no such border for an ensemble of random 3-SAT instances with only one solution.
