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Resumen En este art´ıculo1 presentamos una aproximacio´n para la de-
teccio´n Automa´tica de Entidades en textos legales, y su aplicacio´n al
corpus InfoLeg. La aproximacio´n se basa en diversas te´cnicas de Ex-
traccio´n de Informacio´n, entre ellas Aprendizaje Automa´tico a partir de
ejemplos y reglas creadas manualmente.
Presentamos un ana´lisis de los diferentes tipos de entidades que se en-
cuentran en los textos, sus realizaciones lingu¨´ısticas y sus dificultades
para el ana´lisis automa´tico. El disen˜o de la solucio´n se basa en las difi-
cultades propias de estas entidades.
En la fase actual de desarrollo de la aproximacio´n hemos anotado ma-
nualmente una porcio´n del corpus y hemos desarrollado reglas para ano-
tar casos sencillos automa´ticamente. Hemos entrenado y evaluado una
aproximacio´n basada en aprendizaje automa´tico para casos sencillos, con
resultados muy prometedores.
1. Introduccio´n y Motivacio´n
En la pra´ctica legal, el acceso inteligente a la documentacio´n de todo tipo
(leyes, jurisprudencia, etc.) es un importante capital. Un acceso ra´pido, preciso
y que garantice exhaustividad puede hacer una gran diferencia entre un e´xito
o un fracaso judicial, adema´s de reducir significativamente el esfuerzo requerido
para obtener toda la informacio´n relevante para llevar adelante una accio´n.
En los u´ltimos an˜os han crecido en nu´mero y capacidades las iniciativas
comerciales que proveen acceso inteligente a la informacio´n o incluso servicios
ma´s proactivos, como automatismos para tratar casos fuertemente tipificados.
Sin embargo, la mayor parte de estas iniciativas se han desarrollado para el
1 Parte del trabajo publicado en este art´ıculo fue financiado por el programa de inves-
tigacio´n e innovacio´n Horizonte 2020 de la Unio´n Europea, en el marco del proyecto
MIREL: MIning and REasoning with Legal texts, No 690974 del programa RISE -
Marie Skodowska-Curie.
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entorno de Estados Unidos o la Unio´n Europea, mientras que los desarrollos para
Argentina y su regio´n son mucho ma´s superficiales. Por otro lado, la mayor parte
de estas iniciativas son privadas, con un elevado coste, lo cual causa desigualdad
en el acceso a la justicia.
El sistema jur´ıdico argentino se beneficiar´ıa fuertemente de la aplicacio´n de
me´todos de inteligencia artificial para el acceso a la documentacio´n legal. Efecti-
vamente, el sistema argentino se caracteriza por una amplia dispersio´n normati-
va. Esto se evidencia en el elevado nu´mero de leyes que se han ido promulgando
(si bien no todas esta´n vigentes), situacio´n que se ve aumentada por las constan-
tes modificaciones, ampliaciones o complementaciones que muchas de esas leyes
experimentan. A esta circunstancia se suman los innumerables decretos y reso-
luciones administrativas que d´ıa a d´ıa son emitidas por los organismos estatales,
que definen o le otorgan mayor precisio´n a la aplicacio´n de aquellas leyes, y que
por ende deben ser tenidos en cuenta para lograr una entendimiento cabal de
co´mo operan los derechos y obligaciones, as´ı como los procesos y operaciones de
diversa ı´ndole contemplados en los cuerpos normativos.
Sin embargo, aquella dispersio´n normativa no es el u´nico obsta´culo para el
acceso a la informacio´n en nuestro sistema legal. A esta situacio´n se suman los
recurrentes reenv´ıos que un cuerpo normativo, un decreto o una resolucio´n ad-
ministrativa realizan a otras disposiciones legales, lo cual muchas veces dificulta
o torna engorroso el ana´lisis o entendimiento correcto de la norma en cuestio´n.
Esto se agrave au´n ma´s si la normativa a la cual se esta´ reenviando no es de
ra´pido y fa´cil acceso para su lectura, por ejemplo, porque el art´ıculo o el cuerpo
normativo al cual se esta´ reenviando no se encuentra hipervinculado en formato
electro´nico.
De ah´ı la importancia de poder aplicar herramientas de Inteligencia Artificial
tales como las propuestas en este documento, que coadyuvan a la reduccio´n del
tiempo en la bu´squeda y ana´lisis de la informacio´n. Gracias a lo cual se puede
mejorar el estudio y ana´lisis de los cuerpos legales, as´ı como la toma de decisiones
a la hora de resolver un caso; elevando la rentabilidad y eficacia del trabajo
efectuado.
El procesamiento automa´tico del lenguaje humano o lenguaje natural (PLN)
ha producido grandes avances en el acceso inteligente a la informacio´n. Gracias
a estos avances se responden con gran precisio´n preguntas sobre la ubicacio´n de
una direccio´n en un mapa, las horas en las que se desarrolla un especta´culo o
el autor de un libro. En algunos dominios restringidos, como por ejemplo el de
los art´ıculos cient´ıficos sobre temas de ciencias de la vida, se pueden contestar
preguntas sobre interacciones entre entidades complejas como por ejemplo si un
gen se expresa en la presencia de un determinado compuesto qu´ımico.
El dominio legal se puede beneficiar tambie´n de estos avances en las te´cnicas
de PLN para mejorar la exhaustividad y precisio´n en el acceso a la informacio´n.
Algunas de las utilidades que se podr´ıan implementar son:
Tratamiento automa´tico y exhaustivo de una gran cantidad de documentos
legales.
Generacio´n automa´tica de hiperv´ınculos entre documentos.
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Integracio´n de textos de diferente tipo, por ejemplo, normas y sentencias.
Identificacio´n automa´tica de entidades relevantes para indexacio´n y recupe-
racio´n de documentos.
Facilitar la lectura de los textos identificando secciones, entidades relevantes,
etc.
Aumento de la bu´squeda por palabras clave mediante palabras relacionadas
como sino´nimos, hipero´nimos, temas, etc.
Recomendacio´n de textos relacionados, no solamente por relaciones de re-
env´ıo sino tambie´n por semejanza sema´ntica.
Sin embargo, hay que tener en cuenta que las te´cnicas automa´ticas de PLN
conllevan una tasa de error debida a la ambigu¨edad propia del lenguaje humano.
Aunque en los textos de dominio legal esta ambigu¨edad es ma´s acotada que en
textos ma´s informales, sigue existiendo un nivel de vaguedad que es propio del
lenguaje humano. Por esta razo´n es necesario delimitar bien los objetivos de
las aplicaciones, conocer la casu´ıstica de los textos a tratar, disen˜ar soluciones
que tengan en cuenta los feno´menos textuales concretos y las capacidades de las
te´cnicas de PLN, evaluar las diferentes propuestas e implementar soluciones con
diferentes grados de fiabilidad.
En este art´ıculo presentamos una propuesta para aplicar te´cnicas de reconoci-
miento y clasificacio´n de entidades nombradas (NERC, por sus siglas en ingle´s)
al corpus InfoLeg [1]. El corpus InfoLeg es una base de documentos digitales
normativos nacionales: leyes, decisiones administrativas, decretos, resoluciones,
disposiciones, acordadas y todo acto administrativo publicado en la primera sec-
cio´n del Bolet´ın Oficial de la Repu´blica Argentina desde mayo 1997, ma´s la
normativa referenciada. Se encuentra disponible pu´blicamente2, y actualmente
cuenta con un sistema de bu´squeda mediante el nu´mero y tipo de norma o bien
por el texto literal de los documentos.
El objetivo primario de esta propuesta es desarrollar una herramienta para
identificar automa´ticamente en este corpus entidades como leyes, principios, sen-
tencias, modificatorias, etc. Dependiendo del tipo de entidad, se podra´n aplicar
acciones como establecer automa´ticamente hiperv´ınculos desde el texto donde se
menciona una ley al documento de la ley. El mismo procedimiento se puede apli-
car para modificatorias, resoluciones, sentencias previas, jurisprudencia de todo
tipo, etc. Para entidades del tipo institucio´n, se pueden establecer hiperv´ınculos
a la pa´gina de la institucio´n. Para conceptos ma´s abstractos se puede hipervin-
cular la pa´gina correspondiente de la Wikipedia. Tambie´n se pueden usar las
entidades nombradas para recomendar textos con las mismas entidades, o bien
para expandir la bu´squeda por palabras clave usando ontolog´ıas a las que se
asocian las entidades.
Esta propuesta se encuentra en desarrollo, habie´ndose completado ya una
primera fase de ana´lisis de los feno´menos lingu¨´ısticos y una segunda fase de
anotacio´n preliminar de textos para realizar la prueba de concepto. Despue´s
de esta primera fase, aplicaremos y evaluaremos diferentes aproximaciones para
obtener una herramienta automa´tica para identificar entidades nombradas.
2 http://www.infoleg.gob.ar/
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El resto de este art´ıculo se organiza como sigue: en la siguiente seccio´n pre-
sentamos trabajo relacionado al que estamos desarrollando. Despue´s seguimos
con una descripcio´n del corpus InfoLeg y una delimitacio´n de la casu´ıstica de
entidades que pretendemos tratar, con sus dificultades y potenciales. En la sec-
cio´n 5 presentamos la solucio´n propuesta, y seguimos con una descripcio´n de la
anotacio´n manual que se ha llevado a cabo hasta el momento. Finalizamos con
el trabajo que estamos realizando en estos momentos y las fases de desarrollo
posterior.
2. Trabajo Relacionado
Las posibilidades ofrecidas por los me´todos de procesamiento automa´tico del
lenguaje natural en el contexto del a´mbito legal han sido investigadas en diver-
sos trabajos previos. En particular, se destacan las te´cnicas de reconocimiento
de entidades realizadas sobre legislacio´n gubernamental, resoluciones judiciales
o patentes. Por ejemplo, Dozier et al. [2] emplean una combinacio´n de me´todos
(diccionarios, reglas y me´todos estad´ısticos) para identificar nombres de jueces,
abogados, compan˜´ıas, jurisdicciones y juzgados. En los casos de Nanda et al. [3]
y Surdeanu et al. [4] se emplean campos aleatorios condicionales (CRF por sus
siglas en ingle´s: conditional random fields) para reconocer entidades, con la sal-
vedad que en el caso de Surdeanu et al, se apunta a reconocer menciones de
entidades que se encuentran anidadas dentro de entidades de otros tipos.
El paso siguiente al reconocimiento de entidades, aunque no siempre presen-
te, es la vinculacio´n de la entidad reconocida con un elemento o concepto en una
ontolog´ıa o base de conocimiento, tal como se lleva a cabo dentro del contexto
legal en [3,2,5]. Si bien existen ontolog´ıas dentro del dominio legal, tales como
DOLCE+ [6], LRI-Core [7], LKIF [8], ELTS [9], o LegalRuleML [10], las mismas
so´lo comprenden conjuntos pequen˜os de conceptos legales o so´lo poseen descrip-
ciones de conceptos a niveles abstractos sin contar con la necesaria instanciacio´n
en conceptos ma´s especificos. Dado el alto costo humano que requiere el disen˜o
y modificacio´n de una ontolog´ıa de dominio espec´ıfico, se ha visto la necesidad
de enriquecer las ontolog´ıas a trave´s de enfoques computacionales [11,12,13,14].
Estos trabajos emplean una combinacio´n de me´todos estad´ısticos y aprendizaje
supervisado, apoya´ndose en ciertos casos en otras ontolog´ıas o bases de conoci-
miento de propo´sito general como YAGO y Wikipedia.
Au´n cuando la cantidad de herramientas de software abierto y trabajos de
investigacio´n sobre aplicaciones no es tan amplia dentro del dominio legal como s´ı
lo es en otros dominios, advertimos los beneficios de las te´cnicas de procesamiento
de lenguaje para dicho dominio. En particular, el reconocimiento de entidades
en texto facilita el desarrollo de aplicaciones que hacen uso de los conceptos
extra´ıdos. Uno de ellos son los motores de bu´squeda sema´nticos, los cuales uno de
los objetivos es lograr ma´xima cobertura (recall) en el resultado de las bu´squedas
[15,16,17,18]. Otro ejemplo es la simplificacio´n o resumen automa´tico de grandes
porciones de texto, en donde la identificacio´n de conceptos importantes facilita
la seleccio´n de las porciones de texto con mayor relevancia [19,20]. Los sistemas
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de recomendacio´n tambie´n permitir´ıan hacer uso de conceptos reconocidos para
la sugerencia de otros documentos o conceptos relacionados [21]. Finalmente, la
exploracio´n interactiva de grandes volu´menes de datos puede facilitarse mediante
la extraccio´n de conceptos de relevancia y su posterior visualizacio´n tal como se
realiza por ejemplo en Collins et al. [22] o en Ekstrom y Lau [23].
3. El corpus InfoLeg
Segu´n la informacio´n brindada desde la pa´gina web de InfoLeg, el mismo “es
una base de datos legislativos del Ministerio de Justicia y Derechos Humanos de
la Nacio´n, Ministerio que administra adema´s el Sistema Argentino de Informa-
cio´n Jur´ıdica (SAIJ)”[1]. En dicha base de datos es posible encontrar en forma
digitalizada diversos tipos de documentaciones legales como: leyes, decretos, re-
soluciones administrativas, disposiciones “y todo acto que en s´ı mismo establezca
su publicacio´n obligatoria en la primera seccio´n del Bolet´ın Oficial de la Repu´bli-
ca Argentina”. El objetivo de esta base de datos es lograr la recopilacio´n de los
cuerpos normativos que integran el sistema jur´ıdico argentino, privilegiando “el
acceso gratuito, oportuno, ra´pido, y sencillo a la informacio´n, como as´ı tambie´n
a todos los otros servicios que se prestan tales como: consulta y asistencia docu-
mental, bu´squedas especializadas en bases de datos legislativas y extranjeras a
trave´s de Internet, enlaces a bases de datos externas, capacitacio´n y asistencia
te´cnica, pre´stamos, reprograf´ıa, etc.”.
Si bien esta herramienta constituye un recurso muy u´til tanto para el ejerci-
cio profesional como para el ana´lisis y estudio de la normativa nacional, tambie´n
presenta algunas limitaciones. Una de las limitaciones ma´s evidentes es que si
bien en el texto algunas de las entidades mencionadas se encuentras hipervin-
culadas, sobretodo cuando se trata de leyes modificatorias o complementarias,
las mismas esta´n contempladas por fuera del texto legal como una nota al pie
o un comentario, dejando mayoritariamente de lado a las referencias o reenv´ıos
que en el mismo texto se efectu´an. Es por ello que consideramos que agilizar´ıa
mucho la navegacio´n de los documentos hipervincular todos los reenv´ıos que
presenta el texto, teniendo en cuenta no so´lo entidades como leyes o decretos,
sino tambie´n otro tipo de entidades, tales como: resoluciones ministeriales, tra-
tados internacionales, co´digos, resoluciones administrativas, notas emitidas por
entidades pu´blicas, etc.
En la versio´n de InfoLeg que nos hemos descargado desde el servicio de Datos
Abiertos de la Nacio´n3 se encuentran 121.136 documentos, con un total de casi
159 millones de palabras y 47.662 hiperv´ınculos. De estos documentos, un 30 %
son resoluciones, un 10 % son decretos y un 4 % son leyes.
4. Delimitacio´n de Entidades a Tratar
Como dijimos, la delimitacio´n del problema a tratar es crucial para un abor-
daje o´ptimo. En esta seccio´n presentamos una descripcio´n de los diferentes tipos
3 http://www.datos.gob.ar/ca/dataset/base-infoleg-normativa-nacional
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de entidades que se encuentran en InfoLeg, su caracterizacio´n lingu¨´ıstica y las
dificultades que presentan su tratamiento automa´tico. En nuestro ana´lisis, he-
mos ordenado los diferentes tipos de entidades de menor a mayor proporcio´n de
error en el ana´lisis humano y automa´tico, para desarrollar una herramienta en
la que se pueda configurar el nivel de fiabilidad y cobertura de las anotaciones
resultantes.
Existen muy diversos tipos de entidades en los textos. En esta primera fase
nos hemos centrado en las entidades que son ma´s fa´cilmente reconocibles por
anotadores humanos y me´todos automa´ticos. De esta forma, conseguiremos tra-
tar en primer lugar entidades con alta fiabilidad (bajo error), y as´ı tener siempre
disponible una versio´n del sistema que puede dejar algunas entidades afuera pero
que identifica con alta fiabilidad las que s´ı identifica.
Este tipo de entidades ma´s fiables son principalmente documentos: leyes,
resoluciones, decretos, tratados, etc. Por ejemplo, en la Nota Externa 59/2009
de la Administracio´n Federal de Ingresos, Direccio´n General de Aduanas del 23
de Junio de 2009, es posible encontrar las siguientes entidades, que se muestran
subrayadas en el ejemplo:
Bs. As., 23/6/2009
VISTO la Resolucio´n del MINISTERIO DE ECONOMIA Y PRODUCCION No
127 del 10 de marzo de 2008, modificatoria de la Resolucio´n No
534 del 14 de julio de 2006, por la que se instruyo´ a la DIRECCION
GENERAL DE ADUANAS de la ADMINISTRACION FEDERAL DE INGRESOS PUBLICOS,
para que aplique como base de valoracio´n de las exportaciones
de gas natural el precio fijado para esta mercaderı´a por el CONVENIO
MARCO ENTRE LA REPUBLICA ARGENTINA Y LA REPUBLICA DE BOLIVIA
PARA LA VENTA DE GAS NATURAL Y LA REALIZACION DE PROYECTOS DE
INTEGRACION ENERGETICA, suscripto el 29 de junio de 2006.
En una segunda fase pasaremos a anotar entidades que se expresan en el
texto con ma´s vaguedad, como por ejemplo personas jur´ıdicas, roles, etc., as´ı
como entidades nombradas no espec´ıficas de dominio legal, como fechas, lugares,
cantidades, instituciones, etc. Aparecen subrayadas en el siguiente ejemplo:
Bs. As., 23/6/2009
VISTO la Resolucio´n del MINISTERIO DE ECONOMIA Y PRODUCCION No
127 del 10 de marzo de 2008, modificatoria de la Resolucio´n No
534 del 14 de julio de 2006, por la que se instruyo´ a la DIRECCION
GENERAL DE ADUANAS de la ADMINISTRACION FEDERAL DE INGRESOS PUBLICOS,
para que aplique como base de valoracio´n de las exportaciones
de gas natural el precio fijado para esta mercaderı´a por el CONVENIO
MARCO ENTRE LA REPUBLICA ARGENTINA Y LA REPUBLICA DE BOLIVIA
PARA LA VENTA DE GAS NATURAL Y LA REALIZACION DE PROYECTOS DE
INTEGRACION ENERGETICA, suscripto el 29 de junio de 2006.
Para esta tarea evaluaremos el desempen˜o de un identificador de entidades
nombradas gene´rico, ya entrenado para identificar este tipo de entidades tambie´n
gene´ricas, como por ejemplo el de Freeling [24].
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En una tercera fase anotaremos conceptos abstractos, como los que se ven
en el siguiente ejemplo:
Bs. As., 23/6/2009
VISTO la Resolucio´n del MINISTERIO DE ECONOMIA Y PRODUCCION No
127 del 10 de marzo de 2008, modificatoria de la Resolucio´n No
534 del 14 de julio de 2006, por la que se instruyo´ a la DIRECCION
GENERAL DE ADUANAS de la ADMINISTRACION FEDERAL DE INGRESOS PUBLICOS,
para que aplique como base de valoracio´n de las exportaciones
de gas natural el precio fijado para esta mercaderı´a por el CONVENIO
MARCO ENTRE LA REPUBLICA ARGENTINA Y LA REPUBLICA DE BOLIVIA
PARA LA VENTA DE GAS NATURAL Y LA REALIZACION DE PROYECTOS DE
INTEGRACION ENERGETICA, suscripto el 29 de junio de 2006.
En nuestra aproximacio´n, estos diferentes tipos de entidades sera´n tratados
de forma incremental, tanto por lo que respecta al desarrollo de la anotacio´n,
desarrollo de las herramientas espec´ıficas que los traten y aplicacio´n de las he-
rramientas que los identifican en texto.
Los conceptos ma´s abstractos tienen ma´s diversidad en su realizacio´n lingu¨´ısti-
ca, por lo tanto esperamos que los me´todos de aprendizaje basados en carac-
ter´ısticas superficiales tengan un rendimiento ma´s bajo. En cambio, esperamos
que los recientes me´todos proyectivos de aproximacio´n a la sema´ntica, como los
word embeddings [25], mejoren el rendimiento en el reconocimiento de este tipo
de entidades.
Como referencia para determinar si una expresio´n es una entidad nombrada
o no, hemos usado el diccionario Eurovoc4, un tesauro multilingu¨e usado para
indexacio´n de documentacio´n en la Unio´n Europea.
5. Descripcio´n de la Aproximacio´n
Nuestra propuesta para la identificacio´n automa´tica de entidades nombradas
puede verse resumida en el gra´fico de la Figura 1. Se trata de una aproximacio´n
h´ıbrida, que combina te´cnicas de aprendizaje automa´tico con reglas manuales,
aplicando la te´cnica ma´s adecuada al tipo de entidad, en una arquitectura de cas-
cada: los tipos de entidad ma´s fiables se tratan primero, aplicando mecanismos
espec´ıficos, y los tipos menos fiables se van tratando por nivel de fiabilidad des-
cendente, aplicando mecanismos cada vez ma´s gene´ricos, basados principalmente
en aprendizaje automa´tico a partir de corpus anotados.
Los principios ba´sicos del sistema son la modularidad y el diagno´stico de
fiabilidad. De esta forma, el usuario podra´ elegir obtener mayor fiabilidad en los
resultados o mayor cobertura de tipos de entidad, o directamente seleccionar el
tipo de entidades a tratar.
4 http://eurovoc.europa.eu/
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Figura 1. Arquitectura de la propuesta para el tratamiento automa´tico de entidades
nombradas en InfoLeg.
6. Evaluacio´n
Hemos implementado y evaluado una primer versio´n del clasificador de enti-
dades nombradas basado en aprendizaje automa´tico.
A partir del corpus etiquetado, se entreno´ y evaluo´ un detector de entida-
des nombradas de referencia, el Stanford CFG-NERC [26]. Se entreno´ con dos
corpus etiquetados diferentes: un corpus etiquetado mediante reglas desarrolla-
das manualmente y un corpus etiquetado totalmente manualmente. Describimos
ambos a continuacio´n, y finalmente describimos los resultados del clasificador
entrenado con cada uno de ellos.
6.1. Reglas manuales
Las reglas manuales tratan solamente las entidades que se expresan de forma
ma´s predecible en el texto, y solamente algunas de sus menciones, las que son
inambiguas, con las siguientes expresiones regulares, donde el pare´ntesis indica
la opcionalidad de No:
Ley (No) <dı´gito>
Decreto (No) <dı´gito>/<a~no>
Expediente (No) <dı´gito>/<a~no>
Resolucio´n (No) <dı´gito>/<a~no>
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Resolucio´n (No) <dı´gito>
Disposicio´n (No) <dı´gito>/<a~no>
Artı´culo <dı´gito>
Estas reglas se implementan mediante expresiones regulares y se aplican me-
diante correspondencia de patrones. No tienen error porque solamente se aplican
a casos inambiguos, pero s´ı pueden tener problemas de cobertura, ya que pueden
no identificar entidades que se nombran con patrones distintos.
Se aplicaron estas reglas sobre el corpus completo de InfoLeg, y se recono-
cieron ma´s de 120.000 entidades. Luego este corpus se dividio´ en dos mitades de
ma´s o menos el mismo taman˜o, una para entrenamiento y otra para evaluacio´n.
6.2. Anotacio´n manual de entidades nombradas para aprendizaje
automa´tico
Se han anotado manualmente 11 documentos con un total de 56.424 palabras,
detectando 495 entidades nombradas, 315 de las cuales eran u´nicas y el resto
repeticiones, con un total de 1.994 palabras, distribuidas como se ve en la Tabla 1.
Tipo Nu´mero de instancias
Ley 140
Resolucio´n 98
Nota 52
Decreto 52
Sin clasificar 153
Cuadro 1. Tipos de entidades anotadas manualmente en el corpus Infoleg.
En los procesos de anotacio´n manual es muy importante mantener la con-
sistencia en las anotaciones, ya que eso garantiza un mejor rendimiento de los
algoritmos de aprendizaje automa´tico, que pueden aprender de las sistematici-
dades pero no de las inconsistencias.
A los fines de lograr una anotacio´n o´ptima de las entidades mencionadas en
el texto normativo, se han establecido unas directrices para guiar el proceso de
anotacio´n manual por parte de los expertos y aumentar su consistencia. Entre
los criterios que se han desarrollado, destacamos los siguientes:
1. Cuando se reenv´ıa a un art´ıculo (y eventualmente a un inciso o punto) de-
terminado de una Ley o del mismo texto, se anotan por separado la ley y el
art´ıculo o inciso:
...segu´n lo dispuesto en el segundo pa´rrafo del artı´culo 43
de la Ley de Impuesto al Valor Agregado, texto ordenado en
1997 y sus modificaciones...
2. Se anotan por separado la fecha de publicacio´n y la entidad publicada
SID, Simposio Argentino de Informática y Derecho
47JAIIO - SID - ISSN: 2451-7526 - Página 65
... la Resolucio´n SECRETARIA DE ENERGIA No 659/2004 del 17
de junio de 2004...
3. Cuando dos entidades mencionadas esta´n unidas por la “y”, se anotan como
entidades separadas:
... los beneficios establecidos por las leyes 24.043 y 24.411...
4. Cuando junto a la entidad mencionada se aclara la existencia de otras enti-
dades que la complementan y/o modifican, se anotan como entidades sepa-
radas:
.... los beneficios establecidos por las leyes 24.043 y 24.411,
sus complementarias y modificatorias...
Para las anotaciones manuales se uso´ la interfaz de anotacio´n Brat [27], que
se muestra en la Figura 2.
Figura 2. Ejemplo de uso de la interfaz de anotacio´n brat [27] para anotar Entidades
Nombradas en InfoLeg.
Para entrenamiento y evaluacio´n, este corpus se dividio´ de forma que el 80 %
se uso´ para entrenar (370.000 palabras, 324 entidades) y el 20 % para evaluar
(81.000 palabras, 173 entidades).
6.3. Resultados
En el Cuadro 2 se muestran los resultados obtenidos aplicando el Stanford
NERC al corpus etiquetado con reglas o etiquetado manual, entrenando con el
corpus etiquetado con reglas o manualmente. Se muestran resultados de precisio´n
(porcentaje de aciertos entre los casos clasificados como entidades nombradas),
cobertura (porcentaje de entidades nombradas que son clasificadas como tales)
y su media harmo´nica, la medida-F. Tambie´n se muestran nu´meros absolutos
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de cantidad de errores (nu´mero de casos clasificados como entidades nombradas
que no lo son) y cantidad de silencios (nu´mero de entidades nombradas que no
son clasificadas como tales).
Podemos observar que cuando entrenamos y evaluamos con el corpus etique-
tado con reglas, las cifras de precisio´n y cobertura son casi del 100 %. Esto es
debido a que hay muchas entidades nombradas que no se consideran como tales
tampoco en la evaluacio´n, por lo tanto, no son consideradas ni como errores ni
como silencios.
En cambio, al evaluar con el corpus etiquetado a mano, donde se reconocen
muchas ma´s entidades nombradas, observamos que aunque el nu´mero de errores
es relativamente bajo, lo cual mantiene una precisio´n alta, el nu´mero de silencios
es muy alto, lo cual afecta directamente a la cobertura. Para paliar este problema,
necesitamos un mayor nu´mero de ejemplos etiquetados e incorporar te´cnicas de
generalizacio´n de los ejemplos como word embeddings.
precisio´n cobertura medida-F N. de errores N. de silencios
anotacio´n con reglas 99 % 99 % 99 % 178 95
anotacio´n manual 84 % 56 % 67 % 38 157
Cuadro 2. Resultados (en porcentaje) de aplicar el StanfordNERC al corpus etique-
tado con reglas o etiquetado manual, entrenando con el corpus etiquetado con reglas o
manualmente, respectivamente. El error son los falsos positivos y el silencio los falsos
negativos.
7. Conclusiones y Trabajo Futuro
En este art´ıculo hemos presentado una aproximacio´n para el etiquetado au-
toma´tico de Entidades Nombradas en el corpus InfoLeg. Se trata de una apro-
ximacio´n h´ıbrida, que combina reglas manuales con aprendizaje automa´tico. En
este momento hemos finalizado la fase de ana´lisis de tipos de entidades, hemos di-
sen˜ado una aproximacio´n gradual, en cascada, por fiabilidad del tipo de entidad,
hemos desarrollado reglas manuales para detectar casos sencillos automa´tica-
mente, hemos anotado una pequen˜a porcio´n del corpus y hemos entrenado y
evaluado un aprendedor automa´tico con el corpus anotado manualmente y con
el corpus anotado mediante reglas, obteniendo resultados preliminares promete-
dores. Para mejorar la cobertura del sistema, necesitamos aumentar el nu´mero
de anotaciones manuales, para lo cual requeriremos la colaboracio´n de la comu-
nidad.
La herramienta resultante quedara´ a disposicio´n de la comunidad. Tambie´n
se aplicara´ al corpus InfoLeg para aumentar los hiperv´ınculos de que dispone el
corpus, mejorar la recuperacio´n de informacio´n basada en palabras clave y mejo-
rar otras aplicaciones como recomendacio´n de textos relacionados. La porcio´n del
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corpus anotado manualmente y todo el corpus anotado automa´ticamente tam-
bie´n estara´n a disposicio´n de la comunidad, as´ı como las diferentes aplicaciones
resultantes.
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