In this paper 
Introduction
In many information retrieval (IR) systems the user/application query appears in form of separated keywords, and the search engine retrieves all the related documents from its document repository in a limited time. Most of retrieved documents are just syntactically -and not semantically-related to the user query. Users need exact and accurate information and don't like to waste their time by reading all retrieved documents to find the answer, and IR systems are not sufficient for this reason. So, a new kind of IR named Question Answering (QA) systems appeared from the late 1970's and early 1980's. In these systems, (such as [1] [2] [3] [4] ) the user ask his/her natural language question with no restriction in its syntax or semantic. The system is responsible for finding the exact, short, and complete answer at the shortest possible time. To do this, a QA system applies both IR and NLP techniques. QA systems which are based on searching among a set of documents are usually composed of three main modules [5] : (1) question analysis and extension (2) document retrieval (3) answer extraction. The first module analyses the user question to extract the type of question and the expected type of answer [6] or extends it to be used by the next modules. The second module relates to retrieving relevant documents to the user query. It can be replaced by a search engine. The third module extracts the final answer from the documents retrieved by the second module. In this article, we introduce the answer extraction component of a developed question answering system called SBUQA [5, 7] .
Answer extraction can be divided into three main components: retrieving text segments (documents, pages, paragraphs or sentences) which are likely to include the answer (candidate answers), scoring the segments and extracting the final answer.
There are two main approaches to retrieve text segments containing the candidate answers: pattern based and knowledge based approaches. In pattern based (or template driven) approaches [8] [9] [10] , system looks for matches between the user question and question templates and/or between the available text segments and candidate answers templates. On the other hand knowledge based methods [11] [12] [13] [14] exploit the knowledge about the answer type and semantic matching to extract the answer. In some systems [2, 15] the candidate answers pass through a filter before ranking. Ranking candidate answer segments may be done by statistical [15] [16] [17] , knowledge based [8] or heuristic [18, 19] methods. Some QA systems which retrieve candidate segments by pattern matching, assign weights to patterns and so rank the segments in the first phase too. In many systems extracting and ranking the candidate segments is the end of the process while in some others, system tries to find the exact, short answer to the question. These systems (15, 20) have another component for extracting final answer from the ranked candidate segments (e.g. by clustering the answers and voting).
In our proposed system we introduce a semantic approach which extends the meaning of the question and the candidate answers and also make use of an ontology (WordNet). In order to match the question and the candidate answers we use Lexical Functional Grammar and propose an extended unification algorithm to find appropriate matches.
In the following sections, first we will look at Lexical Functional Grammar and advantages of using this grammar in QA systems. Then, we present SBUQA and discuss our proposed approach in its answer extraction component. The results of our tests and some future works are described at the end.
EXICAL FUNCTIONAL GRAMMAR (LFG)
Lexical Functional Grammar (LFG) [21] is a meaning based grammar. In this formalism sentences are analyzed at a deeper semantic level than simple syntactic parsing [22] . LFG assumes two structural levels for each sentence: a) the structure of syntactic constituents that is c-structure, and b) the representation of grammatical functions which is f-structure. For example in the sentence "The dirty cat sat on the mat", the c-structure analysis is that this is a sentence which is made up of two pieces, a noun phrase (NP) and a verb phrase (VP). The VP is itself made up of two pieces, a verb (V) and another NP. The NPs are also analyzed into their parts. Finally, the bottom of the structure is composed of the words out of which the sentence is constructed. The f-structure analysis, on the other hand, treats the sentence as being composed of attributes, which include features such as number and tense or functional units such as subject, predicate, or object.
These features, showing grammatical relations, make sentence processing deeper than working with just syntactic units of NP, VP, PP … and shallower than semantic processing using thematic roles of agent, patient, recipient, etc. This type of analysis is useful in that it is a more abstract representation of linguistic information than a parse tree structure. In addition, long distance dependencies, which are very common in interrogative sentences and fact seeking questions, are resolved in order to have a complete and correct f-structure analysis. This makes LFG analysis useful for QA tasks because it identifies the focus of the question and also the functional role that the focus can fulfill. Another advantage of LFG rather than parse tree grammars is its language-independence. LFG f-structure are the same among different languages, so it makes possible to have a multilingual question answering system. This kind of system can get the question in Persian, for instance, and provide the answers in both English and Persian language. LFG analysis also provides valuable information for the detailed interpretation of complex questions which can potentially form a significant component in answering them correctly.
LFG f-structure is used in SBUQA in the process of representing and matching the question and its candidate answers
ANSWER EXTRACTION IN SBUQA
SBUQA is a question answering system developed for extracting answers of English questions from English documents. It gets a natural language question and analyzes it to extract an expanded query in its first component. Then a search engine searches for this query among available documents (in its document-pool or in the web) and retrieves the most relavant documents. The documents will be passed to the third component (answer extraction) which is the main focus of this paper. Figure 1 shows the architecture of the answer extraction component of SBUQA (the part surrounded in doted rectangle). 
1. Question Analysis and Parsing
This part gets the user natural language question and sends it to the LFG parser to build its fstructure representation. This representation makes one of the inputs of "Question type determiner" component to build f-structures of answer sentences templates.
2. Document Preprocessing
Documents retrieved by the search engine are saved as text files in the system's document bank. These documents are preprocessed by JAVARAP tool, so that the sentences are separated and pronouns are replaced by their referents. Then, the sentences of each document are sent to the LFG parser (developed by National Centre for Language Technology (NCLT) in Dublin City university) to represent as f-structures (called fsC).These representations make one of the inputs of "Extended Unification and Answer Scoring" component.
Building Answer Instances
We have defined some f-structure formatted templates for Wh questions (called fsTQ) and for each fsTQ, we have defined some answer templates in f-structure format (called fsTA). Receiving the user question f-structure, SBUQA compares it with available fsTQs to find a match (called X). The answer template (fsTA) of the X (the fsTQ matching with user question) are then filled with question keywords and make the answer instance (called fsA). These instances are the other inputs of "Scoring the answer" component. Question and answer templates are described in section 3.5. Unification Algorithm, introduced in section 3.6 and sentences are scored. Finally, sentences acquiring the score more than a defined threshold are selected, ordered by their scores, and are passed to answer phrase extraction component.
4. Extended Unification and Answer Scoring

5. Question and Answer Templates
We have defined some templates for questions and related answers based on the following categorization of English sentences: 1) Active sentences with transitive verb, containing subject, verb and optional object. 2) Active sentences with intransitive verb, containing subject and verb. 3) Passive sentences, containing subject (promoted object of the active form), verb, and an optional by-phrase containing object (demoted subject of the active form). 4) Sentences containing copula. Each of the above sentences can contain some complement or adverb.
We have defined question templates for wh questions. Here we discuss the templates for five types of wh questions: who, where, when, what and which. Regarding four sentence forms described above, we defined the following templates for wh questions.
The following four templates are the question templates of forms 1 and 2 (active sentences). These templates are numbered from I to IV. The FOCUS property indicates the type of wh question. The PRED property indicates the main verb of the sentence, TENSE indicates the tense of the verb, OBJ represents the object, ADJ represents the adjuncts especially adverb, SUBJ indicated the subject and XCOMP represented the complement The MODAL property in template II indicates that the sentence contains a modal verb. Template I is used for active interrogatives that contains only the main verb and template II covers active interrogatives that contain modal verb in addition to main verb.
Templates III and IV covers interrogatives that use auxiliary verb do or have.
Template for passive interrogatives (form 3) is as template V. The PASSIVE property with + represents the passive sentence. Template for copula interrogatives (form 4) is as VI.
For each of the defined question templates (fsTQ), one or more answer templates (fsTA) are defined. As mentioned before, if the user question matches with one of the fsTQs, the fsTAs for that are filled with words of the question in order to make answer instances and are used in the extended unification algorithm with sentences of candidate answer.
Template for answer of active interrogatives -that matches with forms 1 and 2-are as the followings:
Answer template IA is defined based on question template IQ. As the same, the answer template IIA is defined for question template IIQ, IIIA for IIIQ and IVA for IVQ.
A question in active form can be answered by a passive sentence; so the template for passive answer (VA) is added to answer templates for form 1 and 2. Answer templates for questions that match form 3 (passive sentences) are as follows:
Answer template VA is defined based on question template VQ. Here it is possible that the question in passive form have answer in active form. Hence four answer templates for active sentences (IA, IIA, IIIA, IVA) are also added to answer templates of form 3.
Answer template of the questions matched with form 4 (copula) is like the following. This template is defined based on the question template VIQ
Templates offered for who, where and when questions all are applicable to what and which questions. In addition to them, defining some additional templates for these two types of questions is possible. If a word (or expression) appears after words which and what, that actually is the topic of the question, expression is replaced by in all of the previous templates.
Answer templates for what and which question, are the same templates defined for who, where and when questions.
6. Extended f-Structure Unification
Answer extraction is a result of unifying the f-structure of the candidate answer and instance of the answer (that is generated based on the question). Experiments Shows that unification strategy based on exact matching of values is not sufficiently flexible [2] . For example, sentence "Benjamin killed Jefferson." is not answer to question "Who murdered Jefferson?" by exact matching. In our proposed system, we considered approximate and semantic matching in addition to exact and keyword-based matching. Approximate matching is performed by ontology based extended comparison between different parts of the question template and the candidate answer template (including subj, obj, adjunct, verb and …) and comparing of their types.
In Our unification algorithm, by slot we mean various parts of templates (including subj, obj, adjunct, verb and …) accompanied with their types, and by filler we mean values (instances) that slots are filled with them.
For determining the level of matching between fsA and fsC, we proposed a hierarchical pattern based on the exact matching, approximate matching, or no matching between slots and fillers of the two structures. Levels of scoring the candidate answer abased on the matching of fsA and fsC is as follows:
A) Existence of all slots of fsA in fsC and -Exact matching of the fillers. 
Experimental Results
SBUQA is implemented using Java programming language as a Java Applet and is developed in Oracle JDeveloper 10g IDE. The software is composed of several functions and built-in or user-defined libraries. One of the most important libraries used, is JWNL , the Java API for WordNet.
The software package, interacts with some available tools such as Probabilistic LFG f-structure parser and JAVARAP anaphora resolution tool that is used in document preprocessing component.
User enters a question via the user interface. S/he can select one of the two choices to ask the system to find the answer (1) from a previously prepared document set (2) from the input text s/he enters online. A document set may be prepared by SBUQA by searching the web using google search engine and some online question-answering systems (AnswerBus, Start, Ask, …) and selecting some first documents retrieved by these systems.
After entering the question and choosing the source, user clicks Ask button and the process of searching and extracting final answer starts. After this process, possible extracted answer(s) are displayed in "Possible Answers" section in decreasing order of assigned scores.
A sample of running the software for question "Where was George Washington born?" is shown in figure 2 . These questions selected in a way that cover various kinds of question templates. For each question, sentences of documents retrieved by google search engine and AnswerBus, Start and Ask online question-answering systems are extracted. A total number of 100 sentences are retrieved and are used in evaluation. Level of matching of these sentences with answer templates, are determined using the implemented tool. If the sentence matches with one of the templates, the answer part is extracted from the sentence using the tool and correctness or incorrectness of it is determined. Table 1-3 shows some examples on running the system on three wh-questions. In these tables the first column shows the candidate sentences to extract the answer from, ranked in descending order of their relevancy score. The second column shows the extracted answers in bold and the third column shows the level and type of matching (if any). In this column we show three levels of matching (A-D) in top and the three types of each (E for exact, A for approximate and N for no match) in the bottom of the column header. 
Desmond Tutu √
In 1911 Marie Curie won Nobel Prize in chemistry.
Marie Curie √
Marie Curie won the Nobel Prize for discovering that radioactivity could be artificially produced.
Christiane Nüsslein-Volhard won the Nobel Prize using the fruit fly to help explain birth defects in humans.
Christiane Nüsslein-Volhard √ Table 3 
Shepard √
He was the first American to orbit the earth.
He <Shepard> √
She was the first American woman in space.
She <Sally Ride> √
Alexei Leonov، a Soviet cosmonaut، was the first person to step outside of his spacecraft while in outer space، on March 18، 1965.
Alexei Leonov، a Soviet cosmonaut
√
The Russians were the first country to launch a man into space.
The Russians √
In 1959، a small but select group of men were selected to be the first American astronauts.
a small but select group of men √ Table 4 shows an overall evaluation. In this table, again, number of matched sentences with one of the answer patterns (A, B, C, or D scoring levels and exact, approximate, or no matching types) are given. Column T shows the number of sentences that contain the correct answer and are recognized by one of the answer patterns correctly. Column F shows the number of sentences matched with one of the patterns but contain an incorrect answer and are recognized incorrectly by the system. Column nA (not Answer) is for sentences matched with one of the patterns but the system could not extract any answer. It happens when a filler of the same type of expected answer type is not recognized in the sentence by system. If the sentence does not have such a filler, value of nAT column is increased but if the sentence does have such a filler and the system did not recognize it by mistake, value of nAF column is increased. Among 100 sentences, 76 sentences matched with one of patterns. 23 other sentences do contain the answer but did not recognized by any of the patterns, these are shown by nE (not Extracted) parameter. Based on the results of Table 4 , exact and approximate matches in all the 4 scoring levels extract the answer in an acceptable reliability, but no-matching situation is not reliable and often offers an incorrect answer. The matching procedure is evaluated in the following subsection by precision and recall metrics.
1. Evaluation and discussion
To evaluate the system, we evaluate the matching phase and the whole answer extraction results separately. For evaluating our extended f-structure unification matching algorithm (whose results are shown in table 4) we use the precision and recall metrics. Precision of matching type i (A, B, C, and D) is calculated by the following formula:
Recall of the system is calculated by the following formula:
Based on the above formulas, the precision of matching level A is equal to %78, level B is equal to %67, level C is equal to %50, and the precision of level D is equal to %33. The recall of the system is equal to %54.
Besides precision and recall, one of the main evaluation metrics in TREC has been MRR (Mean Reciprocal Rank) which is the mean of individual reciprocal ranks (RRs) for various questions. RR is calculated as 1/r in which r is the position (rank) of the first correct answer among the first five answers. For example if a question gets the first correct answer in the 3 rd place, it will receive a score of 1/3. The score will be 0 if none of the five returned answers are correct. The best MRR for TREC 8-10 has been %65-%70. MRR has a drawback when more than one correct answer is returned. In other words it does not make difference between a sytem which returns the first correct answer in its 2 nd place and the one returns the correct answers in the 2 nd , 4 th and 8 th positions. To overcome this drawback, we use the metrics introduced by Radev and colleagues [23] . According to their work each test question is evaluated based on these metrics: First Hit Success (FHS), First Answer Reciprocal Rank (FARR), First Answer Reciprocal Word Rank (FARWR), Total Reciprocal Rank (TRR), and Total Reciprocal Word Rank (TRWR). FHS shows the number of times the first answers has been the correct one. MRR is the same as FARR (5) , but in FARR we consider N answers in which N may be more than 5. TRR is the sum of the reciprocal values of the rank of all correct Answers among the top n (arbitrary) extracted by the system: 
Conclusion and Future Work
The answer extraction component of SBUQA, operates based on f-structure of the question and candidate answers and extended unification based on ontology (WordNet). According to the evaluation measures of question-answering systems, the SBUQA system resulted in a good (better that average) operation in retrieving final answer.
The proposed system is designed for wh questions in open domain. Further extensions can cover yes/no questions and other types of questions. f-structure is beyond some shallow representations that are dependent to language. Although languages are different in shallow representations, they can be represented by the same (or very similar) syntactic (and semantic) slot-value structures. This feature of f-structure makes it possible to use the algorithms introduced in the proposed system for other languages including Persian. Now it is not possible to implement the system for Persian because of the lack of usable and available tools for processing Persian language (such as parser and WordNet ontology for Persian). But we consider this as future extensions of the system.
