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Introduzione
Le equazioni dierenziali frazionarie hanno attirato notevole attenzione di
molti matematici negli ultimi vent'anni, e sono risultate modelli fondamen-
tali in vari problemi di natura sica, biologica e ingegneristica; infatti vengono
considerate come modelli alternativi alle equazioni dierenziali non lineari.
Recentemente sono stati trattati molti risultati interessanti sull'esistenza e la
controllabilità di soluzioni di equazioni dierenziali frazionarie, tra questi tro-
viamo [3],[5],[9],[12],[13],[18]. La derivata frazionaria di Riemann-Liouville
ha singolarità in zero e l'analisi matematica delle equazioni dierenziali fra-
zionarie di Riemann-Liouville è più complicata. In questo elaborato verrà
analizzato il lavoro di S. Ji, M. Wang [10] e verrà approfondito. Si consi-
dererà perciò il seguente sistema semilineare integrodierenziale con derivata
frazionaria di Riemann-Liouville:D
αx(t) = Ax(t) + f
(
t, x(t),
∫ t
0
h(t, s, x(s))ds
)
, t ∈ J ′ := (0, b],
limt→0+Γαt
1−αx(t) = x0.
(1)
dove 0 < α < 1, Dα è la derivata di Riemann-Liouville di ordine α,
A : D(A) ⊆ X → X è il generatore innitesimale di un risolvente fra-
zionario di ordine α {Sα(t), t > 0} su X spazio di Banach, e gli operatori
h : ∆ × X → X e f : J × X × X → X sono funzioni non lineari, dove
∆ = {(t, s), 0 ≤ s ≤ t ≤ b}, J :=[0,b].
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In questo elaborato si studierà l'esistenza delle soluzioni al problema (1),
partendo nel primo capitolo con l'introduzione di alcune nozioni preliminari
utili nella trattazione e proseguendo poi con l'enunciare l'esistenza di una
soluzione (debole) in C01−α(J,X) spazio di Banach, costruito per risolvere il
problema della non limitatezza dei risolventi frazionari in t = 0. Nel se-
condo capitolo verranno elencate le condizioni minime necessarie per avere
soluzioni al problema (1) e verranno enunciati alcuni Lemmi utili per di-
mostrare l'esistenza delle soluzioni. Inne nel capitolo terzo verrà illustrata
un'applicazione di quanto detto nella parte teorica, la quale sfrutterà nella sua
formulazione alcuni risultati ottenuti negli elaborati citati nella bibliograa.
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Capitolo 1
Nozioni e concetti preliminari sui
risolventi frazionari
1.1 Spazi di Banach e integrabilità secondo
Bochner
Denizione 1.1.1. (X, ∥·∥X) spazio normato si dice spazio di Banach se è
completo nella metrica denita dalla norma, cioè se (X, d) spazio vettoriale
è completo (d = ∥x− y∥X , x, y ∈ X), cioè se ogni successione di Cauchy
converge ad un elemento di X.
Denizione 1.1.2. Sia (X,F , µ) uno spazio misurabile e sia B uno spazio di
Banach. Una funzione misurabile f : X → B è integrabile secondo Bochner
o, per brevità, Bochner integrabile, se esiste una successione {Sn}n≥1 di fun-
zioni semplici integrabili (nel senso usuale di Lebesgue, cioè
∑N
k=1 ckµ(Ak),
la funzione prende il valore ck sugli inisiemi Ak che suddividono A) tale che:
limn→∞
∫
X
∥f − Sn∥B dµ = 0, dove l'integrale è l'integrale di Lebesgue.
6
L'integrale di Bochner è denito da:∫
X
fdµ = limn→∞
∫
X
Sndµ.
Denoteremo con C0(J,X) lo spazio delle funzioni continue da J in X con
norma: ∥x∥X = sup {∥x (t)∥ , t ∈ J}, con L (X) = L (X,X) lo spazio degli
operatori lineari limitati da X in se stesso, e con Lp (J,X) lo spazio delle
funzioni fortemente misurabili con norma: ∥f∥Lp = (
∫ b
0
∥f (t)∥pX dt)1/p, tali
che, appunto, t → ∥f(t)∥pX sia sommabile su un intervallo J, dove 1 ≤ p < ∞
e J è un intervallo [0,b].
Per denire una soluzione al problema (1) , considereremo lo spazio:
C01−α (J,X) := {x (t) ; t1−αx (t) ∈ C0 (J,X)}, 0 < α < 1, con norma:
∥x∥C1−α = sup {∥t
1−αx (t)∥X ; t ∈ J}, dove t1−αx (t) |t=0 = limt→0+t1−αx (t).
Per come lo abbiamo denito C01−α (J,X) è uno spazio di Banach.
1.2 L'integrale frazionario di Riemann-Liouville
e il risolvente frazionario di ordine α
Daremo ora alcune denizioni e risultati sulle derivate frazionarie e sulle
equazioni dierenziali frazionarie.
Denizione 1.2.1. La funzione Gamma è la funzione continua Γ : R+ → R+
denita da: Γ (α) =
∫ +∞
0
xα−1e−xdx.
Si può vericare che Γ (1) = 1 e Γ (α + 1) = αΓ (α), da cui segue che
Γ (n+ 1) = n!, per ogni n ∈ N.
Denizione 1.2.2. [12] L'integrale frazionario di Riemann-Liouville di or-
dine α ∈ R+ di una funzione f ∈ L1 (J,X) è denito da:
Iαt f (t) =
1
Γ (α)
∫ t
0
(t− s)α−1 f(s)ds
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dove Γ (·) è la funzione Gamma e t > 0.
Denizione 1.2.3. [12] La derivata frazionaria di Riemann-Liouville di
ordine α ∈ R+ di una funzione f ∈ L1 (J,X) è denita da:
Dαf (t) =
1
Γ (n− α)
dn
dtn
∫ t
0
(t− s)n−α−1 f (s) ds
dove t > 0 e α ∈ (n− 1, n] , n ∈ N.
In particolare per 0 < α < 1, Dαf (t) = 1
Γ(1−α)
d
dt
∫ t
0
(t− s)−α f (s) ds, t > 0.
Nelle due denizioni appena elencate, e a seguire in questo elaborato, l'in-
tegrabilità sarà da intendere secondo Bochner. Ovviamente le ipotesi preli-
minari che verranno fatte nei Lemmi e nei Teoremi che enunceremo saranno
connesse alla Bochner integrabilità.
Sia * il simbolo di convoluzione: (f ∗ g) (t) =
∫ t
0
f (t− s) g (s) ds,
dove f e g sono funzioni fortemente misurabili, cioè Bochner integrabili.
Per convenienza prenderemo: gα (t) =
tα−1
Γ(α)
per t > 0 e gα (t) = 0 per t ≤ 0,
0 < α < 1; si ha:
i) Iαt f (t) = (gα ∗ f) (t),
ii) Dαf (t) = d
dt
(g1−α ∗ f) (t).
Denizione 1.2.4. [12] Sia 0 < α < 1, la famiglia {Sα (t) , t > 0} ⊆ L (X)
è detta un risolvente frazionario di ordine α se soddisfa:
(i) Sα (·)x ∈ C0 (R+, X) e limt→0+Γ (α) t1−αSα (t)x = x, x ∈ X;
(ii) Sα (t)Sα (s) = Sα (s)Sα (t), s, t > 0;
(iii) Sα (t) I
α
s Sα (s)− Iαt Sα (t)Sα (s) = gα (t) Iαs Sα (s)− gα (s) Iαt Sα (t),
s, t > 0.
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1.3 Il generatore innitesimale del risolvente
frazionario e risultati di convergenza nella
topologia operatoriale uniforme
L'operatore lineare A denito da:
Ax = Γ (2α) limt→0+
t1−αSα (t)x− 1Γ(α)x
tα
, x ∈ D(A)
è il generatore innitesimale del risolvente frazionario Sα (t), e il dominio di
A è l'insieme:
D(A) =
{
x ∈ X; limt→0+
t1−αSα (t)x− 1Γ(α)x
tα
esiste
}
Si ha che il risolvente frazionario Sα (t) è illimitato per t sucientemente
piccolo, ma t1−αSα (t) è limitato sull'intervallo [0,b], b ∈ R+. Indicheremo
con M = supt∈J ∥t1−αSα (t)∥X , J=[0,b].
Daremo adesso due denizioni che saranno estremamente utili in seguito:
Denizione 1.3.1. Sia X uno spazio di Banach. Un operatore lineare
A : D(A) → X, D(A) ⊆ X, si dice chiuso se ∀ successione {xi}i∈N in D(A)
convergente ad un elemento x ∈ X, tale che limi→∞Axi = y ∈ X si ha:
x ∈ D(A) e Ax=y.
Denizione 1.3.2. Un operatore A si dice densamente denito se il suo do-
minio è denso in X, cioè se: D(A) = X.
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Lemma 1.3.1. [12] Sia {Sα (t) , t > 0} un risolvente frazionario di ordine
α e sia A il suo generatore innitesimale; allora:
(i) ASα (t)x = Sα (t)Ax ∀ x ∈ D(A), Sα (t)x ∈ D(A), t > 0;
(ii) Sα (t)x =
tα−1
Γ(α)
x+ AIαt Sα (t)x, ∀ x ∈ X, t > 0;
(iii) Sα (t)x =
tα−1
Γ(α)
x+ Iαt Sα (t)Ax, ∀ x ∈ D(A), t > 0;
(iv) A è chiuso e densamente denito.
Ricordiamo ora le proprietà fondamentali di un semigruppo:
1) T (t+ s) = T (t)T (s) = T (s)T (t), t, s ≥ 0;
2) T (0) = I, dove I è l'operatore identità in X.
T(t) è un semigruppo fortemente continuo o C0 se inoltre vale:
3) limt→0T (t)x = x, ∀ x ∈ X.
Denizione 1.3.3. Indicheremo con topologia operatoriale uniforme la topo-
logia della convergenza uniforme denita dalla famiglia delle seminorme della
forma: ∥T∥op = supx ̸=0
∥Tx∥X
∥x∥X
= sup∥x∥≤1 ∥Tx∥X , con X spazio di Banach e
T ∈ L (X).
Prima di procedere abbiamo bisogno di enunciare un Teorema relativo alla
proprietà di precompattezza, utile nella dimostrazione del prossimo Lemma.
Teorema 1.3.1 (Ascoli-Arzelà). Sia (X, d) spazio metrico compatto, sia
(Y, ∥·∥Y ) spazio di Banach e sia C0b (X,Y ) l'insieme delle funzioni continue
limitate da X a Y, dotato della norma uniforme e quindi spazio di Banach;
allora F ⊆ C0b (X,Y ) è relativamente compatto (o precompatto) se valgono
le due seguenti condizioni:
(i) F (X) è precompatto in Y, ∀ x ∈ X;
(ii) F è equicontinuo, cioè: ∀ ϵ > 0 ∃ δ > 0 tale che ∥f(x)− f(y)∥Y < ϵ,
∀ x,y ∈ X, d(x, y) < δ, ∀ f ∈ F .
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La famiglia dei risolventi frazionari che stiamo studiando, denita per
t > 0, non è limitata per t sucientemente piccolo, ma i risolventi frazio-
nari possiedono comunque la proprietà di forte continuità e la proprietà 1
di semigruppo per t > 0. Per ovviare al problema della non limitatezza in
t = 0 abbiamo bisogno del seguente risultato di convergenza per i risolventi
frazionari nella topologia operatoriale uniforme.
Lemma 1.3.2. Sia {t1−αSα(t), t > 0} equicontinuo e compatto; allora
∀ t > 0 vale:
(i) limh→0+ ∥(t+ h)1−αSα(t+ h)− Γ(α)h1−αSα(h) · t1−αSα(t)∥op = 0;
(ii) limh→0+ ∥t1−αSα(t)− Γ(α)h1−αSα(h) · (t− h)1−αSα(t− h)∥op = 0.
Dimostrazione. Per ipotesi {t1−αSα(t), t > 0} è compatto; allora l'insieme:
Pt = {t1−αSα(t)x; ∥x∥X ≤ 1},
è relativamente compatto in X ∀ t > 0.
Quindi possiamo trovare una famiglia nita {t1−αSα(t)xi; ∥xi∥X ≤ 1}
m
i=1
⊂ Pt
per cui ∃ ϵ > 0 tale che:∥∥t1−αSα(t)x− t1−αSα(t)xi∥∥X < ϵ3(1 + Γ(α)M) (1.1)
con M denito come in precedenza.
Sia M che Γ appartengono ai reali positivi e per Denizione 1.2.4(i) si ha:
∃ h1 > 0 tale che∥∥t1−αSα(t)xi − Γ(α)h1−αSα(h) · t1−αSα(t)xi∥∥X < ϵ3 , (1.2)
per ogni 0 < h ≤ h1 e 1 ≤ i ≤ m.
Inoltre poichè {t1−αSα(t)} è equicontinuo ∀ t > 0,
∃ h2 > 0 tale che∥∥(t+ h)1−αSα(t+ h)x− t1−αSα(t)x∥∥X < ϵ3 , (1.3)
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per ogni 0 < h ≤ h2 e ∥x∥X ≤ 1.
Ora per 0 < h ≤ min {h1, h2} e per ∥x∥X ≤ 1, da (1.1), (1.2) e (1.3) si ha
che: ∥∥(t+ h)1−αSα(t+ h)x− Γ(α)h1−αSα(h) · t1−αSα(t)x∥∥X
≤
∥∥(t+ h)1−αSα(t+ h)x− t1−αSα(t)x∥∥X
+
∥∥t1−αSα(t)x− t1−αSα(t)xi∥∥X
+
∥∥t1−αSα(t)xi − Γ(α)h1−αSα(h) · t1−αSα(t)xi∥∥X
+
∥∥Γ(α)h1−αSα(h) · t1−αSα(t)xi − Γ(α)h1−αSα(h) · t1−αSα(t)x∥∥X
<
ϵ
3
+
ϵ
3(1 + Γ(α)M)
+
ϵ
3
+ (Γ(α)M)
ϵ
3(1 + Γ(α)M)
=
ϵ
3
+ (1 + Γ(α)M)
ϵ
3(1 + Γ(α)M)
+
ϵ
3
= ϵ;
questo implica che ∀ t > 0 si ha:
limh→0+
∥∥(t+ h)1−αSα(t+ h)− Γ(α)h1−αSα(h) · t1−αSα(t)∥∥op = 0
il che prova (i).
Per provare (ii) si può applicare ad (i) la sostituzione: t+h=u, ∀ t > 0 e si
dimostra il Lemma.
1.4 Soluzione (debole) del problema (1)
tramite l'integrale frazionario di Riemann-
Liouville in C01−α(J,X)
Denizione 1.4.1. Una funzione x ∈ C01−α(J,X) è detta soluzione (debole)
del problema (1) se soddisfa:
x(t) =
tα−1
Γ(α)
x0 + AI
α
t x(t) + I
α
t f
(
t, x(t),
∫ t
0
h(t, s, x(s))ds
)
, t ∈ J ′ = (0, b].
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La denizione appena data è coerente con quanto detto no ad ora (rife-
rimento a [6] e [18]), ma ci fornisce una formulazione più debole di quella
classica. Infatti il concetto di soluzione debole è legato a quello di derivata
debole: si tratta di denire la nozione di derivata anche per le funzioni inte-
grabili ma non necessariamente dierenziabili. Una soluzione classica è in-
vece una funzione di classe Ck, che è soluzione di un'equazione alle derivate
parziali di ordine k.
Lemma 1.4.1. [18] Sia f ∈ Lp(J,X), 1 ≤ p < ∞. Allora:
limh→0
∫ b
0
∥f(t+ h)− f(t)∥pX dt = 0,
dove f(t) = 0 per t /∈ J.
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Capitolo 2
Soluzione al problema tramite
risolventi frazionari di Riemann-
Liouville
2.1 Dimostrazione dell'esistenza della soluzione
del problema (1) tramite risolventi
frazionari
In questo capitolo discuteremo le condizioni necessarie e sucienti per avere
l'esistenza delle soluzioni del problema (1), senza utilizzare l'assunzione di
Lipschitzianità di funzioni non lineari. In seguito sfrutteremo le condizioni
poste per ottenere risultati importanti, che ci permetteranno di dimostrare
l'esistenza di almeno una soluzione del problema (1), tramite risolventi fra-
zionari.
Sia r > 0, deniamo l'insieme Wr :=
{
x ∈ C01−α(J,X); ∥x∥C1−α ≤ r
}
, dove
∥x∥C1−α è la norma denita a pag 7, Capitolo 1.
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Per brevità di scrittura scriveremo Hx(t)=
∫ t
0
h(t, s, x(s))ds.
Daremo ora le seguenti ipotesi necessarie sul sistema integrodierenziale
frazionario (1):
(H1) {t1−αSα (t) , t > 0} è equicontinuo e compatto.
(H2) La funzione non lineare h: ∆×X → X soddisfa:
1. per quasi ogni (t, s) ∈ ∆ := {(t, s), 0 ≤ s ≤ t ≤ b} la funzione h(t, s, ·) :
X → X è continua, e
∀ x ∈ X la funzione h(·, ·, x) : ∆ → X è fortemente misurabile;
2. ∃ m ∈ R+ tale che: ∥h(t, s, ·)∥X ≤ m ∥x∥X .
(H3) La funzione non lineare f : J × X × X → X soddisfa le seguenti
condizioni:
1. f(t, ·, ·) : è continua per quasi ogni t ∈ J e f(·, x, y) : J → X è
misurabile ∀ x,y ∈ X;
2. Per quasi ogni t ∈ J e x,y ∈ X si ha:
∥f(t, x, y)∥X ≤ θ(t) + ρt
1−α(∥x∥X + ∥y∥X) ,
dove θ(t) ∈ Lp(J,X), p > 1
α
, 0 < α < 1 e 0 < ρ < α
2
Mbα+Mb2m
.
Con questa scelta di ρ si ha che 0 < ρ < 1
M
per 0 > α < 1, b,m > 0 e
M = supt∈J ∥t1−αSα (t)∥X , J=[0,b].
Le ipotesi appena elencate saranno condizioni fondamentali per i risultati che
andremo ad analizzare in questa sezione. Prima di trattare i Lemmi che ci
permetteranno di dimostrare l'esistenza della soluzione al problema, enunce-
remo uno dei Teoremi fondamentali sulla convergenza.
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Teorema 2.1.1 (Convergenza dominata). Siano fn : I → X, n ∈ N, funzioni
Bochner integrabili, con I intervallo qualsiasi in R o prodotto di due intervalli
qualsiasi di R, e X spazio di Banach. Assumiamo che f(t) = limn→∞fn(t)
esista quasi ovunque e che esista una funzione integrabile g : I → R+ tale
che ∥fn(t)∥X ≤ g(t) quasi ovunque ∀ n ∈ N; allora f è Bochner integrabile e∫
I
f(t)dt=limn→∞
∫
I
fndt. Inoltre vale:
∫
I
∥f(t)− fn(t)∥X dt
n→∞→ 0.
Richiameremo adesso una proposizione che ci permetterà di studiare me-
glio la convoluzione.
Proposizione 2.1.1. [2] Siano X,Y spazi di Banach, sia f ∈ L1loc(R+, X) =
{f : R+ → X; f è Bochner integrabile su [0, t],∀ t > 0} e sia
T : R+ → L (X,Y ) fortemente continuo; allora la convoluzione:
(T ∗ f) (t) =
∫ t
0
T (t− s) f (s) ds
esiste come integrale secondo Bochner e denisce una funzione continua:
T ∗ f : R+ → Y .
Lemma 2.1.1. Sia f ∈ Lp(J,X) con p > 1
α
, 0 < α < 1 e sia l'ipotesi (H1)
soddisfatta; allora la convoluzione:
(Sα ∗ f)(t) =
∫ t
0
Sα(t− s)f(s)ds,
t ∈ J , esiste ed è una funzione continua su J.
Dimostrazione. Esistenza) Dalla proposizione precedente sappiamo che
Sα(t − ·)f(·) è misurabile sull'insieme (0, t) e per come abbiamo denito M
abbiamo:
∥(Sα ∗ f)(t)∥X =
∥∥∥∥∫ t
0
(
(t− s)1−α Sα (t− s)
)
· (t− s)α−1 f(s)ds
∥∥∥∥
X
≤ M
∫ t
0
∥∥(t− s)α−1f(s)∥∥
X
ds.
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Per p > 1
α
> 1, 0 < α < 1, si prende il coniugato di p, cioè p′ = p
p−1 > 1;
poichè per ipotesi f ∈ Lp(J,X) possiamo sfruttare la disuguaglianza di Hölder,
per ottenere:
≤ M ∥f∥Lp
(∫ t
0
(
(t− s)α−1
) p
p−1 ds
) p−1
p
≤ M ∥f∥Lp
((
p− 1
αp− 1
)
t
αp−1
p−1
) p−1
p
≤ M ∥f∥Lp b
α− 1
p
(
p− 1
αp− 1
)1− 1
p
,
che ci permette di dire che Sα ∗ f esiste.
Continuità) Vogliamo dimostrare che Sα ∗ f ∈ C0(J,X).
Siano t1, t2 tale che 0 < ϵ < t1 < t2 ≤ b; allora si ha:
∥(Sα ∗ f)(t2)− (Sα ∗ f)(t1)∥X
=||
∫ t2
0
Sα(t2 − s)f(s)ds−
∫ t1
0
Sα(t1 − s)f(s)ds||X
≤||
∫ t1−ϵ
0
(
(t2 − s)1−α Sα (t2 − s)− (t1 − s)1−α Sα (t1 − s)
)
· (t2 − s)α−1 f(s)ds||X
+ ||
∫ t1
t1−ϵ
(
(t2 − s)1−α Sα (t2 − s)− (t1 − s)1−α Sα (t1 − s)
)
· (t2 − s)α−1 f(s)ds||X
+ ||
∫ t1
0
(t1 − s)1−αSα(t1 − s) ·
(
(t2 − s)α−1 − (t1 − s)α−1
)
f(s)ds||X
+ ||
∫ t2
t1
(t2 − s)1−α Sα (t2 − s) · (t2 − s)α−1 f(s)ds||X
≤sups∈[0,t1−ϵ]
∥∥(t2 − s)1−αSα(t2 − s)− (t1 − s)1−αSα(t1 − s)∥∥X
· ∥f∥Lp b
α− 1
p
(
p− 1
αp− 1
)1− 1
p
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+ 2M ∥f∥Lp ·
(
p− 1
αp− 1
)1− 1
p (
(t2 − t1 + ϵ)
αp−1
p−1 − (t2 − t1)
αp−1
p−1
)1− 1
p
+M ∥f∥Lp
(∫ t1
0
(
(t2 − s)α−1 − (t1 − s)α−1
) p
p−1 ds
)1− 1
p
+M ∥f∥Lp
(
p− 1
αp− 1
)1− 1
p
(t2 − t1)α−
1
p . (2.1)
Ora grazie all'equicontinuità di {t1−αSα(t), t > 0}, al Lemma 1.4.1 e
all'arbitrarietà di ϵ si ottiene:
∥(Sα ∗ f)(t2)− (Sα ∗ f)(t1)∥X
t1→t2→ 0,
il che dimostra che (Sα ∗ f)(t) è continua su J ′.
Per mostrare la continuità di Sα ∗f in zero notiamo che prendendo 0 < t ≤ b
si ha:
∥(Sα ∗ f)(t)− (Sα ∗ f)(0)∥X =
∥∥∥∥∫ t
0
(t− s)1−α Sα (t− s) · (t− s)α−1 f(s)ds
∥∥∥∥
X
≤ M ∥f∥Lp t
α− 1
p
(
p− 1
αp− 1
)1− 1
p
,
da cui segue che Sα ∗ f(t) → Sα ∗ f(0) per t → 0+.
Si ha quindi che Sα ∗ f(·) ∈ C0(J,X) e abbiamo dimostrato il Lemma.
Lemma 2.1.2. Supponiamo che siano soddisfatte (H1),(H2) e (H3); allora
x ∈ C01−α(J,X) è soluzione del problema (1) se e solo se x soddisfa:
x(t) = Sα(t)x0 +
∫ t
0
Sα(t− s)f(s, x(s), Hx(s))ds, t ∈ J ′. (2.2)
Dimostrazione. ⇒) Sfruttando il Lemma 1.3.1(ii):
Sα(t) =
tα−1
Γ(α)
x+ AIαt Sα(t)x, ∀ x ∈ X, t > 0,
e ricordando le notazioni denite per t > 0, 0 < α < 1:
gα(t) =
tα−1
Γ(α)
, Iαt f(t) = (gα ∗ f)(t),
18
si ha che ∀ x ∈ X, t > 0, 0 < α < 1:
Sα(t)x = gα(t)x+ A(gα ∗ Sα)(t)x.
Segue dalla chiusura di A generatore innitesimale e dalla Proposizione 1.1.7
in [1] che:
gα(t) = Sα(t)− (Agα ∗ Sα)(t).
Sia x(·) una soluzione (debole) del problema (1) (Denizione 1.4.1); dal
Lemma 1.3.1(ii) si ha:
gα ∗ x =(Sα − Agα ∗ Sα) ∗ x
=Sα ∗ x− Sα ∗ (Agα ∗ x)
=Sα ∗ (x− Agα ∗ x)
=Sα ∗ (gαx0 + gα ∗ f (·, x (·) , Hx (·)))
=gα ∗ (Sαx0 + Sα ∗ f (·, x (·) , Hx (·))) ,
e questo, grazie all'ipotesi (H1) con f denita come in (H3), implica che:
x(t) = Sα(t)x0 +
∫ t
0
Sα(t− s)f(s, x(s), Hx(s))ds.
⇐) Supponiamo che x(·) soddis la formula (2.2). Dal Lemma 2.1.1 sap-
piamo che x(·) è ben denita su J ′. Dalla denizione di generatore innite-
simale del risolvente frazionario Sα(·), Capitolo 1 pag 9, abbiamo che:
AIαt x(t) = lims→0+Γ(2α)
(
s1−αSα(s)− 1Γα
)
Iαt x(t)
sα
. (2.3)
Inoltre si ha:
(s1−αSα(s)−
1
Γα
)Iαt x(t)
=[s1−αSα(s)− s1−αgα(s))(Iαt Sα(t)x0 + gα ∗ Sα ∗ f(·, x(·), Hx(·))(t)]
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=s1−α[Sα(s)I
α
t Sα(t)x0 − gα(s)Iαt Sα(t)x0]
+ s1−α[Sα(s) · (Iαt Sα) ∗ f(·, x(·), Hx(·))(t)
− gα(s) · (Iαt Sα) ∗ f(·, x(·), Hx(·))(t)]
=s1−α [Sα(t)I
α
s Sα(s)x0 − gα(t)Iαs Sα(s)x0]
+ s1−α [Iαs Sα(s)Sα(t)− Iαs Sα(s)gα(t)] ∗ f(·, x(·), Hx(·))(t)
=s1−αIαs Sα(s)[Sα(t)x0 − gα(t)x0 + Sα ∗ f(·, x(·), Hx(·))(t)
− gα ∗ f(·, x(·), Hx(·))(t)]
=s1−αIαs Sα(s) [x(t)− gα(t)x0 − Iαt f(t, x(t), Hx(t))(t)] .
Quindi (2.3) equivale a:
AIαt x(t)
=lims→0+Γ(2α)s
1−αIαs Sα(s) [x(t)− gα(t)x0 − Iαt f(t, x(t), Hx(t))(t)] . (2.4)
Notiamo inoltre che:
||Γ(2α)s1−αIαs Sα(s)||X = ||
Γ(2α)
Γ(α)
∫ s
0
s1−2α(s− τ)α−1Sα(τ)xdτ − x||X
=||Γ(2α)
Γ(α)
∫ 1
0
s1−α(1− τ)α−1Sα(sτ)xdτ − x||X
=|| Γ(2α)
[Γ(α)]2
∫ 1
0
(1− τ)α−1τα−1Γ(α)(sτ)1−αSα(sτ)xdτ
− Γ(2α)
[Γ(α)]2
∫ 1
0
(1− τ)α−1τα−1xdτ ||X
≤ Γ(2α)
[Γ(α)]2
∫ 1
0
(1− τ)α−1τα−1dτ · supτ∈[0,1]
∥∥Γ(α)(sτ)1−αSα(sτ)x− x∥∥X
≤supτ∈[0,1]
∥∥Γ(α)(sτ)1−αSα(sτ)x− x∥∥X .
Dalla Denizione 1.2.4(i) otteniamo:
∥∥Γ(2α)s1−2αIαs Sα(s)x− x∥∥X → 0, s → 0+. (2.5)
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Combinando insieme (2.4) e (2.5) si ottiene:
AIαt x(t) = x(t)− gα(t)x0 − Iαt f(t, x(t), Hx(t)),
che equivale a:
x(t) = AIαt x(t) + gα(t)x0 + I
α
t f(t, x(t), Hx(t)),
e questo prova che x è soluzione del problema (1) e si conclude.
2.2 Compattezza di GWr in C
0
1−α(J,X)
Lemma 2.2.1. Supponiamo che siano soddisfatte (H1),(H2) e (H3) e sia
Wr =
{
x ∈ C01−α(J,X); ∥x∥C1−α ≤ r
}
; allora la mappa G : Wr → C1−α(J,X)
denita da:
(Gx)(t) =
∫ t
0
Sα(t− s)f(s, x(s), Hx(s))ds
è compatta.
Dimostrazione. Poniamo
B =
{
y ∈ C0(J,X); y(t) = t1−α(Gx)(t), x ∈ Wr, t ∈ J
}
.
Per dimostrare la compattezza di GWr in C
0
1−α(J,X) basta dimostrare che
l'insieme B è precompatto in C0(J,X), grazie al Teorema 1.3.1.
Per prima cosa mostreremo che B(t) = {y(t); y ∈ B} ⊆ X è precompatto
in X, ∀ t ∈ J. Se t = 0 allora B(0) = 0 e si dimostra la precompattezza.
Supponiamo quindi t > 0; per 0 < ϵ < t possiamo denire l'insieme:
Bϵ(t) = {yϵ(t); x ∈ Wr, t ∈ J ′} ⊆ X, dove:
yϵ(t) = ϵ1−αSα(ϵ) · Γ(α)t1−α
∫ t−ϵ
0
Sα(t− s− ϵ)f(s, x(s), Hx(s))ds.
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Per le ipotesi (H3) e (H2), sapendo che per x ∈ Wr, ∥x∥C1−α ≤ r, s ∈ [0,b],
si ha:
∥f(s, x(s), Hx(s))∥X ≤θ(s) + ρs
1−α
(
∥x(s)∥X +
∥∥∥∥∫ s
0
h(s, τ, x(τ))dτ
∥∥∥∥
X
)
≤θ(s) + ρs1−α
(
∥x(s)∥X +
∫ s
0
m ∥x(τ)∥X dτ
)
≤θ(s) + ρs1−α ∥x(s)∥X + ρs
1−α
∫ s
0
mτα−1 ∥x∥C1−α dτ
≤θ(s) + ρs1−α ∥x(s)∥X + ρs
1−α
∫ s
0
mτα−1 ∥x∥C1−α dτ
≤θ(s) + ρr + ρs1−αms
α
α
r
≤θ(s) + ρr + ρms
α
r
≤θ(s) + ρr + ρmb
α
r. (2.6)
Dalla (2.6) per x ∈ Wr, t ∈ J ′, utilizzando la Disuguaglianza di Hölder come
nella dimostrazione del Lemma 2.1.1 si ha:∥∥∥∥t1−α ∫ t−ϵ
0
Sα(t− s− ϵ)f(s, x(s), Hx(s))ds
∥∥∥∥
X
≤b1−α
∫ t−ϵ
0
∥∥(t− s− ϵ)1−αSα(t− s− ϵ) · (t− s− ϵ)α−1f(s, x(s), Hx(s))∥∥X ds
≤Mb1−α
∫ t−ϵ
0
∥∥(t− s− ϵ)α−1f(s, x(s), Hx(s))∥∥
X
ds
≤Mb1−α
∫ t−ϵ
0
(t− s− ϵ)α−1
(
θ(s) + ρr + ρ
mb
α
r
)
ds
≤Mb1−α
∫ t−ϵ
0
(t− s− ϵ)α−1θ(s)ds
+Mb1−α
∫ t−ϵ
0
(t− s− ϵ)α−1
(
ρr + ρ
mb
α
r
)
ds
≤M
(
b
p− 1
αp− 1
r
)1− 1
p
∥θ∥Lp +
Mb
α
(
ρr + ρ
mb
α
r
)
< ∞. (2.7)
Dall'ipotesi (H1) per ϵ > 0 si ha che l'operatore ϵ1−αSα(ϵ) è compatto.
Quindi adesso sappiamo che Bϵ(t) è precompatto in X, ∀ t ∈ J ′.
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Siano t ∈ J ′ e δ ∈ (ϵ, t); allora abbiamo
||y(t)− yϵ(t)||X
≤t1−α[||
∫ t−ϵ
0
(t− s)1−αSα(t− s) · (t− s)α−1f(s, x(s), Hx(s))ds
− ϵ1−αSα(ϵ)Γ(α)
∫ t−ϵ
0
(t− s− ϵ)1−αSα(t− s− ϵ)
· (t− s)α−1f(s, x(s), Hx(s))ds||X
+ ||ϵ1−αSα(ϵ)Γ(α)
∫ t−ϵ
0
(t− s− ϵ)1−α
Sα(t− s− ϵ) ·
(
(t− s)α−1 − (t− s− ϵ)1−α
)
f(s, x(s), Hx(s))ds||X
+ ||
∫ t
t−ϵ
(t− s)1−αSα(t− s) · (t− s)α−1f(s, x(s), Hx(s))ds||X ]
≤b1−α
∫ t−ϵ
0
||[(t− s)1−αSα(t− s)− Γ(α)ϵ1−α(t− s− ϵ)1−αSα(t− s− ϵ)]
(t− s)α−1f(s, x(s), Hx(s))||Xds+ b1−α
∥∥ϵ1−αSα(ϵ)∥∥X Γ(α)
·M
∫ t−ϵ
0
||[(t− s)α−1(t− s− ϵ)α−1]f(s, x(s), Hx(s))||Xds
+ b1−αM
∫ t
t−ϵ
||(t− s)α−1f(s, x(s), Hx(s))||Xds
≤b1−α
∫ t−δ
0
||(t− s)1−αSα(t− s)− Γ(α)ϵ1−αSα(ϵ)
(t− s− ϵ)1−αSα(t− s− ϵ)||X(t− s)α−1(θ(s) + ρr + ρ
mb
α
r)ds
+ b1−α
∫ t−ϵ
t−δ
||(t− s)1−αSα(t− s)− Γ(α)ϵ1−αSα(ϵ)
(t− s− ϵ)1−αSα(t− s− ϵ)||X(t− s)α−1(θ(s) + ρr + ρ
mb
α
r)ds
+ b1−αM2Γ(α)
(∫ t−ϵ
0
[(t− s)α−1(t− s− ϵ)α−1]
p
p−1ds
)1− 1
p
∥f∥Lp
+ b1−αM
∫ t
t−ϵ
||(t− s)α−1f(s, x(s), Hx(s))||Xds
:=I1 + I2 + I3 + I4,
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dove
I1 =b
1−α
∫ t−δ
0
||(t− s)1−αSα(t− s)− Γ(α)ϵ1−αSα(ϵ)
(t− s− ϵ)1−αSα(t− s− ϵ)||X(t− s)α−1(θ(s) + ρr + ρ
mb
α
r)ds,
I2 =+ b
1−α
∫ t−ϵ
t−δ
||(t− s)1−αSα(t− s)− Γ(α)ϵ1−αSα(ϵ)
(t− s− ϵ)1−αSα(t− s− ϵ)||X(t− s)α−1(θ(s) + ρr + ρ
mb
α
r)ds,
I3 =+ b
1−αM2Γ(α)
(∫ t−ϵ
0
[(t− s)α−1(t− s− ϵ)α−1]
p
p−1ds
)1− 1
p
∥f∥Lp ,
I4 =+ b
1−αM
∫ t
t−ϵ
||(t− s)α−1f(s, x(s), Hx(s))||Xds.
Dal Lemma 1.3.2. sappiamo che I1 → 0 per ϵ → 0+. Dall'arbitrarietà di ϵ e δ
e dall'assoluta continuità dell'integrale, ereditata dalla Bochner integrabilità,
si ha: I2 → 0, I4 → 0 per ϵ, δ → 0+. Inne dal Lemma 1.4.1 si ottiene che
I3 → 0 per ϵ → 0+.
Quindi per t ∈ J ′, si ha:
limϵ→0+ ∥y(t)− yϵ(t)∥X = 0,
e questo implica che B(t) = {y(t); y ∈ B} è precompatto in X in quanto esiste
una famiglia arbitraria di insiemi precompatti chiusi in X.
Adesso andremo a mostrare l'equicontinuità di B in J.
Procedendo come si è fatto per (2.7), si ottiene:
||
∫ t
0
Sα(t− s)f(s, x(s), Hx(s))ds||X
≤Mbα−
1
p
(
p− 1
αp− 1
1− 1
p
)
∥θ∥Lp +
Mbα
α
(
ρr + ρ
mb
α
r
)
:=Fr < ∞, (2.8)
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per t ∈ J , x ∈ Wr.
Sia y ∈ B, 0 ≤ t1 ≤ t2 ≤ b, allora si ha:
∥y(t2)− y(t1)∥X
=t1−α2 ||
∫ t2
0
Sα(t2 − s)f(s, x(s), Hx(s))ds
− t1−α1
∫ t1
0
Sα(t1 − s)f(s, x(s), Hx(s))ds||X
≤||(t1−α2 − t1−α1 )
∫ t2
0
Sα(t2 − s)f(s, x(s), Hx(s))ds||X
+ t1−α1 ||
∫ t2
0
Sα(t2 − s)f(s, x(s), Hx(s))ds
−
∫ t1
0
Sα(t1 − s)f(s, x(s), Hx(s))ds||X
≤(t1−α2 − t1−α1 )Fr + b1−α||
∫ t2
0
Sα(t2 − s)f(s, x(s), Hx(s))ds
−
∫ t1
0
Sα(t1 − s)f(s, x(s), Hx(s))ds||X .
Dalla (2.6) sappiamo che:
∥f(s, x(s), Hx(s))∥X ≤ θ(s) + ρr + ρ
mb
α
r, θ ∈ Lp(J,X).
Dall'espressione (2.2) del Lemma 2.1.1 abbiamo:
||
∫ t2
0
Sα(t2 − s)f(s, x(s), Hx(s))ds
−
∫ t1
0
Sα(t1 − s)f(s, x(s), Hx(s))ds||X −→ 0,
per t1 → t2, indipendentemente da x ∈ Wr.
Abbiamo quindi:
limt1→t2 ∥y(t2)− y(t1)∥X = 0,
che dimostra l'equicontinuità di B in J. Perciò per quanto detto all'inizio
della dimostrazione per il Teorema di Ascoli-Arzelà si ha che
G : Wr → C01−α(J,X) è una mappa compatta.
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2.3 Teorema dell'esistenza delle soluzioni posto
come un problema di punto sso
In questo paragrafo dimostreremo l'esistenza di almeno una soluzione al pro-
blema (1), sotto determinate condizioni iniziali. Prima di focalizzarci sul
teorema in questione enunceremo un altro teorema, che ci permetterà di
avanzare nella dimostrazione dell'esistenza della soluzione.
Teorema 2.3.1 (Punto sso di Schauder). Sia (X, ∥·∥X) uno spazio di Ba-
nach e sia K ⊆ X un insieme non vuoto, chiuso e convesso. Sia T : K → K
un'applicazione tale che:
i) T è continua;
ii) T (K) ⊆ K è compatto; allora ∃ x ∈ K tale che T (x) = x.
Per insieme convesso si intende un insieme nel quale, per ogni coppia
di punti, il segmento che congiunge i due punti sia interamente contenuto
nell'insieme di partenza, o più precisamente:
∀ coppia di punti x, y ∈ A insieme convesso, il segmento che li congiunge:
{(1 + t)x+ ty; t ∈ (0, 1)} è interamente contenuto in A.
Ora siamo pronti per dimostrare il teorema:
Teorema 2.3.2. Siano le ipotesi (H1),(H2) e (H3) soddisfatte, allora il
sistema (1) ha almeno una soluzione.
Dimostrazione. Trasformeremo il problema di esistenza delle soluzioni in un
problema di punto sso; per far questo grazie al Lemma 2.1.2 introdurremo
l'operatore ϕ : C01−α(J,X) → C01−α(J,X) denito da:
ϕx(t) = Sα(t)x0 +
∫ t
0
Sα(t− s)f(s, x(s), Hx(s))ds.
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Si verica facilmente che il punto sso di ϕ è soluzione del problema (1).
Proveremo quindi che ϕ ha un punto sso sfruttando il Teorema di punto
sso di Schauder enunciato in precedenza.
Lo dimostreremo per passi:
Passo 1) Possiamo aermare che ϕWr ⊆ Wr in C1−α, dove:
r ≥ α
2
α2 −Mb(αρ+ ρbm)
[
M ∥x0∥+M
(
b
p− 1
αp− 1
)1− 1
p
∥θ∥Lp
]
,
e Wr =
{
x ∈ C01−α(J,X); ∥x∥C1−α ≤ r
}
, denito come nella sezione prece-
dente.
Infatti dalla (2.8) si ha che per x ∈ Wr, t ∈ J vale:∥∥t1−αϕx(t)∥∥
X
≤
∥∥t1−αSα(t)x0∥∥X + b1−α ∥∥∥∥∫ t
0
Sα(t− s)f(s, x(s), Hx(s))ds
∥∥∥∥
X
≤M ∥x0∥+M
(
b
p− 1
αp− 1
1− 1
p
)
∥θ∥Lp +
Mbα
α
(
ρr + ρ
mb
α
r
)
≤r.
Passo 2) Mostriamo ora che l'operatore ϕ è continuo su Wr ⊆ C01−α(J,X).
Possiamo supporre che esista una successione xn tale che xn → x in Wr.
Dalle ipotesi (H2) e (H3), per t ∈ J, si ha:
(t− s)α−1 (f(s, xn(s), Hxn(s))− f(s, x(s), Hx(s))) → 0,
per quasi ogni s ∈ [0,t ], e dalla (2.6) segue:
(t− s)α−1 ∥f(s, xn(s), Hxn(s))− f(s, x(s), Hx(s))∥X
≤2(t− s)α−1(θ(s) + ρr + ρmb
α
r), s ∈ [0, t ].
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Inne dal Teorema della convergenza dominata (Teorema 2.2.1) si ha:
t1−α ∥ϕxn(t)− ϕx(t)∥X ≤ t
1−α
∫ t
0
∥∥(t− s)1−αSα(t− s)α−1∥∥X
(t− s)α−1 ∥f(s, xn(s), Hxn(s))− f(s, x(s), Hx(s))∥X ds
≤Mb1−α
∫ t
0
(t− s)α−1 ∥(f(s, xn(s), Hxn(s))− f(s, x(s), Hx(s)))∥X ds
n→∞−→ 0,
che implica la continuità dell'operatore ϕ su Wr.
Passo 3) Mostriamo come ultimo passo la compattezza dell'operatore ϕ. Sia
ϕ = ϕ1 + ϕ2,
dove ϕ1(t) = Sα(t)x0, ϕ2(t) =
∫ t
0
Sα(t− s)f(s, x(s), Hx(s))ds.
Dal Lemma 2.2.1 si ottiene la compattezza di ϕ2 in Wr. Invece per la
compattezza di ϕ1 basta dimostrare che l'insieme:
V =
{
z ∈ C0(J,X); z(t) = t1−αSα(t)x0, x0 ∈ X, t ∈ J
}
,
è precompatto in C0(J,X).
Si vede facilmente che V (0) =
{
x0
Γ(α)
}
, V (t) = {t1−αSα(t)x0} per t > 0, è
precompatto in X. Supponiamo che 0 ≤ t1 ≤ t2 ≤ b;
se t1 = 0 in riferimento alla Denizione 1.2.4 (i) si ha:
∥z(t2)− z(0)∥X =
∥∥∥∥t1−α2 Sα(t2)x0 − x0Γ(α)
∥∥∥∥
X
t2→0−→ 0,
Se t1 > 0, procedendo come prima e dall'ipotesi (H1) si ha:
∥z(t2)− z(t1)∥X ≤
∥∥t1−α2 Sα(t2)x0 − t1−α1 Sα(t1)x0∥∥X t1→t2−→ 0.
Per il Teorema di Ascoli-Arzelà si ha che V è precompatto in C0(J,X), e
quindi ϕ = ϕ1 + ϕ2 è un operatore compatto in C
0
1−α(J,X).
Si conclude grazie al Teorema di punto sso di Schauder (Teorema 2.3.1), che
esiste un punto sso x per cui ϕx = x, che è soluzione del problema (1).
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Capitolo 3
Una possibile applicazione
3.1 Soluzione del sistema evolutivo integrodif-
ferenziale con derivata frazionaria di
Riemann-Liouville
Consideriamo il seguente sistema evolutivo integrodierenziale con la deri-
vata frazionaria di Riemann-Liouville della forma:
Dαu(t, x) = ∂
2
∂x2
u(t, x) + F
(
t, u(t, x),
∫ t
0 h1(t, s, u(s, x))ds
)
, 0 < t ≤ 1, 0 < x < 1,
u(t, 0) = u(t, 1) = 0,
limt→0+Γαt
1−αu(t, x) = u0(x).
Sia X = L2(0, 1) spazio di Banach e sia A : D(A) ⊆ X → X l'operatore
denito da: Az = z′′, con dominio:
D(A) = {z ∈ X; z, z′sono assolutamente continue, z′′ ∈ X, z(0) = z(1) = 0} .
Da Pazy([16]), pag 234, abbiamo che l'operatore A è il generatore innitesi-
male di un semigruppo analitico compatto T (t), t ≥ 0.
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Da [18] si ha che gli autovalori di A sono della forma: λn = −n2π2, n ∈ N,
e i corrispondenti autovettori sono: en(x) =
√
2sin(nπx), n≥ 1, e0 = 1, che
formano una base ortogonale per L2(0, 1). Infatti derivando gli autovettori si
ottiene: e′n(x) =
√
2nπcos(nπx), e′′n(x) = −
√
2n2π2sin(nπx), e quindi:
Ae′′n = e
′′
n = λnen ∀ n ∈ N.
Per dimostrare l'ortogonalità basta usare il metodo induttivo e sfruttare la
formula di addizione del seno nei passi di induzione.
Quindi T(t) è dato da:
T (t)z =
∞∑
n=1
e−n
2π2t < z, en > en, ∀ z ∈ L2(0, 1), ∀ t > 0.
Se u0(x) =
∑∞
n=1 cnsin(nπx) abbiamo:
T (t)u0(x) =
∞∑
n=1
e−n
2π2tcnsin(nπx).
Dall'esempio di [12] sappiamo che A è il generatore innitesimale di un
risolvente frazionario Sα di ordine α e
Sα(t)u0(x) =
∞∑
n=1
t1−αEα,α(−n2π2tα)cnsin(nπx).
Dove Eα,α(·) è la funzione di Mittag-Leer denita da:
Eα,α(−n2π2tα) =
∑∞
k=0
(−1)kn2kπ2ktαk
Γ(α(k+1))
, 0 < α < 1.
Sia f : [0,∞) → R; la formula della trasformata di Laplace dell'integrale
frazionario di Riemann-Liouville è indicata con il simbolo
L {Iαt f(t)} : [0,∞) → R, λ → L {Iαt f(t)} (λ) ed è denita da:
L {Iαt f(t)} (λ) = 1λα f̂(λ),
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dove f̂ è la trasformata di Laplace, della funzione f, denita da:
f̂ =
∫∞
0
e−λtf(t)dt, Reλ > w, |f(t)| ≤ cewt, c costante.
Utilizzando il procedimento di [14], tramite la trasformata di Laplace e la
funzione di densità di probabilità si ottiene:
t1−αSα(t)u0(x) = α
∫ ∞
0
θξα(θ)T (t
αθ)u0(x)dθ, (3.1)
per ogni u0 ∈ X, dove:
ξα(θ) =
1
α
θ−1−
1
αϖα(θ
1
α )
è la funzione di densità di probabilità su (0,∞), ξα(θ) ≥ 0 e
ϖα(θ) =
1
π
∑∞
n=1(−1)n−1θ−nα−1
Γ(nα+1)
n!
sin(nπα), θ ∈ (0,∞).
La formula (3.1) mostra che:
t1−αSα(t) = α
∫ ∞
0
θξα(θ)T (t
αθ)dθ.
Dal Lemma 2.9 in [18] segue che la famiglia degli operatori {t1−αSα(t), t > 0}
è equicontinua, compatta e ∥t1−αSα(t)∥L2 ≤
αM ′
Γ(1+α)
:= M , dove
M ′ = sup {∥T (t)∥L2 ; 0 ≤ t ≤ 1}. Perciò l'ipotesi (H1) è soddisfatta.
Sia f la funzione continua f : [0, b]×X ×X → X denita da:
f(t, u, h) = F (t, u(t, x), h(t, x)), 0 < t ≤ 1, 0 < x < 1.
con h : ∆×X → X denita da:
h(t, x) =
∫ t
0
h1(t, s, u(s, x))ds.
Prendiamo:
F
(
t, u(t, x),
∫ t
0
h1(t, s, u(s, x))ds
)
= e−tcos(u(t, x)) + ρt1−α
(
u(t, x) +
∫ t
0
cos(ts)u(s, x)ds
)
,
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dove 0 < ρ < α
2
Mα+M
. Quindi le funzioni non lineari f e h soddisfano le ipotesi
(H2) e (H3).
Sia u(t)x = u(t, x), per t,x ∈ (0, 1); allora il sistema dierenziale preso
in considerazione all'inizio del capitolo può essere presentato nella forma
astratta (1), e tutte le condizioni del Teorema 2.3.2 sono soddisfatte. Per-
ciò esiste una funzione u ∈ C1−α(J, L2(0, 1)) che è soluzione del sistema
considerato in questo capitolo.
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Conclusioni
In questo elaborato è stato introdotto un sistema semilineare integrodie-
renziale con derivata frazionaria di Riemann-Liouville e si sono discusse le
condizioni per l'esistenza di soluzioni al sistema (1) tramite risolventi frazio-
nari, senza utilizzare la condizione di lipschtzianità. In ultima analisi è stato
adoperato il Teorema di punto sso di Schauder, trasformando l'esistenza
delle soluzioni in un problema di punto sso. Ci sono due punti dell'elabo-
rato in cui si deve prestare particolare attenzione. Il primo è il fatto che il
risolvente frazionario di Riemann-Liouville Sα(t) non è limitato in t = 0 e
il secondo è che Sα(t) non ha le proprietà di semigruppo, e ciò signica che
la compattezza di Sα(t) (o t
1−αSα(t)) non implica l'equicontinuità di Sα(t) (o
t1−αSα(t)).
Consapevole che ci potrebbe essere un ulteriore spazio di ricerca nello studio
della stabilità e controllabilità delle soluzioni, la mia attenzione si è focaliz-
zata esclusivamente sull'esistenza delle soluzioni del problema (1), seguendo
il modello dovuto a S. Jin e M. Wang [10].
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