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Résumé
Cet article présente un algorithme Bayésien pour la seg-
mentation d’images de Tomographie par Emission de Po-
sitons (TEP). Tenant compte des phénomènes physiques
sous-jacents à la formation de l’image TEP, nous mo-
délisons l’activité des tissus comme un mélange de dis-
tributions Poisson-Gamma. Un algorithme Bayésien hié-
rarchique de type Monte Carlo par chaîne de Markov
(MCMC) permet d’estimer conjointement les paramètres
du modèle et de classifier les voxels selon la nature des
tissus. De plus, un champ de Potts-Markov permet de re-
présenter la cohérence spatiale des classes dans le modèle
Bayésien. L’algorithme a été validé sur des données syn-
thétiques et testé sur des données provenant de patients
réels. Les résultats de la segmentation d’images TEP de
l’abdomen suggèrent que la méthode proposée peut correc-
tement mettre en évidence autant les grosses que les petites
tumeurs.
Mots Clef
Imagerie TEP, Poisson-Gamma, Binomiale Négative, Mo-
dèle de Mélange, Markov-Potts, Estimation Bayésienne ,
Echantillonneur de Gibbs.
Abstract
This paper presents a Bayesian algorithm for the segmen-
tation of Positron Emission Tomography (PET) images.
The proposed method takes into account the physics of the
image formation and proposes a Poisson-Gamma mixture
model to represent the activity of tissues. A Markov Chain
Monte Carlo hierarchical Bayesian model is established
to jointly estimate the parameters of the mixture and label
voxels according to their underlying tissues. In addition,
a Potts-Markov random field has been integrated into the
segmentation model to represent the spatial coherence of
the mixture components. The algorithm has been valida-
ted on synthetic data and tested on real patients’ images.
Experimental results of the segmentation of PET images of
the abdomen region suggest that the proposed method can
successfully segment both large and small tumors.
Keywords
PET imaging, Poisson-Gamma, Negative Binomial, Mix-
ture model, Markov-Potts, Bayesian estimation, Gibbs
sampler.
1 Introduction
La Tomographie par Emission de Positons (TEP) est une
modalité d’imagerie souvent utilisée en oncologie. Elle
permet de mesurer la répartition spatiale d’un traceur ra-
dioactif injecté préalablement au patient. Elle offre ainsi la
possibilité de quantifier l’activité biologique des différents
tissus, et de localiser des tumeurs dès leurs premiers stades.
Le diagnostic du cancer et son traitement nécessite une lo-
calisation précise de la tumeur préalable à la quantification.
Les pratiques cliniques actuelles recourent à un détourage
semi-manuel peu précis. De même, la quantification se ra-
mène souvent au calcul d’indicateurs qui ne rendent pas
compte de la complexité de la structure des tumeurs. Ce
manque de précision requiert des précautions accrues no-
tamment en radiothérapie afin d’épargner les tissus sains. Il
est donc nécessaire de disposer de méthodes robustes pour
la segmentation automatiques d’images TEP.
Cependant, la segmentation des images TEP est une tâche
difficile. En effet, ces images se caractérisent par un rapport
signal sur bruit particulièrement faible, dû à de nombreux
artefacts inhérents à cette modalité. De plus, l’absence de
toute information anatomique rend le contraste très faible.
Néanmoins, de nombreuses méthodes de segmentation,
souvent inspirées de techniques générales de vision par or-
dinateur, ont été proposées en TEP. Celles-ci incluent des
techniques de seuillage [1], clustering [2], contours actifs
[3], parmis d’autres. D’autres travaux ont formulé le pro-
blème de la segmentation dans un cadre bayésien. Chen
et al. ont proposé la segmentation par champ de Markov
[4]. Dans [5], les auteurs ont présenté un mélange de lois
Gaussiennes pour segmenter des images TEP. Des modèles
de Gauss-Markov-Potts ont été étudiés dans [6] et [7].
Le modèle Poissonien a aussi été étudié pour d’autres
applications en TEP. Rangarajan et al. [8] proposent de
modéliser les projections TEP comme un mélange de
lois de Poisson. Ils développent un algorithme espérance-
maximisation (EM) pour reconstruire l’image TEP avec
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des images anatomiques comme information a priori. Dans
[9], les auteurs ont proposé un mélange de Poisson en y
ajoutant un bruit de type Poisson. Une méthode de filtrage
a été développée pour éliminer les variations d’activités au
sein d’un même tissu, considérées comme un bruit.
Dans [10], les auteurs ont développé une méthode de
segmentation d’images ultrason avec un mélange de lois
alpha-Rayleigh. Le présent travail procède selon la même
approche pour la tomographie par émission de positons.
Partant du phénomène physique sous-jacent à la formation
de l’image TEP, cet article propose un modèle pour dé-
crire avec précision l’activité biologique du corps comme
un mélange de distributions Poisson-Gamma. Ce modèle
respecte en particulier les variations d’activité intra-tissus
et offre ainsi une interprétation quant à l’hétérogénéité dans
les tumeurs. Un algorithme de type Monte Carlo par chaîne
de Markov (MCMC) est développé pour conjointement es-
timer les paramètres du modèle et segmenter l’image. Cet
algorithme inclut un champ de Markov pour modéliser la
cohérence spatiale entre les composantes du mélange.
2 Modèle Bayésien Proposé
Soit r une image TEP tridimensionnelle, avec r ∈ NN .
Notons rn la quantité de radioactivité du nième voxel de r,
avec rn ∈ N. On considère que r est composée deK tissus
biologiques distincts {C1, ..., CK}, chacun ayant sa propre
radioactivité. Nous définissons le vecteur d’étiquettes ca-
chées z = {z1, . . . , zN} associé au vecteur d’observations
r = {r1, . . . , rN} tel que zn = k si rn ∈ Ck. Il est alors
possible de formuler la segmentation de l’image r comme




où θ est un vecteur de paramètres associé au modèle para-
métrique, p(r|z,θ), de formation de l’image. Il est à no-
ter que θ est inconnu. Sa densité a posteriori est estimée
conjointement avec la densité a posteriori du vecteur d’éti-
quettes z. Cette estimation requiert l’expression de la vrai-
semblance p(r|z,θ) et de la densité a priori des étiquettes
et des paramètres, p(z,θ).
2.1 Vraisemblance
Il est communément admis que rn peut être correctement
modélisé par une variable aléatoire Poissonienne [11] :
rn ∼ P(λn) (2)
où P représente la distribution de Poisson et λn est la ra-
dioactivité moyenne au niveau du nième voxel. Il s’en suit
facilement que la vraisemblance peut être exprimée comme
un mélange fini de lois de Poisson, à condition que les λn
soient répartis de manière uniforme dans chaque tissu bio-
logique. Cependant, diverses études patho-physiologiques
ont établi que l’activité biologique est largement hétéro-
gène dans les tissus et particulièrement dans les tumeurs.
Cela implique que le modèle de mélange Poissonien est
imprécis. Dans cette étude, nous tenons compte de l’hété-
rogénéité intra-tissus en affectant une radioactivité propre à
chaque voxel. Plus précisement, nous proposons de modé-
liser les radioactivités à l’intérieur d’un même tissu par des
variables aléatoires indépendantes et identiquement distri-
buées selon une loi Gamma propre au tissu :
λn|zn = k ∼ Γ(αk, βk) (3)
où αk ∈ R+ et βk ∈ R+ sont respectivement les para-
mètres de forme et d’échelle associcés au tissu Ck.





produit la loi Poisson-Gamma ou Binomiale négative :











où ρk = 11+βk . Enfin, nous supposons que les observations
sont mutuellement indépendantes et exprimons la vraisem-






p(rn|αk, ρk, zn = k) (5)
où Ik est l’ensemble des indices des voxels apparte-
nant à Ck, p(rn|αk, ρk, zn = k) est définie dans (4),
et θ = (αT ,ρT )T , avec α = {α1, . . . , αK}T et ρ =
{ρ1, . . . , ρK}T .
2.2 Lois a priori des paramètres
Le vecteur θ = (αT ,ρT )T est le vecteur des paramètres
inconnus pour le problème posé. Remarquons que ρk ∈
]0, 1[ car 0 < β < ∞. Dans cette étude, nous considèrons
le nombre de classes K connu. Cette hypothèse pourraît
être relâchée en utilisant par exemple un algorithme à sauts
réversibles [12]. Les lois a priori associées aux paramètres
inconnus et au vecteur d’étiquettes sont décrites dans ce
qui suit.
Paramètres Poisson-Gamma. La densité a priori du pa-
ramètre de forme α est choisie comme une distribution in-
verse Gamma d’hyperparamètres a0 et b0
αk ∼ IG(a0, b0), k = 1, . . . ,K (6)
où les hyperparamètres sont fixés à a0 = 1 and b0 = 1,
conduisant à une information a priori vague.
Une distribution Beta conjuguée est choisie comme densité
a priori pour ρk :
ρk ∼ B(c0, d0), k = 1, . . . ,K (7)
où les hyperparamètres sont fixés à c0 = 1 et d0 = 1
conduisant à un a priori plat.
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Pour finir, en supposant les paramètres du mélange indé-






Étiquettes z. Nous avons choisi dans notre modélisation
d’affecter une activité propre à chaque voxel, même pour
les voxels d’une même classe. Cependant, il est naturel de
considérer que l’activité d’un voxel est corrélée à celles de
ses voisins. La densité a priori du vecteur d’étiquettes p(z)
doit donc favoriser la cohérence spatiale inhérente aux tis-
sus biologiques. Depuis les travaux fondateurs de Geman
[13], les champs de Markov sont devenus un choix d’a
priori très utilisé pour exprimer la corrélation spatiale dans
les images. Il existe plusieurs structures de voisinage utili-
sées dans la littérature. Dans le cas 2-D, les voisinages les
plus utilisés sont ceux définis par les quatre (premier ordre)
ou huit (deuxième ordre) plus proches pixels (voir Figure
1). De manière similaire, dans le cas 3-D, les voisinages
les plus souvent utilisés sont ceux composés des six (pre-
mier ordre) ou quatorze (deuxième ordre) voxels les plus
proches (voir Figure 2).
FIGURE 1 – Structures de voisinage 2-D du premier ordre
(à gauche) et du deuxième ordre (à droite)
FIGURE 2 – Structures de voisinage 3-D du premier ordre
(à gauche) et du deuxième ordre (à droite)
Dans cette étude, nous considérons un champ de Potts 3-D











où γ est le coefficient de granularité, C(γ) est une
constante de normalisation ou fonction de partition, δ(·) est
la fonction de Kronecker et V(·) représente ici une struc-
ture de voisinage 3-D du premier ordre (Fig. 2 à gauche).
Pour résumer, la figure 3 représente le modèle Bayésien
hiérarchique proposé sous forme d’un graphe orienté acy-




















FIGURE 3 – Graphe Orienté Acyclique (DAG) pour le modèle
de mélange Poisson-Gamma (Les hyperparamètres fixes sont re-
présentés dans des cases en pointillés).
2.3 Loi a posteriori de (θ, z)
Considérant les vecteurs de paramètres θ et z indépen-
dants, en utilisant le théorème de Bayes, nous pouvons ex-
primer la loi a posteriori du vecteur (z,θ) comme :
p (θ, z|r) ∝ p(r|θ, z)p(θ)p(z) (10)
où la vraisemblance p(r|θ, z) et les lois a priori p(θ) et
p(z) ont été définies respectivement dans (5),(8) et (9).
La complexité de la loi a posteriori (10) rend l’obten-
tion des expressions analytiques des estimateurs Bayésiens
(θ, z) difficile. Pour contourner ce problème, nous utili-
sons un algorithme MCMC comme dans [10], pour générer
des échantillons asymptotiquement distribués selon la loi a
posteriori (10) (voir [15] pour plus de détails). Ces échan-
tillons sont ensuite utilisés pour approcher les estimateurs
Bayésiens, comme dans [16].
3 Échantillonneur de Gibbs hybride
Cette section présente un échantillonneur Metropolis-dans-
Gibbs qui résout le problème de segmentation (1). Le
principe de cet algorithme est de générer des échantillons
asymptotiquement distribués selon le loi a posteriori (10) et
d’utiliser ces échantillons pour estimer le maximum a pos-
teriori (MAP). La génération de ces échantillons est réa-
lisée en tirant aléatoirement selon les densités condition-
nelles de la loi a posteriori (10), telles que définies dans
la suite. La procédure 1 résume l’algorithme proposé. Pour
plus de détails sur les méthodes MCMC, le lecteur pourra
se référer à [15].
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Algorithme 1 Échantilloneur de Gibbs proposé
Initialisation :
− Tirer α0k (k = {1, . . . ,K}) selon (6).
− Tirer ρ0k (k = {1, . . . ,K}) selon (7).
− Générer z01 , z02 , . . . , z0N tels que P [z0n = k] = 1K .
for t = 1, 2, . . . to T do
— Mise à jour de α—
for k = 1, 2, . . . to K do
1. Proposer α∗k ∼ N (α(t−1)k , σ2α,k) (voir (13)).
2. Calculer le rapport d’acceptation a (voir (3.2)).
3. Tirer u ∼ U(0, 1).
if (u < a) then









— Mise à jour de ρ—
for k = 1, 2, . . . to K do
6. Tirer ρk selon (14).
end for
— Mise à jour de z —
for n = 1, 2, . . . to N do
7. Tirer zn dans {1, . . . ,K} selon (12).
end for
end for
3.1 Probabilité conditionnelle p(z|θ, r)
La distribution conditionnelle de l’étiquette discrète zn est
entièrement caractérisée par les probabilités :
p(zn = k|rn, αk, ρk, z−n)
∝ p(rn|αk, ρk, zn = k)p(zn|z−n)
(11)
où k = 1, . . . ,K et z−n représente le vecteur z dont le
nièmeélément a été supprimé. D’après les équations (4) et
(9), il est possible d’exprimer ces probabilités comme suit :
p(zn = k|rn, αk, ρk, z−n)
∝
(












Il est à noter que les probabilités a posteriori du vecteur
d’étiquettes z dans (12) définit un champ de Markov. Par
conséquent, il est possible d’échantillonner suivant cette
distribution conditionnelle en tirant aléatoirement une va-
leur discrète dans l’ensemble fini {1, . . . ,K} avec les pro-
babilités (12).
3.2 Loi conditionnelle de p(α|ρ, z, r)
Il est possible d’utiliser un algorithme Metropolis-Hasting
(MH) pour générer des échantillons asymptotiquement dis-
tribués selon p(α|ρ, z, r), conduisant à un algorithme
Metropolis-dans-Gibbs [15, p. 317]. Plus précisément, α
est mis à jour coordonnée par coordonnée grâce à un algo-
rithme MH de marche aléatoire [15, p. 245] avec la loi de
proposition suivante :
α∗k ∼ N (α(t−1)k , σ2). (13)
où α(t−1)k est l’ancienne valeur de la chaîne et la variance
σ2 est choisie de manière à assurer un rapport d’accep-
tation proche de 12 , comme il est recommandé dans [17].
De plus, en considérant le fait que la loi de proposition est
symmétrique, le rapport d’acceptation est réduit au produit






p(rn|α∗k, ρk, zn = k)p(α∗k|a0, b0)
p(rn|α(t−1)k , ρk, zn = k)p(α(t−1)k |a0, b0)
}
où la densité a priori p(αk|a0, b0) est définie dans (6).
3.3 Loi conditionnelle de p(ρ|α, z, r)
Enfin, des échantillons de ρ sont tirés aléatoirement direc-
tement selon la loi conditionnelle p(ρ|α, z, r), dont l’ex-
pression est la suivante (k = 1, . . . ,K) :
ρk ∼ B
(







Les performances de la méthode proposée ont été évaluées
sur des données simulées et des images TEP réelles d’un
patient. Cette partie présente les résultats de ces simula-
tions et ces expériences.
4.1 Données simulées
Dans un premier temps, l’algorithme proposé a été testé sur
des données synthétiques afin de valider son efficacité.
Simulation 1. Nous avons généré un mélange de deux
composantes Poisson-Gamma sur une image 3D (50×50×
5) avec ρ = [0.1; 0.2] et α = [5; 6]. Une chaîne unique de
30000 itérations (dont 250 itérations en période de chauffe)
a été appliquée sur ces données. La figure 4 montre les den-
sités a posteriori estimées pour les paramètres inconnus.
Ces résultats illustrent la précision des estimations malgré
le fait que les paramètres soient très proches.
p(ρ1|θ) p(ρ2|θ) p(α1|θ) p(α2|θ)
FIGURE 4 – Histogrammes des paramètres résultants de la
chaîne MCMC.
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Simulation 2. Afin d’évaluer l’efficacité de l’algorithme,
100 chaînes de Monte Carlo indépendantes (chacune de
500 itérations après 250 itérations de chauffe additionnels)
ont été effectuées avec les paramètres ρ = [0.2; 0.5] et
α = [7; 12]. Le tableau 1 rapporte les estimations MMSE
(moyennes et écarts types) de chacun des paramètres.
Valeur théorique MMSE Ecart type
α1 7.00 6.96 0.36
α2 12.00 11.58 0.64
ρ1 0.20 0.199 0.008
ρ2 0.50 0.490 0.014
TABLE 1 – Estimations MMSE : calculées pour 100
chaînes indépendantes de 500 itérations
Comme nous pouvons le voir, les estimations sont très fi-
dèles aux valeurs théoriques des paramètres.
Simulation 3. Enfin, l’algorithme proposé a été appli-
qué à une image composée de 3 régions simulées avec
un mélange Poisson-Gamma ayant pour paramètres ρ =
[0.2; 0.5; 0.8] et α = [7; 12; 14]. La figure 5 montre les va-
leurs théoriques des étiquettes z, l’image générée, et les es-
timations a posteriori. Nous observons que les régions ont
été retrouvées avec une grande précision (0.09% seulement
de pixels mal classés).
FIGURE 5 – Valeurs théoriques des étiquettes z, image générée
et estimations a posteriori pour un mélange de 3 composantes.
4.2 Données réelles
La méthode de segmentation proposée a été appliquée à des
images TEP réelles acquises par un scanner GE-Discovery
ST. La figure 6 montre trois coupes successives d’une ré-
gion d’intéret (116 × 151 × 3) présentant deux types de
lésions couramment rencontrés en clinique : une petite tu-
meur et une plus large (à gauche) et les résultats de l’al-
gorithme de segmentation correspondant (à droite). Les ré-
sultats correspondent au maximum a posteriori estimé par
une chaîne de Monte Carlo de 500 itérations (dont 250 ité-
rations de chauffe) pour 5 classes. En accord avec l’évalua-
tion des cliniciens, nous observons que la grosse tumeur
aussi bien que la petite ont été segmentées correctement
(régions blanches).
La convergence de l’algorithme a été évaluée grâce au cri-
tère du potential scale reduction factor (PSRF) qui consiste
à effectuer M chaînes de longueur L en parrallèle, initiali-
sées différemment, et à calculer le rapport entre la variance
intra-chaine et inter-chaines. Avec M = 50, L = 8000, et
les 6000 premiers pas non pris en compte, nous obtenons
des valeurs du PSRF de 1.2.
La délinéation de ces régions en utilisant la méthode cou-
rante de seuillage aurait nécessité une valeur de seuil de
13% comparés aux 40% utilisés habituellement par les cli-
niciens ; cela (seuillage à 40%) aurait en contre partie as-
socié la plupart des voxels de l’image à la classe tumeur.
Ces résultats illustrent la souplesse de l’algorithme proposé
lorsqu’il est question de segmenter des tissus à l’intérieur
desquels l’activité est hétérogène. Nous observons que l’al-
gorithme a segmenté les deux tumeurs, mais également les
autres tissus biologiques (foie, peau, etc...) ayant des carac-
téristiques biologiques et donc des activités distinctes.
FIGURE 6 – Images originales et les étiquettes estimées
correspondantes.
La figure 7 montre que la densité de probabilité estimée
en utilisant le modèle de mélange Poisson-Gamma proposé
(en rouge) concorde avec la densité empirique (en bleu) es-
timée par une méthode de noyau Gaussien, montrant l’adé-
quation du modèle proposé.
Enfin, notons que la segmentation d’une image 116x151x3
prend 22 secondes sur un Intel Centrino 2.4GHz avec 3Go
de RAM sous MATLAB. Par ailleurs, les seuls paramètres
de la méthode sont le nombre de classes (K) et la granu-
larité (β) du champ de Markov. Ces deux paramètres ont
été fixés empiriquement, mais peuvent être intégrés dans
l’algorithme MCMC.
RFIA 2012 Lyon, 24-27 janvier 2012
FIGURE 7 – Distribution des intensités des voxels en
échelle linéaire (à gauche) et logarithmique (à droite).
[Rouge] : Estimation Bayésienne proposée. [Bleu poin-
tillé] : Estimation non-paramétrique.
5 Conclusion
En se basant sur le principe physique de la formation de
l’image, un modèle de mélange Poisson-Gamma a été pro-
posé pour modéliser les images TEP. Un champ de Mar-
kov a été proposé pour modéliser la corrélation spatiale des
composantes du mélange. Avec ce modèle, la segmentation
est formulée comme un problème d’optimisation et résolu
avec un algorithme MCMC qui estime conjointement les
paramètres du mélange et classifie les voxels. La méthode
proposée a été validée avec des données simulées. Les ré-
sultats expérimentaux sur des images TEP réelles indiquent
que l’algorithme proposé surpasse la technique répandue
du seuillage.
Les travaux futurs viseront à mettre en évidence des in-
dicateurs de caractérisation des tumeurs, particulièrement
son hétérogénéité, en se basant sur la densité a posteriori
des activités à l’intérieur même des classes.
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