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Abstract
The concept of pervasive computing, as introduced by Marc Weiser under the name
ubiquitous computing in the early 90s, spurred research into various kinds of context-
aware systems and applications. There is a wide range of contextual parameters, in-
cluding location, time, temperature, devices and people in proximity, which have been
part of the initial ideas about context-aware computing. While locational context is
already a well understood concept, social context—based on the people around us—
proves to be harder to grasp and to operationalize.
This work continues the line of research into social context, which is based on the
proximity and meeting patterns of people in the physical space. It takes this research
out of the lab and out of well controlled situations into our urban environments, which
are full of ambiguity and opportunities.
The key to this research is the tool that caused dramatic change in individual and
collective behavior during the last 20 years and which is a manifestation of many of
the ideas of the pervasive computing paradigm: the mobile phone. In this work, the
mobile is regarded as a proxy for people. Through it, the social environment becomes
accessible to digital measurement and processing. To understand the large amount
of data that now becomes available to automatic measurement, we will turn to the
discipline of social network analysis. It provides powerful methods, that are able to
condense data and extract relevant meaning. Visualization helps to understand and
interpret the results.
This thesis contains a number of experiments, that demonstrate how the automatic
measurement of social proximity data through Bluetooth can be used to measure vari-
ables of personal behavior, group behavior and the behavior of groups in relation to
places. The principal contributions are:
• A methodology to visualize personal social context by using an ego proximity
network. Specific episodes can be localized and compared.
• A method to compare different days in terms of social context, e.g. to support
automatic diary applications.
• A method to compose social geographic maps. Locations of similar social con-
text are detected and combined.
i
• Functions to measure short-term changes in social activity, based on the distinc-
tion between strange and familiar devices.
• The characterization of Bluetooth inquiries for social proximity sensing.
• A dataset of Bluetooth sightings from an ego perspective in seven different set-
tings. Additionally, some settings feature multiple stationary scanners and Cell-
ID measurements.
• Soft- and hardware to capture, collect, store and analyze Bluetooth proximity
data.
ii
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1. Introduction
Mario Tokoro, President of the Sony CS Lab, gave the keynote speech at Ubicomp05.
During the usual beginning with a time line of computing history (“the computer was
invented in ...”), among all the common items of hardware and operating systems, I
noted the small words “Blog,” “Wiki” and “SNS” and they caught my curiosity.
Within his speech, he distinguished three major paradigms in computing. First, com-
puter programs were designed as tools: spreadsheets, word processors, etc. The next
thing was the pervasive computing idea. Computers integrate into the environment,
into everyday things, into clothes. The personal computer disappears.
As the third paradigm he brought up an issue that came as a surprise. He stated, that
computers will be used “as a means to build society.” He mentioned Blogs, Wikis and
social networking services as indications. He also talked about new evolving sciences
and the importance of interdisciplinary research. I really enjoyed his keynote.
With my thesis in hand, I try to follow the visionary direction, that Mario Tokoro
outlined in his keynote speech. In doing so, I will draw connections between seemingly
unrelated things. As a computer scientist, I will borrow from the social sciences. Many
hypotheses are based on simplified assumptions about the behavior of people. And
after proving my method of measurement to be unreliable, I will use it anyway. My
approach may seem naive at some points—but the results do not flow without any
logic.
1.1. Background: Anonymity and the City
With the formation of cities during industrialization, a new style of living developed.
Although people lived closer together spatially than before in rural areas, they were
gaining more privacy [64]. This increased privacy was mainly achieved through the
anonymity cities provide in comparison to rural villages. Nowadays, citizens hardly
know everybody living in the same building, let alone in their neighborhood. We
enjoy this urban anonymity, but we also feel alone and have no one to ask for a helping
hand. Thus, urbanization has made cooperation more difficult, but at the same time,
has increased the opportunities for cooperation tremendously. We meet hundreds of
people while taking an urban walk, but whom can we ask for a specific favor? Who
would be willing and who could be able to provide help? On a larger scale, cooperation
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between individuals would lead to efficient sharing of resources and thus to a more
effective operation of the city as a whole. Pervasive computing has the potential to
uncover these hidden opportunities in a natural and spontaneous way, but for urban
applications to function effectively, there is the need to precisely measure, describe
and analyze the infrastructure that a specific city provides.
Although this topic is discussed controversially, providing a local community with
high speed Internet access and basic tools for communication helps to increase the
resident’s social networks, i.e. they get in contact with more people or increase the
intensity of existing contacts. A study about such a networked village has shown that
the residents especially formed weak ties with others and used them for the purpose
of collective action [63]. Earlier investigations of Internet usage in general showed
complex effects on the social behavior of users [97, 138, 137], both stimulating and
weakening, depending on the personality of people.
As the field of wireless and locative technologies matures, a more enduring rela-
tionship between the physical and cultural elements and its digital topographies are
becoming interesting topics to explore. Their interaction, influence, disruption, ex-
pansion and integration with the social and material practices of our public spaces are
receiving more focus. Is public space a crowd of individuals? How can the crowd in-
spire the individual through collaboration, competition and confrontation? How could
change, effect or experience be achieved by a mass movement, a cooperative crowd?
How could we stage a series of new happenings?
1.2. Social Context in Pervasive Computing
When we consider the evolution of the three paradigms outlined by Mario Tokoro, we
should be able to find the roots for the social perspective in pervasive computing. Let
us take a short tour into this exciting field of research.
In the influential article “The Computer for the 21st Century,” Mark Weiser [196] in-
troduced the concept of pervasive computing (originally called ubiquitous computing),
shifting the focus of computing research from the general purpose computer towards
computers that are more tightly integrated into the working processes and social lives
of the users. Lamming and Flynn [103] created a prototypical mobile computer with
the goal to support human memory by automatically recording meetings with other
persons as well as interactions. Real-life meetings between the users of the devices
were detected by short-range radio. Whenever a device detected another one, this
event was recorded in memory. The current location of users could be measured with
the same technique, employing stationary devices in the environment as identifiers for
specific locations. Users were also able to store documents on their devices. The short-
4
1.3. Contributions
range radio was used to exchange these documents during real-life meetings. Through
the integration of proximity information and interaction, a diary was automatically
created in the device. Thus, Lamming and Flynn found that it was easy for the users
to keep track of their activities. They could easily look up, when they met a specific
person and what the meeting was about.
Kortuem and Segall [92] extended these ideas by introducing the concept of wear-
able communities in contrast to virtual communities. The goal of their research was
to augment real-life communities and enable mutual cooperation between the mem-
bers. They explored several applications, including Genie and WALID. With Genie,
users could store questions in their devices that were automatically transmitted and
presented to nearby users of the same devices. The questions served the purpose to
identify and get into contact with persons sharing the same interests. WALID, on the
other hand, was based on shared task-lists. Every user could enter tasks that were
matched with nearby users. When an overlap in the lists was detected, the users could
decide to help each other for mutual benefit.
Recently, the Human Dynamics Group at the MIT picked up the work on proximity
sensing to automatically measure social networks [45, 57]. Social network analysis
is a tool usually applied by sociologists to analyze various social settings, including
communication structures in companies or family structures. In several large-scale
experiments, they showed how detailed information about social networks could be
gathered by infrared, audio and Bluetooth technologies. This data even proved to
reveal different relationships to others, including friends and colleagues.
While all these works focus on real-life, spatial proximity to people whose identity
is known—if not to the person, then at least to the system—Paulos’ and Goodmans’
research concentrated on proximity to strangers in public places [149]. They used
Bluetooth technology present in many modern mobile phones to measure characteris-
tics about the social situation of individuals. Their device could measure, if the user
was in a familiar or strange social setting. O’Neill et al. gathered and analyzed similar
data, that was acquired by stationary Bluetooth scanners throughout the city of Bath
[145]. They demonstrated, that it was possible to measure movement in public places
and to build social networks from the data.
1.3. Contributions
This work continues the line of research into social context, which is based on the
proximity and meeting patterns of people in the physical space. It takes this research
out of the lab and out of well controlled situations into urban environments, which are
full of ambiguity and opportunities. To characterize these complex environments, a
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concept, called the urban pervasive infrastructure, is introduced. It provides a frame-
work, in which we will focus on the proximity patterns measured by Bluetooth device
inquiries and Cell-ID readings.
The key to this research is the tool that caused dramatic change in individual and
collective behavior during the last 20 years and which is a manifestation of many of
the ideas of the pervasive computing paradigm: the mobile phone. In this work, the
mobile is regarded as a proxy for people. Through it, the social environment becomes
accessible to digital measurement and processing. To understand the large amount
of data that now becomes available to automatic measurement, we will turn to the
discipline of social network analysis. It provides powerful methods, that are able to
condense data and extract relevant meaning. Visualization helps to understand and
interpret the results.
This thesis contains a number of experiments, that demonstrate how the automatic
measurement of social proximity data through Bluetooth can be used to measure vari-
ables of personal behavior, group behavior and the behavior of groups in relation to
places. The principal contributions of this thesis to the named research field are:
• A methodology to visualize personal social context by using an ego proximity
network. Specific episodes can be localized and compared.
• A method to compare different days in terms of social context, e.g. to support
automatic diary applications.
• A method to compose social geographic maps. Locations of similar social con-
text are detected and combined.
• Functions to measure short-term changes in social activity, based on the distinc-
tion between strange and familiar devices.
• The characterization of Bluetooth inquiries for social proximity sensing.
• A dataset of Bluetooth sightings from an ego perspective in seven different set-
tings. Additionally, some settings feature multiple stationary scanners and Cell-
ID measurements.
• Soft- and hardware to capture, collect, store and analyze Bluetooth proximity
data.
1.4. Structure of this Thesis
The content of this thesis is organized into four parts and twelve chapters. In the first
part, we set the frame of this work which we call the urban pervasive infrastructure
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and examine related work. The next part introduces the software and hardware used
for the measurements of proximity data and verifies its parameters in the lab and in
the city. The third part describes the collection of the dataset and presents the methods
we developed to analyze and visualize social context. The thesis concludes with the
fourth part.
Chapter 1 gives an introduction and briefly outlines the contributions and the struc-
ture of this work.
Chapter 2 takes a view on urban computing. The development from digital to sensor
cities is described. The concept of the urban pervasive infrastructure is intro-
duced as a framework to understand and design pervasive computing applica-
tions for the places between home and work. Characteristics and metrics of this
infrastructure are outlined. The chapter is based on the article “Understanding
and Measuring the Urban Pervasive Infrastructure” by Vassilis Kostakos, Tom
Nicolai, Eiko Yoneki, Eamon O’Neill, Holger Kenn and Jon Crowcroft [93].
Chapter 3 undertakes an examination of the concept of social context. We under-
stand the concept from the perspective of various sciences (incl. sociology and
psychology) and give a special focus on its relation to urban environments as
well as the meaning of proximity for human relations. Pervasive computing
research is reviewed for its usage of social context and its applications are clas-
sified. We close the discussion with an examination of tools to analyze and
visualize social context, including social network analysis.
Chapter 4 discusses the technical options to measure the proximity of people in the
city. State of the art technologies are systematically reviewed. Bluetooth de-
vice inquiries prove to be the best choice for the measurement of social context
through physical proximity. Relevant technical details of the Bluetooth discov-
ery specification are reviewed.
Chapter 5 describes the WirelessRope—a system of hard- and software components
we developed to measure physical proximity by Bluetooth. It consists of three
tiers, mobile, stationary and server, which provide a flexible structure for de-
ployment in various settings. Its most important part for our study consists of a
couple of mobile phone programs, which were used to collect the largest part of
our dataset.
Chapter 6 evaluates the performance of the WirelessRope and Bluetooth for the pur-
pose of our study. First, we verify the general parameters of device inquiry in
the lab. Then, the impact of different environments (corridor or open field) on
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inquiry performance is evaluated. We also examine a number of distance indi-
cators.
Chapter 7 takes the WirelessRope out into the city, to measure, how many percent
of people can be detected by the Bluetooth measurements. We sample three
locations in Bremen, Germany, and one in San Francisco, US, and compare
them to a former study in Bath, UK. The chapter is based on the paper “About
the Relationship Between People and Discoverable Bluetooth Devices in Urban
Environments” by Tom Nicolai and Holger Kenn [135].
Chapter 8 outlines the collection of our dataset, which contains a sample of the so-
cial context of our proband—in the form of Bluetooth proximity data. It was
collected over the course of several months in seven different settings in dif-
ferent parts of the world. Separate settings are augmented by additional data,
containing Bluetooth scans from a set of stationary scanners or Cell-ID data.
We begin the analysis of the dataset by composing an ego proximity network
and measure its basic properties. This network is a way to map social context as
a whole. Episodes can be localized on this map and set into relation.
Chapter 9 focuses on temporal elements, namely days and sets of several days,
within the dataset. We develop a method to compare such temporal entities on
the basis of social context. Applying the method to our dataset, we find connec-
tions between all the days of our set. Since the subsets were collected on entirely
unconnected events in space and time, this indicates the inherent connectedness
of our concept and that the few percent of people we can detect by Bluetooth are
enough to connect the various settings.
Chapter 10 adds another component to the analysis: location data. By combining
social proximity with geographic location, we are able to localize social net-
works on a floor plan and street map. We present a method to condense the
information on this map and create blocks of geographic areas, defined by their
social context as well as groups of people, defined by their appreciation of spe-
cific places. This chapter enables the construction of social maps, which may
show us not only the shortest way, but a way we may enjoy for the people we
encounter on the route.
Chapter 11 examines a six-day dataset on a finer scale. We present two functions,
which indicate changes in the social environment and calculate them for every
five minutes of the data. The functions are based on the distinction between
strange and familiar Bluetooth devices. This method was first presented in the
papers “Exploring Social Context with the Wireless Rope” by Tom Nicolai, Eiko
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Yoneki, Nils Behrens and Holger Kenn [136] and “Towards Detecting Social
Situations with Bluetooth” by Tom Nicolai and Holger Kenn [134].
Chapter 12 provides a detailed summary of the principal contributions of this work
and outlines an agenda for future research into social context based on the ex-
periments and interpretations described in the previous chapters.
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2. Urban Computing and the
Structure of Cities
While much computing research has been concerned with home or work, the focus
has recently been shifting toward “third places”—the spaces between home and work
([172], p. 36).
Urban computing—or public computing, as Shklovski and Chang call it [172]—
deals with the use of pervasive computing in public, urban spaces. People, architec-
ture and technology together provide the urban pervasive infrastructure (UPI) that
urban applications use. Understanding this infrastructure is crucial to developing such
applications. In this chapter, background information about computing in urban en-
vironments with a focus on social interaction is given, metrics for understanding the
urban pervasive infrastructure are described, and a set of observation, analysis and
simulation methods for capturing and deriving those metrics are elaborated on.
2.1. Digital Cities
The idea of urban computing is heavily influenced by concepts from pervasive comput-
ing being grounded on mobile devices. It also developed out of the so-called Digital
Cities. These Web-based spaces are especially developed for the citizens of a specific
city, for tourists planning their visits, and others related to the place. Digital cities usu-
ally provide their users with information about local cultural and social activities. They
often comprise functions for local interaction, for example with digital black boards
that can be used for trading or help to find an apartment. In the USA, AOL is running a
series of such sites [4], in other cases they are supported by the local government, like
Bremen, Germany [19]. The Digital City Amsterdam (DDS) evolved from an initiative
to democratize access to the Internet. In the beginning, it was build on BBS technol-
ogy, later a Web-based interface was added. A map with different districts, that did
not match the real layout of Amsterdam, was implemented to create feelings of neigh-
borhood among the citizens. However, as a study about the Digital City Amsterdam
(DDS) shows [190], the users of a digital city are not necessarily as heterogeneous as
the citizens of a city. Moreover, the users of DDS are distributed over the whole of the
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Netherlands, and not constrained to the capital. Thus, the connection between real and
virtual place dissolved over time, giving the DDS its own, distinct identity.
In his work about the Digital City Kyoto, Toru Ishida developed several ideas to
form a strong connection between a real city and its virtual counterpart [79]. His idea
was to create a complement to the real city, that could only exist in the connection
with it. In contrast to the DDS, Digital Kyoto was based on a map of the real city.
Websites related to the city were connected to the map automatically by a program
searching the Web for pages with corresponding address information. In addition to a
2D map view, a 3D view was also part of the system, to provide a detailed view from
a visitor’s perspective. A very strong tie between virtual and real city was created by
the deployment of sensors in Kyoto that were connected to the website. About 300
traffic sensors provided data about the city buses. The differences between the buses’
schedules and their real positions could indicate traffic jams. There were other sensors
to capture weather conditions as well as cameras to stream live video. While especially
the traffic information was irrelevant outside of the city, it was so interesting when
navigating through the city that it inspired mobile interfaces for access on the move.
There was also a strong focus on social interaction in Digital Kyoto [80]. Besides
traditional community building tools like newsgroups and chat rooms, it was imagined
to localize citizens in the city, e.g. by GPS, to provide better, localized services.
There is no clear definition of a digital city. Gumpert and Drucker emphasize the as-
pect that public information is being transmitted electronically in a digital city. Thus,
there might be terminals providing one-stop public access to local information [60].
A teleport might also be part of a digital city. This is a combination of real and vir-
tual space, in the sense that office and living facilities are equipped with broadband
telecommunication systems. Often, teleports are a result of direct demand by the local
industry (e.g. in New York), in other cases they are initiatives to improve the attrac-
tivity of cities for certain industries (e.g. in Bremen) [59]. However, teleports do
not focus on specific applications. Rather they provide the pure infrastructure and are
neutral to the applications of their users.
Not so much focused on industrial use are several urban community systems in
developing countries, e.g. in South Africa or Mexico. In these cases, the goal is to
embed communication technologies into the social life of the population [53]. These
systems are designed to support social interaction and strengthen local communities.
They are often created together by the local government and the industry. The Urban
Tapestries project is another example to support a participatory approach in urban life,
fostered by wireless communication and mobile computing devices [105].
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2.2. Sensor City
Kryssanov et al. take a semiotic view of the digital city to understand the underlying
principles [98]. Departing from the metaphor of the city, they distinguish the concept
of the digital city from static websites containing information about a city. They follow
the argument of Portugali, who writes that cities are complex, self-organizing systems,
and not rather static configurations [153]. As such, sudden and unexpected changes
in the structure of a city might happen, e.g. as a result of changes in the market or
in employment opportunities. These changes happen on a major level, as well as on
minor levels. Thus, a more or less static website about a city existing in isolation from
the city might not be suited to reflect all the subtle processes happening inside. If
such websites only provide a thin and controlled interface to feed data into, they are
running the risk of being outdated and thus meaningless to citizens in most situations.
The separation between website and city might also be physically evident. It might run
on servers anywhere in the world without any embodiments present in the real city.
Portugali further describes a city of being perceived both physically and cognitively
by the citizens. In this model, the locations and actions of individuals in the city are
determined by their cognitive maps and in turn affect individuals’ cognitive maps of
the city. The digital part of a city might directly integrate in this model. It also affects
the cognitive maps of the citizens, which, again, has an effect on the city itself through
the actions of its citizens. In practice, the effect the digital counterpart has on the
physical structure of a city has not been studied, yet. The complexity of a city and the
subtlety of the influence of the digital make such an attempt very difficult.
Going back to the work of Kryssanov et al., they reinforce that “the users together
with their knowledge can and in fact should be considered as indispensable and con-
stitutive parts of the digital city” ([98], p. 60). Thus, the users interpret the input they
receive from the digital and make sense of it to navigate the physical city. To close
the loop between the physical city, the digital city and its users, a broad interface is
necessary to facilitate the information flow from the physical to the digital city. As
argued before, a thin and controlled interface, such as an administrator’s part of a con-
tent management system, runs the risk of not being responsive enough, thus dissolving
the unity of digital and physical city. Recently, there have been several experiments
to use sensors spread throughout the city to close the loop with a primarily automatic
system (see figure 2.1).
This loop between digital city, physical city and its users is evident in several exist-
ing systems. E.g., the prototypes described in [82] exhibit this behavior on an artistic
level. The first prototype called “Audio Tags” contains a proximity sensor, a micro-
phone and a speaker to interact with the physical city as well as with users. When
a person approaches the device, it replays a previously recorded message and allows
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Figure 2.1.: Closing the gap between physical and digital city with sensors
the user to record a new one being replayed to the following users. It thus senses its
environment and gives information to be interpreted by the users. As a result, the users
might change their behavior in some ways. The second prototype “Glitch” works on
the same principle, but contains different sensors to act on electromagnetic interfer-
ences of mobile phones.
While these prototypes are isolated and not connected to a larger system, the London
congestion pricing system consists of distributed sensors and interfaces, all connected
through a digital network [107]. Since 2003, it is installed in the center of London
to reduce traffic congestion in this area and raise revenues to fund improvements in
transportation. Drivers are required to pay a fee before they enter the center of the city
with their vehicles. There are several interfaces to do so, including a website and a
mobile phone service. Vehicles in the controlled area are identified by video cameras
and the system automatically checks, if the fee was payed. If not, a fine is assigned
directly. As anticipated, the system changed the behavior of the citizens towards using
other kinds of transportation than private vehicles and thus reduced traffic congestion.
Overall, there are a lot of different kinds of sensors in place in contemporary, mod-
ern cities, including video cameras, movement sensors, pressure sensors and RFID
systems. Even mobile phone signals are used to drive applications beyond their orig-
inal function of enabling phone calls (see table 2.1). Bluetooth sensing has received
attention lately, especially as a means of augmenting poster advertisements with digi-
tal content, like mobile phone ring tones. The principles and applications of Bluetooth
sensing are presented later in this work in detail, since Bluetooth is used extensively
throughout the conducted experiments.
Another interesting aspect of urban sensor usage is the sensors’ mobility. While
most sensors today are statically attached to or integrated into the built urban architec-
ture, mobile sensors, affixed to vehicles or citizens, provide advantages under certain
circumstances. Liu et al. found out, that a greater area can be covered by less mobile
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Sensor Application
Video camera Security, traffic control
Pressure sensors Trigger traffic lights
Movement sensor Light control
RFID Theft control, shopping
Mobile phone signals Mobile marketing, traffic control
Bluetooth Mobile marketing (posters), tourist information
Table 2.1.: Examples of sensors embedded in contemporary cities and their app-
lications
sensors than by stationary sensors [108]. The downside to this approach is, of course,
that locations are only covered part of the time and not constantly. Furthermore, data
transmission in networks of moving sensors is difficult, because of the limited and
opportunistic contact times between sensor nodes. Hui et. al researched this problem
with sensors carried by visitors of a conference and characterized the contact times of
the sensors [77].
Within the MetroSense project [122], Campbell et al. propose a city-wide system
of combined static and mobile sensor nodes to provide both, good connectivity and
good coverage, for sensing applications [24]. Therefore, they developed a three-tier
architecture consisting of a mobile sensor tier, a gateway tier, and a server tier. The
mobile sensors in their system are carried by people or affixed to vehicles. Besides the
capability of sensing the environment, they can also sense each other, thus detecting
contacts between people, between people and objects and just between objects. The
devices of the gateway tier are stationary and combine the functions of the mobile sen-
sors with the additional capability to provide constant access to the server tier. The
server tier contains various servers that run various applications and can be assumed
to have large storage and computing power. Applications on the mobile sensors are
expected to work without the ability to control their mobility. Thus, the hosts move
freely and the sensor nodes take advantage of that movement. Among others, the au-
thors imagine an application—called “Pulse of the City”—, which takes the locations
of people together with the density of people at that place and additional manual input,
to provide an up-to-date view of peoples’ activities in the city.
The Pervasive Mobile Environmental Sensor Grids (MESSAGE) project [124] aims
to collect data at a metropolitan scale through mobile phones carried by cyclists, cars
and pedestrians monitoring carbon dioxide values to control traffic in the city of Cam-
bridge, UK. Similarly, the urban sensing project at CENS [189] seeks to develop cul-
tural and technological approaches for using embedded and mobile sensing to invig-
orate public space and enhance civic life. Another approach to a network of urban
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sensing devices is presented by Riva et al. [160]. There are also consumer oriented
sensing applications such as Nike+ [139], sensor-enabled mobile phone applications,
health related sensing, and sensor enhanced urban gaming [32]. The potential of the
research field of large scale sensor networks is also reinforced by initiatives like Sen-
sorplanet [170], which is backed by Nokia and is aiming to provide test platforms as
well as a data repository for sensing applications.
Although in many of the applications and architectures presented, the sensors may
operate automatically without assistance of the person carrying the device, there are
several approaches to include the users and to empower them by the sensors. Mas-
simi et al. experiment on this theme with a scavenger hunt game, in which the players
must cooperate through sensing devices to solve a quest [118]. The “Freeporter” sys-
tem enables the users to create reports about events with mobile phones while they
are happening outside, to distribute them over the Internet, and also to receive news
updates instantly, filtered through a personal reputation system [133]. Mann even con-
ducted work on embedding tiny video cameras into ordinary eye glasses to enable
applications like personal, life-long video documentary [115]. Rheingold gives many
examples of spontaneous self-organization through mobile devices in his book Smart
Mobs [158].
The mentioned development efforts targeting a city-wide scale might be tracked
back to smaller experiments conducted in smart room environments. E.g., Elrod et al.
installed activity sensors in office rooms to save power by automatically controlling
lights and heating [49]. The PARCTAB mobile devices were enabled to act as manual
controllers for the rooms. Pentland managed to have computers recognize humans’
gestures and facial expressions through video cameras and used this information to
control computers embedded in the environment [150]. While these first efforts were
focusing on the interaction of one user with the environment, McCarthy’s as well as
Sawhney et al.’s work extended the scenario to halls and gangways used by several
people [119, 162]. Research on urban computing has again moved on to scenarios
being more complex as they are used by even more people with different intentions.
Thus, urban computing is concerned with third places, those spaces between home and
work.
2.3. The Importance of the Urban Pervasive
Infrastructure
No two cities, or different places within the same city, are identical. Cities within a
country can be as diverse as cities in different countries. The range of complex factors
making a city unique includes that city’s urban spatial form, the people who inhabit
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it together with their culture and values and the technologies that operate in it. These
factors may be considered as part of the infrastructure of the city. In designing urban
computing systems, it is essential to take account of this infrastructure.
Mainwaring et al. conducted a study in three global cities—London, Tokyo and Los
Angeles—that compared the “mobile kits,” the things people are carrying around with
them, of the cities’ inhabitants. They were looking for a common basis for the design
of one urban interface. What they found were many commonalities in the usage of
mobile devices, even though there were clear cultural differences [113]. In contrast,
Williams and Dourish emphasize the differences between cities. They object that a
city is a generic setting and that findings in one city are automatically applicable to
any other city. Especially, the cultural and historical background of the city, as well as
the background of the “user” of a city, make a difference [201].
So, how can those differences, or similarities, be expressed in ways that are mean-
ingful and useful to the designers of urban applications? Just as traditional desktop-
bound applications utilize technological infrastructure for their operation (e.g. net-
works, software services, etc), urban applications can draw on the available urban
pervasive infrastructure.
For designers, an understanding of the urban pervasive infrastructure can be useful
to resolve design questions about the types of applications that may be built on this
infrastructure. For example, which cities, or parts of a city, would be best suited for
deploying a specific urban application? Can applications be optimized, based on the
understanding of the infrastructure and its affordances?
The next sections introduce metrics and methods constituting a basis for specific
research. However, before delving into describing the methods for observing and an-
alyzing data, the concept of the urban pervasive infrastructure and its importance is
described. Then, a set of concrete metrics that are used to measure and understand this
infrastructure is given.
Previous work has shown particular components—human (e.g. [46]), technical (e.g.
[28]) and spatial (e.g. [71])—of the urban pervasive infrastructure to be important. It
may be beneficial to draw on the lessons of this disparate work. Furthermore, a richer
understanding, and more successful system design practice, may be realized by taking
a holistic approach that integrates related disciplines and projects in a systemic view
of the urban pervasive infrastructure. Viewing the city as a system, the elements of
people, space and technology combine to constitute an urban pervasive infrastructure
over which urban applications may be deployed.
A key requirement for studying the UPI is capturing trace data of the real world (e.g.
human mobility, intermittency of connections between people) in order to construct
realistic synthetic models. For example, the Reality Mining project [157] collected
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proximity, location and activity information, with proximity nodes being discovered
through periodic Bluetooth scans and location information by cell tower IDs. Several
other groups have performed such studies [46, 7, 25, 121]. Most of these, such as
[7], used Bluetooth to measure mobility, while others, such as [25] and [121], rely
on WiFi. The duration of experiments varies from two days to over 100 days and
the numbers of participants vary from eight to over 5,000 (see the Haggle project
[61]). The Crawdad database [34] provides extensive traces, which are useful for the
validation of forwarding algorithms and routing protocols that operate through learning
characteristics of node mobility.
However, previous research lacks an integrated approach that considers the various
aspects of the UPI—people, spaces and technologies—as a system. Examining aspects
of the UPI in isolation, even when large datasets are available, can provide results that
are not easily transferable to new settings. On the other hand, considering the UPI
as a system gives a more integrated picture of a city and provides the foundations for
an integrated approach to build urban applications and services. This allows for the
correlation of findings from various cities, and the transferring of those findings.
A number of instances can be considered, where an understanding and modeling
of the UPI can produce better or new applications. For example, previous research
on GSM positioning for mobile phones highlights the need for detailed maps of cell
tower IDs and reception in urban areas [28], which are essential elements of the UPI.
Apart from determining an exact geographic position, it might also be interesting for a
user, that a system remembers places that are meaningful for a user—such as “home”
or “Tony’s Pizzeria” [67].
In addition to location, the UPI can provide information about a user’s social con-
text. Social network analysts typically use questionnaires and interviews to investigate
social networks. Shortcomings of this method are that it is resource and time consum-
ing, longitudinal data collection is difficult, and the data is biased by self-report errors.
The Reality Mining study at MIT involving one hundred users of mobile phones run-
ning a Bluetooth scanning application has shown that it is possible to automatically
derive affiliation networks and to model friendship relationships from the scan data
[46]. Moreover, this data is not subject to the shortcomings noted for the traditional
questionnaire and interview methods, despite the numerous technical issues that may
arise during a study. So far, such studies have been carried out in a controlled envi-
ronment considering only contacts between study participants. When merged with an
understanding of the UPI, such studies can be extended beyond this controlled setting
and related to the wider social context. More crucially, however, an understanding
of the UPI can help localize applications, which can then target different cities more
effectively.
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In addition to localization, understanding the UPI can help with the evaluation. Ur-
ban applications are often difficult to evaluate. This is especially true if they are de-
signed for opportunistic events or require a certain critical mass of new devices. From
a usability perspective, it is common to conduct tests in a manageable setting, or to
capture users’ opinions in focus groups, interviews and questionnaires. Models based
on real-world measurements of the UPI can be valuable additional evaluation tools,
saving considerable resources and providing helpful directions at the start of a project.
By analyzing the UPI, it becomes possible to identify a priori settings and commu-
nities where potential applications are better suited. Many systems can benefit from
this type of analysis, such as the “Augmented Word-of-Mouth” [75], that leverages an
epidemic approach to forward messages to people based on physical proximity.
Finally, modifications and extensions to the UPI can benefit from an understanding
of its structure and internal workings. For example, architects and city planners use
tools like space syntax [71] to model existing cities and design new ones. In addition
to physical architecture, the habits of the inhabitants, such as the routes they take,
are also important. With this knowledge, urban applications can be optimized for the
characteristics of a specific urban context. Additionally, urban simulators can take
advantage of this data to make more accurate predictions of pedestrian movement and
flows (e.g. [187]). This in turn will allow for better lab-based evaluations of proposed
changes to the structure of the city, examples of which are the addition of bridges,
demolition of building blocks and redesign of urban landscapes. Furthermore, plans
for the redevelopment and deployment of technologies can be assessed in a similar
manner, taking into account the concepts and metrics for each city’s UPI. For example,
the installation of wireless access points can be informed by the spatial structure, the
patterns of pedestrian movements which result in expected bandwidth requirements,
and even knowledge of the types of mobile devices in the city.
The premise is, that a systemic understanding of the UPI can help to develop urban
applications that play to the strengths of this infrastructure. Such an understanding,
however, requires the establishment of clear concepts, metrics and methods.
2.4. Characteristics and Metrics of the Urban
Pervasive Infrastructure
Before describing methods to deal with the UPI, a set of characteristics is identified. In
this section, these characteristics are introduced, along with metrics and explanations
of their use. Of course, there are potentially infinite aspects of a city to be studied,
however here the focus is on those aspects that available technology permits and for
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which adequate datasets can be captured and analyzed. The following characteristics
of the UPI are investigated:
• mobility,
• social structure,
• spatial structure,
• temporal rhythms and
• Facts and figures.
Mobility is a key feature of both humans and technology [7]. Each city has a unique
pattern of mobility. Considered from an egocentric perspective, useful metrics are dis-
tance traveled and speed. When considering mobility from an exocentric perspective,
flow becomes a useful metric (people/hour), as well as visit duration (in the form of a
time-based distribution). Mobility itself can also be seen as the amount of randomness
or entropy in a city.
Social structure describes social groups, social behavior and patterns of encounter.
Social structures can be examined from an egocentric or exocentric perspective and
involve issues like group size, number of singles vs. couples, etc. Concrete metrics
can be adopted from traditional social network analysis such as degree, betweenness
and closeness [95]. Measuring the social structure in a city is vital to understand
patterns of behavior that are observable on an aggregate level.
Spatial structure gives insight into aggregate behaviors and patterns observed in a
city. Space syntax provides tools to examine the city from a purely structural perspec-
tive and to compare cities and sites within a city in terms of structure. Concrete metrics
for spatial structure include integration, choice and intelligibility. Spatial structure has
been shown to affect various high-level human behaviors such as shopping patterns
and crime [70].
Cities and people have their own temporal rhythms: daily, weekly and seasonal. An
understanding of these, along with concrete measures for comparisons is important
to understand the urban pervasive infrastructure. Typically, cities’ temporal patterns
are affected by laws and restrictions (e.g. pubs must close at 11pm), work schedules
(at the daily and weekly scale) as well as seasonal variations such as the weather and
holiday seasons. Concrete metrics of such rhythms can be expressed as time-based
distributions (see [7] and [145]).
Finally, facts and figures refer to any statistical characteristic that is applicable to
people, technologies and spaces. For example, facts and figures about humans can be
how many people go clubbing, or how many teenagers live in a city. A technological
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characteristic can refer to the spread of WiFi or Bluetooth. An architectural charac-
teristic is the number of parks or restaurants in a city. Facts and figures are obtained
by applying established empirical methods such as surveys, by consulting maps and
census data or are recorded by technological means.
2.5. Methods for Understanding the UPI
In this section, methods are described that are applied to gain insight into the concepts
described above. There is no one-to-one mapping between the methods described
below and the concepts of the UPI, and in many cases, combinations of methods,
through observation, analysis or simulation, are used to generate results. For example,
to understand mobility, various observation methods may be used to gather data in
combination with one or more of the analysis methods described in this section.
2.5.1. Observation Methods
A challenge faced is recording, representing and understanding the patterns of mobil-
ity and presence in our cities through the use of pervasive technologies. Most wireless
technologies have characteristics that render them appropriate for study by this meth-
ods. For instance, the vast majority of Bluetooth devices, such as mobile phones, have
a relatively short range and map very closely to the movements of people around the
city. In contrast, typically static WiFi or GSM access points can be used to identify
locations in a city, while the signals emitted by WiFi devices can be related to both
static and mobile devices such as desktop and laptop computers.
A common observation method used to capture aspects of the UPI is wardriving
[78]. It involves systematically moving about a city to record various detectable or
visible features of technology. This includes WiFi and Bluetooth activity, the presence
of mobile phone masts, the use of mobile phones and cameras, all of which produce
maps (see [200] for sample WiFi maps) with color-coded information about the pres-
ence or levels of activity of certain technologies. Additionally, physical aspects of the
city itself can be recorded in maps highlighting features such as parks, schools, graffiti,
and housing vs. commercial areas.
A further observation method is the augmented gatecount [145]. Gatecounts are
used to establish the flows of people at sampled locations within the city. A gate is a
conceptual line across a street, and gatecounts record the number of people crossing
that line. The observer counts the number of people crossing the gate in either direc-
tion. This process can be augmented by providing the human observer with equipment
that monitors the presence of technologies, e.g. by Bluetooth inquiries. Additionally,
the observer may manually record technology related behavior such as the number of
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people using mobile devices like phones or cameras. This method provides data cor-
relating the presence of a technology (e.g. Bluetooth) or behavior (e.g. use of mobile
phones) with the local population.
To observe the open spaces of a city (outside, such as a plaza, or inside, such
as a café) augmented static snapshot [145] may be used. A human observer manu-
ally records human activity, including apparent technology use, while simultaneously
recording technology use with appropriate scanning devices. The method is used to
record both stationary and moving activities, and is particularly useful when directly
comparing the two types of space use. This method highlights the different types of
space use in an urban area. It gives an understanding of how people visit and use a
particular space, and how these habits bring people into contact with each other. For
example, it may be observed that a seating area in a park is actually not used for seat-
ing but for playing by children. A common observation is the use of certain spaces
by people making calls on their mobile phones or using their laptop computers, and
the way these people locate themselves with respect to their surroundings and other
people.
People’s mobile devices, when used as mobile scanners, can capture a personal
view of the UPI. Focusing on the personal perspective provides an understanding of
the contexts and habits of individuals. To achieve this, participants must be instructed
to interact naturally with their environment during the measurement. Depending on the
aspect of interest, different scanning technologies can be utilized. For example, GPS
gives insight into spatial behavior while Bluetooth scanners emphasize social behavior.
The above methods offer longitudinal data, too, by installing the scanning equip-
ment for long periods of time (e.g. [145]). In this case, there may be no human obser-
vations to correlate with the data, however such long-term scans can provide richness
in terms of patterns of the city over time and relationships between people. This is es-
pecially true when combining data from multiple locations, as well as combining data
from mobile scanners and stationary scanners. As part of the Cityware project [31],
a Bluetooth based infrastructure was designed and implemented consisting of various
components to combine these observation methods in a single system. It was installed
on a long term in the city of Bath, UK.
2.5.2. Analysis Methods
In the previous section a number of observation methods were described. Here, it
is shown how to analyze the data from these observations. Analysis of wardriving
data is quite commonplace. It is used to indicate areas of interest as well as patterns
of behavior and use over time. Similarly, facts and figures can be calculated using
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statistics tools, depending on the exact facet of the UPI in question. For instance, a
city’s WiFi coverage can be calculated by analyzing wardriving data.
The majority of the analyses described in this chapter are focused on gatecount and
static snapshot datasets gathered in the city of Bath, UK. Analysis of the gatecount
datasets allow to identify interesting mobility and temporal patterns, as well as facts
and figures about the UPI. First, gatecount datasets are used to infer patterns and trends
in the movement of people across the city. Patterns are observable on many scales,
from hourly to seasonal. Additionally, it is possible to identify facts and figures, such
as the overall penetration of Bluetooth in a city. Specifically, in Bath it was found
that about 7.5% of pedestrians carry mobile phones with Bluetooth set to discoverable
mode [145]. Furthermore, such data can be used to identify device classes, or indeed
device brands. Knowledge of the actual mobile devices in a city (such as their brand
and operating system) may be an influential factor for the development of applications.
A further focus of work has been the analysis of long-term data captured in static
snapshot locations. Based on the co-presence of discoverable Bluetooth devices in a
location, people’s encounters in space can be inferred [95]. The data can be repre-
sented as social network graphs (see figure 2.2), linking persons that encountered each
other. In this example of data from a pub in Bath, the size of nodes represents the
amount of time those devices have spent in the pub, while their color represents their
betweenness1 (red: 1, blue: 0). The length of edges is determined by the graph layout
algorithm and does not relate to any specific properties. These graphs are then suitable
for traditional complex network analysis. The presence of power law distributions is
present in these graphs [95], which are indicative of self-similar, real-world networks.
Such distributions, which can be found in earthquake magnitudes, word frequencies,
city sizes, and the structure of the Web, open up several possibilities to apply estab-
lished analysis techniques to the datasets. Furthermore, by adjusting the rules used to
derive the graphs, it is possible to focus on different aspects of a city. For example,
devices that appear and disappear together may be emphasized, indicating possible
groups of people and thus social ties. This allows further to infer communities within
the city.
The combination of multiple static snapshots or gatecount datasets provides useful
insights into trails and patterns of movement. For instance, [147] have analyzed a WiFi
dataset for trails, or hops, between various locations in the city. These show people’s
movement through the city in terms of their connection to WiFi hotspots. This type of
analysis provides insights into questions like “Which trail in the city is mostly followed
on Friday evenings?”, which in turn can shape the design of urban applications.
1Betweenness is a notion of social network analysis. It quantifies the importance of nodes for the
diffusion of information throughout a network. For a definition see [193].
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Figure 2.2.: Social network describing encounters of devices within a pub in the city
of Bath [93]
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Another useful technique is space syntax [71]. It models the structure of cities and
its effect on pedestrian movement. This analysis is done in two steps. First, ordinance
survey maps are used to analyze the spatial structure of a city, purely in terms of lines
of sight in the open spaces such as streets. This results in predictions about which
streets are likely to be busy and which are likely to be quiet. In the second step,
observation data of the actual pedestrian flows are compared to the predictions. In this
step, predictions are fine-tuned by changing the weighting on different variables used
in the predictions. Thus, using observation data as a guide, space syntax identifies the
important variables that can be used to accurately model pedestrian flow. Knowledge
of these variables allows for more accurate explanations of the spatial dynamics, as
well as more accurate predictions of the effect of space on behavior.
Finally, device contact patterns, such as contact duration and inter-contact duration2
are used to study ad-hoc network opportunities that arise in a city. The analysis of data
from static snapshots recording Bluetooth traffic has uncovered inter-connection pat-
terns and has been used to develop data forwarding algorithms [25]. Specifically, the
distribution of inter-contact time follows an approximate power law over a large period
of time. Inter-contact durations are of particular importance because their distributions
determine the viability of forwarding algorithms, as shown in [25]. Additionally, tem-
poral graphs can be used to determine admissible and optimal paths through the mul-
titude of devices in a city’s UPI. Furthermore, forwarding algorithms can consider the
levels of clustering in pedestrians’ movement and the affiliation networks in a city.
2.5.3. Emulation and Simulation
A benefit of augmented gatecounts and static snapshots is that they produce time-
stamped records of events that can be used for replay in sequence. By emulation,
“what-if” situations can be examined, and the effects of different technologies or dif-
ferent circumstances can be studied. In emulation, the diffusion patterns of information
through the social networks derived from the analysis of static snapshot, can be stud-
ied by testing different types of rules. For example, it can be considered how a small
(1KB) and a large (1MB) application spreads through the city, based on recorded de-
vice encounters. Further, inter-connection times can be replayed in order to adjust the
forwarding algorithms. Emulation can act as an initial testbed for many applications,
where facets of the pervasive infrastructure can be brought into action inside the lab.
Having a lab testbed is important, as working and observing in the city is expensive,
both in terms of money and time. For instance, installing and maintaining long-term
scanners requires equipment, bandwidth, and personnel time. Furthermore, it is not al-
ways possible to install scanners in desired locations. For these reasons, observational
2The duration between two successive direct contacts between the same pair of nodes.
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(a) Street map of the center of the city of Bath (b) “Bluetooth map” of the same area
Figure 2.3.: Snapshots of a city simulation [93]
datasets may be extended by simulations. Simulations can generate large amounts
of data inexpensively, but usually with less confidence in their validity than that of
empirical data.
The most common mobility models used in simulation for mobile ad-hoc networks
are the random walk mobility model and the random waypoint mobility model [22].
Both simulate node movement in a rectangular area. In the city section mobility model
[22], nodes move on streets choosing destinations at random and follow the shortest
paths to them. However, these mobility models rarely reflect accurate real world situ-
ations. Yet the use of real world traces is important, albeit often difficult to obtain. By
taking the cognition of agents into account, it is possible to generate a more realistic
behavior, as shown by Turner and Penn [187]. Comparing simulated agents’ behavior
with real, observed data, provides a measure to a simulation’s quality.
A robust simulation of a city is very useful to inform urban planning [37]. On the
one hand, planners can test their plans to see if any unwanted and unforeseen behaviors
or side effects might arise. On the other hand, such simulations let citizens explore
consequences, too, and let them develop and test alternatives. As such, the process of
urban planning might develop more democratic characteristics.
An interesting question is how the existing simulation models provided by space
syntax can be optimized. These models simulate pedestrian movement in the city,
and effectively would allow one to flood a (simulated) city with mobile agents and
information packets. Figure 2.3 illustrates such a scenario. The white areas on the right
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map indicate high Bluetooth activity. The yellow dots indicate information packets that
move about the city via Bluetooth.
An important step is to change the properties of the agents’ cognition [187] to match
our observations of flow, encounter, and interconnection times through the (real) city.
Once a good fit between the observational data and the simulation data is achieved,
simulations can be used as an additional source of data. For example, virtual gate-
counts and static snapshots within the simulation could be carried out, resulting in a
large dataset to augment field observations. At the same time, it is important to use
computer simulation to validate the model derived from the real world.
2.6. Privacy Considerations for the UPI
In the introduction (see section 1.1), we discussed a defining property of cities com-
pared to small rural villages: anonymity. Urban computing is situated in public spaces,
such as streets and squares. Urban anonymity is based on the vast amount of people at
a place, where no person can keep track about each one of them. However, urban com-
puting has the potential to challenge this anonymity in a variety of ways. We would
like to point out some of these threats.
Privacy is already challenged by several companies and systems related to the ser-
vices they provide. Elcoate et al. mention
• mobile telephone network providers,
• banks,
• credit card providers,
• Internet Service Providers and
• workplaces (often through swipe card entry to buildings)
that track the behavior of their users [48].
Advertisements, delivered on mobile phones and triggered by the location of indi-
viduals, even threaten to transform private walks through a city. Curry et al. describe
such systems as being a very distractive technology [35]. But moreover, technology
may break the city’s anonymity by facilitating what no single person might be able to
do: watching a person’s every step through the city. Surveillance, especially by closed
circuit television, is already high in several cities. E.g., in 1999, an individual was
already captured on 300 different cameras from 30 different organizations in London
on a typical day [60]. Together with face recognition software and algorithms that
recognize the specific movement patterns of individuals even when their faces are not
visible or covered, anonymity gets compromised.
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A similar threat emanates from Bluetooth sensing, too. Of course, people do not re-
spond to Bluetooth inquiries, but their devices (e.g. mobile phones, PDAs and comput-
ers) do, when set to “visible mode.” Especially the location of peoples’ mobile phones
is a good indicator for their location in public spaces, since they typically keep their
phones close to them. Bluetooth, like any other networking technology, incorporates
addresses that are unique to each device as a basis for communication. Generally, these
addresses are fixed and cannot be changed. Thus a person’s presence can be detected
for as long as he keeps his mobile phone. Usually, phones are only changed every two
years, which is the typical extent of a contract with a mobile operator. Although there
is no direct connection of a phone’s Bluetooth address with its owner’s identity, this
connection could easily be established by a phone company or by a combination with
other technologies like video surveillance. The only way to ensure privacy seems to
be by disabling “visible mode,” thereby limiting the usages of this technology. Oth-
ers have noted this limitation, too, like Huang and Rudolph [74], who demonstrate a
Bluetooth-based location system, that preserves the privacy of its users. However, their
approach comes with increased battery usage and memory requirements on the mobile
devices, compared to an approach that does the computation in the environment, and
not on the devices of the end users [3].
Kostakos et al. developed a conceptual framework to analyze privacy issues in per-
vasive computing [96]. They propose a classification of places and uses of pervasive
technology as being
• private,
• social or
• public.
They agree with Palen and Dourish, that privacy is under continuous negotiation, de-
pending on the environment and the behavior of the surrounding people [146].
In terms of their framework, Bluetooth provides the options of being “private” or
“public,” depending on Bluetooth’s “visibility” setting. Thus, users have the option of
denying contact by others completely or to be open for contact by anybody in range.
This situation has spurred misuses like “Bluejacking,” where text, picture, or sound
messages are sent to unknown people. Victims may get confused or might think their
phones got hacked, although it is generally not harmful. A function relating to the
“social” option, where only trusted persons or their devices were allowed to detect a
device and to connect to it, is missing in the Bluetooth specification. Even worse, if
the address of a device is known to an attacker, he can detect it, even if the victim’s
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Bluetooth device is set to “invisible mode.”3 In relation to the Bluetooth characteristics
of the UPI introduced in this chapter, the “social” option would empower people to
consciously select the services in which they would like to participate. With current
Bluetooth technology, such a distinction is not possible.
The MetroSense architecture described earlier, basically suffers the same problem
of not providing location privacy. It includes several solutions for other privacy and
security problems (e.g., trusted platform modules), but the authors do not discuss the
problem of unintentional location disclosure [24]. An interesting solution to privacy
is given by Lamming et al. [102], that might be adapted to other existing systems like
Bluetooth. Their sensing devices use cryptographic keys to change the identifiers of
sensor nodes at a fixed time interval. If the key is not known to an attacker, he cannot
identify a target beyond this interval.
Intentional location disclosure on the other hand is very useful. One of the most
popular questions asked on mobile phones probably is: “Where are you?” On the
phone, this question actually leaves a lot of room for negotiation, as Palen and Dourish
put it [146]. An automatic system for location disclosure also has to take account for
negotiation. Beresford and Stajano propose a system in which location disclosure can
be controlled by granularity (e.g., it is not giving the exact location, but only the coarse
area) [10]. Elcoate et al. mention access control with role-based rules and spatial, as
well as temporal limits [48].
The opposite extreme to surveillance by an authority is what Mann calls “sousveil-
lance” [116]. In this concept, people watch themselves, probably with the same tech-
nologies like an authority would do. As a consequence, recordings are done from the
perspective of an individual, not “from above,” as is usually the case with surveillance.
As we will see later, the approach presented in this work is related to the concept of
sousveillance, although with the main purpose to learn about oneself and not about
others. There might be important potential in these technologies for cooperation and
collective action, despite its tendency to panoptic power, as Smith argues [180].
Another topic which we do not want to discuss in detail in this thesis is that of
security. Related to Bluetooth technology, viruses can potentially spread from one
device to another by this technology [205]. Infected devices pose a high privacy risk
to their owners. The Bluediving tool contains a wide selection of attacks on Bluetooth
devices that demonstrate its vulnerability [11].
3An attacker could do continuous “pages” to a device address [13]. If there is a response, the device is
in vicinity.
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2.7. Summary
In this chapter the concept of the urban pervasive infrastructure was introduced to
understand the system of people, spaces and technologies. The main focus has been
to present an overview over the aspects of this system and methods of measuring and
analyzing them, as summarized in table 2.2.
UPI Metrics Methods
Mobility Distance traveled Gatecounts
Speed Mobile Scanners
Flow Emulation
Visit duration Simulation
Temporal structure Laws and rules Inter-connection analysis
Time-based distributions Longitudinal gatecounts
Emulation
Simulation
Social structure Network analysis Longitudinal static snapshots
metrics (e.g. degree, Mobile Scanners
betweenness, closeness) Emulation
Simulation
Spatial structure Space syntax metrics Space syntax
(e.g. integration, choice, Simulation
intelligibility)
Facts and figures Statistical characteristics Wardriving
Gatecounts
Static snapshots
Mobile Scanners
Table 2.2.: Aspects of the UPI and the associated analysis and observation methods
The concepts, metrics and methods presented here may be used to gain an insight into
and understanding of the UPI of a city. Such an understanding can have a profound
effect on how urban applications are developed and can greatly improve our ability to
do so.
Throughout this thesis, we examine different aspects of the UPI. We develop a sys-
tem to measure the pervasive Bluetooth signals (chapter 5) and apply the method of
augmented gatecounts to locations in Bremen, Germany, and San Francisco, US (chap-
ter 7). Further, we present a method to understand the aspect of temporal structure in
relation to social structure and spatial structure (chapter 9) and a method to put social
structure and spatial structure into relation (chapter 10).
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In the previous chapter, we have established the basic frame of reference for our work.
We have seen, that cities are evolving into “smart cities,” with sensors that can detect
the pulse of the city in real-time and feed it back into the digital counterpart of the city
for its users to interpret, when they make their way through the anonymous crowd.
This crowd is probably the most defining aspect of a city, as compared to a village,
and its internal structure bears rich insight into what makes the city tick as a whole.
For an individual, this structure comprises his personal social life, different circles of
people, kept safely distinct or interwoven in social complexity.
In this chapter we will try to clarify some aspects of the social fabric the city is
made up of. We investigate the concept of social context, both in terms of how it is
understood and used in the field of pervasive computing research. To broaden our view
on the concept, we will undertake an excursion into the perspectives of other sciences.
An examination of tools and methods to analyze, interpret and visualize social context
concludes the investigation.
3.1. Context-Aware Computing
With Mark Weiser’s influential work on mobile computing devices, or Tabs and Pads,
as he called them, started a couple of new themes of research in computer science
[196, 197]. Besides issues of miniaturization, power supply, wireless network access,
and new user interfaces for these devices, the usage of the devices in general came into
the focus of consideration. Weiser was intrigued by the idea of getting the computer
out of the primary focus of attention, to enable the users to fully focus on their tasks
and not on the machine [198]. He quickly came to realize, that “This is not a graphical
user interface (GUI) problem, but is a property of the whole context of usage of the
machine [...]” ([197], p. 76).
It was clear from the beginning, that the new mobile devices could not live in iso-
lation, but had to be integrated into the existing infrastructure of workstations and the
Internet. More surprisingly, they were also integrated into office environments in the
form of active badges, transmitting the identities of their wearers to nearby receivers
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by infrared. Thus, the network of receivers and a connected server sensed the loca-
tion of their users and enabled applications on top of this information [191]. Schilit
and Theimer mentioned a couple of such applications, among others “To keep record
of located-objects and persons one has encountered” ([164], p. 23), e.g. for later re-
trieval, and “To detect nearby people” ([164], p. 23), e.g. to trigger reminders or
actions based on this information. In another article, Schilit et al. reinforce the mean-
ing of social information in contextual computing systems: “Three important aspects
of context are: where you are, who you are with, and what resources are nearby. [...
More than location, context includes] even the social situation; e.g. whether you are
with your manager or with a co-worker” ([163], p. 85).
3.1.1. Definitions of Context
With the beginning of research on context-aware computing systems, context and
context-awareness have been defined in different ways. Often, enumerations were
used to describe the concept:
• Location, nearby people, devices in the environment, and changes of these as-
pects [163]
• Location, proximate people, time, etc. [20]
• Location, time, temperature or user identity [161]
• Physical, social, emotional, and mental (focus-of-attention) environments [39]
Location of the user has been an integral part of context-awareness in most defini-
tions. To build applications taking this part of context into account, various location
systems have been designed for this purpose (e.g. [191, 192]).
The social context, including the people in proximity to the user, was also men-
tioned in many of these definitions [163, 20, 161, 39, 164, 168, 91, 165, 166]. It was
usually thought that this could be easily implemented on top of a location system to-
gether with an infrastructure calculating the proximity of users. E.g., research around
the active badge system was generally based on its server infrastructure, that was nec-
essary to receive the badges’ identification signals. Besides problems with the privacy
protection of its users, the system was useless out of reach of the infrastructure. Ini-
tially, Lamming and his colleagues used the same system to design an automatic diary
[104, 103]. This device was able to record the location of the user and encounters
with other people. It used this information as a key to the retrieval of exchanged doc-
uments and as a useful memory aid in its own. Later, they advanced the system to
cope with the shortcomings of privacy protection and dependence on an infrastructure
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Figure 3.1.: 3D context space [168]
Figure 3.2.: Context hierarchy [91]
by the introduction of peer-sensing capabilities [101, 102]. They developed the SPEC
devices that were able to exchange identity information on their own when they were
in close proximity of approximately five meters. A server or sensor infrastructure was
not necessary. With these devices, they found that proximity information was much
easier to obtain than absolute location information, and that it was more important to
their research of activity recognition and an automatic diary.
Based on the early context definitions, even broader ones were given. Dey et al.
“define context as any information that characterizes a situation related to the inter-
action between users, applications, and the surrounding environment.” ([40], p.100).
Chen and Kotz account for the distinction of active and passive contexts in their def-
inition: “Context is the set of environmental states and settings that either determines
an application’s behavior or in which an application event occurs and is interesting to
the user.” ([27], p.3).
To get a better picture of what context in pervasive computing is, Sears et al. suggest
to understand it as a model with three dimensions: human, environment, and applica-
tion ([168], figure 3.1). For the design of a system with many different aspects of
context-awareness, Kofod-Petersen and Aamodt composed a taxonomy ([91], figure
3.2). Schmidt proposes a similar hierarchic approach, which additionally accounts for
changes in time [165].
These hierarchical views of context might suggest a simplistic view of the concept—
that we could tackle the whole concept with a divide and conquer strategy. An eth-
nomethodological study by Tamminem et al. highlights the complex interplay between
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elements like location, time, task and social context in everyday scenes in urban en-
vironments [183]. Any definition of context seems either to be too narrow to include
each aspect, or too general to be useful for practical application. As such, we agree
with Dourish: “Context is a slippery notion. Perhaps appropriately, it is a concept that
keeps to the periphery, and slips away when one attempts to define it.” ([42], p. 29)
In summary, it can be noted that the relevance of the social component of context,
including nearby people, was recognized in most definitions. Nevertheless, in most
writings the focus is on the most trivial part of social context: the individual identities
of surrounding people. A detailed discussion of social context with its separate aspects
has not been undertaken. We do not strive for a strict definition—especially after
we have seen the difficulties in attempts of related definitions—, but rather need to
sharpen our understanding of social context and identify aspects that lend themselves
to our analysis. But before we continue to examine pervasive computing examples,
we depart from computer science and undertake an excursion into the perspectives of
sociology, psychology, geography and economics on social context.
3.2. Aspects of Social Context
Similar to the notion of context in general, social context is a concept that is difficult
to grasp and to operationalize. In trying to do so, one naturally runs the risk of either
generalizing too much or taking a naive and limiting point of view, as explained above.
As we have seen in the last section, pervasive computing literature has the tendency
to put social context on the same level with other components like “task context” and
the “spatio-temporal context” (see figure 3.2). While this might make sense for the
purpose of sensing and data collection, it is a limiting perspective from an application’s
point of view.
3.2.1. Mantovani’s Three-Level Model
The psychologist Mantovani developed a model to support HCI (human computer in-
teraction) researchers and practitioners in design of IT tools, by clarifying the context
every usage of tools is embedded in. The three-level model describes, how tools are
embedded in everyday situations that are in turn embedded in the social context of the
users (figure 3.3). Level one is shaped by the interplay of cultural models or social
norms (structure) and actions. Social norms are usually valid for a long term, but are
nevertheless challenged and changed by actors. This development is denoted by “his-
tory.” The background of level one bears individual situations, described by level two,
showing how individuals develop their goals. Basically, goals arise from the opportu-
nities one experiences as well as one’s interests. Situations include the presence and
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Figure 3.3.: Three-level model of social contexts (adapted from [117])
the actions of other actors that may determine the opportunities a situation offers. To
reach a concrete goal, it has to be broken down into separate tasks (level three). A task
can then be solved by the usage of tools, such as computers.
Included in this model is the assumption, that social context also lies within people
as an essential part of their identities and does not only surround them. Another im-
plication from his model is the subjectivity of social context. Although social norms
are shared by the members of a culture, or at least a part thereof is, the interests of
individuals and the opportunities they discover are very personal. Thus, social context
is subjective and unsharable as a whole.
The three-level model introduced a high level view of social context. In the fol-
lowing sections, we take a deeper look at the concept of milieu (3.2.2), the specific
features of urban environments (3.2.3) and the meaning of proximity between individ-
uals (3.2.4).
3.2.2. Milieu
Like the first level in Mantovani’s three-level model, the milieu in sociology includes
factors determining the development, expansion and modalities of social action. It also
describes the factors determining the structure of social entities. As such, it includes
the geographical environment, climate, norms, legislature, economy and politics influ-
encing social entities [56].
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Figure 3.4.: Milieus in Western Europe [175]
At a very coarse level, a milieu might characterize the general culture of a whole
country. Milieus can also be used at a finer level to separate different social groups
within a society. As an example, Sinus Sociovison developed such a model and offers
it for the purpose of product marketing (figure 3.4). Basically, it incorporates the
criteria of social status (income/wealth) and basic values (traditional, modernization,
re-orientation), to identify target groups for specific marketing campaigns.
According to Durkheim, the most important factors determining the inner milieu—
the factors inside a society—are volume and dynamic density [43]. With volume, he
refers to the number of entities a social system is composed of. The dynamic density
is a factor, consisting of the number of entities being in relationship to each other, the
intensity of interactions, and their moral and normative connectedness. It is interesting
to note, that he tries to explain the complex mechanisms within society by a number
of relatively simple factors. Factors, that can be observed and quantified, and when
combined, result in a picture of the broader social context.
There are many more measures that can be used to find structure in society. One
recent example is an analysis by the New York Times [131]. They combined the local
popularity measures of a number of movies from the movie rental Netflix with the
visualization on a map (see figure 3.5). This method provokes thoughts about how
different neighborhoods compare in regards to the values and norms of their residents.
3.2.3. Urban Environment
According to the UN’s population database [38], 48.6% of the world’s population lived
in urban areas in 2005. In the more developed nations, this number was 74.0%. These
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Figure 3.5.: Popularity of the movie “Rachel Getting Married” in different regions of
New York [131]
figures are predicted to increase during the next years: to 69.6% for the world’s and
86.0% for the more developed nations’ population in 2050.
The qualitative differences to rural life were studied by Fischer [52] and Milgram
[123] among others. Especially the latter made experiments with a concept important
for this thesis and pervasive computing in general. Milgram observed that a new class
of relationships has emerged in cities. While in rural areas, relationships could be
grouped in either of two classes—familiar people and strangers—he argued that there
was a third one—familiar strangers—in cities.
In rural areas, according to Milgram, basically all residents of a village know each
other. People from other villages or towns, in contrast, are strangers. In cities, due
to the sheer amount of people met during daily routine, urbanites are confronted with
cognitive overload. Milgram quantified this overload by comparing the amount of peo-
ple one can possibly meet within a ten minute radius in three areas in the United States
(see table 3.1). Thus, the communication possibilities offered by great cities increase
dramatically, but clearly exceed the cognitive capabilities of people. The concept of
the familiar stranger explains one form of adaptation to this overload. Milgram’s def-
inition of a familiar stranger is that it is person who is encountered repeatedly, but
never interacted with. Typically, familiar strangers are encountered on the bus during
one’s daily way to work or while repeatedly visiting the same recreational facilities.
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Location Potential meetings
Nassau County 11,000
Newark 20,000
Manhatten 220,000
Table 3.1.: Comparison of potential meetings within a ten minute radius in rural and
urban areas, figures from 1969 [123]
In an experiment, Milgram observed, that people were more willing to help a familiar
stranger than a complete stranger, when he was in need of help.
The structure of urban areas also has an impact on the choice of friendship and
other associations. Compared to rural areas, relationships are not primarily formed on
the basis of physical proximity. Instead, the choice of the neighborhood often has a
“status-differentiating component” ([123], p. 48). Urbanites have the possibility to
choose from a variety of enterprises to work for, churches to worship in and taverns
to socialize at. According to Huckfeldt, it is this complex interplay of choices that
determines the social context of individuals: “[...] a person’s social context is often
seen as being individually unique because it is created from the particular set of envi-
ronments within which that person resides.” ([76], p. 653). Thus, physical proximity
is still an important factor in the development of personal relationships with neighbor-
hood being just one component in the whole set of environments. Huckfeldt assumes,
that the whole environment “controls the likelihood of encounters within and between
social classes, but that individuals exercise discretion in deciding whether to turn an
encounter into an association.” ([76], p. 654). Another implication of this point of
view is, that separate environments, like enterprises, churches and taverns, create their
own social contexts, made up of the people being part of them.
Wellman examines the phenomenon of the transformation of society in cities from a
different perspective [199]. He uses social networks to explain the shift and also draws
a connection to information technology (social network analysis is examined in detail
in section 3.4.1). Following his argument, social structure in rural villages before the
rise of communication technology can be described by the little boxes model (figure
3.6(a)). Communities of individuals were isolated from other communities. Through
increasing urbanization and telecommunication, the boundaries became permeable,
shifting to what he calls glocalization (figure 3.6(b)). In the extreme, this development
could lead to a networked individualization (figure 3.6(c)), where the once defining
boundaries of place (home, workplace) vanish and the individual acts mainly within
his own network.
38
3.2. Aspects of Social Context
(a) Little boxes (b) Glocalization (c) Networked individualism
Figure 3.6.: From little boxes to networked individualism: three models of community
and work social networks (adapted from [199])
This development can not only be observed through patterns of communication and
relationships. The public spaces in cities are also shaped by networked individualism.
Hebbert observed, that the street was once a place of collective memory, expressing
group identity through architecture, symbols, street names and the traces left behind
by the patterns of everyday life [65]. Anyhow, he argues, public places nowadays lost
their function as collective memory, e.g. due to privatization and shopping malls, and
dissipated into cyberspace.
Urbanization, telecommunication and mobility have clearly shaped our society and
redefined our usage of space. These developments have not made place irrelevant (at
least not yet, and probably never), but for sure they added complexity to the rela-
tion between geographically and socially proximate entities. In former rural villages,
our home defined our social contacts. In our modern cities, complemented by the
world-spanning cyberspace, this situation has become complicated, but still, face-to-
face meetings have not lost their power, as we will see in the next section.
3.2.4. Meanings of Spatial Proximity
Tobler’s first law of geography states: “everything is related to everything else, but
near things are more related than distant things” ([185], p. 236). He used this rule to
motivate the application of cellular automata to the simulation of population growth in
the Detroit area. Barnes in contrast objects his simplistic approach, stating that human
behavior is too complex to be described by law-like statements [8]. He argues, that
there is too much messiness and heterogeneity in human behavior—an argument that
we must accept, at least when we take a single human into account, who will probably
always surprise us with unforeseen actions.
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But no matter how much we are convinced that an individual’s actions can never
be modeled by an algorithm, we inevitably find that sociologists create and validate
models showing that groups of people regularly follow such simple rules. In relation
to our interest in the connection between spatial collocation and social context, we get
support by Huckfeld, who developed a mathematical model describing the influence
of the social context of the neighborhood on the choice of friendship [76].
Torre and Rallet [186] take a practical approach to geographical proximity from
their perspective of economics. Regarding the organization of large companies with
offices in geographical distant places, they value geographical proximity of actors for
certain types of interaction—in particular for services or the sharing of knowledge.
Geographical proximity leads to knowledge spillovers in firms, and especially in the
beginning of new projects, geographical proximity of the team is a necessity. Ran-
dom meetings are an important factor. Later, they say, can geographical proximity be
replaced by organizational proximity and face-to-face meetings are less important.
Another study in an economic context was undertaken by Neff [130]. She examined
networking events—from cocktail parties to seminars—in New York’s new media in-
dustry. One might think, that especially these people, who are responsible for many
achievements in cyberspace, would abandon geographical proximity altogether. But
Neff learned quite the opposite: networking events “mediate access to crucial resources
within the industry” (p. 134), and thus have become more, and not less, important.
Psychologists have found quite simple rules in human behavior, that might provide
an explanation to the effects of proximity we have described in various examples. Za-
jonc discovered, that even the repeated mere exposure of material to persons improved
their attitude towards it [207]. This effect was demonstrated with abstract material.
Simplified Chinese letters were used for this purpose. He repeated the experiment
with photographs of unknown persons and could show the same effect. Thus, the the-
ory posits, that attitude improves, regardless of the presented material. Nevertheless,
some material might be more attractive overall, compared to other. He found that
attitude improves on a log-scale with the number of exposures.
Lee presents empirical evidence, that the mere exposure effect can be explained
by uncertainty reduction: our positive affect to stimuli increases, because we become
familiar with it [106]. Of course, there is a multitude of considerations, including
tedium, which causes positive attribution to decrease with boredom in the long run.
These findings might present an explanation for the observations of Milgram [123]
regarding the improved affect towards familiar strangers. We are exposed to them re-
peatedly, thus reducing our uncertainty and improving our affect towards them. Figure
3.7 shows a simplified model of proximity and the development of relationships, that
summarizes this discussion.
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Figure 3.7.: Model of the development of relationships from similar interests
Distance Appropriate Relationships Sensory Qualities
and Activities
Intimate Distance Intimate contacts, e.g. Intense awareness of sensory inputs
(0 to 0.5 meters) making love, comforting) (e.g. small, radiant heat) from other
and physical sports (e.g. person: touch overtakes vocalization
wrestling) as primary mode of communication.
Personal Distance Contacts between close Less awareness of sensory inputs
(0.5 to 1.2 meters) friends, as well as than intimate distance; vision is
everyday interactions with normal and provides detailed
acquaintances. feedback; verbal channels account
for more communication than touch
Social Distance Impersonal and Sensory inputs minimal; information
(1.2 to 3.7 meters) businesslike contacts provided by visual channels less
detailed than in personal distance;
normal voice level (audible at 6
meters) maintained; touch not possible.
Public Distance Formal contacts between No sensory inputs; no detailed visual
(more than 3.7 an individual (e.g. actor, input; exaggerated nonverbal
meters) politician) and the public behaviors employed to supplement
verbal communication, since subtle
shades of meaning are lost at this
distance.
Table 3.2.: Edward T. Hall’s spatial zones [62]
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When we take a look at the relationship between geographical proximity and social
relationships from a different perspective, we find that the physical distance between
two persons tells a lot about their relationship as well as cultural norms. The anthropol-
ogist Edward T. Hall introduced the concept of proxemics to measure this relationship
and to study the social uses of space [62]. In his studies, he found that relationships and
activities can be classified based on the spatial distance between two persons. He iden-
tified four different classes of distances, as given in table 3.2: intimate (0m – 0.5m),
personal (0.5m – 1.2m), social (1.2m – 3.7m) and public (more than 3.7m). Thus,
by only observing the distances between persons, their relationship can be inferred
roughly. Formal contacts can be distinguished from impersonal and businesslike ones,
contacts between close friends from intimate ones. Further, he argues that the influ-
ence of two persons loosely is inversely proportional to the square of their distance.
Nevertheless, his classification is not universal: the distances he gives are dependent
on cultural norms. While the given values are valid for US Americans, they may differ
for other cultural areas, such as Europe or Asia. There are also environmental factors,
that might cause altered distances, e.g. extreme background noise might force people
to get closer to have a conversation. As two example actions at intimate distance—
comforting and wrestling—demonstrate, there is ambiguity involved in the mapping
of observed distance to relationship.
3.3. Applications of Social Context
Social proximity is ambiguous, but nevertheless meaningful to people’s relationships.
As such, it is seen as a basic building block of social context and applications that
build on social fabric, as we have pointed out in the beginning of this chapter. It comes
to no surprise that social proximity is demonstrated in a range of research papers in
pervasive computing. But there are as well concepts to exploit proximity and mediate
between two persons, identify common goals and encourage interaction. Creation
of an awareness for a whole group of people, as well as analysis of the surrounding
milieu, can also be found in research. In the following, we review pervasive computing
research for applications of social context.
3.3.1. Memory Augmentation
The first wave of pervasive computing research was conducted at Xerox Research,
where a range of novel mobile computing devices—pads and tabs—together with
wired infrastructure for network connectivity and location awareness provided the in-
frastructure. Lamming and Flynn used location awareness to infer proximity of de-
vices, and thus of its users [103]. Figure 3.8 shows a diary application running on a
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Figure 3.8.: Forget-Me-Not on PARCTAB mobile computer [103]
tab. Different people met and locations visited are displayed by small icons, organized
in a chronological manner to resemble a diary. Its purpose was to cue memory re-
calls of the user—like a memory prosthesis. Social context, the people around us, are
a strong cue for our episodic memory. The idea was continuously developed further
with more sensing capabilities and independence from the office infrastructure [101].
Kern et al. describe a system, that can automatically annotate the video and audio
recordings of a meeting to facilitate appropriate retrieval of specific episodes [87].
Audio and acceleration sensors are used to sense the people in a meeting, determine
who is talking, detecting the shaking of hands. A study conducted at a conference
with the iBand electronic bracelet focused on social networking [86]. The bracelet
detected shaking of hands with other iBand users and recorded their identities. Later,
all contacts could be retrieved, which served as a good memory assistance for the users.
3.3.2. Interpersonal Awareness
A direct application of social context is the augmentation of interpersonal awareness,
reaching out beyond our innate senses. Social beings as we are, we want to feel con-
nected to our friends and families. Interpersonal awareness devices—or IPADs, how
Holmquist calls them—can facilitate this in a number of ways. His Hummingbird is
one instance, which translates the distance to other Hummingbird users into a hum-
ming sound, getting louder the closer the other person comes, in a 100m radius [72].
The devices do not rely on any infrastructure, so that their usage could not only be stud-
ied in the office, but also on a rock festival or on a skiing course [195]. They found the
devices very useful for the organization of social activities, e.g. finding colleagues and
friends and meeting for lunch.
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(a) Contacts overview (b) Contact details
Figure 3.9.: The context contacts application for Symbian [156]
Smith et al. studied, how people were making use of automatic location disclosure
in their daily life [179]. They used mobile phones with Cell-ID positioning to deter-
mine the rough location of their probands. The probands could set their own rules of
who had access to their location. The study shows, that this automatic disclosure of
location—one person can query for the location of another without confirmation—is
mostly used and appreciated by spouses.
Context lends itself for integration into common mobile phone programs, as demon-
strated by Raento et at. [156]. They extended the contact list of a Symbian phone to
include the location of a person, as well as their social context—proximate friends and
other people (see figure 3.9).
A similar system was conceptually designed by Oloffson et al. in another setting:
they focused their study on the use of technology by the visitors of a music festival
[144]. In an ethnographic study, they found that SMS was commonly used to connect
to friends and arrange a meeting with them on the festival. However, they found that
this method is unsuitable. Instead, they designed a system based on GPS-enabled
mobile phones, which indicated the locations of friends in relation to the own location
on a map of the area.
3.3.3. Encouraging Interaction
While interpersonal awareness devices provide contextual information for familiar
people, the technology can also be used to encourage interaction between strangers.
The Lovegety is a commercially successful example, that signals a match in interests
[81] (see figure 3.10). There are separate devices for males and females. Users can
select one of a limited set of interests (talk, karaoke and get2). Whenever a device of
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Figure 3.10.: Male and female Lovegety devices (photograph by [203])
Figure 3.11.: Wearable communities to enhance cooperation [92]
opposite sex with the same interest is in proximity of five meters, both devices flash
and beep, thus encouraging the couple to interact.
More sophisticated dating applications were described by Eagle and Pentland [45]
and Beale [9]. Their systems are based on mobile phones. Discovery of peer devices
is accomplished by Bluetooth. Databases with personal profiles enable greater detail
in specifying the partner to look for. Esbjörnsson et al. designed and evaluated a
similar system for motorcyclists [51]. Their ethnographic study highlights, that bikers
are interested in sharing information, such as routes, and in socializing. Thus they
welcome a device to encourage interaction between them.
The above examples all used a kind of matching of interests and profiles to match
users. Terry et al. in contrast describe a system, which infers a match from social
structure [184]. People are introduced on the basis of mutually common acquaintances.
3.3.4. Supporting Cooperation
A further class of pervasive applications of social context comprises examples with
the purpose to support cooperation between individuals. Kortuem and Segall outline
a system of wearable computers that enriches and supports face-to-face interactions
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(see figure 3.11, [92]). The Genie application, which runs on top of this infrastructure,
helps its users (students on a campus) to find solutions to any problem. They enter a set
of questions into their wearables. Whenever two Genie users encounter each other, the
questions of one person are displayed to the other. If he knows the answer, or would
like to discuss the topic, the two can start a face-to-face conversation. In a similar way,
Kortuem and Segal’s WALID application supports cooperation [92]. With WALID,
users can organize their todo-lists (e.g. for shopping). When two users meet, their
computers look for opportunities of optimization, probably resulting in an exchange
of tasks, so that each person can finish faster.
These examples are based on real-world meetings, and not only on cyberspace,
which results in a more trusted relationship and thus fosters cooperation. Schneider
et al. designed a system that could be used to reinforce trust in such settings with
a decentralized reputation framework [167], which is important if cooperation with
strangers is desired.
The name tags of Borovoy et al. are a simple example for cooperation [17]. They
are initiated with a set of answers to a number of common questions. Whenever two
users of these name tags face each other, the tags indicate the number of matching
answers. These tags are a tool for cooperation because they help like-minded people
to find each other. Kikin-Gil developed a concept for sharing planned activities and
experiences for groups of friends to increase their social effectiveness [88].
An economic and environmentally sound approach to encourage ride sharing in ur-
ban environments is taken by Xing et al. [204]. By matching routes and positions of
vehicles and pedestrians, pick up and transit points can be calculated, and pedestrians
could reach their destinations easier and faster, compared to using public transport.
Seitz et al. investigate a similar scenario and focus on algorithms to form local groups
[169].
Cooperation can also occur implicitly, hidden from the attention of the users of the
technology, but working for them nevertheless. This is for example the case in de-
lay tolerant networking scenarios. Human beings become carriers for data packets
that silently jump on and off their mobile devices [36]. To efficiently forward pack-
ets through ad-hoc networks, Hui et al. studied the mobility and meeting patterns of
conference visitors [77].
3.3.5. Group Awareness
Social context can also be leveraged to create awareness within a group of people for
the activities that take place in the group. This is similar to interpersonal awareness,
but extends to a group of people. A number of systems for group awareness work
46
3.3. Applications of Social Context
Figure 3.12.: Community mirror to display interaction data and meme flow [18]
(a) Display of social real-time
activity on a mobile phone [90]
(b) Jabberwocky device to visualize familiar strangers [149]
Figure 3.13.: Two examples of milieu awareness
on the scale of a room or a building, and the group of people using that facilities.
Conferences are also popular scenarios for group awareness systems.
The MusicFX system can automatically determine a common taste of music for the
visitors of a fitness center [119]. Based on lists of music the present group members
like or dislike, it plays a selection for everybody’s pleasure. Sawhney et al. designed
a mechanism to select news content for a public display based on the people around
[162].
A variation on the name tag application by Borovoy et al. mentioned in the last
section is called Meme Tags [18]. The wearers of the tags can enter a short meme,
which is displayed to face-to-face contacts. Memes can be picked up and carried on.
A big screen in the venue projects currently hot memes for everybody to see, creating
a summary of the memes of the whole group (see figure 3.12).
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Figure 3.14.: A Bluetooth gate [145]
3.3.6. Milieu Awareness
Applications that extend from closed groups to the population as a whole, including
potentially everybody in a particular area, are measuring parameters of the milieu.
Kjeldskov et al. describe the so-called Just-for-Us system in Melbourne, Australia,
spanning the whole of Federation square [90]. The system senses the locations, quan-
tity and activities of people, aggregates the information and visualizes it on a mobile
phone (see figure 3.13(a)).
While Just-for-Us takes an allocentric perspective with a number of stationary scan-
ners to sense activity in real-time, the Jabberwocky device measures and displays the
milieu from an egocentric point of view [149]. Following the observation of Milgram,
that familiar strangers give us some degree of confidence (compare section 3.2.3), they
use periodic Bluetooth signals from mobile phones to indicate the comfort a specific
place affords (see figure 3.13(b)).
Nishimoto et al. sketch an infrastructure of personal, mobile musical instruments
and players, opportunistically connected to stationary kiosks [140]. In this system,
tunes are transmitted between mobile devices when in proximity and elaborated upon
by their users. The stationary kiosks pick up and send out tunes, that are popular in the
surroundings, and are thus a reflection of the regional musical culture.
3.3.7. Measurement and Analysis of Human Behavior
The RealityMining experiment was a large-scale study to automatically measure and
analyze human behavior via mobile phones [46]. About one hundred students and
faculty staff members were monitored over the course of nine months to gather a rich
dataset. A number of approaches to analyze the data were proposed, among others the
eigenbehavior method with the goal to characterize social behavior.
While the RealityMining data was recorded from mobile scanners, the Cityware
study was based on a number of stationary scanners, installed at specific places through-
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out the city of Bath, UK [145]. These Bluetooth scanners created a number of gates,
automatically counting and identifying the passers-by, and giving rise to realistic mo-
bility models (see figure 3.14).
3.3.8. Summary
The examination of social context in pervasive computing has shown us a broad scale
of applications, ranging from the augmentation of the user’s memory, through aware-
ness applications for individuals, groups and whole populations, to projects with the
goal to measure and analyze human behavior. A selection of concrete examples has
demonstrated the basic properties of the different groups of applications.
The classes presented here make no claim to be complete. There are also different
works that leverage social context for privacy control [48], or which are concerned
with specialized sensors (e.g. the inference of social context from ambient sounds
[178]). Rather, these classes were chosen to correspond to the notion of social context,
we gained in section 3.2 (probably with the exception of the memory augmentation
applications). In comparison, we can see that we find many analogies. When we look
at the concept of social context from the perspective of pervasive computing, we find
that it is centered around sensing the identities and quantities of people in the proximity
to a person or a place.
3.4. Tools and Methods for Analysis and Visualization
of Social Context
Most applications of social context we have reviewed have no need for sophisticated
models. Social proximity information is consumed straight forward, often in combi-
nation with some kinds of profiles to match. Nevertheless, the applications for milieu
awareness (section 3.3.6) and the measurement and analysis of human behavior (sec-
tion 3.3.7) have introduced new levels of complexity, both in terms of the sheer amount
of data and the necessity to extract meaning. In the following, we introduce a num-
ber of advanced techniques to understand and analyze such kinds of data. Our special
focus is on visualization techniques.
3.4.1. Social Network Analysis
The primary assumption of social network analysis is, that the observation of relations
between separate entities is crucial to the understanding of the behavior of a social
system as a whole. From this perspective, the observation of properties of actors are
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Ana Bob Chris Dick Elena
Ana - 2 1 1 0
Bob 2 - 0 1 0
Chris 1 0 - 0 3
Dick 1 1 0 - 0
Elena 0 0 3 0 -
Table 3.3.: Example sociomatrix describing meetings between five actors
not enough to characterize behavior in most cases, instead the interplay between the
actors is more revealing.
Social network analysis considers social structure from the bottom up. Social struc-
ture is modeled by ties between single actors, which are composed into larger units of
groups, which are in turn composed into even larger units of networks [193]. In the
whole model, relational ties between actors are primary, while the attributes of actors
are secondary. On top of the relational data, social network analysis incorporates a
number of mathematical methods to aggregate and compute various properties.
Modern social network analysis has its roots in Moreno’s sociometry of the 1930s
[128]. Since then, it has been extended and applied to various studies. Further exten-
sion can be attributed to the recent development of computer programs for convenient
data management, application of mathematical methods, visualization and exploration
of network data, e.g. UCINET [16] and Pajek [142].
Fundamental Concepts We would like to give a simple example to explain basic
properties of social network data. Table 3.3 shows relational data about five actors.
Network data is often represented as a matrix. The separate cells contain data about a
specific relational variable. Here, meetings between the five persons are represented. A
variable might be directed or undirected. This example shows an undirected variable,
resulting in a symmetric matrix. A variable can be categorical (e.g. discrete or un-
ordered values) or valued to describe various relationships, e.g. intensities, distances,
similarities or—like in the example—repetitions of meetings.
There is a large variety of relationships which can be represented this way, e.g.:
• evaluation (e.g. rating),
• transfer of resources (e.g. money, email),
• association or affiliation (e.g. to groups, places, events),
• movement between places or statuses,
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Figure 3.15.: Example social network
• physical connection (e.g. road, river),
• formal roles and
• kinship.
For this thesis behavioral interaction is of special interest: “Interactions involve the
physical interaction of actors or their presence in the same place at the same time.
Examples of interactions include: sitting next to each other, attending the same party,
visiting a person’s home, hitting, hugging, disciplining, conversing, and so on.” ([193],
p. 38)
Visually, a social network can be represented as a graph (figure 3.15 visualizes the
data of table 3.3). The respective layout is not directly derived from the data, but
depends on the author’s intention. Different layouts may clarify different interrelations
in the data.
It is possible to apply various concepts well-known from graph theory to a social
network graph. A graph can be partitioned into a discrete set of disconnected compo-
nents. Isolates are components of size one. In the example, there is only one compo-
nent N = {Ana,Bob, Chris,Dick,Elena} and no isolate.
To characterize the internal structure of connected components, the shortest path be-
tween any two nodes can be measured, denoted geodesic. The length of such a shortest
path is called the geodesic distance d(i, j) of two nodes i and j. The characteristic
path length of a component is defined as the average geodesic distance of all pairs of
nodes.
The clustering coefficient measures the cliquishness of a network and is defined as
follows. Let kn be the number of neighbors of a node n. Then, there are at most
mn = kn(kn−1)/2 possible connections between the neighbors. With Cn = kn/mn,
the clustering coefficient is defined as the average of Cn over all n.
Two-Mode Networks The network presented above is a one-mode network. It
is composed entirely of actors of the same type. In contrast, a two-mode network
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University Lake
Ana 1 0
Bob 1 0
Chris 1 1
Dick 1 1
Elena 0 1
Table 3.4.: Example two-mode affiliation matrix, showing whether a person visits a
certain location (1), or not (0)
Ana
1
Bob
1
Chris
1
Dick
1
Elena
1
University
2
Lake
2
1
2
Person-node, 1st mode
Location-node, 2nd mode
Figure 3.16.: Example two-mode social network
represents relations between different types. A common example of a two-mode net-
work is an affiliation network, showing the relations between actors and events (or
companies, etc.). In table 3.4 and figure 3.16 an example is given, which shows rela-
tions between persons and locations. A two-mode network is represented by a matrix
A = (aij)i=1...n,j=1...m, with n number of entities in mode one (e.g. 5 for the persons
Ana, Bob, ...) and m in the second mode (e.g. 2 for the locations university and lake).
Sociologists are interested in such kinds of networks showing co-membership in
organizations or co-attendance in events, because they argue, that “individuals’ af-
filiations with events provide direct linkages between the actors and/or between the
events.” ([193], p.196). As such, affiliation networks do not only tell about the rela-
tions between actors and events, but also between the actors themselves, since “joint
participation in events not only provides the opportunity for actors to interact, but
also increases the probability that direct pairwise ties (such as acquaintanceship) will
develop” ([193], p.293). Important properties of these networks are the rate of partici-
pation as well as the size of events.
To interpret an affiliation network as a network between the actors, the two-mode
network can be transformed to a one-mode network. A common transformation is
to count the number of common locations (for the example), visited by each pair of
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actors. Mathematically, this operation is accomplished by a matrix multiplication of
the two-mode matrix A with its transpose A′:
XN = AA′ (3.1)
The number of people a location has in common can be calculated with a similar
operation:
XM = A′A (3.2)
Bipartite Networks Conceptually, a bipartite network is the same as a two-mode
network: there are two different sets of entities, with no connections within a set. Only
connections between entities in different sets are allowed.
Bipartite networks differ from two-mode networks in the matrix representation and
the arising consequences. If we interpret the network in figure 3.16 as a bipartite
network, the adjacency matrix is of the form A = (aij)i=1...n+m,j=1...n+m, with n and
m being the number of entities in each set.
Ego Networks An ego network of a node is a special case of a network. It contains
the ego node, its neighbors and the connections between both of them. In some cases,
the ego node might be omitted to only show the neighborhood [142]. So, the main
difference to other networks lies in the population included in the analysis. If the
internal structure of an organization is to be analyzed, the population might include all
people being part of it. For the purpose of measuring the social context of a person
(ego), we might rather include all persons, that ego is in contact with. Most social
network analysis methods can be used on ego networks, too, but their interpretation
might be slightly different.
Social Position There are several methods to analyze a network and find general
structure within. The later calculations in this thesis are based on the concept of social
position, which will be introduced in the following section. For an extensive review of
the topic, see [193].
The idea of the positional analysis is to find collections of actors who are similar
in their ties with others. E.g., in a school we might find that all pupils of a class
have very similar relations to their teacher, thus grouping them in the same social
position. However, pupils in different classes with different teachers do not share the
same position. The general analysis of such social roles (e.g. teacher and pupil) is
another subject not discussed here.
A number of separate steps is required for a positional analysis. Based on relational
data, these are:
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• measuring the similarity of any two actors in a network,
• partitioning actors into groups based on their similarity and
• representing the positions in a model.
As a measure of similarity, structural equivalence is usually applied to group actors
into social positions. Lorrain and White defined this notion as follows: if two actors
have identical ties to and from all other actors in the network, they are structurally
equivalent [110]. More formally, two actors i and j are structurally equivalent, if
xik = xjk and xki = xkj for k = 1, 2, ..., g.
Structural equivalence can be measured by several means, e.g. euclidean distance
[21] or Pearson correlation among others. Since the latter is better suited to find a sim-
ilar pattern, instead of identity in ties, and especially to analyze interaction frequencies
([193], p. 375), it will be used for the later analysis of social positions in this thesis.
Pearson correlation for undirected sociomatrices can be calculated with the formula:
rij =
g
k=1 (xki − x¯•i)(xkj − x¯•j)g
k=1 (xki − x¯•i)2
g
k=1 (xkj − x¯•j)2
(3.3)
for i ̸= k, j ̸= k. x¯•i denotes the mean of the values in column i. These correlations
are arranged in a g × g correlation matrix C1 with the (i, j)th element equal to rij .
Diagonal elements are excluded from calculation.
Based on the correlation matrix, the actors can be grouped into different positions by
hierarchical clustering (or other methods, e.g. CONCOR [193]). This widely applied
method gives a dendrogram to describe similarity. The similarity classes can then be
chosen, e.g. based on the expected number of classes, as suggested by the theoretical
foundation.
The last step of a positional analysis is to abstract from the separate actors and the
ties between them. Instead, a model is formed to show the more general positions and
the ties between. Such a model can be represented as a reduced graph or blockmodel.
With the classes identified in the last step, a blockmodel is formed by
1. permuting the rows and columns of the original sociomatrix according to the
classes, so that actors who are assigned to the same position are adjacent in the
matrix. As a result, we obtain submatrices characterizing the relations between
the positions.
2. summarizing each submatrix to a single value that is characteristic for the whole
relation between all the actors of the positions. If the data is dichotomous, the
density might be a good choice (number of 1’s in relation to 0’s in the subma-
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trix). For valued data the mean value criterion is a common approach, where
the average value is calculated.
The positional analysis, as briefly presented here, is used extensively for the later
analysis of our data in chapters 9 and 10. Overall, this kind of analysis is a broad
topic with many more possibilities to apply different methods for different situations.
A broad overview would go beyond the scope of this thesis, the respective chapters of
[193] give more details.
3.4.2. Visualization of Social Networks
With the conversion of a sociomatrix into a set of nodes with lines or arrows between
them, visually graspable versions of the same data are created. While the matrix rep-
resentation is concise and unique, the graph representation can take many forms and
is usually chosen to support a specific thesis and might also be subject to artistic con-
siderations. While the layout of small networks is usually straight-forward (e.g. figure
3.16, p. 52), the layout of large networks is not trivial. Looking at figure 2.2, p. 24,
we cannot see any structure within the network, except, that most nodes are connected
in a rather fuzzy way, while a few are isolated. Although this impression might be
true, the seemingly connected component could also consist of a number of smaller,
disconnected ones.
With modern computer programs (e.g. UCINET [16], Pajek [142], MAGE [112] or
MOVIEMOL [129]), the visualization of social network data can be used to explore
the data’s internal structure and search for certain attributes. Therefore, the artistic
aspects can be neglected, instead we are interested in a visualization, that is faithful to
the structure of the data. Methods can generally be divided into two groups: multidi-
mensional scaling (MDS) and singular value decomposition (SVD) [54].
MDS represents a number of different algorithms and is based on the concept of
searching for an optimal solution. Thus, different starting situations might give differ-
ent solutions, as a local optimum is found. Two popular methods modeling embedded
springs are given by Kamada and Kawai [85] and Fruchterman and Reingold [55].
SVD in contrast produces deterministic solutions. A multidimensional space is
transformed into a lower dimensional space (typically one, two or three for visual-
ization). These new dimensions are chosen to express the main variance of the data.
Different preprocessing methods can be used to emphasize various aspects. Although
computers have accelerated and simplified the access and ease of use, the general idea
has been used since the 50s [15].
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Figure 3.17.: Visualization of Bluetooth gatecount records [145]
Figure 3.18.: Transient Bluetooth devices for gates on a campus and in a city [145]
3.4.3. Augmented Gatecounts
The observation method of augmented gatecounts was introduced in section 2.5.1.
Appropriate visualizations of such data can help to quickly reveal special patterns and
characteristics and to compare different datasets with each other. O’Neill et al. plot
gatecount data as shown in figure 3.17. Each unique Bluetooth device has a horizontal
time-line in the graph. Devices are sorted by their time of first appearance from bot-
tom to top. As a result, the diagonal from the origin at the bottom left to the upper
right visualizes devices passing the gate for the first time. The slope and shape are
indicators for the rate of new devices. The area below this diagonal indicates repeated
or persistent activity of devices already discovered before.
Data of different gates can also be compared by summing up the number of distinct
devices discovered each hour (see figure 3.18, only transient devices appearing for less
than 90 seconds are included). Such graphs are indicative of the amount of passing
devices per hour of the day and show peak times of high traffic.
Further opportunities for analysis and visualization of gatecount data arise, when it
is transformed into a network. The nodes in the network are supposed to be the unique
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Figure 3.19.: Probability distribution of distance between any two nodes in the network
graphs of four scanning sites [95]
Bluetooth devices. To determine the connectivity of nodes, Kostakos and O’Neill look
for concurrent appearances of Bluetooth devices in the gatecount data [95]. Two nodes
are connected, if they appear together (in a certain time window) at a gate. Figure 2.2,
p. 24, shows the resulting network for one gate. Although the network picture might
look confusing, this representation enables a number of analyses known from social
network analysis (see section 3.4.1). E.g., the geodesic distances in the network can be
analyzed and used to compare different gates with each other, as shown in figure 3.19.
3.4.4. Augmented Interpersonal Encounters
The augmented gatecount method described in the previous section is carried out from
the perspective of specific places. The RealityMining study, as briefly introduced in
section 3.3.7, leveraged the same Bluetooth technology to gather social proximity data
from the perspectives of one hundred probands in the study [44, 46]. As such, a number
of different analysis and visualization methods were developed for the interpersonal
encounters recorded in the study.
Encounters in the RealityMining study are measured differently, than they are in
augmented gatecounts. Since each person in the study is carrying a mobile scanning
device, an encounter can be determined as soon as a scanner detects another device.
Concurrency of two mobile devices at the same time and place is implicit in this con-
sideration. However, the method to detect encounters from gatecounts could be used
on augmented interpersonal encounters to find and eliminate measurement errors.
Eagle and Pentland make use of heat maps to show data collected over a long period
of time in a compact diagram. Figure 3.20 shows the number of Bluetooth encounters
of one person for the duration of a whole month. They further set out to calculate the
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Figure 3.20.: Daily distribution of one person’s Bluetooth encounters for one month
[46]
Figure 3.21.: Proximity time-series and organizational rhythms, fourier transformation
[46]
entropy of this data, combined with location measured by Cell-ID, to estimate how
predictable a person is and how well models of personal behavior can perform.
Further, they show that it is possible to identify rhythms in the data, recurring pat-
terns in time. Therefore, Bluetooth encounters over an extended period of time are
summarized similar to figure 3.18. A discrete Fourier transformation of the time-series
data reveals prevalent frequencies in the data, e.g. the 24 hours and seven days rhythms
(see figure 3.21).
Eagle also investigated the extraction and characterization of separate “behaviors”
for individuals or groups of people [44]. As a basis, he used heat maps of Bluetooth
activity, as given in figure 3.20. His patterns describe the typical behavior of a subject
or group of subjects during a day in terms of the number of Bluetooth contacts over
this frame of time. These patterns are explanatory of the greatest variance in the data,
thus giving the most prevalent behaviors. Mathematically, this so-called eigenbehavior
analysis is accomplished by a principal component analysis. Figure 3.22 shows the top
three composite behaviors for three different groups of students in the study. E.g., the
top left behavior shows the prevalence of the 10:30 coffee break for the business stu-
dents, the #2 eigenbehaviors indicate, that the incoming lab students have a tendency
to go out in the evening compared to the others.
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Figure 3.22.: Top three eigenbehaviors for each group of students in the RealityMining
study [44]
3.4.5. Encounters
When comparing the notion of encounter in sections 3.4.3 and 3.4.4, we see that the
concept is used differently. With the mobile scanners of RealityMining, an encounter
happens, when the scanner of one person detects the presence of another one. With
the gatecount scanners, an encounter is registered when two devices are detected at
the same time at the same place. To have a consistent view of this basic concept, we
will propose a definition that takes both perspectives into respect and defines encoun-
ters in two different grades: 1st grade encounters are based on experience, 2nd grade
encounters are based on observation.
Figure 3.23 illustrates the problem. There are three devices, each with an associated
detection radius. A and B, as well as A and C, can detect each other and can thus
register mutual 1st grade encounters. A is in the unique position to detect the presence
of both B and C and thus registers a 2nd grade encounter between B and C. As we can
see, the distinction between both kinds of encounters has consequences for the range
of detection. Furthermore, 1st grade encounters require a relatively large number of
scanning devices, which was the case in RealityMining. The study in Bath in contrast
separated devices conducting the scanning (the augmented gatecount devices) and de-
vices being detected (the phones people were carrying). Also, mixed scenarios are
possible, with mobile scanners recording 2nd grade encounters.
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Figure 3.23.: 2nd grade encounter between B and C observed by A
3.5. Summary
Social context is a broad concept, relevant to a number of different scientific disci-
plines, each with its unique perspective on the concept. We have looked at social con-
text under the premise of urban environment, the overarching scenario for the study to
be conducted here.
Most applications we have reviewed, do not reflect the inherent complexities, but
rather manage to make good use of the simpler aspects of social context. The ap-
plications of interpersonal awareness, e.g., measure social proximity and have devel-
oped several methods—from a humming sound to augmentation of a phone’s contact
application—to present this data to its users.
Recently, we have seen a trend towards the measurement of movement and behavior
of large groups of people, both from a stationary perspective, as done by augmented
gatecounts, and from an egocentric perspective, as done in the RealityMining study.
These large scale experiments with their vast quantity of social proximity data collec-
tions, give rise to review well established methods of social network analysis and to
find new methods to visually explore and extract meaning from the data.
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As we learned in the previous chapter, spatial proximity between persons is an im-
portant aspect of social context. In this chapter, we take a detailed look at the dif-
ferent technologies available to build social proximity systems. Based on a review of
social proximity systems in research as well as in commercial products, the under-
lying technologies—ranging from RF-based systems like GPS and Cell-ID to optical
systems—are analyzed.
Bluetooth, with its device inquiry method, turns out to be the best choice for our
study. The technical specification of this short range communication protocol, now
omnipresent in mobile phones and other devices around the world, is discussed. We
elaborate the advantages and disadvantages of Bluetooth for our application.
4.1. Approaches to Social Proximity Detection
Social proximity systems can be understood as taking the spatial relationship between
two or more persons into account as a basis for various social applications. Such
applications may cover areas, such as
• coordination of staff in large organizations,
• generation of an automatic diary for its user,
• visualization of a user’s relationships and participation in communities,
• conference networking support,
• interpersonal awareness in general,
• avalanche rescue,
• identification of people by matching profiles, e.g. for general socializing, dating
or business introductions,
• or more generally, to understand the urban pervasive infrastructure itself.
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Location systems are closely related to proximity systems. In comparison to proxim-
ity systems, location systems determine the absolute geographical position of a device.
Often, they can be adapted to provide proximity, too. This can be accomplished, e.g.
by sending the absolute positions of two users to a server, that calculates the distance
between them. Hightower et al. give a comprehensive overview over a number of
location systems [66].
Thus, there is a basic architectural difference between proximity systems relying on
a server to calculate proximity and systems that can measure proximity directly, e.g.
by peer-sensing. Usually, the range of peer-sensing is limited by the used technology,
e.g. 10m for most Bluetooth phones. If a server is used, the range is usually unlimited,
but the corresponding infrastructure as well as a connection to that infrastructure is
necessary.
Table 4.1 provides an overview about social proximity systems, including examples
from research as well as commercial applications. The systems are compared regard-
ing their basic technology, identification (is there a global registry of all participants, or
are peers identified locally?), peer-sensing capabilities (range and accuracy), whether
absolute positioning is used, the required infrastructure, together with the purpose of
the system and special features and limitations. Only such proximity systems with a
social application (e.g. friend-finders, diaries, or avalanche rescue) are included.
4.2. Proximity Technologies
As we can tell from the tables, there is a large number of different technologies avail-
able, that can be used to create social proximity systems. Moreover, they can be com-
bined to compensate for the different limitations of the technologies. Especially, sys-
tems intended to work commercially within the urban pervasive infrastructure have
to strike a balance between accuracy and availability of the service. The experience
gathered with the location research platform Place Lab [151] is in line with several
such systems: “Unlike previous location research efforts that focused on maximizing
the location estimate’s accuracy, we were willing to trade some accuracy for ubiq-
uity.” ([68], p.32). In the following, the technologies underlying the reviewed social
proximity systems are analyzed with their features and limitations.
4.2.1. Radio Frequency (RF) Systems
There are a lot of different RF systems in different scales available for proximity sens-
ing. RF typically passes through walls and other materials. This must be kept in mind,
when the distance between people is measured. For many applications, it makes a big
difference, if two persons are in the same room or not. When using RF for range es-
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timation, it is a popular approach to measure the received signal strength (RSSI). The
common problem of this technique is, that the signal becomes distorted by people and
objects in the environment, resulting in low accuracy in dynamic settings. Another
more complicated technique is time-of-flight measurement. The problem of RSSI is
avoided, but instead create multipath effects that decrease accuracy. Additionally, the
clocks of the devices have to be synchronized.
Cell-ID The GSM infrastructure can be used to provide rough location information,
additional to facilitate network access. Chen et al. have shown, that positioning ac-
curacy with a median error of 94 meters can be achieved in downtown Seattle. In the
residential part of the city, the median error measured was 196 meters, which can be
related to the lower density of GSM towers in that area [28]. The obvious advantages
of this technology are, that it is readily available in most populated places around the
world and that it can be used with mobile phones. In the US, the E911 directive is
implemented by several providers with this technology [50]. While a mobile phone
is located by the infrastructure with E911, commercial services like Qiro [155] and
Google Mobile Maps use a special program on the phone to estimate the location [58].
Generally, a database with GSM cell tower identifiers and their geographical location
is necessary to determine the location in geographical coordinates. Otherwise, only a
symbolic value is available. More advanced mobile phone technologies, like UMTS,
can basically be used in a similar manner.
GPS The global positioning system was initially built and deployed by the US de-
partment of defense to provide navigation for their troops in conflict areas, consisting
of a minimum of 24 satellites in earth’s orbit. Development began in 1972. The sys-
tem was completed in 1994 and opened for civil use two years later. In 2004, assisted
GPS (A-GPS) was developed to provide increased performance, including minimized
start-up time, for mobile phones. The UdSSR built a similar system during the cold
war (GLONASS). The Galileo system was initiated in 1999 by the European Union to
assure independence from the US. Completion of Galileo is scheduled for 2013. China
is building a similar system, called Compass. These systems provide world-wide cov-
erage. Accuracy is heavily dependent on the environment. Reception is usually not
possible indoors. Urban canyons decrease accuracy tremendously. A field study of
Modsching et al. in the city of Görling, Germany, showed a median error of 15.22m
[126]. Another study conducted in Vancouver downtown revealed partially large errors
of several hundred meters due to multipath effects, with a median error of 18.4m [99].
Besides its utility for car navigation systems, GPS powers commercial social prox-
imity systems, e.g. Loopt [109] and Mologogo [127]. Olofsson et al. conducted an
ethnographic field study at a rock festival to guide design decisions for corresponding
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systems based on GPS [144]. Like GSM, GPS-based proximity systems are in need
of a server infrastructure to calculate proximity. Unlike GSM, the receivers are able to
calculate geographic coordinates directly from the satellite signals.
WLAN The IEEE 802.11 series of wireless LAN technologies are popular for lap-
tops and PDAs, and are also being built into some mobile phones. The range of WLAN
is typically about 100 meters (outdoors). There are basically three different ways of
how a proximity system can be implemented on WLAN.
Ad-hoc In ad-hoc mode, two WLAN interfaces can directly connect, detect their
MAC addresses and exchange information, e.g. [51].
Infrastructure local In infrastructure mode, WLAN clients connect to fixed access
points. By measuring signal strength and other parameters on the signal, a client
can calculate its position based on a database of the geographic information of
the access points. There are deterministic algorithms, e.g. [6], and probabilistic
algorithms, e.g. [206], for location estimation.
Infrastructure network The network of access points can also do the location esti-
mation, comparable to the local mode above [171].
The ubiquity of WLAN access points makes them an interesting source for location
information. E.g., the Place Lab project [151] contains routines to record the locations
of access points and to do location estimation based on previously recorded data. Be-
cause WLAN infrastructure is especially high in office buildings, there are commercial
systems to take advantage of this situation, e.g. [47]. Location accuracy in such en-
vironments is about two to three meters. However, since the signal strength is heavily
influenced by people and furniture, accuracy often decreases with changes in the envi-
ronment. Skyhook Wireless [176] operates one of the largest commercial positioning
systems based on WLAN, which is one component of the hybrid location approach in
Apple’s iPhone 3G, along with Cell-ID and GPS.
Nevertheless, social proximity detection by WLAN is limited, especially for peer-
sensing. People use their laptops and PDAs only at a very limited number of different
places [121, 171]. When the devices are switched off, WLAN proximity detection
does not work at all. WLAN usage in mobile phones is relatively low, mainly because
energy consumption is high, compared to other technologies like Bluetooth.
Bluetooth Bluetooth is a low power, short range (10m–100m) RF technology. It
is present in most mobile phones today. Its ubiquity makes it interesting for social
proximity sensing, especially for applications aiming for wide adoption. The charac-
teristics of Bluetooth are discussed in detail in sections 4.3 to 4.6 of this chapter.
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RFID Radio frequency identification systems (RFID) are composed of scanners and
tags. The tags are generally very cheap and small, which makes RFID applicable to
label products on a large scale. Each tag has its own unique identifier and can transmit
it to scanners. There are read-only and read/write tags, that have additional memory
to store data. Probably, RFID will replace the optical barcodes in the future, currently
identifying all kinds of products. Peer-sensing is difficult to implement, because of the
limited range of mobile scanners. Thus, an infrastructure of servers and scanners is
usually set up. There are basically two different kinds of RFID systems:
Passive RFID Passive tags do not need their own power source to respond to scan-
ners. Thus, they are very small and cheap. Because there is no need to recharge
a battery, they are easy to deploy in a lot of settings with low maintenance costs.
The disadvantage is, that the scanning range is limited to a few meters even with
powerful scanners. Mobile scanners typically achieve only a few centimeters of
range. As part of a conference demonstration, McCarthy et al. installed scan-
ners at posters to automatically identify visitors in their vicinity wearing passive
RFID tags [120].
Active RFID Active tags include a power source, enabling them to respond to scan-
ners in a wider range than the passive tags. Therefore, they are prohibitively
larger and more expensive to label products. The LANDMARC system ex-
plores the use of active RFID for location estimation [132]. IntelliBadge uses
this technology for social proximity sensing [33].
RF Custom devices with special radio-frequency (RF) technology can be built to
provide peer-sensing proximity detection with a wide range of characteristics. The
Lovegety consumer device designed for dating, detects other Lovegety devices in only
5m range and exchanges profile information [81]. The Hummingbird devices have a
range of 100m and additionally measure the rough distance within the detection range
[72]. The SpotON location system is intended for much smaller scenarios [69]. It has
a range of only four meters, but is designed for high accuracy. Transceivers for rapid
search and rescue of avalanche victims typically operate in 50m to 100m range and
with an accuracy of about one meter to safely localize a victim [5].
4.2.2. Optical Systems
An alternative to the wide range of RF based proximity detection systems are optical
systems. A basic difference is, that light does not pass through walls, bodies or other
objects. Thus, by measuring proximity with optics, it is possible to take account of
the social setting. Additionally, optical systems are generally directional, providing
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sensitivity for the orientation of people among each other. A disadvantage is that
optical systems are generally sensitive to changing ambient light situations, especially
to sunlight compared to artificial lighting inside buildings.
IR Infrared is incorporated in many social proximity systems. Senders and receivers
are cheap and lightweight. It is possible to combine both in a tiny, mobile device [18].
Senders and receivers can also be separated and either device can be built into a build-
ing’s infrastructure and the complementary part can be worn by people [191]. Infrared
senders are directional, but the light is easily reflected by walls, thus interfering with
directionality. Moreover, IR devices consume low power. The sensing range is usually
limited to several meters. Infrared devices have to be worn on the outside of the cloth-
ing and be fixed to a point in the intended direction to work properly. Often, they are
integrated into name tags, affording this requirement naturally.
Video With a much higher complexity, video cameras in combination with computer
vision algorithms can be turned into social proximity systems. Singletary and Starner
demonstrate the principle with a wearable computer and a video camera mounted on
a hat [174]. Their system simply recognizes, whether the wearer is facing another
person. More complex—and power consuming—algorithms can also look up faces in
a database to identify the conversational partner.
4.2.3. Other Systems
Apart from the large variety of systems based on RF and optics, it is also possible to
exploit other technologies and ideas.
IP network address The IP addresses of routers on the Internet are quite static
and the locations of many are known. Thus, when connected to the Internet, these
addresses can be used to look up the location in a database. Accuracy of this technique
is about several kilometers. It can be readily implemented on desktop and laptop com-
puters, as well as on PDAs connecting by WLAN. Plazes.com [152] incorporates this
approach.
Manual A very different approach from the previous ones is to abandon automatic
detection of proximity and location altogether. Instead, manual proximity systems
leave it up to the users to disclose their locations. Privacy problems are thus reduced,
because users have good control about the disclosed information. Dodgeball incorpo-
rates a database to determine geographical positions from common locations’ names
69
4. Technologies for Proximity Detection
and can then determine the distance between its users [41]. The locations disclosed on
Jaiku, on the other hand, are up to the interpretations of the users [83].
Hybrid systems By combining several technologies, a more robust or more capa-
ble system might be achieved. E.g. the UbER badge [57] and the Sociometer [29]
are enhanced IR nametags featuring microphones and acceleration sensors. A micro-
phone might be used to measure properties of conversations, e.g. the directionality to
learn about the relationships between the observed persons. Digital cameras with built
in GPS receivers or modern camera/GPS phones are another example of such hybrid
systems.
There are several other technologies that potentially lend themselves to the imple-
mentation of proximity system. The “Active Bat” [192] and the “Cricket” system [154]
demonstrate how ultrasound can be used to provide location awareness. A social prox-
imity system could be built on top of these by incorporating a server infrastructure
similar to other approaches described above. Ultra-wideband (UWB) provides high
accuracy and scalability to track objects in industrial contexts, as demonstrated by the
Ubisense product [188]. New technologies, like Zigbee, will probably be an inter-
esting complement, but such devices are not in use in large amounts, yet. Similar to
Bluetooth, it includes a device discovery procedure potentially useful for peer-sensing
[208].
4.3. Measuring Social Proximity with Bluetooth
In the previous section, we presented a variety of technologies, which have already
been used in social proximity systems. Now, we will give reasons for our selection
of Bluetooth technology as the main means to collect proximity information for our
study.
There are several requirements for the intended collection of data for this thesis.
Social proximity is to be measured in urban environments, e.g. in the city, the work
place and at home. Collection is further to be conducted on a number of conferences
in different countries. The proband should be equipped with a special sensing device,
but the majority of the discovered people during the experiment can not be prepared
in any way. Further, the exact places the proband will be, and the people he will meet,
are unknown in advance. People may be discovered in a variety of contexts, e.g. on
the street, in the office, in public buildings, walking, sitting, talking, riding the tram or
driving a car. The collected data has to include unique identification of people. Data is
to be processed anonymously, but it is necessary to match an encounter with previous
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encounters to recognize people again and to build a history about every encountered
person.
As a consequence, technologies are ruled out, if they require the encountered people
to carry an additional device (e.g. custom RF device) or marker (e.g. RFID, IR)
for identification. Such an approach is often taken in limited conference or office
environments. Video data has several difficulties: correct mounting of a camera is
difficult, face identification is intense in processing and it is sensitive to changes in
lighting. GPS does not work inside buildings and furthermore, there is no possibility
to collect GPS coordinates without a special device or software program. WLAN is
probably better suited, but its main use in Laptop computers is not suited for meetings
on the street. Moreover, most people use WLAN in infrastructure mode, where peer
discovery is limited. Mobile operators maintain large databases of their customers’
movements through the GSM network, which could be used for our purpose. The
drawback of this data clearly is its low precision.
The pervasive Bluetooth technology in contrast provides a number of advantages
for our purposes. With the inclusion in a wide range of mobile phones, Bluetooth has
become a wide-spread technology, especially in Europe and North America. Besides
the wireless transfer of data over short ranges of approximately ten meters, Bluetooth
includes a protocol for the discovery of proximate devices—called device inquiry. The
limited range results in a satisfactory precision for the measurements of social meet-
ings. While single device inquiries are usually used to find peer devices for com-
munication, periodic inquiries can reveal interesting patterns about the environment,
including people and places. Conducting a device inquiry in a crowded place usually
reveals an impressive number of peer devices, although the motivation of people for
having their devices in visible mode is not obvious. However, it is possible to detect a
certain amount of peoples’ phones without handing a special device to each of them,
which makes Bluetooth appealing for experiments involving a large quantity of per-
sons. The assumption for social proximity detection is, that the presence of a mobile
phone indicates the presence of its owner and can thus act as a proxy for a person.
Mobile phones are very personal objects and are seldom left behind, especially in pub-
lic places. It is important to note, that a Bluetooth device reveals its MAC address
during inquiry, which is a unique identifier for the device. Additionally, a growing
number of fixed devices, like desktop computers, network equipment or HiFi devices
are Bluetooth-enabled and can be used to identify places.
Bluetooth proximity detection was already used in a number of studies. Most no-
tably, Eagle and Pentland used it to measure the social network of students and staff
on a university campus in an extended experiment with one hundred students over the
course of nine months [46]. Hui et al. carried out a similar study during a conference
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Figure 4.1.: Correlation between number of people and number of discoverable Blue-
tooth devices across different locations in Bath [7]
with the goal to identify prospects for ad-hoc networking scenarios [77]. Paulos and
Goodman on the other hand used proximity detection to measure variables that might
indicate the comfort in public urban places [149]. A project at Federation Square in
Melbourne, Australia, let users experience and use Bluetooth proximity data to make
this otherwise invisible information easy to explore. Among others, they use station-
ary Bluetooth sensors to detect specific relationships (e.g. acquaintances), as well as
the pure amount of people being in places together. Users found this information to
be “very cool,” “useful” and “fun” ([90], p. 64). Table 4.1 on page 64 also contains a
number of commercial examples to take advantage of Bluetooth discovery.
Such information could be used not only to derive social networks, but also to create
an automatic diary containing meaningful episodes for the user [103]. Content, like
photographs or text messages, could be annotated with information about their context
during their time of creation.
However, it is uncertain how the discovered Bluetooth devices exactly relate to peo-
ple and their behaviors. How many people carry their phones with them? How many
do have Bluetooth turned on? Which percentage can be detected? How do these vari-
ables change from one place to another? A study by Patel et al. [148] indicates that
phones are not even a strong indicator for the exact location of people when they are at
home. When away from home (e.g., at the office), the time the phone is kept in arm’s
length increases to about 70%, and it is plausible that this value is even higher when
people are moving through public spaces.
In a study performed in Bath, UK, O’Neill et al. conducted gatecounts to find out
how many people in the city had detectable Bluetooth devices with them [145]. In
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ten sessions at different locations lasting for 30 minutes each, they counted the people
passing a conceptual line and scanned for devices at the same time. They used a laptop
with four separate Bluetooth interfaces, each inquiring for devices separately. They
tested their scanner in a small experiment, conducted before the actual gatecounts. 20
people with detectable devices were sent through a gate to verify that a relatively large
number of devices could be detected simultaneously. The results from the ten sessions
are shown in figure 4.1. There is a linear correlation between the number of people and
the discovered Bluetooth devices, with R2 = 0.89. In total, they conclude that about
7% of people were equipped with discoverable Bluetooth devices in Bath, UK, 2006.
In summary, despite several unknown parameters, Bluetooth has a lot of key ad-
vantages compared to other technologies. To assess the data that can be collected
with Bluetooth, the remainder of this chapter examines the theoretical parameters and
chapters 6 and 7 show empirical results.
4.4. Bluetooth Device Inquiry
A part of the Bluetooth protocol stack is the device inquiry. It enables a device to
discover other devices in the proximity—usually to establish a connection for data
transfer. The discovery process requires active participation of the peer device. It may
automatically answer an inquiry request, which can be configured by the user via the
Bluetooth visibility option. If it answers, it discloses its device address and device class
among others. The address uniquely identifies a Bluetooth device and can be used to
recognize a formerly discovered device. The device class distinguishes mobile phones
from computers and others and gives vague information about the further capabilities
of a device.
The main purpose of Bluetooth technology is to transmit data wirelessly over short
distances. Frequency hopping is used to make Bluetooth robust against interference
on certain frequencies and to allow multiple separate Bluetooth connections in the
same area. Thus, a physical channel is defined by a hopping sequence. Low power
consumption is a special design criterion to make it suitable for a wide range of battery
powered devices, like laptops, mobile phones and audio headsets. Bluetooth devices
are divided into three power classes with a maximum output power of 100 mW (class
1), 2.5 mW (class 2) and 1 mW (class 3) [13]. Transmit distances range from 10
to 100 meters. Nearly all mobile phones are power class 3 devices with a range of
approximately 10 meters.
Before data can be transferred over a Bluetooth link, a device has to discover the
Bluetooth device address (BD_ADDR) of a peer device. These addresses are 48 bit
wide and uniquely identify a device. Since the addresses are assigned by the IEEE
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Figure 4.2.: Bluetooth device inquiry timing
Registration Authority and the Bluetooth specification does not define a function to
change addresses, devices are uniquely identifiable by their addresses over their whole
lifetime.
Figure 4.2 gives an overview over the device inquiry mechanism. To discover an-
other device, a device enters the inquiry state. During inquiry, it cycles through 32
frequencies and transmits the inquiry message. The 32 frequencies are divided into
two trains, each with 16 frequencies. Each train is repeated for at least Ninquiry = 256
times, which corresponds to at least 2.56 seconds. The Bluetooth specification rec-
ommends to inquire for 10.24 seconds to reliably discover devices in an error-prone
environment. The inquiry messages sent do not include any information about the
identity of the inquiring device.
In the inquiry scan state a device periodically scans for the inquiry messages of an
inquiring device. A single scan lasts for Tw_inquiry_scan = 11.26 milliseconds (default
value). The time between successive inquiry scans is less or equal to Tinquiry_scan =
2.56 seconds. In normal scan mode, each scan is done on a single frequency. Since
the 32 inquiry frequencies are split into two trains, a device might scan on a frequency
outside the current train. Then, the device is not discovered within the first train of
the inquiry, but in the second, when the train is switched. Thus, an inquiry duration
of at least 5.12 seconds is necessary to detect a device in an ideal environment. Blue-
tooth version 1.2 introduced the interlaced scan to speed up inquiry. In this mode,
the scan is conducted on two different frequencies, ensuring that an inquiry message
is received, regardless of the current train of the inquirer. Compared to normal scan,
inquiry time can be halved to 2.56 seconds on an ideal medium with the interlaced
scan. If inquiry scanning is disabled, a device is invisible to other devices performing
an inquiry. However, other Bluetooth functions are still operational.
With the interlaced scan, the time it takes a device can be discovered, is strongly
influenced by Tinquiry_scan. Decreasing this value from its default of 2.56 seconds
should also decrease the inquiry time. A modification of the inquiring device is not
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Figure 4.3.: The class of a Bluetooth device is described by three octets (adapted from
[12])
necessary. In Bluetooth 1.1 with the normal scan, inquiry time is determined by both,
the duration of one train of the inquiring device and Tinquiry_scan of the scanning
device.
When a device receives an inquiry message in inquiry scan mode, it responds with an
inquiry response packet. This packet contains information sufficient to connect to the
device, including its BD_ADDR. Additionally, the packet contains information about
the class of the device and the services it offers. This is only a rough categorization and
may not correspond to the actual services available. To get more information about
services, the service discovery protocol can be used in succession. Prevalent device
classes are: cellular phone, smart phone,4 laptop computer and desktop workstation.
In contrast to the BD_ADDR, the device class can be changed arbitrarily, provided
that the appropriate software is available on a device.
4.5. Bluetooth Mobility Classes
As introduced in the last section, a device transmits its device class during inquiry. An
obvious application of this capability is the display of a corresponding icon next to the
name of the device. The class is described by three octets in the Bluetooth protocol
(see figure 4.3). The descriptor is partitioned into a major and minor class (the service
classes are not discussed here). Table 4.2 shows all major and minor classes defined
by the Bluetooth specification [12]. It contains a wide variety of different devices,
from cellular phones and computers to HiFi devices, wrist watches, jackets and action
figures among others. This shows the intention of the Bluetooth SIG (special interest
group) to establish Bluetooth as a pervasive short range communication technology.
For our purpose, this classification has interesting implications: Although there is an
effort to enable all sorts of electronic devices with Bluetooth, the device classes allow
another kind of classification we can exploit to determine, if a specific device can be
considered a proxy of a person, a place or an object. We defined five relevant mobility
4We regard the cellular phone and smart phone to be subclasses of the mobile phone.
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Major device class Minor device class Mobility
Name ID Name ID class
Miscellaneous 0 * U
Computer 256 Uncategorized 0 U
Desktop workstation 4 S
Server-class computer 8 S
Laptop 12 P
Handheld PC/PDA (clam shell) 16 P
Palm sized PC/PDA 20 P
Wearable computer (watch sized) 24 W
Phone 512 Uncategorized 0 U
Cellular 4 W
Cordless 8 S
Smart phone 12 W
Wired modem or voice gateway 16 S
Common ISDN access 20 S
LAN/Network Access Point 768 (availability) * S
Audio/Video 1024 Wearable headset device 4 P
Hands-free device 8 U
Microphone 16 P
Loudspeaker 20 U
Headphones 24 P
Portable Audio 28 P
Car audio 32 O
Set-top box 36 S
HiFi audio device 40 S
VCR 44 S
Video camera 48 U
Camcorder 52 P
Video monitor 56 S
Video display and loudspeaker 60 S
Video conferencing 64 P
Gaming / toy 72 U
Table 4.2.: Bluetooth device classes and the mobility classification, part 1
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Major device class Minor device class Mobility
Name ID Name ID class
Peripheral 1280 Uncategorized 0 U
Joystick 4 P
Gamepad 8 P
Remote control 16 P
Sensing device 32 U
Digitizer tablet 36 S
Card reader 40 P
Imaging 1536 Display 16 S
Camera 32 U
Scanner 64 U
Printer 128 S
Wearable 1792 Wrist Watch 4 W
Pager 8 W
Jacket 12 W
Helmet 16 W
Glasses 20 W
Toy 2048 Robot 4 P
Vehicle 8 P
Doll /action figure 12 P
Controller 16 P
Game 20 P
Uncategorized 7936 * U
Table 4.2.: Bluetooth device classes and the mobility classification, part 2
77
4. Technologies for Proximity Detection
classes on top of the device classes to be used in the later investigation: wearable (W),
portable (P), stationary (S), object (O) and undefined (U) (see table 4.2 for details).
Wearable (W) This mobility class comprises devices, which act as a proxy for their
users. The concept of wearable computers was pioneered by Mann [114], Starner
[181] and Rhodes [159]. The idea was, that a computer could be worn like
clothes (including a head mounted display) and thus be always with the user.
The distinguishing concept between wearables and devices like PDAs is, that
wearables are operationally constant. This means they are never switched off
completely, when not in active use, but provide a constant user interface and
more importantly, can run processes in the background. Today’s mobile phones
realize operational constancy in relation to their always-on mode, but not in
terms of their user interface. Nonetheless, the implementation of Bluetooth is
consistent to the concept of wearables. In this definition, a mobile phone is
more wearable than a jacket, because a jacket is regularly changed and not worn
throughout each day.
Portable (P) Portable devices, e.g. Laptop computers or PDAs, can be easily carried
and are used at various places. In contrast to the wearable devices, they are not
operational while being carried (especially in terms of Bluetooth visibility) and
not as personal, since they may be used by different people.
Stationary (S) Stationary devices are typically installed in one place and usually not
moved regularly. These devices are often wired to the infrastructure or too heavy
to carry comfortably. Typical examples are desktop computers, network access
points and HiFi devices.
Object (O) Like wearables act as proxies for people, these devices are proxies for
mobile objects. A common example is a Bluetooth enabled car audio system,
which is fixed to a car. Thus, the car is the mobile object and the car audio
system is its proxy.
Undefined (U) For undefined classes, the definition of the Bluetooth device class is
not sufficient or ambiguous and can thus not be classified into one of the above
mobility classes. This is the case for all the “uncategorized” device classes, but
also for devices like a loudspeaker, which could be a small portable device, a
large stationary device or built into a car (a mobile object).
With this classification, we intend to cover the prevalent use cases for the different
device classes. Because we apply this classification to data collected in the urban
environment (see chapters 8 and the following), we have chosen to fit the classification
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to this context in ambiguous cases (e.g., a jacket is a good proxy for a person outside,
but a bad one inside the person’s home).
4.6. Distance Measurement with Bluetooth
The device inquiry procedure does not give details about the distance to the peer de-
vice, except that it is in communication range (i.e. 10m for most mobile phones). There
are no specialized methods to measure the distance within this range in the Bluetooth
specification. Still, there is the possibility to use the signal strength as an indicator to
distance.
Madhavapeddy and Tse conducted a study to map the propagation of the Bluetooth
signal on the basis of the bit error rate (BER) on a connection in an office building
[111]. They conclude that Bluetooth is ill-suited for accurate distance measurements.
Nevertheless, their results show that it is possible to distinguish rough distances. They
measure the BER between two connected devices, thus their method is not directly
applicable to anonymous measurements without intervention of the user to establish
such a connection.
Patel et al. use a variation of the BER method that is not subject to this limitation
[148]. They exploit the service discovery protocol (SDP), which transmits the services
(e.g. audio headset services and object push) a device offers. Similar to the inquiry
procedure, a Bluetooth device responds to SDP connections without intervention of
the user. With increasing BER, the SDP response takes longer, which has similar
implications like the method of Madhavapeddy and Tse. The application of Patel et al.
does not require accurate distance measurement and is sufficient for their study.
There is also the possibility to make use of the BER during inquiry. The time it
takes to detect a device should be in relation with the BER. With increasing BER,
inquiry packets get lost and thus inquiry time increases. Another possibility is to count
the number of responses which are received from a single device during the period of
inquiry. Since devices answer several times to inquiry, the more responses received
relates to a lower BER.
Since Bluetooth 1.2, devices report the received signal strength (RSSI) during in-
quiry. This value also corresponds to the distance between two devices.
4.7. Summary
Our review of social proximity systems has given a wide variety of different tech-
nologies, that can be used to detect social activity. However, every technology has its
drawbacks and applicability is highly dependent on the application scenario and con-
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text of use. The requirement to detect arbitrary people in different urban environments
led us to use Bluetooth in our study.
The Bluetooth device inquiry with mobile phones provides features which are well
suited for our scenario:
• A relatively large percentage of people carry a Bluetooth enabled and visible
mobile phone (about 7% in Bath, UK).
• The low power class of Bluetooth in mobile phones with its small detection ra-
dius of approximately 10 meters relates to real-world meetings between persons.
• Bluetooth devices have unique identifiers (the BD_ADDR). With this addresses
repeated sightings of the same devices can be recognized.
• Based on the Bluetooth device class, we can determine whether a device is pos-
sibly a proxy for a person, a place or an object.
Unfortunately, accurate measurement of the distance between two Bluetooth devices
is not supported by the protocol. There are a couple of methods that can be used
as approximations. Yet, their applicability and accuracy is questionable. Another
disadvantage of the device inquiry is that, regarding to the Bluetooth specification,
an inquiry duration of 10.24 seconds is necessary to reliably detect all devices in the
vicinity. For fast-moving pedestrians, this duration might be too long for detection.
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5. The WirelessRope Proximity
Sensing System
The name of the sensing system used to carry out the experiments for this work has its
root in an idea that was developed during a workshop at the Ubicomp ’05 conference
in Tokyo. While we were exploring the metropolis in a small group of people, we
found it hard to be open to the overwhelming amount of impressions, navigate and
keep track of the members of the group. The WirelessRope was meant as a technical
solution to this problem.
The WirelessRope enables a group to actually feel the boundaries of the group. Like
a real rope tying together mountaineers, the WirelessRope gives the urban exploration
group immediate feedback (tactile or audio) when a member gets lost or approaches.
Thus, everybody can fully engage in the interaction with the environment and cognitive
resources for keeping track of the group are freed.
Because of the many limitations of Bluetooth implementations in mobile phones,
the initial purpose could not be realized. Nevertheless, the technology proved to be a
good starting point for the exploration of social context and guided the design of the
graphical user interface (GUI). This chapter outlines architectural design decisions and
gives implementation details on the different components of the sensing system. The
system comprises three tiers, each with specialized soft- and hardware, so that it can
be set up in different environments.
5.1. Sensing System Requirements
The sensing system was designed and implemented with a multitude of goals in mind.
The overall purpose was to continually measure proximity between persons with Blue-
tooth technology. Short range proximity detection was the focus, because it is related
to potential contacts between persons. To conduct a study of the intended scale, it was
not feasible to equip every possible person with a dedicated device. Furthermore, by
selecting the participants beforehand, the results would have been biased. As a conse-
quence, the system had to be able to detect people in general. Of course, no applicable
technology could detect every possible person. Instead, a method was required to esti-
mate the percentage of detected people, so that the real amount could be extrapolated.
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Most importantly, proximity data had to be collected from an egocentric point of
view. A mobile sensing device was thus required that could be carried without being
a burden to the user. Complementary, locations had to be included in the study in
two different ways. On the one hand side, the mobile sensing device should be able
to identify certain places for the correlation of the personal data. On the other hand,
stationary sensors were required to monitor people passing by or staying at a place of
interest.
The system was further designed to be suited for a long-term study and to be op-
erational in different parts of the world. In particular, the study was conducted at
locations in Germany, Italy, Japan and the United States. For the stationary compo-
nents of the system, easy deployment was a necessity, because it was intended to be
used at conferences and exhibitions. The mobile components were also designed for
easy deployment, so that it was possible to recruit conference participants to actively
participate in the study by turning their mobile phones into sensing devices.
Because there are different possibilities to implement distance measurements with
Bluetooth (see section 4.6), the system should also serve as a testbed for the different
methods. As a final requirement, the system ought to be equipped with an interactive
interface, enabling the spontaneous exploration of the sensed data.
5.2. Related Sensing Architectures
An architecture for a city-wide infrastructure of a “people-centric” sensor network
is outlined by Campbell et al. [24]—called MetroSense [122]. Their motivation for
an approach, that puts people into the center as carriers of mobile sensor devices,
is the increased coverage in comparison with stationary sensors. They find, that a
combination of 3,750 mobile sensors and 750 collection points for the data are able
to cover an equivalent area of 15,000 static sensor nodes. To facilitate such a large
network of sensing devices, they propose a tiered physical architecture. The sensor
tier consists of mobile sensors attached to persons or objects (e.g. vehicles). These
sensors can run small applications and upload their data opportunistically to a device
of the SAP tier (sensor access point). SAP devices perform similar sensing applications
like the mobile tier devices, but are fixed to a location and provide secure and high-
availability access to the server tier. The server tier is characterized by its high storage
capacity and processing power.
Sensing on a city-wide scale was also a method of the Cityware project [31]. Sta-
tionary Bluetooth scanners were placed in specific places of the city of Bath to capture
pedestrian flow [145]. Compared to the MetroSense architecture, Cityware is limited
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Figure 5.1.: WirelessRope system components
to stationary scanners. However, the Bluetooth enabled phones of pedestrians can be
thought of as mobile scanners, because they interact with the stationary devices.
5.3. Architecture of the WirelessRope
Similar to the MetroSense architecture formulated by Campbell et al. [24], the Wire-
lessRope system is divided into three tiers: mobile, stationary, and server (see figure
5.1). Each tier is designed for a different class of devices and a different context of
usage.
Mobile tier The primary sensing devices were required to exhibit good mobility.
Thus, mobile phones were the obvious choice of hardware. A conglomerate of
software components is responsible for the sensing of Bluetooth devices in the
vicinity, the detection of the current Cell-ID and the propagation of the sensed
information to the second tier via short range radio (Bluetooth).
Stationary tier The second tier is composed of stationary devices, called TrackSta-
tions, that can be easily deployed at highly frequented or otherwise meaningful
locations, e.g. in conference rooms, train stations or bars. They consist of small,
Bluetooth enabled, embedded computers with three primary functions. First,
they perform the detection of nearby Bluetooth devices, similar to first tier de-
vices. Second, they act as access points for the mobile devices and receive their
sensor logs. The third function comprises the storage and further propagation of
the received logs, as well as their own sensor information, to the server tier.
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Figure 5.2.: Mobile phone programs of the WirelessRope
Server tier In the WirelessRope system, the server tier comprises exactly one server
computer. It processes all sensor information and stores it in a database. A
visualization component generates network views from the data, that can be
accessed and explored via a web browser.
The largest setup of the whole system was composed of about ten mobile phones,
five stationary devices and one server. For small setups, it is also possible to combine
the stationary and server tiers into just one device.
Bluetooth device inquiries were implemented on two different hardware and soft-
ware platforms: mobile phones and PC-like devices. Since the implementations of
Bluetooth stacks and devices vary in terms of configurability and capabilities, both
were used as measurement devices and could thus be compared in terms of perfor-
mance.
The source code of the WirelessRope programs is released under the GPL as a con-
tribution to further research. It can be downloaded from the WirelessRope project page
at Sourceforge.net [202].
5.4. Mobile Tier
Mobile phones provide the basis for the mobile tier of the WirelessRope. Conceptu-
ally, there are two different kinds of devices—active and passive. The passive ones are
phones with its Bluetooth components set to visible mode (see chapter 4), but no addi-
tional means for active sensing, storing or processing. The active devices are equipped
with special software composed of various components, which are described in the
following. Figure 5.2 gives an overview of the components.
On many mobile phones, the J2ME MIDP 2.0 environment is available to run cus-
tom programs [84]. With the additional JSR-82 (Java APIs for Bluetooth Wireless
Technology [14]) it is possible to access the Bluetooth hardware of a phone. How-
ever, there are only limited means to control the inquiry procedure. Most parameters
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are fixed and cannot be changed. Especially, the inquiry time is fixed to an imple-
mentation dependent value. The JSR-82 implementations of the Nokia mobile phones
used in this study (Nokia 6680, Nokia 6260 and Nokia 7610) set the inquiry time to
the value of eight cycles (10.24 seconds), as recommended by the Bluetooth specifi-
cation [13]. The main functionality of the WirelessRope mobile tier is based on this
technology for portability reasons.
Auxiliary programs are based on the Symbian operating system [182]. Programs for
Symbian are written in C++ and allow access to process control and Cell-ID informa-
tion among others.
5.4.1. WirelessRope J2ME Program
The main program runs on the J2ME platform. It performs periodic Bluetooth device
inquiries to collect sightings of surrounding Bluetooth devices. Periodic Bluetooth in-
quiries are scheduled in random intervals, which is necessary in scenarios with multi-
ple scanning devices. During inquiry, most phones are not detectable by other devices.
Thus, random intervals avoid a synchronization of multiple devices, that would pre-
vent the devices to detect each other for an extended period of time. For power saving
reasons during long-term use, a random delay between three to five minutes is nec-
essary between successive inquiries. Otherwise, the procedure would drain a phone’s
battery within a couple of hours. Log data is stored in the RecordStore5 of the device.
TrackStations are identified by the program based on a fixed address list. When a
TrackStation is in Bluetooth range, log data is automatically transmitted. Because this
data transfer happens in the background with the user of the device not being aware
of it, he might move out of range during this procedure causing an interruption of the
Bluetooth connection. Thus, data transfer is divided into chunks that can be transmit-
ted in a couple of seconds to minimize connection problems. Cell-ID information is
gathered through the Place Lab component described below. The two programs are
connected by a local socket connection.
5.4.2. User Interface
The user interface of the WirelessRope mobile phone program is designed for spon-
taneous exploration of Bluetooth devices inquiries and implications for one’s social
context. While common programs which display the Bluetooth neighborhood usu-
ally present a snapshot of the current situation, the WirelessRope adds long-term and
short-term information about the history of one’s personal Bluetooth neighborhood.
5The RecordStore is a persistent, key-based storage memory in Java ME.
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Figure 5.3.: Screenshots of the WirelessRope user interface
Figure 5.3 shows three screenshots of the program. Each discoverable Bluetooth
device in the current vicinity is represented by a circle on the screen. The vertical
position on the screen conveys the short-term history of each device. The further a
circle travels to the bottom of the screen, the longer the device has been in the vicinity.
The scale at the right side quantifies the time. During urban walks, users were regu-
larly surprised about circles at the bottom of the screen, since they did not notice the
continuous presence of other persons.
For the display of long-term history, the concept of the familiar stranger is incor-
porated (see section 3.2.3). The WirelessRope counts the number of times a device
was encountered, as defined in section 3.4.5. Thus, over time, devices progress on the
familiarity dimension:
• from “never met” to “stranger” by first encounter,
• from “stranger” to “familiar stranger” by repeated encounter,
• to “familiar/association” by decision of the user.
Devices are classified into one of three categories and visualized as circles in differ-
ent colors on the display:
Stranger (gray) All new sightings are classified as strangers.
Familiar Stranger (blue) Strangers which are sighted repeatedly by the proximity
sensor are automatically advanced to the familiar stranger category.
Familiar (green) If the user recognizes a familiar person on the display, he can man-
ually add him to the familiar category.
Self (black) The device running the WirelessRope program is visualized on the screen,
too.
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5.4.3. Place Lab
At Intel Research Seattle, software components for experiments in wireless positioning
were developed [100]. One of these components is able to access the Cell-ID informa-
tion on Symbian OS and provide it to other programs via a local server socket. This
component of Place Lab was integrated into the WirelessRope system.
5.4.4. Watchdog
Since the JSR-82 of the phones in the study exhibited stability problems causing appli-
cation crashes, the Watchdog was implemented to monitor the WirelessRope process.
On failures, it reboots the mobile phone. In rare cases, restarts of the WirelessRope
without a reboot did not solve the problem, which could be traced back to crashes of
the whole Bluetooth subsystem. Watchdog was implemented on Symbian OS using
C++.
5.4.5. Autostart
To automatically launch the Watchdog, Place Lab and WirelessRope processes, the
Autostart component was implemented (Symbian OS, C++). It closes the loop in case
of a failure of the Bluetooth system, resulting in a reboot initiated by the Watchdog.
The combination of Autostart and Watchdog proved to be a reliable basis to cope with
stability problems of the JSR-82 and Bluetooth in general.
5.4.6. WR Admin
An additional program was developed for the administration of the stationary devices
in the second tier, because they may be deployed at places that are difficult to reach
and lack a comfortable user interface. The WR Admin J2ME program provides a GUI
to enable and disable TrackStations, as well as to query their status.
5.5. Stationary Tier
Comparable to the mobile tier, there are active devices in the stationary tier, called
TrackStations, and passive devices, called reference points.
5.5.1. TrackStations
TrackStations have a similar functionality as the WirelessRope mobile phones and
might be installed as additional infrastructure at highly frequented or otherwise mean-
ingful locations, e.g. in conference rooms, train stations or bars. The TrackStations
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Figure 5.4.: The Foxboard Linux computer is the basis for the TrackStations [1]
automatically record the passing-by of users by Bluetooth device inquiries and can
transmit relevant digital tracks to contacts at a later time. By connecting these devices
to the Internet, users can also check at which station a contact was seen the last time.
By correlating the list of familiar strangers with the list of persons that often visit a
station a user may see how much a place is “his kind of place.” Paulos and Goodman
call this value “turf” [149]. Thus, the TrackStations augment the reach of the Wire-
lessRope at important places. Periodically, these devices collect all log data from the
mobile phones and transmit them further to the server tier.
TrackStations consist of small Bluetooth enabled PCs in a box. The Foxboard Linux
computers (see figure 5.4) were extended with a module for an SD memory card to
store log data and a real-time clock, as well as a USB Bluetooth stick. With the BlueZ
Bluetooth stack of the Linux kernel,6 most of the specified parameters of the inquiry
procedure can be modified. The experiments in chapter 6 are based on such modifica-
tions.
There are basically two custom software packages installed on the TrackStations
(see figure 5.1). The ts_inquiry program performs periodic inquiries with several dif-
ferent parameter settings. It builds on the methods given in section 4.6 to implement
indicators of proximity within the range of Bluetooth and to quantify proximity:
Inquiry time The time between the start of an inquiry and the reception of the re-
sponse is recorded.
Number of duplicate inquiry replies During an inquiry, a target device sends
multiple inquiry replies. The number of replies received is recorded.
6Kernel Version 2.6.12
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RSSI Bluetooth version 1.2 introduced the received signal strength measurement ac-
companying an inquiry.
SDP connect time After inquiry, the SDP protocol is used to retrieve information
about the services. The time to connect to the SDP on a target device is recorded.
This protocol is useful in this context, because it does not require any user inter-
action (the user is not prompted to allow this connection). Connection is subject
to transmission errors (BER).
SDP browse time When connected via the SDP protocol, the inquiring device can
request the services, the device offers. The duration of this request is again
subject to the BER and can be expected to increase with distance. However, the
amount of data transmitted in response to the request depends on the number of
services offered and is thus not comparable between different devices.
The wrope-server receives log data from the mobile phones and configures the sta-
tion, with the WR Admin program as its user interface.
If a station is connected to the Internet, log data is uploaded to the server tier auto-
matically. Otherwise, upload can be accomplished manually, by removing the SD card
from the station and copying the data with another device.
5.5.2. Time Synchronization
The clocks of mobile phones (and other mobile sensors) are usually not synchronized
and often vary a couple of minutes. For data to be consistent, it is important that
all timestamps are synchronized. The WirelessRope architecture does not demand
synchronized clocks on the mobile tier. The TrackStations of the stationary tier in
contrast have to be synchronized to a global clock. This can easily be facilitated, e.g.
by NTP (network time protocol).
When a TrackStation receives log data from a mobile device, it performs a simple
mechanism to correct the timestamps of the data, if necessary. The mobile device at-
taches its current time to the sent data. The TrackStation takes the difference between
the mobile device’s local time and its own synchronized time to correct the timestamps
recorded by the local device. Of course, this method always produces a small time dif-
ference based on the duration of the transmission. It fails to work, if a mobile device’s
clock is changed during data collection. Yet, for most cases it works reasonably well
within the required time precision.
5.5.3. Reference Points
Reference points do not run the custom software packages of the TrackStations. They
are installed in fixed locations and incorporate a Bluetooth module in discoverable
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Field Type Note
id int Identifier for the device
bdaddr varchar Bluetooth device address
name varchar Bluetooth name
service_classes int Bluetooth service classes
major_device_class int Bluetooth major device class
minor_device_class int Bluetooth minor device class (see section 4.5)
Table 5.1.: Structure of database table “devices”
mode. Thus, these devices have the function to localize the WirelessRope users in
space and enable them to recognize formerly visited places.
Most stationary Bluetooth devices can be recognized by their device class (see sec-
tion 4.5). A place can be identified uniquely by the Bluetooth address of such a device,
assumed it is not moved to another place.
5.6. Server Tier
The server tier consists of a single server, which aggregates all data from the mobile
and stationary tiers (see figure 5.1). The server is based on Linux with the typical setup
of the MySQL database and the Apache web server. We implemented two programs—
ts_logfile and ropeviz—to process and analyze Bluetooth proximity data.
5.6.1. Database Structure
The program ts_logfile processes the separate log data files and stores them in a data-
base. The resulting raw dataset is composed of two tables. The table “devices” con-
tains information about all discovered devices, including its Bluetooth device class (see
table 5.1). The “log” table contains one entry for every time a device was discovered,
including information about the inquiry (see table 5.2).
5.6.2. Network Visualization and Transformation
The combined information can be visualized in real-time as a social network (see sec-
tion 3.4.1) on a website by the ropeviz Java applet. Figure 5.5 shows the output of
the program based on data collected on a conference. Nodes are Bluetooth devices,
connections between two nodes indicate, that both devices have been in proximity (in
contact). The image shows a radial view with one device in the center. Direct contacts
are arranged in the first circle, indirect contacts in the outer circle. Users can explore
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Field Type Note
id int Identifier for the log entry
station int Identifier of TrackStation, which received this data entry
inquirer int Identifier of inquiring device
time timestamp Corrected time of scan data
original_time timestamp Original (local) time of scan data
sighting int Identifier of sighted Bluetooth device
cellid int Connected Cell-ID during sighting
areaid int Area-ID of the Cell-ID
discoverytime int Inquiry time in milliseconds
dup int Number of duplicate inquiry replies
rssi int Received signal strength (RSSI)
sdpconnect int SDP connect time (msec)
sdpbrowse int SDP browse time (msec)
sdprecords int Number of SDP records transmitted
sdptotaltime int Total SDP time (msec)
activity int Reserved
dataset int Dataset identifier
Table 5.2.: Structure of database table “log”
Figure 5.5.: Combined data from mobile and stationary tiers is presented in the form
of a social network on a website
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their own neighborhood including contacts, regularly met familiar strangers and ran-
domly encountered strangers in this network. It is a tool for personal social network
analysis, e.g. to identify common contacts and distinct cliques.
The ropeviz program has a number of additional algorithms to transform the contact
data for advanced analyses with other programs, e.g. UCINET [16] and Pajek [142]:
proximity This operation calculates 2nd grade encounters from the 1st grade encoun-
ters that are directly sensed (see section 3.4.5). Whenever two devices are de-
tected in an interval of less than one minute, a 2nd encounter is defined (demon-
strated in chapter 8).
eagle Unique Bluetooth device sightings are counted for each hour of a day. From
the result, the eigenbehavior analysis [44] can be run (demonstrated in section
8.6).
dataset This operation creates an affiliation matrix of subsets of data and devices
(used in chapter 9).
dayofmonth This is similar to the “dataset” operation, but instead of subsets, an
affiliation matrix with separate days is created (also in chapter 9).
mobclass Based on the major and minor Bluetooth device classes, the mobility class
of each device is determined according to the mapping of section 4.5 (used in
chapters 9 and 10).
cellid This operation creates an affiliation matrix of Cell-IDs and Bluetooth devices
(see section 10.4).
sighting A simple matrix of device sightings is created (used in chapter 10).
5.7. Summary
In this chapter, we outlined the various components which constitute the WirelessRope
Bluetooth scanning system. Its general architecture is based on a three-tier approach,
which separates mobile scanners from stationary access points and the server to ac-
cumulate the data. The mobile tier is comprised of components for mobile phones
(J2ME and Symbian programs) and features a GUI for spontaneous exploration of so-
cial context along its data collection functions. The TrackStations of the stationary tier
can perform more sophisticated methods of Bluetooth inquiry along with indicators to
quantify proximity. They act as data upload points for the mobile devices. The server
tier contains a database for collection of all proximity data and features operations to
preprocess and export data for various advanced analysis methods.
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The previous chapter introduced the devices and components developed to conduct
Bluetooth measurements in various real-world settings. In this chapter, we are going
to verify the performance of the system and determine its characteristics as well as its
limits in a controlled environment. In the first part, the inquiry procedure is character-
ized experimentally and the relation between inquiry time and probability of discovery
is given. The second part tests the various distance indication methods, which are im-
plemented as part of the ts_inquiry program. Repetition in two different environmental
conditions shows the limitations of the methods.
6.1. Inquiry Time and Probability of Discovery
To verify the inquiry behavior of the measurement devices, they were tested in a con-
trolled environment. The following experiment shows, that our equipment conforms to
the theoretic considerations of the Bluetooth specification, that we reviewed in section
4.4, but also shows slight variations.
6.1.1. Procedure
A TrackStation (see section 5.5.1) was used for this test. A mobile phone with Blue-
tooth version 1.1 and another with version 1.2 were placed in a distance of one meter.
Over 1,000 repetitions of inquiry were performed. For each inquiry, the duration be-
tween the start and reception of a response was recorded.
6.1.2. Results
Figure 6.1 shows the durations of device inquiries in the laboratory. As expected,
Bluetooth 1.1 exhibits the typical pattern with two peaks in a distance of 2.56 seconds.
This is the interval in which frequency trains are changed. Since the normal scan is
used, only one train at a time is scanned. The median duration for discovery is 2.8
seconds. Bluetooth 1.2 with the interlaced scan on the other hand, finishes in one
train in most of the times, because both trains are scanned at the same time. Median
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Inquiry response time in 1.28 sec.
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Figure 6.1.: Comparison of discovery times for Bluetooth 1.2 and 1.1 in the lab
duration is thus shortened to 1.3 seconds. The cumulative probability of discovery is
summarized in table 6.1. 5.12 seconds were enough to detect a device in at least 92.8%
of all cases and 12.8 seconds were needed for 100% probability, which is higher than
the recommendation of the Bluetooth specification (10.24 seconds).
6.1.3. Discussion
Not surprisingly, we found two different patterns for the two different Bluetooth ver-
sions. This result is problematic for any efforts to use inquiry time for an indication of
distance (based on transmission errors with increasing distance), if the Bluetooth ver-
sion of the inquired device is unknown. The experiment further demonstrates, that even
in good conditions (one meter distance, no obstacles between the devices), inquiry fails
from time to time. Discovery probability deviates slightly from the recommendation
of the Bluetooth specification.
6.2. Impact of the Environment on Distance
Measurement
In section 3.2.4, we reviewed different interpretations of the observation that two per-
sons are in proximity. While the Bluetooth range of class 3 devices (about 10m re-
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Inquiry time 1.2 1.1
1.28s 49.4 39.7
2.56s 99.1 52.4
3.84s 99.3 84.4
5.12s 99.3 92.8
6.4s 99.8 95.4
7.68s 99.9 96.7
8.96s 99.9 98.0
10.24s 99.9 98.7
11.52s 100.0 99.3
12.8s 100.0 100.0
Table 6.1.: Discovery probability of Bluetooth 1.2 and 1.1 devices in relation to inquiry
time
garding to the Bluetooth specification) relates well to the largest range of spatial zones
described by Hall [62] (see table 3.2, page 41), the question, if Bluetooth can deliver
a finer discrimination between closer zones, is obvious. Is it possible to distinguish
intimate distance from personal distance, or social distance from public distance?
Unfortunately, there is no mechanism built into Bluetooth to facilitate the measure-
ment of distance of devices directly. A couple of works have exploited the fact, that
transmission errors increase with a weaker signal and thus with increasing distance. In
the following experiment we show this effect through various practical methods. We
also show, that distance measurement with Bluetooth cannot be used in uncontrolled
environments with unknown properties of Bluetooth signal propagation, because the
environment has a significant impact on these methods. Thus, such measurements are
rendered impossible for our intended use of conducting Bluetooth inquiries in arbitrary
locations and environments.
6.2.1. Procedure
Analog to the last experiment, a TrackStation was used to execute inquiries. Five
different parameters were measured as indicators of the distance between the inquiring
device and the other one (see section 5.5.1 for details on these methods):
• inquiry time,
• number of duplicate inquiry replies,
• RSSI,
• SDP connect time and
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• SDP browse time.
To investigate the influence of the environment on the Bluetooth discovery process
and the implemented methods for distance measurement, the experiment was con-
ducted separately in two different environments.
Open field There are no metal objects or other obstacles on an open field. The Blue-
tooth devices were placed on the bare soil.
Corridor Buildings typically have long and tight corridors, with doors on either side.
Bluetooth enabled mobile phones were placed in increasing distances from the in-
quiring device. The pretest of this setup in the corridor exhibited a significantly ex-
tended inquiry range of more than 40 meters, although the Bluetooth class 3 devices
have a specified range of only 10 meters. Unfortunately, this exceeded the range of
the available corridor but also highlighted the impact of the environment. To clearly
measure the differences between corridor and open field, we chose to use Bluetooth
modules with removed antennas to limit their range of reception.
A number of these devices were then placed in increasing distances of 2.5 meters
from the TrackStation. 100 repetitions of inquiry were performed, each with every
method of the ts_inquiry program, as mentioned above. An inactive interval of 13–26
seconds was scheduled between the separate inquiries to eliminate effects of synchro-
nization.
6.2.2. Results
The boxplots in figure 6.2 summarize the results of the experiment. Most of the data
validates our assumptions:
• inquiry time increases with distance,
• the number of duplicate inquiry responses decrease with distance,
• signal strength decreases with distance,
• SDP connect time increases with distance, and
• SDP browse time increases with distance.
In the corridor, there is an interesting step in the measurements between 7.5 and 10
meters. Thus, it is possible to quickly determine, if a device is more or less than
10 meters away from the scanning device in the corridor. The methods “duplicate
inquiry replies” (figure 6.2(b)) and “SDP connect time” (figure 6.2(d)) give the clearest
distinctions, regarding to the boxplots.
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(a) Inquiry time
(b) Duplicate inquiry replies
(c) RSSI
(d) SDP connect time
(e) SDP browse time
Figure 6.2.: Bluetooth distance indicator measurements
99
6. Experimental Proximity Detection with Bluetooth
Unfortunately, the influence of the environment renders these trends insignificant
for our study. While the devices in the corridor can be detected in a distance of 17.5m,
range is already exceeded at 5m on an open field.
6.2.3. Discussion
The data shows clearly, that the environment has a tremendous effect on the range of
Bluetooth inquiries and the distance indication methods. The corridor probably reflects
the radio waves and acts like a channel which is able to transmit the signal over a
distance that is seven times longer than it is possible on the open field. Unfortunately,
we could only quantify this effect with the modified Bluetooth modules (decreased
reception), but we can expect similar results for common mobile phones (we were
able to detect the class 3 phone in 40m distance in the corridor, limited by the length
of it).
The different measurement methods are based on a single effect: the signal strength
of the Bluetooth radio system decreases over distance. Thus, with increasing distance,
more errors occur, retransmissions become necessary and processes take more time.
This explains, that the different distance indicators show a similar behavior.
As a consequence, it seems to be feasible to build a Bluetooth scanner for a given
location, that can distinguish between two distance intervals (e.g., close, not so close,
not in proximity). Especially, the step in the indicators between 7.5 and 10 meters
(corridor) supports this assumption. Thus, the applicability of any of these methods
is dependent on the environment and on the devices. If these can be calibrated, as
done in [148], different distances can be distinguished with some certainty. However,
these methods cannot be used in arbitrary environments, as intended in the study of
this work. We can expect the ambiguity in the data to grow, if there are people moving
in the places where the measurements are taken. Another drawback is, that all dis-
tance indication methods only work on the TrackStations with full access to the BlueZ
Bluetooth stack. These methods are not available within the J2ME environment.
6.3. Summary
In this chapter, we have verified the functioning of the WirelessRope measurement
devices. Therefore, two experiments were conducted in a controlled environment.
In the first experiment, inquiry time and probability of discovery were characterized.
Comparison to the theoretic considerations of the Bluetooth specification showed, that
the WirelessRope behaves compliantly.
The second experiment examined the effectiveness of a number of distance indi-
cation methods within two different environmental conditions (open field and tight
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corridor). Although the distance indicators respond consistently to different distances,
the effect of the different environments render all indicators unusable for unknown en-
vironments. We think, that a scanner in a controlled environment could be calibrated to
distinguish between a few different distances, but for the intended study with changing
environments, these methods are useless. Thus, we will not try to quantify the distance
of detected Bluetooth devices in our study and leave this interesting topic for future
work.
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7. Measurement of Bluetooth
Penetration in Urban Places
After testing the technical characteristics of our measurement devices in the lab, we
will now turn our attention to the urban environment, that will be part of the final
experiment of this work.
People are frequently carrying their Bluetooth enabled mobile phones in their pock-
ets while moving through public spaces. With only a small fraction of these being set
to discoverable mode, it is possible to estimate the number of persons in proximity by
conducting Bluetooth device inquiries. The proportion might change from situation
to situation, with the particular mentalities of the people, cultural differences and the
general Bluetooth penetration in a country among others. Some groups of people are
more extrovert than others and enable their Bluetooth visibility on purpose. Others are
not aware about the consequences and might have it enabled randomly.
Several studies have shown that periodic Bluetooth device inquiry is a rich source of
information to implement applications that recognize the (social) activities of the user
and to solve technical problems, as in the case of opportunities for ad-hoc networking
[44, 45, 46, 94, 145, 25, 77]. The question of how the inquiry results relate to the
number of people in proximity is implicit in many of these problems.
In this chapter, we present a method for the measurement of the percentage of peo-
ple with discoverable devices. We did experiments using this method in Bremen, Ger-
many, and San Francisco, US, suggesting that about 2.3%, respectively 6.2%, are de-
tectable. Further, we show that this measurement can well be implemented on common
mobile phones, and that specialized scanners are not necessary.
To count passing people during the Bluetooth measurement, the gatecount method
was adopted that O’Neill et al. extended for the Bath study [145]. Therefore, an
observer manually counts people crossing a conceptual line through the pedestrian
area. The WirelessRope program directly supports this method. It provides a feature
to count people by pressing a button on the phone. Compared to counting people on a
paper notebook, the exact times of pedestrians passing is recorded by the program in
addition.
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(a) Lloydpassage in Bremen, Ger-
many
(b) Hauptbahnhof in Bremen, Germany
Figure 7.1.: Gatecount locations
7.1. Survey Locations
Three locations in Bremen, Germany, were chosen that show different characteristics
of visitors. Additionally, a location in the US was studied.
Wallecenter Shopping mall distant from the center. There are supermarkets, low
budget clothing shops, electronic shops and fast-food restaurants. Visitors are
mostly residents. Activities include shopping and spending time in the restau-
rants. Density of visitors is moderate.
Lloydpassage Shopping mall in the center of the city with high-tech shops, bou-
tiques and fast-food restaurants (figure 7.1(a)). The audience consists of trendy
teenagers, old people, tourists and business people. Main activities are shop-
ping and walking slowly along display windows. There is a medium density of
visitors.
Hauptbahnhof This is the main station close to the city center with fast-food restau-
rants (figure 7.1(b)). There are mostly travelers rushing through and teenagers
loitering. People are generally in a hurry or waiting for a train. There is a high
density of visitors, especially when trains are arriving.
Market Street in San Francisco This is a major street for pedestrians in the city
center. There are expensive shops for clothes, coffee shops, fast-food restau-
rants, music and electronics shops. There are tourists as well as locals. Activities
include shopping and sightseeing.
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Figure 7.2.: Relation between number of people and number of discoverable Bluetooth
phones across different locations in Bremen
7.2. Procedure
Eleven measurement sessions were conducted with both apparatuses simultaneously,
TrackStation and WirelessRope on J2ME phone. The four locations were visited for
one to two hours on different days during two weeks in August and September 2006
during daytime. An observer was counting all passing pedestrians manually with the
mobile phone application.
7.3. Results
7.3.1. Bluetooth in Relation to Pedestrian Count
Figure 7.2 shows the relationship between detected Bluetooth phones and people pass-
ing the gates for the three locations in Bremen. The gatecount sessions were divided
into 30 minute intervals to make them comparable to the results gathered in Bath
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Figure 7.3.: Relation between number of people and number of discoverable Bluetooth
phones in San Francisco
Count
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Figure 7.4.: Device classes of discovered Bluetooth devices
[145]. Results were recorded separately for both measurement devices. The third
figure shows the combined results of both devices. Three measurements of the Track-
Station are missing due to technical problems with the device. Adjusted R2 of the
correlation is 0.85 (J2ME), 0.91 (TrackStation) and 0.88 (combined). Using the same
formula for the calculation of overall Bluetooth penetration as O’Neill et al. [145], we
get 2.3% for Bremen.
The measurements were conducted with J2ME and BlueZ devices at the same time.
When we compare the results of the different devices separately, there is no major
difference. Overall Bluetooth penetration calculated from the J2ME data alone gives
2.1%, and the BlueZ data results in 2.2%.
The data from San Francisco shows a higher percentage of Bluetooth devices per
person (figure 7.3) with a low correlation of adjusted R2 = 0.57. Here, 15 minute
sessions were taken, because less data was collected. Overall, a value of 6.2% of
people with discoverable Bluetooth devices was measured.
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Figure 7.5.: Comparison between the Bluetooth discovery performance of the BlueZ
laptop and J2ME phone
7.3.2. Device Classes
According to the device classes acquired during the gatecount sessions, the majority of
observed devices were cellular and smart phones (see figure 7.4) with 95%. Cordless
phones are tied to a base station and are thus not reliable to detect the locations of
people. Since the Bluetooth interfaces of laptops and PDAs are usually deactivated
while the devices are carried, these are also not a good measure for passing people.
Compared to the amount of phones, these devices only play a minor role. In this
analysis, only cellular and smart phones were used. These device classes are good
proxies for people, as discussed in section 4.5.
7.3.3. Inquiry Devices
Although there is no large difference between the inquiry devices for the overall cal-
culation of detectable Bluetooth devices per person, figure 7.5 clarifies the difference.
When we calculate the percentage of devices discovered by one device, but missed
by the other, the BlueZ laptop clearly outperforms the J2ME phone. The BlueZ de-
vice discovered 97.7%, while the J2ME device only discovered 88.5% percent of the
devices, respectively.
7.3.4. Inquiry Duration
For the gatecount sessions at the selected locations, the short discovery duration of
5.12 seconds was chosen for the TrackStation. Figure 7.6 shows the inquiry times
recorded during all sessions, with an unknown number of undiscovered devices. The
pattern can be explained by a mixture of both, Bluetooth 1.1 and 1.2 devices (compare
to figure 6.1).
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Figure 7.6.: Discovery times with a TrackStation during the gatecount sessions (in-
quiry time was limited to 5.12 seconds)
7.4. Discussion
Compared to Bath, the percent of persons with discoverable Bluetooth phones is much
smaller in Bremen (7% vs. 2.3%). The achieved correlation is comparable. San Fran-
ciscans seem to be on a similar level with Bath [145] with about 6.2%. These figures
reflect subjective observations about the usage and adoption of Bluetooth technology
in the observed cities.
We could not observe a significant improvement in the usage of two scanners as
opposed to only one. Although performance of J2ME is lower than BlueZ (2.1% vs.
2.2%), the results indicate that calculation of the amount of people in proximity does
not suffer much. The combination of both of our scanners increased the detected part
of the people to 2.3%. O’Neill et al. [145] used four Bluetooth dongles at the same
time to be sure to discover every device (they tested it with 20 devices simultaneously).
The work of Siegemund and Rohs also suggests, that the discovery process degrades
with a growing number of devices [173]. However, it is unknown to what extent it can
be improved with the usage of multiple scanners.
To further investigate, if and to what extend the inquiry process degrades in the ur-
ban environments of our experiments, we made a transformation on our data collected
in Bremen. The idea is, that if performance does not degrade with an increasing num-
ber of people in the environment, then we should get an equal fraction of people we
can detect in high and low frequented areas. Figure 7.7 shows our transformed gate-
count data. It plots the number of people in the environment against the fraction of
people we could detect by their Bluetooth devices for each of the 30 minute measure-
ments. Although there are a lot of outliers, we can see that indeed the detection rate
degrades. When we use this method on the original gatecount data from Bath, the
result is even more dramatic (see figure 7.8). With the Bath data, we can observe a
steep decrease of detected people, especially between the measurements of 100 to 200
108
7.4. Discussion
Number of people
Bl
ue
to
ot
h 
de
vic
es
 p
er
 p
er
so
n
0.015
0.020
0.025
0.030
0.035
0.040
500 1000 1500 2000 2500 3000
Figure 7.7.: Measured Bluetooth phones per person in relation to the number of people
that passed the gates during 30 minute measurement intervals in Bremen
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Figure 7.8.: Measured Bluetooth phones per person in relation to the number of people
that passed the gates during 30 minute measurement intervals in Bath
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people per 30 minute session (about 15% detected) to the measurement of 500 people
(about 8% detected). If these observations are not coincidences with different reasons,
we can assume that the augmented gatecount method presented by O’Neill et al. [145]
underestimates the true amount of people with discoverable Bluetooth devices by a
factor of approximately two. Further, we can conclude that the method of using multi-
ple Bluetooth scanners does not remedy the degradation in environments with a lot of
people (500 to 1,000 and more during 30 minutes).
When we turn to the different Bluetooth device classes we observed during the gate-
counts, cellular phones and smart phones are the prevalent classes in urban environ-
ments. This matches well with our intended study, which is mainly concerned with the
“wearable” devices we can take as proxies for people (compare section 4.5).
With a wider adoption of Bluetooth 1.2 and later versions in consumer devices,
the method described in this thesis can be expected to improve. As shown in the
inquiry duration experiment, the device inquiry scan procedure in Bluetooth 1.1 is
inferior, resulting in longer inquiry times and less discovered devices. Nevertheless,
the presence of 1.1 devices is quite prevalent in our study, as figure 7.6 shows.
7.5. Summary
In this chapter, we applied the augmented gatecount method to measure the percentage
of discoverable Bluetooth devices carried by pedestrians in public spaces. With this
value, applications can in turn estimate the number of people in proximity by conduct-
ing periodic Bluetooth device inquiries.
We conducted a study to measure this value in Bremen, Germany, and in San Fran-
cisco, US, and compared it to the results from an earlier study in Bath, UK. Overall,
the measured value in Bremen is 2.3%, and 6.2% in San Francisco. We also discov-
ered evidence, that the method might be inaccurate and probably underestimates the
amount by a factor of about two.
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Part III.
Visualization and Interpretation
of Social Context
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8. Collection and Properties of the
Dataset
In the previous part of this thesis, the development and setup of the technical devices
for data collection were discussed in detail. Properties of their function were measured
to assess their capabilities. Now, we turn back to the initial idea of this work: how can
social context be used as a connecting element between different places and times?
How can we visualize social context, if we do not want to limit it to a number of
discrete categories?
In this chapter, we introduce a dataset of Bluetooth proximity data. Its collection
is outlined and general properties of the dataset are discussed. We demonstrate the
construction of an ego proximity network to assess the general structure of the captured
dataset and show, how it represents a “map of one’s personal social context.” We also
use the eigenbehavior analysis (see section 3.4.4) on this data, to see how it compares
to the network-based methods proposed in this and the following chapters.
8.1. General Properties of the Dataset
The dataset contains Bluetooth proximity data collected in different years and at differ-
ent geographic locations, which may seem like a random collection at first sight. But
since we are interested in the social fabric as the connecting element, it is all centered
around a social constant: a single proband, who collected all the data. Thus, the ob-
vious connection between the different times and places covered within the data is the
data collector himself. It is important to note, that this social being comes together with
his unique social context, which is the subject of our investigation. The proband was
thus instructed to act naturally, to do his personal work and leisure activities during the
experiment. The author of this thesis took the role of this proband in a self-experiment.
During the time of the data collection, he was 30 to 31 years old, research assistant at
an institute at the University of Bremen, Germany.
Additional to the data collected by the proband from his personal point of view,
selected settings were augmented by a number of stationary scanners set up in loca-
tions around the area of the proband. This data allows for a different analysis, showing
the social connections between those places and segmenting people visiting those lo-
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cations into different groups. Another dataset is augmented by location information,
collected through the Cell-ID method, enabling us to locate the social contacts of the
proband in space. We examine the relation between location and social context in
chapter 10.
The whole dataset is partitioned into seven separate subsets, each collected in a
different setting. The various settings were chosen to vary widely and exhibit different
aspects of social life. They contain data of daily routine, going to work and coming
back home, going out on a carnival procession and visiting conferences in different
countries. Apart from the obvious differences in geographic location, there are also
differences in time: the routine data collection was performed in two successive years.
One conference was visited in two successive years, too, and it took place on different
continents of the world.
A premise of the data collection was that the identities of the devices that were
discovered are unknown. Thus, there is no mapping from device addresses to their
respective owners or carriers. Nor do we assume, that the data is complete. The
previous sections give an estimation of the expected detection rate.
8.2. The Seven Subsets
The whole dataset is composed of seven subsets, which can be summarized as follows:
#1: Routine05 The first subset was recorded on ten days during June and July 2005
in Bremen, Germany. During the week, the proband was regularly going to work
at the university by car. The WirelessRope was configured to record Bluetooth
proximity data along with Cell-ID data.
#2: Ubicomp05 The second subset was collected in Tokyo in September 2005 on
the Ubicomp05 conference. Additional to the three days of the main conference,
the data contains the workshop “Metapolis and Urban Life” (two days) and two
other days spent with recreational activities.
#3: Routine06 In February 2006, another routine dataset was collected in a similar
manner as the set in 2005. It comprises twelve days, about seven months after
the first one, of Bluetooth proximity data.
#4: Carnival06 The day following the Routine06 days, the proband visited a car-
nival procession in town. Since such an event could give rise to a completely
different social situation, it was separated from the other data. It also contains
Bluetooth proximity data.
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#5: CeBIT06 The CeBIT is a major trade fair of the IT industry and takes place
in Hanover, Germany, on a yearly basis. The proband was visiting the fair in
his own interests and to visit colleagues from work. Additional to the mobile
scanner the proband was carrying, two stationary Bluetooth proximity scanners
were installed on two different stands.
#6: PerCom06 On the PerCom 2006 conference in Pisa, Italy, a similar setup as on
the CeBIT was realized. A total of five stationary Bluetooth scanners was set up
in the venue during the three days of the conference in March. The proband was
again carrying a Bluetooth proximity scanner. Several colleagues of him from
work were also on the same conference.
#7: Ubicomp06 The last subset of data was collected at the Ubicomp 06 in Newport
Beach, Orange County, US. It took place on three days in September 2006, with
the proband and his Bluetooth scanner.
8.3. Dataset Collection
The proband was instructed to carry a Nokia 6630 mobile phone with the Wireless-
Rope programs installed, as described in section 5.4. The scanning interval was set to
approximately 30 seconds (with variation to account for multiple scanners running at
the same time). During the experiment, the proband was behaving naturally, doing his
own business.
At the CeBIT06 and PerCom06 settings, additional stationary scanners were de-
ployed as described in section 5.5.1. Two scanners at the CeBIT06 and five at the Per-
Com06 recorded Bluetooth proximity information in the surroundings of the proband.
These devices were configured to scan approximately every five minutes, so that there
was enough opportunity for the mobile devices to detect them and upload their data in
between. Cell-ID information was additionally collected during the Routine05 dataset.
It was later correlated to geographic locations (see section 10.4).
After collection of the data, the discovered devices were classified by their mobility
classes: wearable (W), portable (P), stationary (S), object (O) and undefined (U). See
section 4.5 for the description of this classification.
8.4. Dataset Overview
During the 37 days of the experiment, 1,912 distinct Bluetooth devices were discov-
ered. There are a total of 122,088 Bluetooth sightings. Table 8.1 gives a by day
overview about the collected data. “Sightings” denotes the total number of Bluetooth
115
8. Collection and Properties of the Dataset
sightings, including duplicate devices. The distinct devices are split up by mobility
class (compare section 4.5).
It is obvious that the sightings per day differ significantly, from a minimum of two
sightings on 2006-02-08 to 17,105 on 2005-09-12 during Ubicomp05. The same is
true for distinct devices. It varies from one on 2006-02-08 up to 593 on 2006-03-
10 (CeBIT06). The average number of distinct devices is 65.03 per day. Of these,
43.16 are wearable, 10.57 portable and 3.73 stationary devices. The rest is undefined
and no device of the class “object” was found. The total number of portable and
stationary devices were usually low compared to the wearables. An exception are the
two Ubicomp subsets with a nearly equal portable count compared to the wearables.
8.5. Construction and Properties of the Ego Proximity
Network
In contrast to studies like the RealityMining experiment [44], our data is centered
around our single proband. In the RealityMining study, a proximity network is con-
structed on the basis of 1st grade encounters (compare section 3.4.5). This means,
that two nodes are connected, when one of them detected the other one. This method
would give us quite a trivial network on our data with our proband’s node connected
to every other one. Such a network would fail to express the richness of the patterns of
meetings of our proband.
Instead, we take another approach. Since our proband is present in each interaction
(we ignore the stationary devices’ data at this point), we can as well exclude him alto-
gether. Instead, we use his observations to connect his contacts with each other, using
the concept of 2nd grade encounters. Thus, whenever our proband’s scanner detected
two or more devices in a time window of one minute, we create mutual connections
between all those devices. This transformation is done by the ropeviz program (as
described in section 5.6.2, by operation “proximity”). For visualization, the Kamada-
Kawai energy algorithm [85] is used as implemented by Pajek [142].
The resulting network should be suitable for common network metrics. We verify its
properties by measuring its degree of connectedness and apply the small world criteria
by Watts and Strogatz [194].
The constructed ego proximity network is shown in figure 8.1. There is a heav-
ily interconnected core in the middle of the graph, although the exact structure is not
visible at this level. Around this core, we can see several clusters, laid out like fans.
These fan-like clusters are heavily interconnected in themselves, but several such in-
stances seem to be connected to other clusters only through a very few intermediate
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Distinct devices
Dataset Date Sightings All U W P S
Routine05 2005-06-29 We 748 25 2 18 3 2
2005-06-30 Th 351 3 0 1 1 1
2005-07-04 Mo 2,476 24 2 18 0 4
2005-07-05 Tu 1,758 27 2 19 2 4
2005-07-06 We 3,006 24 2 16 3 3
2005-07-07 Th 3,208 34 2 26 4 2
2005-07-08 Fr 1,034 67 7 53 1 6
2005-07-09 Sa 25 8 0 8 0 0
2005-07-11 Mo 1,844 19 5 12 1 1
2005-07-12 Tu 3,258 28 5 21 1 1
Ubicomp05 2005-09-10 WS 1,393 64 1 56 4 3
2005-09-11 WS 5,994 37 0 22 13 2
2005-09-12 Conf 17,105 115 6 52 49 8
2005-09-13 Conf 14,356 91 2 40 43 6
2005-09-14 Conf 10,415 97 4 49 39 5
2005-09-15 Off 1,292 66 3 15 37 11
2005-09-16 Off 398 29 3 21 2 3
Routine06 2006-02-04 Sa 85 24 2 21 0 1
2006-02-05 Su 60 6 0 6 0 0
2006-02-08 We 2 1 0 1 0 0
2006-02-09 Th 4,402 81 11 65 3 2
2006-02-10 Fr 1,451 10 4 3 3 0
2006-02-11 Sa 1,322 143 5 125 3 10
2006-02-12 Su 466 8 0 8 0 0
2006-02-13 Mo 3,773 30 8 19 3 0
2006-02-14 Tu 8,550 30 7 15 5 3
2006-02-15 We 4,127 53 9 31 4 9
2006-02-16 Th 8,190 44 7 31 4 2
2006-02-17 Fr 9,113 72 6 58 4 4
Carnival06 2006-02-18 Sa 1,532 186 5 174 0 7
CeBIT06 2006-03-10 1,981 593 83 420 73 17
PerCom06 2006-03-14 1,968 61 10 35 11 5
2006-03-15 2,974 58 9 41 7 1
2006-03-16 2,096 39 16 13 9 1
Ubicomp06 2006-09-19 491 101 27 35 27 12
2006-09-20 512 66 17 29 19 1
2006-09-21 314 42 8 20 13 1
Table 8.1.: By day dataset overview, figures split up by mobility class
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Figure 8.1.: Ego proximity network, nodes discovered during the Ubicomp06 confer-
ence are highlighted
nodes. There are also a number of larger clusters, that are not connected to the core
and several isolate nodes.
Table 8.2 quantifies the sizes of the components of the network. The core with its
connected fans contains 1,384 different nodes, which are about 72.4% of all nodes in
the network. The five biggest components contain more than 80% of all nodes. 6.4%
of all nodes are isolates.
The small world criterion only applies to connected networks. Thus, we use the
largest component of the ego proximity network. Within this component, the geodesic
distances are summarized in table 8.3. 84.2% of the nodes are connected by a distance
of six or less, 98.3% by a distance of nine or less. The longest path in the component is
15 steps long. The characteristic path lengths and clustering coefficients are presented
in table 8.4. They satisfy the small-world criteria L ≥ Lrandom and C ≫ Crandom
[194].
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Size Frequency Proportion Cumulative
1,384 1 0.724 0.724
68 1 0.036 0.760
53 1 0.027 0.787
21 2 0.022 0.809
19 1 0.010 0.819
13 1 0.007 0.826
10 1 0.005 0.831
9 2 0.009 0.840
8 1 0.004 0.845
7 1 0.004 0.848
6 3 0.009 0.858
5 4 0.010 0.868
4 5 0.010 0.879
3 12 0.019 0.897
2 37 0.039 0.936
1 122 0.064 1.000
Table 8.2.: Sizes and frequencies of the components of the ego proximity network
Distance Frequency Proportion Cumulative
1 30,714 0.016 0.016
2 278,924 0.146 0.162
3 371,350 0.194 0.356
4 366,412 0.191 0.547
5 316,524 0.165 0.713
6 247,212 0.129 0.842
7 155,554 0.081 0.923
8 73,414 0.038 0.961
9 41,448 0.022 0.983
10 21,834 0.011 0.994
11 7,762 0.004 0.998
12 2,100 0.001 1.000
13 616 0.000 1.000
14 180 0.000 1.000
15 28 0.000 1.000
Table 8.3.: Frequencies of geodesic distances between nodes in the main component
of the ego proximity network
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Proximity network Random graph
L 4.505 2.676
C 0.830 0.016
Table 8.4.: Characteristic path length L and clustering coefficients C for the proximity
network and a random graph with the same number of nodes and average
number of edges per node
Eigenbehavior Reconstruction Accuracy Cumulative Accuracy
1 0.640 0.640
2 0.114 0.754
3 0.085 0.839
4 0.049 0.888
5 0.045 0.933
6 0.022 0.955
Table 8.5.: Approximation errors for the eigenbehaviors
8.6. Eigenbehavior Analysis
Eagle proposed and applied the eigenbehavior method to the RealityMining dataset to
characterize the behavior of his subjects, to characterize group behavior and to deter-
mine group affiliation [44]. He interprets the resulting vectors in a similar way as a
fingerprint, but related to the behavior of people, instead of the unique pattern of their
fingers’ skins (see section 3.4.4).
To see, how it responds to our dataset, we conduct the same analysis on our data.
The necessary transformation of the dataset is straight forward: we create a matrix with
a row for each day in the dataset (37) and a column for each hour of the day (24). Then
we sum up the number of distinct devices seen during that time. The ropeviz performs
this transformation with the operation “eagle.” Finally, a principal component analysis
is carried out.
The first three eigenbehavior vectors are illustrated in figure 8.2. The x-axis relates
to the time of day, color relates to the number of distinct Bluetooth sightings during
the respective hour. The first behavior shows increased Bluetooth contacts during the
day from 9am to 8pm, with a peak around 12am to 3pm. The second behavior shows
increased activity in the morning and the evening. The third one has increased activity
during the afternoon and less activity in the morning.
The cumulative reconstruction accuracy of these first three eigenbehavior vectors is
83.9%, the first behavior has an accuracy of 64% (see table 8.5).
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Figure 8.2.: Eagle’s eigenbehaviors for the dataset
8.7. Discussion
It is striking, that although the whole dataset was recorded on quite disconnected loca-
tions and with two serious gaps in time (more than four months between Ubicomp05
and Routine06, about six months between PerCom06 and Ubicomp06), the proximity
network shows a relatively high degree of connectivity (72.4% of nodes). The duration
of the separate datasets was short, too, spanning not even two weeks in cohesion.
The fan-like structure of the laid-out network is probably an expression of the differ-
ent settings our proband was joining. Interestingly, they produced a highly connected
pattern. In several cases, only a few—or even a single—devices are responsible for
connecting different clusters. The clusters are connected in a hierarchical way, with
the core at the top of the hierarchy. There are only a few connections between different
branches within this structure.
In retrospect, we can localize our proband on this “map of his social context.” When
we select any interval in time and highlight the nodes he discovered during that time,
it gives us an impression, of where he has been, in terms of social context. Was it in
the center or the periphery? Which branch was he on? Which network properties does
his current cluster exhibit? Which opportunities might be connected to this position?
The highlighted nodes in figure 8.1 illustrate his position during the three days of the
Ubicomp06 conference.
Compared to the network-based approach, the eigenbehavior method exhibits dif-
ferent properties of the proband’s activities. It is designed to reveal “the repeating
structures underlying typical daily human behavior” ([44], p. 89). If we interpret the
data of our proband using this method, it results in a rather simplistic view of his be-
havior (compare figure 8.2): the first vector shows, that our proband was meeting other
people between 9am and 8pm, his preferred time for lunch seems to be around 1pm in
a public place (the university canteen in the case of the routine subsets). The second
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behavior can be interpreted as not having lunch in a public place. The third behavior
is probably indicative of meeting other people later on the day, but not in the morning.
The number of Bluetooth contacts, which is the basis for the eigenbehavior method,
ignores the structure in the data. E.g., whether we are on a normal workday in Bremen
or on a conference in Tokyo does not make a clear difference in eigenbehavior, as long
as we go to work at approximately the same times and meet people in comparable
quantities. The network-based approach, in contrast, highlights the changing structures
of human behavior. Even if only a single Bluetooth contact of our proband is examined,
we can nevertheless locate him on his ego proximity network, as long as this Bluetooth
contact has been discovered before.
The frequencies of the geodesic distances within the network and the measurement
of the characteristic path lengths and clustering coefficients give us further measures of
the social context. E.g., the higher geodesic distances there are in such a network, the
more different contexts an individual connects. The clustering coefficient, in contrast,
is indicative of how much the proband is acting in cliques. Moreover, small-world
networks have interesting implications on the modeling of infectious diseases. Could
this be used to determine one’s own risk of becoming infected? Could it tell us not to
enter certain social contexts, if we knew, who was infected?
It is important to note, that the resulting network has a lot of holes: there are many
sources of error, causing undetected nodes and connections. Chapter 7 explored this
issue. On the other hand, there are only a few false positives. There are no devices
being detected, which are not there in reality. However, it can be a mistake to assume,
that a device stays with the same person all the time. People leave their devices at
home [148], they buy new ones, they sell them, lend them or devices get stolen.
Most methods of social network analysis assume complete networks (as far as that
is possible), e.g. where single nodes are in the focus of attention. Those methods
should not be used on this proximity network, since they are prone to errors in data
collection. Methods, taking the whole structure in account, are better suited, because
they are generally more robust against missing nodes and links.
Another limiting factor is related to the labeling of the nodes. Since there is no map-
ping available from Bluetooth devices addresses to their owners, their use is limited.
In practice, the Bluetooth software on the mobile phone caused problems from time
to time. Thus, if it was running unattended, data was lost in some cases, e.g. 2006-
02-08, where only two sightings were recorded. Reliability could be increased by the
introduction of the Watchdog and Autostart programs (see section 5.4). This approach
might be sufficient for the sole purpose of data collection, but if a user wanted to use
his phone normally, he would be annoyed by the regular automatic reboots caused by
these programs. The high resolution of the Bluetooth scan data of about 30 seconds
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had the negative effect, that the battery of the phone was usually depleted after half of
the day and the proband was required to recharge it during the day or to replace it with
a spare battery.
8.8. Summary
In this chapter, we have outlined the dataset for our examination and the procedure
for its collection. One proband was using the WirelessRope data collection program in
seven different settings, ranging from his daily routine to visiting conferences in differ-
ent countries in the world. We introduced a method of mapping his social context with
an ego proximity network, based on the 2nd grade encounters the proband observed
through his scanning device. We compared this method to the eigenbehavior analysis
and pointed out the differences between the approaches and their limitations. While
the eigenbehavior represents recurring behavior, based on time and the number of peo-
ple around, the network-based approach enables the localization of scenes within the
network and within context. It gives rise to an assessment of the current social context
in relation to the whole map.
When we consider our findings so far in relation to the concept of the UPI put for-
ward in chapter 2, we see that a critical mass in discoverable Bluetooth devices is
reached. In chapter 7, we measured the number of people which can be detected by
Bluetooth device discoveries. In this chapter, we could show that this number is suffi-
cient to create meaningful connections between the people and devices we discovered
in the dataset collected by our proband.
123

9. Social Context of Time
In chapter 2, we identified the temporal structure to be an important aspect of the UPI.
Many of the analyses of Bluetooth proximity data we reviewed in sections 3.4.3 and
3.4.4 take the temporal dimension into account, e.g. the visualization of augmented
gatecounts (figures 3.17 and 3.18), the discrete Fourier transformation of Bluetooth
data (figure 3.21) and the eigenbehavior method (figure 3.22). These analyses establish
a relationship between time and Bluetooth proximity data, but they do not regard for
the social structure inherent in the Bluetooth proximity data. They have in common,
that they are based on the counting of distinct Bluetooth devices during specific periods
of time. No relation is constructed to take into account whether the separate Bluetooth
devices observed exhibit any relationship among each other or if and when they have
been observed before. Thus, the social structure within the Bluetooth data is ignored.
In this chapter, we demonstrate how the understanding of the temporal structure
of Bluetooth proximity data can benefit from the social structure—the identities and
habits of people—within the data. We introduce a novel method to measure similarity
between temporal entities, such as days. This similarity metric can further be used
to create discrete clusters of temporal entities. As a result, we obtain sets of tempo-
ral entities with similar social structure: in this metric, similarity between temporal
entities is high, if the same people are discovered in similar durations; similarity is
low, if different people are discovered or the same people are discovered in different
durations.
With a slight variation of the method, we are able to substitute social structure with
spatial structure. Thus, our similarity metric can also express similarity between tem-
poral entities on the basis of the locations, where the Bluetooth data was recorded,
instead of the people that were in proximity. No additional localization technology
(e.g. GPS or Cell-ID) is required.
We demonstrate this method on our dataset described in sections 8.1 to 8.3, includ-
ing Bluetooth contact data collected by the proband with his mobile scanner. Cell-ID
information and contact data from stationary TrackStations included in some of the
subsets is ignored in this analysis. In two experiments, we apply our method on inter-
vals spanning several days as well as on a day-scale.
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9.1. Temporal-Cluster Method
This method operates on Bluetooth proximity data collected over an extended period
of time (e.g. several days). It can cope with data collected by both, a mobile scan-
ner or a stationary scanner. Data collected by a mobile scanner can be analyzed for
temporal similarity by social structure and by spatial structure. Either of these options
is selected by filtering Bluetooth devices for their mobility class. For a fixed scanner,
only the analysis by social structure is available. Spatial structure is trivial in this case.
First, a two-mode affiliation network is created to put temporal entities in relation with
Bluetooth devices. This network is then transformed to a one-mode network repre-
senting relations between temporal entities only. We then use the concept of social
positions (as introduced in section 3.4.1) and hierarchical clustering to create discrete
sets of temporal entities. The specific steps of the temporal-cluster method are the
following:
1. Bluetooth contact data usually contains a wide range of different Bluetooth de-
vices, including mobile devices (e.g. mobile phones) and stationary devices
(e.g. desktop computers). We may either choose to include all devices in the
analysis or filter the devices by their mobility class to focus on a specific aspect.
To establish a connection between time and social context, we select devices of
the wearable mobility class. To establish a connection between time and loca-
tion, devices of the stationary mobility class are selected (see section 4.5 for a
definition of mobility classes).
2. We choose the temporal unit that we want to analyze in the dataset of Bluetooth
contact data. E.g., we may select to analyze by day, by week or other scales
we might be interested in. From the temporal unit of interest, we create a set
of discrete temporal entities, which are present in our dataset (e.g. the days
2006-03-14, 2006-03-15, 2006-03-16).
3. A two-mode affiliation network of Bluetooth devices and the temporal enti-
ties chosen in the previous step is constructed. Thus, there are two different
kinds of nodes: temporal entity nodes and device nodes. In this network, a
device is connected to a temporal entity, if the device was detected during the
endurance of the temporal entity. The strength of the tie corresponds to the num-
ber of sightings in this period. The affiliation network is represented by a matrix
A = (aij)i=1...n,j=1...m with a row for each device (n is the total number of de-
vices) and a column for each temporal entity (m is the total number of temporal
entities).
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4. In the next step, we create a one-mode network characterizing the connections
between the temporal entities, based on the devices the temporal entities have in
common. From the affiliation network A, the one-mode network is defined as
D = (dij)i=1...m,j=1...m, where
dij =
m
k=1
min(aki, akj) (9.1)
Thus, the temporal entity nodes get directly linked by the device nodes that are
discovered during the temporal entities. For non-valued matrices, a matrix mul-
tiplication D = ATA (where AT is the transposed matrix) is commonly used.
Instead, we use the minimum here, because the relation is valued and contains
the number of sightings per device and temporal entity. The minimum gives
us the overlap of sightings. Thus, in the resulting network, temporal entities
are more related, if the number of sightings between the same devices are sim-
ilar. With the bigger difference in sighting count between the same devices, or
different devices, the relation becomes looser.
5. The diagonal ofD contains the total number of sightings per temporal entity. We
use these values to normalize the matrix. A minimum method is used for nor-
malization to cope with failures during data collection and also with the different
durations of data collection. The normalized matrix D′ = (d′ij)i=1...m,j=1...m is
calculated by
d′ij =
dij
min(dii, djj)
(9.2)
6. As an intermediary result, we can visualize the network defined by D′. The net-
work contains one node for each temporal entity and connections indicating the
overlap between the temporal entities. The strengths of the connections is repre-
sented by the width of the connecting lines in the network diagram. Depending
on the number of temporal entities and the network structure, the resulting net-
work picture can give us a clear image of the temporal structure within a dataset.
7. We examine the temporal network further by measuring the structural equiva-
lence (see section 3.4.1) between the separate temporal entities. Pearson corre-
lation (equation 3.3) is chosen as a measure of equivalence for this case, because
it focuses on similarity in pattern of the ties between the temporal entities. Other
measures are used to compare the strength of the ties directly. Thus, Pearson
correlation is more tolerant of missing data (compare section 3.4.1). After ap-
plying the correlation, we obtain a matrix S = (sij)i=1...m,j=1...m containing
the pairwise similarities between the temporal entities.
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8. Finally, discrete groups of similar temporal entities can now be created by ap-
plying single-link hierarchical clustering on the similarity matrix S. The result
is a dendrogram giving a continuous refinement of groups of temporal entities.
The following sections demonstrate this method on different temporal units and with
different mobility classes.
9.2. Subset Network Experiment
In this section, we apply our temporal-cluster method to generate a subset network—
a highly condensed view of our dataset described in chapter 8. The ego proximity
network in figure 8.1 has shown a high degree of connectedness, but the specific con-
nections between the subsets recorded in different settings remain covert. We do not
apply the whole method given in the previous section. Because there are only seven
subsets, we will interpret the network created in step six of the method directly.
The raw dataset is taken as the basis for the subset network. As for the ego proximity
network, only data collected by the proband is used, data from stationary scanners is
omitted at this point. For this experiment, we select the subsets of data, as described
in section 8.2, comprising a varying number of days each, as the temporal unit of
analysis.
From the data, we build a two-mode affiliation network containing subsets and de-
vices. Thus, there are two different kinds of nodes: subset-nodes and device-nodes.
In this network, a device is connected to a subset, if the device was detected by the
proband as part of the subset. The strength of the tie corresponds to the number of
sightings.
The affiliation network is represented by a matrixA = (aij)i=1...n,j=1...m with a row
for each device (n = 1, 911) and a column for each subset (m = 7). The corresponding
transformation is done by ropeviz, with the operation “dataset” (see section 5.6.2).
In the next step, we create a one-mode network characterizing the connections be-
tween the subsets, based on the devices the subsets have in common. From the affil-
iation network A, the one-mode network is a matrix D = (dij)i=1...m,j=1...m, where
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Figure 9.1.: Network showing the relations between the subsets of the dataset
m = 7. Thus, the subset-nodes get directly linked by the device-nodes that are discov-
ered in the subsets. Matrix D is then normalized. The normalized matrix D′ is:
D′ =

1 0 0.254 0.003 0.004 0.051 0
0 1 0 0 0 0 0.035
0.254 0 1 0.170 0.018 0.037 0
0.003 0 0.170 1 0 0 0
0.004 0 0.018 0 1 0 0
0.051 0 0.037 0 0 1 0.062
0 0.035 0 0 0 0.062 1

The first row and the first column corresponds to subset #1 (Routine05), the second
row and column to subset #2 (Ubicomp05) and so on. The full numbering is given in
section 8.2. We visualize this matrix as a network, as shown in figure 9.1. The seven
nodes represent the subsets of our data, the number labels of the nodes correspond to
the row and columns order of the matrix. The ties represent the overlap in datasets as
calculated above. For the purpose of visualization, the size of the nodes corresponds
to the number of distinct devices in a subset, as given by vector
v =

174
358
382
186
593
116
141

.
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The subset network (figure 9.1) shows a very clear overview about the connections
between the subsets of data. There is a strong connection between the Routine05 and
Routine06 data, despite the difference in time of seven months. The Carnival06 subset
is also connected strongly to Routine06.
The network also bridges differences in space: PerCom06 (Pisa, Italy) is well con-
nected to both Routine datasets (Bremen, Germany). Further, there is a connection
between PerCom06 and Ubicomp06 (Orange County, US), which is connected to Ubi-
comp05 (Tokyo, Japan).
9.3. Day Network Experiment
Next, we create a similar network as described in section 9.2, but instead of the rough
subset scale, a finer day scale is chosen. Additionally, we use clustering to form con-
crete groups of days. These groups consist of days, during which our proband was
moving in similar contexts—socially or geographically.
Again, we take the raw dataset from the personal scanner of our proband as a basis.
A two-mode network consisting of day-nodes and device-nodes is constructed (“day-
ofmonth” operation of ropeviz, section 5.6.2). As a result, a device-node is connected
to a day-node, if the device was sighted on that day. The strength of a tie corresponds
to the number of sightings during a day.
We use equation 9.1 to transform the two-mode network to a one-mode network and
equation 9.2 to normalize it. As a result, we obtain the network shown in figure 9.2,
with the sizes of the nodes corresponding to the number of distinct devices discovered
per day. The day network expresses the relation between the separate days.
Subsequently, we examine the day network further by measuring the structural
equivalence between the separate days. The program UCINET [16] was used to carry
out the analysis. Pearson correlation is applied to calculate matrix S containing the
pairwise similarities between the days.
Discrete groups of similar days can now be created with single-link hierarchical
clustering. The result is the dendrogram shown in figure 9.3. The dendrogram gives
us a continuous refinement of groups. Starting at the right side, all days are in one
single group. By tracing the tree-diagram to the left, each split creates an additional
group, beginning with the most meaningful split and ending in the most trivial one
with only slight differences between days. Since our dataset is composed of seven
subsets with quite distinct settings, we choose this number of groups to determine the
split. The blue vertical line in the dendrogram represents this split and the days are thus
separated into the groups indicated by the dashed blue horizontal lines. Our choice of
seven groups results in a level of a = 0.3. This level is calculated by UCINET during
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Figure 9.2.: Day network (colors of the days correspond to the subsets, compare to
figure 9.1)
the clustering. For single-link clustering with a similarity relation, a level of a = 0.3
means that every item in a cluster is at least 0.3 units similar to at least one other item
in the cluster.
As a final step, we compare how this result relates to the different mobility classes
of devices defined in section 4.5. Thus, we repeat the whole procedure, with the raw
data filtered for wearable devices, stationary and portable devices (filtered by ropeviz,
operation “daymobclass,” section 5.6.2).
Partitioning of the resulting dendrograms is done with the same level of a = 0.3
as in the first one to make them comparable. As a result, we receive the groups of
only the wearable mobility class (figure 9.4), the stationary class (figure 9.5) and the
stationary and portable classes combined (figure 9.6). Table 9.1 summarizes the groups
for different mobility classes. After applying the mobility class filters, some of the days
become disconnected from the other days, because there is no overlap in the discovered
devices. The respective days are shown, but grayed out in the dendrograms. In table
9.1, the corresponding cells are left empty.
The day network shown in figure 9.2 shows the same general structure as the subset
network in figure 9.1. The subsets of data are split into the separate days they are
composed of and the internal structure of the subsets becomes visible as well as their
connection pattern to days of other subsets.
When we examine the green Ubicomp05 day-nodes of the network, we can observe
a clear picture of those days: the 10th and 11th are well connected (workshop days).
Then the three days of the main conference are strongly connected, but a little weaker
131
9. Social Context of Time
Figure 9.3.: Day clusters, all mobility classes
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Figure 9.4.: Day clusters, wearable mobility classes
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Figure 9.5.: Day clusters, stationary mobility classes
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Figure 9.6.: Day clusters, stationary and portable mobility classes
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Cluster
Dataset Date All W SP S
Routine05 2005-06-29 We 1 1 1 1
2005-06-30 Th 1 1 1
2005-07-04 Mo 1 1 1 1
2005-07-05 Tu 1 1 1 1
2005-07-06 We 1 1 1 1
2005-07-07 Th 1 1 1 1
2005-07-08 Fr 1 1 1 1
2005-07-09 Sa / /
2005-07-11 Mo 1 1 1 1
2005-07-12 Tu 1 1 1 1
Ubicomp05 2005-09-10 WS 2 2 2
2005-09-11 WS 2 2 2 2
2005-09-12 Conf 2 2 2 2
2005-09-13 Conf 2 2 2 2
2005-09-14 Conf 2 2 2 2
2005-09-15 Off 2
2005-09-16 Off 2 / 2
Routine06 2006-02-04 Sa 4 4
2006-02-05 Su 4 4
2006-02-08 We 3 3
2006-02-09 Th 3 3 1 /
2006-02-10 Fr 3 3 1
2006-02-11 Sa 3 3
2006-02-12 Su 3 3
2006-02-13 Mo 3 3 1
2006-02-14 Tu 3 3 1 1
2006-02-15 We 3 3 1 1
2006-02-16 Th 3 3 1 1
2006-02-17 Fr 3 3 1 1
Carnival06 2006-02-18 Sa 4 4
CeBIT06 2006-03-10 3 3 / /
PerCom06 2006-03-14 5 1 5 5
2006-03-15 5 1 5 5
2006-03-16 5 1 5 5
Ubicomp06 2006-09-19 6 2 6
2006-09-20 6 2 6
2006-09-21 6 2 6
Table 9.1.: By day dataset overview with clusters (‘/’ indicates a day in a unique clus-
ter, an empty space indicates, that the cluster could not be determined)
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to the workshop days. The two additional days of recreational activities have only
weak connections to the other days.
The clustering of all mobility classes (figure 9.3) produced interesting groups. The
Ubicomp05, PerCom06 and Ubicomp06 conferences are grouped into separate sets,
while the datasets from Germany are mixed. One weekend from the Routine06 data
is clustered together with the Carnival06 (also a weekend). Another Saturday (2005-
07-09) is also separated from the rest of its dataset. The CeBIT06 on the other hand is
combined with the rest of the Routine06 data.
When we take into account the wearable devices only (figure 9.4), the separating
effects of time and space diminish. Here, the connections are only formed by people
and not by any stationary equipment in the area. Most notably, the two Ubicomp
conferences are combined into one cluster, but without the two free days in Tokyo.
Also, the PerCom06 is combined with the Routine05 set.
With only the stationary mobility class in contrast, we get a clear separation by
geographical location (see figure 9.5). Especially, several days of the Routine06 and
Routine05 subsets get combined. Nevertheless, a lot of days do not have enough sight-
ings of stationary devices and must be excluded (grayed out in the figure). When we
combine the stationary and portable mobility classes, the picture of the last clustering
becomes clearer. There are less days that drop out of the analysis because of missing
data.
9.4. Discussion
The subset network in figure 9.1 shows an interesting connection pattern, most of
which can be explained easily. The data recorded in Bremen is strongly connected
(Routine05, Routine06, Carnival06), since is was recorded in socially and geograph-
ically similar situations. Connections between the Routine05/06 and the PerCom06
can be explained, because two colleagues of the proband were on the conference, too.
The connections between the Ubicomp05 and Ubicomp06 as well as the Ubicomp06
and PerCom06 are probably because of overlapping attendees. However, an overlap in
attendees could not be measured between Ubicomp05 and PerCom06, although there
was an overlap. Our proband was able to measure a path from Tokyo via New Beach
and Pisa to Bremen and Hanover, which is established by social context.
The day network resembles the same general structure as the dataset network. When
we contrast the clusters produced by wearable and stationary devices separately with
each other, interesting details about the days in the dataset are revealed. Our assump-
tion here is, that the wearable devices produce groups with socially similar situations,
and that the stationary ones produce groups by geographical location. Figure 9.6 sup-
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ports this assumption for the geographical part, especially as it combines days of Rou-
tine05 and Routine06 in one group (with the exception of 2006-02-09). The social
groups shown in figure 9.4 are not as clear. The placement of both Ubicomp con-
ferences in one group supports the assumption. The day off (2005-09-16) is conse-
quently not in the same group. The Routine06 subset is combined with Carnival06
and CeBIT06, which makes sense, because there is naturally an overlap in the people
seen on the days (they all have at least a few hours in common in the Bremen-context).
Interestingly, the Routine05 and Routine06 subsets are strictly separated. The reason
for this is probably the gap in time: some people move in, others move out of our
context over time. Another reason might be, that the people stayed the same, but that
they updated their phones to newer models—thus not being recognized as the same
person by our analysis. A peculiarity is the combination of the Routine05 data with
the PerCom06. The gap in time is larger, compared to the Routine06 subset, and it
took place in another country. An explanation for this could be, that there were old
phones involved, possibly for the purpose of traveling.
The differences in geographical location are measured on a city-wide scale: days
in Bremen, Hanover, Pisa, Tokyo and Newport Beach are all separated into the cor-
responding group (see figure 9.6). But our method does not give us details about the
different places within those cities. By increasing the number of groups, precision
in location does not increase, instead seemingly arbitrary groups form. This is not
surprising, because we have chosen a time-granularity of one day. Thus all locations
during a day are put together. Instead, we could try the procedure with hour-nodes
replacing the day-nodes to determine distinct places within a city.
The selection of the number of groups is a difficult task. The seven we have cho-
sen, and the resulting level of 0.3, seems to be a good choice for this case and yields
interesting results, especially when wearable and stationary clusters are contrasted.
Although the eigenbehavior analysis is not particularly expressive on the whole
dataset, we could probably use it to analyze the separate groups produced by the
method introduced. Since behavior within a group is probably more homogenous,
this could produce results which are easier to interpret.
9.5. Summary
In this chapter, we have introduced the temporal-cluster method to visualize temporal
entities in the dataset and to compare these entities in terms of their social structure
with the goal to form clusters of similar ones. We have demonstrated the method with
the separate days of our dataset as well as intervals of several days spanning the subsets
of the data. As a result, we have constructed networks of the subsets of data as well as
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of the separate days. The structures of both networks clearly show, how these temporal
entities are connected to each other, based on the social behavior of the proband and
his environment.
The clustering of days resulting from the day network based on structural equiva-
lence provides us with concrete groups. Depending on the Bluetooth devices included,
we can select to cluster days based on their social context or their location context
respectively. With this one technology, we can thus analyze the dataset for its social
situation and for geographical location at the same time, by filtering the devices by
their mobility class. Location context does not include geographical coordinates in
this method, instead locations are represented symbolically. Additional technology,
e.g. a database to relate stationary Bluetooth devices to geographic coordinates, is
required to map symbolic locations to geographic coordinates.
Regarding the UPI, the temporal-cluster method is able to analyze the aspect of
temporal structure on the basis of the aspect of social structure or spatial structure
respectively.
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In the previous chapter, we demonstrated how the same data collection method and
dataset of Bluetooth proximity data can be used to cluster days by social context and
by location context respectively. To switch between social and location context, we
use a filter based on our definition of mobility class to select either devices identifying
people or devices identifying places.
In this chapter, we present a method to examine social structure and location struc-
ture, two important aspects of the UPI, in greater detail. We understand both aspects
as being interrelated in the sense of Paulo’s and Goodman’s idea about turf and tribe
[149]. Turf is a public area, or a set of areas, where a person or a group of people feels
comfortable in and where he is thus likely to be. Tribe on the other hand refers to a
group of people with a similar preference for places.7 It is obvious, that there is an
inherent relationship between turf (place) and tribe (people) in the above description.
Each concept is characterized by the other one.
Paulos and Goodman have given the concepts of turf and tribe, and they speculated
that both could be measured by conducting periodic Bluetooth scans [149]. To char-
acterize the aspects of social structure and spatial structure of the UPI in relation to
7By the terms location and place, we denote similar, but not equal concepts. We use location to refer to
a specific point in space, which can be identified by a single coordinate. Inspired by [67], we use the
term place as a human-friendly concept, which usually refers to named areas, e.g. a “marketplace.”
Figure 10.1.: Scenario with mobile sensors attached to people and stationary sensors
attached to places [149]
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each other, and to continue Paulos’ and Goodman’s work, we present an appropriate
method based on social network analysis.
We demonstrate this method on the subsets #6 (PerCom06), #5 (CeBIT06) and
#1 (Routine05) of our dataset of Bluetooth device inquiries (see section 8.2 for an
overview about the subsets of the dataset). In #6 and #5 the discovered Bluetooth de-
vices are localized within a building by a number of TrackStations with fixed, known
locations (inspired by picture 10.1). The Routine05 subset contains Bluetooth sight-
ings within the city of Bremen conducted by our proband (section 8.2 gives details
about the subsets). The discovered devices are localized by concurrent Cell-ID mea-
surements (see section 4.2.1) in this case.
10.1. The Turf-Tribe Method
Our method operates on a combination of social and location information. It requires
observations of people visiting certain places recorded in Bluetooth proximity data.
Based on this information, we create a network between people and places. Then,
we calculate the social positions within this network (this concept was introduced in
section 3.4.1) to reduce it to meaningful groups of people and places and to quantify
the relation between those groups of people and places. The specific steps of the turf-
tribe method are the following:
1. A bipartite network of people (or Bluetooth devices in general) and locations is
constructed. In this network, a person is connected to a location, if the person
was observed to visit that location. This relation is quantified by the number of
times this incident was observed. A person must not be connected to another
person and a location must not be connected to another location.8
2. As an optional step, we lay out the bipartite network on a two dimensional map
containing the locations. Depending on the area, a street map, a floor plan or
some other map may be used. On this map, the location nodes are placed on the
corresponding locations. The person nodes connected to the location nodes can
be laid out with embedded spring algorithms (see section 3.4.2). The width of
the connecting lines between the nodes may represent the strength of the ties.
This visualization gives an impression about the locations in the data and their
8Please note: we use a bipartite network for this representation, not a two-mode network as we did in
the temporal-cluster method (see section 9.1). The difference is not evident in the network graph, but
the matrix representation of a bipartite network is a square matrix. Locations and people are treated
equally, in line with each other in the rows and columns of the matrix. Consequently, an operation
to transform to one-mode is not required. We choose the bipartite network, because we need to keep
both types of nodes in the network for further analysis.
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connections by people. However, it can be confusing if there are many nodes
and connections.
3. Structural equivalence of the nodes in the network is determined by Pearson
correlation (see equation 3.3). As a result, we obtain a matrix containing a
similarity metric between all pairs of nodes.
4. Discrete groups of people and locations are then created by single-link hierarchi-
cal clustering on the similarity matrix. The output of the hierarchical clustering
is a dendrogram, which specifies a progressive separation of the nodes. At this
point, we choose the number of groups (people plus locations) we wish to have
from the dendrogram. The result is a mapping of each person and location node
to a group. To visualize this result, the nodes of the original bipartite network
of step two can be marked, e.g. by color and shape, to indicate their group-
membership.
5. A blockmodel is formed by combining the bipartite network and the result of
the clustering as described in section 3.4.1. In this process, all nodes comprising
one group are combined into one node. Because the ties between the original
nodes are weighted by the number of visits, the mean value criterion (see sec-
tion 3.4.1) is used to calculate the weights between the combined nodes of the
blockmodel. The result is a blocked network containing groups of people and
groups of locations, as opposed to each single location and person in the original
network. The number of nodes is equal to the number of groups chosen in step
four.
6. Finally, we lay out the blocked network in the same way as the bipartite network
in step two. Additionally, the size of the nodes corresponds to the number of
original nodes a blocked node represents. In contrast to the network of step two,
the blocked location nodes may comprise a set of locations. This can either
be visualized by placing the blocked location node in the center of the separate
locations it represents or by drawing the boundaries explicitly. The resulting
figure shows the different groups of people, groups of locations and the relations
between them in a clear picture. By choosing different numbers of groups in step
four, the granularity of groups can be adjusted.
The following three sections demonstrate this method on three different subsets of our
data. The method is varied slightly, if necessary. We also show how the resulting data
can be visualized.
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Figure 10.2.: Locations of TrackStations in the PerCom06 experiment
10.2. PerCom06 Experiment
We introduced the PerCom06 subset in section 8.2. So far, we limited the analysis to
the data from our proband’s mobile scanner. In this section, we analyze the comple-
mentary data, which was recorded by stationary scanners at the same conference.
The PerCom 2006 conference was hosted in the CNR research area. It was a single-
track conference with all paper presentations taking place in one auditorium. De-
mos and posters were located in the same rooms where lunch was served. The main
entrance to the location was in the atrium, but people could also enter the building
through the demo/lunch rooms. The registration was located in the atrium, too, and it
connected the auditorium with the demo/lunch rooms. During the three main days of
the conference, we placed five TrackStations within these premises. Their placement
is depicted in figure 10.2.
During the conference days, 67 devices were discovered by the TrackStations. To
set the devices into relation with the locations where they were discovered, we built
a bipartite network with the TrackStations connected to the devices they discovered.
The strengths of the ties correspond to the number of sightings. Figure 10.3 shows
the resulting network. The squares represent the TrackStations, circles are discovered
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Figure 10.3.: Network of devices at PerCom06, colors indicate mobility classes
devices. The colors indicate their mobility classes (see section 4.5 for the mobility
class definition).
Next, we determine structural equivalence of the nodes in the matrix with corre-
lation, as we did with the day network in section 9.3. Hierarchical clustering is ap-
plied and a clustering with six groups is chosen. Figure 10.4 shows the resulting
groups. TrackStations (squares) and discovered devices (circles) are located in dif-
ferent groups.
As a final step, we create a blockmodel from the clustering (see section 3.4.1). Be-
cause our data contains weighted ties quantified by the number of sightings, we use
the mean value criterion to determine the strengths of the ties in the blocked network.
The blocked network is shown in figure 10.5. Matrix A shows the corresponding ma-
trix, the numbers of devices v are used for the sizes of the nodes in the network. The
number labels of the nodes in the blocked network figure correspond to the columns
and rows in matrix A and vector v.
A =

0 0 0 15.3 3.8 1.1
0 0 0 3.8 21.6 0
0 0 0 1.3 3.7 7.0
15.3 3.8 1.3 0 0 0
3.8 21.6 3.7 0 0 0
1.1 0 7.0 0 0 0

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Figure 10.4.: PerCom06 network with six groups by colors and shapes
Figure 10.5.: Blocked network of PerCom06
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v =

1
2
2
7
15
12

The blockmodel of the PerCom06 experiment (figure 10.5) gives a very clear over-
view about the different groups of Bluetooth devices at the conference, based on their
pattern of movement through the rooms. It also combines the stationary scanners in
a meaningful way: the two scanners in the auditorium were combined into one node,
as well as the scanners in the demo/lunch rooms. The scanners were placed so that
conference attendants would spend a fair amount of time at all their locations. Nev-
ertheless, several devices were discovered by only a subset of the scanners, especially
those represented by node six. In the auditorium, there is a noticeable accumulation of
portable devices (see figure 10.3).
With knowledge of the general patterns of behavior at the observed event and the
spatial layout of the blockmodel on top of the floor plan (figure 10.5), we can interpret
the different groups. Node five represents a pattern of behavior that we would expect
of visitors to the conference. They spent most of their time in the auditorium to listen
to the talks. The accumulation of portable devices indicates that people were using
their laptops in the auditorium (see figure 10.3). This group is also connected to the
entrance area and the demo/lunch rooms. Node four represents a pattern explained
by the behavior of administrative staff. There is a strong connection to the entrance
room, where the registration and the info counter were located. Node six in contrast
shows devices that were not used in the auditorium at all. It is strongly connected to
the demo/lunch rooms and we expect this to be caused by catering staff and people
mainly concerned with the demos.
10.3. CeBIT06 Experiment
We used a similar setup, as we did at the PerCom06, at the CeBIT 2006, an annual
major computer trade fair taking place in Hanover, Germany. As a variation, we mixed
stationary and mobile scanners in this example. Two TrackStations were set up at
different booths in different halls. One was located at the Bremen stand, the other at
the Microsoft stand. Our proband was visiting the fair with a mobile scanner.
Besides a lot of stationary devices at the fair, 673 wearables were discovered by
the three scanners, which were used for the further analysis. Figure 10.6 shows the
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three scanners and the discovered wearable devices as a network diagram. The net-
work is not bipartite as the last one, where connections between the scanning devices
were ignored. Instead, the proband was visiting both stands, which resulted in mutual
sightings between the proband’s device and each of the stationary scanners.
Next, we repeated the application of the turf-tribe method, as we did in the previous
section. Structural equivalence was measured with correlation, groups were formed
with hierarchical clustering, and a blockmodel was constructed. Ties with a value
less than 1 were removed to exclude very weak connections. The resulting network
is shown in figure 10.7. The corresponding matrix A quantifies the strengths of the
connections. Vector v, containing the number of devices in each node, was used for
the sizes of the nodes. The number labels of the nodes in the blocked network figure
correspond to the columns and rows in matrix A and vector v.
A =

0 14 0 1.14 0.08 1 2.24 0 0.46 0 0
14 0 18 0 9.46 1.67 0.06 6.1 7.35 0 2.66
0 18 0 1.14 3.69 0 0 18.33 7.04 1.66 0.05
1.14 0 1.14 0 0 0 0 0 0 0 0
0.08 9.46 3.69 0 0 0 0 0 0 0 0
1 1.67 0 0 0 0 0 0 0 0 0
2.24 0.06 0 0 0 0 0 0 0 0 0
0 6.1 18.33 0 0 0 0 0 0 0 0
0.46 7.35 7.04 0 0 0 0 0 0 0 0
0 0 1.66 0 0 0 0 0 0 0 0
0 2.66 0.05 0 0 0 0 0 0 0 0

v =

1
1
1
7
13
9
143
21
26
108
346

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Figure 10.6.: CeBIT network, colors indicate groups
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Figure 10.7.: Blocked CeBIT network, edges with values less than 1.0 removed
While the amount of people was limited on the PerCom conference, there was a
massive amount at the CeBIT: 673 wearable devices. With our focus on wearable
devices in this experiment, we can relate devices to people. The blocked network of
figure 10.7 shows, that the largest group of people (node 11) was discovered by the
proband with the mobile scanner (node 2). He visited the Bremen stand (node 3) for
a longer period of time than the Microsoft stand (node 1). This behavior is consistent
with the data, showing that there were more different devices discovered at the Bremen
stand (nodes 4, 5, 8, 9 and 10), than at the Microsoft stand (nodes 4, 6 and 7).
Further, the blockmodel provides us with groups of people who were with the
proband at the stands. It differentiates between people being discovered more often
at the stand than by the proband (node 8), that were discovered more often by the
proband than at the stand (node 5 and 6) and groups being discovered by the proband
approximately as often as at a stand (node 9). We also get a small group that was
discovered at both stands, but not by the proband (node 4).
10.4. Routine05 Experiment
Next, we turn to another variation on the connection between social context and loca-
tion. The Routine05 subset contains Cell-ID measurements additional to the Bluetooth
discoveries. This gives us the locations of the proband within the city with an accuracy
of approximately 100–200 meters. Further, we can locate the Bluetooth contacts in
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space. Compared to the stationary Bluetooth scanners used before, there is no need to
equip each place with such a device. The drawback of this method is, that the resulting
location information is less precise (see section 4.2.1).
A bipartite network is constructed from the data. Cell-IDs, as well as wearable
Bluetooth devices, are both taken as nodes. A Cell-ID node is connected to a Bluetooth
device node, if the proband’s mobile scanner detected a device, while it was logged
into a certain cell. The strength of a tie corresponds to the number of sightings within
a cell. The proband’s device is not explicitly present in the constructed network, but
implicitly connected to all nodes.
After the dataset has been collected, the connection between Cell-IDs and real-world
locations had to be established. Based on a list of places the proband reported he had
been, those locations were explored for the present cells. Then, the network could be
laid out in a geographical manner by tying the Cell-ID nodes to locations on the map
(see figure 10.8).
With the same procedure as in the last experiments, structural equivalence is deter-
mined, groups are created and a blockmodel is formed. In figure 10.8, the groups of
this procedure are indicated, which are then reduced to the blocks of figure 10.9. The
corresponding matrixA and vector v show the underlying numerical values. Again, the
number labels of the nodes in the blocked network figure correspond to the columns
and rows in matrix A and vector v.
A =

0 0 0 0 0 0 0 1.33 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1.25 0.25 0 0 0 0
0 0 0 0 0 0 0 0 0.03 1.87 0 0 0 0
0 0 0 0 0 0 0 0.17 0 0 0 0.5 0 1.5
0 0 0 0 0 0 9.39 0 0 0 0 0 0 0
0 0 0 0 0 0 171.77 0 0 0 0 0 0 0
0 0 0 0 9.39 171.77 0 0 0 0 0 0 0 0
1.33 0 0 0.17 0 0 0 0 0 0 0 0 0 0
0 1.25 0.03 0 0 0 0 0 0 0 0 0 0 0
0 0.25 1.87 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0.5 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1.5 0 0 0 0 0 0 0 0 0 0

v =

1
2
15
2
63
11
2
3
2
2
2
1
2
2

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Figure 10.8.: Bipartite network of Bluetooth devices and Cell-IDs, located on a street
map
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Figure 10.9.: Blocked network of Bluetooth devices and Cell-IDs, located on a street
map
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The Cell-ID location method of the third experiment and the resulting blockmodel
gives an overview about the locations our proband has been, in combination with peo-
ple he discovered (figure 10.8). In the north-east, there is the university, where he
was working. The city center in the south-west is where his apartment was located.
He traveled the way between home and work by car, along the park. The network
consists of five disjoint components. The major components of the network represent
three basic situations: home, work and commute. The two places, home and work, are
socially unconnected in this example. There is no overlap in discovered Bluetooth de-
vices at those two places. Further, there are two isolate pairs, single discovered devices
connected to single Cell-ID nodes.
The blockmodel is again able to simplify the network (figure 10.9). In comparison to
the other two experiments, we have a larger number of locations here. Twelve different
Cell-IDs—excluding the isolate pairs—get summarized to six in the blockmodel. The
reduction by structural equivalence does not work correctly with the two isolate pairs
of Cell-ID node and device node. In the blocked network, they are reduced into one
cluster, in contrast to the other cases, where the distinction between Cell-ID node and
device node is preserved. Thus, it would make sense to separate such isolate pairs and
exclude them from the procedure.
10.5. Discussion
With the given examples, we could show that the turf-tribe method presented in this
chapter is able to create discrete groups of discovered people by their preferences for
certain locations. This works in a variety of different settings: while the data at the
PerCom06 is rather dense, both in terms of location and sightings per Bluetooth device,
it is sparse in the Routine05 set. The CeBIT06 data again exhibits a different pattern:
there is a large amount of detected devices, but the recorded location information is
rather sparse which limits the interpretation of the groups of people.
In a similar manner as people are combined into groups, different locations are com-
bined, if they exhibit a similar social context. This is demonstrated with the PerCom06
data (the two locations in the auditorium as well as the two demo/lunch rooms) and
with the Routine05 data (we can see this reduction throughout the components: home,
commute and workplace). This means, that the method achieves a differentiation of
locations by their surrounding social context. Although there is no example in our
dataset, we can also expect, that geographically distant locations are combined, if
they are frequently visited by the same persons. Especially on a large scale dataset
comprising a whole city, such a network visualization could reveal interesting social
connections between different neighborhoods.
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Another aspect of the turf-tribe method is that it can cope with different perspectives
of observation. The PerCom06 experiment demonstrates an allocentric perspective,
with a number of stationary scanners overlooking specific locations of an area. In
the Routine05 experiment in contrast, the whole analysis is subject to the egocentric
perspective of the proband. Thus, the result does not represent the real connections
between people and places, it is rather filtered through the personal view—it represents
the observations of the proband. The CeBIT06 experiment shows the application of
the method to a mixed scenario: there are two locations and the mobile proband. The
outcome must thus be interpreted in the light of both allocentric and egocentric views.
Though mobile and fixed scanners are not partitioned in the structure of the matrix,
they stay distinct for their patterns in the CeBIT06 experiment.
We have also used different localization techniques and applied the turf-tribe method
to them. On the one hand, there is the high-accuracy technique of Bluetooth localiza-
tion (PerCom06 and CeBIT06), on the other hand, there is the rough Cell-ID approach
(Routine05). The experiments in this chapter show, that our method can manage both
equally well. It would be interesting to test the turf-tribe method on more different lo-
calization techniques. E.g., GPS would result in a much larger number of locations—
every single localization would result in a slightly different location. Because our
method is based on the structural equivalence of the relation between locations and
people, it should be able to create meaningful clusters of GPS locations. Another inter-
esting approach would be to combine multiple localization techniques (e.g. Bluetooth,
GPS and Cell-ID).
A variation we have not explicitly looked at is the visualization in different reso-
lutions. In the examples, we have chosen specific numbers of clusters, and thus the
number of groups that should be created for the blockmodel. By changing this num-
ber, it is possible to create a detailed view with many nodes (the most detailed view
does not cluster at all and is thus shown in figures 10.4, 10.6 and 10.8) or an overview
with meaningful groups (e.g. figures 10.5, 10.7 and 10.9).
10.6. Summary
In this chapter, we exploited geographical location information to localize social con-
text in space and to construct geographical areas of similar social context. We in-
troduced our turf-tribe method and demonstrated it on three different subsets of our
dataset exhibiting different situations. The evaluation shows that the method is able
to analyze data recorded from an egocentric perspective, the allocentric perspective or
mixed points of view. The resulting network graphs of the method can be visualized
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geographically, e.g. on a map or a floor plan. Social structure can thus be explored in
a convenient way.
When we compare our findings to the notion of “comfort in public places,” as put
forward by Paulos et al. [149], we see that the method in this chapter can visualize
the concepts of turf and tribe in a novel way. Moreover, it contributes the composition
of social groups as well as the construction of larger areas from multiple location
measurements.
The turf-tribe method builds on two important aspects of the UPI—social structure
and spatial structure—and allows their interpretation in relation to each other.
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In chapter 9, we presented a method to analyze the dataset on a rough scale of time.
From the aggregation of the whole dataset or subsets of a couple of days, we proceeded
with a day to day analysis. In this chapter, we conclude the analysis of our dataset
with a view on social context on a smaller scale of time and analyze personal behavior
within a day.
The focus is on the changing of the social environment in five minute steps, as a
way to separate episodes during the day. The basic idea is, that many episodes are
separated by a change in social context, or are characterized by a sustained change
of it. Therefore, we propose two feature functions which indicate a changing in the
social environment, both within that of familiar Bluetooth devices and strange ones
respectively. The features are chosen to be independent of the percentage of people
that can be identified by the device inquiries, but to achieve good performance, enough
detectable devices are a requirement.
The method is applied to the Ubicomp05 subset. We found, that we can easily match
the results of our feature functions to the schedule of the conference and recognize
deviations, where the proband did not follow the schedule.
11.1. Procedure
We base the detection of personal episodes on Bluetooth proximity data collected from
the egocentric perspective. For the intended analysis, data is necessary in a rela-
tively high resolution (approximately 30 seconds in our case). It is also important
to have continuous data covering the whole time of measurement, preferably without
any dropouts.
The Ubicomp conference 2005 in Tokyo together with the workshop “Metapolis
and Urban Life” was selected as a social event for the experiment for its varied pro-
gram schedule, and because it was expected that a large proportion of the conference
attendees had a detectable Bluetooth device with them. Our proband was one of the
attendees, carrying a mobile phone with the WirelessRope J2ME program during the
entire time of the conference, including time he spent before and after the official con-
ference time schedule outside of his hotel room. Additionally, he took photographs
with the same device to document his activities. The program schedule of the confer-
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Figure 11.1.: Histogram of sightings Figure 11.2.: Histogram of meetings
ence provides detailed information about the planned timing of activities. The Wire-
lessRope was configured to conduct scans every 30 seconds to achieve high resolution
data. The experiment ran over six days in September 2005. On day one and two, the
workshop took place. Part of the first day was an exploration of the city in the after-
noon. Days three to five were spent on the main conference. The last day was spent
with recreational activities in the city.
The resulting dataset comprises 50,953 Bluetooth sightings (compare to table 8.1).
From the recorded dataset, only the wearable device classes were used for further
analysis (see section 4.5), which have the highest correlation with people. These de-
vices were classified into either familiar or strange, following a basic bipartite view of
people from an individual’s perspective. The model we use to accomplish this classi-
fication is straight forward and works reasonably well in the conference scenario. We
define a familiar device to be one, that was met more than five times by the proband.
A meeting is defined as a duration of time, during which the device was regularly de-
tected. After five minutes of absence, a meeting was over. This method regards for
common failures of the Bluetooth inquiry mechanism to detect a device from time to
time. Following this method, there are 1,661 meetings in total in the dataset. Figure
11.1 and 11.2 show the histograms of individual Bluetooth sightings and the derived
meetings, respectively. There were approximately 650 registered conference visitors.
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Figure 11.3.: Feature data of six days in Tokyo (smoothed by splines)
69 devices were classified as familiar and a total of 290 as strangers for the whole data
set including conference and city encounters.
For the analysis, a set of quantitative features was extracted from the sets of devices
by a sliding time window of five minutes. Let Ft be the set of all detected familiar de-
vices in the time interval [t, t+1[ and St the set of strange ones, respectively. The num-
ber of arriving familiar devices is f+t = |Ft|−|Ft∩Ft−1| and f−t = |Ft−1|−|Ft∩Ft−1|
is the number of leaving familiar devices. s+t and s
−
t are defined correspondingly. The
analyzed features indicate the dynamic in the group of familiars and strangers. They
show how much an individual moves in accordance with the surrounding people:
DynFam(t) =
(f+t + f
−
t )− ||Ft| − |Ft−1||
|Ft| (11.1)
DynStra(t) =
(s+t + s
−
t )− ||St| − |St−1||
|St| (11.2)
11.2. Results
Figure 11.3 shows the features DynFam and DynStra for the six days of the exper-
iment. Labels assign meaning to the events detected by the feature functions, e.g.
arriving at the conference, coffee breaks and time spent at the exhibition and poster
session. The peaks indicate the different social activities the proband was engaged
in. The conference activity shows up clearly in the data. Arrival is indicated by a
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peak in DynStra that is triggered during the movement through the crowded city. Cof-
fee breaks, lunch and visits to the exhibition are indicated by peaks in DynFam. The
workshop during day one and two is not detected, since the group behavior was rather
homogeneous and did not exhibit the measured dynamic. The city exploration as part
of the workshop on the other hand is clearly indicated. The arrival to the workshop did
not require movement through crowds.
In detail, the diagram can be interpreted for the following situations on day three:
7:45 – 9:00 The proband was going from his hotel to the conference venue by sub-
way. The data shows an increase in strange persons, then the passing by of
strangers and subsequently a decrease of strangers and an increase of familiars
as he arrives at the conference.
9:00 – 18:50 There are five peaks in the dynamic of familiars during this period.
They correlate with the conference program and indicate situations of moving
among the familiar conference attendees. The first coffee break was at 10:40,
lunch began at 12:00, during the third wide peak the test subject was talking to
different people at demo stands. The next coffee break was at 15:00. The demo
and poster session began at 16:40.
18:50 – 19:30 Attendees were transferred to the reception location by buses. Dy-
namic in familiars is due to the departure situation, with an increase of strangers
and decrease of familiars when people were separated. Passing by of strangers
is indicated by the peak in the dynamic of strangers. The increase in familiars
shows the arrival at the reception.
19:30 – 21:30 The proband was at the reception. Dynamic in familiars reveals that
he was changing the group he was talking to at 20:45.
21:30 – 0:00 After the reception, he went to a restaurant with some of the conference
attendees. The data shows a decrease of familiars at departure, but the restaurant
situation is not visible in the data. At 23:15 he left the restaurant and returned
back to his hotel.
11.3. Discussion
The peaks vary in width and height. The height relates to the frequency and amount
of the changing of people in the surrounding and the width to the duration of the
changing. Thus, the departure from the conference with everybody leaving at the same
time causes a higher peak than the coffee breaks, where only a subset of the attendees
has been in motion. The whole conference situation is characterized by the paper
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sessions with regular breaks for coffee, etc., resulting in short peaks on the feature
functions. Continuous movement through the crowded city, in contrast, produces an
amplitude over a longer period of time.
Our model of partitioning familiar and strange Bluetooth devices works well for the
given scenario. Movement in the anonymous city can be clearly distinguished from
movement in the familiar context of the conference. With the knowledge of the larger
context—the conference visit in this case—it is possible to assign meanings to the
individual peaks. We can correlate scheduled events with the characteristics of the
feature functions. We can also recognize deviations from the schedule, e.g. the short-
term departure of the proband from the conference on day five, at 10:00, from the peak
in DynStra.
There were a few limitations encountered with this experiment. First, Bluetooth was
generally unpopular in Japan. However, most of the times there was enough reception
in the city for this analysis. Only movement in the night was generally not detected,
although there were strangers on the streets. Inaccuracies in Bluetooth device inquiry
were also discovered, but seem to have no significant negative effect (compare [46]).
Moreover, the processing could not have been carried out in this manner during the
measurement in a real-time fashion. The reason is, that the familiarity was calculated
over the whole conference time before the features were calculated. Thus, effects of
the process of becoming familiar are not addressed here.
The approach presented in this chapter is fundamentally different from the methods
of the previous chapters in that it is not based on network structure. Instead, it follows
in the tradition of established machine learning methodology, where the behavior of a
system is understood in terms of the combination of a set of feature functions. The pre-
sented functions DynFam and DynStra can be used in such a methodology to identify
and separate different episodes in daily life, which are characterized by social context.
In combination with a more sophisticated algorithm to partition Bluetooth devices into
more than the familiar/stranger dichotomy, e.g. by determining the “tribe” of a person
based on the turf-tribe method of chapter 10, a powerful classification engine could be
built.
11.4. Summary
In this chapter, we have used high resolution Bluetooth scan data to recognize personal
episodes during a day. Again, our method relies on social context to facilitate the
analysis, but unlike the previous chapters, it does not utilize network models.
A simple function to partition Bluetooth devices into familiar and strange devices
on the basis of meetings was introduced. On this basis, two feature functions were
161
11. Detection of Episodes
defined to measure dynamics in the Bluetooth environment—one for the dynamic in
familiar, the other for the dynamic in strange devices. The functions’ amplitudes relate
to the changing of the social context in five minute steps throughout the day.
The application of these functions to the Ubicomp05 subset have shown, that it is
easy to correlate the peaks and amplitudes with the schedule of the conference. Devi-
ations from the schedule can be identified and the patterns generated by recreational
activity in the city exhibit a very different characteristic.
162
Part IV.
Conclusions and Future Work
163

12. Conclusions and Future Work
In the beginning of the 2000s, I was showing a group of teenage school girls the wear-
able computing lab in the TZI, Bremen, with all its fancy and futuristic technology. To
make an argument, that—at least a couple of them, I expected—were already having
some kind of computer with them, being always on and connected, I asked them, who
of them owned a mobile phone. The reaction was not quite what I anticipated: they
looked at me, as if I were from out of this world, and told me, that of course they all had
one. At that time, I myself did not own a mobile—I definitely was out of their world.
Today, the mobile phone is a pervasive technology, not only for the digital natives—
I also have one (my third so far). Recently, these devices evolved into a platform for
mobile sensing [23] and feature powerful interfaces with the ability to browse and
manipulate impressive amounts of data. Over night, it seems, research visions have
been turned into commercial applications (e.g. augmented reality). But still, there are
numerous opportunities for the phone to fill the gap between digital and sensor city,
as we have outlined in chapter 2. How can we build upon the current infrastructure to
reach the next stage to reveal a myriad of opportunities for cooperation, innate to our
urban environments?
We have undertaken the attempt of understanding a few facets of what makes up
temporary urban life, especially the ambiguous role of anonymity and (familiar) strang-
ers, which proves to be defining of our urban experience. Chapter 3 has further iden-
tified current usages of social context in pervasive computing applications. There is a
trend for such applications to leave the controlled office environment they were initi-
ated in and move out onto the streets—supporting us in making sense of the complex
social structure surrounding us.
From a pervasive computing perspective, measuring spatial proximity is key to the
understanding of social context. When it comes to spatial proximity, the pervasive
sensing platform mentioned in the beginning of this section with its Bluetooth short
range communication protocol bears tremendous potential, compared to other tech-
nologies (see chapter 4).
Most users underestimate the amount of traces they leave behind when using net-
worked information technology in general as well as the insights and conclusions that
can be drawn out of them (e.g. by the advertising industry). Mobile technology is no
different in this respect and is eventually even able to provide more—being with the
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user all the time, being equipped with all kinds of sensors, becoming a general inter-
face to all kinds of services. While there are traces which are an inevitable necessity
for the functioning of the technology itself (e.g. the traces of cell tower connections
recorded by the operators of mobile networks), people voluntarily provide more than
this: we found, that depending on the location and cultural background, there are ap-
proximately between 2% of people in Germany, 6% in the US and 7% in the UK (mea-
sured in 2006, see chapter 7), which can be detected by conducting standard Bluetooth
device inquiries.
A lot of people are aware of the visibility of their phones as we can see when taking
a look at all the funny and expressive names they have given to their devices. Some are
even requests to interact with them and to send them messages [89]. The component
which turns Bluetooth into an excellent tool for studying social context is the unique
and immutable device address of each device. You might ask yourself: where have I
encountered that person over there before? Your mobile can measure and record the
different social circles you visit and give you an exact answer to your question. It could
also tell you other places a person tends to go. Maybe you should check them out?
The premise of our work is, that the few percent of people we can discover using
Bluetooth technology are representative for the greater society. Thus, this technology
gives rise to measure human mobility and social circles at a precision, which is by
far higher than the pure Cell-ID data recorded by mobile operators. Although this
might seem to have Orwellian aspects of surveillance, the Bluetooth approach is ac-
tually closer to the concept of sousveillance, as Mann puts it forward [116], enabling
everybody to collect and use this freely available information for his own purposes.
To conduct Bluetooth measurements on a large scale, we have developed the Wire-
lessRope proximity sensing system consisting of mobile scanners, stationary easy-
to-deploy scanners and data collectors as well as a server to aggregate all data and
transform it in different ways. All the necessary technology we built upon is widely
available. Following the philosophy of sousveillance, we put the developed software
in the public domain, for everybody to learn about his own social context (see chapter
5). Our proband was using the equipment in seven different settings ranging from daily
routine to conference situations, sightseeing and a carnival procession.
12.1. Contributions
In chapter 2, we presented the concept of the urban pervasive infrastructure (UPI) with
its aspects of mobility, temporal structure, social structure, spatial structure and facts
and figures. Throughout this thesis, we substantiated the concept with the application
of augmented gatecounts, methods to put social, spatial and temporal structure into
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relation as well as a system to measure Bluetooth signals of the UPI. The principal
contributions are:
Visualization of Social Context We have developed a method for the mapping
and visualization of social context. The method is based on the construction
of an ego proximity network based on physical proximity. By measuring the
Bluetooth devices around us, we can locate any social situation on the map and
put it in relation to our former experience.
We have demonstrated this method with data collected by our proband through
the course of 37 days. We have shown how to construct an ego proximity net-
work from our dataset. The notion of 2nd grade encounters is used, where a
relation between two nodes in the network is created when two devices are en-
countered at the same time and location.
Our data demonstrates, that such a network is highly connected with the major-
ity of the nodes in one component. Thus, we could show that even the small
percentage of people we could measure with our method are enough to create a
mostly cohesive map of personal social context. Chapter 8 contains a detailed
discussion.
Comparison of Days by Social Context Further, we have developed a method
to compare temporal entities, e.g. days or sets of days, in terms of similarity of
social context. the metric gives us the possibility to cluster days we have spent
in socially similar situations. Thus, we can create groups of days, e.g. for the
purpose of creating an automatic diary.
We facilitated this by first creating an affiliation network of the temporal entities
in question and the discovered devices. Structural equivalence proves to be an
apt measure to perform the final hierarchical clustering.
Interestingly, by filtering for different Bluetooth mobility classes (e.g. wearable
or stationary, as defined in section 4.5), we can shift the focus from similarity in
social context to similarity in geographical location. Chapter 9 shows how the
method performs on our dataset.
Comparison of Locations by Social Context With a variation of the previous
method, we are able to identify and visualize local communities of people as
well as locations these communities are related to. By using an additional local-
ization method (e.g. Cell-ID or with a mapping to localize stationary Bluetooth
devices geographically), we can determine the geographic locations the local
communities are connected to. We can also summarize geographic locations in
terms of their social context. E.g., some streets in a city might be inhabited by
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similar people, going to work and recreation at the same places, while a neigh-
boring street might be inhabited by another class of people. Such segregation
can be observed in many cities.
For this method, a bipartite network of devices and places provides the starting
situation. We then transform the network by measuring structural equivalence
and creating a block model. Finally, it can be laid out spatially on top of a map
(e.g. a street map or a floor plan of a building).
We have demonstrated this method in chapter 10 with three scenarios: the Per-
Com06 conference in Pisa, the CeBIT computer fair 06 in Hanover (both with
Bluetooth localization) and the daily routine of our proband in Bremen (using
Cell-ID for localization).
Detection of Episodes In chapter 11, we introduced a different method to detect
changes in social context on a short-term, which can be used to separate dif-
ferent episodes during the day. Our method is based on the differentiation of
familiar (regularly detected) and strange (not repeatedly discovered) devices.
By discovering dynamic in each of these classes of devices in proximity, we
can distinguish situations of changing social situations from stable situations,
separately for unknown and familiar people around us.
We have demonstrated the functioning of this method with a six-day dataset
recorded at the Ubicomp05 conference, including conference days, workshop
days and recreational time.
Characterization of Bluetooth Inquiries As a basis for the above methods, we
have conducted experiments to characterize the properties of Bluetooth device
inquiries. We conducted augmented gatecounts in different locations to measure
and compare the degree to which we can detect people using Bluetooth. Chapter
6 contains controlled lab experiments and chapter 7 the gatecount experiments.
Dataset of Egocentric Proximity Data We collected a dataset of Bluetooth de-
vice inquiries with interesting features for our purposes. In contrast to the Re-
alityMining dataset, we needed data from only one proband in a set of different
contexts. The set contains seven different settings, recorded in a variety of loca-
tions around the world. It also contains gaps in time, so that we could show the
effect of long-term developments.
Two subsets of data were augmented by a set of additional stationary scanners
with known locations, which afford an allocentric perspective on the social situa-
tion. Another instance contains Cell-ID information in addition to the Bluetooth
discoveries.
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Soft- and Hardware for Measurement and Data Aggregation To realize the
practical collection of the dataset and to conduct measurement of Bluetooth per-
formance including the gatecounts, we developed a system of software tools.
A program for mobile phones was used to carry out the main data collection
from the egocentric perspective. It provides a user interface to visualize and ex-
plore the current social context spontaneously. A number of embedded boards
were assembled to create small stationary devices, which could be easily de-
ployed at various settings. They provide greater control over the parameters of
the Bluetooth protocol than the constrained API of mobile phones. The station-
ary devices also acted as data collectors for the mobile phones. Thus, the mobile
phone program automatically uploads its data to the stationary devices, which
again forwarded all data to a single server, where it was aggregated in a database.
A special program on the server transforms and exports the data for the various
analyses we carried out.
Chapter 5 outlines the details of the software and hardware we developed. The
software is available under the GPL license to support further research. It can
be downloaded at
http://sourceforge.net/projects/wirelessrope [202].
12.2. Future Work
Many questions come to mind, with the work presented here. Social context is a
topic not extensively researched in computer science, yet. We have shown a number
of illustrative examples with the goal to demonstrate the potential of the concept of
social context. It is probably the interdisciplinary nature of social context, what makes
this research difficult. As computer scientists, we often arrived at the limits of our
technical perspective—and were tempted to cross the boundary. We think, that there
is great potential in broad interdisciplinary research into this topic.
When it comes to the technical basis of this work, many developments have hap-
pened from when we started. The Bluetooth specification has received major updates,
however the device inquiry procedure has not been in the focus. As we have argued in
chapter 2, the device inquiry is more than a tedious necessity for connecting devices.
With several improvements, it could be a convenient basis for proximity applications
in general. To improve Bluetooth’s applicability here, faster detection of other devices,
precise distance measurements and privacy control would be needed.
In the meanwhile, a few years have passed since we conducted the augmented gate-
count studies. It would be interesting to survey more locations and see how the Blue-
tooth penetration changed over time. Recently, the measurement of people’s density
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has become of commercial interest, with data based on mobile phone localizations via
WiFi [177]. How does the Bluetooth method compare in terms of precision?
The two methods dealing with temporal data (chapters 9 and 11) are relevant in sup-
porting human episodic memory and automatic diary applications. Could we improve
the Forget-Me-Not device this way?
Although we have discussed how our methods relate to other approaches, e.g. the
eigenbehavior method, we have not combined multiple approaches. Each method is
able to reveal another aspect in the structure of our social fabric. Combinations should
prove to be more powerful.
There is also potential to elaborate the methods presented here by using them on
different data sets. The spatial mapping we have done in chapter 10 has only been
demonstrated with sparse data (Routine05) or small areas (PerCom06). We would like
to run it on larger datasets of combined Bluetooth and GPS data. It should be possible
to refine the method to create areas with crisp geographical boundaries compared to
our fuzzy Cell-ID areas. The large Cell-ID datasets from mobile operators would also
be worth an analysis. Such data could create a social map of a large area, e.g. a city.
We believe, that such social maps will become an indispensable complement to
street maps. In the last years, we have experienced a shift towards purely geographical
navigation, manifested in the pervasive car navigation systems. It is time for the social
navigation approach to be revived and to augment our geographic street maps. If there
are many ways we could take through the city, which would we want to take? There
might be neighborhoods we want to avoid. There might be areas where the probability
to meet people of “our kind” is higher.
Let us follow the footprints in the snow.9
9More on social navigation in [73]
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Photograph by miss_blackbutterfly10
10http://www.flickr.com/photos/blackbutterfly/3245462287/, accessed May
24th, 2010
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