Experimental Methods for the Analysis of Optimization Algorithms by Bartz-Beielstein, Thomas et al.
Appendix
415T. Bartz-Beielstein et al. (eds.), Experimental Methods for the Analysis of Optimization 
Algorithms, DOI 10.1007/978-3-642-02538-9, © Springer-Verlag Berlin Heidelberg 2010 
Appendix A
A Brief Introduction to Inferential Statistics
Dario Basso
Abstract This appendix introduces the elements of statistical theory that are used
throughout the book. It starts by deﬁning random variables and the theoretical mod-
els to describe them. It then brieﬂy outlines the concepts underlying point estima-
tion. The central part is dedicated to hypothesis testing and conﬁdence intervals by
means of which inference from sample statistics to population parameters is carried
out. Subsequently, the treatment focuses on regression and modeling, which play
a fundamental role in several chapters of this book. The presentation is necessar-
ily limited to linear regression and to basic model ﬁtting. For a broader treatment
of statistical theory the reader is referred to any textbook of statistics and to Mood
et al. (1974) and Davison (2008).
A.1 Introduction
Inferential statistics is a collection of techniques that allow us to deduce information
from a set of observed data about a phenomenon under investigation in a population
of interest.
The motivation for such techniques is the fact that surveying the phenomenon
on the entire population (census) in order to gain complete knowledge of it is often
unrealistic or too expensive. An alternative is then to extract a set of statistical units
(i.e., a the phenomenon on this restricted set of units. We may do this because we
expect the units in the sample to reproduce the phenomenon as it is in the population
(with a certain degree of variability depending on the size of the sample).
A “well-chosen” sample should be representative of the population, therefore the
statistical units to be included in the sample should be chosen independently of the
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characteristics of the phenomenon in the population. This is usually known as a
random sampling from a population.
There are several ways of sampling units from a population (e.g., with replace-
ment or without replacement), and we may consider ﬁnite populations (e.g., the non-
isomorphic graphs of a certain size for which we wish to determine the chromatic
number) or nonﬁnite populations (such as the runtime of an optimization algorithm).
In inferential statistics, the observed data are usually considered as n independent
realizations of a random experiment, whose possible outcomes are described by a
random variable (r.v.).1 The distribution of the random variable depends on some
unknown parameters of the population and on how the sample has been extracted.
We can also say that the random variable is a model of the phenomenon in the popu-
lation, and that each datum is a realization of the same random variable. According
to this model, the sample data are then considered as n realizations of independent
and identically distributed (i.i.d.) random variables.
In parametric inference, the random variable describing the experiment is deﬁned
by a probabilistic model, which is usually a mathematical formula determining the
probability of an event (or a set of events). The probabilistic model is identiﬁed
by a parameter θ (or sometimes by a vector of parameters) that takes values in a
parameter space Θ. The collection of probabilistic models identiﬁed by all possible
values of θ in Θ is called a parametric statistical model. Here the inference on
the phenomenon in the population is translated into an inference on the unknown
parameter θ that identiﬁes a speciﬁc distribution among those that belong to the
statistical model. In the likelihood function approach, we seek the value for θ that
is most in agreement (likely) with the observed data. There are other approaches to
inference, such as nonparametric and Bayesian inference.
This probabilistic approach serves two purposes: (i) describing the variability of
the sample outcomes and (ii) evaluating the uncertainty of the inference, e.g., by
providing an interval of possible values for the true parameter θ, or by evaluating
the risk of incorrectly answering the question “does the true parameter θ belong to
a certain subset Θ0 ∈ Θ?”.
Let us end this paragraph with an explanatory example: suppose that we have a
deterministic program, for example, a mixed integer programming solver, and that
we want to determine its ability to solve a speciﬁc class of instances of a certain
optimization problem, say the set covering problem.2 Let θ be the true, unknown
proportion of instances that can be solved within a runtime of, say t0 = 1, 000 s,
that is, the amount of time we are prepared to accept before giving up. Suppose that
a random sample of n instances is taken from the class of instances, and that the
application of the solver to each instance of the sample is coded into two possible
1 A random variable is a function assigning a real number to each element of a probability space.
2 In the optimization version of the set covering problem, we are given a universe U and a family
S of subsets of U , and we want to ﬁnd a cover, that is, a subfamily C ⊆ S of sets whose union is U ,
that minimizes the number of selected sets. A class of instances can be determined, for example, by
specifying a range for the number of objects in U and for the number of subsets in S and a certain
structure in the elements covered by the subsets. Then, the class of instances, although large, is a
ﬁnite set.
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outcomes: 0 meaning “not solved within t0”, and 1 meaning “solved.” We can thus
describe each outcome with a random variable Xi assuming the values 0 and 1
with probability θ and 1 − θ, i = 1, . . . , n. We know from probability calculus
that the random variable S, the sum of n independent and identically distributed
dichotomous variables (such as Xi), has a binomial distribution whose probability
function is
Pr{S = s} = pS(s; θ) =
(
n
s
)
θs(1−θ)(n−s) s ∈ {0, 1, . . . , n}, θ ∈ (0, 1).
Then the binomial distribution is the probabilistic model describing the outcome
(sum) of the sample data, whereas the statistical model is the set P = {pS(s; θ), θ ∈
(0, 1)}. The initial goal evaluating the proportion of solvable instances, is then trans-
lated into estimating the unknown parameter θ.
Once an estimate of θ has been obtained, it will be possible, through a speciﬁed
probabilistic model, to answer questions such as: “is θ > 90%?” “Given that, if we
change sample (i.e., if we repeat the experiment) we will have a different result, can
we say something about the uncertainty of θ (i.e., can we give a set of reasonable
values for θ)?” Of course, each of the previous questions cannot be answered with
certainty. Inferential statistics can answer the previous questions while determining
the probability of “incorrect” conclusions on θ.
A.1.1 Random Variables
A univariate quantitative random variable (r.v.)X is a variable taking values in a do-
main DX with prespeciﬁed probabilities. There are two kinds of quantitative r.v.s:
discrete and continuous (or absolutely continuous). In the former case the cardinal-
ity of the support is at most numerable (i.e., it has almost the same cardinality of
N), in the latter DX ⊆ R.
An r.v. X is therefore deﬁned by the speciﬁcation of the domain DX and the
probability associated with each possible outcome of X . Two very intuitive ex-
amples are the following. The outcome of a fair die is characterized by an r.v. X
with DX = {1, 2, 3, 4, 5, 6} and the probability associated with each outcome (also
called the realization of X) is 1/6. The launch of a fair coin can be described by the
r.v. X assuming two values (or modalities): “head” and “tail”, each with probability
1/2. This last example actually refers to a categorical variable (i.e., an r.v. whose
possible outcomes are categories or adjectives), that can be recoded in order to ob-
tain a discrete one (e.g., taking values in DX = {0, 1}, with 0 being “head” and 1
being “tail”).
As far as discrete r.v.s are concerned, the probability of the event {X = x}, x ∈
DX , is given by the probability function pX(x) is summarized by a mathematical
formula. For instance, if X is dichotomous and the probability of the event {X =
1} is denoted by the parameter θ ∈ (0, 1), then pX(x) = θx(1 − θ)(1−x). This
distribution is known as the Bernoulli distribution. The probability function satisﬁes
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0 ≤ pX(x) ≤ 1 for all x ∈ DX , where 0 denotes the probability of an impossible
event, and 1 that of an (almost) sure event.
Another important function that is related to the r.v.s is the cumulative distribu-
tion function (cdf), or distribution function, which is deﬁned as
FX(x) = Pr{X ≤ x}, x ∈ R.
Note that FX(x) is a continuous, nonnegative, nondecreasing function that satisﬁes
lim
x→−∞FX(x) = 0 and limx→+∞FX(x) = 1. The probability of the event X ∈ [a, b]
can be computed as FX(b)− FX(a).
In the continuous case, the event {X = x} has zero probability for all x ∈ DX ,
so the probability function does not apply here. The r.v. is then described by the
density function fX(x), which is deﬁned as
fX(x) = lim
δ→0
Pr{X ≤ x+ δ} − Pr{X ≤ x}
δ
=
∂FX(x)
∂x
, δ > 0.
Therefore the relationship between FX(x) and fX(x) can be deﬁned as
FX(x) =
x∫
−∞
fX(t)dt x ∈ R.
Of course, a similar deﬁnition can be applied to the discrete case by letting
FX(x) =
∑
t≤x
Pr{X = t}, x ∈ R.
Note that, when X is discrete, its cdf is typically a stepfunction.
The functions pX(x) and fX(x) are nonnegative and must, respectively, satisfy∑
x∈DX
pX(x) = 1,
∫
x∈DX
fX(x)dx = 1.
Usually, the cdf can also be speciﬁed by a closed mathematical formula.
The distribution of an r.v. is characterized by some indexes. One of them is the
expected value, which is deﬁned as
E[X] =
∑
x∈DX
xpX(x) if X is discrete
E[X] =
∫
x∈DX
xfX(x)dx if X is continuous.
The expected value (some aliases are expectation, mean of the distribution, ﬁrst
moment) is a linear operator, i.e., E[a+bX] = a+bE[X]. For instance, the expected
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value of a fair die is equal to 3.5; the expected value of a Bernoulli variable X with
P{X = 1} = θ is equal to E[X] = 1 · θ+0 · (1− θ) = θ. Note that E[X] is not an
r.v., and it can sometimes be one of the parameters of the distribution.
Another possible parameter of a probability distribution is the variance, which is
deﬁned as
V[X] = E[X − E[X]]2 = E[X2 − 2XE[X] + E[X]2]
= E[X2]− 2E[X]2 + E[X]2 = E[X2]− E[X]2.
Thus, the variance of X , when X is the outcome of a fair die is equal to 91/6 −
3.52 = 2.917. If X is a Bernoulli variable with P{X = 1} = θ, then E[X2] =
12 · θ + 02 · (1 − θ) = θ, and therefore V[X] = θ − θ2 = θ · (1 − θ). Note that
V[X] > 0 (since V[X] = 0 implies that X is actually a constant). The variance is
also known as the second central moment. The expected value and variance may be
nonﬁnite. For instance, the Cauchy distribution, whose (standard) density function
is fX(x) = (1+x2)−1, does not admit ﬁnite moments. There are other distributions
that do not admit ﬁnite moments for some values of their parameters. One of them
is the Pareto distribution, whose density function is
fX(x;x0, θ) =
θxθ0
xθ+1
x ≥ x0 > 0; θ > 0.
For the Pareto distribution E[X] = θx0/(1 − θ), which exists when θ > 1, and
E[X2] = x20θ/(2− θ), which exists when θ > 2. In general, if E[Xr] is ﬁnite, then
all the moments of order s with s < r are also ﬁnite.
Other useful indicators of an r.v. are the quantiles. A quantile of order α, α ∈
(0, 1) is the modality xα of an r.v. whose cdf satisﬁes FX(xα) = α. Note that, if X
is continuous, there is a one-to-one relationship between xα ∈ DX and α ∈ (0, 1)
(see uniform distribution). A very special quantile is the median of a distribution,
deﬁned as the quantile of order 1/2. Therefore, the median is the modality x0.5 that
satisﬁes FX(x0.5) = 1/2. Note the quantiles are always well deﬁned only if X is
continuous.
A.1.2 Examples of Statistical Models
In this section we review a few statistical models that are used in this book. The ﬁrst
two models are for discrete random variables while all the others are for continuous
random variables. The description is necessarily concise; for extensive treatment see
Johnson and Kotz (1970).
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Fig. A.1: The binomial distribution for n = 20 and θ = 0.5 (dashed line) or θ = 0.7 (full line)
Binomial Random Variable
In the previous pages we encountered already the Bernoulli r.v.s. A Binomial r.v. is
the sum of n i.i.d. Bernoulli r.v.s. We may indicate a random variable X with
Bernoulli distribution using the notation X ∼ Bi(1, θ). Then, the notation for the
Binomial is X ∼ Bi(n, θ). Its probability and distribution functions are, respec-
tively,
pX(x) =
(
n
x
)
θx(1−θ)n−x, FX(x) = Pr{X ≤ x} =
x∑
i=0
(
n
i
)
θi(1−θ)n−i,
and are shown in Fig. A.1. The mean of the binomial distribution is E[X] = nθ.
The variance of the distribution is V[X] = nθ(1− θ) (see next section).
Poisson Random Variable
The Poisson r.v. is used in modeling random arrivals. In this case we can see X as
the number of arrivals in one unit of time and hence DX = N.
The probability function is
pX(x) = e
−λλ
x
x!
, λ ∈ R+,
and is identiﬁed by the parameter λ > 0, which is the mean of X . Figure A.2
shows an example with λ = 1. We denote this model by X ∼ Po(λ). To see
that
∑
x∈DX pX(x) = 1, obtain Taylor’s expansion of the function exp{λx} in
x0 = 0, and let x = 1. The sum of n independent Poisson r.v.s with parameters
λ1, λ2, . . . , λn is still a Poisson r.v. with parameter
∑n
i=1 λi.
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Fig. A.2: The Poisson distribution for λ = 1
Uniform Random Variable
This variable is deﬁned in the interval [a, b]. We write it as X ∼ U [a, b]. Its density
and cumulative distribution functions are, respectively,
fX(x) =
I[a,b](x)
b− a , FX(x) =
1
b− a
x∫
−∞
I[a,b](t)dt =
x− a
b− a ,
where I[a,b](·) is the indicator function of the interval [a, b]. See Fig. A.3. Note that,
if we set a = 0 and b = 1, we obtain FX(x) = x, x ∈ [0, 1]. A typical example
is the following: the cdf of a continuous r.v. is uniformly distributed in [0, 1]. The
proof of this statement is as follows: For u ∈ [0, 1], we have
Pr{FX(X) ≤ u} = Pr{F−1X (FX(X)) ≤ F−1X (u)} = Pr{X ≤ F−1X (u)}
= FX(F
−1
X (u)) = u.
This means that, when X is continuous, there is a one-to-one relationship (given by
the cdf) between x ∈ DX and u ∈ [0, 1].
Normal (or Gaussian) Random Variable
This variable is deﬁned on the support DX = R and its density function is given by
fX(x) =
1√
2πσ2
exp
{
− 1
2σ2
(x− μ)2
}
.
The density function is identiﬁed by the pair of parameters (μ, σ2), where μ ∈ R is
the mean (or location parameter) and σ2 > 0 is the variance (or dispersion param-
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Fig. A.3: The uniform distribution in the interval [0, 1]
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Fig. A.4: The normal distribution for σ2 = {0.5; 1; 2} (dotted, full, dashed line, respectively)
eter) of X . The density function is symmetric around μ. Some example of normal
densities are given in Figure A.4 for different values of σ2.
The normal distribution belongs to the location-scale family distributions. This
means that, if Z ∼ N(0, 1) (read, Z has a standard normal distribution; i.e., with
μ = 0 and σ2 = 1), and we consider the linear transformation X = μ + σZ,
then X ∼ N(μ, σ2) (read, X has a normal distribution with mean μ and variance
σ2). This means that one can obtain the probability of any interval (−∞, x], x ∈ R
for any normal distribution (i.e., for any pair of the parameters μ and σ) once the
quantiles of the standard normal distribution are known. Indeed
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Fig. A.5: The exponential distribution for λ = {0.5, 1, 2} (dashed, full, dotted line, respectively)
FX(x) = Pr {X ≤ x} = Pr
{
X − μ
σ
≤ x− μ
σ
}
= Pr
{
Z ≤ x− μ
σ
}
= FZ
(
x− μ
σ
)
x ∈ R.
The quantiles of the standard normal distribution are available in any statistical pro-
gram. The density and cumulative distribution function of the standard normal r.v. at
point x are usually denoted by the symbols φ(x) and Φ(x).
Exponential Random Variable
This is deﬁned on the support (0,+∞). We write it as X ∼ Exp(λ). The density
and distribution functions are:
fX(x) = λe
−λx, FX(x) = 1− e−λx λ > 0
and are shown in Fig. A.5. The mean of this distribution is equal to 1/λ; the variance
is equal to 1/λ2. There is a useful reparameterization of this density function which
is called reparameterization with the mean and can be obtained by letting λ = 1/θ;
we write this X ∼ Exp(1/θ). It is easy to prove that the mean and variance of the
distribution, according to this reparameterization, are E[X] = θ and V[X] = θ2.
The exponential distribution is used to describe the times at which random arrivals
occur. Relevant in this context is the memoryless property, that is, Pr{X > s +
x | X > s} = Pr{X > x} for all s, x ≥ 0. Hence, for exponentially distributed
arrivals, the probability that we have to wait x seconds for a new arrival, after we
had waited s seconds, is not different from the probability that we wait x seconds.
The similarity between random arrivals and runtime of stochastic algorithms led to
attempts to use this model and its theoretical consequences also in this latter ﬁeld.
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Gamma Random Variable
The exponential distribution is a special case of the Gamma distribution. Random
variables with this distribution have density function:
fX(x) =
λνxν−1e−λx
Γ (ν)
ν, λ > 0, Γ (ν) =
+∞∫
0
λνtν−1e−λtdt.
Here λ is the scale parameter and ν the shape parameter. We write it as X ∼
Ga(ν, λ). The Gamma function Γ (ν) is a standardizing constant, as it satisﬁes
lim
x→+∞FX(x) = 1. Moreover, it satisﬁes the property Γ (ν+1) = νΓ (ν), therefore
if ν is integer, Γ (ν) = (ν − 1)!.
It can be shown that the mean of the Gamma r.v. is ν/λ and the variance is
ν/λ2. Another important property of the Gamma distribution is that the sum of n
independent Gamma r.v.s with the same scale parameter λ and shape parameters νi,
i = 1, . . . , n is still distributed as a Gamma r.v. with scale parameter λ and shape
parameter
∑n
i=1 νi
Weibull Random Variable
This is deﬁned on (0,+∞); its density and distribution functions are
fX(x) = λν(λx)
ν−1 exp{−(λx)ν}, FX(x) = 1− exp{−(λx)ν}.
and are shown in Fig. A.6. We write it as X ∼ We(ν, λ) and it can be shown that
E[X] = 1/λΓ (1 + 1/ν) and V[X] = λ−2[Γ (1 + 2/ν)− Γ (1 + 1/ν)2].
The exponential distribution can be seen as a special case of the Weibull distri-
bution when ν = 1.
Note that it is always possible to translate the distribution of a r.v. by applying
the transformation Y = X−μ. This transformation does not affect the variance and
the shape parameters, but affects the support DY . By applying this transformation
to the examples of Gamma and Weibull r.v.s the support becomes DY = (μ,+∞).
A.2 Point Estimation
In the previous section, we have seen that the core point of the inferential process
is the choice of an adequate statistical model, which is identiﬁed by some param-
eters. In order to model the observed data, the estimation of the parameters of the
probability distribution is required. There are several ways to obtain the estimate of
the parameters of interest. For instance, moment estimation consists of estimating
the parameter(s) of interest with the equivalent sample quantity. Let us assume that
the phenomenon under study can be modeled with an r.v. X with unknown param-
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Fig. A.6: The Weibull distribution for λ = 1 and ν = {0.5; 1.5; 5} (dashed, full, dotted line,
respectively)
eters μ and σ2, where μ and σ2 are, respectively, the mean and the variance of the
population. From the previous sections, we know that the following relationships
hold:
μ = E[X], σ2 = E[X2]− E[X]2.
Now the sample estimators of E[X] and E[X2] are, respectively,
1
n
n∑
i=1
Xi = X¯ and
1
n
n∑
i=1
X2i ;
therefore the moment estimators of μ and σ2 are
μˆ = X¯ and σˆ2 =
1
n
n∑
i=1
X2i − X¯2.
Now suppose we extract an i.i.d. sample of size n from a population to investigate
the phenomenon, say the vector x = [x1, x2, . . . , xn]. Then, the (point) estimates of
μ and σ2 obtained with the moment estimation are:
μˆ =
1
n
xi and σˆ2 =
1
n
n∑
i=1
x2i − x¯2.
Note that the estimator is itself an r.v., whereas the estimate is a realization of an
r.v., although we will use the same symbols, the context being sufﬁciently clear.
Other useful sample indicators are the minimum and the maximum, respectively
denoted by the symbols X(1) = miniXi and X(n) = maxiXi.
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There are other ways to obtain a point estimate, to cite but two, the maximum
likelihood and the least squares estimation, which will be discussed later in this
appendix.
Distribution of the Most Common Sample Estimators When Observations Are i.i.d.
The estimator of the parameter of interest is an r.v. because its realization depends
on the sample given. The estimator of the mean of the distribution is usually the
sample mean. This estimator often has the same distribution as the observations in
the sample. If the sample is made of independent and identically distributed (i.i.d.)
observations, it is easy to obtain the expected value and variance of X¯ . For instance,
if [X1, . . . , Xn] is a vector of i.i.d. r.v.s from a distribution with mean μ and variance
σ2, then
E[X¯] = E
[
1
n
n∑
i=1
Xi
]
=
1
n
n∑
i=1
E[Xi] =
1
n
n∑
i=1
μ = μ;
V[X¯] = V
[
1
n
n∑
i=1
Xi
]
=
1
n2
⎡⎣ n∑
i=1
V[Xi] + 2
n∑
i=1
∑
j 
=i
COV(Xi, Xj)
⎤⎦
=
1
n2
n∑
i=1
σ2 =
σ2
n
,
where COV(Xi, Xj) is the covariance between Xi and Xj . Note that the last re-
sult is due to the assumption of independence among observations, which implies
COV(Xi, Xj) = 0, i 	= j.
The above results are valid whenever the sample is made of i.i.d. observations and
when the common distribution admits ﬁnite expected value and variance. As regards
the distribution of X¯ , it really depends on the distribution of Xi. For instance, if
[X1, . . . , Xn] is a vector of independent r.v.s and Xi ∼ N(μi, σ2i ), i = 1, . . . , n,
then
n∑
i=1
(ai + biXi) ∼ N
(
n∑
i=1
(ai + biμi),
n∑
i=1
b2iσ
2
i
)
ai, bi ∈ IR.
As a consequence, if we let μi = μ, σ2i = σ
2 (hence the Xi’s are i.i.d.), ai = 0, and
bi = n
−1 for all i, then:
X¯ ∼ N
(
μ,
σ2
n
)
.
Another common example is given by considering a sample of i.i.d. observations
from a Bernoulli distribution; that is, when Xi = 1 has a Bernoulli distribution
with parameter θ. Recall from Sect. A.1.2 that S =
∑n
i=1Xi ∼ Bi(n, θ); since
X¯ = S/n, X¯ has the same probability function of S, but a different domain. In
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particular DX¯ = {0, 1/n, 2/n, . . . , 1} and Pr{X¯ = s/n} = Pr{S = s}. This
means that, in this case, it is possible to obtain exact inference on the parameter θ
(see Sect. A.3).
Given that E[Xi] = θ and V[Xi] = θ(1 − θ), we have that, from the general
results on X¯ when observations are i.i.d.,
E[X¯] = θ and V[X¯] =
θ(1− θ)
n
.
The distribution ofX(n), the maximum of n i.i.d. random variables distributed as
FX(x), is obtained by realizing that the event {X(n) ≤ x}, x ∈ DX implies the
event ∩ni=1{Xi ≤ x}, and by the deﬁnition of independent r.v.s. Thus
FX(n)(x) = Pr{X(n) ≤ x} =
n∏
i=1
Pr{Xi ≤ x} = FX(x)n.
The distribution of X(1), the minimum of n i.i.d. random variables distributed as
FX(x), is obtained by realizing that the event {X(1) > x} implies the event
∩ni=1{Xi > x}, and by the deﬁnition of independent r.v.s. Thus
FX(1)(x) = 1− Pr{X(1) > x} = 1−
n∏
i=1
Pr{Xi > x} = 1− [1− FX(x)]n.
The density functions of X(1) and X(n) are, respectively,
fX(1)(x) = nfX(x)[1−FX(x)](n−1) and fX(n)(x) = nfX(x)FX(x)(n−1).
Their distributions can be written explicitly only in some cases, for instance, when
X ∼ U [a, b] or when X ∼ Exp(λ).
Properties of “Good” Estimators
Since an estimator is an r.v., it is possible to obtain the expected value and vari-
ance. These quantities are very useful when comparing different estimators. A ﬁrst
requirement of an estimator is that, on average, it yields the true value of the param-
eter of interest. This property is called unbiasedness. Formally, if θˆ is an estimator
of the parameter θ, the requirement can be written as
E[θˆ] = θ ∀ θ ∈ Θ.
This computation can usually be done because of the assumption that the sample ob-
servations are i.i.d. from a speciﬁed statistical model. For instance, let X1, . . . , Xn
be a random sample from a normal distribution with parameters μ and σ2. Then,
because the r.v.s are identically distributed, we have E[Xi] = μ and V[Xi] = σ2 for
all i. For instance, the expected value of the moment estimator of μ is
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E[μˆ] = E
[
1
n
n∑
i=1
Xi
]
=
1
n
n∑
i=1
E[Xi] =
1
n
n∑
i=1
μ = μ,
and therefore μˆ is an unbiased estimator of μ. This is not true for the moment esti-
mator of the variance, since
E[σˆ2] = E
[
1
n
n∑
i=1
X2i − X¯2
]
=
1
n
n∑
i=1
E[X2i ]− E[X¯2]
=
1
n
n∑
i=1
(μ2 + σ2)−
(
μ2 +
σ2
n
)
= σ2
(
n− 1
n
)
.
In the last equation, we have used the relationships
V[Xi] = E[X
2
i ]− E[Xi]2 ⇒ E[X2i ] = V[Xi] + E[Xi]2 = σ2 + μ2;
V[X¯] = E[X¯2]− E[X¯]2 ⇒ E[X¯2] = V[X¯] + E[X¯]2 = σ
2
n
+ μ2.
The expectation of σˆ2 tells us that, on average, the estimator σˆ2 underestimates
the true value of the parameter σ2, and therefore σˆ2 is said to be biased. However,
note that
lim
n→+∞E[σˆ
2] = σ2,
and σˆ2 is then asymptotically unbiased. Usually, statisticians prefer to consider the
following unbiased estimator of σ2:
s2 =
(
n
n− 1
)
σˆ2 =
1
n− 1
n∑
i=1
[Xi − X¯]2.
Another important property of an estimator is consistency. Formally, the (weak)
consistency of an estimator requires that the estimator converges in probability to the
true value of the parameter of interest. That is, given an estimator θˆn (that depends
on the sample size n),
lim
n→+∞Pr
{ |θˆn − θ| > 
} = 0 ∀ 
 > 0.
Roughly speaking, if the amount of information increases, then we expect the es-
timator to be distributed around the true value of the parameter, and the accuracy
should increase with n (i.e., the variance of the distribution of θˆ should decrease
with n). Two sufﬁcient conditions to ensure that an estimator is (weakly) consistent
are
E[θˆ] = θ and lim
n→+∞V[θˆ] = 0.
For instance, the estimator of the mean of an i.i.d. sample Xi ∼ N(μ, σ2), i =
1, . . . , n is weakly consistent since E[μˆ] = μ, and V[μˆ] = σ2/n.
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Central Limit Theorem
A sequence Z1, . . . , Zn of r.v.s with distribution functions FZ1(t), . . . , FZn(t)
converges in distribution to an r.v. Y with distribution function FY (y), written
Zn
d−→ Y , if
lim
n→+∞FZn(t) = FY (t) t ∈ IR.
We can then state the central limit theorem as follows.
Let [X1, X2, . . . , Xn] be n i.i.d. r.v.s from a common distribution FX(x), with
ﬁnite ﬁrst and second moment, and let X¯n = n−1
∑n
i=1Xi. Then, as n increases,
we have
Zn =
√
n(X¯n − E[Xi])√
V(Xi)
d−→ N(0, 1).
This theorem is important because it allows us to obtain the distribution of some
test statistics depending on the mean of n i.i.d. r.v.s.
A.3 Hypothesis Testing
Let us go back to the explanatory example of Sect. A.1. Suppose that we are inter-
ested in evaluating whether the probability of an algorithm to ﬁnd a solution within
a certain time limit t0 is more than or equal to 90%. To do that, suppose that we run
the algorithm 1, 000 times, and ﬁnd out that the runtime is less than t0 874 times.
A point estimation of the parameter θ gives θˆ = 0.874. This value is less than 0.9,
but is it sufﬁciently far from 0.9 to be sure enough that our conjecture cannot be
realistic? What would change if we had run the algorithm n = 100 times and found
that the runtime is less than t0 87 times? Would our conclusion be the same?
Null and Alternative Hypotheses
The question “is the probability of the algorithm to have a runtime less than t0
more than or equal to 90%?” is called the null hypothesis. There is an alternative
hypothesis which can be true, i.e., that the probability of the algorithm having a
runtime less than t0 is less than 90%.
Since our decision must be made on the available information (that of the sam-
ple), it is impossible to answer the question with no margin of error. The theory
of hypothesis testing was born in order to answer these questions, bounding and
quantifying the probability of incorrectly rejecting the null hypothesis.
In the previous paragraphs we saw that the estimator of a parameter is an r.v.
and that its distribution is described by a probability law that depends on some
parameters of the population. How would this probability distribution look if the
null hypothesis were true? Is the probability of observing the estimate of θ given by
the sample “too small” to trust that the null hypothesis is true? Or in our previous
example, is θˆ “too far” from 0.9 to decide that the null hypothesis should be rejected?
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The null and alternative hypotheses can be formulated as follows:{
H0 : θ ∈ Θ0
H1 : θ ∈ Θ1 ,
where Θ0 ∪ Θ1 = Θ and Θ0 ∩ Θ1 = ∅. The subset Θ0 speciﬁes the values of the
parameter which are in agreement with the null hypothesis. In our previous example
Θ0 = [0.9, 1], and Θ1 = [0, 0.9). Note that in the null hypothesis there is always a
well-speciﬁed value of the parameter θ (e.g., the value 0.9 belongs to Θ0; this will
be clearer in what follows).
Statistical Test and Acceptance/Rejection Region in the Sample Space
A statistical test is a partition of the sample space X , where the sample space is the
set of all possible values of the random vector of sample data X. In other words,
there are some points of the sample space x ∈ X0 ⊂ X which are in agreement with
the null hypothesis, and others x ∈ X1 ⊂ X which are too unlikely to assume that
the null hypothesis holds. Thus, the observed data may lead to the rejection of the
null hypothesis or not. The information of the data is summarized by the test statistic
T = T (X), which is a function of the random vector of data X whose probability
distribution is known if the null hypothesis is true. Given that the distribution of the
test statistic is known under the null hypothesis, we may take a decision based on
T (x), the value of the test statistic computed with the vector of observed data x.
The domain of T (X) can be partitioned into an acceptance region A(X) and a
rejection region R(X) of the null hypothesis.
Once the sample data x have been observed, we may conclude that{
we cannot reject H0 if T (x) ∈ A(X)
we reject H0 if T (x) ∈ R(X).
Type I and Type II Errors
The acceptance or rejection ofH0 is therefore induced by the sample data x through
the test statistic T . Hence, there are two kinds of errors that may arise, which are
known as type I (α) and type II (β) errors:
α = Pr
θ∈Θ0
{T (X) ∈ R(X)}
β = Pr
θ∈Θ1
{T (X) ∈ A(X)}
That is, α is the probability of incorrectly rejecting H0 when H0 is true; β is the
probability of not rejecting H0 when the alternative hypothesis H1 is true. A the-
oretical “perfect” test should satisfy α = β = 0. In practice, the variability of the
sample data vector X cannot ensure this ideal condition. Operatively, it is impossi-
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ble to control both kinds of error, because the true value of θ is unknown (especially
under the alternative hypothesis).
The role of inferential statistics is thus to try to control at least one of these errors.
The error that we can control is α, as there is always a well-speciﬁed value of θ in
Θ0. Indeed, the well-speciﬁed value of θ in Θ0 typically maximizes the probability
of a type I error. Thus, the rejection regionR(X) is determined for an a priori chosen
α that satisﬁes the condition
α = sup
θ∈Θ0
Pr
θ
{T (X) ∈ R(X)}, (A.1)
which is also known as the signiﬁcance level of the test.3 We will better explain this
last sentence by referring to the introductory example of this section.
In Sect. A.2, we have seen that nθˆ =
∑n
i=1Xi ∼ Bi(n, θ) when the Xi’s are
i.i.d. r.v.s with a Bernoulli distribution and Pr{Xi = 1} = θ. Now recall the null
hypothesis H0 : θ ≥ 0.9 of the example. This means that, if H0 is true, θ belongs
to the (closed) interval [0.9, 1]. There are inﬁnitely many points in this interval,
each specifying a probability distribution of the r.v. nθˆ under H0. Thus, in order to
compute the probability of making a type I error, we have to specify the rejection
region of the test R(X) ﬁrst. This region will be made of the points x ∈ X for
which θˆ is “too small” with respect to the border value θ = 0.9 of Θ0; that is, R(X)
will be an interval that satisﬁes
R(X) = {x ∈ X : nθˆ ≤ c(α)},
for a constant c(α) to be speciﬁed, known as the critical value of the test. Now
let T (X) = nθˆ be the test statistic, whose distribution is Bi(n, θ), θ ∈ Θ0, when
the null hypothesis is true. For any value of θ ∈ Θ0 we can obtain a constant c(α)
satisfying the above condition onR(X). Given that the rejection region has the form
[0, c(α)], and given that if θ1 ≤ θ2 are two points of Θ0
Pr
θ1
{nθˆ ≤ c} ≥ Pr
θ2
{nθˆ ≤ c},
the value of θ ∈ Θ0 that maximizes the type I error is the boundary point θ = 0.9;
that is
α = sup
θ∈Θ0
Pr
θ
{T (X) ∈ R(X)} = Pr
θ
{T (X) ∈ R(X)}|θ=0.9.
The above probability is known as the signiﬁcance level of the test, and the rejection
region R(X) will then be speciﬁed by choosing a desired α-level ∈ (0, 1) and by
focusing attention on the case when nθˆ∼Bi(n, 0.9) and n = 1, 000. In other words,
we will base the inference on θ on the Binomial model with parameters n = 1, 000
3 Note that we have used the same symbol α to specify both the type I error and the signiﬁcance
level of the test. This is because, when the null hypothesis is of the kind H0 : θ = θ0 (i.e., the null
parameter space consists in only one point), the two deﬁnitions coincide.
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and θ = 0.9, because the other elements of Θ0 would lead to a smaller type I error.
The probabilistic model maximizing the type I error is known as the null distribution
of the test statistic.
The signiﬁcance level α indicates how much we are willing to risk (in terms
of probability) an incorrect rejection of H0 when the latter is true. Some typical
choices of α are 1%, 5%, and 10%, although the signiﬁcance level of the test is a
subjective choice (and the p-value approach described in next paragraph will reduce
the role of α). To ﬁx the ideas, suppose that we choose α = 5%: The discrete nature
of the binomial distribution does not allows us to ﬁnd a quantile which satisﬁes
Prθ=0.9{nθˆ < c(α)} = α exactly. We can thus choose the quantile of the null
distribution whose cdf is closest to the chosen α-level of the test (or not bigger
than α). By looking at the quantiles of the binomial distribution with parameters
n = 1, 000 and θ = 0.9, we ﬁnd that
Pr
θ=0.9
{1000 · θˆ ≤ 883} = 0.0433, and Pr
θ=0.9
{1000 · θˆ ≤ 884} = 0.0534.
Thus, we can set the critical value equal to c(α′) = 883, and perform the test with
a signiﬁcance level which is actually equal to α′ = 4.33%. Therefore, the rejection
and acceptance regions of the test will be
R(X) = {x ∈ X : 1000·θˆ ≤ 883} and A(X) = {x ∈ X : 1000·θˆ ≥ 884}.
In our example, 1, 000 · θˆ = 874, which belongs to R(X); then, we will reject the
null hypothesis at a signiﬁcance level α′ = 4.33%.4
Note that the null sample space X0 is identiﬁed by the points of A(X) and vice
versa; that is:
x ∈ X0 ⇐⇒ T (x) ∈ A(X).
There is another way to solve the testing problem above. Given that in our ex-
ample n is very large, we could have applied the central limit theorem in order to
specify the null distribution of a different test statistic Tn(X). IfXi i = 1, . . . , n are
i.i.d. dichotomous variables with θ = Pr{Xi = 1}, then we known that E[Xi] = θ
and V[Xi] = θ(1− θ). Thus, if we let
Tn(X; θ) =
√
n
(θˆ − θ)√
θ(1− θ) ,
we know by the central limit theorem that Tn(X; θ) is approximately distributed as
a standard normal r.v., if θ is the true value of the parameter. Now under the null
hypothesis, θ ≥ 0.9 and note that {Tn(X; θ) ≥ 0} implies {θˆ ≥ θ}. This means
that, if we set θ = 0.9, positive values of Tn(X; θ) are in accordance with the null
4 It is worth noting that, if the observed value of the test statistic belongs to A(X), this does not
mean that we have a further knowledge about the true value of the parameter θ in the population.
We can only conclude that the observed data do not disagree “enough” with H0 to reject it at the
speciﬁed signiﬁcance level.
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hypothesis, whereas negative values of Tn(X; θ) are in disagreement with the null
hypothesis. Hence, the rejection region R(X) will be of the form (−∞, c(α)], with
c(α) being the critical value of the test. It is easy to see that, given two points of
Θ0, say θ1 ≤ θ2, Prθ1{Tn(X; θ1) ≤ c(α)} ≥ Prθ2{Tn(X; θ1) ≤ c(α)}, again the
boundary point θ = 0.9 maximizes the type I error for any given c(α). Therefore
we have that
T1000(x; θ = 0.9) =
√
1000
.874− 0.9√
0.9 · 0.1 = −2.740641
is now the observed value of the test statistic, and that this value can be compared
with the quantiles of the limiting distribution of Tn(X) (that is, the standard normal)
in order to determine whether T (x; θ = 0.9) falls into the rejection region of the null
hypothesis or not. Let α = 5%; the quantile z0.05 of the standard normal distribution
is equal to −1.6448, therefore
R(X) = {x ∈ X : T (x; θ = 0.9) ≤ −1.6448},
A(X) = {x ∈ X : T (x; θ = 0.9) > −1.6448}.
Since the observed value of the test statistic falls into the rejection region, we will
reject the null hypothesis at a 5% signiﬁcance level.
The two testing approaches introduced in this paragraph lead to the same conclu-
sion. It is worth noting that they are indeed slightly different: in the ﬁrst approach
we have compared the observed value of the test statistics nθˆ with the quantiles of
its theoretical distribution evaluated the boundary point θ = 0.9, whereas in the sec-
ond approach we have compared the value Tn(x) with its asymptotic distribution,
which is a standard normal as the sample size n tends to inﬁnity. The ﬁrst test is
said to be an exact test, whereas the second is said to be asymptotic. The difference
between the two approaches tends to vanish as n tends to inﬁnity, but may not be
negligible for small n, as we will show in the next paragraph.
As a ﬁnal remark, the conclusions of hypothesis testing are conditioned by the
amount of information available. To see this, suppose n = 100 and θˆ = 0.87; by
applying both the exact and asymptotic tests one would not reject the null hypoth-
esis H0 : θ ≥ 0.9 at a signiﬁcance level of α = 5%. This happens because, when
the available amount of information increases, a “good” test should better discrim-
inate between the null and alternative hypotheses. This property is known as the
consistency of a test, and it may not hold for some tests.
The p-Value Approach
The acceptance–rejection method of testing hypotheses that we have just introduced
is unable to capture all the latent information in the data. For instance, if we had
repeated the experiment and found that in 870 cases the runtime did not exceed t0,
we would have rejected the null hypothesis H0 : θ ≥ 0.9 as well. However, clearly
an estimate of θ equal to 0.870 is slightly smaller than the previous one, which was
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θˆ = 0.874. It would be better to have an idea of how far the observed data are
from the boundary point of the null parameter space Θ0, for instance. This can be
done by computing the observed signiﬁcance level (or p-value), which is deﬁned
as the minimum signiﬁcance level for which the null hypothesis would be rejected.
Formally, the p-value is deﬁned as
p-value = min
α
sup
θ∈Θ0
Pr
θ
{X ∈ R(X;α)},
where the emphasis is on the fact that the rejection region is speciﬁed by α. Going
back to our previous example (the exact testing approach), we have that
Pr
θ=.9
{T (X) ≤ 874} = 0.0045,
so, with the observed data, we should have chosen a signiﬁcance level α = 0.45%
in order to reject the null hypothesis.
The p-value is much more informative about the rejection of the null hypothe-
sis than the acceptance–rejection approach because, ceteris paribus, we could have
chosen a signiﬁcance level about ten times smaller than 4.33% and rejected the null
hypothesis as well.
According to the asymptotic approach, the p-value is equal to Φ(−2.740641) =
0.0031, so now the difference between the exact and asymptotic approaches be-
comes more evident. In both cases there is strong evidence against the null hypoth-
esis. Of course, for ﬁxed α, there is the equivalence
p-value < α ⇐⇒ T (X) ∈ R(X;α).
The example above is a test with one-sided alternative (i.e., when H1 is of the
form θ < θ0 or θ > θ0). There are also tests with two-sided alternatives, when
H0 : θ = θ0 and H1 : θ 	= θ0. In this kind of testing problem, the null hypothesis
should be rejected whenever |θˆ − θ0| is “too big.” In this case, the acceptance and
rejection regions are of the form
A(X) = {x ∈ X : c1(α) ≤ T (X) ≤ c2(α)},
R(X) = {x ∈ X : T (X) < c1(α) ∪ T (X) > c2(α)};
with α being the signiﬁcance level of the test. Usually, c1(α) and c2(α) are deter-
mined in order to be α/2 = Prθ0{T (X) < c1(α)} = Prθ0{T (X) > c2(α)}.
The p-value computation, in this case, is
p-value = 2min
{
Pr
θ0
{T (X) ≤ T (x)},Pr
θ0
{T (X) ≥ T (x))}
}
.
For instance, if we apply an exact test assessing H0 : θ = 0.9, then Prθ0{T (X) ≤
874) = 0.0045, Prθ0{T (X) ≥ 874) = 0.9966, therefore the p-value is equal to
2× 0.0045 = 0.009.
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Brief Introduction to Permutation Tests
In the previous paragraphs, we have introduced two examples of parametric statisti-
cal tests. The parametric approach requires that the statistical model generating the
observed data be known; moreover, the null distribution of the test statistic is of-
ten approximated, and there are several examples where the conditions (regularity
conditions) that ensure the properties of the likelihood ratio test are not met. Per-
mutation tests are a further approach that removes some of these issues. It has been
becoming more popular in the recent years thanks to the advent of fast computers,
although the theory behind it can be traced back to Fisher in the 1930s.
Permutation tests are exact testing procedures that do not require assumptions
on the probability distribution of data. They are based on the notion of exchange-
ability of data. The r.v.s X1, X2, . . . , Xn are said to be exchangeable if their joint
distribution is equal to the joint distribution of a permutation of X1, X2, . . . , Xn.
For instance, n i.i.d. r.v.s are always exchangeable, because their joint distribution
can be written as the product of their densities/probability functions (because of the
commutative property of the product operator). Let X = [X1, X2, . . . , Xn] be an
n-dimensional vector, then X1, X2, . . . , Xn are exchangeable if
Pr{X} = Pr{X1, X2, . . . , Xn} = Pr{Xπ1 , Xπ2 , . . . , Xπn} = Pr{X∗},
where π1, π2, . . . , πn is a random permutation of the ﬁrst n integers.
Suppose that we want to compare two algorithms on n instances. At each run we
record the dichotomous variable Xi i = 1, . . . , n, where Xi = 1 means “algorithm
A has smaller runtime than algorithm B,” and Xi = 0 meaning the opposite. We
want to test the null hypothesis that the two algorithms have the same performance
against the alternative that algorithm A is better. This can be translated into H0 :
θ = 0.5 versus H1 : θ > 0.5. The sample space of the experiment is made of 2n
points. Since the test is a partition of the sample space X , one can obtain the exact
distribution of the test statistics by computing the value of a test statistic at all points
ofX . This is equivalent to the exact parametric testing approach to this problem, i.e.,
if the test statistic is nθˆ =
∑n
i=1Xi, the resulting probability distribution is again
binomial with parameters n and θ = 0.5.
To see this note that, if n = 5 and x = [0, 0, 1, 1, 0], there are
(
5
2
)
= 10 per-
mutations of the vector x that lead to the same estimate of θˆ = 0.2 over 25 = 32
possible permutations of x. Therefore, the probability of observing θˆ = 0.2 in the
sample space is 10/32 = 0.3125. The binomial model introduced in the previous
paragraphs would give us the same result: the probability of the event X = 2, when
X ∼ Bi(5, 0.5) is(
5
2
)
0.52(1− 0.5)3 = 10 · 0.03125 = 0.3125.
If, in addition, the runtimes of algorithms A and B are also recorded (see Ta-
ble A.1), then we are dealing with a continuous variable which can be modeled as
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1 2 3 4 5
XA 0.591 1.587 0.210 0.158 0.797
XB 0.490 0.315 0.641 1.413 0.401
X 0 0 1 1 0
Table A.1: Runtime results (in seconds) of algorithms A (XA) and B (XB) in n = 5 instances.
The event X = 1 means “A is faster than B”
XiA = μ + δ + εiA and XiB = μ + εiB . Let us assume that the r.v.s εiA and
εiB are i.i.d. Under this assumption, the random variable XiA satisﬁes XiA
d
< XiB
(i.e., algorithm A is faster than B) only if δ < 0. Note that we have only assumed
the r.v.s εiA and εiB to be i.i.d. (it would be sufﬁcient that they are exchangeable,
not necessarily i.i.d.). The null hypothesis of equal runtime performances can be
expressed by H0 : δ = 0; note that under H0 we have XiA
d
= XiB , i.e., the random
variables XiA and XiB have identical distribution. This means that, if H0 is true,
the observed data x = [x1A, . . . , xnA, x1B , . . . , xnB ] are independent realizations
of the same r.v. If this is true, the probability of observing x is the same as that of
observing x∗, where x∗ is a random permutation of x. In other words, the data of
algorithm A could have been generated from XiB and vice versa. Thus, in order to
perform a permutation test to assess H0 : δ = 0 against H1 : δ < 0 we consider all(
2n
n
)
possible permutations of x, choose a suitable test statistics (for instance, the
difference of the means T ∗ = T (x∗) = x¯∗A− x¯∗B , and obtain its null distribution by
computing the value of T ∗ for any (distinct) random permutation of x. The observed
value of the test statistic T = T (x) = x¯A − x¯B (i.e., the value of the test statistic
obtained from the observed data) will then be compared with the null (permutation)
distribution of T ∗ in order to compute a p-value. Note that, in this example, small
(negative) values of T are signiﬁcant against the null hypothesis.
Formally, let T ∗(1) ≤ T ∗(2) ≤ . . . ,≤ T ∗(M) be the values of T ∗ computed at each
point x∗ : x∗ = π(x), π ∈ Π , where Π is the set of all permutations of the
ﬁrst 2n natural integers and N is its cardinality. Let T ∗[Nα] be the α-quantile of the
permutation distribution. ThenH0 : δ = 0 will be rejected in favor of the alternative
H1 : δ < 0 at a signiﬁcance level α if T ≤ T ∗[Nα]. Note that this is equivalent to
obtaining a p-value from the null distribution and comparing it with the nominal
signiﬁcance level α. We can deﬁne the p-value of this example as
p = FˆT∗(T ) =
1
N
N∑
b=1
I(T ∗(b) ≤ T ).
Thus, the exact p-value in case that the runtime results are recorded as Bernoulli
variables (last row of Table A.1), will be equal to: p = Prθ=0.5{5 · θˆ ≤ 2} = 0.5.
If the observed runtimes are as in the ﬁrst two rows of Table A.1, the observed
value of the test statistic is T = 0.0166; Now there are N ′ = 10! possible distinct
permutations of the whole vector of data. If we compute the test statistics for each
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permutation, we will realize that there are many repetitions. For instance, if we
separately permute the elements of xA and xB in all possible ways, we will obtain
the same value of the test statistic (5!)2 times. Thus the number of really informative
permutations is in fact N =
(
10
5
)
, i.e., all the possible distinct combinations of ten
elements in groups of ﬁve. The null distribution of T ∗ can be obtained as follows.
Let x∗ be a random permutation of x, consider the ﬁrst nA = 5 elements of x∗
to be the results of algorithm A, and the last nB = 5 elements of x∗ to be the
results of algorithm B, and compute the value of the test statistic T ∗ = x¯∗A − x¯∗B ,
where x¯∗A =
∑n
i=1 x
∗
iA/nA and x¯
∗
B =
∑n
i=1 x
∗
iB/nB . Repeat this procedure for
all, N informative permutations. From the null distribution we can then obtain the
p-value, which is equal to 0.5238. Note that this p-value is not necessarily equal
to the previous one (obtained with data coded as 0/1), since the support of the test
statistic now is made of N = 252 points instead of 32. Nevertheless, the conclusion
is the same: there is no evidence in the observed data that the null hypothesis should
be rejected. What has changed is the amount of information available (the runtimes).
Permutation tests are conditional procedures, where conditioning is with respect
to the permutation sample space X ∗ = {x∗ : x∗ = π(x), π ∈ Π}. That is, the
sample space is built on the observed vector of data x and it is induced by the
null hypothesis. The distribution function FˆT∗(t), t ∈ R, is the exact conditional
distribution of T ∗ on X ∗. When n is large, it might be impossible to perform all
possible N informative permutations: in such a case FˆT∗(t) can be approximated
by considering a large number B < N of random permutations of x.
Note that the test statistic we have applied is permutationally equivalent to T ∗′ =
x¯∗A, in the sense that T
∗′ leads to the same inferential conclusions (i.e., to the same
p-value). This is because, conditionally on x, the mean of the whole vector of data is
a constant and, for any permutation π ∈Π , there is the relationship 2nx¯ = (nAx¯∗A+
nBx¯
∗
B), so T (x
∗) = x¯∗A(1+nA/nB)−nx¯/nB . Since nA, nB , and x¯ are constants,
T ∗ π∼ T ∗′, where the symbol π∼ means “is permutationally equivalent to”. It can
also be shown that there is no need to standardize the test statistic as we usually do
in the parametric framework.
Finally, given the data collected, the minimum possible signiﬁcance level is the
inverse of the cardinality of informative permutations, i.e., minx∗∈X∗(p-value) =
1/N . In our example, with the Bernoulli variable X , minx∗∈X∗(p-value) = 1/32,
and if we consider the runtimes, minx∗∈X∗(p-value) = 1/252.
Finally, the p-value of the parametric two-sample t-test is 0.5197. However, the
t-test assumes that data are normally distributed, and this is not the case here since
there cannot be negative runtimes.
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A.4 Conﬁdence Intervals
The result of point estimation, discussed in Sect. A.2, depends on the observed sam-
ple. If we repeat the experiment, the resulting estimate of the parameter will differ,
because the data will be different (if X is continuous, the probability of observing
the same data set is zero). Therefore, it is better to provide an interval of possi-
ble values for the unknown parameter θ, rather than a single value of the estimate.
The construction of the conﬁdence intervals is based on the pivotal quantity, i.e.,
a statistic that depends on the observed data and on the unknown parameter, and
whose probability distribution does not depend on θ. For instance, recall that, by the
central limit theorem,
T (X; θ) =
√
n
θˆ − θ√
θ(1− θ)
d−→ N(0, 1),
where θ is the true value of the parameter as n increases. Then T (X; θ) is a pivotal
quantity since its (asymptotic) distribution is standard normal, not depending on θ.
Thus, we can deﬁne a random interval C(X) = [c1(α), c2(α)] such that
Pr {T (X; θ) ∈ C(X)} = 1− α,
which only depends on α and not on θ. Now, by the applying the inverse function
T−1(·) with respect to θ, we may write the probability above as
Pr {B(X)  θ} = 1− α,
where B(X) is equal to T−1(C(X)). The probability 1−α is called the conﬁdence
level, and it represents how much we trust that the true value of the parameter is
contained in the interval B(X) before the experiment takes place. Note that this is
an a priori probability, concerning the random interval C(X). Once the data have
been collected we obtain the realization of the r.v. C(x) = [c1(x;α), c2(x;α)].
Now C(x) is no longer a random interval, so it does not make sense to write “the
probability of θ being included in B(x) is 1 − α.” But if we could repeat the same
experiment (i.e., sampling data from the same population) a large number of times,
then we would ﬁnd that (1 − α)% of the times the interval B(x) contains the true
value of the parameter θ. Thus B(x) will contain or not the true value of θ with
probability 1 (and we do not know whether this is happening or not), but we have a
conﬁdence of (1− α)% that θ is included in B(X).
From the formulas above we derive that
Pr
{
c1(α) ≤
√
n
θˆ − θ√
θ(1− θ) ≤ c2(α)
}
= 1− α.
This means that, a priori (and if n is large enough for the CLT to take effect)
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Pr
{
θˆ − c2(α)
√
θ(1− θ)
n
≤ θ ≤ θˆ − c1(α)
√
θ(1− θ)
n
}
= 1− α.
Since B(x) must not depend on the unknown parameter θ, it will be evaluated by
plugging in the estimate of θ. Thus
B(x) =
⎡⎣θˆ − c2(α)
√
θˆ(1− θˆ)
n
, θˆ − c1(α)
√
θˆ(1− θˆ)
n
⎤⎦
is an approximate (i.e., asymptotic) conﬁdence interval of level 1−α. We only need
to ﬁx the constants c1(α) and c2(α) in order to obtain the conﬁdence interval for θ.
In practice, they are determined by letting
Pr{T (X; θ) ≤ c1(α)} = Pr{T (X; θ) ≥ c2(α)} = α/2.
For instance, if we choose a conﬁdence level of 95%, then c2(X;α) = −c1(X;α) =
1.96.
Going back to our example in the previous section, where we were trying to
establish the probability θ for an algorithm to solve an instance within a time limit
of t0, the (approximate) conﬁdence interval for θ with conﬁdence level equal to 95%
is given by:[
0.874− 1.96
√
0.874 · (1− 0.874)
1000
, 0.874 + 1.96
√
0.874 · (1− 0.874)
1000
]
= [0.853, 0.894]
Note that the conﬁdence intervals are always “centered” on the estimate of the pa-
rameter of interest.
It can be shown that there is a one-to-one correspondence between (two-sided)
statistical tests and conﬁdence intervals.
Therefore, a quick way to test for two-sided alternative hypotheses at a signiﬁ-
cance level α is choosing the desired conﬁdence level 1 − α, obtaining the corre-
sponding conﬁdence interval, and checking whether the null value of the parameter
θ0 is included in the interval or not. Of course, one can construct “one-sided” inter-
vals, in order to perform a one-sided test.
Returning to our example, we could build a conﬁdence interval on the parameter
θ in order to test for H0 : θ ≥ 0.9 in the following form:
1− α = Pr{T (X; θ) ≥ c(α)}.
where c(α) should be the α-quantile of a standard normal distribution. Then
442 D. Basso
1− α = Pr
{
√
n
θˆ − θ√
θ(1− θ) ≥ c(α)
}
= Pr
{
θ ≤ θˆ − c(α)
√
θ(1− θ)
n
}
,
If we choose 1−α = 95%, then c(α) = −1.6448. As before, we plug in the estimate
of θ and obtain the conﬁdence interval
C.I. =
⎡⎣0, θˆ − c(α)
√
θˆ(1− θˆ)
n
⎤⎦ .
An approximate C.I. for θ of this kind with a conﬁdence level of 95% is [0, 0.8912].
Since θ0 = 0.9 does not belong to the interval, the null hypothesis H0 : θ ≥ 0.9 is
rejected at a signiﬁcance level of 5%.
A.5 Regression and Modeling
In statistics, wide use is made of linear regression and model ﬁtting. The linear (re-
gression) model is the simplest model trying to describe the (linear) linkage between
one response variable Y and (one or) some explicative variables Xj , j = 1, . . . , p,
p ≥ 1. We talk about model ﬁtting when we are trying to investigate the probabilistic
model beneath the r.v. X generating the data.
Let us consider again the algorithmic example introduced in Sect. A.1: an algo-
rithm solving a set of instances of an optimization problem within a certain time
limit. Let us assume now that the time limit is large enough that the algorithm al-
ways terminates with a solution found. Linear models can then be used to ﬁnd a re-
lationship between some parameters of the algorithm and its run time performance,
while model ﬁtting can be used to determine that the runtimes are, for example,
exponentially distributed.
A.5.1 Linear Regression
The simplest model is the one linking two variables. The goal is to describe how
Y varies on average as a function of X . To do that, we collect n independent ob-
servations of the bivariate variable [Xi, Yi], i = 1, . . . , n and ﬁt a linear model that
models the observed data “better.” Once the linear model has been ﬁtted, we can use
it to determine whether there is a signiﬁcant correlation between the response and
the explicative variable(s), or try to predict the (average) value of E[Y ] correspond-
ing to a given a new observation x0.
Thus, the model assumes that there is a linear relationship of the kind
Yi = β0 + β1xi + εi,
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where β0 and β1 are, respectively, the intercept and the slope of the line ﬁtting the
response data as a linear function of the explicative data, and εi is an r.v. (often
known as experimental error) describing the variability of Y that does not depend
on X . Note here that xi is assumed to be the realization of the r.v. Xi. The errors
are assumed to be an i.i.d. r.v. satisfying:
E[εi] = 0, V[εi] = σ
2, i = 1, . . . , n.
These are the (minimal) assumptions on the εi’s, i.e., we still have not speciﬁed the
probability distribution of εi. An equivalent way to write the model is E[Y ] = β0 +
β1X , where the emphasis is on the fact that the ﬁtting line models the expected value
of Y as a function of X , rather than Y itself. In order to determine the model we
require the estimates of β0 and β1. There are several ways to obtain these estimates,
and here we will only refer to the least squares error estimation. Let yˆi = βˆ0+ βˆ1xi
be the prediction of E[Y ] corresponding to the point xi, i = 1, . . . , n. The least
squares estimates minimize the objective function
SSR(βˆ0, βˆ1) =
n∑
i=1
(yi − yˆi)2 =
n∑
i=1
(yi − βˆ0 − βˆ1xi)2.
In other words, βˆ0 and βˆ1 minimize the squared (Euclidean) distance among the ob-
served and the predicted sets of points, so the ﬁtted line “goes through” the observed
data, which are points in R2. By differentiating SSR(βˆ0, βˆ1) with respect to βˆ0 we
obtain
∂SSR(βˆ0, βˆ1)
βˆ0
= −2
n∑
i=1
(yi − βˆ0 − βˆ1xi) = 0, βˆ0 = y¯ − βˆ1x¯,
where x¯ and y¯ are the sample means of, respectively, X and Y . By plugging in the
estimate of β0 and differentiating with respect to βˆ1 we obtain
∂SSR(βˆ1)
βˆ1
= −2
n∑
i=1
[(yi − y¯)− βˆ1(xi − x¯)](xi − x¯) = 0,
and therefore
βˆ1 =
∑n
i=1(yi − y¯)(xi − x¯)/n∑n
i=1(xi − x¯)2/n
=
Cov(X,Y )
V(X)
,
where V(X) is the sample variance of X and Cov(X,Y ) is the sample covariance
between X and Y . The equation yˆi = y¯+ βˆ1(xi − x¯) gives the line ﬁtting E(Y ) as
a function of X .
The estimators of the parameters are unbiased:
E[βˆ1] = E
[∑n
i=1(Yi − Y¯ )(xi − x¯)∑n
i=1(xi − x¯)2
]
=
∑n
i=1(xi − x¯)E[Yi − Y¯ ]∑n
i=1(xi − x¯)2
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=
∑n
i=1(xi − x¯)(β0 + β1xi − β0 − β1x¯)∑n
i=1(xi − x¯)2
= β1;
E[βˆ0] = E[Y¯ − βˆ1x¯] = E[Y¯ ]− E[βˆ1]x¯ = β0 + β1x¯− β1x¯ = β0.
Note that in the above equations we have stressed that X is not an r.v. (whereas Y
is an r.v. since it depends on ε), and applied one property of the expected value for
i.i.d. observation: E[Y¯ ] = E[Y¯i]/n = β0 + β1x¯. It can be proved that the variance
of βˆ1 is
V[βˆ1] =
σ2∑n
i=1(xi − x¯)2
.
Accuracy of the Regression Model
Once the linear model has been ﬁtted, we may ask something about the goodness
of the ﬁt. Clearly, a perfect ﬁt should satisfy the condition yi = yˆi for all i; on the
other hand, the worst model ever is such that the predicted values do not depend
on X (hence there is no relationship between X and Y ), e.g., yˆi = k for all i,
with k being a constant. The accuracy of the model is then evaluated by looking
at the proportion of the variability of Y that is “explained” by X . The total sample
deviance (the deviance of an r.v. is its variance multiplied by a constant) of Y can
be decomposed as follows:
SST =
n∑
i=1
(yi − y¯)2 =
n∑
i=1
(yi ± yˆi − y¯)2
=
n∑
i=1
(yˆi − y¯)2 +
n∑
i=1
(yi − yˆi)2 − 2
n∑
i=1
(yˆi − y¯)(yi − y¯),
where the double product is equal to zero because it is equivalent to ∂SSR(βˆ1)/∂βˆ1.
The total deviance can thus be written
SST =
n∑
i=1
(yˆi − y¯)2 +
n∑
i=1
(yi − yˆi)2 = SSE + SSR,
where SSE is the explained deviance (i.e., the variability of Y due to the model) and
SSR is the residual deviance (i.e. the variability of Y not depending on X).
We have SST = SSE when the observed points are already on a line (i.e., there
is a perfect linear relationship between Y and X), and SST = SSR when βˆ1 = 0,
so the ﬁtted model is actually of the kind yˆi = y¯. Thus, an index of the accuracy of
the model is given by the ratio
R2 = ρ(X,Y )2 =
SSE
SST
=
βˆ21
∑n
i=1(xi − x¯)2∑n
i=1(yi − y¯)2
=
COV(X,Y )2
V[X]V[Y ]
.
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Clearly, 0 ≤ ρ(X,Y )2 ≤ 1, and high values of ρ(X,Y )2 indicate the presence of
a strong linear relationship between X and Y . The index ρ(X,Y )2 is the square
of the correlation coefﬁcient, which is a standardized measure of the covariance
between X and Y and satisﬁes −1 ≤ ρ(X,Y ) ≤ 1. The index R2 is also known as
the coefﬁcient of determination.
Testing the Slope Coefﬁcient
We have just seen that when βˆ1 = 0 there is no (observed) linear relationship be-
tween Y and X , i.e., the variables are uncorrelated, but βˆ1 is an estimate of the
true parameter determining the (true) linear relationship β1. Therefore it is impor-
tant to evaluate whether β1 is signiﬁcantly different from 0 or not. That is, we want
to perform a statistical test assessing the null hypothesis H0 : β1 = 0 against the
alternative H1 : β1 	= 0.
We require some further assumptions on the error distribution in order to per-
form a parametric test. Thus, the errors εi are assumed to be i.i.d. r.v.s with normal
distributions. If εi ∼ N(0, σ2), then also Y is normally distributed, speciﬁcally
Yi ∼ N(β0 + β1xi, σ2). Being a linear combination of normal r.v.s, we have that
βˆ1 ∼ N(β1, σ2[
∑n
i=1(xi − x¯)2]−1). If σ2 is known, then the r.v.
T (βˆ1, β1) =
√√√√ n∑
i=1
(xi − x¯)2 βˆ1 − β1
σ
∼ N(0, 1)
is a pivotal quantity, and therefore we can specify the acceptance/rejection regions of
the test or obtain a two-sided p-value by considering the standard normal distribution
as the null distribution of the test statistic. In practice, σ2 is unknown and needs to be
estimated from the data. A natural estimate of σ2 is given by the (unbiased) variance
estimator of the residuals
σˆ2 = V(εˆ) =
1
n− 2
n∑
i=1
εˆ2i ,
which is equal to the residual deviance divided by its degrees of freedom.5
Then if we replace σ2 by its estimate, we have that the test statistic
T (βˆ, β1) =
√√√√ n∑
i=1
(xi − x¯)2 βˆ − β1
σˆ
∼ t2,
that is, T (βˆ, β1) has a Student t distribution with n − 2 degrees of freedom (the
Student t distribution with k degrees of freedom is deﬁned as the ratio between
5 It can be shown that the expected value of SSR is equal to σ2(n− 2). It can also be proved that
SSR ∼ σ2χ2n−2, i.e., SSR has a χ2 distribution with n− 2 degrees of freedom.
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Z and
√
χ2k/k, where Z ∼ N(0, 1) and χ2k is a chi-square r.v. with k degrees of
freedom).
Thus we will reject the null hypothesis on β1 for large values of |T (βˆ, β1)|β1=0|.
Multiple Regression
The theory of simple linear regression can be easily extended to the more general
case where E[Y ] is modeled as a linear function of p explicative variables Xj , j =
1, . . . , p. That is, if we consider the linear model
Yi = β0 +
p∑
j=1
βjxij + εi.
With multiple linear regression we want to describe the variability of Y as a linear
function of p explicative variables that may jointly inﬂuence the response. The as-
sumptions on errors are as in the simple linear regression model, and it is possible
to perform a statistical test on each slope coefﬁcient βj , j = 1, . . . , p. What changes
here is that the estimates of the parameters are now functions of the partial corre-
lations between Y and Xj , i.e., the correlation between Y and Xj computed after
removing the correlations between the other explicative variables and Y . The de-
composition of the total deviance still holds, but now the degrees of freedom of the
residual deviance are n−p−1 (in simple linear regression p = 1). The adequacy of
the model can be evaluated with an index of determination which accounts for the
presence of p explicative variables. Indeed, if the number of variables increases the
residual deviance decreases, even if none of the explicative variables is correlated
with the response. This fact can be explained, for instance, by considering that the
estimation of the parameters requires the solution of a system of p + 1 equations.
Therefore if n = p + 1 there is only one solution that jointly satisﬁes all p + 1
equations. Another intuitive example is given by the polynomial regression that has
the form
Yi = a+ bxi + cx
2
i + dx
3
i + · · ·+ εi,
where the data (points of R2) are modeled by a polynomial function of X . It is
known that there is only one line passing through two points, only one parabola
passing through three points, etc. Thus, we must modify the simple coefﬁcient of
determination in order to take into account this geometric property. Deﬁne the ad-
justed coefﬁcient of determination
R2adj = 1− (1−R2)
n− 1
n− p− 1 .
An R2adj equal to 1 indicates perfect matching between the set of the responses and
the set of predicted values (this happens when the nonadjusted R2 is equal to 1).
Note that, in some cases, R2adj could also be negative (e.g., when R
2 = 0): a similar
result does not make sense in terms of the proportion of the variability explained
by the model, and it must simply be interpreted as an index of a “terrible” model,
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i.e., a model where there is absolutely no correlation between the response and the
explicative variables. The ﬁrst thing to do when ﬁtting a multiple regression model
is to evaluate if at least one of the explicative variables has a signiﬁcant correlation
with the response. If this does not happens, the model is completely useless. We can
express this situation with the null hypothesis H0 : β1 = β2 = . . . , βp = 0 against
the alternative H1 : ∃βi 	= 0. Note that, if the null hypothesis is true, then we are
considering a model with intercept only (such a model always satisﬁes SST = SSR
and R2 = 0). We can evaluate if our model is not signiﬁcantly different from the
intercept-only model by looking at their related explicative deviances (or residual
deviances). Thus let SSR0 and SSRp be the residual deviances of respectively the
null model and the model with p explicative variables that we are considering. From
what we have said about the relationship between residual deviance and number
of explicative variables considered, we can understand that SSR0 ≥ SSRp. The
difference SSR0−SSRp measures the increase of explained deviance that we obtain
by adding p explicative variables to the null model. It can be shown that the r.v.
SSR0 − SSRp has a χ2 distribution with p degrees of freedom. Moreover, it is
independent of SSRp and that the test statistic
F =
(SSR0 − SSRp)/p
SSRp/(n− p− 1) ∼ Fp ; n−p−1,
has a Snedecor F distribution with p and n − p − 1 degrees of freedom. Small
values of the test statistic are in agreement with the null hypothesis. The rejection
region of the test has the form [c(α),+∞), where c(α) is the (1 − α)-quantile of
the Fp ; n−p−1 distribution. If the null hypothesis is not rejected, then none of the
variables has a linear inﬂuence on the response.
The null hypothesis involving all parameters is not rejected, it is possible to test
for the signiﬁcance of each slope parameter βj by applying the test statistic
T (βˆj , βj) =
βˆj − βj√
V(βˆj)
∼ tn−p−1,
where V(βˆj) is the variance of the estimator of βj , which in the general case is not
easy to write in a closed form. As before, small values of |T (βˆj , βj)|βj=0| are not
signiﬁcant against the null hypothesis βj = 0.
A.5.2 Model Fitting
There are some situations where one wants to know if the probabilistic model that
has been assumed to generate the data is the correct one or not. For instance, one of
the assumptions in linear regression is the normality of errors. It is usual to check
whether the errors can be considered as normally distributed or not because, in the
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latter case, the inferential results (e.g., tests on coefﬁcients) may not be completely
reliable.
One descriptive method to check the normality of error is the QQ plot, which
is a graphical representation of points whose coordinates are theoretical and em-
pirical (observed) quantiles. By theoretical quantiles we mean the quantiles of
the distribution that is assumed to hold for errors. Here the null hypothesis is
H0 : εi ∼ N(0, σ2) against the alternative that the errors follow a nonspeciﬁed
distribution Fε. Clearly, the evaluation of the null hypothesis will be based on the
empirical distribution function of the residuals εˆi = yi − yˆi, i = 1, . . . , n, which
are realizations (or can be assumed as estimates) of the errors.
To obtain a QQ plot, order the residuals in increasing order; the jth ordered
residual εˆ(j) has an empirical distribution function
Fˆn(εˆ(j)) =
1
n
n∑
i=1
I(εˆi ≤ εˆ(j)),
and Fˆn(εˆ(j)) = j/n if there are no ties in the residuals (we assume that this happens
with zero probability). Note that Fˆn(x) is deﬁned for all x in R and that it is a
step function. Then the theoretical quantiles, if errors are assumed to be normally
distributed, are
z(j/n) = Φ
−1(j/n) j = 1, . . . , n.
The QQ plot represents the points whose coordinates are [z(j/n), εˆ(j)]. Since one of
the properties of the normal distribution is that a linear combination of a normal r.v.
is still normally distributed, if H0 holds then the plotted points should lie along a
line whose coefﬁcients are approximately the coefﬁcient of the linear combination
linking the standard normal r.v. Z and the r.v. ε under testing. Thus, if one considers
the standardized quantiles instead of the observed quantiles, what changes is just the
equation of the theoretical line representing perfect agreement between the observed
residuals and their theoretical quantiles.
The QQ plot is easy to interpret, but it lacks objectivity since the decision is
made by visual inspection. There is a more scientiﬁc approach: the Kolmogorov–
Smirnov test. hypothesis H0 : FX(x) = F0(x) against a nonspeciﬁed alternative
H1 : FX(x) 	= F0(x), where F0(x) is a known distribution. The idea behind the test
is that, if X is really distributed as F0(x), the theoretical and empirical distribution
functions should be “close” to each other, and therefore the Kolmogorov–Smirnov
test statistic
KS = max
x∈IR
|Fˆn(x)− F0(x)|
should be “small.” Thus, this test has an acceptance region of the kind [0, c(α)],
where c(α) is the 1− α quantile of the distribution of KS.
Recalling our starting example in Sect. A.1, we wish now to give a more precise
indication of the runtime that the algorithm needs to solve an instance. To do this,
we record the runtime of the algorithm on each speciﬁc instance (assuming it always
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ﬁnishes with a solution found). After the experiments we have a sample of run times,
y1, y2, . . . yn, one for each of n instances. We saw that the sample mean and the
sample variance are some indicators of the distribution of runtimes; nevertheless, if
we could ﬁnd a theoretical distribution that ﬁt the data well, the description would be
more complete and, depending on the context, would allow us to exploit properties
of the theoretical distribution. Moreover, for some distributions, such as heavy-tailed
distributions, not all the moments are ﬁnite, implying that the sample mean and
sample variance are erratic and not reliable descriptors. Hence, a more complete
insight is deﬁnitely needed in these cases.
The typical procedure is the following: select a theoretical model, estimate its
parameters, and then test the goodness of ﬁt. Two models that we encountered in
Section A.1.2, the exponential and the Weibull distribution, are used to describe life
data are therefore also appealing to describe runtime distributions of algorithms. In
particular, the Weibull distribution exhibits large ﬂexibility due to the presence of
three parameters in its model. Parameters in this kind of application are conveniently
estimated by the maximum likelihood method.
The likelihood function L(·) is basically a density/probability function which is
considered as a function of the parameter(s) rather than a function of the data. This
is why L(·) is not a probability/density function. This choice is due to the fact that
usually we try to choose a (parametric) probabilistic model once the data have been
observed. Thus it is reasonable to choose the probabilistic model that, a posteriori,
maximizes the probability of observing the data.
Suppose that we have the runtime results y1, y2, . . . yn, and that we want to ﬁt
the distribution with an exponential model. The density of the exponential r.v. is
fY (y) = λ exp{−λy}, DY = (0,+∞), λ > 0.
The density of a vector of i.i.d.6 random variables Y = [Y1, . . . , Yn] is the product
of their densities. Therefore
fY(y) =
n∏
i=1
fYi(yi) y ∈ DY n, fYi(yi) = fY (yi) ∀ i
where DY n is the n-dimensional Cartesian product of DY . The joint density of the
vector in y1, y2, . . . yn (the observed data), viewed as a function of the parameter λ,
is equal to the likelihood function
L(μ, λ|y) =
n∏
i=1
λe−λyi = λn exp
{
−λ
n∑
i=1
yi
}
.
According to the maximum likelihood method, the estimate of λ is the value that
maximizesL(λ). It is equivalent (and easier) to maximize the log-likelihood, i.e., the
logarithmic transformation of L(λ) (the logarithm function is monotone increasing)
6 The requirement of identical distribution is not necessary in this deﬁnition. We have considered
this case since the domain of Y is easier to describe and because it is part of the example.
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(λ|y) = log[L(λ|y)] = n log(λ)− λ
n∑
i=1
yi.
By differentiating (λ|y) with respect to λ:
∂(λ|y)
∂λ
=
n
λ
−
n∑
i=1
yi = 0 ⇒ λˆ = n∑n
i=1 yi
.
The likelihood method sometimes gives biased estimators (e.g., the estimator of
the variance of a normal random variable). Therefore it is advisable to check whether
the estimators of the parameters are biased or not (and, if so, modify the estimators
ad hoc).
We know that the sum of n i.i.d. Gamma variables with parameters λ and ν = 1
(recall that the exponential distribution is a Gamma with ν = 1) has a Gamma
distribution with parameters λ and n . Thus we may write the estimator as λˆ =
n/W , where W ∼ Ga(λ, n). Therefore
E[λˆ] = E[nW−1] =
n
Γ (n)
+∞∫
0
w−1λnwn−1e−λwdw
=
nλ
Γ (n)
+∞∫
0
λn−1wn−2e−λwdw = nλ
Γ (n− 1)
Γ (n)
= λ
n
n− 1 .
In this case the maximum likelihood estimator of λ is biased, therefore an unbiased
estimator of λ is λˆ = (n − 1)/∑i yi. Unfortunately, if one wants to apply the
Kolmogorov–Smirnov test, the null distributionF0(x)must be completely speciﬁed.
That is, we cannot estimate the parameter(s) of the distribution F0(x) from data,
otherwise the KS test becomes conservative.
The KS test can also be applied in a two-sample problem: let x1 and x2 be two
vectors of realizations of the r.v.s X1 and X2, respectively. The KS test can then be
applied to assess the null hypothesis X1
d
= X2 against the alternative X1
d
	= X2.
In this case the test statistic is equal toKS = maxx∈IR |Fˆn1(x)− Fˆn2(x)|, where
Fˆnj (x) is the empirical cdf of the jth sample at point x, j = 1, 2. Figure A.7 shows
an example of the KS statistic when x1 are ten realizations from X1 ∼ Exp(1) and
x2 are 20 realizations from X2 ∼ Exp(2). In this case the value of the test statistic
is KS = 0.35 and the related p-value is equal to 0.3686, so we do not reject the null
hypothesis.
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