To face these challenges, we need to develop innovative methodological frameworks for understanding the interaction between spatial patterns and processes. Urban development is divided into urban growth and redevelopment, which are typically projected onto different scales of land-cover and land-use change, respectively (Stanilov, 1998) . Spatially explicit modelling of land-use changes is an important way of describing processes of change in quantitative terms and for testing our understanding of these processes. Consequently, modelling of land-cover and land-use change is increasingly applied in the areas of agricultural, environmental, and ecological systems (Schneider and Gil Pontius, 2001; Walsh and Crawford, 2001) . It is also crucial to an understanding of the importance of the urban development process. Initially it was assumed that patterns of urban growth have distinct degrees of spatial and temporal heterogeneity across varied scales. This means that spatial and temporal patterns are determined by various locational and socioeconomic factors.
Urban growth can be divided into spontaneous and self-organisational processes (Wu, 2000a) . Spontaneous growth results in a spatially homogeneous and sparse pattern, which contains more random components, whereas self-organisational growth results in spatial agglomeration, which is impacted by more self-organised socioeconomic activities. To understand spatial processes and patterns, we must take both types into account. Wu and Yeh (1997) applied logistic regression methods to model land-development patterns in two periods (1979^87 and 1987^92) on the basis of parcel data extracted from aerial photographs. They found that the major determinants of land development have changed: from distance to the city centre to closeness to the city centre; from proximity to intercity highways to proximity to city streets; and from more related to less related to the physical condition of the sites. To some extent, this is an example of spatial pattern modelling on various temporal scales. It shows that various factors are changing their roles in the process of land development. However, it takes only development probability or stochastic processes into account. It does not accommodate the details of spatial pattern, such as density and intensity, that represent the self-organising process of urban growth.
With these considerations in mind, in this paper we put forward a new spatial analysis perspective for modelling urban growth patterns, which is centred on seeking various determinants on various scales. In section 2 we present a hierarchical multiscale framework, which is highly distinct from traditional multiscale and multilevel methods and in section 3 we describe the methodology for testing the proposed framework, which includes both exploratory and confirmatory data analysis approaches. A case study is introduced; next, a relevant database is developed based on remotely sensed data sources and GIS. In section 4 we analyse some findings. This paper ends with further discussion of relevant issues and possible directions for future research.
A conceptual model 2.1 Hierarchy theory and scale issue
Complexity frequently takes the form of hierarchy (Kronert et al, 2001) . Hierarchy theory was developed by general systems theorists, notably Koestler and Simon, to deal with complex and multiscaled systems (O'Neill, 1988) . Hierarchy theory applies hierarchy to organise concepts and interpret various complexities. In essence, a hierarchy is an ordered ranking, which is a basic property of any system from the angle of general systems theory. A hierarchy is often called a multilevel system such as A contains B and B contains C. A fundamental point is that a component in larger system (higher level) is also a system. Higher levels set constraints or boundary conditions for lower levels. Smaller scales operate much too rapidly to be of interest and can be ignored (O'Neill, 1988) . The theory examines closely the issues of scale, levels of organisation, levels of observation, and levels of explanation in a complex system characterised by hierarchical structures and interactions across levels.
The key to understanding hierarchical structure is scale. Scale is a form of hierarchy. The importance of scale has been recognised in sciences concerned with the spatial organisation of human activities and physical processes on the Earth's surface for more than four decades (Marceau, 1999) . It can function as a sort of container in space or time for heterogeneous phenomena and processes, which have form and dynamics. Much of the difficulty in treatment of`scale' is the great variability in the interpretation and meaning of the term (Withers and Meentemeyer, 1999, page 206) , such as absolute size, relative size, resolution, granularity, extent, and detail. Cartographic scales represent the ratio of a distance on a map to the corresponding distance on the ground. This usage is often qualified as`metric scale'. In spatial analysis the scope of scale can be threefold: spatial, temporal, and decisionmaking.
Spatial scale is linked with the terms`resolution' and`extent'. Resolution is the precision of measurement, usually defined by specifying the grain size, which determines the lowest or smallest visible level in a hierarchy or minimum sampling unit. In the case of raster or image data, resolution is the size of the rectangular pixel. Extent represents the boundary of the study area under consideration and appears unambiguous. Extent and resolution define the upper and lower limits of resolution of a study. Pereira (2002) argued that the definitions of both resolution and extent become complementary rather than contradictory.
Temporal scale is related to the terms`time step' and`duration'. Time step is the smallest temporal unit of analysis in a model, and duration refers to the length of time that the model is applied.
Decisionmaking scale can be described in similar terms:`agent' and`domain'. Agent refers to the human actor or actors in the model who are making decisions. The individual human is the smallest single decisionmaking agent; other agents can be a household, neighbourhood, county, state, province, or nation. Domain, on the other hand, refers to the broadest social organisation incorporated in the model. Although the agent captures the concept of who makes decisions, the domain describes the specific institutional and geographic context in which the agent acts. Institutionally, agents may overlap spatially.
The multiscale issue has received a lot of attention in the spatial analysis of various fields, including the ecological fallacy (Robinson, 1950) and the MAUP (modifiable areal unit problem) (Openshaw, 1977; 1984) . Numerous empirical studies have shown the significant effects of scale on statistical inferences and models. The first step in the analysis of the scale problem was the development of appropriate quantitative methods for detecting scales or discrete levels at which regular and irregular patterns occur in the landscape (Marceau, 1999) .
Multiscale in urban growth
Scale issues are inherent in studies examining the physical and human forces driving land-use and land-cover changes (Currit, 2000) . The multiscale issue in urban growth has distinguishing spatial, temporal, and decisionmaking dimensions.
As remotely sensed imagery is a primary data source for monitoring urban growth, its temporal dimension is impacted by the requirements of temporal pattern analysis and the availability of time-series imagery. For example, Wu's models of land-development patterns (Wu and Yeh, 1997) for two different periods (1979^87 and 1987^92) indicate a varied temporal scale. Spatial patterns of urban growth can first be differentiated with varied spatial resolutions. This multiresolution analysis principally explores the details of information extracted, which is used to test the sensitivity or stability of the models. Numerous experimental studies in various areas such as the agricultural, ecological, and environmental sciences have reached consensus that resolution is an influential factor (for example, Kok and Veldkamp, 2001; Page et al, 2001; Stein et al, 2001; Walsh and Crawford, 2001) . Data collected at a gross scale (coarser resolution) are considered less reliable in aiding interpretation of events operating at fine scales (finer resolution) (Goodchild, 2000) . However, multiresolution analysis is implemented under a definite spatial extent as this largely affects the availability of data sources. For instance, 1 m resolution IKONOS images are too costly to cover a whole megacity especially in developing countries, but they are reasonable sources for one district.
The second multiscale pattern analysis is from the perspective of spatial extent. Relatively, not enough attention has been paid to this analysis. A question which arises is how to define spatial extent effectively, in particular for the purpose of interpreting corresponding spatial processes. In most studies, spatial extent is limited to the hierarchy of administrative boundaries from national to regional to municipal levels. Such definitions based on administrative boundaries are consistent with land administration; moreover, more socioeconomic information such as census data can be integrated into modelling. Hence, the model can be closely linked with socioeconomic and political processes of urban growth. For instance, Kok and Veldkamp (2001) modelled land-use change based on six Central American countries. They found that the effect of changing the spatial extent on the set of land-use determining factors is substantial, with a big increase in explanatory power when reducing the extent from regional to national. This implies that the analysis of urban growth patterns should be based on its highest level, such as the municipal level.
However, if the focus is on spatial process, urban growth is not physically restricted by administrative boundaries, particularly at the lower level, as these boundaries are expanding and changing, especially over a long development period such as ten years in fast developing countries such as China. Moreover, urban growth frequently occurred before the formation of a new urban administration unit as it was located in the fringe. For instance, in China, a new administration unit is transformed from rural to urban (for example, from a rural village to an urban subdistrict) only when new development in this area reaches a certain scale. From the perspective of spatial process, such hierarchies can represent only the discrete process rather than the continuous process. It can less effectively reflect the spatial heterogeneity of urban growth.
Therefore, we argue that a relative spatial hierarchy can be defined to satisfy the specific purposes of spatial analysis, such as explaining spatial processes. In this context, the term`relative' means subjective instead of objective boundaries. To some extent, this definition is more ambiguous than the previous one, but it can better represent continuous spatial processes instead of discrete processes than can an absolute definition, as these subjective boundaries are natural not artificial classifications and in essence are continuous not discrete, fuzzy not crisp. In a later section, a new relative spatial hierarchy will be described in detail in a move towards linking up with the decisionmaking scale.
At the decisionmaking scale, it is supposed that urban growth is strictly controlled (or highly impacted) by urban development planning; the hierarchy (or details) of urban growth management and planning indicates the scale of decisionmaking. In the case of Chinese cities, the urban development planning system comprises general land-use planning or strategic planning, master planning or structural district planning, down to detailed zone planning. Each level has its own specific objective, information requirements, and institutional organisation, which will be explained in the next section.
A higher level spatially and conceptually defines constraints for a lower level. When projected onto the land system, each level of planning needs specific information support on certain spatial and temporal scales. In this sense, the decisionmaking scale is conceptually the highest, which determines the required spatial and temporal scales. For example, from general land-use planning down to zone planning, their spatial and temporal scales are decreasing significantly. General land-use planning covers the whole municipality and can be valid for twenty years or longer. Conversely, zone planning focuses on a much smaller area and suffers from more frequent revision in response to the dynamic environment.
From the perspective of planning, what are the information requirements on various decisionmaking scales, which might be provided from the domain of geographic (spatial) information science? A fundamental research question is``what should be modelled in spatial patterns of urban growth?'' This paper conceptualises three points as illustrated in figure 1 . The question can be divided into three subquestions:
(1) where to change? (2) how much should be changed? (3) how strong should the change be? From the perspective of modelling, these subquestions can be conceptually transferred to the probability of change, the density of change, and the intensity of change, respectively, which are defined as follows: (a)`probability' is defined as the possibility of land cover changing from nonurban area to urban use in any pixel; (b)`density' is defined as the possibility of land-cover change agglomerated in any pixel; (c)`intensity' is defined as the possibility of high-density land-cover change intensified in any pixel. Obviously, the three concepts represent three different probabilistic events, which are becoming the main concerns of urban development planning systems. The detailed calculation procedures can be seen in a later section.
For example, in the case of Chinese cities, general land-use planning needs information support with regard to the major determinants of change-probability patterns, which can be used to guide sustainable land management. Master or structural planning needs information such as the principal determinants influencing change density and change type and different scale constructions, which can facilitate the decisionmaking of site selection of major projects. The lowest level of control planning needs more detailed information on the spatial factors affecting the intensity of change, which is indicated by different floors of high-rise buildings. These can be utilised for the control of plot ratio, etc. The next question is``How are the three concepts spatially defined?'' According to their definitions, they can be stratified as follows: 1. the probability of change is spatially defined in the whole study area; 2. the density of change is defined only in the extent of land-cover change from nonurban to urban; 3. the intensity of change is spatially limited in the extent of higher density of change. The definition exactly determines a relative hierarchy of spatial extent. Here, probability of change defines a binary spatial system A (A 1 : change; A 0 : no change). Its component A 1 (spatial extent of change density) also defines another binary system B (B 1 : high density; B 0 : low density). Again component B 1 (spatial extent of change intensity) defines a third binary system C (C 1 : high intensity; C 0 : low intensity).`Relative' is indicated by the spatial definition of the change density and intensity, which aim to identify the relative degree of development density and intensity. As a consequence, the urban growth pattern can be analysed from a simple three-level hierarchy, which defines a three-scale spatial extent.
To sum up, urban growth patterns involve three interrelated hierarchies (figure 2) through the concepts of planning, analysis, and data hierarchy. Being planning oriented, conceptual hierarchy determines the decisionmaking scales and information requirements for the analysis hierarchy. The data hierarchy not only provides required resolutions (spatial and temporal) as input into the analysis hierarchy but also seriously affects its results. For example, the probability of change needs a sample of land-cover pixels with and without change, which can be directly extracted from SPOT images. The density of change needs another sample of land-cover change with high and low density. The intensity of change needs further three-dimensional data that is, floor number in an area of high-density change. As the core of the three hierarchies, this paper focuses on the analysis hierarchy, which bridges the conceptual and data hierarchies. This hierarchy defines a new multiscale spatial extent: macro (probability of change), meso (density of change), and micro (intensity of change). The division from macro to micro is consistent with corresponding levels of development planning but not identical to the hierarchy of administrative boundaries.
This new multiscale perspective links with decisionmaking scales and also with explicit spatial processes. The scale of probability of change principally reflects more stochastic processes, density of change reflects more self-organised processes, and intensity of change reflects more spatial behaviour as more actors are involved in decisionmaking about development intensity. This paper will focus on testing their effects on urban growth patterns, a topic which has not received much attention. As it is limited by data availability, the test is implemented on only two scales: probability of change and density of change.
Methodology and data
Multilevel modelling recently started to receive attention (Huang and Clark, 2002; Jones and Bullen, 1993; Jones and Duncan, 1996) as a cross-scale statistical analysis approach thanks to its advantages in dealing with a number of issues such as heterogeneity, intra-unit correlation, the small-number problem, the MAUP, aggregation bias, and the ecological and atomistic fallacies (Jones and Duncan, 1996) . However, the application of multilevel modelling relies on a priori definition of a discrete set of spatial units at each level of the hierarchy. Imposing a discrete set of boundaries on most spatial processes is unrealistic (Fotheringham et al, 2000) . Published applications focus mostly on social and economic processes rather than on spatial process. Because of the current lack of cross-scale methods, scale-specific methods are preferable (Kronert et al, 2001) in particular for spatial pattern and process modelling.
When the focus is on spatial processes and patterns, a main objective is to seek and compare determinants of urban growth patterns on multiscales, hence the cause^effect interpretation capacity of the modelling technique is of vital importance. The major methodology developed here consists of exploratory and confirmatory data analysis.
Exploratory data analysis
The real power of GIS resides in their display facilities; they still lack the facility to explore relationships between multivariate data visually. Graphical representation of spatial relationships is generally more easily interpreted than numerical output. As a step in this direction, exploratory spatial data analysis (ESDA) techniques are used to detect spatial patterns in data, and to suggest hypotheses, which may be tested in a later confirmatory stage (premodelling exploration). In modelling patterns, ESDA is receiving more and more attention (Bell et al, 2000; Brunsdon, 2001; Goodchild, 2000) .
In urban theories, a widely accepted assumption is the negative exponential decrease of density of development units such as buildings, people, and resources illustrated in equation (1), where x is the radial distance from the central business district (CBD) situated at the core, and l is the density gradient. fx b expÀlx .
( 1 ) The density gradient quantifies the extent of the urban spread around the central core. Urban models based on economic theory (Muth, 1969) , discrete choice theory (Anas, 1982) , and other approaches such as entropy maximisation (Wilson, 1970) have made widespread use of the negative exponential function. Here, we extend the CBD to other development factors such as major roads, minor roads, developed areas, etc, and also extend density to both probability of change and density of change. We assume here that probability and density of change are characterised by exponential increase or decrease in relation to each development factor. In two cases, function f(x) could be transferred to p(x) (probability) and d(x) (density), respectively through discretisation: fx lim
and fx lim
where p(x) is the probability-of-change function and d(x) the density-of-change function. Dp indicates the probability of change in the range (x, x Dx), Dd the density of change in the range (x, x Dx). When Dx is very small, p(x) and d(x) could approximate to Dp and Dd, respectively. Dx is a radial distance interval, which should be as small as possible. The variable c counts the total amount of land-cover change located in the range (x, x Dx); c is the total land-cover change in the whole study area; n means the total amount of developable land in the range (x, x Dx). Dx is actually a buffering distance interval. After a logarithmic transformation, we can calculate the density gradients l 1 and l 2 , which exhibit the spatial influence of each factor on growth:
The slopes l 1 and l 2 indicate the degree of spatial influences; l b 0 (l 1 , l 2 ) means a positive influence; l`0 indicates a negative effect. The correlation coefficient R indicates its accuracy or reliability.
From the standpoint of probability theory, Dp and Dd represent two types of probability value, which are limited in the same range Dx. Let A denote the event of land-cover change, and let BjA represent the event of high-density change when A occurs (conditional probability); theoretically, Dp p(A), Dd p(BjA). Hence, p(AB ) p(A)p(BjA) DpDd (AB means the event of high-density change). Based on the two formulae [equations (4) and (5)], we can calculate the probability value (that is, DpDd) of high-density change.
The distance-decay effect of each factor can be visualised for pattern detection and hypothesis formation by displaying a scatter plot (ln Dp & ln Dd, x). Spatial outliers can be detected for detailed data checking. When a curve has multiple peaks, it may result from an unreasonable definition of a spatial indicator. In this case, the indicator should be split or merged (see section 4.1). Slopes l 1 and l 2 indicate the growth patterns in relation to its development factor at two levels. A steeper slope may imply a more compact pattern; a less steep slope a more dispersed or scattered pattern. Intercept b represents the initial value of the probability. Systematic comparisons of l 1 , l 2 and b 1 , b 2 can offer deep insights into the spatial influences. The key feature of multiscale models is that they specify the potentially different intercepts and slopes for each space as coming from a distribution at a high level.
Spatial logistic regression
Traditional statistical analysis techniques, such as multiple regression and logistic regression, are still widely used in pattern modelling. For example, Lopez et al (2001) employed linear regression to explore the relationship between urban growth and population growth. Wu and Yeh (1997) and Wu (2000b) applied logistic regression methods to explain land-development patterns and industrial firm location, respectively. The techniques have proven effective in seeking some determining variables for the occurrence of certain spatial phenomena such as urban development.
Compared with multiple regression and log^linear regression (see table 1), logistic regression is advantageous in its dependent variable, explanatory variable, and normality assumption. As a complex social-economic system, the urban growth phenomenon does not usually follow normal assumptions. Its influential factors are mostly a mixture of continuous and categorical variables. The general form of logistic regression is described as follows:
where x 1 , x 2 , .XX, x m are explanatory variables, and y is a linear combination function of the explanatory variables representing a linear relationship [equation (6)]. The parameters b 1 , b 2 , .XX, b m are the regression coefficients to be estimated. The p means the probability of occurrence of a new unit, that is, the transition from rural to urban. Function y is represented as logit p, that is the logarithm (to base e) of the odds or likelihood ratio that the dependent variable is 1 [equation (7)]. In logistic regression, the probability value can be a nonlinear function of the explanatory variables [equation (8)]. This is a strictly increasing function: probability p will increase with value y. Regression coefficients b 1 , b 2 , .XX, b m imply the contribution of each explanatory variable on probability value p. A positive sign means that the explanatory variable will help to increase the probability of change and a negative sign means the opposite. The statistical technique is a multivariate estimation method to examine the relative strength and significance of the factors (explanatory variables). However, as the primary data sources for urban growth come from remotely sensed imagery, spatial heterogeneity is the main concern. Logistic regression has to consider spatial statistics such as spatial dependence and spatial sampling. Ignoring these issues will lead to unreliable parameter estimation or inefficient estimates and false conclusions about hypothesis tests (Irwin and Geoghegan, 2001; Pa'ez et al, 2001) . In this paper we will design a spatial sampling scheme to reduce spatial dependence phenomena on two scales.
Data

Study area
Wuhan is located in central China and middle reaches of Yangtze river (Changjiang), the third longest river in the world. Wuhan lies in the eastern part of Hubei province and is its capital (figure 3, over). Its climate is subtropical, characterised by a humid monsoon. Its topography is dominated by relatively flat land between 22 m and 27 m above sea level. Wuhan has the nickname`Water City' (Jiang cheng) as not only two rivers (the Yangtze and Han) intersect here but the city also has quite a lot of lakes of varied size.
As the largest megacity in central China, it had a population of more than 4 million in 2000, four times that of 1949. During the last five decades, Wuhan has undergone rapid urban growth from 3000 ha of built-up area in 1949 to 30 151 ha in 2000. This occurred through two waves of development: in 1955^65 and 19932 000. The two waves correspond to two major stimulants örapid industrialisation and land reform before and after 1987 in Chinaöwhich is consistent with other Chinese cities such as Guangzhou (Wu, 1998) . But it should be noted that China's development policies have a strong geopolitical dimension. For example, land reform was implemented in 1987 for the coastal region but postponed until 1992 for Wuhan. As a result, Wuhan is a fresh and typical case for understanding the dynamic process of the urban growth of Chinese cities.
Data sources
SPOT PAN/XS imagery is an ideal source from which to produce land-cover maps at the urban^rural fringe (Gao and Skillcorn, 1998; Terrettaz, 1998) . The imagery employed here is SPOT PAN/XS for 2000, which covers the whole study area to create a land-cover map for 2000. The topographic map (scale 1:10 000) of 1993 was used for imagery geocoding registration and also for producing the land-cover map for 1993 and other spatial layers for 1993. Secondary sources include planning-scheme maps, traffic and tourism maps, and street-boundary maps. The image processing for landcover mapping is implemented through the ERDAS IMAGINE 8.4 package (Leica Geosystems, Atlanta, GA). This paper is one part of a big project (modelling spatial and temporal urban growth for Wuhan City, 1955^2000). The imagery employed in this project includes aerial photographs of 1955^65 and SPOT PAN/XS images for 19862 000. Visual interpretation is still a reliable solution and is applied in this study for the creation of time-series land-use^land-cover maps, in particular when both aerial photographs and images are employed simultaneously for temporal mapping. Based on the considerations, a postclassification alternative is used for change detection in this paper.
First, the original images are subdivided into an appropriate size covering just the study area; a projection system of WGS84 NORTH with Zone 50 is selected for Wuhan City. At least 50 points are chosen systematically and evenly distributed over images to guarantee enough points in the centre and corners. A second-order polynomial model is chosen for image rectification and resampled by using a nearest-neighbour algorithm. The root mean square error is strictly limited to 0.3 pixel.
Second, to assist visual interpretation, image fusion is implemented to harness comprehensively the spectral information from SPOT XS (three bands) and spatial information from SPOT PAN (10 m). Before fusion, an accurate coregistration is vital to ensure the accuracy of fusion. A map-to-image strategy is applied for a higher resolution of SPOT PAN based on the topographic map (1:10 000), and then the image-to-image method is used for the georeferenced registration of SPOT XS. Adequate ground-control points can guarantee the accurate positional match of two images. Among the three merge techniques (multiplicative, principal component, and brovey transform) in ERDAS, multiplicative is chosen for the fusion as being better at highlighting urban features. Third, before digitising, the fused images are transferred into RGB (red^greenb lue) images as the colour composite. Then a supervised classification is made to seek any pixels with potential land-cover change. Finally visual interpretation is carried out to remove any errors of classification with the assistance of local knowledge.
Data classification
The main information requirements available for the model comprise land cover in 1993, land-cover change 1993^2000 (figure 4), physical factors (road network, railway network, city centres and subcentres, industrial centres, bridges, and rivers) (figures 5 and 6, over), physical constraints (water body and protected areas), and institutional factors (administration, master planning) (figure 7, over), which are extracted and processed from primary and secondary sources. Land cover is here classified as water body, agricultural area, urban built-up area, or protected area (including green areas and sands). There is no universal standard of road classification as it is determined by quite a number of indefinite factors such as adjacent land use, traffic volume, road width, and construction materials. It is the same for the definition of city centres and subcentres. In this research, in order to reduce the uncertainty in classification, only two classes (major and minor) are used to identify their impacts on urban development. The determination of major roads and major city centres is based principally on the local knowledge available from master and transportation planning schemes, and tourism maps. Some interviews with local planners are also necessary for further confirmation. From the viewpoint of the temporal dimension, a few layers have a certain degree of fuzziness in their definitions; in particular when the study area is large and the period is long. For instance, the construction of roads may occur in a different phase of the period to be modelled and their construction time should be taken into account. In this research, a major road (linking with the Third Bridge over the Yangtze river) was completed in early 2000. It can be clearly seen in the SPOT images of 2000. This major road should not be included in the major road layer as it did not create any practical impacts on urban development in the period 1993^2000. This judgment is also confirmed by very sparse land-cover change surrounding the road. Other layers are spatially defined by following similar rules. This treatment is able to maintain temporal consistence within each layer.
Wuhan city can be treated as flat landscape except for a few hills with higher elevation. Hence, slope is not an influential factor. Physical constraints principally comprise water bodies, which will be analysed in the next section. The master planning scheme was approved by central government in 1996 and will be valid until 2020. This scheme map includes detailed land-use classification.
Variables and GIS data analysis
Being focused on methodology, this paper describes only the spatial indicators which can be measured from available data. All variables are listed in table 2 (over). They are created via the spatial analyst module in Arcview 3.2a (ESRI Inc., Redlands, CA) based on a 10 Â 10 m 2 pixel size, which results in a 6100 Â 4000 grid for data analysis.
Dependent variables
On the macroscale, the dependent variable CHANGE is binary. The value 1 represents land-cover change from nonurban to urban, whereas the value 0 means the land remains nonurban. Theoretically, water bodies should be completely excluded from land-cover change. However, in this special case study (Jiang cheng), 18% of the landcover change in the period 1993^2000 comes from water bodies, which include ponds and lakes. They are mostly small-scale water bodies or on the fringe of large lakes. A general procedure can be designed for defining this specific layer: (a) extract the water-body layer from the land-cover layer, (b) determine neighbourhood statistics (based on a circular neighbourhood with a 200 m radius), (c) select SUM b 800 (if a total of 800 neighbouring cells are also water). The layer created is named`excluded', which is utilised as a physical constraint from the water bodies. Another physical constraint comprises protected areas which include green spaces, sands, and river banks from the topographic maps of 1993. On the mesoscale, the dependent variable CH DENSITY measures the spatial agglomeration of new urban development, the value 1 represents a high density of change; whereas the value 0 indicates a low density of change. Figure 4 shows that the urban growth in 1993^2000 was characterised by a large scale of spatial agglomeration. There are four new development zones (see figure 4. 1: Guandong and Guannan industrial parks; 2: Nanhu and Changhong industrial parks; 3: Zuankou Car Manufacturing Base; 4: Taiwanese Economic Development Zones). The calculation of density of change is completed through the neighbourhood statistics method. A circular neighbourhood with a 500 m radius is defined to summarise the quantity of land-cover change surrounding each pixel (based on SUM neighbourhood statistics). With this neighbourhood, we are able to derive a normal distribution for CH DENSITY. A median value is utilised to identify high and low density. Here when SUM b 3000, it is classified as high density, otherwise low density.
Explanatory variables
First, proximity is a prime cause of urban expansion; transport and communication changes represent a major explanatory variable in helping to account for the continuing demand for urban land (Kivell, 1993) . As we are focusing on land-use change modelling, physical variables such as road networks are considered exogenous in this paper because the construction of roads is part of the urban growth process. Here, the proximity variables measure the direct access to city centres or subcentres ( Second, urban growth patterns are largely a function of the availability of usable sites. The likelihood that a specific site will be developed varies according to its own availability for development, but also according to the availability of other sites located at different distances from various activity centres or generators of demand for development. A neighbourhood variable quantifies the spatial effect of neighbouring cells. From the aspect of urban development, the spatial influence (promotion or constraint) comes principally from the spatial agglomeration of the developed areas (DENS DEVE), industrial sites (DENS INDU), agricultural land (DENS AVAIL), and water constraint (DENS WATER). They are density-oriented or density-based indicators. The spatial measure is based on the neighbourhood statistics technique. The type and size of a selected window (neighbourhood) reflect the distance-decay mechanisms of various factors. A circular neighbourhood with a 500 m radius is chosen to recalculate the density value towards a normal distribution.
Third, social and economic activities are the main driving forces of urban development. These indicators include land value, employment opportunity, population pressure, etc. However, they are not the major concern of this paper as they are limited by poor data infrastructure in Chinese cities.
Fourth, urban development is under the control of the master planning and municipal administration management, which are generalised as macropolicy variables. Whether a site is planned as a built-up (1) or nonurban area (0) (PLAN NO) will essentially decide its possibility of change. Whether a site is within the administrative boundary of a subdistrict or others such as town, township, and farms (STREET NO) will also influence its scale and speed of development in a specific period. The spatial distribution of two variables (STREET NO, PLAN NO) can be seen from figure 7.
Findings
Exploratory data analysis
In equations (2) and (3), c and n in each Dx are processed by using the command Tabulate areas' between the layers (land-cover change and buffering theme) in the ArcView package. Here Dx 100 m is defined for proximity variables and Dx 2% for neighbourhood variables. The table file created is exported into the software STATISTICA (from StatSoft) for calculating Dp and Dd from equations (4) and (5) À2000 2000 6000 10 000 14 000 18 000 22 000 À2000 2000 6000 10 000 14 000 18 000 22 000 À2000 2000 6000 10 000 14 000 18 000 22 000 À2000 4000 10 000 16 000 22 000 28 000 À2000 2000 6000 10 000 14 000 18 000 22 000 À2000 2000 6000 10 000 14 000 18 000 22 000 À2000 2000 6000 10 000 14 000 18 000 22 000 À2000 2000 6000 10 000 14 000 18 000 22 000
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DIST YZ probability DIST YZ density DIST CBRID probability DIST CBRID density DIST PBRID probability DIST PBRID density DIST CBRI1 probability DIST CBRI1 density DIST CBRI2 probability DIST CBRI2 density of each variable on two scales (see figure 8 ). The significance of slope l, intercept B, and correlation coefficients R are shown in table 3. P will be explained in section 5. From figure 8 and table 3, it can be clearly seen that most variables have a statistically significant linear trend (negative exponential function) except five variables (indicated in columns R 1 and R 2 in table 3) on two scales. In particular, the distance to major roads (DIST MRD) and to the second bridge over the Yangtze river (DIST CBRI2) show over 90% accuracy on the scale of probability of change, together with the distance to rail lines (DIST RAIL) and the density of neighbouring water body (DENS WATER), developed areas (DENS DEVE), and industrial areas (DENS INDU) on the scale of density of change. Spatial outliers exist in some variables, but they are not removable because urban growth itself is so complicated, inevitably creating a certain degree of stochasticity. Not only R but also the slope l and intercept B show much spatial variation among variables. However, in this paper, the difference in intercept B is meaningless for comparing probability and density of change because of incomparable formulae. Slope is a major indicator for exploring varied probability and density on two scales. A steeper slope indicates more compact urban expression in relation to the physical factor considered. Also, the variable DIST RIVER has two peaks, which results in a lower R. This indicates that two rivers may have different distance ranges of spatial influence. So DIST RIVER needs to be divided into two variables, each with one river. Indeed, the two variables DIST YZ and DIST HAN, especially the latter, exhibit a better trend. Following this principle, we create DIST MCEN and DIST OCEN from DIST CENT, and DIST CBRI1 and DIST CBRI2 from DIST CBRID. With such divisions we are able to seek more accurate spatial determinants. For instance (in terms of slope), we are able to come to the following conclusions for proximity variables: (1) Minor road networks, major road networks, minor city centres, rail line networks, the No:1 bridge, industrial centres, and rivers show a ranked order from high to low Table 3 . Exploratory data analysis on two scales.
Variables
Probability of change Density of change values in negatively affecting the probability of change (the nearer, the greater the effect).
(2) For the density of change, the slope of some variables (minor and major road networks, rail lines, industrial centres, rivers) show a certain degree of increase, others (minor centres, constructed bridges) decrease, compared with probability of change. For neighbourhood variables, the findings are as follows: (a) Density of neighbouring water bodies and developed areas show statistically significant positive impacts on probability of change (the greater the density, the greater the impact); (b) For density of change, only density of available land is statistically highly positive. These results clearly show some significant differences on the two scales, which enable us to construct a hypothesis that road infrastructure is still playing a crucial role in urban growth, but the relative importance of these variables is undergoing a certain variation. A major difference is also indicated in neighbourhood variables. The other two categorical variables (STREET NO, PLAN NO, are further confirmed by using a t-test (continuous type) and a w 2 test (categorical). STREET NO is statistically significant for density of change and PLAN NO for probability of change.
Logistic regression modelling
Traditional logistic regression does not take spatial dependence into account (see, for example, Tang and Choy, 2000; Wu, 2000b; Wu and Yeh, 1997) . There are few alternative ways to consider spatial dependence. One is to build a more complex model incorporating an autogressive structure (for example, Gumpertz et al, 2000) . Another is to design a spatial sampling scheme to expand the distance interval between the sampled sites. The latter results in a much smaller size of sample, which will lose certain information. However, the maximum-likelihood method, upon which logistic regression is based, relies on a large sample of asymptotic normality, which means that the result may not be reliable when the sample size is small. Consequently, a conflict occurs in applying logistic regression: between the removal of spatial dependence and a large sample size. A reasonable design for a spatial sampling scheme is becoming a crucial point of spatial statistics. This has attracted more and more researchers in various areas (Stehman and Overton, 1996) . Frequently adopted schemes in logistic regression modelling are either stratified random sampling (Atkinson and Massari, 1998; Dhakal et al, 2000; Gobin et al, 2001) or systematic sampling (Sikder, 2000) . Their advantages and drawbacks were reviewed and compared by Stehman and Overton (1996) . Unlike the spatial prediction purpose in the area of geostatistics, the population studied here is completely known, and spatial sampling aims to reduce the size of samples (here the study area has around 6100 Â 4000 pixels, which is beyond the capacities of most statistical software) and to remove spatial autocorrelation. Systematic sampling is effective in reducing spatial dependence but may lose some important information such as relatively isolated sites when population is spatially not homogeneous. In particular, its ability to represent the population may decrease when the distance interval increases significantly. Conversely, random sampling is efficient in representing population but has low efficiency in reducing spatial dependence, especially local spatial dependence. Following this idea, we argue that the integration of both systematic and random sampling is better able to balance sample size and spatial dependence.
On the scale of probability of change, first, a systematic sampling is implemented for the whole population. When a 20th-order lag (20 pixels or 200 m in east^west and north^south directions) is reached, Moran's I index (to quantify the degree of linear spatial association between observed locations and a weighted average of the corresponding neighbouring sites) is significantly reduced for all continuous variables.
After the systematic sampling, the ratio between the size of samples with values 1 and 0 becomes 1:11. To gain an unbiased parameter estimation, we continue to select randomly another 10% from sample 0. This random sampling creates nearly a 1:1 ratio for the final sample. Its total size is 3002 pixels. Systematic and random sampling are implemented under the spatial module of ArcInfo 8.0.
On the scale of density of change, we first implement a 4th-order (40 m) systematic sampling for value 0 and a 10th-order (100 m) systematic sampling for value 1, which results in a reduced size of samples; next, we apply a 7% random sampling for both 0 and 1. This random sampling creates a nearly 1:1 ratio for the final sample. Its total size is 2945. After sampling, Moran's I index significantly decreases for all continuous independent variables.
With regard to multicollinearity, of all pairs of variables with a correlation over 0.80, one variable is omitted. Of all pairs of variables with a correlation over 0.50, only one variable is allowed to enter a regression equation (Kok and Veldkamp, 2001) . The use of a stepwise regression procedure solves the remaining multicollinearity problems. A forward stepwise variable selection is employed via SPSS 10.0 package. After eight and ten steps, the results were calculated separately as listed in table 4.
Interpretation of the multiscale issue
The logistic regression model is estimated by the maximum-likelihood algorithm. There are various ways to assess the goodness of fit of logistic regression. One way is to cross-tabulate prediction with observation and to calculate the percentage correctly predicted. Table 4 shows the estimated logistic regression models. The two models are significant at the 1% level. The overall percentage of correctness is about 83% for the probability of change and 76% for the density of change. The lower accuracy of the latter might be related to reduced spatial extent. On the scale of the probability of change: the major determinants (with strong negative effect) are, in order, the distance to minor roads, distance to major roads, distance to minor centres, distance to No:1 bridge (the nearer, the greater the effect). There are no statistically and practically significant determinants with strong positive effects. Some factors are statistically significant but practically not significant (for example, master planning, the distance to the Han river, distance to industrial centres, and density of neighbouring water body).
On the scale of the density of change: the major determinants (with strong negative effect) are, in order, distance to minor centres, distance to major roads, distance to minor roads, distance to the Yangtze river, and distance to railway lines (the nearer, the greater the effect). The major determinants with strong positive effects are, in order, the densities of agricultural land areas, developed areas, and water bodies (the greater the density, the greater the probability), and subdistrict administration. The others are either not statistically significant or are practically not significant.
Comparing the spatial determinants on two scales, major differences are indicated in four aspects. The first difference is the statistical significance of the neighbourhood variables, which are dominated by the densities of agricultural land, developed urban areas, and water bodies. The variables are influential only for density of change. This shows strongly that large-scale new developments are either very close to urban builtup areas or far away in rural areas and that some were converted from water bodies. The second difference is the significance of subdistrict administration, which exerted certain influences only on density of change. The third is the differences in a few proximity variables. The distance to railway lines and the distance to the Yangtze river are effective only for density of change. Finally, the three key proximity variables (distances to minor roads, major roads, and to minor centres) are all influential on both scales, but their relative importance values vary with scale. In particular, distance to the minor road networks is the most influential factor for probability of change, whereas density of change is dependent mostly on minor subcentres and major road networks. The comparison made above implies that, relatively speaking, proximity variables are more scale independent than neighbourhood variables and others. Urban infrastructure is the crucial factor impacting the occurrence of urban growth and also the spatial agglomeration of social and economic activities. However, old city centres have become less important than suburban centres in attracting large-scale development. This indicates a changing urban spatial structure.
From the perspective of the spatial process, the probability and density of change may represent the spontaneous and self-organisational processes of urban growth, respectively. When urban growth is solely a spontaneous process, only the probability of change is able to explore its spatial pattern, or we can say all determinants might be scale independent on the two scales. However, when urban growth is a mixture of spontaneous and self-organisation processes, the probability of change is not sufficient in itself to explore the spatial pattern of urban growth, or we can say that some determinants could be scale dependent on the two scales. The number of scaledependent determinants may be affected by the degree of the self-organisation process. Hence, the multiscale method is able to compare and uncover these processes through analysing their spatial patterns.
The multiscale of the pattern is also able to explain the temporal process of urban development planning. For example, the temporal process includes at least two stages: site selection and local growth (for details see Cheng and Masser, 2003) . At the stage of site selection, density of change is the major concern for locating various scales of the land-development project, when the distance to subcentres, the distance to major road networks, and the density of agricultural land are the principal criteria. However, at the next stage of local growth, probability of change is becoming the major concern when local factors such as the distance to minor road networks takes the dominant role.
In terms of Harken's theory of synergetics, the order parameter of a self-organising system is principally controlled by slow variables rather than by quick variables (Harken, 1993) . In this sense, we can infer that the determinants on the scale of density of change represent slow variables and that determinants of probability of change represent quick variables. Slow variables include mainly minor centres, major roads, agricultural land, and developed areas. Quick variables are dominated by minor roads. In reality, slow variables are actually working on a macroscale and have longer term and broader scope spatial influence than quick ones on the mesoscale. For example, minor centres and major roads, as the order parameters of self-organising urban growth, may determine the spatial morphology of a city. Conversely, minor roads affect only local growth. As a consequence, such multiscale is helpful in understanding the complex patterns of spatial systems.
Discussion and conclusions
This paper has shown that hierarchical theory can provide a conceptual and logical framework for the spatial analysis of complex spatial patterns of urban growth. The partial results on only two scales have shown that a scale-dependent property exists in urban growth patterns, although quite a number of other explanatory variables have not yet been included in the model because of limited data availability. This multiscale property is theoretically able to provide deeper insights into urban development processes and to guide urban planning.
To complete the proposed multiscale framework, we still need to explore another microscaleöintensity of change. Intensity of change has distinct spatial, temporal, and decisionmaking dimensions. In the spatial dimension, it requires more disaggregated data, as detailed as parcel and building level, which are able to provide such information as number of floors, ownership, land value, and even actors. In the temporal dimension, it undergoes relatively quicker change or it is more unpredictable. In decisionmaking, more actors are involved. For example in China, local government, work units (employers), investors, real estate developers, and households have different roles in locational decisionmaking. It involves more complicated social, economic, and even political processes. As a result, this scale will exhibit more complex spatial patterns, which should be based on a new data framework. The data framework should be able to incorporate more spatial behaviour of actors and socioeconomic factors into pattern modelling. At present, it is theoretically promising but practically lacks a rich data infrastructure, particularly in the developing world.
From the angle of remote sensing, SPOT imagery is not an appropriate source to satisfy the information requirement on the microscale. However, with 1 m resolution of IKONOS satellite images, we are able to identify high-rise and low-rise buildings for defining a binary variable (1: high intensity; 0: low intensity), which will be input into a pattern model like a logistic regression equation. The outcome on this scale can be utilised for systematic comparisons with the other scales.
Such comparisons can uncover the complex spatial processes of urban growth on various scales, which can assist in decisionmaking at each level of urban development planning. In the future, the multiscale framework is expected to link with multiscale process modelling, such as cellular automata, multi-agent, and random utility models to explore the interaction between pattern and process.
To implement the multiscale framework, logistic regression is not the only method of spatial pattern analysis. With a focus on the capacity for interpretation, simple exploratory data analysis and spatial logistic regression are effective means to distinguish the determinants on two scales. However, the methodology itself still has some issues which need further research in the future. The measurement of a neighbourhood variable such as DENS DEVE depends largely on the type and especially the size of the neighbourhood chosen. Overdefined or underdefined neighbourhoods will lead to highly skewed histograms, which will make the results unreliable. As a simpler way, a number of tests with different choices have to be made for comparison, but it is very time consuming and laborious. As a consequence, it is necessary to develop an algorithm for automatically seeking an optimal neighbourhood, which is able to create an approximately normal distribution.
The spatial analysis of this research is based on the 10 Â 10 m 2 grid. The selection corresponds to the resolution of SPOT PAN images and also has more powerful interpretation. However, other resolutions from 20 Â 20 to 100 Â 100 m 2 need to be checked comparatively for the sensitivity analysis of logistic regression modelling results. The exploratory data analysis is based on the radial distance interval of 100 m; tests with 200 m and 300 m further confirm the stability of the analysis especially if the slope of each variable remains the same. This research actually is based on the minimum spatial resolution (10 m from SPOT PAN) and maximum spatial extent (municipal level). From published literature, such a strategy can provide more convincing results.
Unlike natural science, urban development, like other social sciences, is in essence not a completely random or stochastic process. The proximity and neighbourhood variables are created according to spatial dependence, or we can say that spatial proximity is one form of spatial dependence. Consequently, the complete removal of spatial dependence is impossible. As Jacquez (1999) argued, spatial autocorrelation is almost always present and its strength varies considerably from one kind of variable to another. A feasible way is to compare various sampling schemes for a compromise alternative according to current developments and techniques of spatial statistics. Apparently, the scale of density of change has stronger spatial dependence as its spatial extent shrinks. It results in a decrease of logistic regression modelling (table 4). A new approach based on a polygon format such as the parcel is also worth exploring in the future.
In urban theories, another geographical law, the negative power function is also frequently applied for density gradient modelling (Makse et al, 1998) . When compared with the negative exponential function, equations (1) and (4) are correspondingly modified as follows:
ln Dp ln b 1 l 1 ln x .
( 1 0 )
The linear correlation coefficients, P, of both proximity and neighbourhood variables are also computed and listed in table 3. They clearly indicate that, in general, the negative exponential function has a higher accuracy than the negative power function. As a consequence, this research suggests that urban growth obeys a law of negative exponential function in terms of the probability and density of change.
The results from logistic regression modelling are basically consistent with those of the exploratory data analysis (see table 2 ). However, the latter to some extent confirms the accuracy or reliability of the former and also is able to model the relative importance of each independent variable in a systematic way.
This research also found that logistic regression analysis is very sensitive to multistages such as data transformation and spatial sampling. The logarithm data transformation ln ( y b) ( b is to be determined by experiment) and various combinations of sampling type and size may significantly influence parameter estimation and model accuracy. Here, the proximity-based variables sampled are transformed by using ln ( y 1). Then, all continuous variables are standardised according to the formula: ( y À min )a( max À min ). So all independent variables are universally transformed into the range from 0 to 1 for further logistic regression modelling. The selection or design of reasonable data transformation and spatial sampling schemes still need further systematic research for spatial logistic regression. Spatial exploratory data analysis, like a simple approach proposed in this paper, can facilitate testing of the detected patterns with the outcome of logistic regression. Exploratory spatial data analysis is able to discover the influence of each continuous variable but not the systematic ranking. Logistic regression is efficient in systematically evaluating their relative contributions. Consequently, the integration of both is a feasible way of hypothesis formation, and the test of model accuracy.
