ABSTRACT Coprime arrays, consisting of two subarrays with a co-prime number of physical sensors, can effectively resolve the direction-of-arrival (DOA) estimation when the number of sources exceeds the sensors. However, the conventional coprime array direction of arrival estimation algorithms suffer from the ''holes'' problem. To address this issue, an effective method called OptSpace is adopted to fill the ''holes'' in the difference coarray domain of the coprime array. The OptSpace is an efficient and fast matrix completion algorithm and this characteristic can be extended to enhance the degrees of freedom in the difference coarray domain of the coprime array. After acquiring a complete matrix corresponding to full of degrees of freedom for the coprime array, the direction parameters via the Estimation of Signal Parameters via Rotational Invariance Techniques in the difference coarray domain of the coprime array can be estimated. The rotational invariance techniques can efficiently find the DOAs in the coarray domain without spectrum peak search process compared to other subspace-based algorithms. The numerical simulations are conducted to verify the effectiveness and superiority of the proposed approach compared to other methods.
I. INTRODUCTION
The direction-of-arrival (DOA) estimation problem plays an important roles in array signal processing and has widely applications in radar, sonar, mobile communications [1] - [3] , etc. It is well known that an N -element uniform linear array (ULA) can only solve up to N − 1 sources based on subspace-based DOA estimation method [4] . In order to acquire accurately DOA estimation when the number of sources exceeds the number of sensors, significant research efforts have been undertaken to develop non-uniform linear arrays [5] - [13] . Among those, a new structure of non-uniform linear array, known as coprime array [6] , [8] , [11] , [12] , has attracted significant attention due to its ability to provide a high number of degrees-of-freedom for direction of arrival estimation. A coprime array comprised two uniformly coprime sampling subarrays has many advantages compared to other popular non-uniform arrays, such as minimum redundancy array (MRA) [13] , minimum hole array (MHA) [14] , and nested array [5] , [9] , [10] . For a given number of physical
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sensors, MRA and MHA need to use exhaustive search to find the optimal sensors position. In addition, finding the suitable covariance matrix corresponding to a large array requires a rather complicated time-consuming iterative process. Although the nested array configuration is easy to construct and it is possible to obtain the exact expressions of sensors locations and the available DOFs for a given number of the sensors, one subarray of nested array required half waveform inter-element spacing will lead to mutual coupling problem between sensors [9] , [10] , which will significant influence the performance of DOA estimation. Coprime arrays by spacing sensors farther apart can effectively reduce the influence of the mutual coupling. Because of all of the aforementioned advantages, coprime arrays are useful tool to achieve accurate underdetermined DOA estimation.
Most commonly DOA estimators for coprime array comprise subspace-based algorithms [6] , [7] and sparsity-based algorithms [16] - [24] . However, the subspace-based algorithm such as spatial smoothing MUSIC (SSMUIC) technique for high-resolution DOA estimation using vectorized covariance matrix needs the spectrum peak search process, which leads to a high computational complexity especially under a small searching interval. In order to decrease the computational complexity of the spectrum peak search process, a novel coarray domain ESPRIT-based DOA estimation algorithm is proposed in [7] . The ESPRIT-based DOA estimation algorithm using the consecutive elements in coarray domain has a better performance compared to SSMUIC algorithm. However, since the difference coarray of a coprime array contains many ''holes'', conventional SSMUIC algorithm and coarray ESPRIT-based algorithm can only use contiguous elements within the difference coarray domain which decreases the total degrees of freedom (DOFs) offered by the co-prime. The sparsity-based DOA estimation techniques have received growing attention due to their higher resolution, robustness to noise, and better performance under the limited number of snapshots. Based on the theory of sparse reconstruction and the sparsity of signals in the spatial domain, sparse signal processing algorithms discrete the continuous angular domain and assume true scenario DOAs are exactly aligned with the angular grid. However, in practice, the angular grid basis selection is a difficult problem duo to the true DOAs may not be in the predefined sampling grid. Thus, the sparsity-based DOA estimation algorithm suffer from off-grid problem, in order to mitigate off-grid influence, first-order Taylor expansion [23] based on a fixed grid and gridless methods via atomic norm minimization [11] , [24] are proposed. Although these methods can improve the performance of DOAs estimation, the computational complexity will increase especially for first-order Taylor expansion method. Therefore, it is very meaningful to find a computationally efficient DOA estimator which using full of degrees of freedom offered by the coprime array.
In this paper, we propose a method combined OptSpace [25] and coarray domain Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) to achieve accurately and effectively DOA estimation. The OptSpace algorithm defined over the Cartesian product of two Grassmann manifolds can realize accurately low rank matrix completion by using Grassmann manifolds Newton gradient descent algorithm. Matrix completion aimed to recover an intact and low-rank matrix from partial data is an extension of compressive sensing algorithms [26] , [27] . Theoretically, a M × N dimension matrix with low rank r can be recovered from o(nr poly log(n)) elements, where n = max {M , N }. For DOA estimation, the rank of the covariance matrix in coarray domain equals to the number of the sources, and it is smaller than the number of unique virtual lags, which guarantees that the covariance matrix is low rank. Thus, matrix completion can be used to improve the DOFs of the co-prime array. In [22] , and [28] - [30] , nuclear norm minimization algorithm is used to fill the holes. And in [22] , [29] , and [30] denoising operation is added to decrease the randomness caused by the finite number of the snapshots compared with [28] . But unclear norm minimization algorithm cannot closely approximate the true rank and low efficiency for big data. In [31] and [32] , Toeplitz covariance matrix reconstruction interpolation algorithm using the atomic norm minimization is proposed to make full use of the difference coarray domain generated by the coprime array. However, the proposed methods in [28] - [32] need to choose a proper regularization parameter to guarantee the satisfied DOA estimation performance. And the computational complexity of the above mentioned algorithms based on the interior point method is higher. In order to eliminate the effect of the ''holes'' problem existed in the difference coarray of the coprime array, an efficient and fast matrix completion algorithm named OptSpace is adopted in this paper.
Firstly, we use the OptSpace algorithm to fill the holes in the difference coarray domain of the coprime array. As a result, the lags out of the contiguous coarray domain of the coprime array are utilized, leading to a maximum number of DOFs. Then, we use Estimation of Signal Parameters via Rotational Invariance Techniques in virtual consecutive difference coarray domain to realize accurately DOAs estimation. The Estimation of Signal Parameters via Rotational Invariance Techniques in coarray domain utilized a pair of subarrays can be used to acquire closed-form solution for DOA estimation, which does not need to use predefined grids basis and spectrum peak search process, indicating the proposed combined algorithm can eliminate the influence of off-grid and avoid spectrum peak search. Numerical experiments are conducted to verify the effectiveness of the proposed approach.
The rest of this paper is organized as follows. In Section II, we formulate the data model used through this paper. In Section III, we describe the proposed OptSpace interpolation approach for filling the missing elements in the coarray domain and utilizing all the DOFs offered by the co-prime configuration for DOA estimation. In Section IV, the theory of the Signal Parameters via Rotational Invariance Techniques in difference coarray and corresponding process are given. In Section V, performance of the proposed method is evaluated through extensive simulations and Section VI concludes the paper.
Notations: Lowercase (capital) bold symbols denote vector matrix. (·) * , (·) T , (·) H , (·) −1 , (·) + denotes the conjugate, transpose, conjugate transpose operator, the inverse and pseudoinverse, respectively. E {·} presents the statistical expectation, vec (·) is the vectorization process and ⊗ denotes the Kronecker product.
• denotes the Khatri-Rao product and () i,j indicates the (i, j)th entry. * and F denote the nuclear norm and the Frobenius norm of a matrix, respectively. 0 and I denote the zero vector and identity matrix with appropriate dimensions.
II. SYSTEM MODEL
In this section we firstly introduce the signal model of DOA estimation using coprime array. Then, the method of coarraybased MUSIC is demonstrated.
A. COPRIME ARRAY SIGNAL MODLE
A prototype co-prime array is demonstrated in Fig.1 , where M and N are a pair of co-prime integers. Without loss VOLUME 7, 2019 FIGURE 1. Illustration of the coprime array with M = 3 and N = 5 (a) the first subarray; (b) the second subarray; (c) the co-prime array; (d) the nonnegative difference coarray of the co-prime array with holes; and (e) the nonnegative difference coarray of the co-prime array without holes.
of generality, assume that M < N , the unit inter-element spacing d 0 = λ 0 /2 with λ 0 denoting the reference wavelength. The positions of the coprime array can be expressed as
Assume that the sensor array is illuminated by far-field narrowband uncorrelated sources with DOAs θ q satisfying −π/2 ≤ θ q ≤ π/2 for q = 1, 2, . . . , Q. Then, the received data vector can be expressed as
is the steering vector of the qth source, A = a(θ 1 ), . . . , a(θ Q ) , and
T is the number of snapshots, and n(t) is the additive white Gaussian noise with mean zeros and covariance matrix σ 2 n I 2M +N −1 . Theoretically, the covariance matrix of x(t) can be obtained as
where
Q is the covariance matrix of the sources with σ 2 q denoting the power of the qth source, q = 1, 2, . . . , Q.
In practice, the exactly covariance matrix R xx in (4) cannot be obtained due to the finite number of snapshots. Thus, the sample covariance matrix is estimated using the T available snapshots, which is expressed aŝ
B. COARRAY-BASED MUSIC
To better understand, we briefly review the coarray-based MUSIC algorithm. For a pair of sensors located at the ith and kth positions in S, the (i, k)th entry of R xx can be expressed as
Then, for all the available values of (i, k), where 0 ≤ i ≤ 2M + N − 1 and 0 ≤ k ≤ 2M + N − 1, the locations of the corresponding difference coarrray can be denoted as
The difference coarray represents the correlation of the received signal, any application which depends on such correlation can exploit the DOFs offered by the resulting coarray structure. After vectorization (4), we can get
The dimension of the above covariance vector can be reduced by excluding the replicas of those redundant elements in r x without loss any information. To this end, we extract all the distinct lags in r x and sort the remaining rows to form a new data vector r x1
×Q is identical to the manifold of a non-uniform linear array with sensors located from −N (2M −1)d to N (2M −1)d. However, there exist some ''holes'' in the difference coarray of the co-prime array as illuminated in Fig. 1(d) .
To use spatial smoothing MUSIC, we should firstly find the consecutive lags in D. After finding the consecutive lags, the signal model can be expressed as
is the manifold matrix of difference coarray and a D (θ q ) is the steering vector respecting to the qth target.
T is a column vector whose elements are the power of sources. However, the model in (10) is similar to that of a fully coherent source environment.
To overcome this problem, the method in [6] use spatial smoothing to decorrelate the sources. For coprime array, denote [−ξ, −ξ + 1, . . . , ξ − 1, ξ ] as the consecutive lags in the corresponding difference coarray domain. Then, the spatial smoothing method can be obtained
where z l is a subset of x D which is defined as z l = x D −ξ +l , . . . , x D l T . After the spatial smoothing, MUSIC algorithm can be used to estimate the DOAs. Firstly, performing eigenvalue decomposition on R e1
where U S is the signal subspace eigenvectors that corresponding to the Q largest eigenvalues. Similarly, U N is the noise subspace eigenvectors that corresponding to the remaining eigenvalues. is a diagonal matrix with elements of eigenvalues in the descending order.
The main method of MUSIC is to utilize the orthogonality between the signal subspace and the noise subspace. Then, the spatial smoothing MUSIC is defined as
Thus, the Q largest peaks corresponding to the impinging direction of the sources can be estimated.
III. THE PROPOSED OPTSPACE ALGORITHM
For co-prime array, the difference coarray contains some ''holes'' that cannot be used to estimate the DOAs. Thus, there exists some techniques proposed in [22] and [28] - [32] to interpolate these holes to reduce the estimation error and enhance the degrees of freedom. Firstly, define V as the shortest ULA containing D (namely, V = {m| min(D) ≤ m ≤ max(D)}) and the corresponding covariance matrix definedR V is a Toeplitz matrix. Then, an interpolation method can be used to fill the missing entries by solving the nuclear norm minimization problem [28] R V = arg miñ
where || · || * denotes the nuclear norm of a matrix and (14) hold true for all {n 1 , n 2 ∈ V + , n 1 − n 2 ∈ D}. Nuclear norm minimization can find the low-rank solutions and the difference coarray information is fully included in matrixR V . In order to further improve the estimation performance and eliminate the effect of the error due to finite number of snapshots, a hybrid approach has been proposed in [29] . Firstly, after getting the coarray interpolation matrixR V from equation (14), another nuclear norm minimization problem is proposed to suppress the error as follow
And the ε is the related to the noise level. Equivalently, (16) can also be reformulated in the regularization form
where µ is the regularization parameter.
From the analysis we can find that the above mentioned interpolation algorithms mainly based on the nuclear norm minimization. The performance of the nuclear norm minimization to realize the matrix completion is low efficiency and cannot closely approximate the true rank compared the Matrix factorization methods. In the following analysis, we adopt OptSpace algorithm to realize the matrix completion. Firstly, a sparse matrix X with dimension of
where = |V + | × |V + | denotes the entries of the matrix X . Then, the object interpolation matrixR opt using the OptSpace algorithm can be expressed asR opt = USV H , where S denotes the Q largest singular values, U and V denotes the left singular vectors and the right singular vectors corresponding to the Q largest singular values, respectively. Thus, the object interpolation matrixR opt can be obtained by adopting the following model over the Grassmann manifold
And the detailed explanation about the Grassman manifold can be founded in [25] . The optimization problem in equation (19) can be solved by using the following function to realize the matrix completion
Optimization over Grassmann manifolds is a well understood topic and gradient descent with line search can be used to minimize F(U, V). Before giving the detailed gradient descent solution, we firstly define a project operator P (X ) over Grassman manifolds
The gradient of F(U, V) about U, V can be expressed as (24) where
And S is the optimal solution about
for given (U, V). For fixed U, V, the S can be obtained by solving the following problem
The equation (27) can be redenoted as
Using the characteristic of the Kronecker product vec(ABC) = (C T ⊗ A)vec(B), we can obtain the following equation
Let q = vec(USV H ),B = (V * ⊗ U) and s = vec(S), thus
The solution can be obtained for equation (30) by using the least square method as follow
After obtaining the optimization solution s, we can reshape the element of the s and obtain the corresponding S by using S = vec −1 (s). Thus, the matrices U,S and V can be obtained.
In order to provide an overall perspective of the proposed OptSpace algorithm, we outline its scheme as follows.
Remark 1: we set the termination criteria according to
or the maximum number of iterations is reached. In the following simulation section, the tolerance ε and maximum number of iterations K are set to 10 −14 and 100, respectively.
IV. THE COARRY-BASED ESPRIT ALGORITHM

Estimation of Signal Parameters via Rotational Invariance
Techniques can be used in difference coarray domain for DOA estimation. Firstly, a pair of separated coarray domain subarrays with the same geometry are required. From Fig.1(e) , we can find the OptSpace algorithm can fill the holes in the difference coarray domain of the co-prime array. The difference coarray support domain corresponding to coarray covariance matrixR opt obtained by OptSpace algorithm can be expressed as
where T (u) denotes a Hermitian Toeplitz matrix with vector u as its first column, 
where gradF(U, V) U and gradF(U, V) V is defined in equation (23) and (24) . And matrix S k is computed according to equation (31) . compute
After determining the optimal step size t opt , compute
By adopting the step size t opt in each iterative, the optimal matrices [U k , S k , V k ] can be obtained.
3:
Terminate the loop process if the final convergence criterion is satisfied or the maximum number of the iterations is reached. Otherwise, return to step (2) and continue the whose process again. 4: After obtaining the matrix U K ,S K and V K , the finally matrix can be computed byR
the obtained coarray covariance matrixR opt is equal to a ULA covariance matrix ranging from 0 to (2M − 1)N . Based on the analysis above, a pair of coarray domain subarray consisting of (2M − 1)N − 1 elements are used, the elements locate at The prototype of subarrays as in Fig.2 , the second subarray can be viewed as a shift distance of the first subarray. Similar to equation (2), the subarrays received signals can be expressed as
And
AndÃ
From equation (35) and equation (36),Ã X andÃ Y satisfy the following relationship
is a Q × Q dimensional shift invariance unitary matrix between the subarray Sub X and Sub Y . Accordingly, the covariance matrices of Sub X and Sub Y can be expressed as
respectively. The signal subspace of the subarray covariance matrix R z X z X and R z Y z Y also satisfy rotational invariance, so we can use ESPRIT algorithm in the coarray domain to realize the DOA estimation. The eigenvalue decomposition ofR opt can be expressed as
where E S is the signal subspace eigenvectors that corresponding to the Q largest eigenvalues, E N is the noise subspace eigenvectors that corresponding to the remaining eigenvalues.
For E S , the signal subspace eigenvectors of the subarrays Sub X and Sub Y can be denoted as
where E S,X and E S,Y have the same signal subspace spanned by the coarray matrixÃ X andÃ Y , so there exists a unique Q × Q dimensional matrix F satisfying
Since E S,X and E S,Y have the same signal subspace, the matrix E S,XY = E S,X E S,Y has the same rank as E S,X and E S,Y . Therefore, there exists a 2Q × Q dimensional orthogonal matrix P = P X P Y T satisfying
From equation (43) and equation (44), equation (45) can be denoted as
Y , the relationship between signal subspace of E S,X and E S,Y can be denoted as
where the operator can be obtained as
Combine equation (43), equation (44), equation (47) and equation (48), we obtain
From (49), we can find and have the same eigenvalue. Thus, the DOAs of impinging sources can be obtained from . The final form DOA estimation for the qth impinging can be expressed as
where ψ q denotes qth eigenvalue of , imag is the imaginary part of a complex number.
V. SIMULATION RESULTS
In the following subsection, a series of experiments are conducted to verify the performance of the proposed approach. In the first experiment, we examine the spatial spectrum performance of the proposed method. And, then, the performance of root mean square error versus the input signal-to-noise and the number of snapshots are demonstrated. In the third subsection, angular resolution is examined compared to other algorithms. VOLUME 7, 2019 A. UNDERDETERMINED SPATIAL SPECTRUM ANALYSIS
In this subsection, we demonstrate the underdetermined spatial spectrum estimation performance of the proposed method. We consider a coprime array with (M , N ) = (3, 5), the locations of the coprime array are {0, 3, 5, 6, 9, 10, 15, 20, 25}d 0 as illuminated in Fig.1 . The corresponding difference coarray without holes is {0, ±1, ±2, . . . , ±17, ±18, ±19, ±20, ±21, ±22, ±23, ±24, ±25}. A total of 500 snapshots are used and the signal-to-noise ratio (SNR) is set to 0dB. We firstly choose Q 1 = 18 uncorrelated sources coming from [−50 0 , 50 0 ] and then choose Q 2 = 20 uncorrelated sources, the estimated spatial spectrums are shown in Fig.3 . From Fig.1(d) , we can find that the maximum consecutive lags in the difference coarray of the coprime array with (M , N ) = (3, 5) is 17 and this means that the number of maximum resolvable sources is less than the maximum consecutive lags generated by the coprime array. From Fig.3 , we can find that the proposed OptSpace algorithm can accurately resolve DOAs of the impinging sources when the number of sources exceeds the maximum consecutive lags in the difference coarray domain. The simulation results demonstrate that array aperture expansion capability of the proposed OptSpace algorithm is effective for the underdetermined DOA estimation problem. And, from Fig.3(a) and Fig.3(b) , we can easily see that with the impinging sources increasing, the proposed OptSpace algorithm can still maintain a favorable detection performance for the according DOA estimation.
B. RMSE PERFORMANCE
In this subsection, the Root Mean Square Error (RMSE) as a function of SNR and snapshots for the proposed OptSpace algorithm, nuclear norm minimization (NNM) algorithm [28] and the hybrid nuclear norm minimization algorithm [29] are illustrated in Fig.4 . The RMSE is defined as whereθ i,q is the estimated DOA of θ q for the ith Monte Carlo trial, i = 1, 2, · · · , I . And the RMSE is obtained by using I = 500 independent trials in all simulations. We adopt Q = 16 uncorrelated far-field narrowband sources coming from [−50 0 , 50 0 ]. The CRB offers a lower bound on the variances of unbiased estimates of parameters, when the number of sources is higher than that of physical array sensors, the CRB can be obtained according to the derivation in [8] , [31] , and [33] . Here, the CRB curves presented in Fig.4(a) and Fig.4 (b) are drawn with the equations elaborated in [8] for reference. In the Fig.4(a) , the number of snapshots increases from 200 to 1000 with a step of 100 and the SNR is 0dB for all snapshots. The results shown in Fig.4(a) indicate that, the DOA estimation precision of the proposed OptSpace algorithm outperformances the nuclear norm minimization and the hybrid nuclear norm minimization approach with the increase of the snapshots. And we also can find that the nuclear norm minimization algorithm provides the poorest estimation performance compared to others algorithms. The proposed OptSpace algorithm still maintain a better DOA estimation precision when the available snapshots is relatively limited. In the Fig.4(b) , the SNR increases from −8dB to 10dB with a step of 2dB and the snapshots is fixed at 500. The performance of the RMSE versus SNR shown in Fig.4(b) demonstrates that the proposed OptSpace algorithm exhibits superior estimation precision compared to the nuclear norm minimization and the hybrid nuclear norm minimization approach. And the estimation precision of the proposed OptSpace algorithm is close to the CRB with the increase of the SNR. From the simulation results shown in Fig.4 , we can find that the proposed method exhibits a better robustness performance with the variation of the snapshots and SNR in the condition of the underdetermined DOAs estimation.
C. ANGULAR RESOLUTION ANALYSIS
In this subsection, we compare the angular super-resolution capability of the different algorithms mentioned above, the number of snapshot is fixed at 200 and SNR is fixed at 0dB. Two closely sources are considered, the first source θ 1 is 0 • − θ and the second source θ 2 is 0 • + θ . We define that the two sources are correctly resolved when there are two peaks in the spatial spectrum and the estimated DOAsθ 1 andθ 2 satisfies θ 1 − θ 1 < θ and θ 2 − θ 2 < θ , where θ varies from 0.1 • to 2 • with a step of 0.1 • . Five hundred Monte-Carlo trials are conducted for each θ to acquire the resolution probability versus θ is shown in Fig.5 . It can be observed from Fig.5 that the proposed OptSpace algorithm has a higher angular resolution than the nuclear norm minimization algorithm and the hybrid nuclear norm minimization algorithm, indicating that the proposed OptSpace algorithm is an efficient interpolation-based algorithm in the difference coarray domain. And from Fig. 5 , we can also find that the proposed OptSpace algorithm can achieve a better angular resolution when θ ≥ 0.7 • while the nuclear norm minimization algorithm and the hybrid nuclear norm minimization algorithm require relatively larger angular interval. The simulation results shown in Fig.5 also demonstrate that the proposed OptSpace algorithm can efficiently deal with the underdetermined DOAs estimation when the angular interval θ ≥ 1 • among all the impinging sources.
VI. CONCLUSIONS
In this paper, an efficient low rank matrix completion algorithm called OptSpace is proposed to eliminate the effect of the ''holes'' problem in the difference coarray domain of the coprime array. And more degrees of freedom can be obtained to estimate the directions of the impinging sources by using the OptSpace algorithm. The proposed method exhibits a better resolution and can avoid high complexity spectrum peak search process compared to nuclear norm minimization algorithm and the hybrid nuclear norm minimization algorithm. Simulation results demonstrate the effectiveness of the proposed algorithm in term of achievable DOFs, estimation accuracy and angular resolution.
