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This paper proposes several speech technology improvements for increasing robustness, reliability and
ergonomics in speech interfaces for controlling aerial vehicles. These improvements consist of including
a statistical language model for increasing the robustness against spontaneous speech, incorporating
conﬁdence measures for evaluating the performance of on-line the speech engines (better reliability),
and a ﬂexible response generation for improving the interface ergonomics. This paper includes a
detailed description of the speech control interface developed as a result of the collaboration between
the GTH (Grupo de Tecnología del Habla or Speech Technology Group) at Universidad Politécnica de
Madrid (UPM) and the company Boeing Research and Technology Europe under the contract No. 206/05.
This interface includes modules that perform speech recognition, natural language understanding and
response generation via a speech synthesizer. In the system evaluation, the ﬁnal results reported a 96.4%
Word Accuracy and a 92.2% Semantic Concept Accuracy. This paper also provides a state-of-art review
of using Speech Technology for controlling aerial vehicles, comparing the main initiatives carried out.
A signiﬁcant conclusion of this work is that Speech Technology is now ready enough to be considered as a
new modality (in parallel with traditional ones) for introducing high level commands while the controller
is carrying out others actions when interacting with these control systems. In critical applications (such
as this) the best performance of this technology is achieved when all the conﬁguration possibilities of
the speech engines are accessible and the speech interface is designed in collaboration with Speech
Technology experts.
© 2009 Elsevier Masson SAS. All rights reserved.
1. Introduction
Speech Technology has now reached a high level of perfor-
mance, making it applicable in many critical systems. Relevant
improvements have been achieved on the basis of the greatly in-
creased effort into research carried out by aeronautical companies
and regulatory institutions such as: Eurocontrol and AENA in col-
laboration with Speech Technology expert groups. As a result of
this effort, large speech and text databases have been generated
and new speech and text processing models have been developed
and adapted to the speciﬁc ﬁeld requirements. These technolog-
ical advances have been supported by the signiﬁcant increase in
speed obtained both by the hardware that executes these algo-
rithms and the improvements within the algorithms themselves
that exhibits properties of intelligent search for the best solution.
An important area of critical applications supported by these new
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capabilities is aerial traﬃc control. In 1993 a big project was de-
veloped at LIMSI (CNRS – France) for training air traﬃc controllers
in their tasks by using speech recognition and synthesis, creating
a so-called automatic “pseudo-pilot” [17,18]. From 1993 on, there
have been signiﬁcant efforts in integrating this technology into air
traﬃc control applications [4,12,13,20,22]. In Spain, a special men-
tion must be made to the INVOCA project (Vocal Interfaces for Air
Traﬃc Control) as a cooperation of AENA (Spanish Airports and Air
Navigation) [2,8] with the Grupo de Tecnología del Habla at the
Universidad Politécnica de Madrid (hereinafter referred as GTH-
UPM).
Another important area has been the use of speech technol-
ogy for controlling aerial vehicles. In 2001, the ﬁrst results of the
WITAS project were presented [16] for controlling a UAV (Un-
manned Aerial Vehicle). During the next 4 years, the WITAS evolu-
tion produced important results on new interfaces for aerial vehi-
cle control [10,14,15,21]. This project is a very good reference, also
including the integration of speech technology into the aerial con-
trol interface. Other research efforts into integrating speech recog-
nition into aerial control systems are [1,5,19].
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The paper provides a detailed state-of-art review and proposes
several speech technology improvements for tackling reliability
and ergonomic issues with robustness; in speech interfaces for
controlling aerial vehicles in general (the experiments have been
carried out considering a UAV but the conclusions are general for
controlling any aerial vehicle). The target is not to propose speech
as an alternative modality for controlling all the possibilities of an
aerial vehicle, the main objective is to introduce speech as a new
modality (in parallel with traditional ones: joysticks, keyboards,
etc.) for allowing the controller in parallel to introduce high level
commands and to look at the screen or use a joystick, for exam-
ple. Under these circumstances, the requirements for the speech
interface are:
• To have a performance better than 90% for command recogni-
tion.
• To provide a conﬁdence measure for every recognized com-
mand.
• To work in real time.
• To provide a ﬂexible response with several levels of verbosity.
The structure of this paper is as follows: Section 2 includes
the state-of-art review of speech technology as applied to aerial
control systems. Section 3 describes an overview of the system
developed by the GTH-UPM. The speech recognition, natural lan-
guage understanding and response generation modules, including
the new proposals for increasing robustness, reliability and er-
gonomics, are described in Sections 4, 5 and 6 respectively. Sec-
tion 7 presents the system evaluation results. Finally, Section 8
summarizes and compares the different initiatives highlighting the
main conclusions of this work.
2. State of art in speech technology for aerial control systems
When developing the interface for an aerial control system, it
is necessary to include the following Speech Technology modules:
a Speech Recognizer for converting natural speech into a sequence
of words (text), a Natural Language Understanding module that ex-
tracts the main semantic concepts from the text (the commands to
be carried out and their corresponding data for the aerial control
system), and a Response Generation Module for creating a natu-
ral response to the user that will be converted into speech by a
speech synthesizer. This section is structured into these modules.
2.1. Speech recognition
All speech recognizers developed so far are based on two
sources of knowledge: the characterization of phone acoustics, and
language structure. Related to the acoustic modeling, all current
speech recognition systems are based on Hidden Markov Models
(HMMs). These models are very common in several recognition
problems [6,7]. For each allophone (a characteristic pronunciation
of a phoneme), one HMM model is calculated as a result of a train-
ing process carried out using a speech database. A speech database
consists of several hours of transcribed speech (made up of ﬁles
with speech and text combined, where is possible to correlate the
speech signal to the words pronounced by the person). There is
a very important link between the size of the database used to
train the HMMs, and the versatility and robustness of the speech
recognizer. Database acquisition is a very costly process because it
requires linguistics experts to transcribe the speech pronounced by
different speakers by hand. Because of this, only important compa-
nies such as IBM, Microsoft, Dragon Systems, Nuance, Telefónica
or important research centers such as MIT (Massachusetts Insti-
tute of Technology), CMU (Carnegie Mellon University), CU (Cam-
bridge University), GTH-UPM (Universidad Politécnica de Madrid)
with wide-ranging experience in this technology can offer speech
recognition systems with the highest guarantee of having enough
robustness and ﬂexibility to be incorporated into a critical ap-
plication such as aerial control. In the speech community, there
are two main associations that sell valuable speech databases for
research and development: they are LDC (Linguistic Data Consor-
tium: http://www.ldc.upenn.edu/) and ELRA (European Language
Resources Association: http://www.elra.info/). In [11],t h e r ei sa
very good review of the state of art focusing on acoustic model-
ing for speech recognition.
The second source of knowledge included in a speech rec-
ognizer is the language modeling. This model complements the
acoustic knowledge with the information on the most probable
word sequences. There are several techniques for language mod-
eling: grammar-based language modeling and statistical language
modeling (N-gram). The ﬁrst type consists of deﬁning all the pos-
sible sentences that the system can recognize. Any other word
sequence, not foreseen in these sentences, is rejected. This model
is easier to generate by a non-expert but it is very strict and does
not deal well with the spontaneous or stressed speech found in
live utterances.
Statistical language modeling consists of computing the proba-
bility of one word, given the N − 1 previous words. For example,
a 3-gram model consists of the probabilities of every word pre-
ceded by any combination of two words. The statistical model is
generated automatically from an application oriented text (set of
sentences), considering a smoothing process for unseen sequences.
This smoothing allows all word sequences to be permitted to some
extent (there are no forbidden word sequences), playing the roll of
a fundamental robustness factor. This fact is very important when
modeling spontaneous speech: word repetitions, doubts, etc.
So far, all speech recognition systems incorporated in aerial
control systems are commercial programs: Microsoft [19] or Nu-
ance [5,10,14–16,21] Speech Recognizers. These recognizers are
integrated by the aerial control interface developer, typically an ex-
pert in aerial control task assignment but not necessarily a speech
technology expert. Although the speech recognition systems (es-
pecially the commercial ones) are evolving to more robust and
user-friendly software engines, there are still signiﬁcant limitations
in their conﬁguration that drastically affect the performance of the
speech recognizer. One important aspect is the language modeling:
the commercial recognition engines offer the possibility to deﬁne
grammar-based models (easy to deﬁne by a non-expert) by this
conﬁguration but they are not ﬂexible enough for spontaneous or
stressed speech as could easily appear in these control interfaces.
The performance of a speech interface not only depends on the
speech recognizer, but the language understanding module must
also be considered (as will be shown in the evaluation section).
When using a commercial speech recognizer, the limitations in the
ﬂexibility can affect the correct integration between both modules
and impair the possibility of using other sources of information
which could make the recognition vocabularies and/or language
models variable depending on the system state.
2.2. Spoken language understanding
This process consists of extracting the semantic information
or “meaning” (within the speciﬁc application domain) from the
speech recognizer output (sequence of words). The semantic infor-
mation is represented by means of a frame containing a number
of semantic concepts. A semantic concept consists of an identiﬁer
or attribute, and a value. For example: one concept could be WAY-
POINT_CODE while the value is “A01”. The natural language un-
derstanding is mainly carried out using rule-based techniques: the
relationships between semantic concepts and sequences of words
or other concepts are deﬁned by hand by an expert. The rule-J. Ferreiros et al. / Aerospace Science and Technology 13 (2009) 423–430 425
Fig. 1. System module diagram.
based techniques can be classiﬁed into two types: top–down and
bottom–up strategies:
• Top–down strategy. In this case, the rules try to obtain the
semantic concepts from an overall analysis of the whole sen-
tence, aiming to ﬁnd a unique axiom for it. This strategy tries
to match all the words in the sentence, to a sequence of se-
mantic concepts. Considering that a speech recognizer can pro-
duce errors in the word sequence, this technique is not ﬂexible
and robust enough to deal with these errors: one error in
the word sequence causes the semantic analysis to fail. In the
speech interfaces for aerial control reviewed in the literature
(except the WITAS project), all the natural language under-
standing are rule-based techniques with a top–down strategy.
• Bottom–up strategy. In this case, the semantic analysis is car-
ried out by starting from each word individually and extending
the analysis to neighboring context words or other already
built conceptual islands. This extension is made to ﬁnd speciﬁc
combinations of words and/or concepts (blocks) that gener-
ate a higher level semantic concept. The rules implemented
by the expert deﬁne these relations. This strategy is more ro-
bust against speech recognition errors and is necessary when
a statistical language model is used in the recognizer. De-
pending on the scope of the block relations deﬁned by the
rules, it is possible to achieve different compromises between
the reliability of the concept extracted (higher with higher
lengths) and the robustness against recognition errors (higher
with smaller lengths). The WITAS project uses the SRI GEMINI
parser [23]. It is a natural language processing engine that ap-
plies a set of syntactic and semantic grammar rules to a word
string using a bottom–up parser to generate a logical form.
A logical form is a structured representation of the context-
independent meaning of the string.
This paper proposes a new natural language understanding
module that generates semantic conﬁdence measures, targeting the
goal of increasing the reliability and robustness of the speech in-
terface.
2.3. Natural response generation
The response generation module translates the understood con-
cepts into a natural language sentence used to conﬁrm the infor-
mation back to the user. These sentences can be ﬁxed or built
using templates with some variable ﬁelds. These ﬁelds are ﬁlled
in with the information obtained from the semantic interpretation
of the previous sentence. In the literature, both kinds of response
generation modules appear: ﬁxed sentences [19] or template-based
modules [21]. Finally, the natural language sentence is converted
into speech by means of a text to speech conversion system that
ends up with a speech synthesizer.
A more ﬂexible template-based response module is presented
in this paper. This ﬂexibility is modulated by the urgency and con-
ﬁrmation verbosity desired by the user, signiﬁcantly increasing the
interface ergonomics, by adapting its behavior to the relevant ex-
ternal conditions of the system.
3. Overview of the control interface developed by GTH-UPM
Fig. 1 shows the module diagram of the interface developed by
the GTH-UPM and the company Boeing Research and Technology
Europe for aerial control systems. The main modules are as fol-
lows:
• The ﬁrst module, the speech recognizer, converts natural
speech into a sequence of words (text). One important char-
acteristic of this module is the statistical language model that
has been trained for increasing the robustness against sponta-
neous speech. Another relevant characteristic is the conﬁdence
estimation: every recognized word is tagged with a conﬁdence
value representing the belief of the recognizer on the correct-
ness of its own work: a value between 0.0 (lowest conﬁdence)
and 1.0 (highest conﬁdence). In critical applications, the con-
ﬁdence measures report the reliability of the word sequence
obtained from the recognizer.
• The Natural Language Understanding module extracts the main
semantic concepts (commands and their corresponding data in
our application) from the text, using semantic rules deﬁned by
an expert. This module also generates an estimation of conﬁ-
dence for every semantic concept extracted. In the literature
review, there is no example of a language understanding mod-
ule with this characteristic applied to speech interfaces for
aerial vehicle control.
• The third module is the Response Generation Module. In this
implementation, it uses several response templates to create
a natural language sentence as conﬁrmation for the under-426 J. Ferreiros et al. / Aerospace Science and Technology 13 (2009) 423–430
Fig. 2. Language model generation process.
stood command. The solution proposed in this paper is more
ﬂexible and powerful than any proposed before: the response
templates are variable and depend on the semantic concept
conﬁdences, on the control urgency status and on the conﬁr-
mation verbosity desired by the controller.
4. Speech recognition
The speech recognizer used in this prototype is a state of art
speech recognition system developed at GTH-UPM. It is an HMMs-
based system (Hidden Markov Models) with the following main
characteristics:
– It is a Continuous Speech recognition system: it recognizes ut-
terances made up of several continuously spoken words. In
this application, the vocabulary size is 93 Spanish words.
– Speaker independence: the recognizer has been trained using
a large database, making it robust against a great range of po-
tential speakers without further training by actual users.
– The recognition system can generate one optimal word se-
quence (given the acoustic and language models), a solution
expressed as a direct acyclic graph of words that may com-
pile different alternatives, or even the N-best word sequences
sorted by similarity to the spoken utterance.
– The recognizer provides one conﬁdence measure for each word
recognized in the word sequence. The conﬁdence measure is a
value between 0.0 (lowest conﬁdence) and 1.0 (highest conﬁ-
dence) [9]. This measure is important because the performance
of the speech recognizer can vary depending on several as-
pects: level of noise in the environment, non-native speakers,
more or less spontaneous speech, or the acoustic similarity be-
tween the different words contained in the vocabulary. Nowa-
days, the commercial recognition engines do not provide this
characteristic because it is diﬃcult to manage when designing
a speech interface for critical applications.
4.1. Acoustic modeling
The speech recognizer uses 5200 triphone HMMs for modeling
all possible allophones and their context. The system also has 16
silence and noise HMMs for detecting acoustic effects (non-speech
events like background noise, speaker artifacts, ﬁlled pauses, etc.)
that appear in spontaneous speech. It is important to detect and
process them in order to avoid these noises affecting the recogni-
tion performance.
In our case, the recognition system uses continuous HMMs: this
means that the pdfs (probability density functions) used in every
state of each model are continuous functions (multi-Gaussian). This
modeling has been shown to be the most powerful strategy for im-
plementing HMMs. The acoustic HMMs have been trained with a
very large database, containing more than 20 hours of speech from
4000 speakers. The size of the database and the variability of the
speakers provide the acoustic models with a signiﬁcant recognition
power and robustness.
4.2. Language modeling
The second source of knowledge included in a speech recog-
nizer is the language model. This model complements the acoustic
knowledge with the information on the most probable sequences
of words. In this system, the recognition module includes a statis-
tical language modeling: 2-gram. This type of model computes the
probabilities of every word preceded by one word. As was com-
mented on in previous sections, this kind of language modeling
has the best robustness when modeling spontaneous speech (word
repetitions, doubts, etc.), because it does not prohibit any word
sequence. On the other hand, it needs a more complicated con-
ﬁguration of the automatic tools for language model generation,
requiring expert intervention. This is why commercial recogniz-
ers offer limited options for adapting and smoothing the language
model and only strict models are adopted by them.
Fig. 2 shows the process carried out to train a word-based 2-
gram language model from the original command description pro-
vided by the control experts. This process consists of 3 steps:
• In the command expansion, every command description is ap-
propriately replicated considering its deﬁned structure. Some
examples of expansion are as follows:
◦ Optional parts: the command is expanded by consider-
ing all possible structures. For example, ASCEND [AND
HOLD] {$HEIGHT} is expanded in two: “ASCEND {$HEIGHT}”
and “ASCEND AND HOLD {$HEIGHT}” (the words between
catches are optional).
◦ List of elements: when a list of possible values is deﬁned,
copies of the same command are generated by choosing
one value for each instance. For example, “(SHORT|MEDIUM|
LARGE) RADIUS”, three examples with different values are
generated (the list elements are expressed between paren-
thesis and separated by vertical lines).
◦ Macro expansion: every macro is expanded by reproducing
its structure. For example, {$HEIGHT} can be expanded to
several structures: “{$DIGIT}{$DIGIT}{$DIGIT}{$DIGIT} FEET”,
“FLIGHT LEVEL {$DIGIT}{$DIGIT}{$DIGIT}”, where {$DIGIT} is
another macro containing the words for the basic num-
bers from “ZERO” TO “NINE”. Another example may be
{$WAYPOINT_CODE} that could be expanded to “{$LETTER}
{$DIGIT} {$DIGIT}”.
This command expansion has a signiﬁcant limitation. There are
several cases where it is not possible to expand all the pos-
sible values (letters or digits). For example, if we wanted to
expand all possible values for a waypoint (considering it would
be made up of latitude digit digit degrees digit digit minutes
digit digit seconds plus longitude digit digit digit degrees digit
digit minutes digit digit seconds) considering all possible “dig-
it” values, there would be 10 × 10 × 10 × 10 × 10 × 10 × 2 ×
10×10×10×10×10×10 = 2×1011 possibilities. In order to
avoid this situation, two word classes have been considered:
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• In the class-based LM training, a class 2-gram LM is generated
by computing the probabilities of any word/class followed by
any word/class, considering the command partially expanded
in the previous step. In our case, there are two word classes:
“letter” (with all the possible letters), and “digit” (with all pos-
sible digits). During this process a smoothing is applied for
providing some probability to sequences of words/classes not
seen in the expanded commands. This smoothing can be con-
trolled and has been adjusted for this task.
• In the last process the class LM is converted into a word LM.
This process is carried out by replacing the estimated proba-
bilities for any class (“digit”, for example) by the probabilities
for the words belonging to this class (“cero, uno, dos,...”).
The word probabilities are computed by considering the class
probabilities (obtained in the previous step) and the total
number of words belonging to this class. At the end of the
process, the 2-gram word LM is saved as the one that can be
directly used by the speech recognizer.
5. Natural language understanding
This process is responsible for the extraction of the seman-
tic information or “meaning” (within the speciﬁc application do-
main) from the speech recognizer output (sequence of words). The
semantic information is conveyed by a frame containing seman-
tic concepts. A semantic concept consists of an identiﬁer and a
value. For example: the concept VELOCITY has VELOCITY as iden-
tiﬁer/attribute while a possible value is “140 knots”. In this sys-
tem, we have identiﬁed 33 main concepts: 22 commands and
the corresponding data associated to them. Internally, the system
manages other intermediate concepts that carry the semantic in-
formation when it is developed from the input (exclusively made
up of words) through intermediate representations with a mixture
of words and concepts (both internal and main concepts).
The language understanding module has been implemented by
using a rule-based technique considering a bottom–up strategy. In
this case, the relationships between semantic concepts and word
and/or concept sequences are deﬁned by hand using an expert. In a
bottom–up strategy, the semantic analysis is carried out by starting
from each word individually and extending the analysis to neigh-
boring context words or already-formed concepts. This extension
is carried out to ﬁnd speciﬁc combinations of words and/or con-
cepts that generate another concept. Not all the words contribute
(or with other wording, need to be present) to the formation of
the ﬁnal interpretation. The rules implemented by the expert de-
ﬁne these relations. This strategy is more robust against speech
recognition errors and is frequently preferred when a statistical
language model is used in the recognizer. Depending on the scope
of the word relationships deﬁned by the rules, it is possible to
achieve different compromises between the reliability of the con-
cept extracted (greater with greater lengths) and the robustness
against recognition errors (greater with shorter lengths).
The understanding process is carried out in two steps (Fig. 3). In
the ﬁrst one, every word is mapped onto one or several syntactic-
pragmatic tags. For example: ZERO, ONE, TWO, etc. are assigned
the “DIGIT” tag (the same as for ALPHA, BRAVO, CHARLIE,...
mapped to “ALPHABET_ITEM” tag). An example of multiple tags
is the words “FLIGHT PATTERN”. They are tagged with the labels
COMMAND13 (to establish the predeﬁned ﬂight pattern) and COM-
MAND14 (to establish a speciﬁc ﬂight pattern). Later on through
the understanding process and depending on the data detected,
only one of these tags is selected.
The understanding module works by applying different rules
that convert the tagged words into semantic concepts and val-
ues by means of grouping words (or concepts) and deﬁning name
concepts. In order to show the process let see an example: detect-
Fig. 3. Structure of the natural language understanding module.
Fig. 4. Example the application rule.
ing MISSION_CODE, PATTERN_CODE and WAYPOINT_CODE. These
three concepts have the same structure: letter–digit–digit. There is
a rule that detects these patterns in the word sequence (cat_letra
cat_digito cat_digito) and replaces them with an internal concept
GENERAL_CODE with a code value developed through the con-
catenation of the blocks with the speciﬁed tags. This new GEN-
ERAL_CODE tag is used at this level where more information is
necessary to determine fully the actual nature of this value. Let’s
look at an example in Fig. 4. The rule also converts the word
“bravo” to the letter B and the same for “cero”, ”tres” words
to more convenient forms. At the end of the process a GEN-
ERAL_CODE concept is renamed depending on the command de-
tected using other rules. If the command is “mission activation”,
the GENERAL_CODE chunk is converted to a MISSION_CODE, and
so on.
5.1. Conceptual conﬁdence estimation
The developed system generates one conﬁdence value for ev-
ery concept obtained: a value of between 0.0 (lowest conﬁdence)
and 1.0 (highest conﬁdence) [9]. This conﬁdence for the concepts
is computed by an internal procedure that is coded within the
proprietary language interpreter that carries out each rule. In this
internal engine, there are “primitive functions”, responsible for
the execution of the rules written by the experts. Each primitive
has its own way of generating the conﬁdence for the elements
it produces. One common case is for the primitives that check
the existence of a sequence of semantic blocks to generate new
ones, where the primitive usually assigns the average conﬁdence
of the blocks to the newly created blocks, upon which it has re-
lied. For example in Fig. 4, the conﬁdence measure of the concept
GENERAL_CODE is the average of the word conﬁdence values for
“BRAVO”, “ZERO” and “THREE”. After that, MISSION_CODE will have
the same conﬁdence value as the GENERAL_CODE concept. In other
more complex cases, the conﬁdence for the new blocks may be de-
pendent on a combination of conﬁdences from a mixture of words
and/or internal or ﬁnal concepts.
In the literature review, there is no language understanding
module (for aerial control interfaces) that generates a conﬁdence
measure for semantic concepts. In critical applications such as
aerial control interfaces, it is very important to reach a high level
of performance but it is also very useful to have a conﬁdence428 J. Ferreiros et al. / Aerospace Science and Technology 13 (2009) 423–430
Table 1
Relationship between the different levels of urgency status and desired conﬁrmation verbosity and the size of
the response system currently in effect.
Table 2
Sentence examples for the different response and understanding conﬁdence levels.
Verbosity
level
Conﬁdence in the understanding
GREATER than threshold
Conﬁdence in the understanding LESS than threshold
Incorrect command data Correct command data
LO “Activando misión A01” (activating
mission A01)
“Reconocido comando C2 Activa misión, pero
existe incongruencia de datos” (command C2,
activate mission, understood but there is
incoherence in the data)
“Disculpe no le he entendido, vuelva a
introducir un comando” (I am sorry, I didn’t
understand you. Please say the command again)
SO “Misión A01” (mission A01) “Comando incompleto, no lo ejecuto”
(Incomplete command, I won’t carry it out)
“Disculpe no le he entendido” (I am sorry,
I didn’t understand you)
VSO “OK!” “No entiendo!” (I don’t understand) “No entiendo!” (I don’t understand)
measure providing information on the reliability of the semantic
information obtained. These measures avoid carrying out control
actions with the possibility of misunderstood information, increas-
ing the reliability of the whole system.
6. Response generation and speech synthesis
In this implementation, the response generation module uses
response templates to create a natural language sentence as conﬁr-
mation of the understood command. The solution proposed in this
paper is more ﬂexible and powerful than previous ones. In this
solution, the response templates are variable and depend on the
conﬁdence of the semantic concepts, on the urgency of the aerial
system and on the verbosity of the conﬁrmation. In this module,
three kinds of response templates (three levels of verbosity) have
been deﬁned. These are as follows:
• LO (Long Output): the system generates the longest sentence
including all the information understood.
• SO (Short Output): in this case, the sentence is shortened and
part of the information is omitted: the larger and more tedious
parts, those for which the speech interfaces are the least jus-
tiﬁed, such as full speciﬁed longitudes or latitudes, that could
be better conﬁrmed in a textual or graphical form.
• VSO (Very Short Output): in this case, the system only as-
serts the command understanding, without any speciﬁcation
on what it is actually understood.
The actual level of verbosity is modulated through the speciﬁca-
tion of two parameters: urgency system status and desired conﬁr-
mation verbosity. A higher level of urgency implies less verbosity
in itself, while a higher level of conﬁrmation verbosity increases
the size of the response. There are three levels of urgency status
(high, medium and low) and three levels of conﬁrmation verbosity
(high, medium and low). Table 1 shows the mapping between their
corresponding settings and the overall system verbosity.
Apart from the level of verbosity, the action carried out by the
aerial control interface and the actual contents of the response will
depend on the conﬁdence in the understanding obtained for the
current utterance (very important in aerial control), as compared
to a conﬁdence threshold. Additionally, when the conﬁdence in the
understanding is greater than the conﬁdence threshold, the system
provides a different output depending on the command structure
(if the command contains the correct data for carrying it out or
not). Table 2 shows examples of the output content for the three
verbosity levels depending on both the conﬁdence in the under-
standing and the completeness of the command data.
Eventually, the natural language sentence is converted into
speech by means of a speech synthesizer. The speech synthesis
module is a male voice text to speech system developed in by
GTH-UPM (BORIS [3]). This module uses a diaphone unit concate-
nating algorithm, able to modify the speaking rate and speaker
pitch. The speaking rate and the speaker pitch have been adjusted
for every level of verbosity deﬁned:
• LO: at this level, the default values were considered: 180 syl-
lables/minute (speaking rate) and approx. 130 Hz (speaker
pitch).
• SO: at this level, the speaking rate is increased to/by 10% and
pitch is also increased to/by 10% to generate a faster and more
dynamic voice.
• VSO: the speaking rate is augmented to/by 25% and the pitch
is increased to/by 20% from the default values.
7. Speech interface evaluation
In this project, the system has been evaluated with 93 ut-
terances containing 819 words and 214 semantic concepts. The
speech recognition module has been evaluated by computing the
percentages of correct words, inserted words (those that were not
spoken but were written by the recognizer), deleted words (spoken
but not recognized) and substituted words (those cases in which
the system recognized a wrong word). From these percentages, it
is possible to compute the Word Error Rate (WER) or the Word Ac-
curacy (WA). The following Eqs. (1), (2), (3) deﬁne these metrics.
Sub (%) = 100×
NS
NT
Del (%) = 100×
ND
NT
Ins (%) = 100×
NI
NT
(1)
World Error Rate (%) = Sub (%)+ Inser (%)+ Del (%) (2)
World Accuracy (%) = 100%− WER (%) (3)J. Ferreiros et al. / Aerospace Science and Technology 13 (2009) 423–430 429
Table 3
Speech recognition module evaluation.
WA (%) Sub (%) Ins (%) Del (%)
96.40 1.56 0.60 1.44
Table 4
Understanding module evaluation.
CA (%) Sub (%) Ins (%) Del (%)
92.24 5.48 0.00 2.28
where NS is the total number of substitutions, NI insertions, ND
deletions, and NT the total number of words in the correct target
sentences (labeled reference). In order to compute the number of
substitutions, insertions, deletions or correct words, the utterance
recognized is compared to the reference using a dynamic program-
ming algorithm, which considers equal costs for any kind of error.
With this evaluation, the system presents a very high WA: 96.4%
(Table 3). Another evaluation parameter considered is the percent-
age of perfectly recognized sentences: sentences in which all of the
words were correct and obtaining 88.2% of correct sentences.
Regarding the processing time, the speech recognizer works in
0.80 RT (Real Time) on a Pentium III: the speech recognizer needs
(for decoding) only 80% of the time the user needs to pronounce
the sentence in the worst case. The recognition process starts as
soon as the speaker begins to speak and continues in parallel while
the user is speaking; so the actual delay as the speech recognizer
is very low: just a few milliseconds latency time.
Paralleling the metrics proposed in the speech recognition mod-
ule, it is possible to compute the percentage of correct semantic
concepts, inserted concepts, deleted concepts and substituted con-
cepts. In the same way as considered previously, Concept Error
Rate (CER) and the Concept Accuracy (CA) are calculated. In or-
der to calculate the number of substitutions, insertions, deletions
or correct concepts, the set of concepts (attribute and value, e.g.
VELOCITY [140 knots], HEIGHT [1200 feet]) in the semantic frame
obtained is compared to the reference with a dynamic program-
ming algorithm. Table 4 presents these results with a CA greater
than 92.2%. If there is an error in one of the velocity digits, the
whole concept is considered as incorrect.
From these results, it is possible to conclude that in 92.24%
of cases, the human operator could introduce a new order to the
aerial vehicle without the need for any correction. We want to em-
phasize again that the purpose is to allow the controller to order
high level commands while carrying out other actions at the same
time, so minimum interference with the controllers main duties is
achieved. This value summarizes the performance of the speech in-
terface (including speech recognition and language understanding
performances).
In order to evaluate the conﬁdence measures provided by
recognition and understanding modules, it is necessary to compute
the Correct Rejection (CR: percentage of incorrect words/concepts
that were rejected correctly: they had a conﬁdence value lower
than the threshold) and the Incorrect Rejection (IR: percentage of
correct words/concepts that were rejected incorrectly: they were
correct but they had a conﬁdence value lower than the threshold).
In a speech interface, it is usually considered that the Incorrect
Rejection (IR) rate must be lower than 5%: it is unfriendly to reject
when the system recognized or understood the utterance spoken
by the user correctly. In our case, once this condition (IR < 5%) is
considered, the system correctly rejected (Correct Rejection) 33.3%
incorrect words and 16.7% incorrect concepts. The conﬁdence mea-
sure avoided a wrong command in these cases being executed,
thus increasing the system reliability.
The processing time required by the understanding module is
less than 1 millisecond. For response generation and speech syn-
thesis modules, the time is less than 100 milliseconds (in all cases
considering the system working on a Pentium III computer). With
these numbers, it is possible to report an overall response time
of less than 200 milliseconds from the moment the user ﬁnishes
speaking until the system gives the spoken response.
8. Comparison of aerial vehicle control interfaces including
speech technology as one of the modalities and main conclusions
of this work
Table 5 summarizes and compares the main aerial control inter-
faces including speech technologies. From this table, it is possible
to conclude that, so far, WITAS has been the project that has incor-
porated the highest number of speech techniques in aerial control
interfaces. This paper presents signiﬁcant improvements in the ro-
bustness, reliability and ergonomics of speech technology for an
aerial vehicle control interface:
• In order to increase the ﬂexibility and robustness when deal-
ing with spontaneous speech, the speech recognizer has in-
corporated special acoustic models (dealing with effects like
speaker artifacts, ﬁlled pauses, etc.), and a smoothed statistical
language model: 2-gram model (for permitting a high level of
ﬂexibility in the word sequences).
• Conﬁdence measures for speech recognition and language un-
derstanding modules. These measurements provide valuable
information on the reliability of these modules. It is a very
important aspect in critical applications such as aerial control:
conﬁdence management adds up a new and very relevant fea-
ture to the speech interface: the ability to reject ill-formed
utterances that could cause catastrophic consequences if not
avoided.
• A new response generation module is proposed considering
several levels of verbosity and selected depending on two pa-
rameters: the urgency of the situation and the conﬁrmation
verbosity desired by the user. Considering these speciﬁcations
the speaking rate and pitch of the speech synthesizer is also
modiﬁed. This new response generation module has signiﬁ-
cantly increased the ergonomics of the interface.
Apart from the aforementioned improvements, this paper pro-
vides a detailed state-of-the-art review of incorporating the speech
technology into aerial control systems from a speech technology
expert point of view. This paper also describes the speech in-
terface for aerial control developed by GTH-UPM and the Boe-
ing Research and Technology Europe Company. In the evaluation
of the system, the ﬁnal results reported a 96.4% Word Accu-
racy and a 92.2% Semantic Concept Accuracy. Additionally, the
conﬁdence measures were very useful in avoiding the carrying
out of wrong commands and the ﬂexibility of the response gen-
eration module made the interface more agile, ergonomic and
adapted to the situation and user preferences. The system perfor-
mance achieves the requirements stated in the introduction sec-
tion.
From the work presented in this paper, one important conclu-
sion is that the speech technology is ready enough to be consid-
ered as a new modality (in parallel with traditional ones such as
joysticks or keyboard) for introducing high level commands while
the controller is carrying out other main duties for commanding
aerial vehicles. But the speech technology has to be improved in
order to become the only interaction modality.
It is important to highlight that the best performance is reached
when all the conﬁguration possibilities of the speech engines are
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Table 5
Summary of speech technology applied to aerial control interfaces.
WITAS [10,14–16,21] Morgan Quigley et al. [19] Mark Draper et al. [5] GTH-UPM
Speech recognition Nuance (speaker
independent continuous
speech recognition)
Microsoft (speaker
independent continuous
speech recognition)
Nuance (speaker
independent continuous
speech recognition)
Proprietary speaker
independent continuous
speech recognition with
Conﬁdence Measures and
special acoustic models
Language
modeling
Grammar-based LM
(Nuance)
Grammar-based LM
(Microsoft)
Grammar-based LM
(Nuance)
2-gram statistical Language
Model: robustness against
Spontaneous Speech
Natural language
understanding
SRI Gemini parser
(Rule-based technique:
bottom–up strategy)
(Rule-based technique:
top–down strategy)
(Rule-based technique:
top–down strategy)
Proprietary Rule-based
module: bottom–up
strategy with Conﬁdence
Measures
Response
generation
Proprietary Template based
technology
Preﬁxed sentences No Proprietary Template-based
technology with three
levels of verbosity
Speech synthesis Festival 1.4.1. (Free software
for English)
Microsoft Speech API No Boris: speaking rate and
speaker pitch modulation
depending on the level of
verbosity
Main conclusion
of the work
They are very optimist
using speech technologies
in aerial control interfaces.
Good results in clean
environments
Speech is a very ergonomic
modality but is slow and
the performance is not very
good. Vocabulary of 50
w o r d sb u ti tw a se v a l u a t e d
in noisy conditions
Very good results for
speech interfaces
(WA > 90% clean
environment with 160
words)
The speech technology is
ready to be used in critical
applications such as aerial
control but the best
performance of this
technology required the
collaboration of speech
technology experts.
(WA> 95% > 95% > 95% with 93 words)
set limits in order to increase the robustness against non-expert
user handling) and the speech interface is designed in collabora-
tion with speech technology experts.
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