Abstract. The 1-d Schrödinger flow on S 2 , the Gauss-Codazzi equation for flat Lagrangian submanifolds in R 2n , and the space-time monopole equation are all examples of geometric soliton equations. The linear systems with a spectral parameter (Lax pair) associated to these equations satisfy the reality condition associated to SU (n). In this article, we explain the method developed jointly with K. Uhlenbeck, that uses various loop group factorizations to construct inverse scattering transforms, Bäcklund transformations, and solutions to Cauchy problems for these equations.
Introduction
A Hamiltonian system in 2n-dimension is called completely integrable if it has n independent commuting Hamiltonians. By the Arnold-Liouville Theorem, such systems have action-angle variables that linearize the flow. The concept of completely integrability has been extended to soliton equations. These equation can be linearized using "scattering data", allowing one to use the Inverse Scattering method to solve the Cauchy problem with rapidly decaying initial data. Two model examples are the Korteweg-de Vries equation (KdV) and the non-linear Schrodinger equation (NLS). Soliton equations often arise naturally in differential geometry too. For example, the Gauss-Codazzi equations for surfaces in R 3 with Gaussian curvature −1, isothermic surfaces in R 3 [11] , isometric immersions of space forms in space forms [15, 25, 24] , Egoroff metrics, and flat Lagrangian submanifolds in C n and CP n [26] , and the space-time monopole equation are soliton equations.
One of the key properties of a soliton equation is the existence of a Lax pair. A PDE for maps q : R n → R m admits a Lax pair if there exists a family of G-connections θ λ on R n , given in terms of q, such that the condition for θ λ to be flat for all λ in an open subset of C is that q satisfy the PDE. The parameter λ is called the spectral parameter . For a solution q decaying at spatial infinity, we often can find a normalization so that there exists a unique parallel frame E λ of θ λ . Usually E λ has two types of singularities for λ ∈ CP 1 ; one type is a jump across a contour and the other type is a pole. We call the jump singularities of E λ the continuous scattering data for q and the poles and residues of E λ the discrete scattering data for q. The scattering transform maps a solution q to its scattering data S. A key feature of soliton PDEs is that the induced equations on the scattering data is linear, so it is easy to write down the scattering data of a solution at time t for a given initial data. The inverse scattering transform reconstructs q from the scattering data, i.e., it reconstructs E λ from prescribed singularities. This is done for KdV in [17] , for NLS in [36, 14] , and for the n-wave equation in [36, 4, 5] . As a consequence, the Cauchy problem for these soliton equations can be solved via the inverse scattering transform.
The proof of the existence of the inverse scattering transform for soliton equations involves hard analysis and is difficult ( [4] ). However, if the Lax pair satisfies the SU (n)-reality condition, then the frame E λ (x) has only one jumping circle plus pole singularities in the λ-sphere for each x, so the continuous scattering data is a loop into SL(n, C) for each x. In this case, we can use Pressley-Segal loop group factorization to construct the inverse scattering transform for the continuous scattering data (cf. [27] ).
Bäcklund transformations (BTs) for surfaces in R 3 with K = −1 arose from the study of line congruences in classical differential geometry. It associates to each surface in R 3 with K = −1 a family of compatible systems of ordinary differential equations (ODEs) so that solutions of these ODE systems give rise to a family of new surfaces in R 3 with K = −1. One can use line and sphere congruences to construct Bäcklund type transformations for many geometric problems in differential geometry (cf. [24] ). Bäcklund transformations for soliton equations produce a new solution from a given one by adding discrete scattering data. These transformations can be obtained in a unified way from the following type of factorization: Let Γ 1 , Γ 2 be disjoint subsets of S 2 , and g i : S 2 \ Γ i → GL(n, C) holomorphic for i = 1, 2. Factor g 1 g 2 =g 2g1 such thatg i is holomorphic on S 2 \ Γ i . This factorization can always be done when g 1 is rational and g i satisfy the SU (n)-reality condition, so global Bäcklund transformations exist for flows in the SU (n)-hierarchy and for the space-time monopole equation with gauge group SU (n). Moreover, if the initial data q 0 has continuous scattering data S and discrete scattering data △, then we can first use Pressely-Segal loop group factorization to construct a solution q whose scattering data is S, and then apply BTs to q to construct the solutionq with scattering data S ∪ △.
This paper is organized as follows: In section 2, we outline the construction of the ZS-AKNS hierarchy of soliton equations associated to a complex simple Lie algebra G, and review certain invariant submanifolds and restricted flows associated to involutions of G. We give examples of PDEs in submanifold geometry that are soliton equations in section 3. In section 4, we give a brief review of Lax pairs associated to the space-time monopole equations. The direct scattering for soliton equations in the SU (n)-hierarchy is given in section 5, and direct scattering for space monopole equation is in section 6. We use Pressley-Segal loop group factorization to construct the inverse scattering transform for flows in the SU (n)-hierarchy and for the space-time monopole equation in section 7 and 8 respectively. In section 9, we use the Birkhoff factorization to construct local solutions for flows in the SU (n)-hierarchy. Finally, we discuss the constructions of Bäcklund transformations, pure solitons, and solutions with both continuous and discrete scattering data for flows in the SU (n)-hierarchy and for the space-time monopole equations in the last two sections.
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Soliton equations associated to simple Lie algebras
The method of constructing a hierarchy of n × n soliton flows developed by Zakharov-Shabat [39] and Ablowitz-Kaup-Newell-Segur [1] works equally well if we replace the algebra of n × n matrices by a semi-simple, complex Lie algebra G (cf. [18, 23, 27] ). The G-hierarchy Let G be a complex, simple Lie group, G its Lie algebra, , a nondegenerate, ad-invariant bilinear form on G, A a maximal abelian subalgebra of G, and A ⊥ = {ξ ∈ G | ξ, A = 0}. Let S(R, A ⊥ ) denote the space of rapidly decaying maps from R to A ⊥ . Fix a regular element a ∈ A (i.e., the centralizer G a = A). Then there is a unique family of G-valued maps Q b,j (u) parametrized by b ∈ A and positive integer j satisfying the following recursive formula,
and ∞ j=0 Q b,j (u)λ −j is conjugate to b as an asymptotic expansion at λ = ∞. In fact, Q b,j (u) is a polynomial in u, ∂ x u, . . . , ∂ j−1 x u (cf., [23, 27] ). For b ∈ A and a positive integer j, the (b, j)-flow is the following evolution equation on S(R, A ⊥ ):
The G-hierarchy is the collection of these (b, j)-flows. The recursive formula (2.1) implies that u is a solution of the (b, j)-flow (2.2) if and only if
is a flat G-valued connection 1-form on the (x, t) plane for all λ ∈ C. Here θ λ is (left) flat, i.e., dθ λ + θ λ ∧ θ λ = 0. In other words, θ λ is a Lax pair for the (b, j)-flow (2.2). Also θ λ is flat is equivalent to
The U -hierarchy Let τ be an involution of G such that its differential at the identity e (still denoted by τ ) is a conjugate linear involution on the complex Lie algebra G, and U the fixed point set of τ . The Lie algebra U of U is a real form of G. If a, b ∈ U, then the (b, j)-flow in the G-hierarchy leaves S(R, A ⊥ ∩U)-invariant (cf. [27] ). The restriction of the flow (2.2) to S(R, A ⊥ ∩ U) is the (b, j)-flow in the U -hierarchy. Since Q b,j (u) lies in U, the Lax pair θ λ defined by (2.3) is a G-valued 1-form satisfying the U -reality condition:
The U/K-hierarchy Suppose U is the real form defined by the involution τ of G, and σ an involution of G such that dσ e is complex linear and στ = τ σ. Let K be the fixed point set of σ in U , U and K the Lie algebras of U and K respectively, and P the −1-eigenspace of dσ e on U. Then U/K is a symmetric space, and U = K+P. Let A be a maximal abelian subalgebra in P. If a, b ∈ A and u in A ⊥ ∩ K, then the (b, j)-flow in the U -hierarchy leaves S(R, A ⊥ ∩ K) invariant if j is odd, and is normal to S(R, A ⊥ ∩ K) if j is even. The restriction of odd flows in the U -hierarchy to S(R, A ⊥ ∩ K) is called the U/K-hierarchy. Moreover, θ λ satisfies the U/K-reality condition
Let a = b = diag(i, −i), and A = Ca. Then
The (a, j)-flows, j = 1, 2, 3, in the SL(2, C)-hierarchy are:
Let τ be the involution of sl(2, C) defined by τ (ξ) = −ξ t . Then the fixed point set of τ is the real form U = su(2) and
So the SU (2)-hierarchy is the restriction of the SL(2, C)-hierarchy to the subspace r = −q. The second flow in the SU (2)-hierarchy is the NLS
. Then στ = τ σ and the corresponding symmetric space is SU (2)/SO (2) . Note that u ∈ S(R, A ⊥ ∩ K) means q = −r is real. The third flow in the SU (2)/SO(2)-hierarchy is the mKdV equation
The U -system Let U be the real form of G defined by the involution τ , A a maximal abelian subalgebra of U, and a 1 , . . . , a n a basis of A. The U -system is the following PDE for v : R n → A ⊥ :
It has a Lax pair
This Lax pair satisfies the U -reality condition θ λ = τ (θλ).
The U/K-system Let τ, σ, U, K, P, A be as in the U/K-hierarchy, and a 1 , . . . , a n a basis of A. The U/K-system is the restriction of (2.5) to the space of v :
The frame of a Lax pair
Given a family of flat G-valued connections
Proposition 2.2. Let G, τ, σ, U and K be above, and E λ the frame of θ λ such that E λ (0) = I.
(1) If θ λ satisfies the U -reality condition, then E λ satisfies the U -reality condition
Soliton equations in submanifold geometry
Since the Gauss-Codazzi equations for submanifolds in space forms are equivalent to the the flatness of certain connections, it is not surprising that many PDEs in submanifold geometry turns out to be soliton equations. We give some examples below: In 1906, da Rios modeled the movement of a thin vortex in a viscous fluid by the motion of a curve propagating in R 3 by
If γ is a solution of (3.1), then
So (3.1) preserves arc-length. Hence we may assume that a solution γ(x, t) of (3.1) satisfying ||∂ x γ|| = 1. It is known that there exists a parallel normal frame (v 1 , v 2 )(·, t) for each curve γ(·, t) such that q = k 1 + ik 2 is a solution of the NLS, where k 1 and k 2 are the principal curvatures of γ along v 1 and v 2 respectively. Let E denote the energy functional on the space of paths on S 2 , and J the complex structure on S 2 (if we view
If γ is a solution of (3.1), then u = γ x is a solution of the Schrödinger flow on S 2 ( [14, 28] ).
Example 3.2 (Isothermic surfaces in R 3 ).
A parametrized surface f (x, y) ∈ R 3 is isothermal if (x, y) is a conformal line of curvature coordinate system, i.e., the two fundamental forms are of the form I = e 2u (dx [11, 10, 9] ).
. [25] Let N m (c) denote the n-dimensional space form of constant sectional curvature c. The normal bundle of a submanifold M in N m (c) is flat if its induced normal connection is flat, and is non-degenerate if the dimension of {A v | v ∈ ν(M ) p } is equal to codim(M ). Here A v is the shape operator along normal vector v. It is proved in [25] that if M n is a submanifold of N 2n (c) with constant sectional curvature c and its normal bundle ν(M ) is flat and non-degenerate, then there exists a local orthogonal coordinate system (x 1 , . . . , x n ) on M and parallel normal frame e n+1 , . . . , e 2n such that
Moreover, the Levi-Civita connection 1-form for I is w = δF − F t δ, where
The Gauss-Codazzi equation for the local isometric immersion becomes an equation for F , which is the
Example 3.4 (Egoroff metrics and the
A local orthogonal system (x 1 , . . . , x n ) of R n is Egoroff if the flat Euclidean metric ds 2 written in this coordinate system is of the form
for some smooth function φ. Then F = (f ij ) is a solution of the
is solvable for b 1 , . . . , b n , and solutions are locally defined and depend on n functions of one variables. Moreover, since
Although we can construct global solutions F for the U (n)/O(n)-system, it is not clear whether there exist global solutions b i of (3.3) such that b i > 0 and the metric ds 2 = n i=1 b 2 i is complete. This is also the case for isometric immersions of N n (c) in N 2n (c) and for the next example.
As seen in Example 3.3, the Gauss-Codazzi equation for local isometric immersions of R n into R 2n with flat and non-degenerate normal bundle is the
These immersions are Lagrangian if and only if F is symmetric and F is a solution of the
U (n) O(n) -system.
The space-time monopole equation
For flows in the SU (n)-hierarchy, we have been using left flat connections
But for space-time monopole equations, it is more customary to use right flat connections, i.e., dθ−θ∧θ = 0, or equivalently, [
where
The connection A is anti self-dual Yang-Mills (ASDYM) if
where * is the Hodge star operator with respect to the metric dx holds for all µ ∈ C \ {0}.
If we assume the ASDYM connection A is independent of x 4 , and set x = x 1 , x 2 = y, and
where Φ = A x 4 is the Higgs field, A = A t dt + A z dz + Az dz is a connection 1-form on R 2,1 . Then (A, Φ) satisfies the space-time monopole equation
where * is the Hodge star operator with respect to the metric dx 2 +dy 2 −dt 2 . It has a Lax pair induced from (4.1):
Note that the first operator is a linear operator in space variables. This is the Lax pair we use to construct monopoles with continuous scattering data.
We need an equivalent form of the Lax pair to construct soliton monopoles. First we make a change of coordinates and spectral parameter:
A direct computation shows that
This is the Lax pair we use to construct Bäcklund transformations and solitons for the monopole equation. So we have 
(4.4) holds for all λ ∈ C,
(4.6)
is a solution of (4.5) if and only if
is a solution of (4.6).
We call solutions of (4.5) and (4.6) frames of the monopole (A, φ). But frames are not unique. In fact, if ψ λ is a a solution of (4.6) and φ λ satisfies
then ψ λ φ λ is also a solution of (4.6). Moreover, given any meromorphic
is a solution of (4.7). However, if (A, φ) is rapidly decaying in spatial variables, then we can choose normalizations (boundary conditions at infinity) so that there is a unique frame satisfying the normalization.
5. Direct scattering for flows in the SU (n)-hierarchy
The phase space of evolution equations in the SU (n)-hierarchy is the set S(R, V n ) of all smooth u : R → V n that are rapidly decaying.
Recall that u is a solution of the (b, j)-flow in the SU (n)-hierarchy if and only if
is solvable. Since u decays in x, it is natural to study solutions of the first linear operator in (5.1) of the form e aλx m(x, λ). The direct scattering refers to the study of singularities of m(x, λ) in spectral parameter λ. This was done by Beals and Coifman:
, has poles at points in △ u , and m ± (x, r) = lim s→0 ± m(x, r + is) is smooth, (iii) m has an asymptotic expansion at λ = ∞: (1) ψ is a solution of (5.1),
In particular, S(x, t, r) = e −(arx+br j t) s 0 (r)e arx+br j t for some s 0 : R → GL(n, C) such that s * 0 = s 0 and s 0 − I is rapidly decaying. 
Direct scattering for the space-time monopole equation
The linear system associated to the Lax pair (4.3) for the monopole equation is (4.5). The first operator P 1 (µ) is a linear operator in spatial variables only. Given a rapidly decaying initial data (A, φ) on R 2 , the scattering data for the operator P 1 (µ) is the singularity data of the solution E µ for P 1 (µ)E µ = 0 satisfying certain boundary condition. Definition 6.1. A rapidly decaying spatial pair (A, φ) : R 2 → ⊕ 4 i=1 su(n) is said to have only continuous scattering data if there exists E µ : R 2 → GL(n, C) defined on O ± ǫ = {µ ∈ C | 1 < |µ| ±1 < 1 + ǫ} for some ǫ > 0 such that
It follows from the reality condition that S − θ = (S + θ ) * −1 . We call the nonnegative Hermitian matrix
the scattering matrix or the continuous scattering data.
Let W 2,1 denote the space of maps f whose partial derivatives up to second order are in L 1 . Moreover, two gauge equivalent solutions give rise to the same scattering data.
Corollary 6.4. Let (A, φ) be as in Theorem 6.3. Then there is a unique
is rapidly decaying in r ∈ R, and the continuous scattering data for (A(·, ·, t), φ(·, ·, t)) is S θ (x, y, t) = s 0 (x cos θ + y sin θ − t, e iθ ).
Inverse scattering for the SU (n)-hierarchy via loop group factorizations
Given u ∈ S(R, V n ), the scattering data for the operator L u = d x + aλ + u is the singularities of the reduced wave function, which contains two parts, the continuous (jumping line) and the discrete (poles) scattering data. The inverse scattering, which constructs u from the scattering data of L u , was done in [39, 4] .
By Theorem 5.1, the scattering data only depends on f (λ) = m(0, 0, λ), where m is the reduced wave function. We identify the image of the scattering transform for those u's with only continuous scattering data as a homogeneous space, and then use Pressley-Segal loop group factorization to construct the inverse scattering transform ( [27] ).
Let D − denote the group of smooth f : R → GL(n, C) such that (i) f is the boundary value of a holomorphic map in C + = {λ ∈ C | Im(λ) > 0}, (ii) f has the same asymptotic expansion at r = ±∞, (iii) decompose f (r) = p(r)v(r) with p(r) upper triangular and v(r) unitary, then p − I is rapidly decaying. Suppose u is a solution of the (b, j)-flow (2.2) in the SU (n)-hierarchy with only continuous scattering data, and m(x, t, λ) the reduced wave function for u. Then m(x, t, ·) ∈ D − . Set f (λ) = m(0, 0, λ). Since ψ(x, t, λ) = e aλx+bλ j t m(x, t, λ) satisfies (5.1),
is a solution of (5.1) with E(0, 0, λ) = I. Because the right hand side of (7.1) is holomorphic in C + , E(x, t, λ) is holomorphic in λ ∈ C + . Proposition 2.2 implies that E satisfies the U (n)-reality condition E(x, t,λ) * E(x, t, λ) = I. So by the reflection principal E(x, t, λ) is holomorphic for all λ ∈ C. Set e a,1 (x)(λ) = e aλx , and e b,j (t) = e bλ j t , E(x, t)(λ) = E(x, t, λ), and m(x, t)(λ) = m(x, t, λ). Then we can rewrite (7.1) as
Here f, m(x, t) ∈ D − , and e a,1 (x)e b,j (t) and E(x, t) holomorphic in C and satisfy the U (n)-reality condition. To construct the inverse scattering is to construct m from f . In other words, given f ∈ D − , we want to find a method to factor f −1 e a,1 (x)e b,j (t) as E(x, t)m −1 (x, t) such that E(x, t) satisfies the U (n)-reality condition and is holomorphic in C and m(x, t) ∈ D − for all (x, t). We need Pressley-Segal loop group factorization [22] given below to do this factorization. Let S 2 \ S 1 = C ∪ {∞} = Ω + ∪ Ω − , where Ω + = {µ ∈ C | |µ| < 1} and Ω − = {λ ∈ S 2 | |µ| > 1}. Let Λ(SL(n, C)) denote the group of smooth loops g : S 1 → SL(n, C), and Λ + (SL(n, C)) the subgroup of g ∈ Λ(SL(n, C)) such that g can be extended to a holomorphic map on Ω + and g(−1) is upper triangular with real diagonal entries. Let Λ(SU (n)) denote the loops in SU (n). The Pressely-Segal factorization is the analogue of the Iwasawa decomposition of SL(n, C) for loop groups: Theorem 7.1 (Pressely-Segal Factorization Theorem [22] ). The multiplication map from Λ(SU (n)) × Λ + (SL(n, C)) to Λ(SL(n, C)) is a bijection. In particular, given f ∈ Λ(SL(n, C)), there exist unique g ∈ Λ(SU (n)) and h + ∈ Λ + (SL(n, C)) such that f = gh + .
If we change the spectral parameter λ by the linear fractional transformation µ = 1+iλ 1−iλ , then we can see that D − is isomorphic to a subgroup of Λ + (SL(n, C) ). In fact, we have such that Φ −1 (B(x)) ∈ Λ(SU (n)) and Φ −1 (m(x)) ∈ Λ + (SL(n, C)). Since p(λ), e a,1 (x)(λ), and m(x)(λ) are smooth for λ ∈ R and can be extended holomorphically to λ ∈ C + , so is B(x)(λ). But B(x)(λ) is unitary for λ ∈ R implies that B(x)(λ) can be extended holomorphically across the real axis in the λ-plane by defining B(x)(λ) = (B(x)(λ) * ) −1 . Hence λ → B(x)(λ) is holomorphic for all λ ∈ C. Therefore
Use the asymptotic expansion at λ = ∞ to conclude that E −1 ∂ x E must be a degree one polynomial in λ. So if m 1 (x) is the coefficient of λ −1 in the asymptotic expansion of m(x, λ) at λ = ∞, then
Note that the scattering data of d x + aλ + u f is e −aλx f + f −1 − e aλx . However, the map F(f ) = u f is not one to one. In fact, u f 1 = u f 2 if and only if there is h ∈ D − such that h(r) is diagonal for all r ∈ R. These give a rough idea of how the following results are obtained. (1) f −1 e a,1 (x)e b,j (t) = E(x, t, ·)m(x, t, ·) −1 , (2) E is holomorphic for λ ∈ C, E(x, t,λ) * E(x, t, λ) = I, and m(x, t,
2) in the SU (n)-hierarchy, and E is the frame for the Lax pair associated to u with initial condition E(0, λ) = I, where m 1 (x, t) is the coefficient of λ −1 in the asymptotic expansion of m(x, t, λ) at λ = ∞, (4) u f (x, t) is defined for all (x, t) ∈ R 2 and is rapidly decaying in x for each t, (5) if f also satisfies the SU (n)/SO(n)-reality condition, then u f is a solution of the (b, j)-flow in the SU (n)/SO(n)-hierarchy. [27] Let a 1 , a 2 , . . . , a n be linearly independent diagonal matrices in u(n), and f ∈ D − . Then we can factor
In other words, the U (n)-system is the system obtained by putting the (a 1 , 1)-, . . ., (a n , 1)-flow in the U (n)-hierarchy together.
The inverse scattering for monopole equations
The scattering data of the linear operator
on the z = x + iy plane for the rapidly decaying spatial pair (A, φ) is a smooth map s 0 : R 1 × S 1 → GL(n, C). The inverse scattering for P 1 (µ), which constructs (A, φ) : R 2 → ⊕ 4 su(n) from s 0 , was done in [32, 16] . In this section, we give a brief review of the construction of the inverse scattering transform for P 1 (µ) via Pressley-Segal loop group factorization given in [13] .
is smooth such that s * = s ≥ 0 and s(r, e iθ ) − I is rapidly decaying for r ∈ R. Define S(x, y, t, e iθ ) = s(x cos θ + y sin θ − t, e iθ ).
Then there exists a smooth
E : R 2,1 × (C \ S 1 ) → GL(n, C) such that (1) E * µ −1 E µ = I, where E µ = E(· · · , µ), (2) ((∂ t + µ∂ z )E µ )E −1 µ = B 0 + µB 1 and ((∂ t + µ −1 ∂z)E µ )E −1 µ = −(B * 0 + µ −1 B * 1 ) for some B 0 , B 1 : R 2,1 → sl(n, C), (3) Set A z = 1 2 B 1 , A t = 1 2 (B 0 − B * 0 ), φ = i 2 (B 0 + B * 0 ), then (A, φ
) is a solution of the space-time monopole equation decaying rapidly in the spatial variables, (4) the scattering data for
Here is a sketch of the proof: Set S µ = S(· · · , µ) for |µ| = 1. Write S µ = P 2 µ with P * µ = P µ . By Pressley-Segal factorization Theorem 7.1 we can factor P µ = U µ E + µ with U · a loop in SU (n) and E + µ extends holomorphically to |µ| < 1.
The rest of the Theorem can be proved using the fact that (− sin θ ∂ x + cos θ ∂ y )S = 0 and (cos θ ∂ x + sin θ ∂ y − ∂ t )S = 0. , C) ) such that (f * f )(r)(e iθ ) − I is rapidly decaying in r ∈ R.
Birkhoff factorization and local solutions
The factorization (7.2)
is for f, m(x, t, ·) in D − and E holomorphic in λ ∈ C and satisfies the U (n)-reality condition. However if f is holomorphic at λ = ∞, then we can use the Birkhoff factorization to get E and m such that E is holomorphic in C and m is holomorphic at λ = ∞. Moreover, it can be shown easily that E is the frame of a solution of the (b, j)-flow with E(0, 0, λ) = I. Since the Birkhoff factorization only works on an open dense subset of loops, solutions constructed this way are local solutions defined in a neighborhood of (0, 0). Let ǫ > 0, and , C) ) that extend holomorphically to C, and L τ − (SL(n, C)) the subgroup of f ∈ L τ (SL(n, C)) that extend holomorphically to O ǫ and satisfying f (∞) = I.
Let a, b be diagonal matrices in su(n) such that a is regular. Then
, by the Birkhoff factorization there exists δ > 0 such that
with E(x, t) ∈ L τ + (SL(n, C)) and m(x, t) ∈ L τ − (SL(n, C)) for all (x, t) ∈ B δ (0). Here B δ (0) is the ball of radius δ centered at (0, 0). Then
Since m is holomorphic at λ = ∞ and m(x, t)(∞) = I, E −1 ∂ x E and E −1 ∂ t E must be a polynomial of degree 1 and j in λ respectively. Hence E must be a frame of a solution of the (b, j)-flow in the SU (n)-hierarchy. So we have
where m 1 (x, t) is the coefficient of λ −1 the expansion of m(x, t)(λ) at λ = ∞, (we will use f * 0 to denote u), (2) E is the frame of the Lax pair of u such that E(0)(λ) = I, Note that for f ∈ D − , Theorem 7.4 gives a global solution u f of the (b, j)-flow on S(R, V n ) in the SU (n)-hierarchy. But for f ∈ L τ − (SL(n, C)), the above theorem only gives a local solution of the (b, j)-flow in general. 
Bäcklund transformations for the U (n)-hierarchy
In general, the solution f * 0 constructed in Theorem 9.2 has singularities. But if f is rational, then f * 0 is a global solution of the (b, j)-flow in the SU (n)-hierarchy, and can be computed explicitly. These are the soliton solutions. Moreover, if f is rational with only one simple pole and E is a frame of a solution u, then the Birkhoff factorization f E =Ẽf can be carried out by an explicit algebraic algorithm so thatẼ is a frame of the new solution. This give Bäcklund transformations for the (b, j)-flow.
If α ∈ C \ R and π is a Hermitian projection of C n , then the map , C) ). The following Theorem is a key ingredient for constructing Bäcklund transformations for the (b, j)-flow in the SU (n)-hierarchy. , C) ) and g α,π , letπ be the Hermitian projection of
Note thatf is holomorphic for λ ∈ C \ {α,ᾱ}. But
By definition f (α)(Imπ) = Imπ, sof is holomorphic at λ = α. Set V = Imπ andṼ = Imπ. Since f satisfies the reality condition, we have
This implies that Res(f ,ᾱ) = 0, hencef is holomorphic in C.
The proof of the above theorem in fact gives the following more general result: .2) in the SU (n)-hierarchy, and E(x, t, λ) is the frame for the Lax pair of u such that E is holomorphic for λ ∈ C and E(0, 0, λ) = I. Given α ∈ C \ R and a Hermitian projection π of C n , setπ(x, t) to be the Hermitian projection of E(x, t, α) −1 (Imπ), .2), andẼ is the frame ofũ, (2) if u is smooth for all (x, t) ∈ R 2 , then so isũ, (3) if u(x, t) is rapidly decaying in x for all t, then so is g α,π * u.
− denote the group of rational maps g : S 2 → GL(n, C) that satisfy the U (n)-reality condition and g(∞) = I. Uhlenbeck proved in [30] that D r − is generated by the set {g α,π | α ∈ C\R, π is a Hermitian projection of C n }.
A pure soliton for the (b, j)-flow is a solution that is rapidly decaying in the spatial variable, has no continuous scattering data and has finitely many discrete scattering data, so its reduced wave function m(x, λ) is rational in λ. Or equivalently, its reduced wave function m lies in the group D r − . Corollary 10.4. [29] The group D r − acts on the space of solutions of the Theorem 10.7 (Bäcklund transformation for the U (n)-system). [29] Suppose v is a solution of the U (n)-system, and E(x, λ) is the frame for the Lax pair of v such that E is holomorphic for λ ∈ C and E(0, λ) = I. Given α ∈ C \ R and a Hermitian projection π of C n , setπ(x) to be the Hermitian projection of E(x, α) −1 (Imπ),Ẽ = g α,π Eg
ξ ii e ii . Then (1)ṽ is again a solution of the U (n)-system, andẼ is a frame of the Lax pair ofṽ, (2) if v is smooth for all x ∈ R n , then so isṽ.
The group D r − acts on the space of solutions of the U (n)-system such that g α,π * v =ṽ, whereṽ is given in the above theorem.
It is easy to see that if u is a solution of the
O(n) -system, s ∈ R, and π = π, then g is,π satisfies the U (n)/O(n)-reality condition and g is,π * u is also a solution of the
− satisfies the
O(n) -reality condition and v is a solution of the
Bäcklund transformations for the space-time monopole equation
We use Lax pair (4.4) to construct soliton solutions and Bäcklund transformations for the monopole equation. Since the spectral parameter λ in (4.4) is related to the spectral parameter µ in (4.3) by µ = 1−iλ 1+iλ , the continuous scattering data for (4.4) is the jump across the real axis, and the discrete scattering data is given by the poles in C \ R and their residues. Definition 11.1. A monopole (A, φ) rapidly decaying in the spatial variable is a k-soliton if there is a gauge equivalent monopole with a frame (solution of (4.6)) ψ λ that is rational in λ with k poles, ψ ∞ = I, and lim ||(x,y)||→∞ ψ λ (x, y, t, λ) = h(λ) is independent of t.
We identify the set of all rank k Hermitian projections of C n as the complex Grassmannian Gr(k, C n ) by π → Imπ.
Theorem 11.2. [33]
Let α ∈ C \ R, π 0 : S 2 → Gr(k, C n ) a holomorphic map, ξ = 1 2 (t + x), η = 1 2 (t − x), π(x, y, t) = π 0 (y + αξ + α −1 η), and g α,π 0 (x, y, t) = I + α −ᾱ λ − α π(x, y, t).
Then g α,π is a 1-soliton monopole frame. Moreover, all 1-soliton frames are of this form up to gauge equivalence.
The following theorem is a consequence of Theorem 10.2 and the fact that λ∂ y − ∂ ξ and λ∂ η − ∂ y are derivations. Theorem 11.3 (BT for Monopoles). [12] Suppose α ∈ C\R is a constant, and ψ is a frame of the monopole solution (A, φ) (i.e., solution of (4.6)), and ψ(x, y, t, τ ) is holomorphic and non-degenerate at τ = α. Let g α,π be a 1-soliton monopole frame,π(x, y, t) the Hermitian projection of C n onto ψ(x, y, t, α) (Imπ(x, y, t) ), andψ = g α,π ψg −1 α,π . Then (1)ψ is holomorphic and non-degenerate at τ = α, (2) ψ 1 = g α,π ψ =ψg α,π is a frame for (4. If we apply Theorem 11.3 to a 1-soliton k-times, then we get a (k + 1)-soliton whose frame has (k + 1) distinct simple poles. Moreover, we have Note that a BT for flows in the SU (n)-hierarchy adds to a given solution, a soliton with scattering pole at α, regardless of whether the given solution already has a scattering pole at α or not. But this is not the case for the monopole equation, so BTs produce soliton monopole frames with distinct simple poles only. Ward and his group ( [35, 19, 3, 20] ) take limits of soliton monopole frames with 2 and 3 distinct poles to construct 2-and 3-soliton monopoles with a double and a triple pole at i that are time dependent. Dai and Terng used BT (Theorem 11.3) and a systematic limiting method to construct rational monopole frames with arbitrary poles and multiplicities:
Theorem 11.5. [12] Given α i ∈ C \ R and positive integers n i for 1 ≤ i ≤ k, there are soliton monopole frames that are rational and have poles at α 1 , . . . , α k with multiplicities n 1 , . . . , n k .
Below is a more general Bäcklund transformation that adds a multiplicity k pole at λ = α to a given monopole frame.
Theorem 11.6. [12] Suppose ψ is a monopole frame that is holomorphic and non-degenerate at λ = α and φ is a soliton (rational) monopole frame with a single pole at λ = α with multiplicity k. Then there exist uniqueφ,ψ such that ψ 1 =φψ =ψφ is a monopole frame,φ is rational with a single pole at λ = α with multiplicity k, andψ is holomorphic and non-degenerate at λ = α. We use φ * ψ to denote ψ 1 .
Theorem 11.7. [13] If ψ is a monopole frame with both continuous scattering data and finitely many poles, then there exist unique monopole frames ψ c and φ such that ψ c has only continuous scattering data, φ has only discrete scattering data, and ψ = φ * ψ c .
