We present a new algorithm for performing linear Hensel lifting of bivariate polynomials over a finite field F p with p elements. It lifts n monic, univariate polynomials to recover the factors of a polynomial A(x, y) ∈ F p [x, y] which is monic in x, and bounded by degrees d x = deg(A, x) and d y = deg(A, y). Our algorithm improves upon Bernardin's algorithm in [1] and reduces the cost from O(n d 2
Introduction
In 1998, Laurent Bernardin published a paper [1] in the proceedings of ISSAC 1998, which described an algorithm for performing linear Hensel lifting of bivariate polynomials over a finite field F p with p elements. Hensel lifting lifts n ≥ 2 univariate polynomials to recover the factors of polynomial A(x, y) ∈ F p [x, y]. Let A have degree d x , d y in the variables x, y respectively. The sequential version of Bernardin's algorithm uses O(n d 2
x d 2 y ) arithmetic operations in F p for lifting the initial univariate polynomials.
In this poster, we will present an algorithm that does O(d 2
x d y + d x d 2 y ) arithmetic operations in F p . The bottleneck of Bernardin's algorithm is its method for calculating the coefficient of the error. By using polynomial evaluation, interpolation, and point-wise multiplication in F p , we have created an algorithm that performs O(n d 2
x d y + n d x d 2 y ) arithmetic operations. Through further analysis, by strictly applying degree bounds in all intermediate calculations, and by solving the polynomial Diophantine equations in the right way, we are able to reduce the cost by an additional factor of n. We considered the case when n = 2 [2] , this poster covers the case when n > 2.
Hensel Lifting is presented in GCL [1] and MCA [3] . An early reference discussing the complexity of linear and quadratic Hensel lifting for Z[x] is Miola and Yun [4] .
Materials and Methods
Suppose we are given a polynomial A ∈ F p [x, y] that is monic in x and square-free. Suppose we pick some α ∈ F p and obtain the factorization A(x, α) = n i=1 f i,0 where f 1,0 , f 2,0 , ..., f n,0 ∈ F p [x] are monic and pairwise relatively prime.
Bivariate Hensel lifting aims to construct monic polynomials f
.
We present Bernardin's algorithm as Algorithm 1. The main calculation of Bernardin's algorithm is the extraction of coefficient
Step 7. Then, the Hensel lifting algorithm uses c k to solve the Diophantine equation in Step 11.
Algorithm 1: Bernardin's Bivariate Hensel Lift Algorithm
The bottleneck of Bernardin's algorithm is computing ∆ in Step 7. This requires a sequence of univariate multiplications in F p [x]. Classically multiplying bivariate polynomials is quartic in nature. To improve Bernardin's algorithm, we must improve this step.
To eliminate the bottleneck, we use univariate polynomial evaluation, interpolation, and point-wise multiplication in F p to recover ∆(x). Since we can show that deg(∆, x) < d x , we need d x points β 1 , β 2 , ..., β dx ∈ F p to interpolate ∆(x). The total cost of these operations is
respectively. Each operation is executed on the main loop from k = 1 to d y . Our algorithm for computing ∆(x) is presented in Figure 1 . In each iteration of the main loop, for each factor, we add the univariate
i . We do not need to evaluate every term in f (k) i each iteration; we only have to evaluate the new polynomial f i,k in Step 13. We must remember the evaluations of f i,j (β j ) for the previous k − 1 steps. We define f
i,j = 0 for 1 ≤ i ≤ n and 1 ≤ j ≤ d x . Note, at step k = 1, ∆(x) = 0 as every f (1) i,j contains only constant terms, therefore, coeff The other significant improvement we made for Bernardin's algorithm is the elimination of a factor of n from the overall running time. By using the fact that n i=1 deg(f i , x) = d x and n i=1 deg(f i , y) = d y , we analyzed every subroutine in Bernardin's algorithm and reduced the running time by a factor of n. For clarity, Bernardin's algorithm has a running time of O(d 2
x d 2 y ), but the analysis was not completed optimally.
In
Step 11 of Bernardin's algorithm, we need to solve the Diophantine equation
for σ 1 , σ 2 , ..., σ n such that deg(σ i , x) < deg(f i,0 , x). To solve the equation, we first re-arrange (1) to get
We can then apply the Extended Euclidean algorithm to solve sU 1 + tf 1,0 = 1 for a unique s, t ∈ F p [x] [5] . Then, we multiply both sides of the equation by c k to get c k sU 1 + c k tf 1,0 = c k . We then compute the quotient q and remainder r of c k s ÷ f 1,0 giving c k s = qf 1,0 + r. Then we can define σ 1 = r and τ 1 = c k −σ 1 U 1 f 1,0 . By re-arranging (2), we get
Then we solve (3) using the same method. Since we know n i=1 deg(f i,0 , x) = d x and deg(c k , x) < d x , we can solve the Diophantine Equation (1) using O(d 2
x ) arithmetic operations in F p .
Findings and Arguments
We have implemented both algorithms in C. Table 1 summarizes the timings from lifting n = 4 image polynomials using our algorithm and Bernardin's algorithm. The timings are gathered using C's clock() and converted to milliseconds. The ratio factor is computed as Execution time for 2d x Execution time for d x Eg. 4.14 = 1.49/0.36. The speedup is a comparison between the time it took to compute our algorithm compared to Bernardin's. The improvements can be seen in the Table 1 Table 1 were constructed as follows. A is a bivariate polynomial with degree d x in x and degree d y in y. Each of the n = 4 factors has degree d x /4 in x and d y /4 in y with the leading coefficient of x being monic. The remaining coefficients of the factors were randomly chosen from the field Z p where p = 2 31 − 1. A is constructed by multiplying the 4 factors and the inputs f 1,0 , f 2,0 , f 3,0 , f 4,0 were created by taking the initial 4 factors mod y − α for α = 3.
Our algorithm significantly outperformed Bernardin's based on the execution time. In the final iteration, when d x = d y = 4096, our algorithm ran approximately 91 times faster. As expected, the timings of our algorithm increased a factor of around 8, while Bernardin's increased by a factor of around 16 as we doubled the degrees of d x and d y .
