Reliability consideration of a mobile communication system with network congestion  by Kimura, Mitsutaka et al.
ELSEVIER 
An Inlemational Journal 
Available online at www.sciencedirect.com computers & 
, c ,= . r  ( -~  o , .  =~T.  mathemat ics  
with applications 
Computers and Mathematics with Applications 51 (2006) 377-386 
www.elsevier.com/locate/camwa 
Rel iabi l i ty Considerat ion of a 
Mobi le  Communicat ion  System 
with Network  Congest ion 
MITSUTAKA KIMURA 
Department of International Cultural Studies 
Gifu City Women's College 
7-1 Hitoichiba, Kita-matchi 
Gifu 501-0192, Japan 
kimura9 ac. j p 
KAZUMI YASUI AND TOSHIO NAKAGAWA 
Faculty of Management and Information Science 
Aichi Institute of Technology 
1247 Yachigusa, Yagusa-cho 
Toyota 470-0392, Japan 
yasu i lab  9  ac. jp  nakagawaOait ech. ac. jp  
NAOHIRO ISHI I  
Department of Information Networking Engineering 
Aichi Institute of Technology 
1247 Yachigusa, Yagusa-cho 
Toyota 470-0392, Japan 
ishii 9 aitech, ac. jp 
Abst rac t - -H igh  quality traffic for networks is urgently needed for mobile communication sys- 
tems. Mobile stations frequently become unavailable due to communication errors generated by 
network congestion. Traffic congestion i  a network system may occur intermittently and continue 
for a length of time, sometimes causing communication errors. If congestion happens during com- 
munication, communication errors occur and the communication is rejected. This paper considers 
the problem of reliability in mobile communication systems during congestion by using a recovery 
scheme. We formulate a stochastic model of a mobile communication system which consists of mobile 
stations, several base stations and a switching center. When communication errors occur, the system 
makes a rollback recovery and returns to the recent checkpoint. We derive the mean time to take 
checkpoint and the expected number of rollback recoveries, hand9 and successful transmissions until 
communication errors occur. Further, we calculate the expected costs and discuss ways to minimize 
the costs by analyzing the optimal checkpoint intervals. (~ 2006 Elsevier Ltd. All rights reserved. 
Keywords - -Mob i le  communication, Network congestion, Recovery schemes, Reliability, Check- 
point interval. 
1. INTRODUCTION 
High qual i ty traffic for networks is required for mobi le communicat ion  systems.  Mobile stat ions 
f requent ly  become unavai lable due to communicat ion  errors generated by network congestion. 
0898-1221/06/$  - see front matter (~) 2006 Elsevier Ltd. All rights reserved. 
doi: 10.1016/j.camwa.2005.11.001 
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A mobile communication system, which consists of mobile stations, is recovered by a rollback 
technique. That is, when a communication error occurs, the rollback recovery for the mobile 
station associated with such an event is executed to the most recent checkpoint, so that the system 
can restore a consistent state. Recently, three error recovery schemes (LP (logging pessimistic), 
LL (logging lazy), LT (logging trickle)) in mobile environments have been investigated from 
various viewpoints [1,2]. We have discussed the mobile communication system with checkpointing 
and rollback recovery techniques [3]. Control mechanisms for dissolving network congestion also 
have been researched, e.g., [4,5]. Improved reliability of mobile communication systems involving 
mobile stations is important for stable network communications even with network congestion. 
This paper considers the problem of reliability in mobile communication systems during net- 
work congestion by using the LP (logging pessimistic) recovery scheme. We formulate a stochastic 
model of a mobile communication system which consists of mobile stations, several base stations 
and a switching center. If congestion happens and is hidden, when either a mobile station or a 
base station has sent a request for a message, the system interrupts its request ransiently and 
waits a constant ime. Then, it sends the request for a message again. When communication 
errors due to network congestion occur, rollback recovery for a mobile station associated with 
such an event is executed to the most recent checkpoint, so that the system can recover. 
In the above stochastic model, we derive the mean time to take the next checkpoint and th(~ 
expected number of rollback recoveries, handoff, and successful transmissions until communica- 
tion errors occur. Using these results, we derive expected costs and optimal checkpoint intervals. 
Finally, numerical examples are given. 
2. MODEL AND ANALYS IS  
A mobile communication system consists of mobile stations and several base stations as shown 
in Figure 1. 
Each base station is connected by wired links through a switching center, and one mobile statioil 
communicates with the others by wireless links through a base station BS~ (i = 0, 1, 2, . . .  ). A 
mobile station MS moves from one cell to another and its connection changes from BSi to BSi+~. 
Communications between mobile stations can be realized by such control mechanisms. 
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Figure 1. Outline of a mobile network system. 
We are concerned only about the communication behaviors of the system with mobile station 
MS and base stations BSi (i = 0, 1, 2, . . .  ) and apply an LP (logging pessimistic) recovery scheme 
to the system [1]. 
(1) The system begins to operate at time 0 and takes the first checkpoint for BS0. Next, 
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it takes the checkpoint for BSi that  manages the operation of mobile station MS, 
when the transmissions between MS and BSi have terminated successfully at m 
(m = 1, 2 , . . .  ) times. The processes which are executed at MS are sent to BSi. 
(2) A mobile station MS begins to move from BSo. The request ime for transmissions 
between MS and BSi has a general distr ibution A(t) with finite mean a. Then, MS 
connects with BSi as follows. 
(i) Congestion in a network system occurs intermittent ly and is hidden. There- 
fore, if congestion happens in the network, the system interrupts its request 
transiently and waits a constant ime w, that is, 
1 : t>w,  
w(t )  =_ 
0 : t<w.  
(ii) The time required for transmission of one message including the time to save 
message logs at BSi has an exponential distr ibution (1 - e -at) (0 < a < oc). 
(3) Congestion happens in the network according to an exponential distr ibution (1 - 
e -At) (0 < A < oo) and continues according to an exponential distr ibution (1 - e -~t) 
(0 </3 < oo). We define the following states of a network system. 
State 0: No congestion occurs and the network system is in a normal condition. 
State 1: Congestion occurs. 
The network system states defined above form a two-state Markov process [6]. 
Thus, we have the following probabil it ies under the initial condition that P00(0) = 
Pl l (0)  = 1, P01(0) =/)10(0) = O, 
A e_(),+~)t Poo ( t ) =_--+), + ~ y -~ 
Pl l  (t) -= - -  + e -('x+B)t, 
Pm (t) = 1 - P00 (t) ,  
Pl0 (t) = 1 - Nil ( t) ,  
where Pi,j(t) are probabil it ies that the network system is in State i (i = 0, 1) at 
t ime 0 and State j ( j  = 0, 1) at t ime t (> 0). 
Communicat ion errors occur as follows. 
(i) When congestion happens in the network and either request for transmissions 
between MS and BS~ or handoff occurs, the rollback recovery for MS associated 
with such an event is executed from that t ime to the most recent checkpoint. 
The state of processes and message logs are sent from BS~ to MS. 
(ii) The system is regenerated by rollback recovery. 
(iii) The time required for rollback recovery has a general distr ibution V(t) with 
finite mean v. 
(4) When the operation of MS moves from BS~ to BS~+b i.e., when MS goes into the 
area of handoff, the system interrupts its operation transiently. 
(i) Handoff occurs according to a general distr ibution U(t) with finite mean 1/u. 
(ii) The time required for handoff including the t ime to t ransmit  the most re- 
cent checkpoint and message logs, has a general distr ibution G(t) with finite 
mean 1/#. 
Under the above assumptions, we define the following states of the system. 
State F:  Network congestion happens. 
State 2: The system begins to operate or restart. 
State 3: Request for transmissions between MS and BSi occurs. 
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Figure 2. Transition diagram between system states. 
State 4: Communication errors occur. 
State 5: Handoff occurs. 
State 6: Transmission of one message succeeds. 
State S: Transmissions of rn messages have succeeded and the system takes the checkpoint 
for BSi. 
The system states defined above form a Markov renewal process [3], where S is an absorbing 
state, and States 2-6 and F are regeneration points. A transition diagram between the system 
states is shown in Figure 2. 
By a method similar to [7], Laplaee-Stieltjes (LS) transforms ~)i,j(s) of transition probabilities 
Q~,j (t) from State i (i = 2, F, 3, 5) to State j (j = F, 3, 4, 5, 6) are given by the following equations~ 
f0 ~176 
(~2,F (8) ---- e-Stpol (t) dA (t), (1) 
/? (~2,3 (s) = e-Stpoo (t) dA (t), (2) 
/? (~)F,F (S) = e -StPu  (t) dW (t) = P l l  (w) e -sw, (3) 
QF,3 (s) = e-stp lo  (t) dW (t) = Plo (w) e -~,  (4) 
(~3,4 (8) = Ae-(S+~+a)tO (t) dt -- A 1 - [7 (s + A + a) , (5) 
s+A+a 
d~3,~ (4  = e -(s+~+a)t dU (t) = ~r (~ + ~ + a) ,  (6) 
Q3,6 (s) = ae-(~+x+~)tU (t) dt - a 1-U(s+A+a)  , (7) 
s+ +a 
/o 0,5,3 (s) = e -(s+~)t da  (t) = d (s + ,X), (S) 
(~5,4 (s )= fro ~ Ae-(S+~)tG ( t )d t -  s+AA [1 -  d (s + A)] , (9) 
where Q2,g(s) - Q6,g(s), Q2,a(s) -- ~)6,3(s), and (~(t) - 1 - ~(t) represent a survival function 
of any function O(t). 
We derive the mean time ~2,s(rn) from the beginning of the system operation to the next 
checkpoint. Let H2,3(t) be the time distribution from State 2 to State 3 and H6,3(t) be the time 
distribution from State 6 to State 3. Then, we have 
Hza( t  ) = Q2,a(t) + Q2,F * E Q~-F1) * QF,3(t), (10) 
i=1 
where H2,3(t) - H6,a(t) and the asterisk mark denotes the Stieltjes convolution. 
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Thus, the LS transform /:/2,s(s) of the time distribution from the beginning of operation to 
the next checkpoint is 
[/~2'3 (8) /~'/ (s)] rn (11) 
H2 ,S(s ) -  1 -2 (s )  l )(s) ' 
where 
oo 
M (t) - ~ [Q:,5 * Q5,3 (t)] ('-~) * Q3,6 (t), 
i=1  
oo 
x (t) - ~ [Qa,s * Qs,a (tll (~-~) * [Q3,4 (t) + Qa,~ * Q~,~ (t)], 
i=1  
Z(t) =__ ~ [/-/2,3 * M(t)]  (j- l) * [H2,3 * X (t)], 
j= l  
and 4)(~)(t) is the/-fold convolution of ~(t), ~(s) - foe-~td~(t), for s > 0. Note that M(t) is 
a probability distribution that one transmission succeeds and X(t) is a probability distribution 
that communication errors occur. Note that X(0) = M(0) = 0 and l imt~{X(t )  + M(t)} = i. 
Therefore, the mean time g2,s(rn) is 
-d-f-I2,s (s ) 
g2,s (m) -= lim s~o ds 
[ /o _ 1 - M m - -  Po l  ( t )  dA  (t)  + -~D~ (1 - - -~  m &+ P10(w) 
+A~aDb+v( l -M) ]  (m = 1,2 , . . . ) ,  
(12) 
where 
0 (~ + a) 
Da = 
1 - U (A + a) G(A)' 
1 -5 (~+a)  
Db -- 
I -/.J (A + a) G' ( i ) '  
aDb 
M-  A+a'  
and note that 0 < M < 1. 
Similarly, the expected numbers of rollback recoveries caused by network congestion, of handoff 
and of successful transmissions until communication errors occur are defined as follows, 
1 - -  M rn 
MR(m)- -  M m , (m= 1,2 , . . . ) ,  (13) 
Mg(m) = (1-_-~r-~r,  ~ Da, ( ra= 1,2 , . . . ) ,  (14) 
Ms(m)= (1M_-~) [1 -Mm-mMm- l (1 -M) ] ,  ( re=l ,2 , . . . ) .  (15) 
3. OPT IMAL POL ICY  
We introduce the cost of successful transmissions until communication errors occur. Then, 
we obtain the expected cost CI per unit of time and Czl per unit of transmission umber, and 
discuss optimal policies which minimize them. 
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3.1. Opt ima l  Po l i cy  I 
Let cl be the cost for system operation, c2, the cost for handoff, c3, the cost for rollback recovery 
of communication errors, and c4, the cost for successful transmissions until communication errors 
occur. Then, we give the expected cost per unit of time until the next checkpoint as 
C I (?Tt) =_ C1 -4- C2MH (m) + [c3 + c4Ms (m)] MR (m) 
s (m) , (m = 1, 2 , . . . ) .  (16) 
We seek an optimal checkpoint interval m r which minimizes Ci(m) in (16) for c3 _> c2 > q .  
From the inequality Ci(m + 1) - C[(m) > O, we have 
m (1 - M m) (1 - IYI re+l) _> cA (m = 1 ,2 , . . . ) .  (17)  
c4 
Note that an optimal rn~ does not depend on c2 and c3. 
Denoting the left-hand side of (17) by Li(m), LI(1) = (1 - M)2(1 + M) and LI(~o) - 
lira . . . .  Li(rn) = oo, and hence, there exists a finite rn~ (1 _< m~ < c<)) which satisfies (16). 
Further, we have 
LI (m) - LI (m - 1) = (1 - M TM) [raM m-1 (1 - M 2) + (1 - Mm-1)]  > 0. 
Therefore, we have the following optimal policy. 
(i) If L](1) < cl/c4, then there exists a finite and unique rn~(> 1) which satisfies (17). 
(ii) If LI(1) > cl/c4, then m~" = 1. 
3.2. Opt ima l  Po l i cy  I I  
Under the same assumptions as Policy I, we give the expected cost per unit of transmission 
number until the next checkpoint as 
Cl + c2MH(m) + [c3 + c4Ms(m)]MR(rn) 
e l l (m)  ~ (?72 = 1, 2 , . . .  ). (19) 
m 
We seek an optimal checkpoint interval m~i which minimizes Cii(m) in (19), for c3 > c2 > cl. 
From the inequality Cn(m + 1) - Cn(m) >_ 0, we have 
Mm{[m(~)-(l-Mm)] [1D~MC2+C3] l m(1-M2m) 
(20) 
--m 2 (1 -- M) M 2m - M (1 - Mm) 2 ~ > cl (m = 1, 2, . . . ) .  
1 M J - c4 
Denoting the left-hand side of (20) by Lii(m), 
and Lii(oo) - l imm_~ Lii(m) = c<), and hence, there exist a finite m~' i (1 < m~i < ~)  which 
satisfies (20). Further, we have 
L i i (m) -  n i i (m-1)  - re ( l -M)  { (1 -  M m- + m(1-  M) M 2m-1 
(22) 
1 [D~ (~_~M M)  ]}  - F - -  C3 c4 -~-c2 + >0.  
Therefore, we have the following optimal policy. 
(i) If Ln(1) < cl/c4, then there exists a finite and unique mi'i(> 1) which satisfies (20). 
(ii) If LII(1) > Cl/C4, then rn[i = 1. 
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Figure 3. Numerical values of optimal number m~ for I~/a and p/)~ when c2/cl = 2, 
c3/cl = 5, c4/c1 = 10, p/u  = 120. 
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Figure 4. Numerical values of mean time ~2,s(rn~) for #a and p/A  when c2/cl  = 2, 
c3/cl = 5, c4/cl = 10, #/a  = 10, #/u  = 120, /~//3 = 30. 
383 
4. NUMERICAL  EXAMPLES AND REMARKS 
We compute numerical ly  opt imal  checkpoint intervals m r and m~i which satisfy (17) and (20), 
respectively. It is assumed that  handoff is caused by random factors of a mobi le stat ion and 
occurs according to an exponent ia l  distr ibut ion,  i.e., U(t )  = 1 - e -u t .  The t ime required for 
handoff has an exponent ia l  d istr ibut ion (1 - e -~t )  (0 </z  < oo). The request for transmissions 
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Figure 5. Numerical values of mean time g2,s(rn~) for tt/A and #/~3 when c2/cl = 2, 
c3 /c l  = 5, c4 /c l  = 10, #/a  = 10, t z /u  = 120. 
between MS and BSi is constant, i.e., 
1 : t>O 6 
A(t) = 
0 : t<c~. 
Suppose that  the mean time 1/# of handoff is a unit of time, the mean t ime of network 
congestion is 1/A = 1800 ~ 3600, the mean time required for transmissions i 1/a = 10 ~ 480. 
the mean time of handoff occurrence is 1/u = 30 ~ 1800, the mean t ime until the congestion 
clears up is 1/fl = 10 ~-, 200, the constant ime is w = 30, the mean time required for rollback 
recovery is v = 30 and the mean t ime for transmission is a = 30. Further, we introduce the 
following costs. The cost for system operation is cl = 1, the cost for handoff is c2/cl = 1, 2, 5, the 
cost for rollback recovery is c3/cl = 5, 20, 50, and the cost for retransmission is c4/cl = 10 ~ 50. 
Figure 3 shows m r for #/a and #/A when c2/cl = 2, c3/cl = 5, c4/cl = 10, #/u = 120. 
Figure 4 shows ~o,s(rn~) for #a  and #/A when c2/c~ = 2, c3/cl = 5, c4/cl = 10, #/a = 10, 
p/u = 120, #/fl = 30. Figure 5 shows gos(m~) for tt/f l  and p/A when c2/cl = 2, c3/cl = 5. 
c4/cl = 10, #/a = 10, #/u = 120. Since m~i in Figures 3-5 changes similarly to m~ for each 
parameter,  we omit numerical examples. 
Figure 3 indicates that  m r decreases with #/a and increases with #/A. Similarly, from Figure 4, 
~(m~) increases with #/A and #a.  Moreover, from Figure 5, l(m[) increases with #/ft.  
Table 1 gives opt imal checkpoint intervals m~i. This indicates that m~i decreases with c2/cl and 
c4/cl. Further, when c4/cl is large, m~i depends relatively little on #/u and becomes constant. 
Moreover, optimal m~i depends relatively little on c3/cl. Similarly, m h decreases with p/u. 
Further, when A and #/a are large, m~i depends relatively little on c2/cl, and c3/cl and becomes 
constant. 
5. CONCLUSIONS 
We considered the reliabil ity of a mobile communication system with network congestion by 
adopting the recovery schemes of checkpoint and rollback. We derived the mean time to take 
the next checkpoint and the expected number of rollback recoveries, handoff, and successful 
c2 
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Table 1. Optimal numbers m~ to minimize Cn(m). 
- -  = 1800 -- = 3600 X X 
c A c A ~ ~ ~ 
Cl ~1 ~ a a 
30 60 120 30 60 120 
30 5 3 1 8 4 2 
60 6 3 2 9 5 3 
10 300 7 4 2 11 6 4 
600 7 4 2 11 7 4 
2 1800 7 4 2 l l  7 4 
30 3 2 i 5 3 2 
60 4 2 1 6 3 2 
50 300 4 2 1 6 4 2 
600 4 2 1 6 4 2 
1800 4 2 1 6 4 2 
30 5 3 1 8 4 2 
60 6 3 2 9 5 3 
10 300 7 4 2 11 6 4 
600 7 4 2 11 7 4 
5 1800 7 4 2 11 7 4 
30 3 2 1 5 3 2 
60 4 2 1 6 3 2 
50 300 4 2 1 6 4 2 
600 4 2 1 6 4 2 
1800 4 2 1 6 4 2 
30 4 2 1 6 3 1 
60 5 2 1 7 4 2 
10 300 6 4 2 10 6 3 
600 6 4 2 10 6 4 
1800 7 4 2 11 7 4 
5 30 3 1 1 5 2 1 
60 3 2 1 5 3 1 
50 3OO 4 2 1 6 4 2 
600 4 2 1 6 4 2 
1800 4 2 1 6 4 2 
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t ransmiss ions  unti l  communicat ion  errors occur. Further ,  we discussed analyt ical ly  the opt imal  
cost -min imiz ing checkpoint  intervals. 
From the numerical  examples,  we showed that  the  opt imal  checkpoint  interval increases with 
t ime unti l  the  congest ion d isappears,  and decreases wi th  the  frequencies of communicat ion  er- 
rors, handoff ,  the  t ime required for t ransmiss ions,  and the processing t ime handoff.  Further,  it 
decreases wi th  the rate of costs for handoff,  rol lback recoveries, and for ret ransmiss ions  of the 
message after rol lback recovery. Moreover, we discovered that  the  opt imal  interval reaches a 
most ly  fixed value relat ively independent  from the frequency of handof f  when the processing t ime 
for handoff  is large. The  opt imal  checkpoint  interval which minimizes C~(m) changes imilarly 
to that  which minimizes Ci i(rn) for any parameters .  
Improvement  and evaluat ion of the rel iabil ity of mobi le communicat ion  systems is impor tant  
from pract ical  v iewpoints  because of great ly  developed ay after day usage rapidly spreading 
throughout  various parts  of the  world. 
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