Abstract. Let G be an additive abelian group whose finite subgroups are all cyclic. Let A 1 , . . . , A n (n > 1) be finite subsets of G with cardinality k > 0, and let b 1 , . . . , b n be pairwise distinct elements of G with odd order. We show that for every positive integer m (k − 1)/(n − 1) there are more than (k − 1)n − (m + 1) n 2 sets {a 1 , . . . , a n } such that a 1 ∈ A 1 , . . . , a n ∈ A n , and both a i = a j and ma i + b i = ma j + b j (or both ma i = ma j and a i + b i = a j + b j ) for all 1 i < j n. This extends a recent result of Dasgupta, Károlyi, Serra and Szegedy on Snevily's conjecture. Actually stronger results on sumsets with polynomial restrictions are obtained in this paper.
Introduction
In 1999 Snevily [Sn] posed the following conjecture.
Snevily's Conjecture. Let G be an additive abelian group with |G| odd. Let A and B be subsets of G with cardinality n > 0. Then there is a numbering {a i } n i=1 of the elements of A and a numbering {b i } n i=1 of the elements of B such that a 1 + b 1 , . . . , a n + b n are pairwise distinct.
Using the polynomial method of Alon, Nathanson and Ruzsa (see, e.g. [ANR] , [A1] and [N] ), Alon [A2] proved that the above conjecture holds when |G| is an odd prime. In 2001 Dasgupta, Károlyi, Serra and Szegedy [DKSS] confirmed Snevily's conjecture for any cyclic group with odd order.
In this paper we will show the following result in this direction. Theorem 1.1. Let G be an additive abelian group whose finite subgroups are all cyclic. Let A 1 , . . . , A n (n > 1) be finite subsets of G with cardinality k n, and let b 1 , . . . , b n be elements of G. Let m be any positive integer not exceeding (k − 1)/(n − 1).
(i) If b 1 , . . . , b n are pairwise distinct, then there are at least (k − 1)n − m n 2 + 1 multisets {a 1 , . . . , a n } such that a i ∈ A i for i = 1, . . . , n and all the ma i + b i are pairwise distinct.
(ii) The sets {{a 1 , . . . , a n }: a i ∈ A i , a i = a j and ma i + b i = ma j + b j if i = j} (1.1) and {{a 1 , . . . , a n }: a i ∈ A i , ma i = ma j and a i + b i = a j + b j if i = j} (1.2) have more than (k − 1)n − (m + 1) n 2 (m − 1) n 2 elements, provided that b 1 , . . . , b n are pairwise distinct and of odd order, or they have finite order and n! cannot be written in the form p∈P px p where all the x p are nonnegative integers and P is the set of primes dividing one of the orders of b 1 , . . . , b n . Remark 1.1. When G is a cyclic group with |G| being odd or a prime power, our Theorem 1.1 (ii) in the case k = n and m = 1, yields Theorems 1 and 2 of [DKSS] respectively. In our opinion, the condition that all finite subgroups of G are cyclic might be omitted from Theorem 1.1.
We will deduce Theorem 1.1 from our stronger results on sumsets with polynomial restrictions. (As for sumsets of subsets of Z with linear restrictions, the reader may consult [Su2] .) Let F be a field. We use ch(F ) to denote the additive order of the multiplicative identity of F and call it the characteristic of F . (When ch(F ) = ∞, some mathematicians regard the characteristic of F as zero.) There are several recent results ( [DH] , [ANR] , [HS] , [LS] , [PS] ) concerning various restricted sumsets of A 1 , . . . , A n ⊆ F . For example, Corollary 1 of [HS] in the case m = 1 can be stated as follows:
Let k n 1 be integers, and F be a field with ch(F ) greater than n and (k − n)n. Let A 1 , . . . , A n be subsets of F with cardinality k, and b 1 , . . . , b n be elements of F . Then the sumset {a 1 + . . . + a n : a i ∈ A i , a i = a j and a i + b i = a j + b j if i = j} has more than (k − n)n elements.
When F is a finite field of order p α (where p is a prime and α is a positive integer), the additive group of F is isomorphic to the direct sum of α copies of the additive cyclic group Z/pZ, and the above result in the case k = n was also found by Dasgupta et al. ([DKSS] ) who followed Alon's approach in [A2] .
Let R be any commutative ring with identity. For P (x 1 , . . . , x n ) ∈ R[x 1 , . . . , x n ], we simply write [x
. . , x n ). For a matrix A = (a ij ) 1 i,j n with entries in R, we use det(A) or |a ij | 1 i,j n to denote the determinant of A, and define the permanent of A by
where S n is the symmetric group of all the permutations on {1, . . . , n}.
By studying certain coefficients of some related polynomials in the next section, we are able to prove the following main theorems in Section 3. Theorem 1.2. Let k, m, n be positive integers with k > m(n − 1), and let A 1 , . . . , A n be subsets of a field F with cardinality k.
. . , a n ∈ A n , and 
(1.5) (iii) We have per(B) = 0, if F is the complex field C, b 1 , . . . , b n are qth roots of unity, and n! does not belong to the set [DKSS] . If F = C, per(B) = 0 and all the b i are qth roots of unity, then 1 i<j n (1−b i /b j ) = 2ω for some algebraic integer ω ∈ E = Q(e 2πi/q ) and hence q must be even (otherwise the norms of those 1 − b i /b j (1 i < j n) with respect to the field extension E/Q would be odd); this fact is also due to Dasgupta et al. [DKSS] .
Concerning the sumset S given by (1.4), there is another result due to Liu and Sun [LS] : Let F be a field and P 1 (x), . . . , P n (x) ∈ F [x] be monic and of degree m > 0. Let A 1 , . . . , A n be finite subsets of F with k = |A n | > m(n − 1) and
. . , A n be finite subsets of a field F with 0 < k 1 = |A 1 | . . . k n = |A n |, and let P 1 (x), . . . , P n (x) ∈ F [x] be monic and of degree m where
(
As for Theorem 1.3 (ii), the following example shows that |T | = L may happen in the exceptional cases. 
(ii) Let F be a field of order 4 with identity 1. Let a ∈ F \ {0, 1}. Since a 3 = 1 and a = 1, we have a 2 + a + 1 = 0. If a 1 , a 2 are distinct elements of {0, 1, a} and a 2 1 + a 1 = a 2 2 + a 2 + 1, then {a 1 , a 2 } = {0, a}, {1, a} and hence a 1 + a 2 = 0 + 1.
The following example indicates that the condition k n > m(n − 1) in Theorem 1.3 cannot be replaced by k n m(n − 1). Example 1.2. Let m and n be positive integers. Let F be a finite field with
, where p is a prime not dividing m and ϕ is Euler's totient function. As m | p ϕ(m) − 1, the cyclic group
. . , c m n−1 are pairwise distinct. Clearly the set A = {c i γ j : 0 < i < n, 0 j < m} has cardinality m(n − 1). If a 1 , . . . , a n ∈ A, then {a Now we give one more theorem. Theorem 1.4. Let F be a field, b 1 , . . . , b n ∈ F and c ij ∈ F for all 1 i < j n. Let P 1 (x), . . . , P n (x) ∈ F [x] be monic and of degree m > 0, and let A 1 , . . . , A n be subsets of F with cardinality k > m(n − 1).
(ii) If ch(F ) = 2, m = 1, k = n + 1 and b 1 , . . . , b n are pairwise distinct, then we have |C| n + 1.
(iii) Suppose that F is the complex field and b 1 , . . . , b n are qth roots of unity. If n! ∈ D(q) where D(q) is as in (1.6), or q is odd and b 1 , . . . , b n are pairwise distinct, then |C| (k − 1)n − (m + 1) n 2 + 1. Corollary 1.1 ( [DKSS] ). Let F be a field of characteristic 2, and let A and B = {b 1 , . . . , b n } be subsets of F with cardinality n. Then there is a numbering {a i } n i=1 of the elements of A such that a 1 b 1 , . . . , a n b n are pairwise distinct.
Proof. If A = F then we may simply take a i = b i because b 2 1 , . . . , b 2 n are pairwise distinct. If a ∈ F \ A, then we may apply Theorem 1.4 (ii) with
For an odd integer n > 0, the multiplicative group of the finite field F with |F | = 2 ϕ(n) has a cyclic subgroup of order n. This observation of Dasgupta et al. indicates that Corollary 1.1 implies the truth of Snevily's conjecture for any cyclic group of odd order.
Later we will deduce Theorem 1.1 from Theorems 1.2 and 1.4.
Auxiliary Results
For convenience we set N = {0, 1, 2, . . .
(An empty product is regarded as 1.) For σ ∈ S n we let ε(σ) take 1 or −1 according to whether σ ∈ S n is even or odd.
Theorem 2.1. Let R be a commutative ring with identity, and let a i,j ∈ R for all i, j = 1, . . . , n. Let k 1 , . . . , k n , m 1 , . . . , m n be nonnegative integers
and σ (with σ ∈ T n ) is the unique permutation in S n such that
Proof. Write
It is well known that
In the case δ = 1, we have
as desired. Since x r = (x) r + 0 t<r S(r, t)(x) t for r = 0, 1, . . . , n−1 where S(r, t) are Stirling numbers of the second kind, for τ ∈ S n we have
By the above we also have N σ ∈ Z + for all those σ ∈ T n . The proof of Theorem 2.1 is now complete.
Corollary 2.1. Let R be a commutative ring with identity, and let A = (a ij ) 1 i,j n be a matrix with all the a ij in R. Let k, m 1 , . . . , m n be nonnegative integers with m 1 . . . m n k.
(i) We have
Proof. Let δ ∈ {0, 1}, and suppose that m 1 < . . . < m n if δ = 1. Then
In the case δ = 1 we should have
This completes the proof.
Corollary 2.2. Let k 1 , . . . , k n , m 1 , . . . , m n be nonnegative integers with
and min
Let A = (a ij ) 1 i,j n be a matrix with a ij ∈ N and
Proof. In view of (2.3), if σ ∈ S n then
Thus, for any σ ∈ T n we have ε(σ ) = (−1) ( n 2 ) because σ (i) = n − i + 1 for i = 1, . . . , n. Observe that T n contains the identity of S n and N σ L! for all σ ∈ T n . Therefore (−1) (
integer not larger than L!per(A). We are done.
Theorem 2.2. Let R be a commutative ring with identity, and let A = (a ij ) 1 i,j n be a matrix with all the a ij in R. Let k, l 1 , . . . , l n , m 1 , . . . , m n be nonnegative integers with
Proof. Let c 1 and c 2 denote the left-hand side and the right-hand side of (2.4) respectively. Observe that
Similarly,
If l i > k for some i = 1, . . . , n, then both c 1 and c 2 vanish. Now suppose that k max 1 i n l i . Then
So we have c 1 = c 2 .
3. Proof of Theorems 1.1-1.4
Theorem 1.2 of [A1] implies the following basic lemma.
Lemma 3.1 ([A1, Theorem 4.1; ANR, Theorem 2.1]). Let A 1 , . . . , A n be finite subsets of a field F with
Proof of Theorem 1.2. Applying Corollary 2.1 we find that
In view of Lemma 3.1 we have parts (i) and (ii) of Theorem 1.2. Now suppose that F is the complex field and b 1 , . . . , b n are qth roots of unity. Then per(B) = σ∈S n b σ where
is a qth root of unity. For any integer t relatively prime to q, the cyclotomic field Q(e 2πi/q ) has an automorphism ρ t with ρ t (e 2πi/q ) = e 2πit/q and therefore
If per(B) = 0, then σ∈S n b t σ = 0 for all those t ∈ Z divisible by none of the prime divisors of q, and thus n! = |S n | ∈ D(q) by Lemma 9 of [Su1] . This proves part (iii) of Theorem 1.2.
Proof of Theorem 1.3. (i) As m > k n − k 1 k i+1 − k i for i = 1, . . . , n − 1, we have
Then 0 < (−1) n(n−1)/2 l L!n! by Corollary 2.2. Observe that
coincides with le where e is the identity of the field F . If ch(F ) > L!n!, then le = 0 and hence |T | L + 1 by Lemma 3.1.
(ii) It is clear that
If k 1 = . . . = k n = k and n ch(F ) > L, then k − 1 = m(n − 1) and (m − 1)(n − 1) < 2, thus m = 1 and k = n ch(F ) (in this case L = 0), or m = n = 2 = ch(F ) and k = 3 (in this case L = 1).
In light of Theorem 1.2(ii) and the above, it suffices to deduce a contradiction under the conditions ch(F ) = m = n = 2, k 1 = k 2 = 3 and T = ∅. Let a, b, c be the three elements of
, which is absurd since deg P 1 (x) = 2. Therefore A 2 ⊆ A 1 and hence A 2 = A 1 = {a, b, c}. As T = ∅ we have P 1 (a) = P 2 (b) = P 1 (c) = P 2 (a) = P 1 (b), thus P 1 (x) = P 2 (a) for x = a, b, c, which also leads to a contradiction.
The proof of Theorem 1.3 is now complete.
n 2 . In view of Theorem 2.2 and Corollary 2.1 (ii),
where
If ch(F ) > L and per(B) = 0, then N per(B) = 0 and hence |C| > L by Lemma 3.1. This proves part (i).
When ch(F ) = 2, m = 1, k = n+1 and b 1 , . . . , b n are pairwise distinct, we have
and hence |C| L + 1 = n + 1. So part (ii) also holds. Combining part (i) with Theorem 1.2 (iii) and Remark 1.2, we obtain part (iii) of Theorem 1.4.
Proof of Theorem 1.1. Let H be the subgroup of G generated by the finite set A 1 ∪ . . . ∪ A n ∪ {b 1 , . . . , b n }. By the structure theorem for finitely generated abelian groups, H is isomorphic to the direct sum Tor(H) ⊕ Z r for some r ∈ N, where Tor(H) = {a ∈ H: the order of a is finite} is a finite subgroup of G and hence cyclic. Let h = |Tor(H)| and choose an even integer h > 2 so that h | h and ϕ(h )/2 r + 1. By Dirichlet's unit theorem (cf. [H, Theorem 100] ), the unit group U h of the ring Z[e 2πi/h ] is isomorphic to (Z/h Z) ⊕ Z ϕ(h )/2−1 . Thus we can identify the additive group H with a subgroup of the multiplicative group U h . So, without loss of generality, we may simply let G be the multiplicative group C * = C\{0}. (There is an alternate way to embed H into the group C * : Take any minimal basis c 0 , . . . , c r of H where c 0 is a torsion element of order h. Then map c 0 to e 2πi/h and c 1 , . . . , c r onto any set of r algebraically independent elements of the uncountable unit circle {e 2πiθ : 0 θ < 1}. Clearly the map can be extended in a unique way to an embedding of H into the multiplicative group C * .) (i) If b 1 , . . . , b n ∈ C * are pairwise distinct, then by Theorem 1.2 the sumset {a 1 + . . . + a n : a 1 ∈ A 1 , . . . , a n ∈ A n , and a 
