Abstract: Three approaches for visualization of transparent micro-objects from holographic data using phase-only SLMs are described. The objects are silicon micro-lenses captured in the near infrared by means of digital holographic microscopy and a simulated weakly refracting 3D object with size in the micrometer range. In the first method, profilometric/tomographic data are retrieved from captured holograms and converted into a 3D point cloud which allows for computer generation of multi-view phase holograms using Rayleigh-Sommerfeld formulation. In the second method, the microlens is computationally placed in front of a textured object to simulat e the image of the textured data as seen through the lens. In the third method, direct optical reconstruction of the micrometer object through a digital lens by modifying the phase with the Gerchberg-Saxton algorithm is achieved.
Introducti on
Digital holography is a powerful tool for capture of transparent or semi-transparent microobjects. The captured holograms, after being processed with the known phase retrie val or tomographic methods, yield the necessary information for surface profiling or 3D reconstruction of the refractive index distribution inside the object [1, 2] . A logical continuation of the holographic capture is to display holographically the process ed data in 3D with a single or multiple spatial light modulators (SLMs) taking into account the limitations and approximations arising from conversion of the 2D complex valued hologram pattern to a data format supported by the SLMs [3] .
Despite recent advances in holographic displays, the proper visualization procedure for transparent objects is still an issue. Obviously, such a procedure should depend on their nature. A straightforward solution is to build a 3D point cloud of an object from the retrieved phase distribution that can then be used to create computer generated holograms for optoelectronic reconstruction of multiple perspectives. Another approach is to mimic the direct observation of a transparent object, which is positioned in front of a natura l texture. To this end, the captured hologram is blended properly with the computed diffraction pattern of a given background texture, and the combined hologram is then displayed. For those objects, which give rise to strong diffraction, one could try direct reconstruction of the object beam from the captured phase-only data. In general, the recording wavelength as well as the pixel size and the number of pixels of the used CCD camera differ from the corresponding values of these parameters on the display s ide.
The present work reports application of three visualization approaches to holograms of pure phase micro-objects. As such silicon micro-lenses and a simulated weakly refracting 3D object with size in the micrometer range are used. The holograms of the micro-lenses are recorded in the near infrared by means of digital holographic microscopy as image -plane holograms whereas the holographic data for the simulated micro -object comprises complex amplitudes in the plane of holographic capture for multiple illumination directions. Based on the chosen visualization technique, either a single phase-only SLM or a circular configuration of multiple phase-only SLMs is used.
Description of the phase objects
We used two types of phase objects in our experiments. Th e first type comprises arrays of micro-lenses with a constant value of the refractive index. Figure 1 shows digital off-axis holograms for a small section from arrays of circular and square silicon micro -lenses. The circular microlens, type 35-9950-105-123, production of SUSS MicroOptics [4] , is characterized with a period of 250 μm, radius of curvature 1.65 mm and numerical aperture NA = 0.18. The square microlens, type 38-5053-109-121, production SUSS MicroOptics [4] , has a period of 1015 μm, radius of curvature 49 mm and NA = 0.18. The holograms were recorded by means of digital holographic microscopy at 1.28 μm as image-plane holograms at magnification 25.7 and 4.67 respectively. The detailed description of the digital holographic microscope can be found in [2, 5, 6] . The pixel size of the CCD camera was 30 μm, and the size of the captured hologram was 256 pixels × 256 pixels. As is known, the silicon microlenses are transparent in the near-infrared region. For phase retrieval, we removed the reference wave from the hologram in the frequency domain and filtered only one of the orders. Thus we obtained the wrapped phase distribution,   , W xy  , for each lens and applied a quality-guided algorithm for phase unwrapping [7] . The profilometric reconstructions of the micro-lenses are also shown in Fig. 1 . Thanks to the high signal-to-noise ratio of the capture process, no smoothing of the reconstructed surface was required.
The second phase object was a simulated transparent object represented by the 3D refractive index distribution shown in Fig. 2(a) , where the regions with different colors correspond to different values of the refractive index. The holographic data for this object were obtained as a result of simulation of a noiseless diffraction tomography experiment. The simulated data comprised transmission holograms recorded at plane-wave illumination of the object along different propagation directions with angular separation of 10°. The recording wavelength was 0.68 μm. Distance between the center of the object and the measurement plane was 68 μm which was equal to 100 wavelengths. The size of the optical reconstruction in the reconstruction plane at a distance of 68 μm was about 24 μm. In total, 19 complex amplitudes of the light field diffracted from the object were derived by a phase shifting approach; the four of them are shown in Fig. 2(b) . The size of the holograms in pixels was 200 × 200. The size of a pixel in the measurement plane was Δ hol = 2.4 × 10 7 m. Refractive index of the medium was unity whereas the variation of refractive index within the object did not exceed 0.004 to allow the first Born approximation.
Holographic display of generated 3D point cloud objects
The 3D capture for holographic displays can be implemented by holographic means or by structured light methods with coherent or incoherent illumination [8, 9] . Both approaches share common phase retrieval techniques to derive the 3D coordinates of objects points. The captured holograms or fringe patterns provide the necessary information for surface profiling or 3D reconstruction. By combining holographic and tomographic methods, one gets 3D distribution of the refractive index inside the object. The holographic methods are especially effective to capture transparent or semi-transparent objects [1] . The output from their profilometric or tomographic reconstruction can be converted into a point cloud which allows for computer generation of holograms for a given display as shown in Fig. 3 . The captured data can be easily adapted to any holographic display, and this is a substantial advantage of the point cloud approach. The other benefit from this approach, when applied to tomographically reconstructed refractive index distributions, is possible visualization of interesting inner 3D regions of micro-objects. The point cloud comprises collection of selfemitting points, and the generation of holograms is usually based on a Rayleigh -Sommerfeld diffraction model to create a true 3D impact [10, 11] . However, fast algorithms developed to overcome the high computational complexity of the rigorous approach can be applied to accelerate generation of holograms [12] .
Following the diagram in Fig. 3 , we converted the data obtained from the profilometric reconstruction of the micro-lenses and the simulated tomographic reconstruction of the transparent object in Fig. 2 into a 3D computer graphic model and then to a point cloud. We used Rayleigh-Sommerfeld diffraction model to generate multi-view phase-only holograms. where N is the number of points in the point cloud, 
We performed multiview optoelectronic reconstruction of the phase objects with a holographic video display system built from nine phase-only Holoeye HEO-1080P SLMs that formed a circular configuration. The detailed description of the dis play is given in [13] . (We used this type of a SLM, with the pixel size SLM  8 μm and the number of pixels 1920 × 1080, in all experiments throughout the paper). A large beam splitter created a virtual alignment of the SLMs' active areas without gaps between them by imaging the SLMs on one side of the beam splitter to the other side [13] . Thus a continuous increased field of view was achieved. The distance between the reconstruction volume and each SLM was 35 cm. The SLMs were slightly tilted up to position the reconstructed 3D image above the display setup and to avoid blocking of the observer's vision by the display's components. Good quality of the reconstructions for a tilted illumination of up to 20° has been proven by experiments and subjective test results [14] . Since the SLMs were illuminated by means of a cone mirror [13] with a single astigmatic expanding wave, 
where D h is the distance between the axis of the cone mirror and the SLM, h SLM is the height of the SLM, and D s is the distance between the apex of the cone mirror and the point source of the wave positioned on the line of the cone mirror axis, the compensation for the asymmetrical illumination was taken care of. Since we used phase-only SLMs, we computed only the phase of Figure 4 depicts video recordings and enlarged parts from single frame excerpts for different viewing directions of optical reconstructions of both phase objects. For better visual perception of the micro -lenses we stretched their height profile. Note that the point cloud for the phase object in Fig. 2 consisted of the points corresponding to the outer envelope of the 3D refractive index distribution. Consequently the shown reconstruction is the visualization of the 3D shape enclosed with in this envelope.
Imaging of a textured object
If we use the wrapped phase distribution,
W xy , of the lenses retrieved from the holograms in Fig. 1 for imaging of a textured background, we can detect the alterations in the original textured background image or actually "see" the lenses as we do when we look through a lens in real life. The idea is schematically depicted in 
 
φ, W xy , is retrieved from a hologram captured at λ 1 = 1280 nm, and displayed at λ 2 = 532 nm. We placed the textured pattern at a distance 3f behind the lens plane, where f was the focal distance of   , W L x y at the wavelength 0.532 μm. We chose the size of the textured background to be larger than the size of the lens aperture to easily distinguish the lens circumference when we look at the textured background through the lens. The magnification in the image plane of the lens was 0.5. The block-diagram of the algorithm is presented in Fig. 6 . where   , xy are the coordinates in the texture plane, each small square has an edge size of Δ t = m t Δ, where m t is an integer, and Δ is the pixel size at the texture plane; the distance between the neighboring squares is also Δ t . The complex amplitude at the textured pattern plane to the right of the object is
T x y t x y j x y 
, where the phase   φ, t xy may be added as a constant or as a uniformly distributed random value from 0 to 2π. In the first case the texture is non-diffusing, whereas the second case corresponds to a diffusing texture. To ensure the same pixel size at the texture plane,   , xy , the SLM plane,   , xy , and the image plane,   ,  , we modeled the wavefront propagation by using Rayleigh-Sommerfeld integral and the convolution approach [8] , which was implemented using DFT. We assumed that the thin lens approximation is valid, that is, we can multiply the quadratic lens phase distribution by the complex amplitude of the incident light at the lens plane. The transfer function of propagation in the free space at distance d is given by   (6) to the part of the SLM, that was not occupied by the texture pattern and had a zero phase, to send the rays reflected from these pixels to outside the reconstructed image. Thus, the complex amplitude, The reconstructed image can be obtained both numerically and optically. Before the optical reconstruction we conducted simulations of the display process with different textures. We observed the optically reconstructed focused images of the textured background at the expected reconstruction distance. Thus, we observe the lens while looking at the image of the textured background through the lens. While changing the observation position, the lens effect is clearly visible. The results of optical reconstruction with a single SLM are shown in Fig. 7 for four different textures -uniform background and m t = 8, 16, 24.
Reconstruction of a phase object in the micrometer range
Optical reconstruction of the simulated phase object directly from the holographic data in Fig.  2(b) was a challenging task due to the very small size of the object. Note that the holograms in Fig. 1 have been captured after the light has passed through the objective of the optical microscope whereas the complex amplitudes in Fig. 2 have been derived from a simulated phase-shifting measurement without any magnification.
The reconstruction distance for the holograms in Fig. 2 for the pixel period Δ SLM = 8 μm and wavelength 0.532 μm becomes 0.096 m, and the lateral size of the reconstructed object is 800 μm for a viewing direction of 70°. (We chose for illustrations the viewing direction of 70° as it corresponded to the maximum size of the object along the horizontal axis). For the numerical reconstruction using the full complex amplitude, Fig. 10 . (a) -numerical reconstruction of the phase object in the micrometer range from holographic data after applying the Gerchberg-Saxton algorithm to modify phase distribution; (b) -optical reconstruction at λ2 = 532 nm with a single SLM after incorporation of a digital lens at the SLM plane; the size of the reconstructed 3D shape is 6 mm.
Conclusion
3D holographic display of transparent objects is achieved. The object may have a constant or varying refractive index. Different visualization modes are designed, implemented and tested. In one mode, the 3D point cloud structure is constructed from captured holographic data, and then the computer generated holograms of this 3D structure are formed and holographically displayed using a circular holographic display consisting of multiple phase -only SLMs. This display provides seamless viewing of the 3D point-cloud structure from continuous directions within a rather large viewing angle [13] . In another mode, a real-life viewing through transparent objects is imitated. An artificial planar textured pattern is generated and inserted as the background of the uniform refractive index transparent object to be visua lized. Diffraction signals corresponding to the combined 3D scene (planar textured background and the 3D transparent object in front of it) are computed and fed into a phase -only SLM for holographic reconstruction. In the third approach, the captured holog raphic data related to a 3D transparent object a directly used to retrieve the complex amplitude of a diffracted light distribution as it passes and exits the transparent object. It is observed that only the phase component of this complex amplitude, obtained by simply discarding the magnitude, does not provide sufficient quality 3D reconstructions using a phase-only SLM as the holographic display device. Therefore, a more sophisticated procedure based on the iterative GerchbergSaxton algorithm is employed to compute the phase distribution to be written on the phaseonly SLM. As a consequence, a satisfactory naked -eye 3D holographic display of a transparent (varying index) micro object is achieved, with a magnification of about 250.
