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We consider noisy, non–local unitary operations or interactions, i.e. the corresponding evolutions are de-
scribed by completely positive maps or master equations of Lindblad form. We show that by random local
operations the completely positive maps can be depolarized to a standard form with a reduced number of pa-
rameters describing the noise process in such a way that the noiseless (unitary) part of the evolution is not
altered. A further reduction of the parameters, in many cases even to a single one (i.e. global white noise), is
possible by tailoring the decoherence process and increasing the amount of noise. We generalize these results
to the dynamical case where the ideal unitary operation is given by some interaction Hamiltonian. The result-
ing standard forms may be used to compute lower bounds on channel capacities, to simplify quantum process
tomography or to derive error thresholds for entanglement purification and quantum computation.
PACS numbers: 03.67.-a, 03.67.Pp, 03.67.Lx, 03.67.Mn
I. INTRODUCTION
Quantum systems evolve via unitary operations U(t), as
they are governed by the Schro¨dinger equation. This also
holds for composite systems, e.g. a small quantum system
S which is surrounded by some environment E, where the
evolution of the total system is described by a unitary opera-
tion USE(t). The dynamics of the system S alone —which
can be obtained by tracing out the (uncontrollable) degrees of
freedom of the environment— is in general no longer unitary.
In fact, the system interacts with degrees of freedom of the
environment, leading to entanglement between system S and
environment E reflected in USE(t) 6= US(t) ⊗ UE(t). The
system–environment interaction leads to decoherence and the
dynamics of the system can be described either by a (time
dependent) completely positive map (CPM) E(t) or —under
certain assumptions on the nature of interaction— by a mas-
ter equation of Lindblad form [1]. From the perspective of
quantum information processing, such an interaction with en-
vironmental degrees of freedom is undesirable and leads to
errors and noise in the system. As discussed below, an arbi-
trary noise process acting on a d–dimensional system S is, at
fixed time t0, determined by O(d4) real parameters. Even for
small system sizes, e.g. when S consists of three qubits (i.e.
d = 8), this leads to a huge number of independent parameters
(e.g. around 4000 for the three–qubit system), which makes
an analytical treatment of the influence of such general noise
processes on the properties of the system rather difficult. This
is particularly hindering when considering either large sys-
tems or sequences of several noisy evolutions (or gates), as is
e.g. required in the analysis of quantum circuits or processes
such as entanglement purification.
When considering the influence of noise in quantum in-
formation processing, one hence often restricts the analysis
to certain (ad hoc) noise models, such as Pauli channels or
depolarizing (white) noise models. This is usually the case
in the analysis of entanglement purification protocols in the
presence of noisy operations as well as in the theory of fault–
tolerant quantum computation. On the other hand, having a
specific physical set–up in mind, one can sometimes justify
these (or other) noise models by a microscopic description of
the underlying system–environment interactions, where only
the dominant part of noisy interactions is considered. How-
ever, when considering (abstract) quantum processes that deal
with the manipulation of quantum information, one does not
want to restrict oneself to a specific physical set–up, but rather
would like to keep the analysis at an abstract level and as gen-
eral as possible. To this aim, it would be very useful to justify
the usage of simple noise models in a general context, or to
provide a method to bring any noise process to a simple stan-
dard form described by a few parameters.
In this article, we provide a method which allows one to
achieve this aim. We show that indeed any noise process can
be brought to a simple standard form by means of depolariza-
tion. That is, by applying appropriate (local) unitary control
operations on a system before and after the noisy evolution in
a correlated way, one can depolarize the noise process. This
depolarization process of the corresponding CPM E or the Li-
ouvillian L can be viewed as an analogue of the depolariza-
tion of mixed states. For bipartite states, for instance, it was
shown that one can bring any mixed state ρ of two d–level sys-
tems to a standard form specified by a single parameter using
an appropriate (random) sequence of local unitary operations.
Depolarization takes place in such a way that the fidelity of
the state, i.e. the overlap with a maximally entangled state
|Φ〉 = 1/√d∑dk=1 |k〉|k〉, remains invariant. The resulting
states (isotropic states) are equivalent to Werner states and
are given by ρ(x) = x|Φ〉〈Φ| + (1 − x) 1d21. Werner states
played an important role in the investigation of the relations
between entanglement and local hidden variable theories [2],
as well as in the development of entanglement purification
protocols, schemes which are becoming increasingly impor-
tant since it was realized that entanglement can serve as a valu-
able resource not only in quantum communication but also in
quantum information processing. The development of these
important issues was triggered by the simplified description
of Werner states (still covering essential entanglement prop-
erties), and allowed at the same time to obtain necessary or
2sufficient conditions for separability or distillability for arbi-
trary bipartite states.
We are confident that also the depolarization of noisy evo-
lutions will prove to be a fruitful tool in the analysis of noise
processes. In direct analogy to the depolarization of states,
the depolarization of the noise maps takes place in such a way
that the fidelity of the ideal (unitary or Hamiltonian) part of
the evolution is not altered. In fact, we make use of the iso-
morphism between completely positive maps and mixed states
[3, 4] and connect the problem of depolarization of maps to
the depolarization of the corresponding states, while respect-
ing certain locality restrictions. For decoherence processes
(e.g. storage errors of a system due to its interaction with the
local environment, or errors resulting due to sending a sys-
tem through a noisy quantum channel), where the ideal oper-
ation is the identity or, equivalently, the Hamiltonian part in
the corresponding master equation is zero, we find that one
can depolarize the corresponding map or master equation to
a standard form which is described by correlated and uncor-
related white noise processes. In the case of two d–level sys-
tems, for instance, the corresponding depolarized map is de-
scribed by three real parameters (the weights of ideal opera-
tion, single particle (uncorrelated) white noise processes and
two–particle (correlated) white noise) as compared to O(d8)
parameters of an arbitrary map. We also consider noisy inter-
actions (i.e. the ideal evolution is given by some non–local
unitary operation U or some non–trivial system interaction
Hamiltonian H), where we concentrate on two–system inter-
actions. We find that for certain unitary operations, in par-
ticular for SWAP gates, CNOT gates, as well as phase gates
with arbitrary phase α, a depolarization is still possible. The
required number of parameters to describe the (depolarized)
noise process depends on the unitary operation (interaction)
that has to be kept invariant, and is given by 17 in the case of
arbitrary phase gate, 8 in the case of the CNOT gate and 3 for
the SWAP gate.
Knowledge of the exact form of the noise process (which
can e.g. be acquired by means of gate tomography) or addi-
tional control of interactions (e.g. the ability to switch a noisy
interaction on and off at will) allows to further tailor the noise
process. In this case, the fidelity of the ideal operation is de-
creased by a certain (small) amount, while the description of
the noise process is simplified and the number of relevant pa-
rameters is further reduced. In many relevant cases (e.g. noisy
SWAP or CNOT gate, switchable noisy phase gate), one finds
that one can indeed simplify the noise process in such a way
that the corresponding CPM is described by a single parameter
and the noise process corresponds to correlated white noise.
The total amount of noise is —in the worst case— increased
by about an order of magnitude, as weight of the ideal oper-
ation is transferred to the noise part in an appropriate way to
achieve this further simplification.
While in the case of maps a depolarization with a signif-
icant reduction of the associated parameters is only possible
for certain unitary operations, one finds that, in the case of
master equations, sequential application of fast intermediate
local unitary control operations allows one to depolarize any
master equation (of two systems) to a standard form described
by at most 17 parameters. In return this depolarization pro-
tocol generally increases the noise level of the decoherence
process. Under certain circumstances, one may even achieve
a standard form described by a single parameter for arbitrary
two–qubit interactions by accepting a further increase of the
noise level.
Such standard forms for noisy evolutions may have wide
spread applications in the analysis of quantum information
processes under realistic conditions. For instance, our ap-
proach allows one to obtain lower bounds on the capacity
of arbitrary multipartite quantum channels by considering the
corresponding depolarized channels. The depolarized noise
process also gives rise to a simplified process tomography.
The tomography has to reveal fewer parameters (the param-
eters characterizing the standard form) than those necessary
to describe the original decoherence process or the noisy gate.
This can lead to a significant reduction of the experimental
effort to sufficiently characterize the influence of noise in a
given set–up. Also processes involving sequences of noisy
gates, e.g. entanglement purification or some quantum cir-
cuits, can be analyzed by considering the standard forms for
the corresponding gates. The resulting threshold values do
no longer refer to specific error models but are valid in gen-
eral, as any noise process can be brought to the corresponding
standard form. When applying this method to derive gener-
ally valid error thresholds, e.g. in the context of fault tol-
erant quantum computation, some care is required. An im-
plicit assumption in order to allow the application of such a
local depolarization procedure is that the corresponding (lo-
cal) control operations can in fact be (noiselessly) applied to
the system. When dealing for instance with decoherence pro-
cesses due to channel noise or local interaction of the system
with some environment, such an assumption is perfectly rea-
sonable. Also for two–system interaction gates (such as the
CNOT), one may assume that local, single system gates are
noiseless (or introduce a negligible amount of noise as com-
pared to the two–system gate). However, when dealing also
with noisy single system operations (as is e.g. required in the
analysis of fault tolerant quantum computation), it is no longer
straightforward to apply our results. One might argue that for
sequences of gates the required (random) operations for de-
polarization can be incorporated in previous/subsequent noisy
gates, although it is not entirely clear whether this argument
justifies the assumption that any gate within a quantum circuit
is already of standard form. However, whenever local, single
system control operations can be assumed to be noiseless, our
results are applicable and one can indeed bring an arbitrary
(non–local) noise process to a simplified standard form.
This paper is organized as follows: In Sec. II we review
basic properties of the Jamiołkowski isomorphism between
completely positive maps and states, which will be the main
tool for the derivation of standard forms for CPM in the fol-
lowing sections. We will then apply this isomorphism in
Sec. III in order to provide standard forms for an arbitrary
decoherence process in the case where the corresponding con-
trol operation to achieve this standard form does not have to
obey any locality requirements. In Sec. IV we derive standard
forms for maps describing arbitrary decoherence processes
3and some noisy unitary operations. These standard forms are
achieved by control operations that are local with respect to
(w.r.t) some given partitioning. In Sec. V we suggest a proto-
col to bring an arbitrary noisy evolution described by a master
equation into some standard form, for which the accompany-
ing noise process is described by a reduced number of param-
eters. Finally we summarize our results in Sec. VI. Some
technicalities can be found in the appendices.
II. THE JAMIOŁKOWSKI CORRESPONDENCE
BETWEEN COMPLETELY POSITIVE MAPS AND STATES
In this section we review some properties of the
Jamiołkowski isomorphism [3] between completely positive
maps (CPM) and states. In Sec. II A we state and discuss
this isomorphism first on an abstract level as a correspon-
dence between matrices and the endomorphisms of the cor-
responding matrix algebras. We will then restrict this gen-
eral isomorphism to the physical setting of quantum states
and quantum operations in Sec. II B, where the isomorphism
has a clear interpretation in terms of a teleportation proto-
col. In Sec. II C we review some applications of the isomor-
phism [5]. Known distance measures for quantum states can
be used to provide distance measures for (trace preserving)
CPM, which we will use in the following. Finally we extend
the Jamiołkowski isomorphism in Sec. II D to the multi–party
setting and discuss some implications for the entanglement
capabilities of CPMs. For sake of completeness the reader
can find a review[4, 6] about the relation between the spec-
tral decomposition of states and the Kraus representation for
CPM in Appendix A and about the relation between the purifi-
cation for quantum states and quantum operation in Appendix
B. Note that the main properties of the isomorphism are stated
in the form of short propositions with a consecutive number-
ing (No. 1 – 13) , that is continued in the Appendix.
A. The Isomorphism in the general setting
Let HA and HA′ be two Hilbert spaces of finite dimen-
sions dA = dimC(HA) and dA′ = dimC(HA′). With MA =
M(HA) and MA′ =M(HA′) we denote the corresponding
matrix algebras over HA and HA′ respectively, which con-
tain the set of physical states (density matrices) DA ⊂ MA
and DA′ ⊂ MA′ as (proper) convex subsets. Similarly, we
will write M(HA,HA′) for the algebra of d′A × dA matri-
ces representing the linear maps from HA to HA′ . Moreover
let End (MA →MA′) be the set of linear maps (endomor-
phisms) between the algebras MA and MA′ , which contain
the physical operations CPM (DA → DA′) between the two
quantum systems, i.e. completely positive maps (CPM), as a
proper subset. In the following we will frequently consider a
copy A¯ of system A and use – after identifying and fixing a
basis in HA and HA′ – the maximally entangled state
|Φ〉 = 1√
dA
dA∑
i=1
|i〉A¯|i〉A, PΦ = |Φ〉〈Φ| (1)
on the composite system HA¯ ⊗HA.
The Jamiołkowski Isomorphism
The map J : M (HA′ ⊗HA) → End (MA →MA′), that
maps a matrix E of the matrix algebra over the composite
system HA′ ⊗HA to the linear map E given by
E(M) := d2A trAA¯
[
EA
′A PAA¯Φ M
A¯
]
(2)
(for any M ∈ MA ≃ MA¯) is an isomorphism [3, 4], i.e.
it is linear and bijective. For the inverse of J the matrix
E ∈ M (HA′ ⊗HA), that corresponds to the linear map E ,
is given by
E := EA¯ ⊗ IdA
(
P A¯AΦ
)
. (3)
If the matrix E and map E in correspondence are decom-
posed with respect to the chosen basis |j〉 (j ∈ NdA) on HA
(or HA¯) and |i〉 (i ∈ NdA′ ) on HA′
EA
′A =
∑
i,k∈N
d′
A
j,l∈NdA
Eij|kl |i〉A
′〈k| ⊗ |j〉A〈l| (4)
E(M) =
∑
i,k∈N
d′
A
j,l∈NdA
Eik|jl 〈j|M |l〉 |i〉A
′〈k| (5)
the Jamiołkowski isomorphism simply is [6]
Eik|jl = dA Eij|kl . (6)
From this relation between the coefficients the bijectivity im-
mediately follows from the linearity of J together with the
fact, that M (HA′ ⊗HA) and End (MA →MA′) both are
linear spaces of dimension dA × dA′ . The above result there-
fore can be shown by deriving relation (6) separately from
Eq. (2) and from Eq. (3) using the fact that
dA trA¯
[
PAA¯Φ M
A¯
]
= (MA)t (7)
holds for any M ∈MA.
The isomorphism also turns out to be an isometry [6]: If
one uses the inner products
〈E,F 〉 := trE†F (8)
〈E ,F〉 :=
∑
j,l∈NdA
tr
[
(E(|j〉〈l|))† F(|j〉〈l|)
]
(9)
for E,F ∈ M (HA′ ⊗HA) and the corresponding maps
E ,F ∈ End (MA →MA′), it can readily be seen that
〈E,F 〉 = 〈E ,F〉 (10)
holds. Note that the corresponding norms ‖M‖ on MA
(MA′) and ‖E‖ on End (MA →MA′) are Euclidean (l2
norms).
Eq. (6) shows, that the isomorphy does not extend
to the respective compositions in M (HA′ ⊗HA) and
4End (MA →MA′). For example, the composition E ◦ F
of to maps would correspond to a matrix composition law
(E♦F )ij|kl =
∑
mnEim|knFmj|nl which differs from the
usual matrix multiplication. Nevertheless it also provides
M (HA′ ⊗HA) with a semi-group structure [6].
The effect of matrix multiplication by local [7] matrices
is given by the following formula: Given a map E and its
corresponding matrix E and the matrices B1, C1 ∈ MA′ ,
B2, C2 ∈MA, then the transformed matrix
E′ = BA
′
1 ⊗BA2 EE CA
′
1 ⊗ CA2 (11)
corresponds to a map E ′ with
E ′(M) := B1 E
(
BT2 MC
T
2
)
C1 . (12)
B. The isomorphism for quantum states and quantum
operations
Under which conditions on the matrix E ∈
M (HA′ ⊗HA) does the linear map E ∈
End (MA →MA′) correspond to a physical operation,
i.e. is a (trace-preserving) CPM ? This can be answered by
the following results [6]:
1. E is Hermiticity preserving[8], iff E is Hermitian.
2. E is positivity preserving [8], iff E is Hermitian and for
all separable states F ∈ D (HA′ ⊗HA) tr (EF ) ≥ 0
holds.
3. E is completely positive [8], iff E is positive.
4. E is a trace-preserving CPM [8], iff E is positive and
trA′EA
′A = 1dA1A holds.
These results imply that the Jamiołkowski isomorphism can
be restricted to J : D (HA′ ⊗HA) → End (DA → DA′)
yielding a correspondence between trace-preserving CPM
and states on the composite system of A and A′. In this case
the isomorphism can be given a natural interpretation in terms
of a teleportation protocol (without classical communication):
In order to obtain the state E corresponding to a CPM E ac-
cording to Eq. (3) the CPM E simply has to be applied at the
system A¯ of the composite system in the maximally entangled
state |Φ〉 (see Fig. 1). Conversely, given the state E, the CPM
FIG. 1: In order to obtain the stateE the CPM E is applied to system
A¯ of the joint system ofA and A¯, which is prepared in the maximally
entangled state P A¯AΦ .
E can be evaluated for an arbitrary input state ρ according to
Eq. (2) as follows (see Fig 2). Considering the composite sys-
tem consisting of parties A′ andA in the state E together with
the input state ρ at system A¯, i.e. the total state EA′A ⊗ ρA¯,
the joint system AA¯ is measured in a Bell basis containing
the maximally entangled state PAA¯Φ . With probability 1d2
A
the
desired output state E(ρ) is then obtained at system A′.
FIG. 2: Given the state E on the composite system A′ and A, the
CPM E is evaluated for an arbitrary input state ρ by taking ρ as an
input at system A¯. Then the joint system AA¯ is measured in a Bell
basis containing the maximally entangled state PAA¯Φ . With probabil-
ity 1
d2
A
the desired output state E(ρ) is then obtained at system A′.
According to Eq. (12) any operationN on E, which is sep-
arable w.r.t. the partitioning (A′, A), i.e.
E′ =
∑
j
BA
′
j ⊗ CAj E(BA
′
j ⊗ CAj )† , (13)
translates to a probabilistic application of combined opera-
tions before and after the CPM E :
E ′(M) :=
∑
j
Bj E
(
CTj MC
∗
j
)
B†j . (14)
In particular, the application of local unitaries or measure-
ments to E on party A [A′] corresponds to the application
of local unitaries or measurements before [after] the CPM E .
On the other hand, not all separable operations can be imple-
mented by local quantum operations and classical communi-
cation (LOCC) [9]. Since only the measurement results before
the CPM E can influence operations performed afterward, we
have to restrict the separable operations on side A andA′ even
to be local quantum operations and one-way classical commu-
nication (1-LOCC) from party A to party A′. The separable
operations in question thus correspond to the state
E′ =
∑
ij
BA
′
ij ⊗ CAj E(BA
′
ij ⊗ CAj )† ,
where
(i) ∑j C†jCj = 1, i.e. the quantum operation C(ρ) =∑
j CjρC
†
j on party A is a trace preserving CPM;
(ii) C is bi-stochastic C(1) = 1 and hence the correspond-
ing CPM C˜(ρ) =∑j CTj ρC∗j before the application of
E is also a trace preserving CPM, i.e. ∑j C∗jCTj = 1;
(iii) for each measurement outcome j on partyA [before the
application of E] the corresponding operation Bj(ρ) =
5∑
iBijρB
†
ij , that is performed on partyA′ according to
the classical information sent byA, is a trace preserving
CPM, i.e.
∑
iB
†
ijBij = 1.
Condition (i) and (iii) specify the notion of a general 1-LOCC
protocol, that we consider in the following. In many cases
such as for local projective measurements or for probabilistic
applications of local unitaries, property (ii) follows from (i),
but in general (ii) provides an separate condition, which re-
flects the fact that before E not C but C˜ with transposed Kraus
operators is applied. To simplify notations we will therefore
consider those 1-LOCC protocols, that satisfy all three con-
ditions. The above discussion indicates the two directions, in
which one can try to manipulate E with the help of the corre-
sponding state E:
(A) If one really has the above teleportation protocol avail-
able in practice, any (non-local) operation on E can
be considered in order to manipulate the corresponding
CPM.
(B) If the isomorphism is only a helpful theoretical tool,
then one should only consider 1-LOCC operations on
E in order to manipulate a given CPM, since these op-
erations can be implemented by a coordinated applica-
tion of operations before and after the evaluation of the
CPM.
We emphasize that only one direction of the isomorphism pro-
tocol can be implemented with unit probability of success.
This implies that the case (A) corresponds to a probabilistic
modification of the CPM E whereas case (B) gives rise to a de-
terministic manipulation protocol. Case (A) is also equivalent
to all protocols, in which one does not only allow arbitrary lo-
cal operations before and after the application of E (and there-
fore the use of independent ancillary systems to perform these
operations) but also to make an (arbitrary) ancillary system
available to store quantum information. This information is
obtained during the operations before the CPM E and later
used in the operations performed after E [10].
C. Distance measures for quantum states and quantum
operations
In the remainder of this paper we derive standard forms E ′
for some noisy CPM E , that approximates some ideal opera-
tion I. A reasonable requirement for such a standard form is
that it is also a considerably good approximation to the ideal
operation. In order to assess this requirement some kind of
distance measure between quantum operation is needed. As a
first application of the Jamiołkowski correspondence we thus
review the derivation [5] of distance measures for quantum
operations from those for quantum states.
Concerning the isometry properties discussed in Sec. II A
note that the Euclidean norm does not provide a proper dis-
tance measure d for quantum states, since it does not obey the
contractivity property, that is
d(E(ρ), E(σ)) ≤ d(ρ, σ) (15)
for all states ρ, σ and trace-preserving quantum operations E
[11]. This property expresses the physical condition that no
quantum process should allow to increase the distinguishabil-
ity of two quantum states. In the literature (see e.g. [5, 12, 13])
there are mainly two metrics [14] considered that also obey the
contractivity property, namely:
• trace distance: d1(ρ, σ) := 12 |ρ − σ|tr, where |M |tr :=
tr
(√
M †M
)
is the trace norm;
• fidelity-based distances, that are monotonically de-
creasing functions of the fidelity F (ρ, σ) :=
tr
(√√
ρσ
√
ρ
)2
such as d2(ρ, σ) :=
√
1− F (ρ, σ);
note that F (|ψ〉, σ) = 〈ψ|σ|ψ〉 if ρ = |ψ〉〈ψ| is pure.
By again using the Jamiołkowski isomorphism both distance
measures for quantum states have a natural counterpart as a
distance measure for quantum operation. Given two trace-
preserving quantum operations E and F one can define the
distance ∆(E ,F) = d(E,F ) as the distance d between the
corresponding states E and F , which is easily shown to yield
a metric ∆ on the set of trace-preserving quantum operations
as long as d is a metric on the corresponding set of quantum
states. Choosing d = d1 or d = d2 the corresponding distance
measures ∆1 and ∆2 also have the following two properties,
which seem to be reasonable requirements for any distance
measure for quantum operations [5]:
• Stability [12]: ∆(Id ⊗ E , Id ⊗ F) = ∆(E ,F), i.e.
the distance measure of two quantum processes should
not depend on whether they are considered to occur in
an environment together with some unrelated ancillary
quantum system;
• Chaining [15]: ∆(E1 ◦ E2,F1 ◦ F2) ≤ ∆(E1,F1) +
∆(E2,F2), i.e. for a composed process, the total error
will be less than the sum of the errors in each individual
step.
Note that the evaluation of the above distance measures in
practice requires some quantum process tomography. More-
over both measures can be shown to have some physical inter-
pretation in the sense of a bound to the average–case–error in
function computation and sampling computation [5]. But in
the following we will consider a slightly different application.
Unfortunately the natural approach for defining error mea-
sures for quantum operations by averaging the distances be-
tween the output states, i.e. ∆(E ,F) := ∫ dψ d(E(ψ),F(ψ))
so far could not be modified in such a way that it would also
fulfill the stability property. Nevertheless, for the case that one
operation F = U is a unitary operation, the average fidelity
F¯ (E , U) :=
∫
dψ 〈ψ|U † E(|ψ〉〈ψ|)U |ψ〉 (16)
has at least a plausible interpretation in terms of the average
’overlap’ between the two outputs U |ψ〉 and E(|ψ〉〈ψ|), al-
though it does not even define a metric. It was shown in
[16] that this average fidelity F¯ (E , U) is linearly related to
6the ’Jamiołkowski’ fidelity F (E , U) = F (E, |ψU 〉) by:
F¯ (E , U) = F (E , U)d+ 1
d+ 1
, (17)
where |ψU 〉 denotes the pure state corresponding to the unitary
operation U .
In the following we will be interested in standard forms for
noisy operations E , which approximate some ideal operation,
that will be either the identity Id or some unitary U . These
standard forms E ′ are obtained by different protocols, which
might introduce additional noise to the operation E . Apart
from simplicity of the obtained standard form E ′, it should
only differ in the same order of magnitude from the ideal oper-
ation U or Id as the original imperfect operation E . The above
argument shows that the ’Jamiołkowski’ fidelity F (E , Id) or
F (E , U) can in both cases be used to measure this distance:
On the one hand the fidelity is related to a decent distance
measure for quantum operation by a monotonic decreasing
function. On the other hand for our applications the fidelity
has a physical interpretation in terms of the average error in
approximating an ideal (unitary) quantum operation U . In the
following we therefore try to provide standard forms E ′ of
noisy operations E , that have either the same or a slightly de-
creased fidelity F (E ′, U) with the ideal operation as the orig-
inal one (F (E , U)).
D. The Isomorphism in the multi-party setting
The Jamiołkowski isomorphism has a natural extension to
multi-party scenarios, which are of special interest in quantum
information theory. For this let the systemA = (A1, . . . , AN )
consist of N parties, each representing Hilbert spaces HAi of
different dimensions dAi , such that HA = HA1 ⊗ . . .⊗HAN
and dA =
∏N
i=1 dAi . In order to keep the argumentation sim-
ple we consider only CPM E , whose input and output Hilbert
spaces are of the same type, i.e. HA′ = HA′1 ⊗ . . . ⊗HA′N
with HA′i ≃ HAi .
FIG. 3: In order to obtain the state E the CPM E is applied to the
systems A¯i of the joint system A¯ = (A¯1, . . . , A¯N ), which are (lo-
cally) prepared in the maximally entangled states P A¯iAiΦ .
The main point in extending the isomorphism to the multi-
party setting is to choose the maximally entangled state |Ω〉A¯A
to be the tensor product of the respective maximally entangled
states
|Φ〉A¯iAi = 1√
dAi
dAi∑
k=1
|k〉A¯i |k〉Ai (18)
between the subsystem Ai and its copy A¯i at each individ-
ual party i = 1, . . . , N . The maximally entangled state ω is
therefore
P A¯AΦ = P
A¯1A1
Φ ⊗ . . .⊗ P A¯NANΦ (19)
with P A¯iAiΦ = |Φ〉A¯iAi〈Φ|. In this notation the isomor-
phism will have exactly the same form as stated above with
the only difference that the maximally entangled state Φ used
in both directions now also respects the partitioning A =
(A1, . . . , AN ):
E(M) := d2A trAA¯
[
EA
′A PAA¯Φ M
A¯
]
(20)
E := EA¯ ⊗ IdA
(
P A¯AΦ
)
. (21)
FIG. 4: Given the state E on the composite system A′ =
(A′1, . . . , A
′
N ) and A = (A1, . . . , AN), the CPM E is evaluated
for an arbitrary multipartite input state ρ by taking ρ as an input at
system A¯ = (A¯1, . . . , A¯N). Then the joint systems AiA¯i are (lo-
cally) measured in a Bell basis containing the maximally entangled
state PAiA¯iΦ . With probability 1d2
A
the desired output state E(ρ) is
then obtained at system A′.
For the interpretation in terms of a teleportation protocol
the preparation of the maximally entangled state P A¯AΦ and the
corresponding Bell measurement can be performed locally at
each party separately, since the entanglement present in PΦ
is only with respect to the systems Ai and their copies A¯i
7but not with respect to the partitioning itself (see Fig. 3 and
Fig. 4). For the index notation it is convenient to take the
same formula as in Eq. (6)
Eik|jl = dA Eij|kl , (22)
but to consider the indices i, j,k and l as multi-indices, e.g.
i = (i1, . . . , iN) ∈ NdA1 × . . . × NdAN . It turns out, that
many of the entangling capabilities of the CPM E are directly
related to the entanglement properties of the corresponding
state E (see [4, 17]):
5. E is separable w.r.t. parties Ak and Al (and therefore
not capable to create entanglement between them), iff
E is separable w.r.t. parties Ak and Al. In particular,
we find that the CPM corresponding to the tensor prod-
uct of states E ⊗ F simply is the tensor product of the
corresponding CPMs E ⊗ F .
6. For the partial transposition TAk w.r.t. party Ak we
have:
[E (M)]TA′k = E ′ (MTAk ) (23)
with E′ = ETA′kAk .
In particular, E is PPT preserving w.r.t. party Ak [18],
iff E is PPT w.r.t. the joint transposition of A′k and Ak .
7. The CPM E can simulate another CPM F under
SLOCC [19], iff the corresponding positive operator E
can be converted into F by means of SLOCC.
8. Two CPMs E and F are equivalent under local uni-
taries (LU), iff the corresponding positive operators E
and F are LU-equivalent w.r.t. the finest partitioning
(A1, A
′
1, . . . , AN , A
′
N ) .
9. The CPM E can generate a state ρ of the composite sys-
tem HA
′ ⊗HA with non-zero probability of success, iff
the corresponding positive operatorE can be converted
into ρ by means of SLOCC.
Since the classification of pure states in bipartite and three-
qubit systems under SLOCC is known in detail, the results
can be transferred to the corresponding maps via No. 7 and 9
(see [17]). For further applications to purification, storage,
compression, tomography and probabilistic implementation
of non-local operations and its use in quantum computation
we refer the reader to Ref. [20] and [21].
In the following we will mainly consider two-qubit gates,
which are of special interest in quantum computation and
quantum information. Note that in Ref. [4] and [20] (see
Sec.III) it was shown for the case of two-qubit unitary opera-
tions, how to modify the teleportation protocol to implement
an arbitrary two-qubit unitary with unit probability of success.
We will illustrate the results No. 7, No. 8 and No. 9 for these
gates, namely for the
• CNOT-gate: UAB = |0〉A〈0|+ |1〉A〈1|σBx
|ψCNOT〉 = 1√
2
(
|00〉AA′ |ψ0〉BB
′
+ |11〉AA′ |ψ1〉BB
′
)
(24)
• Phase-gate: UAB(α) = e−iασAy ⊗σBy
|ψ(α)〉 = cos(α)|ψ0〉AA
′ |ψ0〉BB
′ − i sin(α)|ψ2〉AA
′ |ψ2〉BB
′ (25)
• SWAP-gate: UAB = |00〉AB〈00| + |01〉AB〈10| +
|10〉AB〈01|+ |11〉AB〈11|
|ψSWAP〉 = |ψ0〉AB′ |ψ0〉BA′ (26)
Note that |ψSWAP〉 is a product state w.r.t. the partitioning
AB′ versus A′B but not w.r.t. the partitioning AA′ versus
BB′. In fact |ψSWAP〉 has a Schmidt decomposition into 4
(AA′, BB′)-product terms, whereas |ψCNOT〉 and |ψ(α)〉 can
be decomposed into 2 (AA′, BB′)-product states. From basic
facts [22] about bi-partite entanglement for pure states it fol-
lows from No. 7 that the SWAP-gate can simulate the phase
gate and the CNOT-gate by means of SLOCC operation to be
performed before and after the SWAP operation (but not vice
versa). Moreover the CNOT-gate and the phase gate can sim-
ulate each other under SLOCC for arbitrary α ∈]0, 2π[. For
the case of α = pi4 they actually coincide up to some local
unitaries [17, 23]:
UABCNOT = U
A
1 ⊗ UB2 UAB(
π
4
)V A1 ⊗ V B2 with (27)
U1 =
1√
2
(
1 −i
−1 −i
)
U2 =
(
1 0
0 −i
)
V1 =
1√
2
(
1 i
i 1
)
V2 =
1√
2
(
1 i
−1 i
)
This corresponds to the fact that the corresponding states
|ψCNOT〉 and |ψ(pi4 )〉 are LU-equivalent w.r.t. to the partition-
ing (A,A′, B,B′) (see No. 8), i.e.
|ψCNOT〉 = UA′1 ⊗ UB
′
2 ⊗
(
V A1
)T ⊗ (V B2 )T |ψ(π4 )〉 . (28)
According to No. 9 the SWAP-gate will moreover be capa-
ble to create more entanglement than the CNOT-gate and the
phase-gate, which can – up to SLOCC – create the same type
of entanglement.
III. STANDARD FORM FOR DECOHERENCE IN THE
SINGLE-PARTY-SETTING
In this section we apply the Jamiołkowski isomorphism in
order to derive a standard form for an arbitrary decoherence
process, that is described by some CPM E . We show that this
standard form can be achieved by randomly choosing appro-
priate unitaries to be performed before and after the actual
CPM occurs. We first consider the case of a qubit system and
then discuss a generalization to d-level systems.
Let denote σ0 = 1, σ1 = σx, σ2 = σy and σ3 = σz the
Pauli matrices. Note that starting with the maximally entan-
gled state |Φ〉AA¯ = 1√
2
(
|00〉AA¯ + |11〉AA¯
)
we obtain a com-
plete Bell basis (|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉) simply by applying σi
8locally on systemA, i.e. |ψi〉AA¯ = σAi ⊗IdA¯
(
|ψ0〉AA¯
)
. Thus
any decomposition of a state E =
∑
ij Eij |ψi〉〈ψj | in terms
of the Bell basis corresponds to a canonical representation of
the CPM E in terms of Pauli matrices
E(ρ) =
3∑
i,j=0
Eijσiρσj , (29)
where the conditions on the matrix E = (Eij) can directly be
read off from the isomorphism, i.e. E must be density matrix.
A case of particular interest in quantum information theory,
especially in the study of fault-tolerance of quantum compu-
tation, is when E is a diagonal matrix. In many applications
the corresponding CPM, the so called Pauli channel
E(ρ) =
3∑
i=0
Eiσiρσi with (
3∑
i=0
Ei = 1) , (30)
describes some underlying noise model or decoherence pro-
cess. This class contains for E0 = 1+3p4 and E1 = E2 =
E3 =
1−p
4 the depolarizing channel (white noise) Eρ =
pρ+ (1− p)121, for E0 = 1+p2 , E1 = E2 = 0 and E3 = 1−p2
the dephasing channel Eρ = pρ + 1−p2 (ρ+ σzρσz) and for
E0 =
1+p
2 , E2 = E3 = 0 and E1 =
1−p
2 the bit-flip channel
Eρ = pρ+ 1−p2 (ρ+ σxρσx).
We show now that the decoherence process specified by an
arbitrary CPM E as in Eq. (29) can be transformed into a Pauli
channel E ′ (see Eq. (30)) with the same diagonal elements
Ei = Eii. This can be achieved by a probabilistic but corre-
lated application of one of the four Pauli matrices σi before
and after the actual noise occurs:
E ′(ρ) = 1
4
3∑
i=0
σi E (σiρσi) σi . (31)
In other words, by randomly choosing one of the four Pauli
matrices with probability 14 to apply to a system before and
after the noise process affects the system (e.g. some memory
device) and ignoring the information about which Pauli matrix
has been applied, an experimenter will actually (only) have to
deal with noise of the form of a Pauli channel. The fact that
the CPM E can be brought to this form E ′ follows from the
Jamiołkowski isomorphism used as in case (B) and the fact,
that the corresponding state E can be diagonalized to E′ by a
mixing procedure, in which each of the local Pauli operators
σAi ⊗ σA
′
i is applied with probability 14 :
E′AA
′
=
1
4
3∑
i=0
σAi ⊗ σA
′
i E
AA′ σAi ⊗ σA
′
i . (32)
The achieved standard form in Eq. (30) can be further depo-
larized, by considering the following three Clifford operations
Qk = e
ipi4 σk =
√
iσk with k = 1, 2, 3. Starting with a state of
standard form Eq. (30) one can in fact compute that
1
3
3∑
k=1
Qk ⊗Q∗kEQ†k ⊗QTk (33)
= E0|ψ0〉〈ψ0|+ (E1 + E2 + E3) ×
× (|ψ1〉〈ψ1|+ |ψ2〉〈ψ2|+ |ψ3〉〈ψ3|) .
This means that by uniformly choosing one of the 12 unitaries
Uki = Qkσi for k = 1, 2, 3 and i = 0, 1, 2, 3 and applying
U †ki before and Uki after the application of an arbitrary CPME (see Eq. (29)) the resulting CPM E ′:
E ′(ρ) = 1
12
∑
ki
UkiE
(
U †kiρ Uki
)
U †ki (34)
will be of the form of depolarizing channel
E ′(ρ) = α(f) ρ+ (1− α(f)) trρ 1
d
1 (35)
with f = E00 and α(f) = 4f−13 . Note that a similar
twirling procedure is also used in the recurrence protocol [24]
for entanglement purification. Both depolarization procedures
Eq. (31) and Eq. (33) leave the state |Φ〉 and thus the identity
operation Id invariant. Hence the Jamiołkowski fidelity re-
mains the same, i.e. F (E , Id) = E00 = F (E ′, Id). Since the
Jamiołkowski fidelity represents the noise level of the respec-
tive operations E and E ′, both standard forms can be achieved
without introducing additional noise to the system.
Let us now turn to the case of general qudit systems with
d = dimC(HA) = dimC(HA
′
). Here the following complete
basis of maximally entangled states can be chosen:
|ψkl〉AA′ := 1√
d
d−1∑
m=0
ei
2pi
d
k·m|m+ l〉A|m〉A′ , (36)
where addition m+ l and multiplication k ·m is meant mod-
ulo d. Note that the Bell basis can be generated by acting on
only one of the systems by means of unitariesUkl (generalized
Pauli group)
Ukl|m〉 := ei 2pid k·m|m+ l〉 (37)
out of the maximally entangled state |ψ00〉 = |Φ〉, e.g.
|ψkl〉AA′ = UAkl ⊗ IdA′
(
|ψ00〉AA′
)
. (38)
Similar to Eq. (29) the canonical form for an arbitrary CPM
in terms of the generalized Pauli operators is
E(ρ) =
∑
kl,k′l′
Ekl,k′l′ UklρU
†
k′l′ . (39)
With respect to this Bell basis the corresponding state has the
decomposition
E =
∑
kl,k′l′
Ekl,k′l′ |ψkl〉〈ψk′l′ | . (40)
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we can again diagonalize the state E and thus bring the corre-
sponding CPM E to the form of a (generalized) Pauli channel.
Standard form: Pauli Channel
By uniformly choosing one of the d2 Pauli operators Ukl and
applying U †kl before and Ukl after the application of an arbi-
trary CPM E (see Eq. (39)) the resulting CPM E ′:
E ′(ρ) = 1
d2
d−1∑
k,l=0
Ukl E
(
U †klρUkl
)
U †kl (41)
will be of the form
E ′(ρ) =
∑
kl
E′kl UklρUkl† (42)
with E′kl = Ekl,kl.
A proof of this statement can be found in the Appendix
C. Whereas an arbitrary hermitian matrix E is described by
1
2d
2(d2 − 1) real parameters, which in addition have to fulfill
the constraints No. 4 (Sec. II B) in order to correspond to a
trace preserving CPM E , an arbitrary Pauli channels E ′ can be
described by only d2 − 1 positive parameters Ekl [25].
The number of parameters can even be decreased by con-
sidering for the symmetrization procedure not only the Pauli
group S := {±1,±i} × {σ0, σ1, σ2, σ3} but the larger group
S′ = {UA ⊗ U∗A′ | U ∈ U(d) } (43)
of all local unitaries of the form UA ⊗ U∗A′ . Since the group
S′ contains S, it has at most a smaller commutant. Whereas
the commutant of S is the set of all Bell diagonal states, the
commutant of S′ is indeed [26] only generated by the (orthog-
onal) states PΦ and
γ :=
1
d2 − 1
∑
k,l
(k,l)6=(0,0)
|ψkl〉〈ψkl| = 1
d2 − 1 (1− PΦ) . (44)
In other words the set of states, that is invariant under S′, is
determined by a fewer set of parameters. In fact, the states
E′ = D(E) obtained by this ’twirling’ operation
D(E) =
∫
(U ⊗ U∗)E (U † ⊗ UT ) dU , (45)
where dU denotes the uniform probability distribution on the
unitary group U(d) proportional to the Haar measure, is de-
termined by a single real parameter :
E′ = f PΦ + (1− f) γ (46)
= α(f)PΦ + (1− α(f)) 1
d2
1 , (47)
with α(f) = d
2f−1
d2−1 . Note that the fidelity f = 〈Φ|E′|Φ〉 =
〈Φ|E|Φ〉 (0 ≤ f ≤ 1) is left unchanged under the twirling
procedureD, sinceD simply is a projection onto the subset of
states invariant under this ’isotropic symmetry’:
D(E) = tr(PΦE)PΦ + (d2 − 1) tr(γE) γ . (48)
We remark that by partial transposition these isotropic states
E′ are in one-to-one correspondence [27] to the set of Werner
states [2]. Since E′ is a mixture of the maximally entangled
state PΦ and a maximally mixed state, we find that the nor-
mal form of the corresponding CPM E ′ is the (generalized)
depolarizing channel [28]:
Standard form: Depolarizing Channel
By uniformly choosing a unitary U ∈ U(d) and applying U †
before andU after the application of an arbitrary CPM E (see
Eq. (39)) the resulting CPM E ′:
E ′(ρ) =
∫
UE (U †ρ U)U †dU (49)
will be of the form
E ′(ρ) = f ρ+ 1− f
d2 − 1
∑
k,l
(k,l)6=(0,0)
UklρU
†
kl
= α(f) ρ+ (1− α(f)) trρ 1
d
1 (50)
with f = E00 and α(f) = d
2f−1
d2−1 .
Since an isotropic state E′ as in Eq. (47) is separable iff
f ≤ 1d [26], we note that, according to No. 13. in Appendix
A, the corresponding depolarizing channel becomes entangle-
ment breaking at this point.
Let us briefly address the question of possible practical im-
plementations of the twirling protocol described above. As it
is shown in the Appendix C it is actually sufficient for the de-
polarization protocol to uniformly choose some unitaries from
a finite set of Clifford unitaries.
To summarize we have shown that both standard forms E ′,
the Pauli channel and the depolarizing channel, can be ob-
tained by a random application of quantum operations ap-
plied before and after the actual CPM E . These operations
are chosen uniformly at random from a finite set of unitaries.
Moreover we have seen that these depolarization protocols do
not introduce additional noise to the system.
IV. STANDARD FORMS FOR CPM IN THE MULTI-PARTY
SETTING
In this section we will continue the discussion of standard
forms for noisy quantum operations. We will consider a par-
titioning of the system A = (A1, . . . , AN ) into N parties,
which might be located at distant places. Any depolarization
protocol that brings a given (non-local) CPM into its standard
form therefore should be local w.r.t. this partitioning. In the
following we will consider an ideal operation I, that can only
be realized imperfectly as a CPM E . We are now interested in
the possible normal forms E ′, into which we can transform E
by means of LOCC operation (w.r.t. to the given partitioning),
that are carried out before and after E [29] is actually applied.
If one is interested in the standard form for a map describing
a given decoherence process itself, the ideal operation is the
identity I = Id. Apart from the identity we will in the multi-
party setting also consider the case, where the ideal operation
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is some 2-qubit unitary operation I = U (U(ρ) = UρU †),
which can only be realized in form of some noisy quantum
operation E . In contrast to the case discussed in the previous
section, the locality requirements now impose rather severe
constraints on the allowed operations to manipulate a given
CPM. Note that the state I corresponding to the ideal opera-
tion (identity or unitary) is pure. That is for I = U [I = Id]
we have I = |ψU 〉〈ψU | [I = |Φ〉〈Φ|] respectively. Before we
give an outline of this section we mention several aspects of
the problem of finding such a standard form.
• One can distinguish the two cases where only deter-
ministic or also probabilistic transformations are con-
sidered, i.e. whether it is possible to transform E into
the respective normal form E ′ in all of the possible mea-
surement branches of the LOCC protocol or in at least
one.
• Closely related to this distinction is the question
whether one uses the teleportation protocol directly as
in (A) or indirectly as in (B), since a direct use of
the isomorphism protocol in general has only a certain
probability of success.
• Firstly, one would like the transformation protocol D
(on state level) to leave the ideal operation invariant,
i.e. D(I) = I . In this case the fidelityF (E ′, I) = trIE′
of the ideal operation with the transformed noisy oper-
ation E ′ will be the same as the fidelity F (E , I) = trIE
of the ideal operation with the noisy operation E . Since
the Jamiołkowski fidelity with the ideal operation can
be regarded as some kind of distance measure, the trans-
formation will keep E as close to the ideal operation as
before. For the case of the ideal operation being the
identity, the protocol D simply should be unital. On
the other hand one might as well be allowed to sacrifice
some fidelity with the ideal operation in order derive
simpler standard forms.
• The transformation protocol might bring any CPM onto
its respective standard form (universal protocol) or it
might be designed to transform a specific CPM into
standard form .
Note that most of the differences in these versions of the prob-
lem only become important in the multi-party setting. This is
mainly due to the fact that the depolarizing channel already
provides a standard form for an arbitrary noise process, which
can be achieved deterministically by a unital transformation
and which is already specified by a single noise parameter f .
We generalize the results of Sec. III in Sec. IV A and de-
rive standard form for decoherence processes (i.e. for the case
I = Id) under the constraint that the underlying control opera-
tion have to be local w.r.t. the given partitioning. In Sec. IV B
we discuss the case where the ideal operation is one of the uni-
tary gates SWAP, CNOT or a phase gate with some arbitrary
angle. In this section we restrict first to those depolarization
procedures that are universal, deterministic and leave these
unitary gates invariant. In Sec. IV C we also discuss the case
where the fidelity f of the operation is decreased by a certain
amount (i.e. additional noise is introduced) in order to obtain
a simpler standard form describing the noise process, that is to
reduce the number of required parameters. For gates locally
equivalent to SWAP and CNOT, this leads to noise processes
described by global white noise. A similar result is obtained
for all phase gates, provided that one has control over switch-
ing the noisy operation on and off at will. The noise is – in
the worst case – increased by an order of magnitude. Finally
we briefly mention the problems in Sec. IV D that occur when
trying to transfer the techniques developed in Sec. IV B and
Sec. IV C to the more general case of an arbitrary unitary op-
eration as the ideal operation.
A. Standard forms for decoherence in the multi–party setting
1. Depolarization without sacrificing
Let us now consider possible standard forms for noise oper-
ations (i.e. ideal operation is the identity) in the multi-partite
setting. Note that the twirling operationD used in Sec. III cor-
responds to a projection into the space of states E over HA ⊗
HA
′ (recall that we chose dA = dimC(HA) = dimC(HA′) =∏N
i=1 dAi ). Thus it is straightforward to derive the corre-
sponding standard form for the multi-party case, which is ob-
tained after sequential application of the twirling operation
D locally at each party. Since the invariant group in ques-
tion are
⊗N
i=1 SAi and
⊗N
i=1 S
′
Ai
respectively, the commu-
tants of these groups (i.e. the subspace of invariant matrices
in M
(
HA
′ ⊗HA
)
, onto which the projection ⊗Ni=1DAi
projects) are just given by the tensor products of the commu-
tants (subspaces) for each party. Hence, a probabilistic appli-
cation of local unitaries gkl = g
A1A
′
1
k1l1
⊗ . . .⊗gANA′NkN lN [30] with
probability 1dA =
1
dA1
· · · 1dAN diagonalizes E and gives the
generalized multi-partite Pauli channel
E ′(ρ) =
∑
k,l∈NdA1×···×NdAN
Ekl Ukl ρUkl , (51)
which is again specified by d2A−1 positive parameters (Ndi :=
{0, . . . , di−1}). In the case of equal dimensions d the channel
is determined by dA = d2N − 1 parameters. For a noise oper-
ation on two qubits, for example, the corresponding standard
form is given by
E ′(ρ) =
3∑
i,j=0
Eij σ
A1
i ⊗ σA2j ρ σA1i ⊗ σA2j . (52)
As in the case of a single system, further depolarization is
possible and hence a simpler standard form can be achieved.
To this aims one performs a complete twirl over the larger
group S′. The result of this twirl is that one projects E into
the set of states of the form
E =
∑
k∈N2×···×N2
Ek γk , (53)
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where γk = γA1k1 ⊗. . .⊗γANkN and at each partyAi γAiki denotes
one of the two orthogonal states γ0 = PΦ or γ1 = γ spanning
the respective isotropic subspace. If E′ is decomposed w.r.t.
the (non-orthogonal) basis (γ0, γ1) = (PΦ, 1d2
Ai
1), the cor-
responding CPM E ′ has a natural interpretation in terms of
different white noise factors. To be more precise let us con-
sider the example of two qudits with d = dA1 = dA2 . In this
case the state E′ is of the form
E′ = α00 PA1Φ ⊗ PA2Φ + α01 PA1Φ ⊗
1
d2
1A2
+α10
1
d2
1A1 ⊗ PA2Φ + α11
1
d2
1A1 ⊗
1
d2
1A2 .(54)
Since (δ0, δ1) = (PΦ − γ, d2γ) is a dual basis for (PΦ, 1d21),
we have that
α00 = tr
[
δA10 ⊗ δA20 EA1A2
]
= E00 − E01
d2 − 1 −
E10
d2 − 1 +
E11
(d2 − 1)2
α01 = tr
[
δA10 ⊗ δA21 EA1A2
]
=
d2E01
d2 − 1 −
d2E11
(d2 − 1)2
α10 = tr
[
δA11 ⊗ δA20 EA1A2
]
=
d2E10
d2 − 1 −
d2E11
(d2 − 1)2
α11 = tr
[
δA11 ⊗ δA21 EA1A2
]
=
d4
(d2 − 1)2E11 . (55)
For the corresponding normal form E ′ of the CPM E we obtain
E ′(ρ) = α00 ρ+ α01 ρA1 ⊗
1
d
1A2 + α10
1
d
1A1 ⊗ ρA2
+α11
1
d2
tr(ρ)1A1A2 , (56)
where ρA1 = trA2(ρ) and ρA2 = trA1(ρ). The second and
third term correspond to white noise introduced locally at
each party, whereas the last summand introduces global white
noise. Note that some of the coefficients α00, α01 or α10 can
be negative. In the case of equal dimensions at each party
(dAi = d) we have reduced the number of parameters from
initially O(d4N ) for a general CPM E over d2N − 1 for a
general multi-party Pauli channel to 2N − 1 parameters (in-
dependent of the dimension d) to describe different types of
multi-party white noise.
So far we have only considered twirling protocols, that were
deterministic, made direct use of the isomorphism and left the
ideal operation invariant, namely the identity operation. But
can we further reduce the number of parameters for a differ-
ent standard form, which is achieved by a LOCC protocol,
that has only a certain probability of success or that makes in-
direct use of the isomorphism or allows to sacrifice some of
the initial fidelity E00 with the ideal operation ? To be more
precise, is it possible by weakening one of these conditions to
achieve e.g. just a global white noise channel
E ′(ρ) = p ρ+ (1− p) 1
d2
1 , (57)
i.e. the case, for which also all the diagonal elements vanish
except α00 and α11?
If one allows for a direct use of the isomorphism protocol
and thus to perform local Bell measurements in the basis |ψi〉,
this is certainly possible, since the ideal operation Id is local
w.r.t. any partitioning and the coefficients Ekl in Eq. (51) can
deliberately be adapted without increasing the noise level by
simply ’twirling’ all components Ekl but E00 into 1d1. Note
that this procedure gives rise to a probabilistic LOCC proto-
col, since a direct use of the Jamiołkowski isomorphism can in
general not be achieved with unit probability of success (see
Sec. II B). As discussed in Sec. II B this use of the isomor-
phism will therefore in general not be of great interest for all
applications, in which one would like to work with a standard
form of a given CPM rather than with the CPM itself.
Using the isomorphism only indirectly, we have to restrict
the transformations to the class of SLOCC operation that are
also local w.r.t. to (Ai, A¯i). Note that one cannot increase
the fidelity f with the ideal operation I = Id by means of
any physical protocol, whenever f corresponds to the largest
eigenvalue in E [31], e.g. Eq. (51) with E00 > Ekl (¬k =
l = 0). In all these cases any SLOCC operation CA1 ⊗ CA¯2 ,
that is contained in the transformation protocol and that does
not leave |Φ〉 invariant, will cause a decrease in the fidelity
f ′ < f of the respective standard form E ′. Thus any uni-
versal transformation protocol, that yields a respective stan-
dard form for all CPM without decreasing the fidelity, con-
sists in a probabilistic application of operationCA1 ⊗CA¯2 with
CA1 ⊗ CA¯2 |Φ〉 = |Φ〉, i.e. C1 ⊗ C2 = C ⊗ (C−1)T for some
invertible matrix C [32]. Since all such transformation will
also leave all γk in Eq. (53) invariant, the respective standard
form cannot contain fewer terms than the multi-party white
noise channel. In this sense the above twirling procedure al-
ready yields a standard form, that is optimal among all forms
achieved by some universal protocol, that only use the iso-
morphism indirectly and does not sacrifice any fidelity with
the ideal operation.
2. Depolarization by means of sacrificing
In the remainder of this subsection we will show how to
design twirling protocols that bring a specific CPM into the
standard form of global white noise by introducing additional
noise. The procedure described below does therefore satisfy
neither the universality property nor the no–sacrificing condi-
tion, but it will - especially for the many party case - signifi-
cantly reduce the number of parameters of the standard form
to a single one. By applying the above universal depolariza-
tion procedures, we can start with considering only states E,
that are already in isotropic form (see Eq. (53)).
We will illustrate the procedure for the case of two qubits.
Generalization to the multipartite case and higher dimensions
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are straightforward. For such two–qubit maps, the corre-
sponding state E (after applying the universal depolarization
protocol described in the previous section) is given by
E = E00P
A1
ψ0
PA2ψ0 + E01
3∑
j=1
PA1ψ0 P
A2
ψj
+
E10
3∑
i=1
PA1ψi P
A2
ψ0
+ E11
3∑
i,j=1
PA1ψi P
A2
ψj
, (58)
where Pψi = |ψi〉〈ψi| is the projector onto one of the Bell
states |ψi〉. In the following we will collect the parameters
in a vector E = (E00, E01, E10, E11)T . The fact, that E
corresponds to a trace preserving CPM then simply reads (i)
E ≥ 0 component-wise (i.e. Eij ≥ 0 for i, j = 0, 1) and
(ii) N(E) := E00 + 3 (E01 + E10 + 3E11) = 1. We now
consider the following type of depolarization
D(E) = p00E + p01
3∑
j=1
σA2j Eσ
A2
j + p10
3∑
i=1
σA1i Eσ
A1
i
+ p11
3∑
i,j=1
σA1i ⊗ σA2j EσA1i ⊗ σA2j . (59)
In a similar notation as before D corresponds to a trace pre-
serving CPM iff N(p) = 1 and p ≥ 0. It is straight for-
ward to calculate, that the resulting state E′ = D(E) is again
in isotropic form Eq. (58) with new parameters E′ij , that are
given by the linear transformation
E′ = D[E] · p , (60)
where the matrix D[E] depends on the initial state E:


E00 3E01 3E10 9E11
E01 E00 + 2E01 3E11 3(E10 + 2E11)
E10 3E11 E00 + 2E10 3(E01 + 2E11)
E11 E10 + 2E11 E01 + 2E11 E00 + 2(E01 + E10 + 2E11)

 (61)
Our goal is to bring E into a form, that corresponds only to
global white noise (see Eq. (57)), i.e. E′01 = E′10 = 13E′11.
Since we require E′ ≥ 0 and N(E′) = 1, E′ should be of
the form E′(f ′) =
(
f ′, 1−f
′
9 ,
1−f ′
9 ,
1−f ′
27
)T
with the new fi-
delity f ′ ∈ [0, 1]. Thus we look for solutions p to the lin-
ear system Eq. (60) for the specific choice of E′(f ′), that
additionally fulfills the constraints N(p) = 1 and p ≥ 0.
One computes that N(E′) = N(p)N(E) and we can there-
fore omit the trace preservation condition N(p) = 1, since
we already require (chose) E and E′ to be trace preserv-
ing. Using N(E) = 1 one can compute for the determi-
nant det(D[E]) = rst, where r = 1 − 4(E01 + 3E11) ,
s = 1−4(E10+3E11) and t = 1−4(E01+E10+2E11). Thus
the linear system Eq. (60) will definitely have a unique solu-
tion, whenever max (E01, E10, E11) < 116 (or alternatively
the initial fidelity f = E00 > 4max (E01, E10, E11)). Let
us consider a fixed vector E with det(D[E]) 6= 0 first. For
the corresponding CPM E we want to design a standard form
E ′ with maximal fidelity f ′. In contrast to the standard forms
discussed so far the depolarization process D, which trans-
lates into applying Pauli operators before and after the actual
CPM E occurs, will be specifically designed for the given ini-
tial CPM E , since the corresponding probabilities are given
by the unique solution p(f ′) = D[E]−1 · E′(f ′). Note that
each of the inequalities pij ≥ 0 is linear in f ′, i.e. of the form
aijf
′ + bij ≥ 0, where the coefficients are
a00 =
1
6
(
1
r
+
1
s
+
4
t
)
b00 =
1
48
(
3 +
1
r
+
1
s
− 5
t
)
a01 =
1
18
(
3
s
− 1
r
− 4
t
)
b01 =
1
144
(
9 +
3
s
+
5
t
− 1
r
)
a10 =
1
18
(
3
r
− 1
s
− 4
t
)
b10 =
1
144
(
9 +
3
r
+
5
t
− 1
s
)
a11 =
1
54
(
4
t
− 3
r
− 3
s
)
b11 =
1
432
(
27− 3
r
− 3
s
− 5
t
)
.
Depending on the signs of aij 6= 0 the constraints are thus rep-
resented by intervals starting or ending at f ′ij = − bijaij (if aij =
0 the corresponding condition is either always or never satis-
fied). In the following we will discuss the (complete) positiv-
ity condition p ≥ 0 in terms of the parameter (r, s, t) instead
of (E01, E10, E11) since they are linearly related. Because of
0 ≤ Eij ≤ 1 we generally have −15 ≤ r, s, t ≤ 1. The
back transformation is given by E01 = 116 (1 + 3s− r − 3t),
E10 =
1
16 (1 + 3r − s− 3t) and E11 = 116 (1 + t− r − s),
which implies E00 = 116 (1 + 3(r + s+ 3t)).
Let us consider the situation, in which the initial CPM
E is close enough to the ideal operation, such that
max (E01, E10, E11) <
1
16 . Then there exists a unique so-
lution with 1 ≥ r, s, t > 0. Moreover a further restriction
of r, s, t to the interval ] 23 , 1] will ensure a01, a10, a11 < 0
and f ′00 ≤ f ′01, f ′10, f ′11. Thus for a fixed initial vector
E we are left with the three constraints f ′ ≤ f ′01, f ′10, f ′11
(and f ′ ≤ 1) and the maximal achievable fidelity is f ′max =
min (1, f ′01, f ′10, f ′11). Although restricting E10, E01, E11 to
the interval [0, 148 ] will be sufficient to guarantee that r, s, t ∈
] 23 , 1], not all r, s, t in the interval ]
2
3 , 1] correspond to
E01, E01, E01 ∈ [0, 1]. A minimization of f ′max for r, s, t ∈
] 23 , 1] therefore yields only an upper bound to the fidelity de-
crease f ′max (versus f ) or the increase of 1−f ′max (versus 1−f ),
which represents the noise level of the CPM. A numerical
minimization in this region shows that the relative fidelity f
′
max
f
is at least 37.14% and the relative noise level 1−f
′
max
1−f is at most
increased by a factor 5.5.
Note that for an initial fidelity f > 1516 we have 0 ≤
E10, E01, E11 <
1
48 . In other words any decoherence process
on two qubits, that introduces only little noise ( i.e. f > 1516 ),
can be brought into the form of global white noise by increas-
ing the noise level by a factor less than 5.5. This standard
form is achieved by application of local Pauli operations, that
are chosen randomly according to some probability distribu-
tion specified by the parameters pij(f ′max). Thus the protocol
is specifically designed for the initial form of the decoherence
process (more precisely it depends on the vector E, that is ob-
tained after the decoherence is brought into the form Eq. (58)
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by the methods described above).
If the initial CPM does not belong to the region with 0 ≤
E10, E01, E11 <
1
48 , a similar derivation can be applied. The
constraints aijf ′ + bij ≥ 0 again determine, whether a stan-
dard form can be obtained in this way and how much fidelity
has to be sacrificed in order to achieve the normal form with
E′(f ′). Moreover a generalization to the case of d-level sys-
tems with d > 2 and to the multi-party setting with N > 2
can be developed along the lines of the previous discussion.
Note that for increasing N , although the achieved standard
forms will also be global white noise and thus be specified
by one parameter only, the derivation and the transformation
protocol itself will become more involved, since the number
of parameters pi1...iN will be 2N and thus increase exponen-
tially.
B. Standard forms for noisy unitary operations
We now turn to standard forms of noisy operations where
the ideal operation is given by some unitary operation U .
We concentrate on two–particle operations and will illustrate
our approach with help of several examples, including gates
which are up to local unitary operations equivalent to the
SWAP gate, the CNOT gate and a general phase gate with
arbitrary phase α. We will show that one can depolarize these
noisy gates to standard forms with a reduced number of pa-
rameters, without changing the fidelity of the ideal operation.
To this aim, we decomposes a CPM E into a unitary part U
and some remaining (orthogonal) part E ′ (where E˜ is in gen-
eral no longer a CPM), i.e.
Eρ = fUρU † + (1− f)E˜ρ, (62)
and both, f and E˜ , are determined by the Isomorphism. We
have that
f = 〈ΨU |E|ψU 〉 (63)
E˜ =
E − f |ΨU 〉〈ΨU |
1− f , (64)
where E˜ is the operator corresponding to the map E˜ and f
specifies the initial fidelity of the operation U . It is not neces-
sary to make such a decomposition, however in this notation
it is immediately evident that only the noise part, namely E˜
is altered by the depolarization procedure. We remark that
tr(E˜) = 1, however E˜ may have negative eigenvalues and is
hence not a density operator. Nevertheless, we can formally
decomposeE (and thus E) into these two parts. We will show
that one can depolarize the map E to
E ′ρ = fUρU † + (1− f)E˜ ′ρ, (65)
where E˜ ′ is a (generally non–positive) map of certain standard
form, specified by a few parameters. Clearly, the total map E ′
remains completely positive. Note that the depolarization of
E takes place in such a way that the weight of the ideal oper-
ation is not altered. In particular, if the operation is initially
noiseless (i.e. f = 1), it will remain noiseless after the de-
polarization. This is achieved by considering depolarization
processes that leave the unitary operation U (or equivalently
the state |ΨU 〉when considering the operatorE corresponding
to the operation E) invariant. The number of required parame-
ters and the explicit form of E˜ depends on the ideal operation
U , as the group of local operations that leave U invariant is
determined by the structure of the state |ΨU 〉.
1. The noisy SWAP gate
In this section we determine a standard form for noisy
SWAP operations. The ideal d–level SWAP operation
is defined via its action on product basis states, namely
USWAP|i〉A|j〉B = |j〉A|i〉B , where {|k〉}k=0,1,...,d−1 is a ba-
sis of H = Cd. The state ESWAP = |ΨSWAP〉〈ΨSWAP| cor-
responding to USWAP is specified by (see Eq. (26))
|ΨSWAP〉 = |Φ〉AB′ |Φ〉BA′ . (66)
Consider the mixed state E describing —via the
isomorphism— a noisy SWAP gate. We have that all
operations of the form UA ⊗ U∗B′ ⊗ V B ⊗ V ∗A′ leave
|ΨSWAP〉 invariant and hence can be used to depolarize E.
This implies that we can essentially use the same depolar-
ization procedure as in the case where the ideal operation is
given by the identity (see Sec. IV A), only the role of particles
A′ and B′ is exchanged. This implies that the resulting
standard form can again be interpreted as a local and global
white noise processes with three independent parameters,that
occur before the application of an ideal SWAP operation, i.e.
E ′(ρ) = USWAPD(ρ)U †SWAP with
D(ρ) = α00 ρ+ α01 ρA ⊗ 1
d
1B + α10
1
d
1A ⊗ ρB
+α11
1
d2
tr(ρ)1AB . (67)
Note that the parameters αkl are again given by Eq. (55),
where Ekl are the coefficients in a decomposition Eq. (53)
of E according to the basis
γk ∈
{
PAB
′
Φ ⊗ P
BA′
Φ , P
AB′
Φ ⊗ γ
BA′ , γAB
′
⊗ PBA
′
Φ , γ
AB′
⊗ γBA
′
}
with γ = 1d2−1 (1− PΦ). In particular by the twirling
procedure the Jamiołkowski fidelity remains the same, i.e.
F (E , USWAP) = F (E ′, USWAP).
2. The noisy phase gate and CNOT gate
In this section we consider the unitary operation
UAB(α) = e
−iασAy ⊗σBy , (68)
for arbitrary angles α. Up to the local unitary operations,
U(α) is equivalent to a controlled phase gate, while for α =
π/4, U(α) is equivalent to the CNOT gate (see Eq. (27)), i.e.
UCNOT = U
A
1 ⊗ UB2 U(π/4)V A1 ⊗ V B2 .
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We will obtain a standard form for noisy operations, given
in the ideal case by U(α), by depolarizing the corresponding
CPM E . The depolarization takes place by applying appropri-
ate random local unitary operations that leave the state
|Ψα〉 = cos(α)|ψ0〉A|ψ0〉B − i sin(α)|ψ2〉A|ψ2〉B , (69)
invariant (up to an irrelevant phase), where |Ψα〉〈Ψα| is the
state corresponding to U(α) via the Isomorphism, and
|ψj〉 = 1⊗ σj |Φ〉 (70)
are Bell states. Note that such a depolarization procedure for
U(α) automatically provides a depolarization procedure for
all operations that are local unitary equivalent to U(α), lead-
ing to a standard form with the same number of parameters for
these noisy gates. The depolarization procedure simply has to
be adopted according to the local unitary operations. To be
specific, consider for instance the noisy U(π/4) gate and the
noisy CNOT gate. If WAB is a local unitary operation that
keeps |Ψpi/4〉 invariant , then the operation
W ′AB = UA
′
1 ⊗ UB
′
2 ⊗ (V A1 )T ⊗ (V B2 )T WAB
(UA
′
1 )
† ⊗ (UB′2 )† ⊗ V ∗A1 ⊗ V ∗B2
keeps |ΨCNOT〉 invariant. That is, one obtains a depolariza-
tion procedure for the noisy CNOT gate from the depolariza-
tion procedure for the U(π/4) gate by replacing each unitary
operation W by W ′.
We now present an explicit depolarization procedure for the
noisy U(α) gate, described by the CPM E , with arbitrary α.
We will consider the depolarization of the corresponding state
by means of 4–local operations. We remark that any sequence
of depolarization steps can be translated into a single step
with multiple possibilities by considering all possible com-
binations. Such a single step procedure can then be translated
to appropriate random operations applied to the system before
and after the application of E and hence to depolarize the cor-
responding map. For notational convenience, we define the
four–qubit states
|Ψij〉AA′BB′ ≡ |ψi〉AA′ ⊗ |ψj〉BB′ . (71)
Given an arbitrary CPM E specified by
Eρ =
3∑
i,j,k,l=0
λij,klσiσjρσkσl, (72)
the corresponding state E is given by
E =
3∑
i,j,k,l=0
Eij,kl|Ψij〉〈Ψkl|, (73)
where λij,kl = λ∗kl,ij . We define two–qubit unitary operations
U , U˜ ,V by
U ≡ (iσy)⊗ (iσy),
U˜ ≡ σx ⊗ σx, (74)
V ≡ e−ipi/4σy ⊗ e−ipi/4σy .
The action of these operations on Bell-basis states {|ψj〉} can
be readily obtained and one finds that U , U˜ introduce rela-
tive phases between the Bell states, while V exchanges two of
them. To be specific, we have ,
U{|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉} = {|ψ0〉,−|ψ1〉, |ψ2〉,−|ψ3〉},
U˜{|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉} = {|ψ0〉, |ψ1〉,−|ψ2〉,−|ψ3〉},
V{|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉} = {|ψ0〉,−|ψ3〉, |ψ2〉, |ψ1〉}. (75)
All local operations of the form 1A1B , 1AUB , UA1B ,
UAUB , U˜AU˜B , 1AVB , VA1B , VAVB keep the state |Ψα〉
(and the fidelity f = 〈Ψα|E|Ψα〉 of the ideal operation) in-
variant and can thus be used for depolarization.
We decompose E into the unitary partU(α) and the remain-
ing noise part E˜ (see Eq. (62)) and consider the corresponding
(non–positive) operator E˜ (see Eq. (64)) in the following,
E˜ =
3∑
i,j,k,l=0
λij,kl|Ψij〉〈Ψkl|. (76)
We randomly apply 1A1B , 1AUB , UA1B or UAUB , each
with probability 1/4, which leads to an operator
E˜
′ =
1
4
(
E˜ + UB E˜(UB )† + UAE˜(UA)† + UAUB E˜ (UAUB )†
)
.
One finds that E˜′ is of block–diagonal form with coefficients
λ′ij,kl, that fulfill λ′ij,kl = 0 whenever (i mod 2) 6= (k
mod 2) or (j mod 2) 6= (l mod 2) and remain invariant
otherwise. This follows from Eq. (75), as U introduces a phase
(−1) for Bell states |ψi〉 with (i mod 2 = 1) while states
with even parity (i mod 2 = 0) remain invariant, which
results in the cancellation of the corresponding off–diagonal
elements. Thus only elements λ′ij,kl with (i mod 2) = (k
mod 2) and (j mod 2) = (l mod 2) remain, which can be
grouped into four 4×4 blocks Γab with a = (i mod 2) = (k
mod 2), b = (j mod 2) = (l mod 2). For instance, Γ01 =∑
i,k∈{0,2};j,l∈{1,3} λij,kl|Ψij〉〈Ψkl|.
In the following, we consider the depolarization of the sub-
spaces Γab separately. We start with Γ00, which is spanned
by the states {|Ψ00〉, |Ψ02〉, |Ψ20〉, |Ψ22〉}. By randomly ap-
plying 1A1B or U˜AU˜B with probability 1/2, we find that
the resulting operator Γ′00 has coefficients λ′00,02 = λ′00,20 =
λ′02,22 = 0, while the other coefficients remain invariant, i.e.
λ′00,00 = λ00,00;λ
′
02,02 = λ02,02;λ
′
20,20 = λ20,20;
λ′22,22 = λ22,22;λ
′
00,22 = λ00,22;λ
′
02,20 = λ02,20. (77)
We thus find that Γ00 is of the form
Γ′00 =


λ′00,00 0 0 λ
′
00,22
0 λ′02,02 λ
′
02,20 0
0 λ′∗02,20 λ
′
20,20 0
λ′∗00,22 0 0 λ
′
22,22

 , (78)
which are 8 independent real parameters as λij,kl = λ∗kl,ij .
The effect of these (random) operations on the other sub-
spaces Γ01,Γ10,Γ11 is similar, i.e. the corresponding off–
diagonal term vanish. However, in these subspaces further
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depolarization is possible. Consider Γ01 which is spanned by
the states {|Ψ01〉, |Ψ03〉, |Ψ21〉, |Ψ23〉}. Applying randomly
1A1B or 1AVB with probability 1/2 leads to coefficients
λ′01,01 = λ
′
03,03 =
1
2
(λ01,01 + λ03,03)
λ′21,21 = λ
′
23,23 =
1
2
(λ21,21 + λ23,23) (79)
λ′01,23 = −λ′03,21 =
1
2
(λ01,23 − λ03,21)
This can readily be seen by using that
1AVB{|Ψ01〉, |Ψ03〉, |Ψ21〉, |Ψ23〉}
= {−|Ψ03〉, |Ψ01〉,−|Ψ23〉, |Ψ21〉}. (80)
Thus we find that Γ01 is of the form
Γ′01 =


λ′01,01 0 0 λ
′
01,23
0 λ′01,01 −λ′01,23 0
0 −λ′∗01,23 λ′21,21 0
λ′∗01,23 0 0 λ
′
21,21

 , (81)
and is thus described by 4 independent, real parameters
(λ′01,01 and λ′21,21 are real, λ′01,23 is complex).
Similarly, by randomly applying 1A1B or VA1B with
probability 1/2, one depolarizes the subspace Γ10 —spanned
by the states {|Ψ10〉, |Ψ30〉, |Ψ12〉, |Ψ32〉}— to the form
Γ′10 =


λ′10,10 0 0 λ
′
10,32
0 λ′10,10 −λ′10,32 0
0 −λ′∗10,32 λ′12,12 0
λ′∗10,32 0 0 λ
′
12,12

 , (82)
where
λ′10,10 = λ
′
30,30 =
1
2
(λ10,10 + λ30,30)
λ′12,12 = λ
′
32,32 =
1
2
(λ12,12 + λ32,32) (83)
λ′10,32 = −λ′30,12 =
1
2
(λ10,32 − λ30,12),
which is again described by 4 independent, real parameters.
Finally, the subspace Γ11 —spanned by the states
{|Ψ11〉, |Ψ13〉, |Ψ31〉, |Ψ33〉}— can be further depolarized by
randomly applying one of the operations 1A1B, 1AVB ,
VA1B or VAVB with probability 1/4. One finds that
λ′11,11 = λ
′
11,11 = λ
′
13,13 = λ
′
31,31 = λ
′
33,33 =
=
1
4
(λ11,11 + λ13,13 + λ31,31 + λ33,33)
λ′11,33 = −λ′13,31 =
1
2
(ℜ(λ11,33)−ℜ(λ13,31)) (84)
where ℜ(x) denotes the real part of x. Thus Γ11 is described
by 2 independent, real parameters and is of the form
Γ′11 =


λ′11,11 0 0 λ
′
11,33
0 λ′11,11 −λ′11,33 0
0 −λ′11,33 λ′11,11 0
λ′11,33 0 0 λ
′
11,11

 , (85)
We remark that the depolarization process described in this
final step leaves the subspaces Γ00,Γ01,Γ10 —which were al-
ready depolarized earlier— invariant. The final depolarized
CPM E˜S is specified by (8+ 4+ 4+ 2− 1) = 17 real param-
eters (where the (-1) results from the normalization condition
tr(E˜) = 1) and is of Block–diagonal form. The coefficients
λ′ij,kl are given by Eqs. 77,79,83,84 and are zero otherwise.
This leads to the standard form,
Eρ = fU(α)ρU(α)† + (1− f)
∑
ij,kl
λ′ij,klσiσjρσkσl, (86)
where f ′ = 〈Ψα|E|Ψα〉 = 〈Ψα|E|Ψα〉, i.e. the fidelity of
the ideal operation remains invariant. To summarize, we can
achieve the following standard form:
Standard form for the Phase Gate
By uniformly choosing one of the unitariesUk from U1 ·U2 ·U3,
where
U1 = {1A1B, e−ipi4 σAy 1B, 1Ae−ipi4 σBy , e−ipi4 σAy e−ipi4 σBy }
U2 = {1A1B, σAx σBx } (87)
U3 = {1A1B, σAy 1B, 1AσBy , σAy σBy } ,
and applying U †k before and Uk after the application of the
noisy phase gate E the resulting CPM E ′ is of the standard
form E ′(ρ) =∑3i,j,k,l=0 E′ij,klσiσjρσkσl with
E′ =


Γ′00 0 0 0
0 Γ′01 0 0
0 0 Γ′10 0
0 0 0 Γ′11

 where (88)
Γ′00 =


a 0 0 u
0 b v 0
0 v∗ b˜ 0
u∗ 0 0 a˜

 , Γ′01 =


c 0 0 w
0 c −w 0
0 −w∗ c˜ 0
w∗ 0 0 c˜

 ,
Γ′10 =


d 0 0 x
0 d −x 0
0 −x∗ d˜ 0
x∗ 0 0 d˜

 , Γ′11 =


e 0 0 e˜
0 e −e˜ 0
0 −e˜ e 0
e˜ 0 0 e


with the following choice of basis
B = { |Ψ00〉, |Ψ02〉, |Ψ20〉, |Ψ22〉,
|Ψ01〉, |Ψ03〉, |Ψ21〉, |Ψ23〉,
|Ψ10〉, |Ψ30〉, |Ψ12〉, |Ψ32〉,
|Ψ11〉, |Ψ13〉, |Ψ31〉, |Ψ33〉 } (89)
and the parameters a, a˜, b, b˜, c, c˜, d, d˜, e, e˜ ∈ R and
u, v, w, x ∈ C. This depolarization does not increase the
noise level, i.e. f ′ = f .
3. The CNOT–type gate
For certain values of α, further depolarization is possi-
ble. In particular, we consider α = π/4, i.e. the opera-
tions U(π/4) which is local unitary equivalent to the CNOT
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gate. In this case, the state |Ψpi/4〉 is a maximally entangled
state (with respect to systems A,B), which remains invari-
ant under a larger set of local unitary operations than a non–
maximally entangled state |Ψα〉. In particular, we consider
the unitary operations
W ≡ 1⊗ (iσy), (90)
W˜ ≡ σz ⊗ σx. (91)
which act on Bell states as follows
W{|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉} = {i|ψ2〉, |ψ3〉, i|ψ0〉,−|ψ1〉},
W˜{|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉} = {−i|ψ2〉, |ψ3〉, i|ψ0〉, |ψ1〉}.
The operationWAW˜B leaves the state |Ψpi/4〉 —up to an ir-
relevant global phase factor (−i)— invariant. Note that this is
not true for |Ψα〉 with α 6= π/4. We take the standard form
Eq. (86) as initial map, and apply randomly either 1A1B or
WAW˜B . One finds that the resulting operator E˜′′ is signifi-
cantly simplified and is described by 8 independent, real pa-
rameters. We denote the coefficients of E˜′′ by µij,kl.
To be specific, for Γ′′00 we find
µ00,00 = µ22,22 =
1
2
(λ′00,00 + λ
′
22,22);
µ02,02 = µ20,20 =
1
2
(λ′02,02 + λ
′
20,20); (92)
µ00,22 = iℑ(λ′00,22);µ02,20 = iℑ(λ′02,20),
where ℑ(x) denotes the imaginary part of x, i.e.
iℑ(x) = (x − x∗)/2 and we thus have 4 real parameters.
This follows from WAW˜B{|Ψ00〉, |Ψ02〉, |Ψ20〉, |Ψ22〉} =
{|Ψ22〉,−|Ψ20〉, |Ψ02〉,−|Ψ00〉}.
Similarly, for Γ′′01 we find
µ01,01 = µ03,03 = µ21,21 = µ23,23 =
1
2
(λ′01,01 + λ
′
21,21);
µ01,23 = −µ03,21 = ℜ(λ′01,23), (93)
while Γ′′10 simplifies to
µ10,10 = µ30,30 = µ12,12 = µ32,32 =
1
2
(λ′10,10 + λ
′
12,12);
µ10,32 = −µ30,12 = ℜ(λ′10,32), (94)
where we have 2 real parameters in each case.
Finally, for Γ′′11 we have
µ11,11 = µ13,13 = µ31,31 = µ33,33 = λ
′
11,11;
µ11,33 = −µ13,31 = 0, (95)
which is a single, real parameter. It follows that the standard
form for the depolarized gate U(π/4) is given by
E ′′ρ = fU(π
4
)ρU(
π
4
)† + (1 − f)
∑
ij,kl
µ˜ij,klσiσjρσkσl,(96)
where the coefficients µ˜ij,kl are defined in Eqs. (92), (93),
(94), (95) and are zero otherwise. Note that the fidelity of the
ideal operation U(π/4) remains invariant.
Standard form for the CNOT–type Gate
The total state E˜ is thus of the form


a 0 0 iu 0 0 0 0 0 0 0 0 0 0 0 0
0 b iv 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −iv b 0 0 0 0 0 0 0 0 0 0 0 0 0
−iu 0 0 a 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 c 0 0 w 0 0 0 0 0 0 0 0
0 0 0 0 0 c −w 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −w c 0 0 0 0 0 0 0 0 0
0 0 0 0 w 0 0 c 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 d 0 0 x 0 0 0 0
0 0 0 0 0 0 0 0 0 d −x 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −x d 0 0 0 0 0
0 0 0 0 0 0 0 0 x 0 0 d 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 e 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 e 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 e 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 e


or equivalently
E˜ =


Γ00 0 0 0
0 Γ01 0 0
0 0 Γ10 0
0 0 0 Γ11

 with (97)
Γ00 =


a 0 0 iu
0 b iv 0
0 −iv b 0
−iu 0 0 a

 , Γ01 =


c 0 0 w
0 c −w 0
0 −w c 0
w 0 0 c

 ,
Γ10 =


d 0 0 x
0 d −x 0
0 −x d 0
x 0 0 d

 , Γ11 =


e 0 0 0
0 e 0 0
0 0 e 0
0 0 0 e

 ,
where we use the basis B in Eq. (89) and a = µ00,00, b =
µ02,02 etc. are all real parameters.
C. Standard forms by means of sacrificing
While the standard forms for the general U(α) gate or the
CNOT–type gate U(π/4) are already relatively simple (as
the number of relevant parameters is significantly reduced,
namely from 255 to 17 or 8 respectively), for many practical
applications a further simplification might still be desirable.
If, for instance, one would like to analyze error thresholds for
processes involving several particles and/or operations (as is
e.g. the case in fault tolerant quantum computation or entan-
glement purification with imperfect means) where noisy oper-
ations are described by these standard forms, the correspond-
ing CPMs are still rather complex.
In this section we will provide such a further simplifica-
tion of the corresponding noise process, where we find that
in many relevant cases a single parameter is sufficient and the
noise process can be described by (global) white noise. In
contrast to the previous depolarization procedure, here the ex-
act form of the noise process (equivalently the corresponding
state E) has to be known. This may e.g. achieved by per-
forming a process tomography of the CPM resulting after the
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universal depolarization protocol describe in the previous sec-
tion (note that only the knowledge of the depolarized map is
required). In addition, the fidelity of the ideal operation is no
longer conserved but decreased by a certain amount. That is,
by ”sacrificing“ a (small) amount of the fidelity of the opera-
tion, one can modify the resulting noise process in such a way
that one obtains a very simple standard form. This is done by
transferring weight from the ideal operation to the noisy part
in an appropriate way and hence tailor the noise process.
1. The noisy SWAP gate
Let us consider a noisy SWAP gate in the two qubit
case. For a specific noisy SWAP operation with suffi-
ciently large Jamiołkowski fidelity f = F (E , USWAP) =
〈ψSWAP|E|ψSWAP〉 > 1516 a depolarization procedure can be de-
signed that brings the noisy operation E to the standard form
E ′(ρ) = f ′ USWAPρU †SWAP + (1− f ′)
1
16
1AB (98)
with f ′ > f/3. Thus the noise in the standard form cor-
responds to white noise, where the noise level (1 − f ′) is at
most increased by a factor of 5.5. As in Sec. IV B 1 this imme-
diately follows from the results for the case, where the ideal
operation is the identity, by simply applying the designed de-
polarization procedure from the end of the Sec. IV A with the
role of particles A′ and B′ exchanged. Note that the corre-
sponding twirling procedure remains local w.r.t. the physical
partitioning (AA′, BB′).
2. The noisy CNOT–type gate
We consider now the noisy CNOT–type gate U(π/4), de-
scribed by the standard form given in Eq. (96). We will further
depolarize the corresponding noise process in such a way that
the fidelity of the ideal operation is decreased (as few as pos-
sible) and the noise is global white noise, i.e. the simplified
standard form is given by
E ′ρ = q˜U(π/4)ρU(π/4)† + (1− q˜) 1
16
∑
ij
σiσjρσiσj
= q˜U(π/4)ρU(π/4)† +
1− q˜
16
1, (99)
where the fidelity of the ideal operation f˜ = q˜ + (1 − q˜)/16.
We find that the amount of noise is increased at most by (ap-
proximately) an order of magnitude, i.e. (1−f˜)/(1−f) ≈ 20.
Clearly, such a further depolarization is only useful if the fi-
delity of the ideal operation is initially sufficiently large, i.e.
f & 0.96, as otherwise the completely depolarizing operation
would be obtained.
We will first demonstrate that a depolarization to global
white noise is possible , and will then discuss the resulting
decrease of fidelity. The state ES can be written as
ES = fEpi/4 + (1− f)E˜, (100)
where E˜ is the operator corresponding to the noise part of the
CPM ES (see Eqs. (96), (97)) and
Epi/4 = |Ψpi/4〉〈Ψpi/4| = 1
2
(|Ψ00〉〈Ψ00|+ |Ψ22〉〈Ψ22|
+i|Ψ00〉〈Ψ22| − i|Ψ22〉〈Ψ00|), (101)
is the operator corresponding to U(π/4).
We will first show that by means of local unitaries, one can
change the off–diagonal elements of Epi/4 in such a way that
each off–diagonal element in E˜ (or equivalently E) can be
erased by probabilistically applying either the corresponding
unitary operation or the identity with appropriate probabil-
ity. Here, we are no longer restricted to operations that keep
|Ψpi/4〉 invariant, but can use arbitrary local unitaries. We first
note that by applying 1AA′ ⊗ σBz ⊗ σB
′
z , one can change the
sign of the off–diagonal elements |Ψ00〉〈Ψ22| and |Ψ02〉〈Ψ20|,
which implies that in the following discussion the sign of the
off–diagonal elements do not play a role.
By the depolarization procedure in Sec. IV B 3 we
can assume the sub–block Γ00 —spanned by the states
{|Ψ00〉, |Ψ02〉, |Ψ20〉, |Ψ22〉}— of the (total) state E to be in
the form
Γ00 =


A 0 0 iY
0 B iX 0
0 −iX B 0
−iY 0 0 A

 , (102)
with
A = f/2 + (1− f)a, B = (1 − f)b, (103)
Y = f/2 + (1 − f)u, X = (1− f)v, (104)
where a = µ00,00, b = µ02,02, iu = µ00,22, iv = µ02,20 (see
Eqs. (96), (97)).
We consider the operations Ux = (1⊗ σx) and Uz = (1⊗
σz). We have that the action of these operations on Bell states
is given by
Ux{|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉} = {|ψ1〉, |ψ0〉, i|ψ3〉,−i|ψ2〉},
Uz{|ψ0〉, |ψ1〉, |ψ2〉, |ψ3〉} = {|ψ3〉, i|ψ2〉,−i|ψ1〉, |ψ0〉},
It follows that applying with probability 1/2 the operation
1AUBx or 1AUBz transforms the state E to the state E1. In
particular, the subspace Γ00 is transformed to the subspace
Γ101 —spanned by {|Ψ01〉, |Ψ03〉, |Ψ21〉, |Ψ23〉}— and some
coefficients are aligned. One finds that the resulting elements
are given by
Γ101 =


C 0 0 Z
0 C −Z 0
0 −Z C 0
Z 0 0 C

 , (105)
where
C = (A+B)/2, Z = (X + Y )/2, (106)
Note that the elementZ is real. At the same time, the subspace
Γ01 is transformed to Γ100 (where the off diagonal elements are
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given by i(1 − f)w after the transformation, while the diago-
nal elements are still given by (1 − f)c). Also the subspaces
Γ10 and Γ11 are transformed into each other, where one finds
that Γ110 is diagonal with elements (1 − f)e, and also Γ111 is
diagonal with elements (1− f)d.
Similarly, if one applies the operations Ux, Uz in A instead
ofB, the stateE is transformed to a stateE2. In particular, the
subspace Γ00 is transformed to the subspace Γ210 —spanned
by {|Ψ10〉, |Ψ30〉, |Ψ12〉, |Ψ32〉}—, where the elements of Γ210
are the same as of Γ01 (see Eq. (105)). The transformation of
the other subspaces follows accordingly, only the role of sys-
tems A and B is exchanged (e.g. Γ01 → Γ211 etc.). Note that
one can simultaneously change the sign of all off–diagonal el-
ements of the resulting stateE2 by applying 1AA′⊗σBz ⊗σB
′
z .
If one thus mixes the resulting states E (with probability
p0), E˜1 (with probability p1) and E2 (with probability p2), —
and by appropriately choosing the phases of the corresponding
off diagonal elements— one can achieve that the final stateE′′
has no off diagonal elements in the subspaces Γ′′01 and Γ′′10.
This is guaranteed by choosing
p0 =
Z
Z + (|w|+ |x|)(1 − f) ,
p1 =
|w|(1 − f)
Z + (|w|+ |x|)(1 − f) , (107)
p2 =
|x|(1 − f)
Z + (|w| + |x|)(1 − f) ,
The other coefficients of the resulting state can be readily cal-
culated, taking into account whether a change of sign was nec-
essary forE1 orE2, where we denote σ1 = sign(w)+1, σ2 =
sign(x) + 1 with (−1)σ1 = sign(w). One finds that each of
the subspaces Γ′′01,Γ′′10,Γ′′11 is diagonal (with all coefficients
equal) and described by a coefficient, γ01, γ10, γ11 respec-
tively, where
γ01 = p0(1− f)c+ (−1)σ1p1C + (−1)σ2p2(1− f)e,
γ10 = p0(1− f)d+ (−1)σ1p1(1− f)e+ (−1)σ2p2C, (108)
γ11 = p0(1− f)e+ (−1)σ1p1(1− f)d + (−1)σ2p2(1− f)c .
The subspace Γ′′00 is given by
p0Γ00 + (−1)σ1p1Γ100 + (−1)σ2p2Γ200, (109)
where we find that resulting diagonal elements are
A
′′ = p0A+ (−1)σ1p1(1− f)c+ (−1)σ2p2(1− f)d,
B
′′ = p0B + (−1)σ1p1(1− f)c+ (−1)σ2p2(1− f)d, (110)
while the off diagonal elements are given by
iY
′′ = p0iY + (−1)σ1ip1(1− f)w + (−1)σ2ip2(1− f)x,
iX
′′ = p0iX + (−1)σ1ip1(1− f)w + (−1)σ2ip2(1− f)x.(111)
It remains to show that one can erase the off–diagonal ele-
ment |Ψ02〉〈Ψ20|, iX˜ . This can be accomplished by randomly
applying the operation 1A1B or WA1B (see Eq. (90)) with
probabilities p and (1 − p). If sign(X˜) = sign(Y˜ ), one ap-
plies in a addition σBz ⊗ σB
′
z in the second case in order to
change the sign of the corresponding off–diagonal elements.
Choosing
p = (|X ′′|+ |Y ′′|)−1, (112)
ensures that the off–diagonal element |Ψ02〉〈Ψ20| vanishes,
while |Ψ00〉〈Ψ22| becomes
Y ′ = ipY ′′ + (−1)signX′′+1i(1− p)X ′′ (113)
and the diagonal elements become
A′ = pA′′ + (1 − p)B′′, (114)
B′ = pB′′ + (1− p)A′′. (115)
Note that all other elements of E˜′ remain invariant. Finally,
the remaining off–diagonal element |Ψ00〉〈Ψ22|, iY˜ ′, which
corresponds in part to the ideal operation and in part to the
noise part, can be formally incorporated into the ideal part of
the evolution, i.e. the resulting state can be formally rewritten
as
Ef = f
′|Ψpi/4〉〈Ψpi/4|+ (1− f ′)D, (116)
where D is diagonal in the basis {|Ψij〉} with elements
dij and f ′ = 2Y ′. The elements dij of D in the blocks
Γ01,Γ10,Γ11 are given by Eq. (108) (i.e. d01 = d03 = d21 =
d23 = γ01 etc.), while in the block Γ00 we have
d02 = d20 = B
′, (117)
d00 = d22 = A
′ − Y ′. (118)
The coefficients dij can even be made equal by further re-
ducing the fidelity of the ideal operation. In this case, D cor-
responds to the completely mixed state, and the corresponding
map is given by global white noise. This is done as follows:
Using that the probabilistic operation U˜A1B or 1A1B , one
produces a state diagonal in the basis {|Ψij〉} with the same
diagonal coefficients as Ef , where we consider the situation
where d00 = d22 ≫ dij , i.e. the fidelity of the ideal opera-
tion is sufficiently large. In this sense, weight from the ideal
operation can be transferred to the other states. In particu-
lar, one uses 1AWB to increase weight in |Ψ02〉〈Ψ02| and
|Ψ20〉〈Ψ20|; 1AUBx and 1AUBz to increase weight of Γ01;
UAx 1B andUAz 1B to increase weight of Γ10; UAx UBx , UAz UAz ,
UAx UBz and UAz UBx to increase weight in Γ11.
One thus ends up with a standard form described by global
white noise as announced (see Eq. (99)). We will evaluate the
loss factor for the fidelity for an alternative protocol discussed
in the next section. This protocol is capable of depolarizing
also noisy phase gates to a one–parameter standard form.
3. The noisy phase gate
In principle, it may be possible to obtain a simplified stan-
dard form for the gate U(α) with arbitrary α by similar means
as in the case of the noisy CNOT–type gate U(π/4), i.e. by
manipulating the noisy evolution in such a way that weight is
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transferred from the ideal evolution to the appropriate noise
parts. However, for small α one encounters a difficulty which
may be hard to circumvent. When using parts of the operator
corresponding to the ideal evolution to eliminate off diagonal
elements in other parts of the density matrix corresponding to
the noisy evolution, we have that automatically also the diago-
nal elements are transferred and hence the noise part is further
increased. While in the case of U(π/4), the increase of diag-
onal elements of the noise part is of the same order of magni-
tude as the off–diagonal elements, for small α this is no longer
the case. We have that the off diagonal element of the ideal op-
erations, Eα, is given by λ00,22 = i cos(α) sin(α), while the
larger diagonal element, λ00,00, is given by cos2(α). Imagine
we have elements in the noise part of order ǫ≪ 1, where both
diagonal and off diagonal terms of order ǫ appear. If one wants
to eliminate an off–diagonal element in the noise part which
is of order ǫ, we need (1 − p) cos(α) sin(α) = |ǫ|, i.e. with
probability (1−p) the off–diagonal element of the ideal evolu-
tion is transferred to the off–diagonal element of the noise part
with the sign chosen in such a way that the total off–diagonal
element in the noise part vanishes. However, by doing such a
transformation, one of the diagonal elements of the noise part
is automatically increased by (1 − p) cos2(α) which is of the
order |ǫ|/ tan(α). Note that for small α, 1/ tan(α) ≫ 1, i.e.
the amount of noise may be increased by orders of magnitude.
This is clearly not acceptable, as our goal was to obtain a sim-
plified standard form by sacrificing a relatively small amount
of the fidelity and not to decrease the fidelity by (several) or-
ders of magnitude.
However, under certain conditions one may use an alterna-
tive method which still allows one to obtain a standard form
corresponding to global white noise, specified by a single pa-
rameter. In particular, if one can switch the noisy operation
on and off at will, i.e. one can decide whether one wants to
apply the noisy operation or does not want to apply it (and
instead apply something else), then such a depolarization is
possible. If one considers the case where U(α) is some non–
local gate, then it is natural to assume such a controllability.
In this case, one can either apply the noisy evolution with cer-
tain probability p or apply some other operation with prob-
ability (1 − p). In particular, one can apply any separable
operation. This may, however, involve the application of ar-
bitrary local operations (including measurements), rather than
the application of local unitaries as we have assumed so far.
Considering the corresponding states, this amounts to mixing
of the state E with some separable (in the sense A−B) state
D. The separable operation D associated to D can be im-
plemented by some random application of local operations,
D =∑i piAiBTi ρ(AiBTi )†. The corresponding Kraus oper-
ators can be obtained from the spectral decomposition ofD as
indicated in Appendix A. Let us now consider a density matrix
A of a separable two–qubit state written in the standard basis.
Then all states of the block diagonal form (see e.g. Eq. (88)
with separable block matrices Γij = A for i, j ∈ {0, 1} are
again separable (recall that Γij denotes subspaces spanned by
|Ψkl〉 with k mod 2 = i, l mod 2 = j). In particular, any
matrix A of the form
A =
1
4


1 0 0 β
0 1 α 0
0 α∗ 1 0
β∗ 0 0 1

 , (119)
with α, β ∈ {0, 1,−1, i,−i} as well as any diagonal matrix
A (with positive coefficients summing up to one) is separable.
This can be checked by calculating the partial transposition of
these states, where one finds that the partial transposition is
positive in all cases which is (for two–qubit states) sufficient
to ensure separability [34, 35]. The corresponding separable
maps can be implemented by a simple sequence of random lo-
cal unitary operations (in the case of diagonalA), or measure-
ments (in the case of matrices of the form 119). The Kraus
representation of the state can be obtained as shown in Ap-
pendix A.
It is now straightforward to see that mixing E with separa-
ble operators of the form Γij = A with A given by Eq. (119)
or an appropriate diagonal matrix, allows one to eliminate all
(unwanted) off–diagonal elements as well as to align all diag-
onal coefficients of the noise part. Thus the resulting simpli-
fied normal form of the noisy operation is given by
ESρ = q˜U(α)ρU(α)† + (1− q˜) 1
16
∑
ij
σiσjρσiσj
= q˜U(α)ρU(α)† +
1− q˜
16
1, (120)
The fidelity of the ideal operation f˜ = q˜ + (1 − q˜)/16 is
reduced, where we find e.g. for α = π/4 that if f = 1 − ǫ,
then
f˜ ≥ 1− 17ǫ. (121)
That is, the fidelity of the operation is reduced by about an
order of magnitude. This can be seen as follows. Consider
for example the CNOT like gate U(π/4) with correspond-
ing standard form of noise E˜ given by Eq. (97). We have
tr(E˜) = 2a + 2b + 4c + 4d + 4e = (1 − f) and de-
note y = max (a, b, c/2, d/2, e/2), i.e. f ≤ 1 − 2y. One
can make E˜ diagonal by mixing with matrices Γ′ij = A.
Consider for instance the case where all noise is concen-
trated in b, v (this in fact turns out to correspond to a (non
unique) worst case scenario), i.e. y = b. One mixes E˜
(with probability p) with a matrix of the form Γ′00 = A with
β = 0, α = −i (with probability (1 − p)). The resulting
matrix is diagonal for p = (4v + 1)−1 and has diagonal ele-
ments b′ = bp+ (1− p)/4 ≤ 2y(4y + 1)−1, a′ = (1 − p)/4
and c′ = d′ = e′ = 0. Note that the worst case corresponds
to v = b. By mixing the resulting matrix (with probability
q) with a diagonal matrix (with probability 1 − q), one can
make all diagonal elements equal (which corresponds to white
noise). We have q ≥ (4y+1)/(32y+1). This leads to a total
final fidelity f˜ = pqf ≥ f/(32y + 1) ≥ f/(17 − 16f). For
f = 1− ǫ, we thus have
f˜ ≥ f/(17− 16f) ≥ 1− 17ǫ, (122)
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i.e. the fidelity is decreased by about an order of magnitude.
Note that this formula also holds in the general scenario with
arbitrary coefficients a, b, c, d, e, u, v, w, x. In the first step,
the worst case is given when all off diagonal elements are
maximal, u = a, v = b, w = c, x = d. In the second step
(making all diagonal elements equal), it is clearly the worst
case if all weight is concentrated in one element (e.g. b) and
all others are zero, as one has to fill up the weights of the
other (14) diagonal elements. Non–zero diagonal elements
would require less mixing, leading to a larger final fidelity.
Thus f˜ ≥ 1 − 17(1− f) is a conservative bound on the final
fidelity, where in many situations one will end up with a much
larger final fidelity of the depolarized noisy operation.
D. Standard form for arbitrary two–qubit unitary operation
Let us briefly discuss the possibility to generalize the re-
sults in Sec. IV B and Sec. IV C to the more general case of an
arbitrary unitary operation as the ideal operation. Consider an
arbitrary unitary U (or even a class unitaries Uα). Note that
similar to Eq. (27) any unitary two-qubit gate can be repre-
sented uniquely as [23]
UAB = UA1 ⊗ UB2 e−i
∑ 3
i=1 µiσ
A
i σ
B
i V A1 ⊗ V B2 (123)
with pi4 ≥ µ1 ≥ µ2 ≥ |µ3| ≥ 0 and some single-qubit uni-
taries Ui, Vi (i = 1, 2). The main block of the depolariza-
tion procedures in Sec. IV B was to find a set of (A,A′)–
local unitaries, that leave the corresponding pure state |ΨU 〉
(or a class pure states |ΨUα〉 ) invariant. However, in general,
—apart from some special cases where e.g. all µi equal or
µ2 = µ3 = 0— the only local unitary operation that keeps
the state invariant is given by the identity operation. Hence,
in generic cases, a depolarization of the operation —under the
condition that the fidelity of the operation remains invariant—
is impossible following this approach. Thus no universal stan-
dard form for arbitrary two–qubit unitary operations can be
obtained along these lines.
It seems more appropriate to follow the ideas of Sec. IV C
and to specifically design such a standard form for a noisy uni-
tary taking the given form of decoherence into account, and
allow for an increase of noise. We do not deepen such a dis-
cussion at this point but rather refer to an alternative approach.
Instead of regarding the noisy unitary gate as a CPM and al-
lowing for manipulation before and after the application of
this operation one might as well consider the dynamical evo-
lution realizing this gate and allow for a manipulation of this
evolution by several short intermediate pulses of local unitary
control operation. Inspired by the results in [38] it is shown
in the following section that by this procedure it is possible to
depolarize an arbitrary master equation (of two systems) to a
standard form described by at most 17 parameters.
V. STANDARD FORM FOR NOISY EVOLUTIONS
DESCRIBED BY A MASTER EQUATION
In this section, we will consider the evolution of two qubits
described by a master equation of Lindblad form, where the
ideal evolution is given by an arbitrary two–qubit Hamilto-
nian. The results can be readily generalized to multi–qubit
systems whose (noiseless) interaction is described by Hamil-
tonians that are sums of two–body Hamiltonians.
We will consider a continuous evolution ρ(t) = Etρ(0) of
the system due to Markovian quantum dynamics starting at
t = 0 in the state ρ(0). Thus the family of quantum operations
Et forms a Markovian semi-group [36], determined by some
generator Z , that in the case of two qubits A and B and the
convention ~ ≡ 1 satisfies the following differential equation
(master equation):
∂
∂tρ = Zρ := −iH ρ+−iHl ρ+ L ρ with (124)
H ρ := [HAB, ρ] ,
Hl ρ := [HABl , ρ] and
L ρ :=
∑
k,l
k6=0∨ l6=0
Lkl
(
[σABk ρ, σ
AB
l ] + [σ
AB
k , ρ σ
AB
l ]
)
.
We have separated the unitary evolution of the dynamics into
one part H , which corresponds to the ideal unitary process in
question, and into a ’Lamb shift’ Hl, which is some unitary
dynamics, that is induced by the coupling between the system
and its environment and therefore corresponds to noise. The
more relevant influence of the decoherence process L is how-
ever incorporated in the ’Liouvillian’, which is determined by
the positive ’GKS’-matrix L = (Lkl) [37]. Note that the cor-
responding sum is over all multi–indices k = (k1, k2) and
l = (l1, l2) with ki, lj = 0, 1, 2, 3 except k = 0 := (0, 0) or
l = 0. Thus the totally mixed state σAB0 = 141AB does not
occur in the sum and L is a positive 15× 15–matrix.
Our goal is now to bring some dynamical evolution Et =
eZt into an appropriate standard form E ′t. Here, Et approxi-
mates the ideal unitary evolution I given by H, where
Z = −iH− iHl + L, (125)
while the standard form E ′t is specified by
Z ′ = −iH− iH′l + L′. (126)
That is, the decoherence process corresponding to the stan-
dard form is described by H ′l and L′, rather than Hl and L in
the original evolution. As in the case of CPMs, our goal is to
obtain a simplified standards form in the sense that the num-
ber of relevant parameters describing the decoherence process
are decreased, while the desired Hamiltonian evolution is not
altered. To achieve this we will make use of the following
facts [39]:
(i) Let U be some unitary matrix and Uρ := UρU † be
the corresponding operation. By unitary conjugation
the Markovian evolution Et = eZt can be transformed
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into the Markovian evolution E ′t = U ◦ Et ◦ U† = eZ
′t
described by
H ′ = UHU † , (127)
H ′l = UHlU
† , (128)
L′ = OLOT , (129)
where O is the orthogonal matrix corresponding to U ,
that describes the basis change σk 7→ UσkU † for the
linear basis of hermitian traceless operators σk.
(ii) A Markovian evolution eZ′t according to a lin-
ear combination Z ′ = ∑Ri=1 piZi (∑i pi = 1)
can be simulated by repeatedly applying a sequence
eZ1∆t · · · eZR∆t for some small time intervals ∆t = tM(M is the number of repetitions), i.e.(∏R
i=1 e
piZi tM
)M M→∞−−−−→ e∑Ri=1 piZit . (130)
Note that the approximated GKS matrix is L′ =∑
i piLi and the error in approximation is of order
O(∆t2) [40].
An alternative method consists in the random applica-
tion of the time evolutions eZi∆t with probability pi in
each of the time intervals ∆t = t/M . That is, the evo-
lution in the time interval ∆t is given by
∑
i pie
Zi∆t
,
which accurately approximates the desired operation in
first order ∆t. A sequential application of these ran-
dom operations M times reproduces the desired opera-
tion e
∑R
i=1 piZit in the limit M →∞, i.e. [41](∑R
i=1 pie
Zi tM
)M M→∞−−−−→ e∑Ri=1 piZit . (131)
Following the structure of the previous section we first con-
sider the case of decoherence itself, i.e. we set H = 0.
We propose a depolarization protocol that, after integration
of the corresponding master equation, yields the same stan-
dard forms as obtained in Sec. III and Sec. IV A. Second, we
consider the case whereH corresponds to some Ising-type in-
teraction, e.g. H = σAy ⊗ σBy . We make use of the results
obtained in Sec. IV B 2 for the corresponding unitary e−iHt.
We show that a depolarization procedure exists for which —
in the limit of infinite intermediate local control operations—
the system evolves according to some standard form which
has the standard form Eq. (88), when regarded as a CPM E ′t.
The depolarization procedures we describe in the following
(Sec. V A and Sec. V B) are only relevant in cases where one
is interested in the standard form for the complete dynamics
and not only after some given time (the latter corresponding
to the case of CPMs discussed in the previous Sections). Oth-
erwise, one may use the conceptually simpler depolarization
procedure for CPMs. Nevertheless subsections V A and V B
provide the necessary tools for the procedure proposed in the
subsequent Sec. V C, where we show how to achieve a stan-
dard form for some arbitrary unitary dynamics. Although
this procedure overcomes the restrictions to the area of ap-
plications in Sec. IV B, this depolarization protocol generally
increases the noise level of the decoherence process. In the
following we assume that local unitary control operations can
be performed on time scales negligible compared to the in-
teraction time for the dynamics. We will thus refer to these
operations as being instantaneous.
A. Standard form for decoherence processes
We first consider maps describing pure decoherence pro-
cesses (H = 0) for a single qubit. For the depolarization we
consider the same twirling procedures as in Sec. III, but now
we intend to bring the Markovian generator Z of the initial
dynamics into the standard form
Z ′ =
∑
k
uk UkZU †k , (132)
where Uk denote the unitaries which were applied in Sec. III
with equal probability uk to achieve the standard form of a
Pauli channel, i.e. Uk = σk is one of the Pauli matrices and
uk =
1
4 , or the simpler standard form of a depolarizing chan-
nel, i.e. Uk is of the form Qlσi (Ql = eipi4 σl , l = 1, 2, 3) and
uk =
1
12 . In Sec. III the number uk represented the probabil-
ity to apply the different twirling unitaries. According to (ii),
a similar procedure still works, where intermediate random
applications of the corresponding unitaries lead to a standard
form of the Markovian generator Z . Alternatively, one can
consider a further splitting of the time interval Deltat (see
Eq. 130), where all possible unitary operations corresponding
to the depolarization process are applied sequentially. We will
consider the second approach in the following.
More precisely, we will consider the following depolariza-
tion protocol: Let the actual dynamics of the system (i.e. the
decoherence process) evolve for some time t and choose a
split of the total time t intoM sufficiently small time intervals
∆t. During each of these small time intervals the system dy-
namics is accompanied by the sequence of instantaneous local
control operations Uk+1Uk (U0 = 1) applied in arbitrary or-
der but with equal distance uk∆t. From fact (i) it follows
that instead of the original dynamics eiZ uk∆t during each of
the time intervals uk∆t the system evolves according to the
Markovian generatorUkZU †k . In the time interval∆t the evo-
lution is thus given by∏
k
euk∆tUkZU
†
k . (133)
If these intervals are chosen sufficiently small (i.e. M →
∞) fact (ii) implies that the overall system dynamics can
effectively be approximated by the Markovian generator in
Eq. (132).
Let us consider the effect of this depolarization on L and
Hl more closely. According to (i) the GKS matrix is brought
into the standard form Eq. (30) or Eq. (35), except that the first
row and column of Eq. (29) is disregarded in both equations.
Thus we obtain
L′ρ = −2
3∑
k=1
Lk (ρ− σkρσk) (134)
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with Lk = Lkk in the case of twirling with Pauli operators
Uk = σk and
L′ρ = −2L
(
3ρ−
3∑
k=1
σkρσk
)
= −4L (2ρ− 1) (135)
with L = 13 (L11 + L22 + L33) in the case of complete de-
polarization. Similarly for the Hamiltonian Hl the twirling by
means of the Pauli matrices Uk = σk yields (see (i)):
H ′l =
1
4
3∑
k=0
σkHlσk =
1
2
tr(Hl)1 . (136)
Since this twirling is also performed before each of the Clif-
ford unitaries Ql applied, we obtain the same result in the
case of complete depolarization. Thus in both cases the Lamb
shift Hamiltonian in the standard form gives only rise to some
overall phase factor e− i2 tr(Hl) t, which can be neglected.
We briefly examine the dynamics E ′t due to the Standard
forms, i.e. the solutions of the master equation
ρ˙ = L′ρ , (137)
where the Liouvillian L′ is given by Eq. (134) or Eq. (135).
It is straightforward to see that in case of Eq. (134) the Pauli
matrices diagonalize the Liouvillian L′ [42], i.e.
L′σ0 = 0 L′σ1 = −4(L2 + L3)σ1
L′σ2 = −4(L1 + L3)σ2 L′σ3 = −4(L1 + L2)σ3 .
For an arbitrary initial state ρ(0) = 12 [1+ n · σ] (|n| = 1,
σ ≡ (σ1, σ2, σ3)T ) we thus obtain
ρ(t) = eL
′tρ(0) =
1
2
[1+ n(t) · σ] , (138)
wheren(t) =
(
n1e
−4(L2+L3)t, n2e−4(L1+L3)t, n3e−4(L1+L2)t
)T
.
The action of E ′t in terms of Pauli matrices as in Eq. (29) is
actually that of a Pauli channel
Et ρ =
3∑
k=0
Ek(t)σkρσk , (139)
where
E0(t) =
1
4
(
1 + e−4(L2+L3)t + e−4(L1+L3)t + e−4(L1+L2)t
)
E1(t) =
1
4
(
1 + e−4(L2+L3)t − e−4(L1+L3)t − e−4(L1+L2)t
)
E2(t) =
1
4
(
1− e−4(L2+L3)t + e−4(L1+L3)t − e−4(L1+L2)t
)
E3(t) =
1
4
(
1− e−4(L2+L3)t − e−4(L1+L3)t + e−4(L1+L2)t
)
.
Similarly a specialization to complete depolarization reveals
the depolarizing channel
Et (ρ) = p(t) ρ+ (1− p(t)) tr(ρ) 1
2
1 (140)
with p(t) = e−8Lt.
The fact that the above depolarization procedure for contin-
uous dynamics rediscover the standard forms already obtained
in Sec. III for CPM can also be understood by the simple fact,
that the evolution eZ′t is invariant under unitary conjugation,
i.e. UeZ′tU† = eZ′t, iff the generator Z ′ is invariant under
this conjugation. By construction of the protocol above, this
definitely holds for the standard form Z ′ w.r.t. any of the cor-
responding twirling unitaries Uk. With uk being the twirling
constant we thus obtain
E ′t = eZ
′t =
∑
k
uk Uk eZ′t U†k . (141)
Since this Eq. precisely reflects the corresponding depolariza-
tion procedure for CPM of Sec. III, the resulting time depen-
dent CPM E ′t has to be of standard form for CPMs.
The depolarization protocols for decoherence processes
(described in this subsection) can be readily generalized to
the multi-party setting. The Lamb shift H ′l in the standard
form can be neglected again whereas the Liouvillian is of a
standard form that corresponds to the multi-party Pauli chan-
nel Eq. (51) or the multi-party depolarizing channel Eq. (53).
Note, however, that each additional party causes a finer split-
ting of the time interval ∆t, yielding an exponential increase
of the number of intermediate control operations. More pre-
cisely for N parties the system dynamics in each time interval
∆ has to be interrupted by 4N [12N ] control operations in or-
der to achieve a dynamics corresponding to a Pauli channel
[depolarizing channel]. In this case, the alternative method of
applying random local unitary operations rather than the com-
plete sequence of unitaries is certainly privileged.
B. Standard forms for noisy Ising-type interactions
Let us now move to the case where the ideal operation is
given by some Ising-type interaction
HAB = gσAy σ
B
y . (142)
For depolarization we can essentially consider the same pro-
tocol as in the previous section, except that we now take the
twirling unitariesUk, that were used in Sec. IV B 2. More pre-
cisely uk = 132 and the Uk are given by the 32 unitaries from
the product set U1 · U2 · U3, where
U1 = {1A1B, e−ipi4 σAy 1B, 1Ae−ipi4 σBy , e−ipi4 σAy e−ipi4 σBy }
U2 = {1A1B, σAx σBx } (143)
U3 = {1A1B, σAy 1B, 1AσBy , σAy σBy } ,
e.g. Uk = e−i
pi
4 σyσx ⊗ σxσy . Recall that a twirling with
these unitaries brings the phase gate U(α) = e−iHα with an
arbitrary angle α into a standard form Eq. (88) described by
only 17 independent parameters.
Apart from the different choice of twirling unitaries the de-
polarization reads exactly as in Sec. V A: The overall inter-
action time t is divided into sufficiently small time intervals
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∆t, in which the system dynamics is interrupted for short lo-
cal unitary control operations Uk. The resulting dynamics ap-
proximates an evolution E ′t = eZ
′t with new Markovian gen-
erator
Z ′ =
32∑
k=1
uk UkZU†k = −iH− iH′l + L′ . (144)
Note that due to the choice of the twirling unitaries the ideal
Ising-type interaction Hamiltonian H ′ = H is in fact not
changed by this protocol. The GKS matrix L′ is of standard
form Eq. (88), except that in Eq. (88) the first row and col-
umn are disregarded. Since no normalization constraints are
involved, the smaller 15 × 15-matrix is still specified by 17
real parameters. For the new Hamiltonian of the lamb shift
one can compute that the twirling yields H ′l = H l00σA0 σB0 +
H l22σ
A
2 σ
B
2 . Omitting the term H l00 1AB , which would con-
tribute only as global phase e−iH l00t to the system dynamics,
the Lamb shift in the standard form thus can be specified by
a single real parameter H l22. Moreover we will include this
term into the ideal interaction term rewriting H ′ = g′σAy σBy
with g′ = g + H l22 and will disregard any Lamb shift in the
following. The change in coupling strength demands a rein-
terpretation of the interaction time. In order to simulate the
actual dynamics eZt running for some time t by a dynamics
of the standard form eZ′t the simulation actually has to run
for the time ts = ct, where c = gg′ represents the time cost of
the simulation.
A similar argument as in the previous subsection shows that
the obtained standard form eZ′t seen as a CPM is actually in
the standard form considered in Sec. IV B 2.
C. Standard forms for arbitrary noisy evolutions by means of
sacrificing
Let us now consider standard forms for arbitrary ideal uni-
tary evolutions H. We make use of the fundamental fact [38]
that by a stroboscopic application of a sequence of local uni-
taries any (entangling) two–qubit Hamiltonian H can simu-
late the Hamiltonian Hy = σy ⊗ σy of the phase gate oper-
ation U(α) = e−iHyα in Sec. IV B 2 to arbitrary good ap-
proximation (and vice versa). Before going into detail we
shortly sketch the procedure of deriving a standard form for
any noisy unitary evolution. Along each single stroboscopic
step ∆t = tM (M number of steps) of the simulation protocols
we propose to
(1) first apply the sequence of unitary operations in order to
obtain the evolution according to −iHy − iHly + Ly ,
(2) depolarize the CPM Ft described by−iHy−iHly+Ly
according to the procedure derived in Sec. V B yielding
a standard form F ′t given by −iHy − iH′ly + L′y and
finally
(3) transform it back to the original Hamiltonian H
accompanied by some decoherence process of desired
standard form H′l and L′.
H approximates←−−−−−−− Z simulate−−−−→ Zy
standard form
y ystandard form
H ←−−−−−−−
approximates
Z ′ ←−−−−
simulate
Z ′y
We remark that steps (1) and (3) require in general a ’time
cost’, i.e. the simulation of the action of a desired Hamilto-
nian for some time ct requires a time t. This time cost trans-
lates into a smaller pre–factor for the interaction Hamiltonian
in the corresponding generator Z ′, ultimately leading to an
increased noise. That is, the ratio of the strength of desired in-
teraction (described by H) to strength of noise (described by
L) decreases, leading to a reduction of the fidelity. We note
that for two–qubit systems the time cost is at most 3.
In order to simulate the HamiltonianHy by the (entangling)
two–qubit Hamiltonian H and fast local unitary transforma-
tions (see [38]) one considers the decomposition of Hy in
terms of H (term isolation):
HABy = cv
Rv∑
i=1
viViH
AB V †i +Q
A
1 +Q
B
2 , (145)
where Vi are the local unitaries with probabilities vi > 0
(∑i vi = 1), Q1 and Q2 are some local Hamiltonian on qubit
A and B respectively and cv > 0 is some factor to adjust
the coupling ’strength’ of the Hamiltonians H and Hy . If
the unitary evolution e−iHyt is supposed to be simulated for
the time t, the simulation has to be carried out for the time
ts = cvt. Since the local unitary control operation can be
performed on negligible time scales, the factor cv thus deter-
mines the time cost for the following simulation: One chooses
a split of the time ts into M time intervals ∆t, such that the
sequence
(∏
i e
−iviViHV†i∆t e−iQ1∆t e−iQ2∆t
)M
is a suffi-
cient approximation for e−iHyts as discussed in (ii). Note that
in each time step ∆t the original dynamics according to H is
simply interrupted after the time vi∆t in order to apply the lo-
cal unitaries V †i+1Vi (V0 = 1). This corresponds to the system
evolving according to a sequence of Hamiltonians ViHV †i for
the time intervals vi∆t. At the end of each simulation step ∆t
the local unitary e−iQ1∆t ⊗ e−iQ2∆t has to be applied in or-
der to cope with the single qubit dynamics in the Hamiltonian
simulation.
Similarly, one can consider a Hamiltonian simulation for
step (3) according to the decomposition
HAB = cw
Rw∑
j=1
wjWj H
AB
y W
†
j + Q˜
A
1 + Q˜
B
2 (146)
with local unitaries Wj , single qubit Hamiltonians Q˜1, Q˜2
and time cost cw for the ’backward’ simulation. For step (2)
we use the twirling protocol derived in Sec. V B providing a
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standard form Eq. (88) described by 17 independent parame-
ters. With cy we denote the corresponding time cost of this
depolarization procedure.
With these notations at hand we can now specify the proto-
col to achieve the standard form E ′t = eZ
′t for an arbitrary
noisy two–qubit evolution Et = eZt. Let Et = eZt be a
Markovian evolution with the generatorZ = −iH− iHl +L,
whereH ρ = −i[H, ρ] corresponds to the ideal evolution with
Hamiltonian H , Hl ρ = −i[Hl, ρ] represents the Lamb shift
with Hamiltonian Hl and
L ρ =
∑
k,l6=0
Lkl ([σkρ, σl] + [σk, ρσl]) (147)
corresponds to the Liouvillian with GKS-matrix L. For nota-
tional simplicity we will in the following restrict to the case
where in both steps (1) and (3) no single qubit dynamics has
to be corrected, i.e. the terms Q1, Q2, Q˜1 and Q˜2 in the de-
compositions Eq. (145) and Eq. (146) vanish. If the system
evolves for some time t, the following protocol requires the
time ts := cvcycwt and thus has time cost cvcycw. The ’sim-
ulation’ ts again has to be divided into sufficiently small time
steps ∆t = tsM . In these time intervals we consider the fol-
lowing sequence of R = 32RvRw operations:
R∏
i,j,k=1
WjUkVi eZ wjukvi∆t V†i U†kW†j . (148)
This sequence of operations corresponds to a splitting of the
time interval ∆t into smaller intervals of length wjukvi∆t,
in which at the beginning the (fast) local unitary W †j U †kV †i
is performed, the system then evolves according to the given
dynamics Z and finally the inverse unitary ’pulse’ WjUkVi
is applied at the end of the interval wjukvi∆t. In the limit
∆t→ 0 we obtain the Markovian dynamics E ′t = eZ
′t with
Z ′ =
R∑
i,j,k=1
wjukviWjUkVi Z V†i U†kW†j . (149)
It is straightforward to show that the ideal operation H in the
generator Z ′ remains the same, since the twirling over Uk
leaves the Hamiltonian Hy invariant. Moreover Z ′ again has
a decomposition of the formZ ′ = −iH− iH′l +L′ described
by the new lamb shift Hamiltonian H ′l and the GKS matrix
L′, that are obtained as follows:
Z vi,Vi−−−−→
(1)
Zy uk,Uk−−−−→
(2)
Z ′y
wj ,Wj−−−−→
(3)
Z ′
Hl −−−−→ Hyl =
∑
i viViHlV
†
i −−−−→ H ′yl =
∑
k ukUkHylU
†
k −−−−→ H ′l =
∑
j wjWjH
′
ylWU
†
j
L −−−−→ Ly =
∑
i viOViLO
T
Vi
−−−−→ L′y =
∑
k ukOUkLyO
T
Uk
−−−−→ L′ =∑j wjOWjL′yOTWj
(150)
As discussed in Sec. V B the effect of step (2) on Ly is to
bring the matrix into the standard form Eq. (88). The final
standard form L′ of the GKS matrix is obtained from L′y by
mixing according to (wj ,Wj) and is thus specified by 17 in-
dependent parameters only, although L′ in general is not of
the form Eq. (88). As seen in Sec. V B we can neglect the
lamb shift by introducing some time cost cy .
To summarize, we have shown how to achieve a standard
form for arbitrary two–qubit interactions, where the noise pro-
cess (described by the GKS matrix) is specified by 17 param-
eters. The above protocol can be affected by different sources
of errors. For this, one can again compare the noise level
of the standard form dynamics Z ′ with the noise level of the
original dynamics Z in terms of the distance d(Et, It) and
d(E ′t, It) to the ideal unitary evolution It = eiHt for differ-
ent times t, where d(E , I) is a suitable distance measure (see
Sec. II C). Although we have yet not performed a detailed
error analysis in this sense, a non–unit time cost (at most a
factor of cvcw ≤ 3 from simulating corresponding Hamilto-
nians - steps (1) and (3), plus the time cost cy from ’Lamb’
shift), in general, corresponds to an increase of the noise level
for the evolution.
As it holds for the depolarization of CPMs in previous chap-
ters and as opposed to the assumptions made in this paper, in
practise, the depolarization protocol has to face imperfections
in the local control operations, whose extent depends on the
physical realization. Additionally, for the depolarization of
master equations by means of stroboscopic control operations
one also encounters errors of order O(∆t2) due to the finite
approximation (see fact (ii)) [40]. Note that, in practise, there
will be a trade-of between errors in approximation and errors
due to imperfect local control operations.
D. Simplified standard forms for arbitrary noisy evolutions
A further reduction of the number of relevant noise param-
eters and thus a simpler standard form may be achieved fol-
lowing the ideas developed in Sec. IV C for CPMs. There, by
increasing the noise level and hence reducing the fidelity of
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the operation, we have shown that one can in fact achieve that
the noise part of the evolution is described by only a single pa-
rameter (white noise). The procedure outlined in Sec. IV C 3
is based on probabilistically mixing the (already depolarized)
noisy CPM E with a certain separable map D, i.e. a map
which can be obtained without interactions between particles.
That is, one chooses randomly whether one wishes to apply
the map E corresponding to the noisy operation, or the sepa-
rable map D. For a proper choice of D the resulting map ES
is of the form Eq. (120).
In the case of master equations, one may adopt this proce-
dure in such a way that for each time interval ∆t, one applies
the (already depolarized) noisy evolution described by the Z ′,
together with an appropriate separable evolution (that may e.g.
be generated with the help of available local unitary control
operations and additional measurements) with corresponding
generator ZD . Both evolutions now have to be applied ei-
ther sequentially or chosen randomly. This implies that either
one has the ability to switch off the evolution Z ′, or one can
produce a separable evolution of arbitrary strength ZD . Note
that in this case, fast local unitary operations are in general
not sufficient, but arbitrary local control operations (including
measurements) are required to generate the desired separable
operations. As in the case of CPMs this depolarization proce-
dure requires moreover the knowledge of the exact form for
Z ′ in order to choose an appropriate, separable ZD. The total
evolution is finally described by a Liouvillian with GKS ma-
trix proportional to the identity, which corresponds to global
white noise at the level of the respective CPM.
VI. SUMMARY
In this article, we have introduced the concept of depolar-
ization of noisy evolutions. We have shown how to reduce
the relevant number of parameters describing an arbitrary, un-
known noise process described by a CPM in such a way that
the ideal (unitary) part of the evolution is not altered. For de-
coherence processes we have explicitly calculated the corre-
sponding standard forms for multipartite systems of arbitrary
number N of parties and arbitrary dimension d. We find a re-
duction of an arbitrary noise process described by O(d4N ) to
local and global white noise processes described by only 2N
parameters. For specific two–qubit unitary operations (e.g.
Phase gate with arbitrary phase), we obtain a standard form
described by at most 17 parameters. For other gates, the stan-
dard forms can be further simplified. In particular we find
standard forms described by 8 parameters for the CNOT–gate
and 3 parameters for the SWAP gate. The depolarization pro-
cedures used to obtain these standard forms are universal in
the sense that the exact form of the noise process need not
be known. With knowledge of the exact form of the noise
process, and by allowing for a (small) reduction of the fi-
delity, one can further simplify the standard forms. In fact,
we have derived a depolarization protocol that yields a reduc-
tion to global white noise, which is described by only a single
noise parameter and where, in the worst case, the noise level
is increased by about an order of magnitude.
We have generalized our results to evolutions described by
a master equation of Lindblad form. Standard forms for deco-
herence processes and interaction Hamiltonians proportional
to the Ising Hamiltonian can be derived using similar methods
as for CPMs, leading to standard forms with same number of
parameters. We have also obtained a standard form described
by 17 parameters for arbitrary two–qubit interaction Hamil-
tonians, which, in general, goes along with an increase of the
noise level. As the basic tool we have used the possibility
to simulate the Ising Hamiltonian by an arbitrary Hamiltonian
(and vice versa), together with depolarization of the Ising type
interaction. Again, a further simplification to a single parame-
ter leading to a GKS matrix proportional to identity is possible
under certain circumstances.
We are confident that such simplified standard forms for
noise processes will provide a useful tool to investigate var-
ious problems in quantum information processing involving
noisy apparatus and interactions with environment. Straight-
forward applications include the possibility to calculate lower
bounds on the channel capacity of arbitrary noise channels (by
investigating the corresponding depolarized channels), and a
simplified process tomography where only a reduced number
of parameters of the noise process needs to be determined.
Further conceivable applications include the determination of
lower bounds to the lifetime of entangled states, and strict er-
ror thresholds for quantum computation that are valid for ar-
bitrary noise processes and are not restricted to certain noise
models.
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Appendix A: Spectral decomposition versus Kraus
representation
For sake of completeness we will shortly discuss the rela-
tion of the Jamiołkowski state E with two common represen-
tations of the corresponding CPM E in terms of its Kraus rep-
resentation and its purification. In Appendix A we consider a
CPM E described by its Kraus representation. More precisely
any CPM E acting on HA allows for a decomposition of the
form
E(M) =
r∑
i=1
KiMK
†
i (151)
with r ≤ dA × dA′ (r = Choi rank) Kraus operators Ki ∈
M(HA,HA′), where Ki can be chosen to be orthogonal, i.e.
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tr
[
K†iKj
]
= δij . E corresponds to SLOCC operation iff
r∑
α=1
K†iKi ≤ 1 , (152)
where equality holds iff E is trace preserving. Eq. (151) is
an immediate consequence of the corresponding fact, that any
positive operatorE ≥ 0 (see No. 3 in Sec. II B) allows a spec-
tral decomposition
E =
r∑
i=1
|vi〉〈vi| , (153)
where |vi〉 are some unnormalized vectors in HA′ ⊗HA, r =
rank(E) ≤ dA × dA′ , which can be chosen to be orthogonal.
Using the decomposition
|vi〉 =
∑
α∈Nd
A′
β∈NdA
vαβi |α〉A
′ |β〉A (154)
this correspondence is simply given by
Ki =
√
dA
∑
αβ
vαβi |α〉A
′ A〈β| (155)
or K
α|β
i =
√
dA v
αβ
i .
Tracing out either system A′ or A yields:
trA′EA
′A =
r∑
i=1
[
K†iKi
]T
(156)
trAEA
′A =
r∑
i=1
KiK
†
i (157)
Note that No. 4 in Sec. II B now follows directly from
Eq. (152) using Eq. (156). The unitary freedom in the choice
of decompositions for E translates to the corresponding CPM
as follows. Two decomposition of E [E] with Kraus opera-
tors Ki and Lj [vectors |vi〉 and |wj〉] correspond to the same
CPM [positive operator] iff there exists a unitary matrix Uij
such that Ki =
∑
ij UijLj [|vi〉 =
∑
ij Uij |wj〉]. From these
decompositions one can easily obtain a few more results about
the relation between positive operators and CPM under the
Jamiołkowski isomorphism:
10. E is factorizable, i.e. E(M) = KMK†, iff E is pure,
i.e. E = |v〉〈v|.
11. E is an isometry, i.e. E(M) = VMV † with V †V =
1A, iff dA ≤ dA′ and E is maximally entangled, i.e.
pure and trA′EA
′A = 1A. (For a unitary we have dA =
dA′ .)
12. E is a projection, i.e. E(M) = dA tr [τ t2M ] τ1, iff E is
a product state, i.e. E = τ1 ⊗ τ2.
13. E can be decomposed into a sum of projections, iff E is
separable. In this case E is entanglement breaking [43].
Appendix B: Purification for quantum states and operations
Frequently a CPM E is also regarded as a description of the
(non-unitary) evolution of the system alone (i.e. by tracing the
environmental degrees of freedom), where the system A to-
gether with its environmentC is believed to evolve according
to some unitary operation UE . Any such system-environment
model UE then is said to be a purification of the CPM E , if it
yields E as the evolution of the system alone after tracing out
the environment:
E(ρ) = trC
[
UACE ρ⊗ ρC (UACE )†
]
. (158)
Here we assume that the system A and its environment A′
are initially decoupled ρ ⊗ ρC , where ρC = 1dC 1C is the
maximally mixed state of the environment. Like the op-
erator sum decomposition, a purification of a quantum op-
eration E in terms of unitary evolution UE can simply be
derived from the corresponding purification of the quantum
state E in terms of a pure state on the joint system A′A
and C. For this let |ψ〉A′AC be the pure state, such that
EA
′A = trC
[
|ψ〉A′AC〈ψ|
]
, then the corresponding purifi-
cation UE is given similarly to Eq. (155) by
UACE =
√
dA × dC
∑
i∈Nd
A′
j∈NdA
k∈NdC
ψijk |i〉A′ A〈j|C〈k| , (159)
using the decomposition |ψ〉 = ∑i,j,k ψijk|i〉A′ |j〉A|k〉C .
Note that in both cases purifications can be chosen such that
dC = dimC(H
C) ≤ dA × dA′ .
Appendix C: Details for the extension to d–level systems
In this appendix we present some details about the general-
ization of the standard forms for decoherence to d–level sys-
tems as it was introduced in Sec. III. We proof that
(i) the twirling over the Pauli group as in Eq. (41) depo-
larizes any CPM to the standard form of a generalized
Pauli channel Eq. (42),
(ii) the standard form of a generalized depolarizing channel
Eq. (50) can be achieved by twirling over a finite set of
generalized Clifford operations.
But let us briefly consider the measurements in the gen-
eralized Bell basis Eq. (36) of the isomorphism protocol. It
is straight forward to compute, that the other Bell measure-
ment results |ψkl〉AA¯ yield E
(
U∗klρU
T
kl
)
instead of E(ρ) for
the outcome of the protocol on system A′ but with the same
probability 1d2 .
Before coming to the proofs, we summarize some useful
facts (see also [27]) about the generalized Pauli operators Ukl
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(see Eq. (37)), that are straightforward to proof:
Uk′l′Ukl = e
i 2pi
d
k′·lU(k+k′)(l+l′) (160)
U †kl = e
i 2pi
d
k·lU(−k)(−l) (161)
U∗kl = U(−k)(l) (162)
UTkl = e
−i 2pi
d
k·lU(k)(−l) (163)
UAk′l′ |ψkl〉 = ei
2pi
d
k′·l|ψ(k+k′)(l+l′)〉 (164)
UA
′
k′l′ |ψkl〉 = e−i
2pi
d
(k+k′)·l′ |ψ(k+k′)(l−l′)〉 (165)
With these relations at hand it is easy to verify (i).
First note that the set of generalized local Pauli operators
S = { gkl | gkl = UAkl ⊗ UA
′
(−k)(l) ; k, l ∈ Nd } (166)
is a commutative subgroup (of the generalized local Pauli
group) that stabilizes |Ω〉 and is generated by the two elements
g10 and g01. Moreover a simple calculation shows that
gk′l′ |ψkl〉 = ei 2pid (k
′·l−k·l′)|ψkl〉 . (167)
For a general state E =
∑
αβ,α′β′ Eαβ,α′β′ |ψαβ〉〈ψα′β′ | we
therefore find, that it can be diagonalized by a probabilistic
application of the local unitaries gkl with uniform probability
1
d2 :
D(E) := 1
d2
d−1∑
k,l=0
gklE g
†
kl
=
1
d2
∑
αβ,α′β′
Eαβ,α′β′ |ψαβ〉〈ψα′β′ | ×
×
(
d−1∑
k=0
ei
2pi
d
k·(β−β′)
)
×
(
d−1∑
l=0
ei
2pi
d
l·(α−α′)
)
=
∑
αβ
Eαβ,αβ |ψαβ〉〈ψαβ | (168)
This mixing operation D = D1 ◦ D2 can also be decomposed
into a mixing of shift operation D1(E) = 1d
∑d−1
l=0 g0lEg
†
0l
and a mixing of phase multiplication operation D2(E) =
1
d
∑d−1
k=0 gk0Eg
†
k0.
Let us now consider statement (ii).
For this we assume that E is already brought into the form of
a (generalized) Pauli channel of Eq. (42) by a random appli-
cation of one of the Pauli operators Ukl. Now the generalized
Clifford operation is a unitary operation Q that maps the gen-
eralized Pauli group P =
{
ei
2pi
d
δUkl | k, l, δ ∈ Nd
}
to itself
under conjugation, i.e. QPQ† = P . It is totally specified
by its action on the two generators U10 and U01 of the Pauli
group, since
QUklQ
† =
(
QU01Q
†)l (QU10Q†)k (169)
= U(ka+lb)(kc+ld) . (170)
Here we have chosen QU10Q† = Uac and QU01Q† = Ubd.
In addition we disregard appropriate phase factors eipid δ with
δ ∈ N2d, since they will be irrelevant for our purposes. Up
to these phase factors the Clifford unitary Q permutes a Pauli
operator Ukl to a new element Uk′l′ , which in modular arith-
metic (modulo d) is related to Ukl by the linear transformation(
k′
l′
)
= CQ
(
k
l
)
:=
(
a b
c d
)(
k
l
)
. (171)
This linear transformation needs to be symplectic [44] in order
to truly correspond to a Clifford operation [45]. Symplecticity
of CQ in our single-party case simply reduces to the condition
detCQ = 1 (modulo d). Applying one of these Clifford uni-
taries QA ⊗Q∗A′ to the state EAA′ gives the state
QA ⊗Q∗A′E(QA ⊗Q∗A′)†
=
∑
kl
EklQ
AUAkl(Q
A)†QA ⊗Q∗A′ ×
× |Φ〉AA′〈Φ|
(
QA ⊗Q∗A′
)† (
QAUAkl(Q
A)†
)†
=
∑
k′l′
Ekl |ψk′l′〉AA′〈ψk′l′ | , (172)
where as claimed above any phase factor would cancel out.
Note that the component E00 will remain ’untouched’, since
any symplectic matrix CQ (even over Fd with d non-prime) is
invertible. In the following the Clifford unitaryQ will be cho-
sen uniformly at random from a set of all Clifford unitaries,
where each Q corresponds only to a single CQ (i.e.: fix a
choice of phase factor for each CQ).
By elementary results from group theory it follows, that by
application of the differentC the set of all vectors (k, l)T with
k 6= 0 or l 6= 0 will be mapped onto itself in such a way,
that all vectors will occur equally often. For this let G de-
note the group of symplectic matrices over F2d, that act on the
set X = F2d. Furthermore for x ∈ X let Gx := {gx | g ∈
G} denote the orbit of x under the group action G and let
Gx := {g ∈ G | gx = x} denote the stabilizer of x. From the
stabilizer orbit and Lagrange theorem it follows that for any
finite group G acting on a set X we have |G| = |Gx| |Gx|.
This result can be used to show that each non–trivial element
y ∈ X \ {0} (0 := (00)T ∈ F2d) is obtained |G| times, if the
complete groupG is applied to all elements in X \ {0}. Since
G consists of invertible matrices, it maps the set X \ {0} onto
itself. Moreover any y ∈ X \ {0} is only obtained from el-
ements of its orbit Gy. For a fixed element x ∈ Gy the set
Gxy := {g ∈ G | gx = y} can be rewritten in terms of only
one of its elements g′ (i.e. g′x = y) and the stabilizer Gx as
Gxy = g
′Gx. Thus y is obtained form each of the |Gy| ele-
ments (of its orbit) by |Gx| different matrices. Since for two
elements in the same orbit we have Gx = Gy, any element
y is obtained |Gx| |Gx| = |G| times. Note that in the case of
prime dimension d, the set X is (not only a module but also) a
vector space over the field Fd and one can easily show that for
all x 6= 0 the orbits are the same Gx = X \ {0}. This is due
to the fact, that for each non–trivial vector x one can find a
symplectic (i.e. Fd–invertible) matrix g with the first column
being x (and the second the orthonormal vector x⊥).
A random application of the corresponding Clifford opera-
tions therefore provides a mixing of all components Ekl with
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k 6= 0 or l 6= 0. Thus starting with a CPM E in the form of
a Pauli channel ( Eq. (42)) we can achieve the standard form
in Eq. (50) by uniformly choosing a unitary Q form the set
of Clifford operations and applying Q† before and Q after the
application of the CPM E . In fact the actual set, which the
Clifford operations have to be chosen from in order to achieve
a complete mixing of all the components Ekl with k 6= 0 or
l 6= 0, might even be decreased, as it is illustrated for the qubit
case in Eq. (33). Note that the Clifford operation Q1, Q2 and
Q3 in Eq. (33) correspond to the three symplectic matrices
C1 =
(
1 1
0 1
)
, C2 =
(
0 1
1 0
)
and C2 =
(
1 0
1 1
)
.
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