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Abstract
Rectangular quantum wells have long dominated the landscape of layered nanostructures. They
exhibit a rich variety of physics and can be reliably grown with techniques such as molecular beam epitaxy.
Rectangular wells represent only a fraction of the possible design space, however: much less explored
have been alternative structures with continuously varying potential proles. This is not for want of
applications. Parabolic quantum wells (PQWs), wells with a quadratically varying prole, have been
recently identied as a potential key ingredient for terahertz (THz) polaritonic devices. The development
of THz devices remains an important challenge with myriad applications that are only just beginning to be
unlocked. We aim toward this important challenge by developing THz polaritonics based on PQW active
regions, bringing to bear the fascinating physics of polariton quasiparticles – part light, part matter – and
one of the most ubiquitous elements in physics, the harmonic oscillator.
Using non-square quantum wells comes with challenges, however. Growing these structures with
molecular beam epitaxy requires time-varying ux from the eusion cells, which is dicult to produce
reliably due to the slow thermal response of the cells. While this problem can sometimes be bypassed
through the use of digital alloys, there are limits on the quality of material that can be produced in
this way. We develop an approach for growing smoothly graded quantum wells with molecular beam
epitaxy, compensating for the eusion cell’s thermal behaviour via a simple linear dynamical model.
We further provide an iterative scheme to correct for any lingering errors. With this technique, we
demonstrate the ability to grow smoothly graded Alx Ga1 –x As PQWs for THz polaritonics, with a root-
mean-square Al composition (x) error of just ±0.0018. This accuracy is achieved at the standard growth
rates (0.15–0.25 nm/s) necessary for thick structures of several micrometres or more. The approach is
quite generally applicable beyond Alx Ga1 –x As PQWs, and could be used for othermaterials or composition
proles, or for other situations where precise time-dependent ux control is required.
We further study the properties of continuously graded Alx Ga1 –x As PQWs grown in this manner,
both theoretically and experimentally. Theoretically, we pull together existing work in the literature to
build a numerical semiclassical model of quantum well absorption, which includes the multi-subband
plasmonic interactions that appear at the doping levels required for THz polaritonics. This, combined
with electromagnetic modelling allows us to study the design aspects of THz quantum wells relevant to
polaritonic devices. We explore the possibility of studies on polariton-polariton scattering, and examine
the quality of quantum well active region necessary for such studies. We further explore the possibility of
new active region designs incorporating half parabolic quantum wells.
Experimentally, we probe PQWs grown with the continuous grading method, using reection mea-
surements in a metal-insulator-metal cavity and absorption measurements in a multipass geometry. We
demonstrate robust oscillation at 2.1 THz and 3 THz for structures containing 8, 18, and 54 PQWs. Ab-
sorption at room temperature is achieved, which is as expected from a parabolic potential but would
typically be impossible with square quantum wells in the THz. Linewidths below 12 % of the central
frequency are obtained up to 150 K in two of the samples, with a very small 3.9 % linewidth obtained in one
sample at 4 K. Furthermore, we show that the system correctly displays an absence of nonlinearity despite
electron-electron interactions – analogous to the Kohn theorem. The high quality of these structures
already opens up several new experimental vistas.
iv
Acknowledgements
First and foremost, I would like to thank my supervisor, Prof. Zbig Wasilewski. Your support, guidance,
and experience have been invaluable during my time in Waterloo. I am inspired by your curiosity and
passion for science, and I have always been struck by your ability to remain calm in the face of challenges
and setbacks. I truly hope that I can carry some piece of that forward.
I would like to thank Profs. Gottfried Strasser, Rob Hill, Na Young Kim and Dayan Ban for the time
they’ve dedicated to serving as my committee members. I would especially like to thank Prof. Kim and
her post-doc Dr. Taehyun Yoon for their work on the photoluminescence excitation measurements in this
thesis. Thanks to both Prof. Kim and Prof. Ban for many good discussions and collaborations over the
years.
I would like to thank Dr. Wojtek Pasek for his tireless eorts in plasmonmodelling, and for his patience
in guiding us experimentalists through the dark jungles of k · p theory.
I would like to thank the folks at the Centre for Nanoscience and Nanotechnology in Paris – particularly
Dr. Raaele Colombelli, Dr. Jean-Michel Manceau and soon-to-be-Dr. Paul Goulain – who were kind
enough to host me there for several trips and who were heavily involved in the many of the designs and
experiments presented throughout this thesis. I certainly could not have done this on my own, and it was
a pleasure to work with all of you.
I should also thank the folks at École normale supérieure, with particular thanks to Jacques Hawecker
who not only helped us with time domain spectroscopy measurements, but who kindly lent me his guitar
while I stayed in Paris.
I feel I must give special thanks to my dog, Sterling, who has frequently encouraged me to take breaks
from writing my thesis to play and go on walks. She is always selessly looking out for my mental well-
being.
More seriously though, I would like to thank my parents, who always encouraged my sense of curiosity.
And I would like to thank all of my colleagues and friends and family who have supported me both in my
work and in my life outside of research. I started listing your names, but there are just far too many of you.
Believe me that each one of you has made a lasting impact. Doing a PhD is no easy task, and life has a
way of surprising us with diculties and trials. Many of you have helped me through the dicult times:
probably more than you realize. This – my whole life in the last ve and a half years in Waterloo – really
wouldn’t have been possible without you.
v
Table of Contents
List of Figures ix
List of Abbreviations xvi
1 Overview 1
2 Background: a short survey of THz devices 3
2.1 Applications of THz devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.1 THz communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.2 Quantum information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.3 THz imaging and spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Challenges in THz devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Broadband THz sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3.1 Photoconductive antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3.2 Optical rectiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Continuous wave sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4.1 Photomixers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4.2 Dierence frequency generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4.3 Gas lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4.4 P-type germanium lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.5 Microwave multiplication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.6 Backwards wave oscillators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.7 Free electron lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4.8 Quantum cascade lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Final observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 Background: exciton polariton lasers 12
3.1 What are polaritons? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.1 Quasiparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.2 Exciton polaritons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Exciton polariton condensation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Exciton polariton lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Exciton polaritons in the THz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
vi
4 THz devices with intersubband polaritons 20
4.1 The active region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 The photon cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Strong coupling with MIM cavities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4 Stimulated scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.5 Pumping to create polaritons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5.1 Electrical injection and the dark plasmon problem . . . . . . . . . . . . . . . . . . . . . 31
4.5.2 Optical pumping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.6 Final comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5 Modelling intersubband absorption in quantumwells 33
5.1 Schrödinger-Poisson modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.1.1 Self-consistent solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.1.2 Some example calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.1.3 Subband non-parabolicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.2 Multisubband plasmons: introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3 Multisubband plasmons: the quantummodel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.4 Multisubband plasmons: the semiclassical model . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.4.1 The non-local susceptibility tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.4.2 Solving for the electromagnetic elds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.4.3 Eective permittivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.5 Absorption coecient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.6 Absorption linewidths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.7 Why parabolic quantum wells? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.8 Some real-world considerations in active region design . . . . . . . . . . . . . . . . . . . . . . 53
6 Molecular beam epitaxy: some fundamentals 54
6.1 The relationship between growth rate and ux . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.2 Producing atomic ux with an eusion cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.3 Measuring ux with an ion gauge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.4 Analytical inverse of the ux equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.5 A typical ux calibration procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.6 Diculties in dening cell temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7 Graded alloy growth withmolecular beam epitaxy 65
7.1 Introduction and background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.2 Converting composition to ux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.3 MBE growth with linear dynamical modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.4 Transfer function of the Al cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.5 Shutter transient compensation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.6 Mock growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.7 Iterative improvement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.8 Characterization with X-ray diractometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.9 Characterization via reectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
vii
8 Room temperature absorption with PQWs 80
8.1 THz absorption in parabolic quantum wells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.2 Modelling the absorption results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.3 Photoluminescence excitation on undoped samples . . . . . . . . . . . . . . . . . . . . . . . . 86
8.4 Preliminary strong coupling measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.5 Improved parabolic well samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
8.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
9 Half parabolic quantumwells 92
9.1 Design challenges for half parabolic wells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
9.2 Bulk doped half parabolic wells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
9.3 Shied half parabolic wells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94




A Electromagnetic derivations for the semiclassical model 111
A.1 Electromagnetic elds in the quantum well region . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.2 A general solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.3 Solving for the F coecients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.4 Eective permittivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
B Supplemental material onmolecular beam epitaxy 118
B.1 Flux calibration coecients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
B.2 Some useful approximations for the ux equations . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.2.1 Small temperature changes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.2.2 Eliminating square roots of temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
B.2.3 Approximation for temperature oset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
B.3 Finding the transfer function with Bode plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
C Mathematical model of multipass absorption 126
C.1 The single-pass reection coecient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
C.2 Multipass absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
C.3 The absorption coecient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
C.4 Integrated absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131




3.1 An example structure for creating exciton-polaritons. This is a planar structure which could
be grown, for example, with molecular beam epitaxy in III/V semiconductors. Dielectric
mirrors – alternating λ/4 sections of materials with dierent refractive indices – form the
cavity and conne the light. By varying the cavity thickness, the resonant frequency of
the photon modes can be tuned to the exciton energy. Quantum wells at the centre place
excitons at the location of the highest electric eld strength. . . . . . . . . . . . . . . . . . . . 15
3.2 A qualitative picture of polariton dispersion and mixing (scales are in arbitrary units). On
the x axis we have the in-plane wave vector, k‖, for the layered structure. The dashed lines
show the bare (non-interacting) cavity photon and exciton dispersions. Note that the exciton
dispersion appears at because its eective mass is many orders of magnitude smaller than
the photon eective mass [25], and we are only looking at a small section of the Brillouin
zone near k‖ = 0. The solid lines show the upper- and lower-polariton dispersion. The
colour indicates the mixing fraction – how photon-like or exciton-like the polariton is. Near
k‖ = 0 there is strong mixing, while at higher k values lower-polaritons are essentially just
excitons and the upper-polaritons are essentially just photons. Maximal mixing (50:50)
occurs at the crossover between the exciton and photon dispersions. . . . . . . . . . . . . . 15
4.1 3D example of a metal-insulator-metal (MIM) cavity section. (The cutaways on the bottom
le would not be present in an actual device. They are just to show the dierent layers.)
There are four layers, from top to bottom: the patterned metal (usually Ti/Au) with slits cut
out, the active region, an unpatternedmetal layer, and the substrate. The active region itself
will typically comprise many layers, e.g. in the form of doped quantum wells. For terahertz
(THz) frequencies, the thickness of the active region is typically up to approx. 10µm, which
is around the maximum thickness that can be feasibly grown with molecular beam epitaxy
(MBE). The periodicity of the slits is tens of µm, meaning that the metal can be patterned
using optical lithography. In reality, the total extent of the slits may be several millimetres
in each direction – much larger than what is shown here. . . . . . . . . . . . . . . . . . . . . . 23
ix
4.2 Plots of simulated reectivity of the MIM cavity described in the text as a function of
frequency and in-plane wave vector of the incoming light. (In-plane being perpendicular to
the growth direction.) The in-plane wave vector is given in units of the grating’s Brillouin
zone, π/Λ, where Λ = 36µm is the grating period. Note that there is a forbidden zone in





>ω/c regardless of the incidence angle θ . Panel (a): The bare cavity dispersion,
with the quantum well (QW) doping set to zero (or,ωP = 0). The mode corresponding to the
blue and white circle is plotted in Fig. 4.3. Panels (b)–(d): The reectivity with the doped
QWs present, for dierent linewidths, γ, of the QW transition. The linewidth is measured
as a percentage of the centre absorption frequency,ω0. The intersubband (ISB) absorption
frequency is plotted as a dashed black line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3 The growth-direction component of the electric eld E for the 3.04 THz mode of the bare
MIM cavity at θ = 30° (corresponding to the blue and white circle in Fig. 4.2). z is the growth
direction, and x is the in-planepositionperpendicular to the strips. Thewhite regions are the
gold layers that form the cavity (the top strips are oriented in the y direction, into the page).
Note that the electric eld is Bloch-periodic, meaning that it satises E(x +Λ) = eik‖ΛE(x).
(We are assuming that a large number of strips is present, forming a photonic crystal.) . . 27
4.4 A repeat of Fig. 4.2(b), with a possible polariton-polariton scattering interaction shown.
Two polaritons at the same energy and momentum scatter o each other to create one
low energy and one high energy polariton. Energy and momentum are both conserved, as
shown by the dashed rectangles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.1 Calculated wavefunctions and subband dispersions for two dierent QW systems. Top
panels: a square GaAs QW, 32.8 nm wide, with Al0.20Ga0.80As barriers. Bottom panels: a
parabolic quantum well (PQW) in smoothly-graded Alx Ga1 –x As with 0.02≤ x ≤ 0.20. The
width of the PQW is 92.5 nm, up to its truncation at an Al0.20Ga0.80As barrier. In both cases,
periodic boundary conditions are assumed with a periodicity of 110 nm. Both wells are
lightly delta-doped in the centre of the barrier at 1× 109 cm−2. (At this level, the Poisson
eects are negligible.) The calculation is performed at 300 K. Le panels: the conduction
band edge (black) and wavefunctions (purple), as calculated by Schrödinger-Poisson simu-
lations with nextnano++. The vertical scale of the wavefunctions is arbitrary, but they are
oset by their corresponding energies. Right panels: the subband dispersions (black) as a
function of in-plane wave number, k‖. The relative level occupation as a function of k‖ is
shown for each subband by the height of the purple lled regions. In all cases, energy is
measured relative to the Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.2 Envelope wavefunctions for the same QW systems as Fig. 5.1, but modulation doped at
3× 1011 cm−2 per well. These are calculated self-consistently (i.e., including the Hartree
potential)with the Schrödinger-Poissonmethod at300 K. Lepanels: the squareQWsystem.
Right panels: the PQW system. Toppanels: the conduction band edge (black, solid) and the
wavefunctions (purple). Energy is measured relative to the Fermi level, and wavefunctions
are oset according to their subband minima. For reference, the undoped conduction band
edge is plotted (grey, dotted). The undoped conduction band edge is shied so that it lines
up with the top of the doped conduction band edge. Bottom panels: Electron and Si donor
densities. The electron densities are calculated in the self-consistent method. The donor
density is a 2D delta density which has been smeared using an asymmetric exponential
function to approximate the eect of Si segregation during growth [93]. . . . . . . . . . . . . 37
x
5.3 Subband dispersions for an undoped PQW with a 3 THz transition frequency, calculated
using dierent methods. Only a few arbitrary subbands are highlighted and the rest are
faded for clarity. Blue: the subband minima are calculated by nextnano++ in eective
mass mode. These are extrapolated into subbands by using a weighted average of the
eective mass in the well (which depends on composition) [76]. The weighting function in
the average is the probability density |ψn(z)|
2. Black: the entire dispersions are calculated
by nextnano++ using its 8-band k · p mode. (Note that for this model, the spin degeneracy is
lied, and each subband is actually split into two. However, the dispersions are so close
together that the dierence cannot be seen in this plot.) Red: the dispersions are calculated
using the 3-band k · p approach described in the text. . . . . . . . . . . . . . . . . . . . . . . . 38
5.4 Absorption spectra (as dened in Sec. 5.5) for a square QW system (le) versus a PQW
system (right). These are the same well systems described in Fig. 5.1, which are designed
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As the title suggests, in this thesis we will explore the growth of continuously graded quantum wells in
the context of terahertz (THz) polariton devices. We will study parabolic and half-parabolic quantum
wells (QWs) from several perspectives, including theoretical modelling, molecular beam epitaxy (MBE)
growth, and characterization through absorption and reection spectroscopy. Overall, our goal will be to
gain a better understanding of the active regions used in THz polaritonics, and to develop techniques for
improving their performance.
In the rst section of the thesis, we will begin with motivation and background. Ch. 2 will explore
why it is still important to develop THz photonic devices, surveying some potential applications and
remaining challenges. Ch. 3 will then lay the foundation for polaritonic devices in general by looking at
exciton-polariton lasers, which have received much attention in the optical and infrared (IR) frequencies.
Aer our brief background in THz and polaritons, wewill combine the two in Ch. 4 to explore the design
of THz polariton devices. We will see some of the challenges on the road towards THz polaritonics, and we
will examine dispersive metal-insulator-metal (MIM) cavities (Chs. 4.2 and 4.3) as a potential platform on
which to address some of these challenges – particularly those related to polariton scattering. In Ch. 4.3 we
will see that, for such studies, the quality of the QW active region turns out to be a key ingredient. I should
note here that the conceptual work in Ch. 4 was done in collaboration with Dr. Raaele Colombelli’s group
at the University of Paris-Saclay, employing the Matlab code they developed for simulating MIM cavities.
In Ch. 5, we will take a closer look at modelling QW active regions. At the doping levels required for
polariton devices, modelling these wells is a non-trivial matter involving interactions between several
intersubband transitions, which can give rise to so-called multisubband plasmon modes. While much
of the theory of these modes has been established already in recent years, there are no “out of the box”
numerical codes available. Thus, to design the structures studied in this thesis, it has been critical to
implement these theories in soware. We have done this by piecing together existing soware andmodels
from the literature, additionally oering some clarications and small extensions which are relevant to
the particular problems studied herein. We explore both quantum (Ch. 5.3) and semiclassical models
(Ch. 5.4) for multisubband plasmons. We also point to some weaknesses in the existing theories which
will need to be addressed moving forward. Some of the modelling eort in Ch. 5 was born of discussions
with Dr. Wojciech Pasek, and he has done signicant work (not presented in this thesis) in the direction of
addressing the aforementioned weaknesses.
Finally, once the theory is developed, we end Ch. 5 by studying several QW designs for THz polariton
active regions (Ch. 5.7). We explore the behaviour of square QWs and parabolic quantum wells (PQWs)
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including the eects of plasmon-plasmon interactions at high doping, and we see why PQWs are preferable
to square QWs for THz polaritonics. This, combined with observation of Ch. 4.3 that small linewidths are
important for scattering-based devices, motivates us to turn our attention to the growth of high-quality
PQWs.
Our study of PQW growth begins with some fundamental aspects of MBE in Ch. 6, especially regarding
ux calibrations. While these techniques may not be new, they have not always been consistently applied
throughout the MBE community, and are worth examining more closely. We will take the opportunity to
clarify and justify certain approximations that are oen taken for granted.
In Ch. 7 we develop a new MBE technique for growing continuously graded alloys, which we will
eventually use to grow PQWs. Graded alloys are not new in MBE, but it has remained dicult to obtain
very precise control over time-varying cell uxes – particularly if one is trying to grow at the fast growth
rates required for thick structures. We develop (Chs. 7.1–7.5) and test (Chs. 7.6, 7.8 ,and 7.9) an approach for
modelling eusion cell dynamics, which can be used to achieve precise compositional control at standard
growth rates. We also provide an iterative correction scheme (Ch. 7.7) which can be used to compensate
for weaknesses in our eusion cell model if extra precision is required. Although we focus on varying Al
uxes for Alx Ga1 –x As growths, the technique should be quite generally applicable.
In Ch. 8, we use our MBE technique to grow THz PQWs, designed for use in polaritonic devices. We
examine their absorption properties, knowing as we do from Ch. 4.3 that it is important to have active
regions with small absorption linewidths. We demonstrate (Chs. 8.1 and 8.2) continuously graded THz
PQWs with very small linewidths, as low as 3.9 % of the absorption centre frequency. I should note that
the eorts in this chapter were done in close collaboration with Dr. Colombelli’s group, who performed
many of the absorption and reection measurements, as well as the MIM cavity fabrications. We also
make use of photoluminescence excitation (PLE) measurements (Ch. 8.3) that were performed by Dr. Na
Young Kim and Dr. Taehyun Yoon, and were analyzed by Dr. Wojciech Pasek. This demonstration in
Ch. 8 of high-quality absorption in continuously graded PQWs already represents a step forward in active
regions for THz polaritonics. At minimum, this should simplify experimental setups by loosening the
requirements for low temperature and eliminating the need for liquid helium.
Finally, in Ch. 9, we look forward towards possible alternatives to PQWs, which would allow for more
exibility in the active region design for THz devices. In particular, we examine whether half parabolic
quantum wells (HPQWs) can provide high-quality THz absorption resonances. Using the models of Ch. 5,
we nd (Ch. 9.1) that HPQWs in their basic form are not expected to perform well at room temperature,
particularly with the doping levels required for polaritonics. However, we show (Chs. 9.2 and 9.3) that good
performance should be recoverable if the composition prole is modied to a slightly shied parabola.
We grow these shied HPQWs samples using our continuous alloy growth technique and demonstrate
preliminary absorption results (Ch. 9.4). Work is still needed in this regard, but HPQWs with a correction
to the composition prole could form the basis for interesting new active regions in THz polaritonics.
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Chapter 2
Background: a short survey of THz
devices
Let us begin with some background on terahertz (THz) devices. The THz range of the spectrum (∼ 0.3–
10THz) has been historically underdeveloped. These frequencies are particularly challenging, being too
high for standard microwave engineering techniques and too low to be addressed by the semiconductor
bandgap engineering used in standard optical devices. Because of this, while microwave and optical
sources enjoyed enormous growth through the 20th century, THz sources tended to remain bulky and
expensive. Over the last few decades, there has been an explosion of development, with an eye towards
numerous applications that arise as THz devices become smaller and cheaper.
In this chapter, we survey the landscape of THz devices, looking at some of their potential applications
and current status. The goal here is not to perform an exhaustive review of THz devices, but simply to
provide some context and motivation for the later discussion of strong-coupled devices in the THz.
2.1 Applications of THz devices
The recent interest in THz devices has been largely driven by the promise of practical applications in a
wide range of sectors. Many review articles and books have already discussed these applications in detail,
e.g., Refs. [1–4]. Here we will take a brief look at three classes of applications: (1) THz communications, (2)
quantum information, and (3) THz imaging and spectroscopy.
2.1.1 THz communications
See, e.g., Refs. [1, 5] for further discussion.
Wireless communications are an integral part of the modern world, especially as cell phones are in-
creasingly used for internet connectivity, and more and more devices and appliances come with Wi-Fi.
As these technologies grow, so too does the demand for more wireless bandwidth. Not only are more
devices being used at the same time, but there is an ever-increasing demand for faster data transfer rates.
More bandwidth almost inevitably means higher carrier frequencies. To date, most widely-employed
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technologies reside in the low GHz range or lower. With millimetre wave technology in the 10s of GHz
already being explored, e.g., for 5G communication, it is natural to see the THz as one of the key frontiers
for future communication networks. From a bandwidth perspective alone, THz will be necessary if we
want to achieve wireless transfer rates in the 100 Gbit s−1 range.
One important challenge with THz communication is absorption in the atmosphere (particularly in
moist air), which tends to increase at higher frequencies. This may set some constraints on how the
technology can be used in practice, but nevertheless there are promising applications over the entire THz
spectrum:
• long range (1–10 km) communication at 100–150 GHz,
• medium range (0.1–1 km) communication below 350GHz,
• indoor communication (10–100 m) below 500GHz, plus two windows between 600 GHz and 1 THz,
and
• near-eld communications (< 10m) above 1 THz.
The continued development of devices in these frequency ranges will therefore be important for the next
generations of communications devices. Features such as compactness and eciency are, of course,
desirable for widespread applicability, but so are fast switching rates and high coherence. Sucient
power to overcome atmospheric absorption is also important – something which has traditionally been
challenging in compact THz sources.
2.1.2 Quantum information
Quantum informationhas seen an enormous amount of development in the last fewdecades, with promises
such as better data encryption and exponential speedups for certain computing problems. There are many
challenges in this eld, but from the perspective of photonics some of the hardest challenges involve
creating “quantum” states of light, such as single photons or entangled photon pairs. Single photons,
for example, are a crucial component of quantum key distribution, where unintentional generation of
multiple photons can undermine the security of the system. Much progress has beenmade in this direction
(e.g., [6–8]), but new sources of single-photons or entangled-photon sources are still of great interest at any
frequency – THz included. As will be discussed later, THz polaritons may be particularly interesting from
this perspective, due to the presence of vacuum state photons in the ultra-strong coupling regime [9].
2.1.3 THz imaging and spectroscopy
See, e.g., Refs. [1], [2] (Ch. 7), [4], and [10] for further discussions.
THz spectroscopy and imaging covers perhaps the broadest range of applications. Loosely speaking, the
common thread in these applications is to probe a system with THz light and study how it reacts.
One reason this is such a fruitful research area is that many materials and systems have unique
signatures in the THz frequencies. In medical research, for example, the THz can be useful for studying
behaviours of biological molecules and drugs, such as their intermolecular vibrations. In atmospheric
science and astronomy, THz systems can be tuned to detect certain gas species. In security applications,
the THz can penetrate through packaging (while being safer than X-ray) to detect illicit materials such as
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narcotics and explosives, which have unique signatures in the THz. These applications are already being
developed and deployed, typically employing continuous-wave THz sources to probe the frequencies
specic to a given material.
THz spectroscopy is certainly not limited to single-frequencies, though, as THz time-domain spec-
troscopy (TDS) allows for the study of ultra-fast processes via picosecond-scale pulses. THz TDS becomes a
powerful tool for condensed matter research, where many scattering processes take place on picosecond
timescales, and can be excited by electromagnetic waves. Evenmore sophisticatedmethods can be created
by combining THz TDS with other techniques; for example, its combination with scanning tunnelling
microscopy (STM) allows for “movies” with nanometre spatial resolution and picosecond temporal resolu-
tion [11]. There are applications outside the research lab as well – for example, local Waterloo company
TeTechS is employing THz TDS to measure the wall thickness of plastic bottles on production lines.
2.2 Challenges in THz devices
Although many of the applications above have started to be implemented as THz technology development
has accelerated in the last few decades, many challenges and limitations still remain. Here, we will focus
on THz sources (rather than detectors) in particular. Even with sources, the challenges are certainly not
universal, as each application comes with its own unique demands on device performance. Nevertheless,
some general features which are oen desirable in THz sources include
• high power output,
• high eciency,
• coherence,
• tunability and/or good coverage of the THz range,
• room temperature operation,
• compactness, and
• low cost.
For broadband time-domain sources, we would typically want a large bandwidth or, equivalently, a sharp
temporal resolution. For continuous wave sources, we would typically want a sharp frequency domain
prole, and tunability may be important.
Many of these features have been challenging to achieve in the THz – much more so than in other,
more well-developed spectral regions. It remains especially dicult to create versatile sources which
cover many of these features at once. For example, one might have a high-power source which is too bulky
and expensive for bench top applications in a laboratory. Nevertheless, many types of THz sources are
actively under study, and are improving every year.
In the remainder of this chapter, wewill survey some key approaches to generating THz light, discuss at
a high level how they work, and provide some discussion of their current strengths and weaknesses. Again,
this will not be an exhaustive survey, and the strengths and weaknesses of devices are always changing
rapidly as new advances are made. Nevertheless, this will give us a small appreciation for the challenges in
THz device design and will provide some context for our later discussion of THz intersubband polaritons.
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2.3 Broadband THz sources
With broadband THz sources, the goal is typically to produce a short, high-power burst of THz radiation.
By denition, this pulse is short-lived in the time-domain (on the scale of picoseconds), and therefore has
a large bandwidth in the frequency domain. Currently, two prominent classes of broadband sources are
photoconductive antennas and optical rectiers.
2.3.1 Photoconductive antennas
Very roughly, a photoconductive antenna converts a narrowband optical pulse into a broadband THz
pulse. An ultra-short burst of high-frequency light is shined onto an active material attached to an antenna.
This light generates electron-hole pairs, which are then swept away by an applied bias voltage, creating a
current in the antenna. This current, in turn, radiates THz light. (For a more thorough description see,
e.g., Ch. 3.2 of [2]. This chapter is the source for the results below.)
To operate a photoconductive antenna, we rst need a source of ultra-short high-frequency pulses.
Fortunately, this is relatively easy to accomplish with, e.g., a Ti:sapphire laser, which can produce pulses
of 800 nm light as short as 10–100 fs. These pulses might typically be of a few milliwatts.
Unfortunately, photoconductive antennas are not very ecient at converting this pulse into THz light.
Typically, the THz output is on the order of a few microwatts, corresponding to a conversion eciency
on the order of 0.1 %. The overall device eciency will be even worse than this, aer accounting for
the eciency of the input laser, and losses due to dark current. The power level of a few microwatts is
not huge, and it is primarily controlled by the applied bias voltage. More voltage means more output
power, but too much voltage will destroy the device. The existing power levels can already be sucient for
spectroscopy applications, but there is always a push for more power to give better signal-to-noise ratios.
Another important property of photoconductive antennas is their bandwidth. (For time-domain spec-
troscopy, higher bandwidth means better temporal resolution.) Photoconductive antennas are typically
able to achieve pulses with bandwidth of a few THz, covering most of the THz range. Photoconductive
antennas also operate at room temperature, and they can be fabricated by standard techniques for semi-
conductor devices. The photoconductive antennas themselves are quite compact, but they require an
external source to supply ultra-fast optical pulses, and this source may be bulky.
2.3.2 Optical rectiers
Optical rectiers are similar to photoconductive antennas in that an ultra-short optical pulse is converted
into a THz pulse. However, the underlying mechanism is slightly dierent. Optical rectiers rely on
non-linear materials with multi-photon scattering processes. Higher-order eects allow one high-energy
input photon to be converted into multiple low-energy output photons.
The key dierence compared to a photoconductive antenna is that optical rectiers do not require
a high bias voltage. This is good, since breakdown due to the bias voltage is what limits the power
output of photoconductive antennas. This allows optical rectiers to obtain much higher power levels –
limited instead by the available power of the optical input source, and the amount of input power that
the nonlinear material can handle before breakdown. On the other hand, optical rectication relies on
second-order scattering processes, so the conversion eciency will typically be quite poor – even worse
than photoconductive antennas. A typical value conversion eciency value is ∼0.01 % [2]. (And again,
this does not include losses in the input source and other optical components.) As with photoconductive
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antennas, optical rectiers require a combination of sources and components, meaning that they do not
tend to be especially compact.
2.4 Continuous wave sources
An ideal continuous wave source would produce a pure sine wave in the electromagnetic eld. In practice,
this means a signal which is sharply-peaked in the frequency domain and long-lived in the time domain
(long enough to include many oscillation periods which all have the same amplitude and frequency). This
sort of source is useful for certain imaging and spectroscopy applications, as well as for fundamental
science experiments where a well-dened frequency/energy is required. There are numerous continuous-
wave THz sources, some of the most popular of which are discussed below.
2.4.1 Photomixers
A photomixer is essentially the continuous wave version of a photoconductive antenna (Section 2.3.1).
Again, we have an active region attached to an antenna with a bias voltage applied. However, in this case,
we shine two continuous beams of light at slightly dierent frequenciesω1,ω2, such that the dierence
frequency ω2 −ω1 lies in the THz range. Essentially, these two input beams will interfere with each
other, resulting in a THz beat frequency. This generates a current in the photoconductive antenna which
oscillates at the beat frequency, generating a continuous THz wave.
The properties of these devices will be similar to the photoconductive antennas used to generate
broadband pulses. Low power output is a key disadvantage of this method, with good values being on
the order 1–10µW in the upper end of the THz range ∼1–3 THz [1]. Conversion eciency is even worse in
continuous wave mode versus broadband pulse mode, on the order of 10−5 or 10−6. Both the power and
eciency drop o sharply as the emission frequency increases. One advantage of these devices, though, is
that they can be easily tuned by changing the input optical frequenciesω1,ω2 (and tunable optical lasers
are readily available). There is just a small trade-o here, in that the broadband antennas required for
wide tunability will tend to give even weaker power output.
2.4.2 Dierence frequency generation
Just as a photomixer is the continuous wave version of a photoconductive antenna, dierence frequency
generation is essentially the continuous wave version of optical rectication. Two input beams at optical
frequenciesω1,ω2 are shined on a non-linear crystal to produce a THz beam of frequencyω2 −ω1.
As with optical rectication, this process is able to supply large power outputs at room temperature, on
the order of 1 W. This is better than almost any other THz source. However, the conversion eciencies are
quite poor (again, because it relies on second-order photon scattering processes), and the overall device
eciency will be even worse. Further, these devices are table-top size, and not especially compact. These
devices are widely tunable over the entire THz range, requiring just a tunable optical source. On the other
hand, the output coherence is not particularly good and the bandwidth is not especially narrow.
2.4.3 Gas lasers
Gas lasers were one of the earliest type of lasers. A gas is conned in an optical cavity and pumped either
electrically or optically. It can then lase, at a frequency which depends on the atomic transitions of the
7
particular gas being used. Certain gases will lase in the THz range, yielding power outputs of∼10–100 mW
[2]. There are a number of downsides to these devices though. For one thing, they are poorly-tunable, and
it is not possible to design the laser to operate at any desired frequency – only specic frequencies can be
obtained, depending on the gases available. Also, the eciency does not tend to be good (on the order of
0.1 % [12]), and cooling is required to deal with the excess heat generated. Gas lasers further tend to be
bench-scale systems which are not particularly compact.
2.4.4 P-type germanium lasers
P-type germanium lasers are able to achieve broadly-tunable THz output with high power outputs greater
than 1 W. The catch is that their operation relies on Landau levels, which means that they require strong
applied magnetic elds ∼1 T, as well as cryogenic cooling. While the devices themselves can be quite
small, these requirements make it dicult to produce a complete package that is compact and ecient.
2.4.5 Microwave multiplication
Borrowing from microwave techniques, it’s possible to multiply microwave frequencies using a Gunn
diode or tunnel diode. This can be used to achieve compact, room temperature THz output with a narrow
bandwidth (∆ω/ω∼ 10−6) [2]. The power level drops o as the frequency increases, yielding∼10–100µW
at around 1 THz.
2.4.6 Backwards wave oscillators
Backwards wave oscillators use electrons from a heated cathode to create electromagnetic waves whose
group velocity is in the opposite direction to their phase velocity (backwards waves). The setup works
better in the microwave regime, with power dropping o rapidly as the frequency increases. But, they can
provide widely-tunable output up to ∼1 mW at ∼1 THz. Unfortunately, these are bulky and sophisticated
systems. They require largemagnetic elds∼1 T, high cathode temperatures∼1200 °C, and a high vacuum
∼1× 10−8 Torr [2].
2.4.7 Free electron lasers
Free electron lasers can produce high power light over a huge range of frequencies frommicrowave to
x-ray. In the THz, they can produce tunable pulsed outputs with peak powers in the megawatt range. The
catch is that a free electron laser is a large, expensive facility, requiring a team of people to operate it [2].
2.4.8 Quantum cascade lasers
Quantum cascade lasers (QCLs) are compact solid state lasers which emit in the infrared and THz range.
Typical semiconductor lasers use transitions across the band gap to emit light, but even small band gap
like InAs and InSb have band gaps of several hundred meV, well above the 1–10 meV of THz photons.
So, rather than interband transitions, QCLs use intersubband transitions between the energy levels in
a quantum well, allowing them to emit at lower frequencies like infrared (IR) and THz. QCLs were rst
demonstrated in 1994 [13] in the IR region. Since then, the IR QCLs have seen a great deal of success, with
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high power outputs, good eciencies, and room temperature operation. IR QCLs have even started to
become commercially available.
THz QCLs, on the other hand, have been more challenging. Since their initial demonstration in 2002
[14], one of the biggest challenges has been temperature performance. Intuitively, it is not hard to see
why this might be the case: to emit a THz photon, the spacing between the upper and lower lasing levels
is necessarily on the order of 1–10 meV. On the other hand, at room temperature the thermal energy
is kB T ≈ 26 meV, which is enough to excite electrons to higher energy levels and act against population
inversion. This does not put a fundamental limit on the operating temperatures, but it is nevertheless
believed that thermal excitation at higher temperatures leads to parasitic tunnelling and non-radiative
depopulation mechanisms [15, 16]. And, to make things worse, the lasing process itself tends to make the
active region hotter than the surrounding temperature, meaning that themaximumoperating temperature
is reached even sooner.
To overcome this last problem, QCLs are oen operated in “pulsed” mode, so that less time is spent
lasing. This minimizes the heating of the active region. Note, however, that these “pulses” are still
narrowband pulses, dierent from the broadband pulses used in time-domain spectroscopy. E.g., in [17]
the pulses were 300 ns long, corresponding to 900000 periods of a 3 THz wave. So the pulses will still be
relatively sharp in the frequency domain.
Temperature performance
Using pulsed mode, the current record for highest operating temperature in a THz QCL stood at 200 K [17]
for nearly a decade, only very recently reaching [18] 210 K and then 250 K [15]. These recent achievements
in particular were a milestone, as they allowed the laser to be cooled thermoelectrically rather than
cryogenically, making for much more compact and portable devices. This progress is certainly promising,
but it remains to be seen how easily these new results can be replicated: aside from the active region
design, the molecular beam epitaxy (MBE) growth and device fabrication quality may be important factors
in the temperature performance. If the results can be replicated, then room temperature operation will
be the next big milestone.
Still, it’s worth noting that these record high operating temperatures come at a price. For one thing,
high temperature operation tends to be achieved at “sweet-spot” frequencies around 3–4 THz, and the
maximum operating temperatures are lower at higher or lower THz frequencies [16, 19]. For another
thing, record-high temperature operation typically comes with severely reduced power output. While
the device in Ref. [15] does lase at 250 K, it produces very little power. Only in the range 210–235 K can it
produce the milliwatts of power required for spectroscopy applications. Nevertheless, these new results
are very promising.
Power output
Currently, THz QCLs can achievemaximumpower outputs of around 1 W for pulsed operation and 100 mW
for continuous wave operation [19]. However, again, this sort of power is not achievable at high operating
temperatures – only under cryogenic cooling. At the peak temperatures discussed above, the power
outputs are more like ∼1 mW for pulsed operation [15] and ∼0.1 mW for continuous wave operation [20].
Furthermore, power tends to drop o signicantly with lower-frequency QCLs [21].
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Frequency range and tunability
THz QCLs cover essentially the top end of the THz range from ∼1–5 THz. This can be pushed lower with
strong applied magnetic elds, but that has downsides from the perspective of compactness and eciency.
Also, as noted above, THz QCLs tend to perform better at the higher end of the THz range, near ∼4 THz.
Power outputs, eciencies, and maximum operating temperatures all get worse as the frequency moves
closer to∼1 THz. Tunability is achievable, though still a work in progress. Currently, THz QCLs can achieve
continuous tunability over a range of a few hundred GHz [19].
Eciency and threshold current
Eciency is a bit complicated with QCLs. They tend to have relatively large threshold currents on the
order of 0.1–1 kA/cm2, so a lot of power is wasted before lasing even begins. However, once the lasing
threshold is reached, the dierential eciency may be quite reasonable, with typical values being in the
range of 100 mW/A. Still, the large threshold current means that wall plug eciencies are at best around
1 %. And further, values like 1 % are only attainable at cryogenic temperatures. Since “wall plug eciency”
does not include the cost of cooling the device, the real eciency may be much lower than this. Also,
unsurprisingly from the above discussion, eciencies will tend to be worse at higher temperatures and
lower frequencies.
Beam shape
One challenge with THz QCLs is divergence of the beam. Even in single-mode operation, the beammay
diverge in the far-eld due to the sub-wavelength nature of the device. However, it is possible to reduce
divergence to ∼10°× 10° [22].
Summary
As seen above, theperformanceof state-of-the-artQCLs varies quite a bit dependingonwhich characteristic
is being pursued. For example, while high power is achievable, it is only achievable with cryogenic
operating temperature, and at the high end of the THz range. Similar trade-os apply for the other
characteristics. Still QCLs are arguably one of the most promising sources for the higher-end of the THz
regime. They are under active development, and newmilestones are achieved each year.
Operating temperature has long been one of the most serious challenges for these devices. The very
recent progress has been quite promising, putting thermoelectrically-cooled THz QCLs within reach. Still,
it may be some time before the “holy-grail” is reached: room temperature THz QCLs with enough output
power for applications.
2.5 Final observations
Certainly, much more could be said about these THz sources and the growing eld of THz technology in
general. Many challenges will need to be tackled in the coming decades [4]. The existing THz sources have
already begun to open up many applications, but there is still signicant room for improvement. THz
QCLs are one of the most promising THz emitters, but they are still not as mature as their IR counterparts.
Room temperature operation remains impossible to date, and wall plug eciencies remain low. Much
work remains to create aordable, compact THz sources with signicant output power.
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This sets the stage for the remainder of this thesis, in which we develop techniques related to in-
tersubband polaritons at THz frequencies. While the study of practical THz polaritonic devices is still
in its infancy, these devices exploit the physics of strong light-matter coupling – something which has
not traditionally been applied to optoelectronics. Developing a better understanding of the underlying




Background: exciton polariton lasers
Polariton lasers are a fascinating application of condensed matter physics to the development of practical
devices. Their basic idea is to provide the same thing as a conventional laser – coherent light – but with
distinctly dierent underlying physics. Conventional lasers, although they come in many dierent forms,
typically rely on two of the same key ingredients: population inversion and stimulated emission. In the
active region of a conventional laser, energy is pumped in to excite electrons to higher energy levels –
when enough electrons are excited, this is called population inversion. When photons of an appropriate
frequency are introduced, the electrons undergo stimulated emission, creating more and more photons.
This amplication of light by stimulated emission, usually performed in a resonant electromagnetic cavity,
is the fundamental process that underpins conventional laser action.
Polariton lasers, on the other hand, do not use population inversion or stimulated emission. They
instead rely on a quasiparticle process analogous to Bose-Einstein condensation. Using a dierent underly-
ing approach to generate coherent light – it is believed – may lead to practical advantages such as ultra-low
lasing thresholds. In this chapter we will give an overview of the idea of polaritons in general, and look at
some of the development of polariton lasers in the last few decades. Although the later chapters will focus
on intersubband (ISB) polaritons, this chapter will primarily focus on exciton polaritons, which have been
much more thoroughly studied. They form the foundation on which more recent studies of ISB polaritons
have been built.
3.1 What are polaritons?
Polaritons are quasiparticles which arise from the strong interaction between light and matter. Loosely,
the idea is that when light and matter interact strongly enough, the natural excitations of the system
become mixture states: part light and part matter. This idea can be made more mathematically precise,
and there are several ways to do so, both semiclassical and quantummechanical [23]. Both approaches
are important for calculations and modelling, but the quantummechanical picture is, in some ways, more
intuitive.
In the quantum picture, polaritons arise when the light-matter interaction is too strong to be treated
perturbatively. In most of the situations we encounter in physics and engineering, light-matter interaction
is weak, and we can treat it perturbatively using Fermi’s golden rule. Fermi’s golden rule allows us to
calculate, say, the probability of an atom in free space absorbing a photon in a given timeframe. However,
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we could create situations where the light-matter interaction is much stronger – say, by putting the atom
in a resonant cavity. If the interaction is strong enough, we can no longer apply Fermi’s golden rule, and
we must turn to a more direct method to diagonalize the Hamiltonian. As we will see, the eigenstates of a
such a system turn out to be superpositions of light and matter excitations. These superposition states are
what we call polaritons.
3.1.1 Quasiparticles
More generally, polaritons are a type of quasiparticle, which is awidely useful concept inmodern condensed
matter physics. One of the overall goals of condensed matter physics is to describe large systems of many
interacting quantum particles. Needless to say, this can be an extremely dicult task. The wavefunction
of N spinless interacting particles lives in 3N dimensional space, so the problem grows exponentially
in diculty as more particles are added. The basic idea of quasiparticles is to simplify this problem by
nding a more convenient way of looking at a system. Oen, it turns out that a complicated system of
interacting particles can be re-written as a simpler system of non-interacting quasiparticles. Or, at least, a
system of strongly interacting particles can be re-written as a mathematically equivalent system of weakly
interacting quasiparticles.
The idea of quasiparticles should be familiar to anyone who has studied semiconductor physics,
although perhaps not under the same name – electrons and holes in semiconductors are, in fact, prime
examples of quasiparticles. We know that in reality, a semiconductor is made up of interacting electrons,
protons, and neutrons. In principle, we could model semiconductors directly in terms of these particles,
but this is an incredibly arduous task in practise. Instead, by re-writing the problem in terms of ctitious
“quasi”-particles – holes and conduction electrons – we obtain a much more manageable picture. This
core idea is much more broadly applicable, and there are many other types of quasiparticles in solid state
physics such as phonons, excitons, magnons, plasmons, and – the subject of interest here – polaritons. All
of these are just simpler ways to describe the complicated interactions of the full many-body system. The
key physics of the many-body system is folded into the properties of these particles, such as their eective
mass (or, more generally, dispersion relations) and their interactions with other quasiparticles.
To make this more concrete, we can consider a very simple model of the coupling between two types
of particles, a and b. For the purposes of this discussion, we can assume that a represents photons and
b represents some matter excitation like an exciton or a plasmon. We can imagine a simple interaction
between these types of particles described by the following second-quantized Hamiltonian:







Hereħhωa,ħhωb are the energies of a single photon andmatter excitation, respectively, andħhg is the coupling
energy. a† and b† are the creation operators for photons and matter excitations, respectively. So, if |0〉 is
the vacuum state with no particles, then a† |0〉 will be the state with exactly one photon, and b† |0〉 will be
the state with exactly one exciton (up to normalization). For simplicity, we are assuming here that these
particles can only exist in one possible state, however, the same approach could be extended to include
energy dispersions by summing over the wave vectors, k.
As a starting point, if we take away the coupling term (g = 0), then this Hamiltonian becomes quite
simple: H = ħhωaa†a + ħhωb b† b. Since a†a and b† b are the number operators of photons and matter
excitations respectively, the eigenstates of the Hamiltonian are just states with exactly na photons and nb
matter excitations. These states have energy given by Ena ,nb = naħhωa + nbħhωb. Further, since these states
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are eigenstates of the Hamiltonian, they will be stationary states. Thus, if we start with a specied number
of matter excitations and photons, that will not change. When no interaction is present, matter excitations
won’t be converted into photons or vice-versa.
However, if we turn on the interaction term by setting g 6= 0, things get more interesting. States with
exact numbers ofmatter excitations and photons will no longer be stationary states. Matter excitations can
now be converted into photons and vice-versa, as wemight expect when light-matter interaction is present.
It turns out that in this case the stationary states (eigenstates of the Hamiltonian) will be superpositions of
dierent numbers of matter excitations and photons. This can be shown by dening a new set of creation




It is possible to choose the coecients α±,β±, in just the right way to collapse the interaction Hamiltonian
(3.1) into a diagonal form:
H = ħhω+p†+p+ +ħhω−p
†
−p− (3.3)
(By combining this expression with Eqs. (3.2) and (3.1), it is not too dicult to work out exactly what the
coecients α±,β± and the quasiparticle energies ħhω± must be.) So, by dening new creation operators
which are superpositions of the original creation operators, we have transformed an interacting Hamilto-
nian in to a non-interacting Hamiltonian. The picture of interacting photons and matter excitations has
been transformed into a picture of non-interacting light-matter particles, which we call polaritons. So we
must pay the cost of introducing new types of particles, but there is a clear gain in terms of simplifying
the problem.
In some sense, then, the existence of polaritons can be seen as just a mathematical “trick” – we are
simply switching to a basis in which the Hamiltonian matrix is diagonal. In principle, everything could
be equally well described with the original exciton/photon picture without referring to polaritons at all
– these are just two dierent ways of looking at the same problem. However, quasiparticle pictures like
this one can simplify a problem considerably, making them powerful tools for understanding physical
phenomena.
3.1.2 Exciton polaritons
The above example illustrates the core idea of polaritons – that they are a superposition of a material
excitation and a photon – but there is obviously much more that can be said. To actually create polaritons
in practice, the most popular method has been to use quantum well (QW) excitons in a microcavity. An
example of such a structure is shown in Fig. 3.1. If designed appropriately, this structure will create cavity
photons and QW excitons which are strongly coupled together, as rst demonstrated in 1992 [24].
It is useful to look at the resulting dispersion diagram, an example of which is shown in Fig. 3.2. In the
absence of coupling, the exciton and photon modes can overlap with each other. But, when coupling is
added, there is an anti-crossing behaviour called Rabi splitting. When the photon and exciton energies are
close together and the coupling strength is high, the polariton energies are pushed apart from each other.
In this case, there is also a strong mixing of the modes. The polariton becomes a near-equal superposition
of exciton and photon. So, for example, while the exciton has a very high eective mass (it’s dispersion is
almost at), the lower polariton has a small region of low eective mass inherited from the cavity photon.
Though not captured in the gure, loss is an important mechanism which must be accounted for










Figure 3.1: An example structure for creating exciton-polaritons. This is a planar structure which could be
grown, for example, withmolecular beam epitaxy in III/V semiconductors. Dielectricmirrors – alternating
λ/4 sections ofmaterials with dierent refractive indices – form the cavity and conne the light. By varying
the cavity thickness, the resonant frequency of the photon modes can be tuned to the exciton energy.








Figure 3.2: A qualitative picture of polariton dispersion and mixing (scales are in arbitrary units). On the
x axis we have the in-plane wave vector, k‖, for the layered structure. The dashed lines show the bare
(non-interacting) cavity photon and exciton dispersions. Note that the exciton dispersion appears at
because its eective mass is many orders of magnitude smaller than the photon eective mass [25], and we
are only looking at a small section of the Brillouin zone near k‖ = 0. The solid lines show the upper- and
lower-polariton dispersion. The colour indicates the mixing fraction – how photon-like or exciton-like the
polariton is. Near k‖ = 0 there is strong mixing, while at higher k values lower-polaritons are essentially
just excitons and the upper-polaritons are essentially just photons. Maximal mixing (50:50) occurs at the
crossover between the exciton and photon dispersions.
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nite energy broadening parameters, γa and γb respectively. These arise from, e.g., the lifetime of the
cavity photon before it escapes the cavity, and the decoherence of excitons due to phonon scattering.
These losses are, in fact, what separates strong coupling from weak coupling. If ħhg is the light-matter
coupling energy, then the condition for strong coupling becomes:
g > γa + γb (3.4)
That is, the coupling rate must exceed the decoherence rates of the underlying particles. This can be
derived from the simple model above by including a small imaginary part in the energies of the original
particles – or, see Ref. [25] for a simple derivation using 2× 2 matrices. To achieve strong coupling, then,
it is important to have high-quality cavities and quantum wells to minimize the decoherence rates γa,γb.
Additionally, overlap between the electric eld and the exciton dipole moment should be maximized to
increase g.
So, to summarize, polaritons appear when there is strong coupling between light and matter – strong
enough to overcome the losses present in the system. In that case, the stationary states of the system
become superpositions of light and matter. By treating these superpositions as new particles called
polaritons, we gain a very convenient picture of how light and matter behave in the strong coupling
regime.
There is much more that can be said about exciton polaritons – some of which will be discussed below
– but this gives a very brief introduction. Further introduction can be found in a variety of textbooks [23,
26, 27] and review papers [25, 28–32].
3.2 Exciton polariton condensation
Polaritons have some interesting properties that have led to their intense study over the last few decades.
One thing that particularly caught interest was their utility as a platform for studying phenomena related to
Bose-Einstein condensation. Polaritons are bosons (strictly, composite bosons [33]), as they aremade up of
photons and material excitations which are each bosons themselves. It is well known in statistical physics
that systems of bosons can form Bose-Einstein condensates at low enough temperatures – a phenomenon
in which a signicant fraction of the particles congregate into a single quantum state. Traditionally, Bose-
Einstein condensation is a result of equilibrium thermodynamics, but it turns out that similar processes
can happen out of thermodynamic equilibrium as well. In the context of polaritons, we refer to these
processes as polariton condensation [30].
One thing that makes polaritons so attractive as a platform for studying these phenomena is their
hybrid light-matter nature. Their photon fraction gives them a very small eective mass, which allows
them to condense at relatively high temperatures. Polariton condensation has been observed even at room
temperature [34], while atomic systems can only Bose condense at extremely low cryogenic temperatures
(e.g., early demonstrations [35, 36]). The photon fraction also provides convenient way to probe and
observe polariton condensates – when a polariton decays and emits a photon from the surface of the
sample, the angle and energy of that photon indicate the energy and k of the polariton that emitted it.
The exciton fraction is equally important, as it provides a way for polaritons to interact and “thermalize”
to form a condensate. The small eective mass of photons is useless for condensation if there are no
scattering mechanisms which allow them to reach the ground state within their lifetime. Photons do
not interact with each other, so the only way to get them to thermalize is through interaction with a
material. Creating polaritons is not the only way to do this – for example, it has been shown that photons
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can thermalize via weak interactions with dye molecules [37] – but the strong interaction with excitons
remains a fruitful mechanism for study. The exciton fraction of polaritons supplies them with numerous
scattering mechanisms – polariton-phonon, polariton-polariton, polariton-electron, and others – which
can work together to bring polaritons towards the ground state and build up the presence of a condensate.
A key idea here is the notion of stimulated scattering. Because polaritons are eectively bosons, their
scattering rate towards the ground state is multiplied by (1+ 〈N0〉) where 〈N0〉 is the number of polaritons
occupying the ground state. If there are no polaritons in the ground state (〈N0〉= 0), then any scattering
towards the ground state will happen at its spontaneous scattering rate. However, if there is already a
population of polaritons in the ground state, the scattering rate is enhanced. This can lead to a positive
feedback loop which allows a large buildup of polaritons in the ground state. It is this positive feedback
loop of stimulated scattering which is at the heart of polariton condensate formation.
There has been a signicant amount of experimental work studying these condensates. An exciton
polariton condensate was rst clearly demonstrated in 2006 [38], although there were earlier indications of
stimulated scattering [39]. In the last two decades, there have been many fascinating experiments probing
aspects such as superuidity and vortices – see e.g., [30] and the references therein.
3.3 Exciton polariton lasers
Polariton condensates are already worth studying just from the perspective of fundamental physics. But it
was understood early on that they could also have practical applications through the so-called “polariton
lasing” mechanism [40]. Polaritons, because of their cavity photon fraction, can spontaneously decay to
emit a photon into free space. Importantly, if the polaritons are in a condensate – macroscopically occu-
pying the same quantum state – the light they emit should ideally inherit coherence from the condensate,
producing laser-like light.
This is particularly interesting because no population inversion is required to create a polariton
condensate. Population inversion is a key requirement for conventional lasers. Enough electrons must be
excited into higher energy levels to create a gainmedium via stimulated emission. Creating this population
inversion requires some threshold input power, below which lasing will not occur. Polariton lasers, on the
other hand, only require that the scattering rate towards the ground state exceeds the polariton lifetime.
This can be a much less stringent requirement than population inversion, in theory allowing polariton
lasers to have much lower thresholds than their conventional counterparts.
Development of these devices is still underway, but important steps have beenmade in the last 20 years.
Optically-pumped devices were demonstrated in the mid-2000s, rst at cryogenic temperatures [38] and
later at room temperature [34]. Electrical injection proved more dicult, and was nally demonstrated in
microcavities in 2013 by two separate groups [41, 42]. A report of room-temperature, electrically-injected
polariton lasing followed the next year [43].
Still, challenges remain. Though these devices do provide relatively low thresholds, they are not yet
living up to their theoretical potential, and lower thresholds can be found in photonic crystal quantum dot
lasers [44]. This is attributed to the so-called “bottleneck” eect, where the acoustic phonon scattering
rate decreases near the inection point of the lower-polariton dispersion. At the same time, the photon
fraction increases and the lifetime decreases, so more power is required to overcome the radiative loss of
non-condensed polaritons. Improved cavity qualities and/or optimized scattering mechanisms may be
needed to push thresholds lower.
Another recent focus has been the coherence of the output light, which would be important for a
practical laser device. Many demonstrations of polariton lasing to date have exhibited intensity uctuations
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and somewhat lacklustre phase coherence compared to conventional lasers. Recent eort has gone
towards isolating the reasons for this, and robust second-order coherence has now been shown in an
optically-pumped low-temperature polariton laser [45].
Polariton devices are still in their infancy, but the future looks promising. And, as far as polariton
devices in general go, lasers are just the tip of the iceberg. Many other applications are being explored
such as optical logic gates or polariton quantum simulators. It remains to be seen which of these ideas will
mature, but nevertheless exciton polaritons provide fascinating possibilities to apply condensed matter
theory in the real world.
3.4 Exciton polaritons in the THz
In the remainder of this thesis, we will focus on ISB polaritons, which are particularly well-suited for the
terahertz (THz) and infrared (IR) regions. As we saw in Ch. 2, the THz is an especially interesting frequency
range in which to develop new devices. However, before we turn to ISB polaritons, it is worth noting that
there have been some suggestions for THz lasers based on exciton polaritons. In some sense, exciton
polaritons are a natural choice, because they have underpinned the bulk of the work so far on polariton
condensates and optical polariton lasers. The theoretical and experimental methods are becoming ever
more mature, backed by a signicant body of literature.
Unfortunately, producing THz light with exciton polaritons is not quite as simple as optical light.
They essentially suer from one of the common diculties of building semiconductor THz lasers –
semiconductor bandgaps are just too large. The exciton polariton energy is essentially determined by the
band-gap of the material employed (binding energy aside), which means that their energy will typically
be on the order 1 eV. This is well above the THz regime of ∼0.1–10 meV. So, even in a narrow bandgap
semiconductor like InAs (bandgap ∼354 meV), exciton polaritons will not emit THz photons upon decay.
Because of this, the standard exciton polariton lasing mechanism cannot be used in the THz regime.
To overcome this, proposals for THz emission have oen focused on inter-polariton transitions. For
example, a THz photon can be released when an upper-polariton is converted to a lower-polariton [46],
or when a 2p-exciton is converted into a lower-polariton [47]. A slightly more sophisticated approach
uses dipolaritons [48–50], which are a three-way mixture between a cavity photon, a direct exciton, and
an indirect exciton. Again, though, the idea is to exploit the fact that the energy dierence between two
dierent polariton states can be in the THz regime, even though the polaritons themselves have energies
in the optical or IR regime.
As with optical polariton lasers, the bosonic nature of polaritons provides an advantage here. In
particular, if the nal state is heavily occupied (i.e., a condensate exists), the scattering rate and the
emission rate of THz photons will be enhanced. In the presence of a THz cavity, this could lead to a sort of
double-stimulated emission, with the emission rate enhanced both by the number of THz photons in the
cavity and by the number of polaritons in the nal state. Alternatively, by relying on bosonic stimulation
alone, it’s possible that coherent THz light could be produced without even needing a THz cavity [47].
Of course, there are challenges with these approaches. One challenge is the selection rules, which
prevent, for example, the optical transition from upper- to lower-polariton in symmetric quantum wells.
In the approaches above, these selection rules are carefully avoided with asymmetric quantum well
structures.
A more serious challenge is eciency. In optically pumped systems, even if every exciton polariton
produces one THz photon, the device eciency is immediately limited to ∼1 % at best, as a ∼1 eV exciton
polariton must be created for each THz photon (∼10 meV). Some attempts have been made to push the
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conversion eciency above unity, for example by using a cascade of transitions between equally-spaced
polariton states in a parabolic quantum well [51–54]. This could improve the conversion eciency by a
factor of 10 or so (the number of levels in a parabolic well is limited by the materials used). However, in
practice the conversion eciency is still limited to well below unity as THz emission competes with optical
emission and non-radiative scattering processes. Even under optimal congurations where non-radiative
scattering is negligible, it may still require more than 1000 exciton polaritons to produce a single THz
photon [55]. These factors alone are likely to push the device eciency well below ∼10−5.
Finally, it is worth noting that these devices are still in the very early stages of their development. The
papers cited above, as well as the eciency values quoted, are all theoretical. It remains to be seen what
challenges will appear when implementing these devices in practice.
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Chapter 4
THz devices with intersubband polaritons
InChapter 3, we introduced thenotionof polaritons andpolariton condensates. Our discussiondrewmostly
from research on exciton polaritons, which have received the most intense study. However, polaritons
need not be based on excitons – they can in principle be formed from any type of material excitation
that couples to photons. What we will focus on in the remainder of this thesis is the strong interaction
between light and intersubband plasmons in a quantum well (QW): so-called intersubband polaritons (ISB
polaritons).
In Ch. 5 we will look more closely at the modelling of intersubband (ISB) plasmons, the matter part of
this polariton recipe. Essentially, though, an ISB plasmon is the quasiparticle associated with electron
transitions in a QW.When we promote electrons from lower to higher subbands in a QW, this is equivalent
to the creation of ISB plasmons in the quasiparticle picture. So ISB polaritons arise when light interacts
strongly with the ISB transitions of a QW – for example, when we place a heavily doped QW into a resonant
cavity.
ISB polaritons have attracted attention for both theoretical and practical reasons. One of their most
obvious dierences compared to exciton polaritons is that they occupy a lower end of the frequency
spectrum – typically in the terahertz (THz) and mid-infrared (IR), as opposed to the near IR and visible
frequencies of most exciton polaritons. The dierence is more than just the operating frequency, however.
One interesting feature of ISB polaritons which motivated much of their early study is the so-called
ultrastrong coupling regime – distinct from the strong coupling regime seen with exciton polaritons. In
exciton polaritons, the Rabi splitting (which is directly related to the light-matter coupling energy) is
typically small compared to the original exciton and photon energies. In contrast, with ISB polaritons, the
coupling strength can be an appreciable fraction of the original plasmon and photon energies. This is
helped by the fact that the ISB transition and photon energies are relatively small.
The ultra-strong coupling regime is not just quantitatively distinct from the strong coupling regime, but
there are qualitative dierences in polariton behaviour as well. Perhaps most interesting is the possibility
of virtual photons in the ground state of ultra-strong coupled systems, which could make them a potential
platform for entangled photon sources [9]. This idea motivated much of the early experimental work,
with Rabi splittings eventually reaching near-equality to the matter excitation energy [56]. This was
accompanied by theoretical work, for example showing that the virtual photons are maintained in the
presence of loss [57].
Other dierences in ISB polaritons compared to their exciton-based counterparts make them inter-
esting from a device perspective. One of their more subtle dierences is the robustness of their bosonic
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nature. Strictly speaking, exciton polaritons and intersubband polaritons are only approximately bosonic
– being ultimately derived from photons (bosons) and electrons (fermions). They are instead composite
bosons, which can behave dierently from fundamental bosons [33]. In the exciton polariton case, these
deviations arise prominently when the density of polaritons exceeds a certain value, known as the Mott
transition. Roughly, once the excitons are dense enough to overlap spatially, the exchange statistics of
their fermionic components becomes non-negligible, and they lose their bosonic character. In the case of
polariton lasers, this essentially limits the maximum output power as the lasing mechanism breaks down
above a certain density, and the limit is set by the material.
Intersubband polaritons, too, experience a loss of bosonicity above a certain density. Importantly,
though, this transition can be engineered by increasing the doping density and the number of quantum
wells in the system [58]. In the context of polariton lasers, this could mean that ISB polariton lasers are
less limited in their output powers while still maintaining the advantage of a low threshold. For the THz, it
has been suggested that output powers on the order of 10 mW may be achievable at room temperature
[59]. If this can actually be achieved, this would compare very favourably with existing THz technology.
Of course, designing an actual laser with intersubband polaritons is not a trivial task. This eld is still
very young, and while there have been promising demonstrations such as electroluminescence at room
temperature [60], a working laser device has not yet been demonstrated. In the following sections, we will
discuss the existing state of the art and challenges.
4.1 The active region
To make a THz ISB polariton laser, we need to create polaritons and make them undergo stimulated
scattering towards the ground state. To make ISB polaritons, we need strong coupling between ISB
plasmons and a photon mode. Typically, this is done by placing an active region inside a THz photonic
cavity.
The active region is typically made of a stack of multiple quantum wells, which are fairly heavily doped
(oen in excess of 1× 1011 cm−2 or even 1× 1012 per well). To obtain strong coupling, the quantum wells
should be designed with an ISB absorption frequency tuned close to the electromagnetic cavity resonance.
The strength of the absorption is controlled by (a) overlap between the quantumwells and the cavity mode
and (b) the plasma frequency of the QW resonance. Ideally, the plasma frequency is proportional to the
square root of the 2D doping density, which makes doping an important parameter for engineering the
coupling strength. As we discussed in the last chapter, the basic criteria for strong coupling is that the
interaction strength needs to exceed the losses present in the system.
So, to make a good active region, we need to have a plasmon absorption resonance in the frequency
range of interest, and we would usually want to have a strong absorption resonance with a small linewidth.
As we will see later, this can be particularly challenging in the THz. This challenge will, in fact, be the
primary focus of the later chapters as we try to improve upon the active region’s design and growth.
Fortunately, though, we do not need to delve into the details quite yet to understand the overall design
of ISB polariton structures. It turns out that many of the most important aspect of devices can be modelled
semiclassically, replacing the QW active region with an eective permittivity tensor. Calculating this
tensor theoretically is no small task, and will be the focus of Chapter 5. We can assume for the purposes
of device design, though, that the active region simply produces an absorption resonance with a certain
centre frequency, width, and absorption strength.
As a starting point, based on the method of Załużny and Nalewajko [61], we can replace the QW stack
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(4.1)
where εs(≈ εx x = εy y) is the static dielectric constant of the QW stack. ω0 is the centre frequency
of the absorption, ωP is the eective plasma frequency (related to the absorption strength), and γ is
the linewidth. Note that this produces an anisotropic absorption, in accordance with the well-known
polarization selection rules for QW.
In the simple case of a QW with a single active ISB transition, we can calculate the quantitiesω0 and





where N2D is the 2D doping density per QW, m∗ is the eective mass, and L is the total width of a single
period (QW plus barrier). However, this single-transition assumption does not always hold, and will break
down for many of the active regions considered in this thesis. This happens whenever more than one
subband is occupied due to heavy doping and/or high temperatures. (THz QWs are particularly prone to
this due to their small ISB spacing.) In those cases,ω0 andωP can shi signicantly from their nominal
values, or even become ill-dened.
However, even in these cases where the single-transition assumption breaks down, the Załużny-
Nalewajko formula, oen remains a useful descriptive model. As long as we design the QW to produce one
prominent absorption resonance, the eective dielectric constant can usually be fairly well-approximated
by Eq. 4.1 for some values of ω0,ωP ,γ. It will be much more dicult to predict what those quantities
actually are for a given active region, but the important thing is that we can still use the mathematical
form of Eq. 4.1 to study a wide range of polariton devices. By treating Eq. 4.1 as an empirical model, we
can get an idea of what characteristics the active region absorption needs to have in order to reach certain
goals like polariton scattering and lasing. Then, in later chapters we will return to the problem of how to
actually design and grow an active region to achieve the values ofω0,ωP , and γ that we want.
4.2 The photon cavity
We will now turn our attention to the THz photon cavity, in which the active region will be placed. There
is, of course, a plethora of possible cavity designs. To narrow them down, we can create a “wishlist” of
features that would be desirable for THz polariton lasing. To create strong coupling and polaritons, we
want
1. a photon resonance in the THz regime,
2. a long photon lifetime (a high Q-factor),
3. an electric displacement eld D with a strong component in the growth direction z, and
4. good spatial overlap between Dz(r) and the quantum wells.
For the formation of a polariton condensate and polariton lasing, there are a few more desirable features:
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Figure 4.1: 3D example of a metal-insulator-metal (MIM) cavity section. (The cutaways on the bottom le
would not be present in an actual device. They are just to show the dierent layers.) There are four layers,
from top to bottom: the patternedmetal (usually Ti/Au) with slits cut out, the active region, an unpatterned
metal layer, and the substrate. The active region itself will typically comprise many layers, e.g. in the
form of doped quantum wells. For THz frequencies, the thickness of the active region is typically up to
approx. 10µm, which is around the maximum thickness that can be feasibly grown with molecular beam
epitaxy (MBE). The periodicity of the slits is tens of µm, meaning that the metal can be patterned using
optical lithography. In reality, the total extent of the slits may be several millimetres in each direction –
much larger than what is shown here.
6. a photon dispersion minimum with strong positive curvature (low eective mass),
7. the possibility of contacts for electrical injection, and
8. good coupling of cavity photons to the external photon modes.
Several cavity designs have already been used in intersubband polariton experiments. The simplest
approach is to coat the top of the active region in a metal, and use refractive index contrast on the bottom
to conne the light. This was used in early strong and ultra-strong coupling experiments [62–64]. A more
sophisticated version patterns slits into the metal to allow illumination from the top rather than the side
[65]. However, because dielectric connement is used, the photon dispersion is not correct to satisfy
requirement 6 above. So these cavities are not suitable for polariton condensate formation and lasing.
Another approach uses LC-resonators patterned onto the surface of the active region [66]. This cavity
geometry is useful for strong and ultra-strong coupling [67, 68] and even for electrically-driven emission
at room temperature [60, 69]. However, again, the (lack of) dispersion of these cavities makes them
unsuitable for condensate formation.
One promising approach uses a MIM geometry, with the top metal layer patterned into rectangular
slits or islands to form a photonic crystal [70, 71]. (See Fig. 4.1, for example.) These cavities have been used
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for several strong coupling demonstrations [72, 73]. The TM0 mode of these cavities can exhibit excellent
electric eld overlap, allowing for demonstrations of ultra-strong coupling [72, 73], including record-high
coupling strengths at room temperature with the Rabi splitting reaching 73 % [74], and even 91 % [56] of
the matter excitation energy. Additionally, by appropriate design of the photonic crystal, it is possible to
make a dispersion minimum required for polariton condensation. Intersubband polaritons with a low
eective mass have already been demonstrated in the mid-IR [75].
These cavities are also advantageous from the perspective of coupling to external cavity photons. One
well-known challenge with intersubband transitions in a QW is that they will only couple to an electric
eld oriented in the growth direction [76]. This makes it dicult to excite intersubband transitions with
normally-incident light, since the electric eld is oriented in the wrong direction. These patterned MIM
cavities, however, essentially “steer” an incoming beam, so that the TMmodes can be excited by normally-
incident light [71]. This makes it easier to perform, e.g., angle-resolved pump-probe measurements.
Further, it has been shown that etching the active region through the slits can provide even more
control over the external coupling. A so-called “critical-coupling” condition can be met to allow perfect
interferometric energy feeding into a sample [65]. At this same time, this process allows a tuning of
the photon-to-plasmon mixing ratio so that the k‖ = 0 polaritons have maximal mixing [77]. Dispersive
MIM cavities are, therefore, a promising path for studying the phenomena relevant to THz intersubband
polariton lasing, and potentially for lasing itself.
4.3 Strong coupling with MIM cavities
Let usnowexplore further thebehaviour of strong coupling inMIMcavities. Thiswill give us an idea ofwhat
sort of quality is desirable from the QWs in the active region. The discussion in [71] gives some intuitive
properties of these cavities, but a full numerical model is important to calculate photon resonances,
lifetimes, and coupling to the matter excitation.
As in the case of exciton-polaritons [23], there is more than one way to model the coupling between
the cavity photons and the ISB plasmons in the active region. Some quantum electrodynamical models
exist [78, 79], but these can be complicated to implement. Instead, we rely on a semiclassical approach,
in which the active region QW stack is replaced by an eective anisotropic dielectric tensor. Here we
assume the single-mode form of Eq. (4.1). Then, modelling the cavity simply requires an electromagnetic
solver. For that, we will use the rigorous coupled-wave analysis (RCWA) method [80–83]. (The Matlab code
used here was developed by Simone Zanotto and Jean-Michel Manceau.) This combination of the RCWA
solver with an eective dielectric tensor has already proved successful in the mid-IR for predicting the
reectivity spectra of ISB polaritons in dispersive MIM cavities [75].
As an example system, we will look at a MIM cavity (similar to Fig. 4.1) designed to have a resonance
around 2.8 THz with an upward-curved dispersion. The top and bottommetal regions are made of gold.
The top grating has a periodicity of Λ= 36µm and a duty cycle of 80 % (i.e., the metal strips are 28.8µm
wide). The active region is a total of 9µm thick, assumed to comprise a 6µm stack of AlGaAs QWs on the
bottom and 3µm of undoped GaAs. We assume that there is one QW every 150 nm, doped at 1× 1011 cm−2
per well, with an absorption centre at ω0 = 3.0THz. The QW permittivity is calculated according to
Eq. (4.1), assuming a simple single transition.
With the RCWA code, we can simulate reection o theMIM cavity at an incidence angle θ . We assume
that the light is incident in the plane perpendicular to the slits (the x–z plane in Fig. 4.1), and that it is
transverse magnetic (TM) polarized. (So the magnetic eld is along the y axis, and the electric eld lies
in the x–z plane.) This sort of angle-resolved reection experiment is useful because it can be directly
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mapped onto a dispersion diagram for the quasiparticles in the cavity. The incoming photons have energy
ħhω and an in-plane wave number of
k‖ = (ω/c) sin(θ ), (4.3)
and these photons can only be absorbed by the cavity if they have an energy and wave number that
corresponds to one of the modes of the cavity. Thus, by looking at the dips in the reectivity as a function
of ω and k‖, we can see a map of the cavity dispersion. Since these reectivity maps can be readily
generated both experimentally and theoretically, they are a useful tool for understanding and designing
polariton cavities.
To start, we look at the empty cavity dispersion in Fig. 4.2(a), where the QW doping has been removed.




>ω/c regardless of the
incidence angle θ . This denes the so-called “light cone,” below which we do not plot any reectivity.
Above the light cone, though, we see two clear photonic modes, a lower-energy mode with a dispersion
maximum around 2.5 THz at k‖ = 0, and a higher-energy mode a dispersion minimum around 2.8 THz
at k‖ = 0. It is the latter mode that we are interested in for polariton scattering studies and condensate
formation: a sample electric eld pattern for this mode is shown in Fig. 4.3 for θ = 30°. The Q factor of
this mode (the ratio of its linewidth to its frequency) varies from around 25–30. This is quite low compared
to the high-quality Bragg mirror cavities used in exciton-polariton experiments, however, due to the lower
frequencies involved here, it still corresponds to lifetimes of several picoseconds. As we will see, these
seemingly low Q factors are no barrier to polariton formation.
In Fig. 4.2(b), we add the dopedQWswith an ISB resonance at 3 THz and a linewidth 5 % of the resonance
frequency (γ= 0.15 THz). Now we see a clear anti-crossing between the photon mode and the QWmode –
a hallmark of polariton formation. So the photon mode is split into two polariton modes, quite similar
to the classic exciton-polariton dispersion diagram of Fig. 3.2. Similar to the exciton-polariton diagrams,
we have plotted the QWmode as a at line here. This is because the ISB plasmon mass is expected to be
around the eective mass of the conduction band electrons1: around 0.067 ·me for GaAs, with me being
the bare electron mass. On the other hand, from the dispersion curve here, we can see that the photon
eective mass is around 3× 10−8 ·me, which is many orders of magnitude lighter. Looking at it another way,
these plots only extend to wave vectors of around 10−4 nm−1, which is eectively zero from the perspective
of the semiconductor dispersions.
In addition to the appearance of splitting, we can see that themagnitude of the splitting is an appreciable
fraction of the original transition frequency, even though this structure has not been optimized formaximal
strong coupling. These large relative splittings are an especially prominent feature of THz polaritons
compared exciton polaritons. However, this comes with a related challenge, which is the large relative
linewidth of QW transitions. In Figs. 4.2 (c) and (d), we see what happens when the QW linewidth increases.
At a linewidth of 15 %, the splitting is still present, but it begins to blur. At a linewidth of 30 %, the
strong coupling is essentially lost. Such broad linewidths are certainly not unrealistic for QWs in the THz,
especially when temperatures rise above the cryogenic. For comparison, 30 % is around the QW linewidth
used in the room-temperature THz polariton demonstration by Geiser et al. [67]. While this was enough to
1As a rough justication: in the eective mass approximation, the subband dispersion curves are of the form ħh2k2/2m∗ + Ei ,
where m∗ is the conduction band electron eective mass, and Ei is the subband minimum. If we assume the eective masses of all
subbands are the same, then an ISB transition from subband i→ j with wave vector q will have energy ħh2((q+ k)2− k2)/2m∗+ E j − Ei .
When viewed as a function of the transition wave vector, q, we can see that this is a parabola with the exact same curvature as the
original subbands. This is not a perfectly rigorous justication, of course, but it demonstrates why we expect the eective mass of
the ISB transition (strictly, ISB plasmon) to be similar to that of the underlying electrons.
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Figure 4.2: Plots of simulated reectivity of the MIM cavity described in the text as a function of frequency
and in-plane wave vector of the incoming light. (In-plane being perpendicular to the growth direction.)
The in-plane wave vector is given in units of the grating’s Brillouin zone, π/Λ, where Λ = 36µm is the
grating period. Note that there is a forbidden zone in the bottom right corner of each plot, outside the




>ω/c regardless of the incidence angle θ . Panel (a):
The bare cavity dispersion, with the QW doping set to zero (or,ωP = 0). The mode corresponding to the
blue and white circle is plotted in Fig. 4.3. Panels (b)–(d): The reectivity with the doped QWs present,
for dierent linewidths, γ, of the QW transition. The linewidth is measured as a percentage of the centre
absorption frequency,ω0. The ISB absorption frequency is plotted as a dashed black line.
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Figure 4.3: The growth-direction component of the electric eld E for the 3.04 THz mode of the bare MIM
cavity at θ = 30° (corresponding to the blue and white circle in Fig. 4.2). z is the growth direction, and x is
the in-plane position perpendicular to the strips. The white regions are the gold layers that form the cavity
(the top strips are oriented in the y direction, into the page). Note that the electric eld is Bloch-periodic,
meaning that it satises E(x +Λ) = eik‖ΛE(x). (We are assuming that a large number of strips is present,
forming a photonic crystal.)
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demonstrate strong coupling in that particular cavity, we see here that the requirements become more
stringent when we move towards the dispersive cavities needed for devices.
Of course, the exact numbers will depend on the particulars of the cavity design. There are many
parameters that can be adjusted to tune the cavity for a particular problem: e.g., changing the grating
periodicity and duty cycle or the active region thickness. This particular cavity is well-tuned for the
scattering studies discussed in the next section: the entire dispersion curve is visible on the reectivity
diagram, which means that polaritons at all k‖ values (at least, above the light cone) are well-coupled to
external cavity modes. This is important for experiments where one is interested in pumping or probing
polaritons all along the dispersion curve. On the other hand, if one were designing an electrically-injected
laser, say, where only the k‖ = 0 mode needs to couple strongly to the external world, one may prefer to
reduce the contrast at higher k‖ values to obtain a steeper dispersion curve.
So it is certainly important to tune the cavity parameters to a particular problem. Nevertheless, this
example is broadly illustrative of the requirements for THz active regions in Alx Ga1 –x As devices. For
a wide range of cavity parameters, active region linewidths around 15 % or better will be necessary for
THz MIM structures aimed at polariton scattering. The higher-quality the active regions are, the more
exibility we have in the overall structure design.
4.4 Stimulated scattering
Strong coupling alone is not enough to make a device with polaritons. For lasing in particular, one of the
key additional ingredients is stimulated scattering. To build up a condensate population in the ground
state, there needs to be some mechanism which scatters polaritons to the ground state quickly enough to
overcome losses. In the case of exciton-polaritons, one of the common scattering mechanisms employed
has been phonon-polariton scattering, as polaritons inherit a phonon interaction from their exciton
fraction. In the THz and IR, this becomes more dicult. Acoustic phonon scattering is very slow in this
regime, although an early proposal for intersubband polariton lasers suggested the use of LO-phonon
scattering for the purpose of lasing [58]. There, LO-phonon scattering rates are shown to be on the order of
0.1 ps without including the enhancement due to stimulated scattering. This compares well with polariton
lifetimes, which are expected to be on the order of 1–2 ps based on the linewidths of MIM cavities and
quantum wells [59].
LO-phonon scattering with ISB polaritons has even been observed experimentally in the mid-IR [84],
but unfortunately it presents challenges in the THz. In GaAs, for example, the LO-phonon frequency is
around fLO ≈ 8.7 THz, which is far too large compared to the polariton dispersion if one is targeting a
minimum around, say, 3 THz. In other words, THz ISB polaritons do not have enough energy to create
LO-phonons. One would need to nd a more indirect method – for example, creating a higher-energy
“dark” plasmonmodewhich sits at an energy equal to one LO-phonon above the lower-polariton dispersion
minimum. Such an approach would likely require sophisticated multi-QW designs analogous to those of
THz quantum cascade lasers (QCLs).
A more interesting alternative is polariton-polariton scattering, which is ultimately inherited from
electron-electron interactions in the QW active region. Unfortunately the theory of such interactions
remains sparse in the context of ISB plasmons coupled to photons. Calculations at the mean-eld level
have suggested that polariton-polariton scattering rates could be reasonably fast, with interaction energies
in the meV range [85]. Still, much work needs to be done here to understand these scattering mechanisms.
More recent work has studied the dynamical modelling of ISB polaritons in MIM geometries using a
generalized Gross-Pitaevskii approach [86], similar to an approach used in exciton-polariton condensates
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Figure 4.4: A repeat of Fig. 4.2(b), with a possible polariton-polariton scattering interaction shown. Two
polaritons at the same energy and momentum scatter o each other to create one low energy and one
high energy polariton. Energy and momentum are both conserved, as shown by the dashed rectangles.
[31]. It is shown that several useful non-linear optical phenomena are possible, related to polariton lasing.
This model allows for predictions compared to experiment, but there are still interaction coecients
which remain unknown: particularly that of polariton-polariton scattering.
This presents an opportunity which is one of the driving motivations of the later chapters of this thesis.
If active regions of suciently high quality can be used to make dispersive polariton modes (like those
shown in Fig. 4.2 (b)), polariton scattering could be studied experimentally. The results, compared to
theory, could provide important insights towards the development of THz intersubband devices.
An example of such a scheme, which is similar to early experiments done on exciton-polaritons [39],
is shown in Fig. 4.4. Thanks to the unique dispersion curve of polaritons, there exists a “magic angle” at
which two polaritons with the same wave vector, km can scatter o each other such that one is kicked into
the ground state at k‖ = 0, and the other is kicked into a higher wave vector 2km.
This mechanism can be readily studied by pump-probe experiments. A strong pump beam excites the
sample at the magic angle to generate polaritons. Some of these polaritons scatter o each other, creating
polaritons at k‖ = 0 and 2km, which can decay to emit photons at angles dierent from the pump beam.
Moreover, if a probe signal is applied at angles corresponding to k‖ = 0 or 2km, it will create polaritons at
these wave vectors which will amplify the scattering process, thanks to their bosonic nature. In the THz,
pumping with a THz QCL and probing with time-domain pulses is already achievable, meaning that such
scattering studies could be performed with an appropriate combination of active region and MIM cavity.
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4.5 Pumping to create polaritons
Improved understanding of polariton scattering processes is perhaps one of themost important challenges
in THz ISB polaritonics, as it is critical to device operation, and there appears to be a clear line of attack.
Nevertheless, it is worth discussing one of the other challenges that will crop up on the road towards
polariton lasing: pumping. There are essentially two ways to create a polariton: either through its matter
fraction or through its photon fraction. This is because polaritons tend to inherit behaviours from their
constituent particles. To a decent approximation, if one has a method for creating the matter part of a
polariton (exciton, intersubband plasmon, etc.) or a method for creating the photon part, then one can
use the same method to create polaritons.
There is a relatively simple argument for this. In the rotating wave approximation, the polariton
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= |β±|. In other words, photons and matter excitations can be
written as a sum of upper and lower polaritons. This allows us to write interactions involving photons or
matter excitations as interactions involving polaritons. For example, suppose cavity photons interact with




















So polaritons obey the exact same interaction, just with the interaction energymultiplied by the coecient
α′±, which has the samemagnitude as the polariton’s light fraction |alpha±|. The more or less “photon-like”
the polariton is, the more it will inherit interactions from the photons.
It’s not hard to see how this argument would generalize to any interaction written in the second-
quantized form. Then, if the interaction is perturbative and can be treated with Fermi’s golden rule,
scattering rates will be preserved with only two adjustments:
1. Scattering rates are multiplied by the appropriate Hopeld coecients |α±|, |β±|.
2. Energy conservation is based on the polariton energy rather than the constituent particle energy.
Strictly speaking, this picture breaks down in the ultra-strong coupling regime since the rotating wave
approximation is no longer valid [9]. In this case the interactions will pick up additional o-resonant
terms. However, in cases where these terms can be neglected, this picture should still serve as a useful
guide.
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4.5.1 Electrical injection and the dark plasmon problem
For the creation of compact devices, the most desirable method for pumping a polariton laser would
be electrical injection, in which polaritons are created by an external voltage or current. In some sense
electrical injection is relatively easy for intersubband polaritons. The top and bottom of a MIM cavity can
naturally be used as contacts to inject electrons and create polaritons through their intersubband plasmon
fraction.
However, there is a major challenge with electrical injection, which is related to so-called “bright” and
“dark” plasmonmodes. When one considers all the possible transitions of an electron from one subband to
another (including superpositions of single-electron transitions), it turns out that there are certain special
transitions that couple most intensely with light: the “bright” states [78]. Conversely, the large number
of transitions which are orthogonal to these bright states will not couple with light at all. Unfortunately,
the number of bright states tends to be a constant number, while the number of dark states scales with
the number N of electrons in the cavity. This is a problem, because the simplest implementations of
electrical injection will create arbitrary excitations with no preference towards the bright ones – in this
case, the probability of injecting a bright plasmon is of order 1/N [60, 87]. In fact, this is not only a problem
for electrical injection, but could be a problem for any pumping scheme which creates intersubband
polaritons through their matter fraction.
This is predicted to be a major challenge in electrical injection schemes [87], and has already been
seen in experiments [60, 64]. To get around this, one would have to design an electrical pumping scheme
which selectively excites the bright modes. This may be possible through energy selectivity: the energy of
the bright modes is shied away from the dark modes because of the interactions that lead to plasmon
and polariton formation. If the polariton splitting pushes their energy far enough away from the dark
mode energy, it may be possible to selectively excite polaritons through their bright plasmon part without
simultaneously exciting dark plasmons. In practice this might be achievable with a lter QW in a quantum
cascade structure, although this requires more complex structures which could be especially challenging
when approaching room temperature. The larger the coupling strength (and thus the Rabi splitting), the
more feasible this may become.
4.5.2 Optical pumping
An easier way to avoid the dark plasmon problem is through THz optical pumping. This works because
a THz pump light creates intersubband polaritons through their cavity photon part rather than their
plasmon part. The downside, of course, is that we are trying to produce THz light in the rst place and
good THz pump lights are dicult to come by. Still, while this would not be practical in a nal device, it
could be an important method for intermediate demonstrations and studies.
Another alternative would be to try interband optical pumping with much more readily available near-
IR sources. The idea would be to create polaritons by exciting electrons from the valence band into the
conduction band. However, this is fundamentally dierent from optical pumping with THz light, because
it creates intersubband polaritons via their plasmon fraction and not their THz photon fraction. Thus, the
dark plasmon problem becomes a concern again. To avoid this, again the most obvious approach would
be to rely on the small energy dierence between bright and dark states to selectively excite the bright
states. This means that a very narrow-band ( 1THz) optical source would need to be used. Such sources
do exist, and could potentially be useful for pumping in pump-probe experiments. Optical pumping –
either THz or near-IR – would not likely be useful for practical devices in the end, but will likely play a
major role in the intermediate study and development of such devices.
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4.6 Final comments
In this chapter, we have discussed some design aspects and challenges related to the development of ISB
polaritons lasers in the THz. In particular, we have identied scattering mechanisms as a key area that
still needs study. Pump-probe experiments with MIM cavity-based geometries could help to elucidate
some remaining unknowns. However, it will be important to have THz QWs with high-quality resonances,
because the cavity geometries required for scattering and lasing place more stringent requirements on
the active regions. In the remaining chapters, we will therefore turn our attention to the modelling,
design, and growth of active regions for THz polariton devices. While our motivation is the road towards
THz polariton lasing, such developments could certainly be of interest to the broader THz community.
Even within THz polaritonics, there is much more potential for devices besides lasers [88, 89], and many
theoretical questions still remain to be answered.
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Chapter 5
Modelling intersubband absorption in
quantum wells
In the previous chapter, we looked at some design aspects of terahertz (THz) intersubband (ISB) polariton
devices with an eye towards scattering and lasing. We saw that active regions with certain absorption
characteristics can, when placed in a metal-insulator-metal (MIM) cavity, give rise to THz polaritons with
dispersions appropriate for scattering. However, until now, we have been largely ignoring the underlying
details of the active region, simply treating it as a “black box” absorber with a Załużny-Nalewajko-like
permittivity tensor, Eq. (4.1). We will now turn our attention to those underlying details, and explore how
tomodel the quantumwell (QW) active region absorption – this will be essential if we want to design active
regions that with a particular THz absorption frequency and absorption strength.
Such design challenges have been well-studied [90] in the case of lightly-doped QWs at low temperature
– specically, QWs inwhich only the bottom subband is initially occupied before light is absorbed. Lesswell-
known, however, is thebehaviour ofQWswith several occupied subbands. This regime is oenencountered
in the design of ISB polaritonics, since relatively heavy doping levels are needed to achieve strong coupling.
In this regime, several dierent ISB transitions can merge into combined modes, quantitatively and
qualitatively changing the behaviour of the overall QW absorption. It is therefore critical to be able to
accurately capture such eects when designing an active region.
5.1 Schrödinger-Poisson modelling
At the core of our QWmodelling is the 1D Schrödinger equation. By denition, a QW structure is homoge-
neous in two dimensions perpendicular to the growth axis, and heterogeneous along the growth axis. To
count as a “quantum” well, this heterogeneity should be on a small enough scale (usually nanometres)
to quantize the electron energy levels. However, since the connement is only in one dimension, the
quantization is only partial: the conduction band of the bulk crystal is broken into a set of subbands.
Mathematically speaking, for a bulk crystal, the energy dispersion of electrons in the conduction band
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is the wave vector and m∗ is the eective mass. In a QW, on the other hand, the
dispersion is no longer continuous in the z (growth) direction, and we obtain a set of subband dispersions,
the ith dispersion having the form









where k‖ = (kx , ky) is the in-plane part of k, and Ei,0 is the subband minimum.
In certain approximations, QWs bear a close resemblance to the 1D Schrödinger equation models
studied in a typical undergraduate quantum mechanics course. Essentially, in a QW, the conduction
band edge as a function of z can be taken as the potential energy term in an eective 1D single-particle
Schrödinger equation. Solving for the discrete eigenenergies of that equation gives the subband minima,
Ei,0, and the eigenfunctions give the z-varying part of the envelope wavefunctions in the QW. (“Envelope”
meaning that we have separated out the underlying atomic-scale Bloch wavefunctions.) So there is a very
close analogy between QWs and simple 1D Schrödinger problems, which is useful to keep in mind as an
intuitive picture. However, one must remember that this is not a perfect correspondence: the other two
dimensions are still present, and QWs come with additional complexities and features that are not present
in single-particle 1D Schrödinger systems.
5.1.1 Self-consistent solutions
One such complexity is that we have many electrons present, not just one. So, strictly speaking, this is
a many-body system with a many-body wavefunction in 6N -dimensional conguration space (with N
being the number of particles with two spin degrees of freedom). To use the single-particle Schrödinger
equation, we must employ the mean-eld approximation. That is, we focus on a single electron, and
we assume that all the other particles, on average, simply contribute to the electric potential term of
that particle’s Schrödinger equation. The electric potential V , can be calculated via Poisson’s equation
∇2V = −ρ/ε, where ρ is the electric charge density from all the other particles and ε is the dielectric
constant. However, ρ depends on the probability of electrons appearing at a certain location. In the
case of a quantum-conned system, these probabilities must be calculated via the eigensolutions to the
Schrödinger equation and statistical mechanics.
The result is a self-referential model which is usually dicult to solve analytically. Fortunately, the
model is readily solved by numerical methods – one can iteratively solve the Schrödinger and Poisson
equations until a solution converges. These Schrödinger-Poisson solvers are the bread and butter of
nanostructure modelling, and there are robust code bases that already exist. Throughout this thesis, we
will employ the commercial tool nextnano++ [91]. (Further details of the Schrödinger-Poisson approach
used by nextnano++ can be found in Ref. [92].)
5.1.2 Some example calculations
Later in this chapter, we will compare the absorption behaviour of two dierent types of QWs: square and
parabolic. We will need more machinery than the self-consistent Schrödinger-Poisson to calculate the
absorption, but to get a taste for these systems and for the Schrödinger-Poisson results, we can already
calculate their wavefunctions and energy dispersions. We will look at two model systems: square QWs and
parabolic quantumwells (PQWs) in Alx Ga1 –x Aswith periodic boundaries (eectively simulating an innite
periodic array of wells). Both are designed such that the spacing between their bottom two subbands
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is around 12.4 meV at 0 K, which corresponds to a photon frequency of 3.0 THz. The wavefunctions and
subband dispersions of these systems in the undoped case are shown in Fig. 5.1, and the details of their
structure are provided in the gure caption. These are the results of nextnano++ simulations in the
eective mass approximation (plus a correction to the dispersions, which will be discussed in Sec. 5.1.3).
Already, we can see two features that will become important. First, the subbands for the PQW are
nearly evenly spaced – analogous to the simple quantum harmonic oscillator – while the square well’s
subbands get further apart at higher energies. Second, with these simulations at 300 K, we see that there
is signicant electron occupation of several subbands. Thus, we can expect that several transitions will
be active at the same time. This is essentially unavoidable at room temperature in the THz, since at
room temperature we have kB T ∼ 26meV, which is larger than the small subband spacings required for
THz photon emission. As we will see later, the PQW provides a much more robust THz absorption line,
particularly above cryogenic temperatures.
We must be careful, however, not to rely too heavily on these simple diagrams – Schrödinger-Poisson
is only the starting point for the calculation, and the absorption behaviour can deviate signicantly once
we include the multisubband plasmon eects discussed in Secs. 5.3 and 5.4. Even the Schrödinger-Poisson
picture can vary considerably with doping and temperature – particularly at higher doping levels where
the Hartree potential becomes signicant. This is exemplied in Fig. 5.2, where the same square QW and
PQW system are subjected to a doping level of 3× 1011 cm−2. We can see that in both cases the conduction
band edge is signicantly distorted compared to the undoped case. Note, for example, that the PQW has
been reduced to nearly half its original depth thanks to the Hartree potential created by the electrons.
As a result, its subbands are much closer together. Thus, looking at this picture, one might expect that
the absorption frequency of the PQWwould be signicantly redshied at this doping level. However, we
will see that this is not actually the case once the multisubband plasmon eects are included: the PQW
absorption frequency is largely unaected by doping. So, while these Schrödinger-Poisson simulations
are an important starting point, we must remember that they are not the complete picture.
5.1.3 Subband non-parabolicity
When performing these calculations, there is another feature of semiconductor electrons which diers
from their free-space electron counterparts that we must be cognizant of: their dispersion is not exactly
quadratic. In the simple dispersion equations of Sec. 5.1, we employed the eective mass approximation: we
assumed that the electrons in a semiconductor maintain the quadratic energy dispersion of a free particle,
just with a modied curvature. Mathematically, this modied curvature is equivalent to a change in the
particle’s mass, so we simply assign the particle an eective mass to get the correct curvature. However, in
general, such an approach only works for k values close to the subband minimum where the dispersion
can be expanded as a second-order Taylor series. At higher k values, higher-order terms become more
prevalent, and the quadratic approximation no longer applies.
For III-V semiconductors, one of the most popular ways to describe the electron and hole dispersions
more accurately is the k · p method. (An introduction relevant to photonics can be found in Ref. [76].)
There are dierent levels of complexity in the k ·pmethod, depending on howmany bands are included in
the calculation. Nextnano++ allows for an 8-band approach, which includes 3 hole bands and 1 conduction
band, each with 2 spin degrees of freedom. This 8-band approach is currently one of the state-of-the-art
techniques for modelling semiconductor quantum heterostructures, but it comes with downsides for the
applications studied here.
For one thing, the time it takes to perform a simulation increases dramatically compared to the
eective mass approximation. Performing Schrödinger-Poisson calculations for a single quantum well in
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Figure 5.1: Calculated wavefunctions and subband dispersions for two dierent QW systems. Top panels:
a square GaAs QW, 32.8 nm wide, with Al0.20Ga0.80As barriers. Bottom panels: a PQW in smoothly-graded
Alx Ga1 –x As with 0.02≤ x ≤ 0.20. The width of the PQW is 92.5 nm, up to its truncation at an Al0.20Ga0.80As
barrier. In both cases, periodic boundary conditions are assumed with a periodicity of 110 nm. Both wells
are lightly delta-doped in the centre of the barrier at 1× 109 cm−2. (At this level, the Poisson eects are
negligible.) The calculation is performed at 300 K. Le panels: the conduction band edge (black) and
wavefunctions (purple), as calculated by Schrödinger-Poisson simulations with nextnano++. The vertical
scale of the wavefunctions is arbitrary, but they are oset by their corresponding energies. Right panels:
the subband dispersions (black) as a function of in-plane wave number, k‖. The relative level occupation
as a function of k‖ is shown for each subband by the height of the purple lled regions. In all cases, energy
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Figure 5.2: Envelope wavefunctions for the same QW systems as Fig. 5.1, but modulation doped at
3× 1011 cm−2 per well. These are calculated self-consistently (i.e., including the Hartree potential) with
the Schrödinger-Poisson method at 300 K. Le panels: the square QW system. Right panels: the PQW
system. Top panels: the conduction band edge (black, solid) and the wavefunctions (purple). Energy is
measured relative to the Fermi level, and wavefunctions are oset according to their subband minima.
For reference, the undoped conduction band edge is plotted (grey, dotted). The undoped conduction
band edge is shied so that it lines up with the top of the doped conduction band edge. Bottom panels:
Electron and Si donor densities. The electron densities are calculated in the self-consistent method. The
donor density is a 2D delta density which has been smeared using an asymmetric exponential function to
approximate the eect of Si segregation during growth [93].
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Figure 5.3: Subband dispersions for an undoped PQW with a 3 THz transition frequency, calculated using
dierent methods. Only a few arbitrary subbands are highlighted and the rest are faded for clarity. Blue:
the subband minima are calculated by nextnano++ in eective mass mode. These are extrapolated into
subbands by using a weighted average of the eective mass in the well (which depends on composition)
[76]. The weighting function in the average is the probability density |ψn(z)|
2. Black: the entire dispersions
are calculated by nextnano++ using its 8-band k · p mode. (Note that for this model, the spin degeneracy is
lied, and each subband is actually split into two. However, the dispersions are so close together that the
dierence cannot be seen in this plot.) Red: the dispersions are calculated using the 3-band k ·p approach
described in the text.
the eective mass approximation can take seconds on a standard laptop computer, while a full 8-band
calculation could take hours. Such slow calculations can make it much more dicult to test out dierent
device designs.
More critically, though, the mathematical structure of k · p is dierent from that of the eective mass
approximation. The envelope wavefunctions are no longer simply functions of space, but they are spinors:
including components from each of the bands. In other words, the conduction and hole wavefunctions
become “mixed” together when including the k · p interactions. Furthermore, the wavefunction spinors
are not constant within each subband, but they vary as a function of wave vector.
This change in the mathematical structure of the wavefunctions presents challenges for the models
that follow, which have been developed under the eective mass approximation. We have developed a new
model in an attempt to tackle these challenges (thanks, primarily, to the theoretical eorts of Dr. Wojciech
Pasek) and were in the process of writing up these results at the time of thesis preparation. However, for
the purposes of this thesis, we will not attempt to include the 8-band k · p wavefunctions into our model.
Still, the eective mass approximation is problematic because it does not provide an accurate calcu-





 values, but we can see that the subbandminima at k‖ = 0 calculated by the eective
mass model are incorrect as well. These deviations are on the order of several meV, which is problematic,
because we are interested in THz ISB transitions, which correspond to energy spacings around 10 meV. So
we see that the eective mass approach is not likely to predict the correct ISB absorption frequency in
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 values are occupied.
Fortunately, while the issue of wavefunctions in 8-band k · p is quite dicult to circumvent, it turns
out that we can at least attempt to solve the energy dispersion part of the problem by using a mixture of
eective mass and 3-band k · p modelling. We can start with the eective mass calculations (done with
nextnano++ in our case), and then apply a correction to the dispersion relation using k ·p theory. To obtain
this correction, we use the 3-band k · p equations, following Warburton et al. [94]. There, the subband
energy dispersion En(k‖) is given implicitly by the Schrödinger equation
Hψn(z) = En(k‖)ψn(z), (5.3)

























+ (1+ 2F). (5.5)
Here me is the bare electron mass. Eg , EP , F,∆,δ, and F are the band gap, Kane energy, Kane parameter
(as dened in Ref. [95]), spin-orbit splitting, valence band oset respectively. (For our simulations, we
use the Fermi level as an energy reference, but this is an arbitrary choice.) We are using here a slightly
dierent denition of the parameters than Warburton et al., to be consistent with Vurgaman et al. [95],
who have presented values for these k ·p parameters for many semiconductor alloys. ψn(z) is the envelope
wavefunctions associated with the nth subband.
In principle, we could add a Poisson equation and solve this system self-consistently to obtain both the
wavefunctions,ψn(z) and the dispersions En(k‖) from these equations. However, we would again run into
the problem that the wavefunctions would depend on k‖. Instead, as an approximation, we calculate the
wavefunctionsψn(z) self-consistently (i.e., including band bending due to doping) in the eective mass
method, which gives us a single wavefunction for each subband. If we then take these wavefunctions as







in the equations above. Thus, we will have wavefunctions that have been calculated in the eective mass
approximation, and subband dispersions which have been corrected using the 3-band k · p equations.
It is not necessarily obvious that this will give the correct dispersion, since the wavefunctions have
only been calculated approximately, however the error turns out to be quite small. (This is not unusual in
perturbation or variational-style methods, where energies are oen easier to estimate accurately than
wavefunctions.) An example of subband dispersions calculated in this way is shown in Fig. 5.3. We can see
that the subband dispersions calculated by this model are nearly indistinguishable from those calculated
in the 8-band k ·p approach. Thus, while this approach does not give us the full wavefunction spinors, it at
least gives a very good approximation of the subband energy dispersions.
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5.2 Multisubband plasmons: introduction
Our primary goal in this chapter is to calculate the eective permittivity of THz QWs so that we can
understand their absorption behaviour and their interaction with a photon cavity. First, let us recall the
simple version of QW absorption, which occurs in the limit of low doping and low temperature. Under
these conditions, the permittivity tensor can be quite straightforwardly calculated from the Schrödinger-
Poisson results, using the Załużny-Nalewajko approach [61] described in Ch. 4. In this simple model, light
is absorbed when electrons jump from one subband into a higher one, and we recall that the absorption
frequency, ω0, corresponds to the energy spacing, ħhω0, between the subbands. The strength of the
absorption is proportional to the square of the plasma frequency,ω2P (dened in Eq. 4.2), which in turn is
proportional to the doping density.
Our simple picture requires adjustments, however, as the doping level is increased. The rst eect to
appear is the depolarization shi [96], which arises when the plasma frequency becomes non-negligible






which is higher than the ISB energy spacing predicted by Schrödinger-Poisson. The correct dielectric
tensor can still be obtained through the Załużny-Nalewajko model, but one must use ω̃0 rather thanω0 in
Eq. 4.1. (In fact, this is noted in the Załużny-Nalewajko paper [61].)
As we increase the doping further, more interesting eects appear. If a quantum well is doped heavily
enough, the bottom subband will “ll up”, and the higher subbands will be occupied, even at 0 K. In this
case, we have several ISB transitions which will participate in the absorption (exciting electrons from
subbands 1→ 2, 2→ 3, etc.). Importantly, these transitions are not necessarily independent of each other.
For example, we could end up with an absorption mode which corresponds to partial excitations of both
the 1→ 2 transition and the 2→ 3 transition at the same time (i.e., a superposition of the two transitions),
and it could happen at a frequency which is dierent from both of the bare transitions. These combined
modes are called multisubband plasmon (MSP) modes, and they require more sophisticated modelling to
capture correctly.
In the following, we will explore two dierent approaches to modelling MSP modes: quantum and
semiclassical. The quantum approach has the advantage of treating light and matter on the same footing.
It also gives a somewhat more intuitive sense of howMSPmodes are formed, so we will begin with a sketch
of this approach. However, the quantummodel is somewhat more limited and unwieldy when making
quantitative predictions for the types of problems we will examine here. So, for the actual calculations,
we will turn our attention to the semiclassical model.
5.3 Multisubband plasmons: the quantummodel
The quantummodelwe examine here has been largely developed and outlined byY. Todorov and coworkers
[78, 79, 97, 98]. We will not repeat their fully detailed description of the theory, but will attempt to give a
more digestible overview of some of the key ideas and results.
As we have seen already, the typical problem geometry comprises a stack of doped semiconductor
QWs placed inside a photonic cavity. The quantum theory begins with a second-quantized light-matter
40












where εs is the static dielectric constant of the semiconductor QW system, and D̂, P̂ are the quantum
operators for the electric displacement eld and polarization density, respectively. The choice of dipole
gauge comeswith advantages in this context – for one, it naturally includes the ultra-strong coupling regime
[9] (unlike the standard James-Cummings approach neglecting anti-resonant terms [23]). Furthermore,
the dipole-gauge Hamiltonian is quite naturally divided into two components: the light-plasmon coupling
part, Hl−p, which corresponds to the D̂ · P̂ term, and the plasmon interaction part, Hp, which corresponds
to the P̂2 term.
To deal with the plasmon part of the Hamiltonian, Hp, we can begin with Schrödinger-Poisson simula-
tions of the QW region, like the approach discussed in previous sections. We then consider transitions
from the ith to the jth subband – for brevity, we label the transition as α ≡ i → j. If we assume that all
subbands are perfectly quadratic with the same eectivemass, then the ISB transition energy ħhωα = E j−Ei
is independent of k‖, depending only on the subband minima Ei , E j. In this case, we can dene an “ISB
transition” quasiparticle with creation operator b†α, which corresponds to the annihilation of an elec-
tron in subband i and the creation of an electron in subband j.1 The non-interacting matter part of the





I.e., in the absence of interactions, the energy of the system relative to the ground state is simply a sum of
the number of excitations, multiplied by their transition energy.
However, there is also an interacting part of the Hamiltonian, Hp, which can be written in terms of


















where ∆Nα = Ni − N j is the dierence in 2D occupation between the subbands, and Sα,β is a coupling
constant that can be calculated from the Schrödinger-Poisson wavefunctions and energies. So we see that
there is an interaction between dierent ISB transitions, which is strongest when it involves transitions
from a heavily-occupied subband into a lightly-occupied subband.
We have skipped over the derivation of this expression, but the important thing to see is that the P̂2
part of the interaction Hamiltonian gives rise to interactions between dierent ISB transitions. As we
have noted previously, when multiple subbands are heavily occupied, their transitions will not behave
independently of each other. This interaction is exactly what gives rise to MSP quasiparticles. They arise
from the diagonalization of the full interacting matter Hamiltonian, He−p ≡ He +Hp.
It is convenient to do this diagonalization in two stages, because we will see that the depolarization
shi naturally arises along the way. So, rst, we introduce quasiparticles called ISB plasmons, whose
creation operators p†α = uαb
†
α+vαbα are a linear combination of the ISB transition creation and annihilation
1Strictly, the relevant creation operator will actually correspond to a superposition of single-electron transitions at dierent k‖
values, known as the “bright” excitation [78].
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operators b†α, bα. Using a Bogoliubov-style diagonalization procedure, it is possible to nd coecients
uα, vα that eliminate the α= β part of Hp: i.e., the self-interaction of a single transition α= i→ j. What we



















where Ξα,β is a renormalized interaction energy (see Ref. [97]). More notably, the energy of this new










In other words, in this quantum picture, the depolarization shi of quantum well transitions comes from
the self-interaction of a single ISB transition.
However, the depolarization shi is only the rst step – we still have remaining interaction terms
between dierent transitions, which cannot be neglected when there is more than one subband occupied.
These are, again, dealt with using a Bogoliubov-type transformation. We denemultisubband plasmon





















Plugging in Eqs. (5.11) and (5.13) and using the standard creation/annihilation operator commutation
relations, it is possible to show that this commutation relation is equivalent to an eigenvalue problem: the
eigenvectors correspond to the coecients

an,1, an,2, . . . , bn,1, bn,2 . . .

, and the eigenvalues correspond to
the energies ħhΩn. Numerically, the matrix to be diagonalized can be calculated from the ω̃α’s and Ξα,β ’s
[99].
It can be easy to get lost in the mathematical details, but the key point here is that the P̂2 part of
the interaction Hamiltonian leads to an interaction between dierent ISB transitions. As a result of this
interaction, we nd that the “true” material excitations of the quantum well system (i.e. the eigenvectors
of the Hamiltonian) are MSP modes, which are superpositions of dierent ISB transitions. The MSP modes
come with their own frequencies Ωn, distinct from the ISB transition frequenciesωα that were calculated
by Schrödinger-Poisson. Furthermore, we see that the well-known depolarization shi arises from the
exact same interaction in cases where we can neglect the interaction between dierent transitions α 6= β .
Now, the nal aspect of the quantum theory is the light-matter coupling part of the Hamiltonian. Aer



























whereωc and a† are the frequency and creation operator for a photon mode, respectively. The quantities
ΩP,n and Fw are eective plasma frequencies and overlap factors for theMSPmodes: these are the quantities
which control the interaction strength between light and a particular photon mode. They are calculated






[78], and then re-writing it in terms of P†n , Pn using (5.13).
The eective plasma frequencyΩP,n turns out to be a linear combination of the bare ISB plasma frequen-
ciesωP,α, with weightings related to the coecients an,α, bn,α. This can have somewhat counterintuitive
results, however. If we have a heavily doped QWwith several occupied subbands, we might expect it to
have several absorption peaks – at least one corresponding to each lled subbands. However, instead we
oen nd that the plasma interactions cause the vast majority of the light-matter interaction strength to
concentrate into a single MSP mode. That is, aer diagonalizing the plasma interaction Hamiltonian, we
nd that there is one mode n = n0 with a large eective plasma frequency while the others, n 6= n0 are
eectively zero. The result is that heavily doped quantum wells tend to have a single strong absorption
peak, which remains even at room temperature [84]. This qualitative change in the absorption behaviour
has been exploited to achieve ultra-strong coupling in the mid-infrared (IR) [74]; however, we will see later
that things are more delicate in the THz.
To study these eects further, though, we need to be able to calculate the eective permittivity (and
thus, the absorption) for a given system. Unfortunately, the quantummodel presents challenges in this
respect. While the model does make quantitative predictions of both absorption [97] and an eective
dielectric tensor [79] (albeit slightly unwieldy), this model has been explicitly limited to the eective mass
approximation, in which subbands are parallel to each other. This is problematic since, as we have seen in
Sec. 5.1.3, it is important to correctly account for subband non-parabolicity in the study of THz QWs.
For square QWs, there is a simplication which allows the quantum model to be extended to non-
parabolic subbands, and an eective dielectric tensor can be calculated [100]. This approach mirrors
much earlier work by Warburton et al. who showed an absorption concentration eect in heavily doped
InAs/AlSb QWs similar to the MSP mode concentration [94]. In the quantummodel, the dielectric tensor
calculated in Ref. [100] and similar comes thanks to a simplication of the diagonalization problem when
all the ISB transitions have the same eective width [97, 99]. Unfortunately, while this assumption of
constant eective length holds for the adjacent i→ i + 1 transitions in square QWs, it does not hold for
PQWs or other well shapes in general. Even for non-adjacent transitions in square wells, one must revert
to the full diagonalization procedure of the quantummodel to obtain the correct results [97].
The quantummethod almost certainly could be extended in principle to treat non-parabolic subbands
more generally, but it is not obvious how best to tackle this. A naive approach of treating each k‖ point as
an independent ISB transition quickly leads to an intractably large matrix to diagonalize. Furthermore, it
is far from clear how to properly re-couch the theory in terms of the mathematical structure of k ·p theory.
So, instead, we now turn our attention to a semiclassical model which can produce many of the same key
results as the quantummodel. For our numerical calculations, we will use a semiclassical model based on
the work of Alpeggiani and Andreani [101]. We will extend their derivation to allow for asymmetric QWs,
and we will also make a rst attempt at including subband non-parabolicity.
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5.4 Multisubband plasmons: the semiclassical model
5.4.1 The non-local susceptibility tensor
At the core of the semiclassical model is the notion of a non-local susceptibility tensor, which has been
used to study the light-matter coupling for both ISB transitions [102, 103] and exciton-polaritons [104]. In a
typical dielectric material, we have
D= ε0(E+ P) = ε0(1+χ)E= ε0εE (5.17)
where E and D are the electric and displacement elds, respectively, and χ and ε are the electric suscepti-
bility and relative permittivity of thematerial, respectively. Tomodel QWs, wemust complicate this simple
relationship by introducing both anisotropy and non-locality. In the in-plane (non-growth) directions,
x , y, which do not couple with the quantum well, we maintain a simple local relationship:
Dx = ε0εx x Ex (5.18)
Dy = ε0εy y Ey (5.19)
However, in the growth direction, we allow for a non-local susceptibility, and the constitutive relation is
modied to:





Here, εs is the static permittivity of the semiconductor in the absence of doping. Oen, we can assume
εs = εx x = εy y , however it may be convenient to allow εx x ,εy y to have additional frequency dependence
to account for in-plane plasma oscillations, similar to Ref. [83].
The non-local susceptibility χzz(z, z′) is the key component of this relationship, and it can be found in







where α≡ n→ n′ is the index of the ISB transition from subband n to subband n′, similar to the last section,






whereψn(z) are the envelope wavefunctions of the QW (calculated by Schrödinger-Poisson and assumed
to be real), and m∗(z) is the eective mass. (In general, the eective mass varies with the composition
of the semiconductor, and so it will depend on z.) The other part, χα(ω), is called the “single-particle















2It is implied here that we have Fourier-transformed Maxwell’s equations in time and in the in-plane spatial variables. See
Appendix A for more details.
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whereωα(k) =ωn′(k)−ωn(k) is the transition energy from subband n→ n′ at in-plane wave vector k, and
∆ fα(k) = fn(k)− fn′(k) is the dierence in Fermi occupation probability. S is the in-plane surface area.
If we assume that the subbands are two-fold spin-degenerate and isotropic in-plane, then we can do































Strictly speaking, one should be more careful about introducing the subband non-parabolicity (see notes
in Ref. [101]), but this approach at least allows us to get closer to the correct transition energies. Work on a
technique that properly incorporates the k ·p framework into the denitions of ξα and χα is still underway
at the time of this writing.
In principle, we have everything we need now to solve electromagnetic problems involving heavily-
doped quantum wells. The non-local susceptibility (Eq. (5.21)) for the QW stack can be calculated from
Schrödinger-Poisson simulation results, and then it can be plugged into Maxwell’s equations via the
constitutive relation, Eq. (5.20). However, solvingMaxwell’s equations with this sort of integral relationship
is a relatively uncommon task, and it cannot be done with a standard electromagnetic solver.
One approach, then, is to develop a custom electromagnetic solver that incorporates the non-local
susceptibility: Alpeggiani andAndreani [101] accomplish this by deriving the transfermatrix for a non-local
QW layer. In the long-wavelength approximation, this approach can be simplied even further to give an
eective local permittivity for the QW stack (similar to that of Załużny, but incorporating themulti-subband
interactions). In the next sections, we will demonstrate how to solve the electromagnetic equations and
dene an eective permittivity tensor for the QW stack.
5.4.2 Solving for the electromagnetic elds
In this section, we will describe the solution of the electromagnetic elds with a non-local susceptibility
of the form Eq. 5.21. Our method will be slightly more general than that of Alpeggiani and Andreani, as we
will not restrict ourselves to QWswith inversion symmetry. The details of this derivation are fairly involved,
so in this section we will only highlight the key results. The full details are provided in Appendix A.
We will assume that we have a layered structure, with a QW layer sandwiched inside cavity (such as the
MIM cavities discussed in Ch. 4). We are particularly interested in transverse magnetic (TM)-polarized
waves: i.e., waves with a non-zero E component in the z direction (growth direction), since these are the
ones that couple to the QWs through the non-local susceptibility. We will assume that the QW region is
isotropic in the x − y plane so that εx x = εy y = ε‖. (NB: the other layers, such as the metallic strips, need
not be isotropic, since these layers do not involve non-local susceptibilities, and can be solved through
standard methods.)
If we use Eqs. (5.20) and (5.21) along with Maxwell’s equations (again, see Appendix A for details), we
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can show that the Dz eld within the QW region obeys the integro-dierential equation
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2/c2 and q‖ being the in-plane wave number.
As we show in Appendix A, the general solution to this equation has the form















where A, B are arbitrary coecients which will be determined by the boundary conditions of the layer.
g(z, z′) is the Green’s function sin(kz |z − z′|)/2kz The FAα , F
B


















































′)dz dz′ . (5.34)
From these, it is possible to calculate a transfer matrix for the QW region, similar to Ref. [101]. Note that
this is a slight generalization of the results in Ref. [101], as we have not assumed symmetric quantum wells,
and we have not assumed that ε‖ = εs.
5.4.3 Eective permittivity
Obviously, the general solution in the previous section is somewhat cumbersome, and it has the downside
that it cannot be fed into a standard electromagnetic solver. This makes it much more dicult to simulate
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entire structures – particularly structures like the MIM geometries we employed in Ch. 4 which are
non-uniform in the x–y plane.
For THz QWs, though, we can take advantage of the long-wavelength limit (qx , k0, kz ≈ 0), since we have
well widths ® 100 nm and electromagnetic wavelengths ¦ 10µm, even aer accounting for the refractive
index of the semiconductor. As shown in detail in Appendix A.4, this allows us to dene an eective local
permittivity for the QW stack. Intuitively, since the electric eld is approximately constant on the scale of
a single QW, we are able to replace each QW period with an eective medium.
The basic approach (similar to Ref. [61]) is to take an average of the Dz and Ez elds over a single QW




















where L is the thickness of the quantumwell region. Furthermore, since we are using the long-wavelength
limit, we can use that to simplify our equation for the FAα ’s to:










So in the long wavelength limit, we obtain a greatly simplied picture. From the QW transition current
densities, ξα(z), we solve the matrix equation (A.51) to get the FAα coecients, from which we can calculate
the eective permittivity εzz,e. This can then be used for the QW region in a standard electromagnetic
solver, such as in the simulations we performed in Ch. 4.
Finally, it should be noted that there is actually a much closer correspondence between this semiclas-
sical model and the quantummodel than rst meets the eye. In Ref. [101] it was shown that this model
predicts identical absorption modes to the quantum model, at least in the long-wavelength limit and
neglecting non-parabolicity. Loosely, the expression for the eective permittivity, along with the matrix
equation (5.37) can be mapped into an eigenvalue problem which mirrors the Bogoliubov diagonalization
procedure in the quantummodel.
5.5 Absorption coecient
In the remaining sections, we would like to discuss the absorption properties of dierent QW designs. One
must be careful here, because in general, the absorption spectrum of a QW depends on its surroundings.
In other words, we cannot have a well-dened absorption coecient for a QW active region unless we also
specify the structures that surround the active region. In general, the safest approach is to use the eective
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permittivity, εzz,e, (which is well-dened independently of the surroundings) and solve the absorption for
a particular situation.
Nevertheless, the absorption coecient is a commonly-used quantity which is useful for intuitive
understanding. To make it well-dened, we will assume that the absorption takes place in a simple “test”
context. We imagine a thin layer of QWs, embedded in a semiconductor of innite extent in both ±z
directions, with dielectric constant εs. We assume that the dielectric constant of the QWs would also be εs












This quantity has units of 1/length and can be thought of as the relative power lost per unit length. For
a periodic array of QWs with period Lp, this absorption coecient will – perhaps counterintuitively –
depend on the width of the barrier between the wells. Larger barriers mean fewer QWs per unit length,
which leads to less absorption per unit length. Thus, it is oenmore useful to use a dimensionless quantity
Lpα(ω), which corresponds to the fraction of light absorbed per QW. (Again, though, remember that there
is an implicit assumption here that QWs are embedded inside an innite media with dielectric constant εs.
Otherwise, “absorption per QW” is an ill-dened quantity which depends on the surroundings.)
5.6 Absorption linewidths
In the models above, we have thus far neglected absorption linewidths (i.e., broadening), which come in
two forms: homogeneous and inhomogeneous. Inhomogeneous broadening arises, for example, when we
have a stack of QWs with slightly dierent absorption frequencies. This could be due to, say, band-bending
eects at the boundaries or variations in the growth. Homogeneous broadening comes from non-radiative
scattering of the electrons in the well. The most prominent scattering mechanisms are from interfaces,
alloy disorder, phonons, and ionized impurities [105]. Interestingly, homogeneous and inhomogeneous
broadening mechanisms have dierent eects on the formation of polaritons – it has been shown that ISB
polaritons are somewhat “immune” to inhomogeneous broadening when we have a system of many QWs
coupled to the same photon cavity [106].
Inhomogeneous broadening mechanisms can usually be included in the Schrödinger-Poisson model,
although it can be laborious and increase the computational time considerably. Homogeneous broadening
mechanisms, unfortunately, remain quite dicult to predict from theory beyond order-of-magnitude
estimates. This is especially true in the context of MSP modes, which may have altered scattering rates
compared to the bare single-particle transitions. As such, in all our calculations we will articially
introduce a broadening parameter, γ, by evaluating the absorption at ω → ω + iγ/2. This essentially
simulates homogeneous broadening with γ being approximately the full width at half maximum (FWHM)
of each absorption peak.
5.7 Why parabolic quantum wells?
At last, we are in a position to study the design ofQWs for the active region in THzpolaritonic devices. Recall
that we would like to be able to achieve a sharp resonance in the THz which is stable with temperature.
We would also like to be able to engineer the absorption strength via the doping level, as this will aid in
designing a nal device.
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Figure 5.4: Absorption spectra (as dened in Sec. 5.5) for a square QW system (le) versus a PQW system
(right). These are the same well systems described in Fig. 5.1, which are designed to absorb around 3 THz
at low temperature. In this case, the simulated structures are Si delta doped at 1× 1011 cm−2 per well.
We simulate the absorption at 30 K and 300 K. For comparison, we use the same articial linewidth of
γ= 0.3 THz for all simulations. (In reality, the peaks would likely broaden at 300 K.)
The challengewith squareQWs in theTHz is immediately apparent ifwe simulate their absorption at low
and high temperature: see Fig. 5.4 (le). While at low temperature we have a peak at 3 THz corresponding
to the 1→ 2 ISB transition, at high temperature the absorption splits into several weaker peaks. This is due
to the signicant occupation of the higher subbands that we saw in our Schrödinger-Poisson simulations
in Fig. 5.1. In reality, the problem is even worse than what we see in Fig. 5.4 because the peaks also tend to
broaden signicantly at higher temperatures due to an increase in mechanisms such as phonon scattering.
This broadening diminishes the visibility of the peaks even further in practice. We can also see that
this eect appears well below room temperature. If we look at the full evolution of absorption as the
temperature rises (Fig. 5.5) we can see that the peak splitting already begins around 50 K. This means that
even experiments at liquid nitrogen temperature (77 K) can be challenging.
On the other hand, if we look at the absorption of a PQW (Fig. 5.4, right) we see that it is eectively
insensitive to temperature. In reality, we expect that there will be an increase in the linewidth (as we will
see in Ch. 8), but the peak position and overall strength of the absorption are quite robust to increases in
temperature. Even though there are many transitions present at room temperature, we see a single, clear
absorption peak at 3.0 THz. It may seem obvious that this would be the case, given the equally-spaced
subbands, but there is actually more going on here than meets the eye. For one thing, due to the non-
idealities of the semiconductor system, the subbands are not perfectly equally spaced: the transitions can
vary by more than 0.1 THz, even without accounting for subband non-parabolicity. For another thing, at
this doping level of 1× 1011 cm−2, there are enough electrons in the PQW to cause a noticeable distortion to
the conduction band edge via their Hartree potential. This potential makes the well a bit shallower, which
we would expect to redshi the transition energies. The Schrödinger-Poisson part of these calculations
bear this out: while the rst (1 → 2) transition frequency of the undoped system is 3.0 THz, the rst
transition frequency of the doped system predicted by Schrödinger-Poisson is 2.8 THz. And yet, even in
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Figure 5.5: The image shows the spectrum of a square well as a function of temperature. The simulation
is performed under the exact same conditions as Fig. 5.4, but we have now lled in the temperatures in
between to see the evolution of the absorption lines.
the doped system, we see an absorption resonance very close to 3.0 THz.
What has happened here is, the eects of plasmon-plasmon coupling have almost exactly “cancelled
out” the eects of band-bending due to charge redistribution. Aer all the calculations, we end up with a
single MSP mode, which is eectively locked to the bare (undoped) transition energy.3 This cancellation
is closely related to a well-known eect in cyclotron systems called the Kohn theorem [107], which has
also been extended to semiconductor systems [108]. Ideally, The eect is derived in a parabolic potential
of innite extent. For PQWs in semiconductors, where we are forced to truncate the potential at some
point, the eect will essentially remain as long as the PQW is made deep enough to accommodate all the
carriers. That is, the maximum barrier composition must be chosen high enough that most carriers will
not be excited into the continuum above the well.
This picture already explains why PQW are a natural choice for the study of THz polaritons compared
to square wells, and indeed they have been used already to exhibit strong coupling at room temperature
[67]. However, there is a complication to the square well’s side of the story which is worth mentioning. In
Figs. 5.4 and 5.5 we have used only a moderate modulation doping at 1× 1011 cm−2 per well. At this doping
level, the eect of multisubband interactions is present, but it is not strong enough to cause signicant
qualitative changes in the absorption behaviour of the square well. On the other hand, MSP theory predicts
that very heavily-doped square QWs can exhibit a robust absorption peak even at room temperature [109],
and this has been successfully used for ultra-strong coupling studies in the mid-IR [74]. So why can we not
exploit this same eect in the THz?
Fig. 5.6, which shows the QW absorption at room temperature with higher doping levels, gives us a
clue. For the square well, we see that at a doping level of 3× 1011 cm−2, the absorption peak is still split
into several weak peaks. If we increase the doping level to 3× 1012 cm−2, we see that the peaks coalesce
3One might note that the PQW absorption frequency does not quite appear “locked” in Fig. 5.4, as there is a redshi from 30 K to
300 K. however this is largely due to bandgap variation with temperature, and it would appear in the bare transition frequencies as
well.
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into a single, strong absorption peak (similar to Ref. [109]). However, crucially, the peak is blue-shied to
around 12 THz – well above our original target of 3 THz. Loosely: to achieve a strong MSP resonance, we
must dope the well so heavily that its plasma frequenciesωP,α are too large, and depolarization-like eects
push the resonance out of the THz.
Interestingly, we also see that the PQWbehaviour starts to deviate – blue-shiing and inhomogeneously
broadening – when the doping level is heavy enough. As we mentioned above, the robustness of the PQW
peak only survives as long as the well is deep enough to contain all the charges.4 There is a rough rule of
thumb which guides this “crossover” in behaviour of both types of wells. We can dene an overall plasma





where LQW is the width of the QW (i.e., the region where electrons are conned, not including the barriers).
Roughly, when thisωP starts to exceed the bare transition frequencyω12 of the well, we cross over into a
“heavy-doping” region with dierent absorption behaviour. In the PQW, when the doping is heavy enough
that ωP ∼ ω12, the Hartree potential from the electrons becomes so strong that it almost completely
attens the conduction band, and we approach a 3D plasma slab with a uniform charge density [108]. So,
in fact,ωP eectively sets an upper bound on the modulation doping that can be put into a PQW: beyond
this, the additional electrons will stay bound to the Si-delta rather than settling the well. This is why bulk
doping was used for the calculations of Fig. 5.6.5
This raises another point which is worth bearing in mind. To achieve the strong MSP resonance in
a square well, it is imperative to use bulk doping rather than modulation doping. With the high doping
densities required for this eect, band-bending due to the Hartree potential can become quite extreme. If
we attempt to modulation dope a square well at 3× 1012 cm−2, the potential created by the positive charges
of the Si-delta is so extreme that it creates its own QW around the delta, and electrons will not populate the
square well. (It is not hard to imagine that this will be the case by looking at Fig. 5.2, where there is already
a signicant distortion of the conduction band edge for a square QWmodulation doped at 3× 1011 cm−2.)
If, on the other hand, we use a uniform bulk doping throughout the well, the uniform positive charge
density of the Si ions adds a parabolic to the well, which counteracts the potential created by the electrons,
helping to keep the electrons inside the well.6
Heavy bulk doping comes with a serious downside, though, which is not captured in our model: it
puts a large reservoir of scatterers right in the middle of the well. This will signicantly increase the
eect of ionized impurity scattering, which could lead to a noticeable broadening of the linewidth. While,
unfortunately, this is dicult to predict quantitatively – especially in the context of MSPmodes – we saw in
Ch. 4 that the relative linewidth of transitions can be a critical parameter for device design. So, all things
considered, we see that square wells are problematic for ISB polariton studies in the THz regime. PQWs,
on the other hand, provide a clean, stable resonance over a wide range of temperatures and doping levels.
4In the modulation doped case, as the doping increases, the Hartree potential from the electrons will make the PQW shallower
and shallower until it cannot hold any more electrons. (We can see this “shallowing” begin to happen in Fig. 5.2.)
5Although note that, in the case of a PQW, we do have some control over ωP because we can truncate the well at a higher
composition to increase LQW, thus increasing the maximum doping “capacity” of the well. If we had an innitely-high PQW, we
would not be limited in the number of charges we could accommodate.
6The fact that a uniform doping density creates a parabolic potential follows from the 1D Poisson equation ∂ 2z V = eN3D/εε0,
where N3D is the 3D doping density and V is the electric potential. If N3D is constant, then this equation is readily integrated, and
we see that the potential V has to be of the form of a parabola A+ Bz − (eN3D/2εε0)z2, with A, B being constants determined by
the boundary conditions. When written in terms of the potential energy of an electron (−e · V ), this takes the form of a parabolic
potential well with curvature related to the squared plasma frequency.
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Figure 5.6: Absorption spectra (as dened in Sec. 5.5) for a square QW system (le) versus a PQW system
(right), this time showing the dependence on doping at room temperature (300 K). Again, these are the
same well systems described in Fig. 5.1, which are designed to absorb around 3 THz at low temperature.
However, in this case we have bulk doped uniformly throughout the well at 3× 1011 cm−2 and 3× 1012 cm−2
per well. Since the absorption strength naturally increases with doping, the 3× 1011 cm−2 is shown both at
real scale (solid) and at 10× scale (dashed) for comparison. As before, we have used a constant γ= 0.3 THz
for all calculations.
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5.8 Some real-world considerations in active region design
So far in this chapter, we have focussed on the modelling and design on the scale of single QWs under
periodic boundary conditions – eectively assuming an innite stack. This is certainly themost challenging
aspect of modelling an active region for THz polariton devices, however it is worth discussing some higher
level design considerations as well.
We have already touched upon the risk of bulk-doping QWs due to ionized impurity scattering, but
there are other challenges associated with doping. In Si modulation-doped Alx Ga1 –x As QWs, one must be
careful of several other eects. One such eect is the segregation of Si during molecular beam epitaxy
(MBE) growth, which can cause a signicant asymmetric smearing of the doping delta [93], depending on
the growth temperature. If the Si-delta is placed too close to the wells, Si atoms could penetrate into the
well leading to an increase in ionized impurity scattering.
Another doping eect to keep in mind is the creation of deep-donor states when modulation doping
into Alx Ga1 –x As barriers. When the Alx Ga1 –x As composition exceeds x > 0.2, the Si donor state binding
energy can increase signicantly due to the creation of DX-centres [110]. This can lead to poor ionization
of the Si dopant atoms, leading to a lower-than-expected density of electrons in the QW. One mitigation
strategy is to place a very small GaAs square well into the barrier so that the dopants can be placed in
GaAs. Another strategy, employed in high-mobility two-dimensional electron gass (2DEGs) is to illuminate
the sample prior to any measurements to break the electrons free from the metastable DX traps [110].
Finally, one last consideration when designing a structure is the surface and interface states whichmay
be created at the surface of the sample and at the interface between the substrate and the epitaxial growth.
If the structure is not designed carefully, these interface states can “steal” electrons from the QW region.
This can lead to a depletion of the wells near the top and/or bottom of the QW stack, along with band-
bending which could shi their transition frequencies compared to the wells near the centre of the stack.
Tomitigate this, ideally, the QWs should be placed far enough away from the surface and from the substrate
interface. It may also be desirable to add additional doping at the edges of the QW stack to compensate
for these surface and interface states. In principle, the exact compensation needed can be calculated
by Schrödinger-Poisson of the entire structure, treating the surface and substrate interface as Schottky
barriers. Unfortunately, it is dicult to predict the exact barrier height, as this can depend signicantly
on the details of the epitaxial growth and the fabrication. For certain structures, overcompensating can
be problematic, and it may take experimentation to get the balance just right [111].
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Chapter 6
Molecular beam epitaxy: some
fundamentals
Molecular beam epitaxy (MBE) has frequently underpinned the development of quantum and nanotech-
nologies over the last few decades. As these technologies becomemore advanced, so too are their demands
for high-precision crystal growth. For example, our recent achievement of a terahertz (THz) quantum
cascade laser (QCL) with record-high operating at 250 K, required hundreds of Alx Ga1 –x As layers with
a total growth time approaching 20 hr [15]. Although it remains unclear exactly to what extent the MBE
structure quality plays a role in the performance of these quantum cascade devices, there is growing
evidence to suggest that very high precision is necessary [112]. While MBE is far from the only factor in
making these devices successful – structure design and post-MBE fabrication are both critical as well –
prudent growers should take every available precaution to make sure that the structure they grow is as
close as possible to the intended design.
This becomes even more challenging for the THz intersubband (ISB) polaritonic devices discussed in
this thesis, which we have seen may require parabolic quantum wells (PQWs) of high quality factor. In the
next chapter, we will look at novel MBE growth techniques for such PQWs. In this chapter, however, we
will discuss a selection of considerations for growing high-quality Alx Ga1 –x As structures in general. Many
of the results will be broadly applicable in MBE, although our focus will be on III-V semiconductors. While
these strategies are not necessarily novel, they are not universally employed by the MBE community, and
they include approximations which are not always well-examined. We will take the opportunity to clarify
and justify some of these approximations. At the same time, these basic techniques of ux calibration will
be an important foundation for our work on continuous alloys in the next chapter.
6.1 The relationship between growth rate and ux
The basic idea of MBE is to grow crystals by shooting particles (usually atoms or simple molecules) at
the surface of a starter crystal, called a substrate. (See Fig. 6.1, for example.) Compared to other growth
techniques, MBE uses relatively slow growth rates in the range of a few Å/s or less, and is performed in a
very clean ultra-high vacuum (UHV) environment. The advantage – one of the hallmarks of MBE – is that













Figure 6.1: Conceptual diagram of an AlGaAs MBE growth. We see the Al crucible which contains molten
material, with temperature controlled by a proportional, integral, derivative (PID) feedback loop.
This makes it one of the best techniques to grow nanometre-scale 1D heterostructures, particularly if
quality and precision are the most important factors.
To achieve such precision in layer thicknesses and control over the composition, though, one of the
key quantities that an MBE grower must pay attention to is particle ux. To grow a layer of a certain target
thickness, the MBE grower needs to know how fast the layer is growing so that they may stop the growth
at the appropriate time. (In practice, of course, this usually means programming a computer to stop the
growth at the right time.) For a single-element material, the growth rate G has the following relationship







· s ·φ (6.1)
Here φ is the ux of atoms impinging on the substrate per unit time, per unit area. s is the sticking
coecient: the fraction of those atoms that actually end up sticking to the substrate. Z is the number of
atoms per unit cell. a⊥l and a
‖
l are the in-plane and growth-direction lattice constants of the layer being
grown, and they must be calculated to account for the strain of the grown layer.1
Suppose that the grown material naturally (i.e., in the absence of stress) has a lattice constant al .2
When this material is grown epitaxially on a substrate, the natural lattice constant of the grown material
will stretch or shrink in-plane to match the substrate lattice constant, as. So we have a
‖
l = as. In the growth
direction, the lattice constant will then tend to shrink or stretch to compensate. This can be calculated









is the number of atoms per unit volume in the grown material. So the growth rate is simply equal to the number of atoms sticking to
the substrate per unit time, per unit volume, divided by the number density of the grown material. Importantly, the number density
is a xed property of the material being grown, while the ux is controlled by the MBE grower. So we see that there is a very direct
relationship between ux and growth rate.
2Strictly speaking, there just needs to be a periodic relationship between atoms of the substrate and atoms in the grown layer. As
long as the atoms “match up,” the crystals could have dierent lattice constants or could even be oriented in dierent directions.
However, here we assume the simplest case of a 1:1 match-up of the atoms.
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knowing the material’s Poisson ratio, νl :
a⊥l = al + 2
νl
1− νl
(al − as) (6.2)
In some cases, the grown layer will relax, meaning that its in-plane lattice constant will deviate from that
of the substrate back towards its natural value. In that case, the calculation of lattice constants will need
some modication, but Eq. (6.1) will still hold.
While this description has been limited to a single-element material, it is readily generalized to
compounds with uxes of several materials. One must just take care to calculate the number density
and sticking coecients correctly for the compound. For the III-V semiconductors grown in our lab
(compounds of Al, Ga, In, As, Sb), it turns out that the growth is determined by the group III uxes (Al,
Ga, In) under most conditions. As long as enough group V (As or Sb) is supplied to grow the material,
any excess will simply desorb o the substrate, ensuring layer stoichiometry. Thus, the growth rate is
controlled by the sticking coecient and uxes of the group III elements alone. The group V uxes may
have some inuence on the growth kinetics and nal layer quality, but they do not need to be controlled
very precisely, except in cases where more than one group V element is being used, in which case their
ratio will be important for the nal composition of the material. (We will not discuss those situations here,
however.)
6.2 Producing atomic ux with an eusion cell
In MBE, the most common way to generate uxes is by using eusion cells. Eusion cells have a crucible
lled with a single pure element (or sometimes a pure compound), with an opening facing the substrate.
When the material in the crucible is heated up, it begins to evaporate and release atoms through the
opening. In the UHV environment of an MBE chamber, these evaporated atoms have a very long mean-
free-path, so they travel unimpeded to the substrate – acting as a beam of particles.
While some cells have a valve to modulate the ux of particles escaping the cell, most group III cells
only have a shutter with two states: fully open, or fully closed. In that case, the MBE grower controls the
ux by varying the temperature of the crucible: higher temperature leads to higher ux. So the question
is: what temperature should a grower set the cell to, to obtain a desired ux (and thus a desired growth
rate and composition)?
Assuming an ideal gas at equilibrium, the particle ux, φ, can be calculated in relation to the vapour






Herem is themass of the particles emitted, kB is the Boltzmann constant, and T is the absolute temperature
of thematerial. In reality, this is a non-equilibrium situation creating a non-isotropic beam of particles, but
the beam ux hitting a given point on the substrate will at least be proportional to this value. Furthermore,
the vapour pressure of metals tends to be given in the form of an Antoine relationship, log(Pv)∝ A− B/T .
These facts allow us to write down an empirical relation between the eusion cell temperature, T , and the
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Here α and β are unknown constants. So, in principle, if a grower can calibrate α and β accurately, then
they can produce any desired particle ux by setting the appropriate cell temperature.
The reality is a bit more complicated than this, however, as the coecients α and β will tend to change
over time. This can be due to a redistribution of molten/solid material within the crucible – e.g., due to
the buildup of droplets, liquid creep up the side of the crucible, or simply the fact that the material is
slowly used up over time. It can also be related to the fact that current technology does not allow us to
accurately measure the temperature of the emitting material directly. Instead, “cell temperature” usually
refers to the temperature of the outer surface of the crucible, which can be measured by direct contact
with a thermocouple. While a PID feedback loop can be used to keep this thermocouple temperature
stable at a desired temperature, this does not necessarily keep the emitting surface at a stable temperature,
which can lead to instabilities in the ux.
Much of the job of limiting these instabilities falls to eusion cell designers (andMBE system designers
in general). For example, in the hot-lipped “SUMO” cells for Ga and In, one of the key design goals is to
minimize the formation of droplets on the crucible nozzle, which are a major cause of ux instabilities for
these materials. Well-designed modern eusion cells can – with good luck – produce a ux which is stable
to within 1 % or better over a period of 24 hr. Consistency and reliability, however, remain a challenge as
the limits are continuously pushed. Even with an extremely stable eusion cell, one cannot expect the
ux-temperature relationship to remain stable over a period of days, weeks, or months. Thus, it is crucial
for MBE growers to be able to measure a cell’s ux directly for frequent recalibration.
6.3 Measuring ux with an ion gauge
Hot lament ion gauges, like the one seen in Fig. 6.2, are designed to measure pressure. They are most
commonly used to measure the extremely low pressures (down to the 10−12–10−11 Torr range) in a UHV
environment. It turns out, though, that these pressure gauges can be used – without any modication
to the gauge head – to measure small particle uxes. This is because ion gauges do not really measure
pressure directly, but rather measure the density of particles.
An ion gauge works by ionizing some fraction of the particles inside a xed volume (the cylindrical grid
seen in Fig. 6.2). These ionized particles are captured by a thin voltage-biased collector lament, and by
releasing their electrons generate a current that can be measured by circuitry designed to measure small
currents in the picoampere range. This collector current is proportional to the number of particles in the
collector volume at any given time. Under normal operation, this particle density is readily converted into
a pressure via the ideal gas law. However, if the gauge is inserted into a beam of particles, this particle
density measurement can instead be converted into particle ux.
This is one of the primary ux measurement strategies for many MBE labs, including our own. When
the gauge is operating in this mode, we refer to it as a beam ux-monitoring ion gauge (BFM) (another
3Note that some sources do not include the
p
T in this expression, and that a closer look at the underlying physics of evaporation
reveals that the ux-temperature relationship may be even more complicated [114]. However, as shown in Appendix B.2.2, the use
of dierent formulae in this case is approximately equivalent to a redenition of the calibration coecients. For this reason, this




Figure 6.2: Image of a BFM gauge head from our Veeco GEN10 MBE system. This is a standard nude-
lament ion gauge head for measuring UHV pressures. It is attached to an actuator so that it can be moved
in front of the substrate holder as necessary.
common term is “monitoring ion gauge” or MIG). The BFM is placed on an actuator so that it can bemoved
in front of the substrate holder and probe the ux that would normally hit the centre of the substrate.
This provides a fast, reliable ux measurement – the primary downside being that it cannot be performed
during an actual growth because it blocks the ux to the wafer.
Further, some care must be taken when performing these measurements, as the relationship between
particle density and particle ux depends on their speed. Imagine that a particle ux φ enters the gauge
through a surface area A. If we dene n= φ · A as the number of particles entering the gauge per second,
and P as the probability that a given atom will be ionized and collected, the collector current will be given
by
I = nP (6.5)
Let’s assume that the ionization probability is proportional to the time, t, spent inside the gauge. Then
P = p · t, where p is the ionization probability per unit time. Further, let’s assume that the time spent in
the gauge is equal to t = L/v, where L is the average distance the particle travels through the gauge, and v
is the average particle velocity. Putting this all together, the collector current is given by




The quantities A and L are constant, since they depend on the geometry of the gauge. p will depend on the
type of atom being measured, as well as the voltage biasing of the gauge, but we can assume that it does
not change signicantly over time. However, the velocity v will depend on the source of the particle beam
we are measuring. If we assume that the beam is emitted by a hot surface – such as in an eusion cell –
then the velocity will be proportional to
p
T , where T is the temperature of the emitting surface. Putting
all this together, we nd that the collector current is proportional to φ/
p
T . Thus, we can introduce a
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This γ factor is dierent for each eusion cell in an MBE system. It can be calibrated by taking a BFM
reading of cell ux, and then immediately using that cell to grow a test layer. By measuring the actual
thickness of the test layer – say, by optical reectometry or high-resolution x-ray diractometry (HR-XRD)
– one can work backwards to determine what the actual ux was, corresponding to the BFM reading. Once
γ is calibrated in this manner, the BFM provides a much more quick and convenient way to measure cell
uxes.
For practical purposes, it is oen convenient to combine (6.7) with (6.4) to obtain the BFM reading as a











From this we obtain a convenient way to calibrate the α and β coecients if we know γ. We perform
a series of BFM measurements I[i] at dierent temperatures T[i]. Plotting ln(I[i]T[i]) versus −1/T[i]
should yield a straight line with slope β and intercept ln(α/γ).4
6.4 Analytical inverse of the ux equations
Quite commonly, an MBE grower may want to invert the ux-temperature relationship (Eq. (6.4)) or the
BFM-temperature relationship (Eq. (6.8)) to nd the cell temperature required to achieve a certain ux
or BFM reading. However, inverting such equations is not within the standard mathematical toolbox of
most MBE growers. Sometimes this leads growers to neglect the factors 1/
p
T and 1/T entirely. This
approximation is not as drastic as it might seem at rst glance – in Eqs. (6.4) and (6.8), dropping these
factors is equivalent to a redenition of the coecients α, β , and γ. See Appendix B.2.2 for a more detailed
explanation.
However, this approximation is somewhat insidious because it may lead us to implicitly drop the
p
T
factor from the BFM-ux relationship, Eq. (6.7). This particular
p
T cannot be safely neglected in typical
MBE growths, unless T is very close to the temperature, T0, used for calibration. Neglecting this factor
means that the growth rate calculated by a BFMmeasurement will be o by a factor of
p
T/T0 , which can
easily be an appreciable error. If T0 ∼ 103 K and |T − T0| ∼ 102 K, we obtain a growth rate error around 5 %.
Fortunately, it is possible to invert equations like (6.4) and (6.8) without neglecting any factors by using
the Lambert W function. While the Lambert W function may not be commonly known, implementations
of it are readily available in most computational programming languages such as Matlab or Python. The
Lambert W function is dened implicitly by the relation
W (zez) = z (6.9)
4Note that this calibration procedure gives a value of α/γ rather than α directly. For this reason, the QNC-MBE lab uses a slightly
dierent denition of the calibration coecients in practice: see Appendix B.1 for details.
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for real or complex z. This is useful because both Eqs. (6.4) and (6.8) have the general form








































We have to be careful here, though, because the Lambert function is multi-valued over certain ranges
of arguments, and we need to use the correct branch. In the cases of interest to us, we have T, b, r > 0, so














which is exactly the region where the Lambert function is multi-valued. In other words, there are actually
two values of T which give the same value of y: one with 0 < T < b/r and another with T > b/r. In
practice, we typically have b on the order of 104 K while T is much smaller, on the order of 103 K. So, we
want the solution with 0< T < b/r, which corresponds to the lower branch of the W function, denoted as
W−1(·).















; r > 0 (6.14)
It must be emphasized that this branch choice only applies to exponents r > 0. If r < 0, then the Lambert
function is single-valued and the lower branch does not exist. If r = 0, then the equation reduces to the











; r = 0. (6.15)
6.5 A typical ux calibration procedure
By now, we have the key equations necessary for a typical III-V MBE growth. To illustrate how everything
ts together, it is useful to walk through a typical pre-growth ux calibration procedure, where we assume
that the γ coecient is well-calibrated but the α and β coecients may have dried. Dri of these
coecients is quite common, e.g., when cells are reduced to an idling temperature overnight and then
brought back up for a growth. (Again, for readers from the QNC-MBE lab, note that the α,β ,γ coecients
used here are slightly dierent from those used in the lab. See Appendix B.1.)
Suppose we want to grow a 1000Å layer of AlAs on a GaAs substrate. We know that the AlAs growth
rate is determined by the Al ux, as long as we supply sucient As, so our rst step is to gure out what the
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Al ux should be. In more complicated growths with several types of material, there may be constraints,
but here we are essentially free to choose the Al ux. We might decide we want to grow at G = 1Å/s for
1000 s to achieve the desired thickness. Then, based on this growth rate, we can calculate the ux using
Eq. (6.1). For AlAs at typical growth temperatures, we can assume that the sticking coecient is 1 and that





which works out to φ = 5.519× 1013 cm−2s−1.
The next question is, what temperature should we set the Al cell to to achieve this ux? Here we use











If we use some typical values, e.g., α= 1.5× 1028 K1/2cm−2s−1 and β = 40 000K, we obtain a cell tempera-
ture of 1349.9 K or 1076.8 °C.
However, it is important to note that this is only the correct temperature if the α,β coecients have not
changed since the last calibration. In practise, we should treat this as a rst “guess” for the cell temperature.
Then, once the cell is at this temperature, we should measure the ux using the BFM – its reading will be




(Again, assuming that γ has already been well-calibrated.) If the ux isn’t at its desired value, we adjust the
cell temperature (there is a useful approximation for doing this, outlined in Appendix B.2.1), and then
keep repeating the ux measurements until we reach the value we want.
It is important to note that with this procedure, the α and β coecients end up having no impact on
the nal accuracy of the growth. They are only used to get us an initial guess for the temperature, which is
then corrected iteratively using the BFM. In the end, the accuracy of the growth is completely dependent
on the accuracy of the BFM and, in particular, its calibration coecient γ. Of course, the picture may get
murkier in some cases – for example, in the continuous alloys discussed later. Furthermore, it should be
noted that an ion gauge is not the only way to measure ux, so this is certainly not the only procedure
one could follow. Nevertheless, this emphasizes the point that accurate ux measurement is a critical
component of high-quality MBE growth.
6.6 Diculties in dening cell temperature
In the discussions above, we have been somewhat imprecise with the denition of temperature, T . Strictly
speaking, for these derivations to hold, T should be the temperature of the emitting surface. And further,
there might be several emitting surfaces within the same cell – each potentially at a dierent temperature.
Still, even if we imagine that all the ux comes from the surface of the molten metal in the crucible, the
temperature of this surface cannot be directly measured in practice. We are only able to reliably measure
the temperature of thermocouples placed outside the crucible, and we know that these thermocouple
temperatures could be quite dierent from that of the emitting surface. Eusion cells typically operate
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under large thermal gradients, such that thermocouples placed at the tip and base of the crucible will
oen have readings that dier by more than 100 °C, with the molten emitting surface likely lying at some
temperature in between. It is not dicult to imagine, then, that the emission temperature relevant for
ux calculations could dier from the measured thermocouple temperatures by 50 °C or more.
At rst glance, this appears disastrous, because cell uxes are quite sensitive to temperature – depending
on the element, a change of just 1 °C can lead to several percent change in the ux. So, how are we able to
obtain a reliable ux when the uncertainty in the emitting surface temperature is so large? As it turns out,
the calibration procedure for the γ coecient is the key here. This calibration is done in such a way that it
implicitly eliminates much of the error due to temperature readings – so long as that error is constant
over time.
Suppose our measured temperature, Tm, is oset from the actual material temperature Ta by some
constant oset∆T .
Tm = Ta +∆T (6.19)
Now suppose we perform a calibration procedure to measure γ: we set the cell temperature to some
temperature Tm,0, and we measure the corresponding ux, φ0, and BFM reading, I0. If we use Tm,0 as the














where Ta,0 is the actual temperature during calibration.
Going forward aer the calibration, we continue to use the measured temperature, since we do not
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∆T · (Ta,0 − Ta)
2T 2a,0
(6.26)
So this error is second-order in the temperature dierences: ∆T (thermocouple oset) and Ta − Ta,0
(dierence between melt temperature during current growth vs melt temperature during calibration
growth.)
Typically, we’d have Ta, Ta,0 on the order of 103 K. In a worst-case scenario, the thermocouple oset
might be∆T ∼ 102 K, and the cell temperature Ta used for a particular growth might be 102 K dierent
from the temperature used for calibration. Even in this extreme case, the relative ux error due to this
temperature oset is only 0.5 %. If the cell temperature is close to the temperature used for calibration, the
error will be even smaller. So we see that the error turns out to be quite small. Essentially, the calibration
procedure implicitly redenes γ so that the equations give the correct ux, as long as the cell temperature
does not deviate too far from the calibration point.
Of course, this is only an approximate picture, and we have neglected the possibility that a cell could
include several emitting surfaces at dierent temperatures. Still, the same argument should apply, so long
as the relative contributions of those surfaces remain constant over time. The idea is that γ is automatically
selected to give the most accurate ux reading in spite of all the temperature uncertainties.
That said, this is still not the full story, as we can expect that the cell will change over time, leading to
some stochastic variation in∆T from day-to-day – call this δT . This will cause the ux measured by BFM







This is a rst-order error term, but the important thing is that we expect the random variations δT to be
much smaller than the constant oset∆T . If δT is around 2K and Ta around 1000 K, we obtain an error of
just 0.1 %. On the scale of a single growth, we expect δT to be much smaller than this, since otherwise the
ux would be unstable anyway. However, these errors may still be worth considering in the long term. If
∆T dris signicantly over a long period of time (e.g., as the material in the crucible is used up), it may be
necessary to perform a recalibration of the γ coecient in order for the BFM to be a reliable ux gauge.
(And, of course, there may be other motivations to recalibrate γ anyway, such as a change in the beam
geometry over time.)
Finally, note that a similar principle applies to the α and β coecients, as discussed in Appendix B.2.3.
Our imperfect knowledge of the actual temperature of the emitting surface largely amounts to an implicit
redenition of the α,β coecients. Usually, this is not as critical as the γ coecient, since the α and
β coecients are only used to set an initial guess for the cell temperature. However, there are certain
cases where it is impossible to measure the ux directly before growth (e.g., if a cell temperature must
be changed mid-growth). In these cases, it will be more important to ensure that α,β and their related
equation are treated correctly.
6.7 Conclusions
In this chapter, we have discussed ux calibration procedures in MBE. Most important for our eorts in
the next chapter are the equations Eqs. (6.4) and (6.7), which give us the relationships between ux, BFM
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reading, and cell temperature. We have also discussed how to mathematically invert these equations,
and outlined a typical pre-growth ux measurement procedure. Finally, we have discussed some issues
related to the approximations oen used by MBE growers and the diculties in dening cell temperature
correctly. These issues can be somewhat dicult to keep track of – we see that there are several cases
in which calibration coecients may be implicitly redened to mitigate an underlying approximation
or uncertainty. In many cases, the end result will work out just ne, but this is not universally true. It is
therefore important for MBE growers in high-precision applications to understand when approximations
are being implicitly applied and when they can be justied.
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Chapter 7
Graded alloy growth with molecular
beam epitaxy
Note: signicant portions of this chapter are derived from our publications, Refs. [115] and [116], with permission
from the publishers.
7.1 Introduction and background
Molecular beam epitaxy (MBE) has long focused on the growth of discrete layered systems with sharp
interfaces. The concept of stacking dierentmaterials is a simple but versatile concept, enabling a dizzying
array of physics and technology. Even when just two or three materials are used, enormous complexity
can be achieved by employing a large number of layers with carefully engineered thicknesses. Striking
examples have existed for decades now, such as quantum cascade lasers (important emitters in the mid-
infrared (IR) [117] and terahertz (THz) [22]), which routinely incorporate hundreds of layers into a single
device.
Still, while discrete layers have dominated the landscape of 2D heterostructures, they represent only a
small fraction of the possible design space. Graded structures with smooth variations in alloy composition
have been much less explored. If arbitrary composition proles could be generated along the growth
direction, one could easily envision growing exotic quantum well and barrier structures with unique,
unexplored physics. However, such structures have remained dicult to grow, since they require precise
time-varying uxes that most MBE systems are not designed to generate. If time-dependent uxes could
be controlled more precisely – and, especially if this could be done without major modications to the
MBE system – it would open up new realms of structure design.1
Furthermore, developing such techniques to grow graded alloys could also be useful in preventing un-
desirable grading during regular growths. MBE growers oen encounter situations where the composition
is unintentionally and undesirably graded – for example, because of thermal transients when opening and
closing the cell shutters. While modern MBE systems are designed to minimize these transient eects to
1Strictly speaking, graded alloys can be grown with other techniques like metal-organic vapour-phase epitaxy (MOCVD) or
chemical beam epitaxy (CBE), but these techniques do not oer as high precision as MBE, and have increased background doping
levels which can be detrimental when high-quality structures are needed.
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the point that they are negligible for most growths, these eects may becomemore andmore important as
the demands for device performance and reproducibility continue to grow. THz quantum cascade lasers,
again, are a prime example of this – the race towards room temperature operation (recently capped [15]
at 250 K) is underpinned by complex growths which demand the utmost precision. Thin quantum well
barriers are particularly susceptible to shutter transients, and when the growth introduces uncertainties
like this, it only serves to complicate a design andmodelling problem that was already challenging to begin
with. Techniques to gain better control over cell uxes may be of great importance in such demanding
situations.
In this chapter, we explore time-dependent ux control inMBE, focusing on the example of Alx Ga1 –x As.
Alx Ga1 –x As is well-studied and particularly convenient for graded alloys, since it is well lattice-matched
to GaAs substrates at all composition values, and it has a linear bandgap dependence [118] for x < 0.38.
Thus, by grading the composition prole, x, it is relatively straightforward to engineer the exact potential
energy prole of a quantum well or barrier.
We study the relatively simple example of quadratically varying parabolic quantum wells (PQWs),
which can already prove useful in practice. PQWs have equally spaced subbands and an optical response
which is strikingly dierent from themore ubiquitous square quantumwell. The optical response of PQWs
is robust to both charging eects [108] and the redistribution of electrons at higher temperatures [109]
– characteristics which have recently made them attractive in the study of strong light-matter coupling
in the THz [60], where square wells are limited to cryogenic temperatures [72]. PQWs could thus be a
key ingredient in the development of practical polaritonic devices within the so-called “THz gap [59].”
However, to make these devices a reality, growing graded quantumwells of the highest quality could prove
essential.
The idea to grow PQWs in Alx Ga1 –x As is not a new one, nor is the idea to grow continuously graded
quantum wells in general. However, applications have been limited as it remains dicult to achieve the
necessary time-varying control over the atomic ux. The easiest and most common way around this
is to use so-called “digital alloys” – rapidly actuating the cell shutter to provide short pulses of ux. By
varying the duty cycle, one can approximate a continuous alloy. Indeed, PQW studies to date (both early on
[119] and more recently [60, 88]) have largely employed such digital alloys. Unfortunately, since shutters
typically cannot be actuated more than a few times per second, the quality of digital alloys is inherently
limited: they cannot exactly capture the target composition prole, and they generate a large number of
interfaces. Further, while faster shutter action should, in principle, lead to a better approximation of the
continuous alloy, it comes with drawbacks such as ux transients that need to be carefully compensated
[120]. Rapid shutter actions (and thus, short pulse times) also make it dicult to achieve good in-plane
uniformity unless the shutter actions can be precisely timed to the substrate rotation.
So, for the highest-quality structures, it would appear most promising to pursue a smooth composition
prole. This requires accurate time-dependent control over the cell ux, which is dicult due to the
complicated thermal behaviour of eusion cells [121]. Attempting to develop an accurate model of an
eusion cell’s thermal dynamics is highly impractical, and depends onmany system-specic factors. Many
MBE systems mitigate these dynamical eects via “black box” proportional, integral, derivative (PID)
temperature controllers, but these controllers are optimized only for the steady-state case. In the dynamic
case required for graded structures, these PID controllers are only sucient when the structure can be
grown slowly enough that the eusion cell remains in a quasi-equilibrium [122, 123]. Unfortunately, such
slow growth rates lead to long growth times, which make the growths more susceptible to random ux
deviations, and limit the total thickness of the structures that can be grown. This means that PID control
is not sucient when applications demand graded quantum well superlattices of several micrometres, for
example.
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A natural inclination might be to design a more sophisticated feedback controller to better handle the
dynamic case. Improving the responsivity of the temperature controller can indeed yield some benet
[124], but there are limits on accuracy. Unfortunately, while the typical crucible temperaturemeasurement
is a good proxy for atomic ux in the steady-state, it does not measure the surface of the molten material
directly, so it may lead or lag the ux in the dynamic case. Thus, themost challenging part of implementing
a dynamic feedback controller lies in monitoring the atomic uxes accurately in real time during a growth
– something that most MBE systems are not equipped to do.
In the direction of feedback control methods, perhaps the most promising work was by Aspnes et al.
[125], using spectroscopic ellipsometry for real-time composition measurement. Still, such ellipsometry
systems remain uncommon in MBE labs, and they are dicult to set up and calibrate accurately. A lack of
substrate rotation further means that the growth will be extremely non-uniform across the surface of the
substrate.
Another option is to “ip” the problem – keeping the cell uxes constant and varying the desorption
rate of Ga o the substrate. The desorption can be monitored with a mass spectrometer, and it can
be controlled via the substrate temperature or the As overpressure, giving real-time control over the
composition [126, 127]. This method requires very high substrate temperatures, however, and is extremely
sensitive to temperature non-uniformity across the substrate, again leading to poor lateral uniformity of
the growth.
In the absence of real-time feedback information, one must try to nd the appropriate cell inputs
ahead of time. Several techniques in this vein have been attempted with varying degrees of success. An
iterative guessing approach can be simple to implement, but requires several trials and may not track
the desired prole very accurately [128]. More sophisticated approaches have used feedback loops under
“test” conditions to determine the appropriate input to the Al cell [120, 129]. This takes advantage of the
fact that a beam ux-monitoring ion gauge can be placed in front of the substrate to accurately measure
time-varying atomic uxes coming out of an eusion cell – the main catch being that it cannot be done
during a real growth. Such approaches are promising, but have still struggled to achieve highly precise
tracking of smooth composition proles at the growth rates required for thick structures.
Our initial approach [115] was in a similar direction –we used a ux-monitoring ion gauge to empirically
derive a simple linear model of the Al cell’s thermal dynamics. This model could be used to predict the
required cell input for arbitrary composition proles. In the approach detailed below, we improve this
technique signicantly, simplifying the linear model to make it more robust against measurement noise
and adding compensation for shutter transients. Most importantly, we add an iterative correction approach
which can reduce errors in the linear model without the need for more complex modelling. This can be
used on growths that are most demanding on compositional control.
7.2 Converting composition to ux
We begin with the general problem of growing Alx Ga1 –x As with smoothly varying composition in the
growth direction, z. In MBE, we cannot control the material composition directly – it is the atomic uxes
that we must vary as a function of time to achieve the desired composition. So, our rst step is to convert
the target composition prole, x(z), into Al and Ga uxes ΦAl(t),ΦGa(t) as functions of time, t. Assuming






To keep things simple, we will choose a constant Ga ux, ΦGa and only vary the Al ux to control the





Note that this expression diverges when high Al content is required (x → 1). This is not a problem for
typical quantum well (QW) growths – including those studied here – because we work within the regime
x ≤ 0.4 where Alx Ga1 –x As is direct-bandgap. If a wide range of compositions were needed within the
same growth, the techniques discussed in this chapter could still be applied, but one would need to vary
both the Ga and Al ux at the same time. (In that case, a sensible constraint might be to keep the total
growth rate constant.)
The above expression for the Al ux is given as a function of position, but for a growth we need ux as

























where a⊥ is the growth-direction lattice constant of Alx Ga1 –x As on GaAs, and a‖ is the substrate lattice
constant. So in this case we have a‖ = aGaAs and, using Vegard’s law,2
a⊥(z) = x(z)a⊥,AlAs + (1− x(z))aGaAs (7.7)









With equations (7.2), (7.4), and (7.8), we can convert any target composition prole x(z) into a target Al
ux ΦAl(t), given a constant Ga ux ΦGa.
2Strictly speaking, Vegard’s law does not apply to Alx Ga1 –x As, and a bowing parameter should be used [118]. The equations can
be modied to include this, but they become slightly more cumbersome and the dierence is negligible for our purposes.
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7.3 MBE growth with linear dynamical modelling
So the problem is reduced to that of accurately generating a time-varying Al ux, ΦAl(t), which we will
now consider. The exact details of how to do this may depend on the particular MBE system, but the
general approach should be broadly applicable – even to other materials and eusion cell designs. The
system used in this work is a Veeco GEN10 with Al evaporated from a 60 cc conical pyrolytic boron nitride
(PBN) crucible. This Al cell has two independent heaters, but only the base heater is used during normal
operation to keep the crucible lip cooler than the base and minimize Al creep. (This happens because Al,
unlike Ga and In, wets the PBN surface.) When an input temperature is specied by the operator, a PID
loop adjusts the heater’s power supply voltage to maintain the base thermocouple at this temperature.
(See Fig. 6.1 for a schematic representation.)
For typical growths using constant ux, we would generate a desired Al ux via the exponential












where Tin is the input temperature to the Al cell, and α and β are coecients which are routinely measured
via calibration growths3. This relationship only holds for constant-ux growths, though, where the Al cell
is in steady-state. If a time-varying input, Tin(t), is applied, the thermal dynamics of the cell will lead to
ux transients, which have a settling time on the scale of a few minutes or more. Thus, to accurately vary
the ux as a function of time, we must compensate for the thermal dynamics of the eusion cell.
For simplicity, we leave the existing PID control system in place without any special adjustments, and
try to nd the “correct” sequence of input temperatures, Tin(t), which will give the desired ux, ΦAl(t).
For this, we develop an empirical model of the cell dynamics.
To begin, we already know that there will be a signicant non-linearity in the relationship Tin(t)→
ΦAl(t), analogous to the static relationship Eq. (7.9). So, we take this static relationship as a starting point,












Or, inverting this expression, we can dene the eective cell temperature explicitly as










where W−1(z) is the lower branch of the Lambert W function,4 and α and β are the same coecients
used during steady-state growths. In other words, when the cell is producing a ux ΦAl(t) at a given time,
Te(t) is the temperature that would be required to produce that ux if the cell was in steady-state. As a
3As discussed in the last chapter, strictly speaking, we should be using the surface temperature of the emitting material here
rather than Tin. However, since that temperature is not known exactly, we rely on the external crucible temperature measured by
the cell’s thermocouple. Fortunately, this approximation – routinely employed in MBE – is not as drastic as one might expect at rst
glance. This is because the same approximation is also used when calibrating the α and β coecients in the rst place. As a result, α
and β are automatically selected so as to minimize the impact of the approximation – as long as the temperature does not deviate too
far from the temperature(s) used for calibration.
4The lower branch of the Lambert W function is dened by z =W−1(zez) with the constraint z ≤ −1. As showed in the previous
chapter, choosing the lower branch is equivalent to assuming that Te < β .
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result, when the cell is in steady state, Te(t) should be equivalent to both the input temperature, Tin(t),
and the temperature measured by the cell’s thermocouple. In the dynamic case, however, these three
temperatures may deviate from each other substantially.
Another interpretation of this eective temperature is that we have simply converted the cell’s ux,
ΦAl(t) into units of temperature. The purpose is to simplify the mathematical relationship by eliminating
a known source of non-linearity: Eq. (7.9). We expect that the relationship Tin(t)→ Te(t) will be simpler
(i.e., less non-linear) than the original relationship Tin(t)→ ΦAl(t) that we are trying to model.
So, the remaining task is to nd a dynamical relationship between the input temperature, Tin(t), and
the eective temperature, Te(t). In general, these quantities will be governed by non-linear heat transfer
equations [121], but we approximate the relationship as linear, so that all the dynamical information can
be described by a frequency-domain transfer function H( f ). Once this transfer function is known, the
relationship between the input and eective cell temperatures is simply
Te( f ) = H( f )Tin( f ), (7.12)
where Tin( f ) and Te( f ) are the Fourier transforms of Tin(t) and Te(t), respectively. This frequency-
domain relationship is readily inverted. So, if we can nd the transfer function of the Al cell, we can nd
the input temperature required to generate any desired ux prole.
7.4 Transfer function of the Al cell
In principle, the transfer function is straightforward to measure. We apply a dynamic input, Tin(t),
measure the response, Te(t), convert to the frequency domain, and then solve for H( f ) in Eq. (7.12). In
practice, though, we must take some care in how this is done. For one thing, real-world measurements
will always include error and noise. For another, this system is not exactly linear, and we are only seeking
to approximate it as linear under typical operating conditions.
So, as a test input, we apply sudden steps to the input temperature, within the range of typical cell
temperatures used for growth: around 1250–1350 K in our case. Step inputs like this are simple to apply,
and will excite the relevant dynamics so that they can be characterized. To measure the response, Te(t),
we use a beam-ux monitoring ion gauge, placed near the centre of the substrate manipulator. The ux
can be calculated from the ion gauge current, jIG(t), using the relationship
ΦAl(t) = γ
Æ
Te(t) · jIG(t). (7.13)
Here γ is a constant, known from routine calibrations used for other growths on this system5.
Combining Eqs. (7.10) and (7.13), we can use the ion gauge current to measure the eective temperature
response of the cell. The result is










Fig. 7.1 shows the Te step response of our Al cell, measured in this way. We see that Te lags, overshoots,
and then settles back to Tin. From this data, we could estimate the transfer function directly as H( f ) ≈
5Here again, we are using Te in place of the temperature of the emitting surface. As before, this is not quite correct, but the
eect will be mitigated as long as the same approximation is used when calibrating γ.
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Figure 7.1: Step test of our Al cell (growth number G0452 in the QNC-MBE database). Black: the input
temperature to the PID controller. Purple, solid: the Al ux response, measured by ion gauge, and then
converted into an eective temperature using Eq. (7.14). Purple, dashed: response predicted by the
second-order linear model (Eq. (7.15)) aer tting the parameters K, ζ, and τ with least-squares.
Te( f )/Tin( f ), but it is clear that this will incorporate noise and other errors into the transfer function.
Instead, we extract the key dynamics by restricting the transfer function to a simpler, second-order form,




Kζ · (i2π f τ) + 1
(i2π f τ)2 + 2ζ · (i2π f τ) + 1
, (7.15)
where K, ζ, and τ are parameters to be tted. Depending on the particular eusion cell, another form of
the transfer function might be more useful. In general, the approach is to use just enough poles and zeros
to capture the key dynamics. In this case, we have also chosen the form of H( f ) so that H(0) = 1, which
enforces the constraint that Te should be equal to Tin in the steady-state. For more detailed comments on
choosing the form of the transfer function, see Appendix B.3.
Furthermore, it should be noted that the transfer function depends on the settings of the cell’s control
system. Thus, for example, if the PID settings are adjusted, then the transfer function parameters will
need to be remeasured. In principle, tuning the control system does not improve the maximum rate of
ux change achievable with this method, since that is determined by the thermal mass of the cell itself.
However, if the control system is poorly tuned, then the operator may need to request extreme values of
Tin to achieve a rapid ux change.
The parameters K, ζ, and τ are tted to give a step response as close as possible to the measured one.
The results of this t for our system are plotted alongside the measured data in Fig. 7.1. Clearly, we see
that there are some dynamics here that are not captured by the linear model. This is not surprising, since
the step test is an extreme example, and the eusion cell thermal dynamics are known to be non-linear.
However, we will see later that this transfer function already provides reasonably good results, and that
the missing dynamics can be well-compensated by an iterative correction.
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7.5 Shutter transient compensation
The transfer function of Sec. 7.4 describes the response of the cell ux to changes in input temperature,
but it does not account for the response due to the cell shutter status. Opening or closing the cell shutter
changes the distribution of heat within the cell, which leads to transient variations in ux whenever the
shutter is actuated. Oen, growths with continuous alloys might also require sharp interfaces, which
means we need a general approach that can account for the thermal dynamics due to both changes in
input temperature and those due to shutter actuation.
The shutter action can be thought of as inducing a transient in the eective cell temperature, Te. So,
to compensate for the shutter action, we extend our linear model of Eq. (7.12) to
Te( f ) = H( f )Tin( f ) + G( f )S( f ). (7.16)
Here S(t) is the shutter state, which is either 0 (open) or 1 (closed), and S( f ) is its Fourier transform. G( f ),
then, is the transfer function which describes the shutter response. (Note that since S is dimensionless, G
has units of temperature.)
The shutter response is measured using the same approach as the temperature input response. We
perform a “step” test by opening the shutter (stepping S(t) from 1 → 0) while keeping Tin constant.
Meanwhile, we measure the ux response with an ion gauge, and convert it into an eective temperature
response (Te(t)− Tin). We repeat this test multiple times at dierent temperature setpoints and calculate
the average shutter transient. Then, we t the shutter transfer function to the following form:
G( f )≈
Ksζs · (i2π f τs) +ηs
(i2π f τs)2 + 2ζs · (i2π f τs) + 1
. (7.17)
Here we have four parameters to t – Ks, ζs, τs, and ηs – and the results of this t are shown in Fig. 7.2. As
with the thermal transfer function, H( f ), the exact form of G( f )may need to be adjusted, depending on the
particular cell and shutter system. Here again, we can gain some intuition by examining the steady-state
behaviour. In this case, we have G(0) = ηs. So, in the steady state, Eq. (7.16) becomes simply Te = Tin if
the shutter is open and Te = Tin +ηs if the shutter is closed. Thus, the parameter ηs can be interpreted as
the net increase in eective cell temperature aer closing the shutter (i.e., the dierence between the
initial and nal values in Fig. 7.2).
As with the thermal transfer function of Sec. 7.4, this shutter transfer function, G( f ), is only an
approximation of much more complicated non-linear dynamics. For example, this model assumes that
the shutter response is independent of the input temperature, and that the Te response upon closing
the shutter is just the negative of the response upon opening – neither of which is necessarily the case.
Nevertheless, it provides a relatively simple approximation of the shutter transient, which, if necessary,
can be rened using the iterative correction scheme described later. Such an approach is not only useful
for growths incorporating continuous alloys: it could readily be applied to mitigate the shutter transients
in almost any growth where precision is paramount.
7.6 Mock growth
To test these dynamical models, we applied them to a real structure – a periodic sequence of parabolic
quantum wells (PQWs). These wells are grown in Alx Ga1 –x As with composition, x, ranging from 2–30 %,
and are designed to give an intersubband transition energy of around 12.4 meV (which corresponds to
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Figure 7.2: Shutter transient response of our Al cell (growth number G0452 in the QNC-MBE database).
Plotted here is the deviation of the eective temperature from its steady state value, aer opening the
shutter at t = 0s. Light purple: Al ux response, measured by ion gauge and then converted into an
eective temperature using Eq. (7.14). Dark purple: response predicted by the second-order linear model
(Eq. (7.17)) aer tting the parameters Ks, ζs, τs, and ηs.
3.0 THz). In between the smooth parabolic wells, we place 2 nm rectangular GaAs wells, which are created
by closing the Al shutter. These wells are where the Si dopants are placed for modulation-doped PQWs [60,
130]. We assume a constant Ga ux such that the growth rate of pure GaAs would be 0.15 nm/s.
Using the transfer functions G( f ) and H( f ), measured above, we numerically invert Eq. (7.16) to nd
the Al cell input, Tin(t), required to grow a periodic sequence of these PQWs.
Since it is dicult to measure the composition accurately during a real growth, we perform a “mock”
growth – applying the calculated Al cell input (shown in Fig. 7.3) to the Al cell, and without supplying any
Ga or As ux. We measure the Al ux – again, using an ion gauge placed in front of the substrate holder –
and then calculate what the composition would have been if it were an actual growth with Ga ux. We
repeat the test under periodic conditions by applying the input 10 times in a row.
Fig. 7.4 shows representative results for this mock growth. The measured ux, converted to an eective
composition is quite close to the target structure, with a root-mean-square composition error of only
∆x = ±0.70 %Al. We see that most of the error is concentrated at the tops of the barriers, where the Al
cell temperature must change rapidly. Depending on the demands of the structure, this level of precision
may already be sucient, and could perhaps be improved further by optimizing the underlying PID
parameters.
7.7 Iterative improvement
One notable feature of the mock growth results in Fig. 7.4 is that the position-dependent composition
error is nearly the same for each well. This suggests that most of the error does not come from random
instabilities in the eusion cell, but rather from predictable dynamics that have not been captured by our
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Figure 7.3: Black, solid: calculated eective temperature, Te(t), required to grow parabolic quantum
wells for the mock growth outlined in Sec. 7.6. Light purple, solid: input temperature expected to generate
this target eective temperature, as calculated by Eq. (7.16). This was the input used for the mock growth
in Sec. 7.6 (growth number G0472 in the QNC-MBE database). Dark purple, dashed: corrected input,
calculated using the iterative method outlined in Sec. 7.7. This was the input used for the mock growth
in Sec. 7.7 (growth number G0475 in the QNC-MBE database). In both cases, the input is generated with
periodic boundary conditions.
simple linear model. So, in principle, it should be possible to eliminate this error.
To do this, we develop a simple iterative correction scheme. For a given target structure, we begin
with a mock growth similar to Sec. 7.6. An initial cell input, T (0)in (t), is calculated using Eq. (7.16), and the
resulting ux is measured and then converted into an eective temperature, T (0)e (t). Ideally, this measured
temperature would already be equal to the target, T (target)e (t), but in practice there will be some error, equal
to





We would thus like to apply some correction to the input temperature to negate this error. Since we
know that our transfer function H( f ) is a decent approximation to the dynamics, a reasonable guess for the
correction is: −T (0)error( f )/H( f ). That is, the new corrected input temperature would be (in the frequency
domain)
T (1)in ( f ) = T
(0)
in ( f )−
T (0)error( f )
H( f )
. (7.19)
This correction scheme could be easily iterated if necessary:
T (n+1)in ( f ) = T
(n)
in ( f )−






























Figure 7.4: Results of the mock growth described in Sec. 7.6 (growth number G0472 in the QNC-MBE
database). The top pane shows the target composition prole (dark purple, dashed) and the measured
composition (light purple, solid) during themock growth. The Al ux was measured by ion gauge and then
converted into an equivalent composition. The bottom pane shows the dierence between the target and
measured curves. For clarity, this error curve has been low-pass ltered to remove ion gauge noise and
numerical artefacts at the sharp well boundaries, emphasizing the error which comes from the dynamical
model. (The measurement in the top pane remains unltered.) The full test included 10 wells, but only a
representative sample (wells 6, 7, and 8) is shown, for simplicity.
We tested this approach on the parabolic wells of Sec. 7.6. The results of applying this corrected
input are shown in Fig. 7.5. Aer just one corrective iteration, the root-mean-square composition error
is reduced from ±0.70 %Al down to ±0.18 %Al. In particular, we see that the composition at the top of
the high-composition barriers matches the target much more closely. While another iteration could be
applied, the error is already approaching the limits in accuracy of the ion gauge. So this correction scheme
provides a simple way to achieve excellent composition tracking.
This iterative method has the downside that it requires at least one additional uxmeasurement before
the growth of any new structure. Fortunately, for periodic structures like superlattices, only a few periods
need to be measured, so the ux measurement can be much shorter than the actual growth time. In
addition, we found that the Al cell dynamics do not change too dramatically over the course of a growth
campaign, even as the cell is depleted. This means that the calibration and mock growth measurements
described here can oen be re-used for future growths. As a test of this, we repeated the mock growth of
Fig. 7.5 about two months later, aer growing at least 50µm of AlGaAs material for other structures. Then,
using the exact same temperature input (only corrected for routinely measured changes in α and β – we
did not do any new step tests or iterative corrections), we found that the error increased only by a small




























Figure 7.5: Results of the mock growth described in Sec. 7.7, using a corrected input sequence (growth
number G0475 in the QNC-MBE database). As in Fig. 7.4, the top pane shows the target and measured Al
uxes, converted into eective compositions. The bottom pane shows the dierence between the two.
Again, for clarity, the error curve has been ltered, and only a representative sample of the data is shown.
7.8 Characterization with X-ray diractometry
The beam-ux monitoring ion gauge used for the above tests is convenient, as it gives a full prole of how
the Al ux varies with time. However, these measurements rely on an accurate calibration to convert
the ion gauge current (pA) into particle ux (cm−2s−1). (I.e., the γ coecient discussed in Ch. 6) While
such calibrations are routinely used, it is important to grow actual structures to conrm that these “mock”
measurements can successfully translate into real PQWs.
To test this, we use an Al temperature input similar to the one calculated above to grow a stack of 10
PQWs. (Specically, this is the input used in Ref. [115].) A high-resolution x-ray diractometry (HR-XRD)
measurement is performed on the sample in ω–2θ coupled mode, and the results are compared to a
simulation of the target structure. Fig. 7.6 shows the HR-XRD results – the t to the target structure is
excellent without any adjustments or tting parameters. Although HR-XRD is not the most sensitive to
distortions in the composition prole, this is a reassuring piece of evidence that the mock-growth ux
measurements can be used to grow a real structure successfully.
7.9 Characterization via reectivity
As another way to verify the accuracy of the BFM for these ux measurements, we did a test growth using
in-situ reectivity. Reectivity can be used to measure the growth rate of certain layers in real-time [131].
The basic idea is that the reectivity of a substrate is sensitive to the thickness of layers grown on top of it.
This is due to reection and refraction at the interfaces which give rise to interference patterns that can
enhance or suppress the total reectivity at the surface. As the top layer grows thicker, we can track the
change in reectivity in real-time and t it to a theoretical model to extract the growth rate.
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Figure 7.6: HR-XRD data from a grown sequence of 10 PQWs (growth number G0357 in the QNC-MBE
database). The black curve shows the expected HR-XRD counts, as calculated by a simulation of the target
structure. The red curve shows the actual measured HR-XRD counts, which track the expected curve
extremely well.























Figure 7.7: Dark (green online): Wafer reectivity as a function of time during the growth of an AlAs layer
on a GaAs substrate (growth number G0636 in the QNC-MBE database). (Several GaAs and AlAs layers had
already been deposited before the growth of this AlAs layer.) The reectivity wasmeasured at a wavelength
of 469.5 nm. During the AlAs growth, the Al ux was varied as it would be when growing a sequence of
four Alx Ga1 –x As PQWs, so the AlAs growth rate varied as a function of time. Light grey: the predicted
reectivity based on a mock growth measurement with the beam ux-monitoring ion gauge (BFM) ion
gauge. The same Al cell input was applied and the ux was measured with a BFM ion gauge.
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In this case, we start with a GaAs substrate (potentially with some AlGaAs layers on top) with some
eective refractive index, Ns. If we then grow a new layer of thickness L on top, the reectivity at the
surface will become [131]:
r(L) =
r∞ + ri exp(−i4πN L/λ)
1+ r∞ri exp(−i4πN L/λ)
(7.21)








where N is the complex refractive index of the grown layer. Typically, this formula would be used during a
constant-rate growth of a single material (i.e., L = G · t, where G is the growth rate), which gives rise to
nearly sinusoidal oscillations. However, for these continuous alloy growths, we would like to study the
reectivity while the Al ux is changing as a function of time.
In principle, we could monitor reectivity during the growth of Alx Ga1 –x As PQWs and extract the
growth rate. Unfortunately, we cannot do this in practice becausewedonot have precise enoughknowledge
of the complex refractive index as a function of composition at the temperatures used for a typical growth.
However, if we eliminate the Ga ux, we can grow a pure AlAs layer, for which we do have well-calibrated
information about the refractive index. As the Al ux varies, the growth rate of the AlAs will vary, leading
to a predictable reectivity as a function of time. So, we can do the following:
1. Apply a time-varying Al input for generating PQWs, as discussed above.
2. Measure the resulting ux using the BFM.
3. Apply the same input, this time along with an As ux to grow a layer of AlAs on GaAs, with the
growth rate varying as a function of time.
4. Use the BFM data to predict what the reectance versus time should be, and compare it to the
measured reectivity data.
This is what was done in Fig. 7.7, and we can see that the predicted reectivity from the BFMmatches very
well with the measured reectivity.
It should be noted that some least-squares tting had to be done here. The layer underneath the AlAs
is not pure GaAs, and so its eective refractive index, Ns, is unknown and must be extracted by tting [131].
Furthermore, we also allowed the BFM calibration coecient γ to be t by the routine, to eliminate the
eect of overall calibration errors. (Only a single, constant value of γ was used for the entire t, though.)
This test thus gives good evidence that – as long as the BFM is carefully calibrated with an accurate γ
coecient – it is a reliable ux gauge, whose results can be translated into real growth rates.
7.10 Conclusions
We have developed a method for controlling eusion cell ux which, in our example case of growing
continuously graded Alx Ga1 –x As, achieved an accuracy approaching the limits of existing measurement
techniques. The typical exponential relationship between eusion cell ux and input temperature is
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supplemented with a linear dynamical model to account for the transient behaviours of the eusion cell.
A simple, second-order model is used, with parameters calibrated by a single step test.
Once calibrated, the linear model can be used to generate arbitrary composition proles, as long as the
eusion cell is capable of changing its temperature quickly enough. The linear model may already provide
good enough compositional accuracy for many applications. However, for cases where better control is
needed, we have introduced an iterative correction scheme to eliminate any lingering error. With just a
single extra calibration measurement for each particular structure, the error can be reduced signicantly.
Using this iterative correction, we controlled the composition of an Alx Ga1 –x As PQW sequence to
within ±0.18 %Al at standard growth rates above 0.15 nm/s. The method can easily be applied to other
composition proles, and it does not require any modications to the existing MBE hardware. While we
studied the case of continuously graded Alx Ga1 –x As here, it should be re-emphasized that this technique
is more about eusion cell control, and it could be applied in other situations as well. This could include
other material systems – perhaps even more dicult mixed group V systems like InAs/AlSb. It could also
include the mitigation of shutter transients, particularly in highly demanding growths like THz quantum
cascade lasers, for which the additional calibration time may be well worth it. With the combination of
a simple dynamical model plus iterative correction, we obtain a powerful technique for controlling cell
uxes during MBE growth.
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Chapter 8
Room temperature absorption with PQWs
Note: signicant portions of this chapter are derived from our publication, Ref. [130], with permission.
In the last chapter, we outlined a technique to grow continuously graded structures with molecular
beam epitaxy (MBE), with a particular focus on the example of parabolic quantum wells (PQWs). In this
chapter, we will explore the results of applying this technique more thoroughly, with an eye towards
terahertz (THz) strong coupling applications. As discussed in detail in earlier chapters, one of the key
diculties in this spectral range is to achieve high-quality THz resonances, particularly above cryogenic
temperatures. Intuitively, this can be understood as coming from the fact that a THz resonance requires a
small intersubband transition energy, on the order of 10 meV. Thus, at room temperature for example, the
thermal energy (kB T ∼ 25meV) will be enough to populate several subbands. In square wells, this leads
to an undesirable splitting of the absorption resonance as the temperature rises – on top of linewidth
broadening due to the usual scattering mechanisms [105] – which makes it very dicult to achieve strong
coupling above cryogenic temperatures [72].
Prior to thiswork, it had already been shown that PQWsare able tomaintain aTHz absorption resonance
up to room temperature and achieve ultra-strong coupling [60]. However, digitally alloyed PQWs suer
from broad absorption lines – for example, Ref. [67] saw absorption linewidths on the order of 30 % of
the ∼3.5 THz centre frequency, with no improvement at low temperature. While this is sucient for a
demonstration of strong coupling, better linewidths are needed for other geometries and devices – in
particular, for the metal-insulator-metal (MIM) geometries that would be desirable for polariton scattering
studies [75].
In this chapter, we use continuously graded PQWs to demonstrate intersubband (ISB) absorption at
3 THz, with remarkably small linewidths. At low temperatures near 10 K, we see linewidths below 6 % of
the transition frequency – a serious improvement over digital PQWs, and even an improvement compared
to square quantum wells. Importantly, this narrowness is largely maintained even up to 150 K, well above
the temperature of liquid nitrogen. Thus, comparable experiments on square quantum wells that had to
be performed with liquid helium could be performed with much more readily available liquid nitrogen
using continuously graded PQWs.
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Figure 8.1: (a) Schrödinger-Poisson simulation of a periodic stack of PQWs at 300 K, performed with
nextnano++. The bare (undoped) PQW intersubband transition energy is 3 THz. Modulation doping of
1× 1011 cm−2 per well is placed in 2 nm square wells in between the PQWs. The black curve shows the
conduction band edge, while the grey (green online) curves show the squared envelope wavefunctions,
shied according to their subband energy. Energy is relative to the Fermi level. (b) In-plane subband
dispersions of the same simulation. Shaded regions represent the relative electron occupation. In both (a)







Figure 8.2: A basic schematic of the multipass experiment setup. Light enters through a 45° facet, and
bounces through the sample until it reaches the exit facet. Three key regions of the sample are shown,
from bottom to top (not to scale): the substrate (blue online), the active region (purple online), and the
Ti/Au coating (gold online). Each time the light passes through the active region, a portion of it is absorbed.
The sample should be designed so that the light reects completely at the bottom of the substrate, e.g., by
total internal reection.
8.1 THz absorption in parabolic quantum wells
To study the absorption properties of the continuously graded PQWs, we grew two arrays of PQWs – one
with 54 PQWs n-type modulation doped at 1× 1011 cm−2 per well, and the other with 18 PQWs doped at
3× 1011 cm−2 per well. (Growth numbers G0490 and G0489, respectively, in the QNC-MBE database.) The
wells were grown in Alx Ga1 –x As using the techniques of Chapter 7, with Al composition continuously
varied along the growth direction (illustration in Fig. 8.1). At the bottom of each PQW, the minimum Al
composition, x, was chosen to be 2 %, and the barriers were truncated at a maximum composition of
30 %. For these growths, the Al composition prole was chosen to give a parabolic conduction band edge
prole based on the bandgap vs composition dependence of Ref. [95]. The PQWs were each 103.8 nmwide,
separated by 10 nm barriers comprising 4/2/4 nm of Al0.3Ga0.7As/GaAs/Al0.3Ga0.7As. Si delta-doping was
placed in the GaAs region in the centre of the barrier.
To analyze the quality of the PQW stacks, we measured the THz transmission with a Fourier transform
infrared (FTIR) spectrometer. (A simple schematic is shown in Fig. 8.2.) The samples were surface coated
with Ti/Au and shaped into multi-pass waveguides with facets polished at 45°. The 18-well sample was
0.56mm×2.48mm, and the 54-well sample was 0.54 mm×2.25 mm. Here, the rst number is the thickness
in the growth direction, and the second number is the length of the waveguide perpendicular to the growth
direction and in the same plane as the light propagation. The samples were placed into a continuous-ow
cryostat inside a Fourier transform infrared spectrometer (Bruker IFS66V), with polarized broadband THz
light incident on the sample. The transmitted spectra were collected with a liquid-He-cooled Si bolometer.
For measurements at room temperature (approx. 293 K), the cryostat was not used, to increase the signal-
to-noise ratio. To isolate the ISB absorption of the PQWs, ratios were taken between the transmission
spectra for TE- and TM-polarized incident light. Because of the ISB transition selection rule, PQWs absorb
only the TM-polarized light.
The results are reported in Fig. 8.3. An absorption resonance is observed in both samples near 3 THz; it





































Figure 8.3: Transmission measurements for the two PQW samples over a range of temperatures. (a) 54
PQWs modulation doped at 1× 1011 cm−2 per well (growth number G0490 in the QNC-MBE database). (b)
18 PQWsmodulation doped at 3× 1011 cm−2 per well (growth number G0489 in the QNC-MBE database). In
both (a) and (b), solid lines show the measured transmission spectra, and dotted lines show the empirical
t. Measurements at dierent temperatures are oset by 6 dB for clarity.











































Figure 8.4: (a) Relative linewidth γ/ω0 as a function of temperature. The linewidth was extracted from ts
of the transmission data, and it is expressed as a percentage of the tted centre frequency. (b) Measured
plasma frequency,ωP of the doped samples, extracted by tting the data with Eq. (8.1).
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behaviour is consistent with a strong, unied quantum well (QW) resonance and minimal inhomogeneous
broadening. To extract more quantitative information, we tted the data with an empirical model. We










ω2 −ω20 + iγω
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(8.1)
Here εs (≈ εx x = εy y ) is the average static dielectric constant of the PQW stack. The parameters ω0, γ,
and ωP can be intuitively understood as the resonant frequency, homogeneous linewidth, and plasma
frequency, respectively, but they are treated here as parameters to be tted. This dielectric tensor is
fed into a transfer matrix-style model to calculate the power transmission through the sample. In the
limits of long wavelength (thin active region) and low absorption, this approach reduces to a simpler
exponentially decaying power rule [90]. While the exponential decay model is commonly employed in
multipass absorption, here a full consideration of the boundary conditions at the interfaces is necessary
to explain the apparent asymmetry of the peaks, which arises due to variations in the electric eld overlap
with the PQW stack as a function of wavelength. The mathematical details and derivation of the model
used here are provided in Appendix C.
The experimentally extracted linewidths, γ, are shown in Fig. 8.4(a) as a function of temperature. They
are consistently smaller than 30 % of the transition frequency, reaching just 5.6 % for the lighter-doped,
54-well sample at 10 K. Remarkably, for this sample, γ remains below 11 % right up to 150 K, while the
absorption strength – as measured by the experimentally extracted plasma frequency, ωP 1 – is nearly
constant with temperature (Fig. 8.4(b)). This is in contrast to THz transitions in square QWs, which
experience both signicant broadening and a sharp drop-o of the fundamental absorption peak with
temperature. Of particular interest for experimental applications is the region 77–150 K, wherein these
PQWs exhibit linewidths better than 11 %, providing a high-quality THz resonance above liquid nitrogen
temperatures.
Another notable feature of the absorption data is the stability of the resonant frequency,ω0, which
varies only from 2.8–3.0 THz across all the temperatures and doping levels that we have studied. The
stability of the peak position with doping, in particular, provides an elegant demonstration of the results
of Ref. [108], similar to the Kohn theorem for cyclotron systems.
8.2 Modelling the absorption results
As we have seen in Ch. 5, understanding this and more fully modelling the absorption behaviour of
these PQWs can be a subtle task. At the doping levels studied here, the Hartree potential leads to a
signicant redshi of the ISB transition energy, on the order of several meV. Furthermore, over most
of the temperatures and doping levels studied, several subbands are occupied, which would seemingly
preclude the use of a single-resonator model like Eq. (8.1).
To explain the simplicity and stability of our observed absorption peaks, we must go beyond the
single-electron approximation and include interactions between the dierent ISB plasmon modes. In
1In cases where the absorption coecient is well-dened, the integrated absorption is proportional toω2P , and does not depend
on γ orω0: see Appendix C.4. This suggestsωP as a reasonable measure of absorption strength, and it has the advantage of being
well-dened here, even when the absorption coecient is not.
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Figure 8.5: Le: Calculated absorption spectra for the sample doped at 1× 1011 cm−2. The absorption was
calculated using the semiclassical model outlined in Ch. 5. A constant, arbitrarily chosen linewidth, γ=
0.3THzwas used to isolate themultisubband plasmon eects. The composition prole is assumed to follow
that of the target grown sample. However, two dierent relationships are used for the Alx Ga1 –x As bandgap
vs composition. The dashed lines correspond to the cubic dependence recommended by Vurgaman et al.
[95]. The solid lines correspond to the linear dependence of Wasilewski et al. [118]. In both cases, a 60:40
split was used between conduction and valence band osets. Right: the two conduction band (CB) edge
proles versus position in the growth direction. These are calculated at 30 K in the absence of doping.
Again, the dashed line corresponds to Vurgaman et al. [95], and the solid line corresponds to Wasilewski
et al. [118]. Since Vurgaman et al. was used for the initial design of the composition prole, it gives a
near-perfect parabola (dashed), while Wasilewski et al. suggests that the composition prole would give a
distorted parabola.
the eective mass approximation, a QW can still be modelled with an eective permittivity tensor, with a
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(8.2)
Here ΩP, j, Ω j, and Γ j are the weights, resonance frequencies, and homogeneous linewidths, respectively,
of the absorption modes. However, these are now collective “multisubband” plasmon modes which arise
from the interaction between dierent ISB transitions [109]. The weights and resonance frequencies
can be calculated using either a quantum approach [97], or a semiclassical approach [101], which are
equivalent in the long-wavelength limit.
More generally, in the case of non-parabolic subbands, the picture becomes slightly more complicated
and Eq. (8.2) is only approximately true, as it becomes dicult to assign a nite set of modes to the system.
Nevertheless, as we have discussed in Ch. 5, it is still possible to calculate an eective dielectric tensor
using a semiclassical model.
In the case of a PQW, quantummodelling in the eective mass approximation predicts that almost all
the absorption strength should be concentrated in a single mode j, whose frequency, Ω j, is locked to the
bare ISB transition of the undoped well – regardless of doping and temperature [109]. More sophisticated
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modelling with non-parabolic subbands conrms the same idea (see Sec. 5.7): PQWs have a robust absorp-
tion peak over a wide range of dopings and temperatures. This notable behaviour of harmonic systems is
exactly what we see experimentally in Fig. 8.3.
While the overall behaviour is as expected, a more precise comparison between model and theory
illuminates lingering uncertainties. The composition prole of the grown structures was designed using
nextnano++ [91] – a Schrödinger-Poisson solver – to give a perfectly quadratic conduction band in the
absence of doping. The full model (quantum or semiclassical) then predicts that this composition prole
should give a stable absorption resonance at around 3.3 THz – shown for the 54-well sample in the dashed
lines of Fig. 8.5.
This predicted absorption frequency is around 0.3 THz higher than what is experimentally observed.
One possible explanation for this discrepancy is the dependence of the Alx Ga1 –x As bandgap on com-
position. Nextnano++ uses, by default, the cubic dependence recommended by Vurgaman et al. [95],
which has been used quite widely in the community as the go-to source for III-V energy band parameters.
However, careful measurements of Alx Ga1 –x As composition and bandgap show that a linear dependence
would be more appropriate for x < 0.45 [118]. (Vurgaman et al. in fact acknowledge this within in the
text, although they ultimately recommend a non-linear dependence – presumably to give a “best t” over
the entire composition range 0 ≤ x ≤ 1.) This distinction amounts to a minor correction for QWs with
single-composition barriers but could have a signicant impact on smoothly graded PQWs, as claried in
Fig. 8.5. A relatively small deviation in the conduction band edge (Fig. 8.5, right) widens the PQW and leads
to a signicant shi in the peak position. We see that the bandgap dependence of Ref. [118] predicts peak
positions around 2.9 THz, which is more in line with the experimentally measured peaks 2.8–3.0 THz.
8.3 Photoluminescence excitation on undoped samples
This issue of the conduction band edge dependence on composition should appear whether doping is
present or not. So, to further characterize the PQWs, we performed PLE measurements on undoped
samples at ∼10 K. In this case, a stack of 10 undoped PQWs was grown using otherwise identical growth
conditions as the doped samples (growth number G0492 in the QNC-MBE database). The 2 nm GaAs wells
were skipped so that the barriers were 8 nm of Al0.30Ga0.70As. The results are shown in Fig. 8.6.
For PQWs like these, we expect to see an evenly-spaced ladder of subbands in both the conduction
band (CB) and heavy hole band (HH). As such, the PLE peaks are expected to obey
ECBnHHm − ECB1HH1 ≈ (n− 1)∆ECB + (m− 1)∆EHH − E
exc
mn (8.3)
where ECBnHHm is the position of the PLE absorption peak for a transition from the m-th heavy hole
subband to the n-th conduction subband, ∆ECB and ∆EHH are the conduction and heavy hole subband
spacings respectively, and Eexcmn is the exciton binding energy of the transition. Here, E
exc
mn is calculated
with a variational approach [132], using envelope wavefunctions calculated with nextnano++’s 8-band k · p
method.
The subband spacings, ∆ECB and ∆EHH, were extracted by tting Eq. (8.3) to the peak positions in
Fig. 8.6. This required a correct labelling of the PLE peaks, which was not immediately apparent in certain
cases. The CB3HH1 and CB2HH4 peaks are expected to appear close together, as are the CB4HH2 and
CB3HH5 peaks. In these two cases, there was no simple selection rule to determine a priori which of the
two peaks should dominate. To ensure that this did not impact the results, we allowed for the possibility
that both peaks were present and superimposed on top of each other. In the end, a good t could only be
obtained under the assumption that the CB2HH4 and CB3HH5 peaks dominated.
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Figure 8.6: Photoluminescence excitation (PLE) measurements at ∼10 K from the undoped PQW stack
(growth number G0492 in the QNC-MBE database). The sample was pumped at 60° with TE-polarized light
from a tunable Ti:sapphire laser. At ∼10 K, photoluminescence (PL) of the undoped PQWs is primarily
due to the CB1HH1 and CB1LH1 exciton peaks around 1.55 eV. To generate the PLE spectrum, we mea-
sured the total intensity of these PL emissions (vertical axis) while varying the frequency of the pump
(bottom horizontal axis). The top horizontal axis shows the dierence in photon frequency relative to
the fundamental CB1HH1 peak. The text symbols of CB and HH refer to conduction band and heavy hole
band. Dotted and dashed lines with text labels correspond to empirically predicted PLE peak positions,
based on the assumption of equally spaced subbands. Thicker dashed lines indicate peaks which were
rejected based on the tting (as discussed in the text).
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The subband spacings extracted by this tting method were∆EHH/h= 1.1 THz and∆ECB/h= 3.0THz.
In comparison, 8-band k · p modelling (using the bandgap dependence of Ref. [118]) predicted spacings
of ∆EHH/h = 1.1THz and ∆ECB/h = 2.9 THz. The discrepancy here is within 4 %, which is quite good
considering that the spacing predicted by k ·p is quite sensitive to uncertainties in the Alx Ga1 –x Asmaterial
parameters. Moreover, the calculation predicts that the rst few conduction and heavy hole subbands
should be equidistant (to within 1 %) for the grown sample. This is a result which is independent of the
material parameter uncertainties, justifying the approximations in Eq. (8.3).
It should also benoted that this CB subband spacing extracted fromPLE is consistentwith the absorption
resonances, particularly if we consider the 1× 1011 cm−2-doped sample at 10 K (Fig. 8.3(a)). This agreement
between the absorption results and the bare ISB frequency calculated by PLE further supports the result
of Ref. [108] that the PQW absorption frequency is independent of the number or distribution of electrons.
It would, further, seem to suggest that the linear bandgap dependence of Ref. [118] is closer to the correct
one – however, other discrepancies still need to be addressed. For example, the absorption resonances
based on Ref. [118] (Fig. 8.5, solid) predict no shi with temperature, while Figs. 8.3(a) and 8.3(b) show a
clear redshi with increasing temperature.
One possible explanation for this is our imperfect inclusion of the k · p dispersions in the calculation
of Fig. 8.5, which is based on the semiclassical model of Ch. 5. As discussed in Sec. 5.1.3, it is dicult to
account for subband non-parabolicity in the context of multisubband plasmons. This is particularly true
in PQWs because the length scales of each transition are dierent, which prevents [97] the assumptions
employed in, e.g., Ref. [100]. Furthermore, for PQWs in Alx Ga1 –x As, the eective mass for each subband
is dierent, as the electrons in higher subbands see a larger aluminum composition on average. Thus is
will likely be important to properly account for non-parabolicity in the k · p framework, and work on this
is underway.
Nevertheless, there is no guarantee that including the full subband dispersions would explain the
experimentally observed redshi. Another possibility is that the 60:40 split between conduction and
valence band oset is not perfectly constant with composition. As with the bandgap, this might only
amount to a minor correction for square wells but could still have a signicant impact on PQW behaviour.
Such eects could also impact the absorption linewidth of the grown wells, if they cause the singular
multisubband plasmon peak to break down into several peaks at similar frequencies. At present, it is near-
impossible to determine if such eects are contributing to the observed linewidths in these samples. Other
key factors could include electron-electron scattering, or scattering with ionized impurities, phonons, or
the alloy itself [105]. However, the above observation suggests that further reduction of the linewidth –
beyond what we already observe in Fig. 8.4(a) – could be possible by further rening the experimentally
implemented potential prole. To understand this would require better modelling, incorporating the full
k · p picture, as well as improved knowledge of key Alx Ga1 –x As material properties. Other modications,
such as increased barrier width to reduce impurity scattering, could also be benecial depending on
which factors are currently limiting the linewidth.
8.4 Preliminary strong coupling measurements
Although the linewidths of these samples at room temperature are likely too large to perform scattering
studies of the type described in Ch. 4, we expect them to be sucient at lower temperatures. We therefore
fabricated the 54 PQW sample into MIM cavity geometries to observe strong coupling. The bottom gold
plate was formed by wafer bonding and substrate removal (the samples were grown with an AlGaAs
etch stop between the substrate and the active region). The top grating was formed by Ti/Au coating and
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Figure 8.7: Measured reection from the 54-well PQW sample, growth number G0490, (doped at
1× 1011 cm−2 per well), placed in a MIM cavity with period Λ = 42µm and a duty cycle of 85 %. (See
Fig. 4.1 for a schematic of a similar geometry.) Light was shined in the plane perpendicular to the slits,
transverse magnetic (TM) polarized, at an angle θ relative to the growth axis. The angle θ was converted
to an in-plane wave number k = (ω/c) sinθ . Le: Reectivity spectrum versus in-plane wave number at
room temperature for a sample with grating periodicity Λ= 42µm. Reectivity spectra were measured
in a FTIR spectrometer at angles θ ranging from 13° to 73°. The dashed line shows the PQW absorption
frequency in the absence of the MIM cavity. Right: Reectivity spectra at a xed angle θ = 15° at dierent
temperatures, for the sample with grating period Λ= 36µm and a duty cycle of 85 %. Spectra are oset
vertically for clarity. The dashed black line again shows the PQW absorption frequency (note that it varies
slightly with temperature).
patterned with optical lithography. We formed several gratings with dierent periodicities, Λ, around
40µm, each with a duty cycle of 85 %.
An angle-resolved reectivity spectrum was measured at room temperature and shows the dispersion
(Fig. 8.7 le). Even at room temperature, we can see hints of the onset of strong coupling, however there
is no visible splitting of the cavity dispersion. This is not surprising, since we know from the modelling
of Sec. 4.3 that strong coupling in dispersive MIM geometries can be sensitive to the QW absorption
linewidth. For this sample, the linewidth is around 24 % at room temperature. Still it is possible that with
improvement to the design of the cavity and PQWs, strong coupling in dispersive MIM cavities at room
temperature could be possible.
If we lower the temperature (Fig. 8.7, right) we see that strong coupling and the formation of polariton
modes is clearly possible with this sample. At 150 K and below there is a visible Rabi splitting of the
absorption peak near 3 THz, with a maximum splitting of 0.42 THz below 50 K. In the future, we hope to
perform liquid-nitrogen temperature (78 ) scattering studies on these samples or similar.
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Figure 8.8: Le: Transmission measurements for an 8-well, 2.1 THz PQW sample, using an improved well
design (growth number G0643 in the QNC-MBE database). The solid lines show the measured spectra,
and dotted lines show the empirical t to Eq. 8.1. The curves have been oset by 4 dB for clarity. Right:
Linewidths, γ, (expressed as a percentage of the centre frequency) extracted from the t.
8.5 Improved parabolic well samples
Later, aer the learnings of the sections above, we grew new PQW samples and found that it was possible
to achieve even smaller linewidths. These new samples targeted around 2.1 THz, and used only 4–8
wells doped at 1× 1011 cm−2 per well. Unlike the much thicker samples above, which would be more
appropriate for the scattering studies discussed in Ch. 4, these thinner active regions are designed to be
incorporated in THz “meta-atoms” for optical switching studies [88, 89]. The well design was also changed
slightly, compared to the samples above. This time, we assumed a linear relationship between bandgap
and Alx Ga1 –x As composition, along the lines of Ref. [118]. We also used a lower barrier composition of
x = 0.2 and doped straight into the Al0.2Ga0.8As barrier without using doping wells. We used thicker 20 nm
barriers, and the wells were 130.8 nm wide.
Because of the small number of wells, the overall absorption strength is signicantly reduced. Never-
theless, we were able to see multipass absorption (results for the 8-well sample are shown in Fig. 8.8) up
to ∼250 K, beyond which the absorption is too weak to see through the noise. For these measurements,
we used the same FTIR spectrometer and sample preparation technique as before, but with an improved
cryostat which allowed themeasurements to be performed under vacuum. This eliminates THz absorption
in the air along the beam path, improving the signal-to-noise ratio. This was particularly important for
these few-well samples which have a much smaller overall absorption strength.
As with the 3 THz samples, the position of the peak redshis slightly as the temperature increases.
The absorption strength, as quantied byωP , is approximately constant with temperature, although the
peak absorption drops as the linewidth increases. More interesting, though, is that the linewidths are
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reduced even further compared to the 3 THz samples. At 4 K, we see a linewidth of just 3.9 % (which is
even smaller in absolute terms, since the centre frequency is lower). The linewidths again remain below
15 % up to 200 K, although the numbers at higher temperatures are less reliable due to the weak signal.
It is dicult to say for sure what caused the improvement, but it could be related to our use of a linear
bandgap vs. composition dependence in the design. It could also be due to the wider wells and wider
barriers, which place the dopant ions further away from the electron wavefunctions and reduce ionized
impurity scattering. More study would be needed to elucidate these eects. Nevertheless, it is clear that
continuously graded PQWs can provide very high quality absorption resonances at THz frequencies.
8.6 Conclusion
In conclusion, we have demonstrated the growth of high-quality 3 THz harmonic oscillator arrays in
Alx Ga1 –x As alloys by faithfully tracking the designed composition prole during MBE growth. The
system oscillates at 3 THz, from 10 K up to room temperature, exhibiting narrow linewidths. In line
with Ref. [108], the oscillation frequency is largely independent of doping and temperature, despite the
presence of signicant Hartree potentials. Discrepancies between the model and the results point towards
key uncertainties in the understanding of such systems. With small changes to the design, we also
demonstrated PQWs around 2.1 THz with even smaller linewidths, down to 3.9 % of the centre frequency
at 4 K.
The very high quality of these PQW systems opens up several new vistas. Combined with THz optical
cavities, these systems could already enable the implementation of high-quality THz polariton devices
operating above liquid-nitrogen temperatures. Even in multipass geometries similar to those employed in
this work, PQW stacks with low non-radiative scattering rates could potentially be used to explore regimes
in which radiative losses play a more prominent role – analogous to demonstrations of (super)-radiantly
limited linewidths [133, 134]. Another very appealing research direction would be the demonstration of
ISB transitions in the sub-THz region (200-600 GHz). This would enable the study of the transport of a
quantum hall system in strong coupling with a microwave cavity, something that currently is possible
only with Landau level systems at extremely low temperatures.
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Chapter 9
Half parabolic quantum wells
Throughout this thesis, we have studied parabolic quantum wells (PQWs) in the context of terahertz (THz)
polaritonics. In our modelling and design discussions of Chapters 4 and 5, we have seen how PQWs
provide a promising alternative to square wells due to their robust THz absorption resonance, even up to
room temperature. In Chapters 7 and 8, we examined the growth of PQWs and saw that we can achieve
very sharp linewidths by growing PQWs in continuously graded Alx Ga1 –x As. One might wonder, though,
whether PQWs are the only wells that exhibit characteristics that are useful for THz polaritonics.
In this chapter, we will look at one possible alternative: the half PQW. These are, essentially, PQWs
that have been truncated in the middle. See Fig. 9.1, for an example structure. Half parabolic quantum
wells (HPQWs) are interesting because, ideally, they have an equally spaced ladder of subbands exactly
like a PQW. However, they lack the same symmetry as PQWs. This could be of interest for the study of
non-linear optical phenomena such as polariton scattering [86]. One potential issue with PQWs is that they
are eectively supplying a linear restoring force to the electrons, and it is unclear therefore whether they
will exhibit strong non-linear behaviour. Much more work is needed on the theoretical side to understand
such issues, but it nevertheless means that HPQWs could be an interesting avenue to explore in the context
of non-linear phenomena. Furthermore, we can exploit the growth technique developed in Ch. 7 to avoid
the use of digital alloys.
9.1 Design challenges for half parabolic wells
Given the near-equally spaced subbands of HPQWs, it is tempting to expect that they will exhibit the same
robust absorption as PQWs. Unfortunately, this is not necessarily the case – we must remember that the
undoped single-electron Schrödinger picture is only the rst step in the calculation (Ch. 5). Doping gives
rise to a Hartree potential which can shi the level spacing, and the formation of multisubband plasmon
modes can aect the absorption even further. And indeed, it turns out that HPQWs do not always have
robust absorption, depending on the doping level and how the doping is applied. In Fig. 9.2 (top panels) we
see the absorption proles for HPQWsmodulation and bulk doped at 1× 1011 cm−2 per quantumwell (QW).
At this doping level, the modulation doped wells exhibits a signicant degradation at room temperature,
which appears to be from a splitting of the absorption peak. The bulk doped wells, on the other hand,
maintain a nearly unied absorption peak up to room temperature.
To gain some intuition why this is the case, we can look at the conduction band and wavefunctions
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Figure 9.1:Wavefunctions and subband dispersions for a HPQW system. Similar to Fig. 5.1, these results
were calculated by Schrödinger-Poisson simulations with nextnano++, with a small 3-band k · p correction
to the dispersion. The structure comprises Alx Ga1 –x As with composition x ranging from 0.02 to 0.20.
The well region is 81.28 nm wide, which gives an absorption frequency around 3.0 THz in the limit of
low temperature and low doping. The wells are separated by 60 nm Al0.20Ga0.80As barriers, and periodic
boundaries are assumed. For this gure, the well is undoped, and the calculation is performed at 300 K.
Le panels: the conduction band edge (black) and wavefunctions (green). The vertical scale of the
wavefunctions is arbitrary, but they are oset by their corresponding energies. (Energy is measured
relative to the Fermi level.) Right panels: the subband dispersions (black) as a function of in-plane wave
number, k‖. The relative level occupation as a function of k‖ is shown for each subband by the height of
the purple lled regions.
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(Fig. 9.2, bottom panels) which have been calculated self-consistently (i.e., including the Hartree potential)
for the doped HPQWs. In the modulation doped case, we can see that there is a signicant distortion of the
half-parabolic potential. This is because the negative electrons in the well are separated from the positive
charges in the Si delta, so a signicant electric eld is created. The bulk doped well, on the other hand, is
much less distorted because the electrons and dopants are both located inside the well, so their electric
elds cancel to a signicant degree. It should be stressed, of course, that this is still not the full picture,
and one must include multisubband plasmon eects to determine the actual absorption behaviour – for
example, we have seen (Ch. 5.7) that in modulation doped PQWs, band-bending from the Hartree potential
does not degrade the absorption quality. However, it is clear in this case that modulation doped HPQWs
are not robust to charge redistribution eects.
9.2 Bulk doped half parabolic wells
Best on the results of Fig. 9.2, it appears that bulk doping should be the more promising path for HPQWs,
when pursuing high-quality THz absorption at room temperature. There is a downside to bulk doping,
however, which is not captured by our modelling: ionized impurity scattering. The very Si ions which help
to cancel out the potential created by the electrons in the well will also act as scatterers to decrease the
non-radiative lifetime of the plasmons [105]. With a large number of ionized impurities in the QW region,
we might expect a noticeably broader linewidth, especially as the doping density is increased.
As a preliminary test, we tried growing a stack of 43 HPQWs of the same design described in Fig. 9.1,
but bulk doped throughout the well region for a total of 5× 1010 cm−2 per well. The sample was grown
with a continuously graded Alx Ga1 –x As alloy, using the technique of Ch. 7. We performed multipass
measurements on the sample, using the same setup that was used in Ch. 8. Unfortunately, while the
sample did have a THz absorption peak at low temperature, the linewidth was around 18 % at 77 K. Clearly,
this is not as good as the PQWs we saw in Ch. 8, which saw linewidths more like 6 % at this temperature.
There are several potential reasons for this, but certainly one candidate is the ionized impurity scattering
in the well due to the bulk doping. The order of magnitude of this impurity scattering can actually be
roughly estimated numerically using the equations in [105]: for this sample, bulk doped at 5× 1010 cm−2,
the calculations show an impurity broadening in the range of 5 % or more. This should not be taken as
more than an order-of-magnitude estimate, but it shows that the impurity scattering could plausibly be
the reason for the poor linewidth we observe.
9.3 Shied half parabolic wells
At this point, it might not look promising for HPQWs. Modulation doping leads to a band edge distortion
which degrades the absorption quality. Bulk doping does not have such problems, but moving the Si ions
into the well likely degrades the absorption quality through ionized impurity scattering. One may wonder,
however, if there is a way to combine the strengths of these two methods. That is, can we compensate for
the Hartree potential created by the electrons without introducing scatterers into the well region?
To do this, we have designedmodulation dopedHPQWswhich include a slight shi of the half-parabolic
prole, so that it is not truncated exactly at the parabola minimum. The inspiration for this idea comes
from thinking more carefully about what the bulk doping actually achieves. When we bulk dope a HPQW,
we are adding a uniform positive charge density to the well. From Poisson’s equation, we know that a
uniform charge density will create a parabolic potential prole (see footnote 6, page 51). This will be added
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Figure 9.2: Absorption andwavefunctions for the sameHPQW system as Fig. 9.1, but doped at 1× 1011 Le
panels: the HPQWs are modulation doped with a Si delta part way through the barrier. Right panels: the
HPQWs are bulk doped uniformly throughout the graded QW region. Top panels: absorption calculated
using the semiclassical method of Ch. 5 at 30 K and 300 K. For the sake of comparison, a constant linewidth
γ= 0.3 THz is used – i.e., any broadening observed is an inhomogeneous broadening due to the presence of
several absorption modes. Bottom panels: Wavefunctions and conduction band edges at 300 K, calculated
self-consistently using the Schrödinger-Poisson method. Energy is measured relative to the Fermi level,
and wavefunctions are oset according to their corresponding subband minima.
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on to the bare well potential, which is also parabolic in the absence of doping (although it is truncated
so that half the parabola is missing). So, at least within the well region, the overall potential seen by the
electrons is that of two parabolas added together. Furthermore, we know that mathematically adding two
parabolas together yields a third parabola – just with a dierent centre and curvature. Thus, we can expect
that the eect of placing positive ions throughout the well is to deepen the well and also shi the parabolic
potential in the −z direction.
We do not necessarily want to mimic this eect exactly, but we can try to achieve a similar modication
of the conduction band inmodulation doped wells by altering the composition prole. Rather than using a
perfect half-parabola, we use a shied parabolic composition prole: some examples are shown in Fig. 9.3
(le panel). Mathematically, we can dene a family of shied half-parabolic composition proles by





+ xmin; 0< z < LQW (9.1)
Here x is the Alx Ga1 –x As composition along the growth direction, z. L is the length of the QW region, and
zs is the shi that we have applied. The minimum of the parabola is located at z = zs. The prole begins at
z = 0, and is truncated at z = LQW (above which, we use a constant-composition barrier with x = xmax). We
have chosen the curvature to be dependent on zs: this choice ensures that the composition always ranges
from xmin to xmax for any choice of zs applied. Also note that, as we vary the shi zs from 0 to LQW/2, the
structure morphs from a perfect HPQW into a perfect PQW.
By adding a shi to the well bottom, we can oset the potential created by the electrons in the well. An
example of this is shown in Fig. 9.3 for a ∼3.0 THz HPQW doped at 1× 1011 cm−2. When there is no shi
applied (an ideal HPQW), we can see that the conduction band prole ends up being almost triangular
due to the Poisson potential of the electrons. If we shi the well bottom by zs ∼ 10 nm, then we can see
that the Poisson potential of the electrons is more or less compensated – the conduction band edge after
including the electron Poisson potential is much more like an ideal HPQW. As the shi moves higher, it
appears that we overcompensate, and a PQW-like minimum begins to appear.
This intuition from the conduction band behaviour is borne out in the absorption proles at 300 K as
well: see Fig. 9.4. With a shi of ∼10 nm we see a very clean absorption peak. This small shi creates a
dramatic improvement in the absorption behaviour, and we can see that the intensity of this absorption
at 300 K compares favourably to the 30 K absorption of Fig. 9.2. If we use larger shis, we see that the
absorption behaviour remains quite good, although it drops o slightly as we overcompensate for the
electron Poisson potential. Of course, if we push the shi even further, at some point we will eectively
just return to the case of a full PQW.
The optimal shi will depend on the width of the well and the amount of doping. In general, we
should use the full modelling shown here to nd the optimum doping level, taking into account both the
absorption behaviour and the conduction band behaviour. However, we can come up with an order-of-
magnitude guess as a starting point. We know that the maximum doping in a PQW occurs approximately
when its plasma frequency (recall: ω2P = e
2N2D/LQWm
∗ε0εs) is equal to its bare transition frequency,ω0.
We can assume that at this maximum doping level, it is necessary to use a full PQW: thus the optimal shi
should be zs = LQW/2 whenωP =ω0. Conversely, if there is no doping, we do not need to apply a shi at
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Figure 9.3: Le: Shied HPQW composition proles generated by Eq. (9.1). As with the structure of
Fig. 9.1, we use a well width of 81.28 nm. Right: The calculated conduction band edges (at 300 K) for the
shied proles, with a modulation doping of 1× 1011 cm−2 per well in the barrier. For reference, the
Schrödinger-Poisson calculated electron density (blue) and Si ion density (pink) are shown for the case of
zs = 0. The Si density corresponds to a delta doping prole which has been asymmetrically smeared to
account for Si segregation during molecular beam epitaxy (MBE) growth [93].




























Figure 9.4: Absorption spectra for the shied HPQWs shown in Fig. 9.3. Again, these wells are modulation
doped at 1× 1011 cm−2 per well. Absorption is calculated using the semiclassical method of Ch. 5 at 300 K.
For the sake of comparison, a constant linewidth γ= 0.3 THz is used.
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Even though the justication is far from rigorous, empirically, this rule appears to give a reasonable
estimate in many cases. For the HPQW shown in Figs. 9.3 and 9.4, for example, this formula gives zs,opt ∼
12.6nm while the actual optimal shi is around 11.1 nm.
9.4 A test growth
To test this strategy of shiing the well centre, we grew a periodic array of 43 Alx Ga1 –x As HPQWs, modu-
lation doped at 5× 1010 cm−2, with a shi of zs = 5.7nm. (This was found to be the optimal shi for this
doping level.) As in the simulations above, the wells had composition ranging from x = 0.02 to x = 0.20,
and they were 81.28 nm wide, with 60 nm Al0.2Ga0.8As barriers between them. The wells were grown as a
continuous alloy using the technique of Ch. 7.
We used the same multipass absorption setup as in Ch. 8 to measure the absorption. The results are
shown in Fig. 9.5. The absorption behaviour is clearly improved compared to the bulk-doped sample
(which had a linewidth around 18 %) at 77 K. At cryogenic temperatures we see linewidths better than
10 %. Unfortunately, the linewidths are still not as good as the full PQW samples, and experiments above
150 K may not be feasible with this particular sample. However, it is dicult to draw rm conclusions
from this sample alone. On the MBE side, beam ux-monitoring ion gauge (BFM) measurements before
and aer the growth showed serious cell ux variations of several percent. It is dicult to know when
exactly these instabilities occurred during the growth, but it is certainly possible that part of the observed
linewidth is an inhomogeneous broadening due to cell instabilities during the QW superlattice growth.
Still, these are promising initial results, and further study is underway to determine how viable these
shied HPQWs are for polariton scattering.
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Figure 9.5: Le: multipass transmission of the HPQW sample (growth number G0712 in the QNC-MBE
database) at various temperatures. The 300 K measurement is excluded because it was too weak to see
clearly in the cryostat setup. (These measurements were performed in the older cryostat setup of Fig. 8.3,
which is why the noise is larger than in Fig. 8.8.) The solid purple lines show the measured curves, and the
dotted black lines show the best-t to Eq. 8.1, using the same transfer matrix-style method as in Ch. 8. For
clarity, the curves have been oset by 1 dB. Right: linewidths, γ, extracted from measurements by the




In this work, we have examined the development of quantum well (QW) active regions for terahertz (THz)
polaritonic devices. Theoretically, we have explored several types of active region design with a numerical
model that accounts for the formation of multisubband plasmon (MSP) modes. Experimentally, we have
developed a new technique for growing continuously graded alloys in molecular beam epitaxy (MBE),
which we used to grow parabolic quantum well (PQW) arrays with high-quality absorption peaks in the
THz.
In Chs. 4 and 5, we built up the tools required to model and design THz polariton devices, with a
particular emphasis on the QW active regions. We saw that polariton scattering is an important problem
of interest, and we saw that high-quality QW absorption resonances are a key component of pursuing
such studies and – eventually – for pursuing practical devices. We then examined theoretical models
of QW absorption. By combining a standard Schrödinger-Poisson modeller, a small k · p correction to
the energy dispersions, and a semiclassical plasmon model from the literature, we were able to create
a full numerical model for simulating these active regions. We discussed the limitations of this model
and the need for future work, and we explored the dierences between square and parabolic QWs for
THz polaritons. We saw why square wells are problematic at room temperature, and why PQWs should be
more promising.
In Chs. 6 and 7, we addressed the growth of PQWs in Alx Ga1 –x As. We developed new growth techniques
which allow the alloy composition to be continuously varied during growth in a precise, controllable
manner. This allows us to avoid the use of digital alloys, which come with a large number of interfaces.
Further, unlike previous work in continuous alloys, our growth technique allows for precise composition
control at the high growth rates required for thick structures with many QW repeats. The technique is
quite general, and could be applied to other cells and materials.
In Ch. 8, we used this continuous alloy technique to grow high-quality PQWs. We measured their
multipass absorption and found that they had remarkably small linewidths, as low as 3.9 %. We saw that
the absorption line was robust, and remained relatively narrow even up to 150 K. We also saw evidence of
strong coupling within dispersive metal-insulator-metal (MIM) cavities.
Finally, in Ch. 9, we looked forward towards an alternative active region design comprising half PQWs.
Using our numerical model, we saw that absorption in these wells is not as naturally robust as in their full
PQW cousins. However, we showed theoretically that a small correction to the composition prole should
largely mitigate this problem, potentially giving us another choice for high quality THz resonances above
cryogenic temperatures. Although we had diculties with an unstable MBE growth, we grew preliminary
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samples which showed some promise.
The primary contributions of this work are fourfold. First is the development of numerical code for
QW absorption modelling. While most of the theoretical discussion in Ch. 5 had already existed in the
literature, it was critical to combine the pieces and develop code to perform calculations, so that devices
could be designed and tested. This work also laid the foundation for further theoretical work in extending
the model to include k · p non-parabolicity – work that is already underway.
The second main contribution is the continuous alloy growth technique. This technique allows for
unparalleled precision at standard growth rates, and it is not limited to PQWs for THz polaritons. It
could be applied to other composition proles, other material systems, or other situations where precise
time-varying ux control is needed. The technique does not require special mechanical or electrical
equipment, so could be useful to the broader MBE community.
The third contribution is our continuously graded THz PQW active regions. These structures exhibit
remarkably low linewidths at low temperature, and this quality is largely maintained even up to 150 K or
so. Practically, one result of this is that experiments which previously required liquid helium temperatures
(4 K) with square wells could now be comfortably performed with liquid nitrogen (78 K), which is much
cheaper and more readily accessible. With a small amount of improvement in the growth and design,
these experiments could potentially be performed up to room temperature.
The nal contribution is the idea of using shied half parabolic quantum wells (HPQWs) for THz active
regions. HPQWs are not completely unstudied in the literature, but have not been explored in this context.
The shied version we propose could be used in polariton experiments which require heavy doping. They
could be an interesting alternative to PQWs, especially in the context of non-linear optical studies.
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Electromagnetic derivations for the
semiclassical model
In this appendix, we will derive the solutions to the electromagnetic eld equations for the semiclassical
plasmon model discussed in Sec. 5.4. This section lls in some gaps of the derivation in Ref. [101], and also
generalizes their results to quantum wells (QWs) that might not have inversion symmetry. Finally, we will
derive an expression for a local eective permittivity tensor in the long-wavelength approximation.
A.1 Electromagnetic elds in the quantum well region
We begin with Maxwell’s equations, assuming no sources and no magnetic materials:
∇× E= −µ0∂tH (A.1)
∇×H= ∂tD (A.2)
∇ ·D= 0 (A.3)
∇ ·B= 0 (A.4)
E,D,H,B are the electric eld, electric displacement eld, magnetic eld, and magnetic ux density,
respectively. In general, we would like to solve full structures such as the metal-insulator-metal (MIM)
cavities described in Ch. 4, however we will focus here on the QW region, which includes a non-local
susceptibility tensor in the growth direction (z). Once we have an eective permittivity for this region, the
other regions can be solved using a standard electromagnetic solver.
We assume that the QW region is time-invariant and spatially invariant in the x − y plane. This will
allow us to replace ∂t → iω,∂x → iqx ,∂y → iqy in the following, where qx and qy are the spatial wave
numbers. (This is equivalent to taking Fourier transforms of Maxwell’s equations.) For brevity of notation,
we will continue to use the same eld symbols, but we will assume from this point on that all elds
have been Fourier transformed along these coordinates and are functions ofω, qx , qy . So, for example,
Dz(z)≡ Dz(ω, qx , qy , z)≡Fx ,y,t{Dz(x , y, z, t)}.
Further, we can always split the eld into two types of modes [135]:
111
• Transverse magnetic (TM) modes where Hz = 0
• Transverse electric (TE) modes where Ez = 0
The TE modes are not of interest here, since they will not couple to the quantum well and can be solved
using standard techniques. So, we will restrict ourselves to TMmodes.
For a TMmode, since Hz = 0 by denition, we can write the magnetic eld as
H= H y(z)ŷ (A.5)
In principle, the TMmode could have both x and y components, but, since we have assumed invariance
in the x − y plane, we can always rotate our coordinate system so that Hx = 0.
Now, Eq. A.4 with our TM expression for H gives (assuming material with a constant magnetic perme-
ability)
qy H y(z) = 0=⇒ qy = 0 (A.6)
So we can conclude that there is no spatial variation in the y direction. (In other words, rotating our
coordinate system so that Hx = 0 is equivalent to rotating our coordinate system so that the wave is
travelling in the x − z plane.)
Plugging in our TM expression for H, we can write Eq. A.1 as
iqx Ey = 0 (A.7)
−∂z Ey = 0 (A.8)
∂z Ex − iqx Ez = −iωµ0H y (A.9)
Plugging in our TM expression for H, we can write Eq. A.2 as
iqx H y = iωDz (A.10)
−∂zH y = iωDx (A.11)
We are particularly interested in solving for the z component of the electric eld, which is what couples
to the QWs. We can rearrange (A.9), (A.10), and (A.11) to obtain
qx∂z Ex − iq2x Ez = −iω
2µ0Dz (A.12)
qx Dx = i∂z Dz (A.13)
To solve these, we need a relationship between D and E. As discussed in Sec. 5.4.1, we use a non-local,
anisotropic susceptibility so that
Dx = ε0εx x Ex (A.14)





εx x is the in-plane permittivity and εs is the background permittivity of the undoped semiconductor. In
the simplest case, we would have εx x = εs = constant. However, in general, they could be dierent from
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each other and dependent on ω to account for in-plane plasma oscillations [83] and/or the frequency
dependent permittivity of the background semiconductor (e.g., from optical phonons).
In the z direction, let us simplify the notation for the time being by writing
Dz = ε0(εs +χzz)Ez (A.16)
with the understanding that χzz is acting as a linear operator. Plugging these in to (A.12) and simplifying,
(assuming ∂zεx x = 0) we get
qx(εs +χzz)∂z Dx − iq2xεx x Dz = −iω
2µ0ε0εx x(εs +χzz)Dz (A.17)
Then, using (A.13), we get
(εs +χzz)∂
2
z Dz − q
2
xεx x Dz = −k
2











z + εx xεsk
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Dening k2z = εx x k
2
0 − (εx x/εs)q
2
x , and writing out the χzz operator explicitly, we get the nal result
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(Note: our denition of kz reduces to that of Ref. [101] when εx x = εs. Care must be taken when applying
boundary conditions in the case εx x 6= εs, because in that case this kz in the QW region will not be equal to
kz in the regions outside the well.)
Finally, using Eq. 5.21, repeated here for convenience:






we obtain the result of Ref. [101]:
 




















A.2 A general solution
We can “guess” a solution to Eq. (A.23) of the following form:
















with the Green’s function g(z, z′) = − sin(kz |z − z′|)/2kz. This is quite similar to the solution in Ref. [101],
however, their solution only works for adjacent transitions in symmetric quantum wells, where it can
be assumed that ξα(z) is even with respect to z. This modied form will allow us to solve the equation
without making such an assumption.
To see that this works as a solution, note that
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cos(kzz) = 0, (A.25)
 




sin(kzz) = 0, (A.26)
and
 




g(z, z′) = −δ(z − z′). (A.27)
So applying
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to both sides of Eq. (A.24) gives us
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At this point, our solution is self-referential, but it turns out that it is possible to solve for the FAα and F
B
α
coecients without knowing Dz rst. (We will still be le with two unknowns A and B in the solution, but
this is not surprising because we are searching for a general solution in the QW region, with unspecied
boundary conditions. A and B will eventually be determined by the boundary conditions for a particular
problem.)
A.3 Solving for the F coecients
Note that, since k2z = εx x k
2
0 − (εx x/εs)q
2
x , we have
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Using Eq. (A.28), this becomes
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Furthermore, by applying (εx x/εs )
∫






































′)dz dz′ . (A.37)






























Finally, we have an equation for the Fα’s which does not depend self-referentially on the eld Dz(z). Our
intention is that the A and B coecients will depend on the boundary conditions, so we would like a
solution for the Fα’s that works for any and all values of A and B. As such, the A and B parts of the equation





























Note that these can be written quite concisely as matrix equations:
MFA = CA (A.41)
MFB = CB (A.42)
with both equations using the same M matrix:









So, in summary, we have derived matrix equations for FAα , F
B
α which do not depend on Dz(z). We can
calculate M, CA, and CB, only requiring knowledge of χα and ξα(z), which can be calculated from the
Schrödinger-Poisson solution for the quantum well. Then, by solving the matrix equations, we obtain
the FAα , F
B
α coecients, which can be used to construct the Dz(z) eld solution (A.24). The two remaining
unknowns A, B will be determined by the boundary conditions. So we could, for example, construct a
transfer matrix similar to Ref. [101].
Finally, note that if ξα(z) is even (as would be the case for adjacent n→ n+1 transitions in a symmetric
QW), then we will have CB = 0. In that case, we will always have FB = 0 as a valid solution. Then, if we also




Now that we have a solution for Dz, we can try to construct an eective local permittivity tensor. We will
do this by calculating the Ez eld from Dz using Maxwell’s equations, and then compare the two. As we
will see, a local permittivity is only possible in the long-wavelength limit.











which, using k2z = εx x k
2
0 − (εx x/εs)q
2






























Comparing this to our Dz eld expression Eq. (A.24), it is clear (unsurprisingly) that we do not have a
simple proportional relationship between the Dz and Ez elds with which to dene a permittivity. However,
we can dene an eective permittivity in the long-wavelength limit by averaging the elds over z and
taking a ratio 〈Dz(z)〉/ 〈Ez(z)〉 (a similar approach to [61]). For terahertz (THz) QWs, the long-wavelength
limit is quite reasonable, since we have well widths ® 100nm and electromagnetic wavelengths ¦ 10µm,
even aer accounting for the refractive index of the semiconductor.
In the long-wavelength limit, we take qx , k0 → 0 (which also implies kz → 0). Then our expression
(A.24) for the Dz eld becomes simply
Dz(z)≈ A (A.47)
We also have CBα ≈ 0 for all α, which means that F
B


































where L is the thickness of the quantumwell region. Furthermore, since we are using the long-wavelength
limit anyway, we can also use it to simplify our equation for the FAα ’s:






So in the long wavelength limit, the problem is greatly simplied. Once we solve the matrix equation to
nd the FAα ’s, we can directly calculate an eective permittivity tensor which can be used in a standard
electromagnetic solver.
As a nal note, one must be slightly careful with the denition of L. Typically, L should be the width
of the region simulated by Schrödinger-Poisson. So, for example, a common case might be a periodic
stack of QWs separated by barriers. If one performs a Schrödinger-Poisson simulation of the entire stack,
then L should be the length of the entire stack. If one performs a simulation of a single well with periodic
boundary conditions, then L should be the length of the period. There is some arbitrariness here, but
it is important to have consistency between the Schrödinger-Poisson equations, the calculation of the




Supplemental material on molecular
beam epitaxy
This Appendix contains some additional comments and derivations related to the molecular beam epitaxy
(MBE) chapters, Ch. 6 and Ch. 7. While not necessary to understand the main points of the chapters, these
sections may be useful for certain readers.
B.1 Flux calibration coecients
In Ch. 6, we dened three eusion cell calibration coecients: α, β, and γ. However, in practice, the




; B = β; C = γ (B.1)
This small tweak reects the fact that the beam ux-monitoring ion gauge (BFM) versus temperature
relation (Eq. (6.8)) is usedmore oen than the ux versus temperature relationship (Eq. (6.4)) in day-to-day
MBE growth, even though the latter is in some sense more fundamental.





















where, G is the growth rate and φ is the group III ux. We are assuming here that these are Zincblende
III-V materials (4 group III atoms per unit cell) with the growth rate controlled exclusively by the group III
ux. Also, note that it is important to use consistent units here. Quite oen, ux is measured in cm−2 s−1
while growth rate and lattice constants are measured in terms of nanometres or angstroms. In that case,
appropriate scaling factors must be applied.
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B.2 Some useful approximations for the ux equations
In MBE, we run into several equations of the form







In particular, we have the BFM-temperature relationship (Eq. (6.8)) with r = 1 and the ux-temperature
relationship (Eq. (6.4)) with r = 1/2. As discussed in Sec. 6.4, we can invert such equations directly using
the Lambert-W function. However, there are some approximations which are either useful in practice or
useful for understanding sources of error.
B.2.1 Small temperature changes
Probably the most useful approximation is a simple Taylor series expansion about a temperature T0:







































So small changes in T are proportional to small relative changes in y. Notably, this proportionality does
not depend on a, so we see that the b coecient is largely the driver in terms of change versus temperature
(at least over small temperature ranges).
To put this in more concrete terms, let us consider the specic case of ux. So y = φ, r = 1/2, a = α














This relationship is useful in practice during ux calibrations. If we are close to the desired ux, but
not quite there, we can invert this relationship to determine howmuch the cell temperature needs to be
adjusted to reach the desired ux. Typically, the approximation will be plenty accurate as long as the
temperature change is not more than a few degrees or so.
We can gain some intuition for these changes by simplifying even further. β is typically on the order






(T − T0) (B.10)
This gives us a very nice rule of thumb for cell temperature changes. If we assume T0 ∼ 1000 K, then
the ux will change by (β/10000)% for every 1 K change in cell temperature. For example, if a cell has
β ∼ 30 000K, then we know that every 1 degree change in cell temperature will lead to around a 3 % change
in ux. Thus, we can very quickly gain an intuition for how a cell responds to changes in temperature by
looking at its β coecient.
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B.2.2 Eliminating square roots of temperature
Although expressions of the form Eq. B.5 can be inverted with the Lambert W function, MBE growers
sometimes make things easier by dropping the factor of T−r entirely, writing







At rst glance, this may appear dicult to justify – the units/dimensions do not even match the original
equation. And yet, the approximation tends to work quite well in practice, so it is interesting to explore why.
In fact, the apparent lack of dimensional consistency is a clue as to what’s going on. To x the dimensional
consistency, we might guess that there has been some implicit redenition of the a coecient. These
coecients are simply tted numerical parameters in practice, aer all. If we also allow for the possibility
that the b coecient has been redened, then it turns out that there is some validity to this approximation.
However, it is still an approximation, not an exact relationship, and it will only work for a limited range of
temperatures. As we deviate further from the temperatures used for calibration, the approximation will
start to fail.
To understand this, assume T is close to some typical calibration temperature T0. Specically, let us
assume that we can write
T0
T
= 1+ ε (B.12)
with |ε|  1. Since ε is small, we can make use of the two following Taylor series expansions:










We see that these two expressions are equivalent up to second-order in rε, so we can write




























Rearranging, and dropping terms of second order, we obtain








Finally, we can plug this approximation into Eq. (B.5) to obtain
















































Figure B.1: Example of the second-order error generated by eliminating the
p
T term from the ux
equation. The top panel shows the growth rate of AlAs on GaAs versus Al cell temperature, calculated
using typical values of calibration coecients (described in the main text). The bottom panel shows the
relative error when performing the same calculation without the
p
T term in the ux equation.
If we dene a new set of coecients
a′ = aT−r0 e
−r ; b′ = b− rT0 (B.20)
then we obtain the simple form







which will be accurate to second order in (T0 − T )/T .
A simple example is plotted in Fig. B.1, using typical values from our Al cell. The Al ux is calculated
from the cell temperature using φ = aT−1/2 exp(−b/T ) with a = 1.56× 1014 K1/2 nm−2 s−1 and b = 38 700K.
This is converted into an AlAs growth rate, assuming that it is grown epitaxially on a GaAs substrate. An
alternative growth rate is calculated using φ = a′ exp(−b′/T ) with a′, b′ calculated from a, b according to
Eq. (B.20), using T0 = 1340K (the temperature in the centre of the plot range). The relative error between
these two modes of calculation is plotted in the bottom panel, and we see that it is smaller than 0.1 % over
a typical range of growth rates 0.01–0.30 nm/s. The error has a clear quadratic dependence, reaching zero
at T0, as we have predicted.
So, similar to what we saw for γ in Sec. 6.6, if an MBE grower neglects the factors 1/
p
T and 1/T in
their ux-temperature (Eq. (6.4)) and BFM-temperature (Eq. (6.8)) relationships, the equations will work
to a reasonable approximation, thanks to an implicit redenition of the calibration coecients. While this
neglect of the factors is sometimes done in practice, it should be stressed that it is not actually necessary,
since the MBE growth equations can be inverted to arbitrary precision via the Lambert-W function, as
outlined in Sec. 6.4.
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B.2.3 Approximation for temperature oset
One thing that cannot be eliminated in practice are errors in the temperature reading. As discussed
in Sec. 6.6, we are fortunate that such errors in the BFM-ux relationship (Eq. (6.7)) are approximately
cancelled out due to an implicit redenition of the calibration coecient γ. A similar thing happens for
the BFM-temperature relationship (Eq. (6.8)) and the ux-temperature relationship (Eq. (6.4)), which we
will demonstrate here.




















In other words, shiing our measurement T by∆T is approximately equivalent to a redenition of the
coecients a→ a′ and b→ b′. To see how this works, let us expand both sides of the equation in Taylor





















b− r(T0 +∆T )
(T0 +∆T )2







































Then the idea is to choose a′ and b′ so that these two expressions to be equal up to second order. In other
words, we want the zeroth and rst-order terms of the Taylor expansions to be identical. This procedure








































ξ2 b− ξrT0 = b′ − rT0 (B.28)
Noting that 1− ξ= ξ∆T/T0, we can show that the solution for b′ is:
b′ = ξ2 b+ ξr∆T (B.29)
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and then the solution for a′ is












So we see that it is indeed possible to solve for a′ and b′ such that the zeroth and rst-order error terms


























In other words, we have shown that a constant temperature reading oset is approximately equivalent to
a redenition of the calibration coecients, as long as we work in a limited temperature range near some
T0. To give an example of numbers, we can use the same example as Sec. B.2.2, growing AlAs on GaAs
with typical Al cell parameters. If we assume a temperature oset of ∆T = 50 K, then the error varies
quadratically in the range 0.0–0.5 % for growth rates in the range 0.01–0.3 nm/s So, similar to what we saw
in Sec. 6.6, if we perform a calibration procedure in the presence of a constant temperature error∆T , the
calibration will tend to choose the coecients a′ and b′ that mitigate this error.
B.3 Finding the transfer function with Bode plots
In Sec. 7.4, we presented the following second-order approximation of the Al cell transfer function:




Kζ · (i2π f τ) + 1
(i2π f τ)2 + 2ζ · (i2π f τ) + 1
(B.32)
This particular form of the transfer function works for our Al cell, but it might not work in general. It may
be useful, therefore, to understand where this expression came from in the rst place. While there was
no rigorous process followed here, there are some useful techniques which can help guide our choice of
transfer function.
The rst step is to perform a direct calculation of the transfer function by straight division in the
frequency domain. Aer applying some known input Tin(t) and measuring a response Te(t), one takes
Fourier transforms and performs the division H( f ) = Te( f )/Tin( f ). The results of this are shown in
Figs. B.2 and B.3. Already, one needs to be careful here, as real-world data will be discrete, which brings
additional challenges in the Fourier transform. As good practice, one should make sure that the data is
evenly-spaced in the time domain, multiplied by an appropriate window function, and zero-padded as
necessary. More important still is the choice of input function, Tin(t), which should be chosen so that it
does not have any zeros (or near-zeros) in the frequency domain – otherwise one ends up with numerical
problems from dividing by small numbers.
With these caveats, in principle, we could already use this simple frequency domain division to calculate
our transfer function. In fact, this is exactly the technique that was used in Ref. [115]. However, calculating
the transfer function in this way is somewhat crude, incorporating noise from themeasurement and being
dicult to work with. Furthermore, there is a danger in tting the results too closely. For example, the
response shown in B.2 is not symmetric – the response to a step-up is slightly dierent from the response
to a step-down. We expect that this will be a general behaviour that that does not follow the rules of linear
systems. So, while we may be able to nd a linear transfer function that reproduces the eect for this
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2 poles, 1 zero
2 poles, no zeroes
1 pole, no zeroes
Figure B.2: Similar to Fig. 7.1, this shows the step input Tin(t) (black) and the Te(t) response (green). The
dotted lines show the least-squares ts from several possible models with dierent poles and zeros. We
can see that at least two poles and one zero are necessary to capture the key features of the response.
particular input, we cannot expect to nd a transfer function that will reproduce it for all inputs. And, in
fact, by trying to force a perfect t for this particular input, we may make things worse for a general input.
We would prefer, instead, to come up with a simple form of the transfer function with a few t-able
parameters. To gure out what form this simplied transfer function might take, we can use a classic
electrical engineering tool: the Bode plot. A Bode plot of the transfer function is given in Fig. B.3. Bode
plots allow use to quickly understand a transfer function in terms of its poles and zeros. We could write a
general transfer function of the form:
H( f ) = C
(1+ i f /z0) · (1+ i f /z1) · (1+ i f /z2) · · ·
(1+ i f /p0) · (1+ i f /p1) · (1+ i f /p2) · · ·
(B.33)
where zi are called the zeros of the transfer function and pi are called the poles. Roughly, each zero and
pole will cause a “kink” in the Bode plot of the transfer function at a certain frequency. (If the pole or zero
is real, this kink happens exactly at f = zi or f = pi.) Above this critical frequency, a zero will cause the
magnitude to slope upward by 20 dB/decade, and it will cause the phase to rise by 90°. Conversely, a pole
will cause the magnitude to drop by −20 dB/decade, and it will cause the phase to drop by 90°.
Looking the Bode plot of our transfer function in Fig. B.3, we can see that the magnitude is at with
a value of 0 dB up to around 2× 10−3 Hz, aer which it drops with a slope of around −20 dB/decade. At
a similar frequency, we see the phase drop from around 0° to −90°. This is suggestive of a pole around
2× 10−3 Hz. However, in the time-domain version of the step response in Sec. 7.4, we see an overshoot

















2 poles, 1 zero
2 poles, no zeroes
1 pole, no zeroes



















Figure B.3: A Bode plot of the measured transfer function (green), which comes from the raw calculation
Te( f )/Tin( f ). The dotted lines show the best ts from several simple transfer function models. The top
panel shows the magnitude in dB (i.e., 20 log10 |H( f )|) and the bottom panel shows the phase, ∠H( f ).
two poles and one zero all giving “kinks” at a similar frequency, so that the phase and slope behaviour of
one pole are counteracted by the zero. As such, we can guess that the transfer function takes a general
two-pole one-zero form with parameters to t. This is exactly what the transfer function of Eq. (B.32)
represents, although we have not written it in the explicit pole-zero form of Eq. (B.33). Further, we have
restricted the coecients somewhat so that H(0) = 1, to ensure that the steady-state values of Te(t) and
Tin(t) will be equal.
As a comparison, Figs. B.2 and B.3 show what happens if we use fewer poles or zeros. In both the
frequency domain and the time domain, we can see that the approximation improves as more zeros and
poles are added. Of course, we could improve the t by adding even more poles and zeros, but, again, one
must be careful of overtting a linear model to a system that is known to be non-linear. Overall, then, the
idea is to add just enough poles and zeros to capture the key dynamics.
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Appendix C
Mathematical model of multipass
absorption
In this appendix we derive an expression for multipass absorption through a quantumwell. This approach
was used to t the experimental data in Sec. 8.1. As illustrated in Fig. 8.2, we consider a sample with three
key regions: a substrate, an active region, and a metallic coating. For this model, we treat the metal as
a perfect electric conductor, and the substrate as having a constant, real permittivity εsub. We model
the active region with an eective complex permittivity tensor. For this work, where the active region
comprises a stack of quantumwells, we assume that the growth-direction component εzz takes the form of
Eq. 8.1, and that εx x = εy y = εs. However, the electromagnetic derivation that follows is general and does
not depend on the particular form of the permittivity tensor, so more sophisticated models could be used.
The main restriction here is that each individual quantum well must be small compared to the wave-
length of light, so that the stack can be treated as an eective medium from the perspective of the
electromagnetic eld. In the case of Ch. 8.1, we are working with free-space wavelengths on the order of
100µm, which will give a growth-direction wavelength of around λ≈ 40µm in GaAs at 45° incidence. So,
the individual quantum wells, which have a width on the order of 0.1µm, are quite small compared to the
wavelength.
It should be emphasized, though, that this does not mean the stack as a whole is negligibly thin.
In the case of the 54-well stack, the total thickness of the active region is around 6µm, which is an
appreciable fraction of the wavelength. On the other extreme, the substrate thickness (∼500µm) is quite
large compared to the wavelength, and we will neglect it: eectively assuming that the distance is too
far to achieve coherent reections. Because of this, as the light bounces back and forth between the two
surfaces of the sample (again, see Fig. 8.2), we can treat each “pass” or reection through the active region
independently. Thus, if we can nd the power absorption spectrum for a single pass (which we will do
in Sec. C.1), it will be a simple matter to extend this based on the total number of passes to nd the total












Figure C.1: Geometry used to derive the single-pass reection coecient. Note: to ensure a right-handed
coordinate system, the y axis points into the page.
C.1 The single-pass reection coecient
We will now calculate the complex reection coecient for a single reection through the active region.
See Fig. C.1 for an illustration of the coordinates we will use. We let z be the growth direction, and let
the active region lie in 0 < z < La with a perfect conductor for z < 0. At z > La there is substrate with
permittivity εsub. (We assume that the light arrives at the active region from far away in the substrate, so
we can treat the substrate as a semi-innite slab.)
For TM light, let’s assume the magnetic eld, H, is pointing in the y direction. Then H can be written







eikx ,a x ; 0< z < La (C.1)






eikx ,s x ; z > La. (C.2)
Using Maxwell’s equations, we have
iωε0(ε · E) =∇×H=
 
∂x H y ẑ− ∂zH y x̂

(C.3)


















eikx ,a x (C.5)
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eikx ,s x (C.7)








eikx ,a x = 0 (C.8)
or H−a = H
+
a := Ha. So the elds in the active region are given by












eikx ,a x (C.10)







eikx ,a x (C.11)
Then, our second boundary condition is that the tangential E and H elds must be continuous across the























































Where r = H+s /H
−
s is the complex reection coecient. Solving for r, we nd that the complex reection
coecient is
r =









To actually calculate r, we still need to know the wavenumbers in the substrate and active region. The
wavenumbers in the substrate region must obey








so we can write 1
kx ,s =
p
εsubk0 sinφ; kz,s =
p
εsubk0 cosφ (C.18)
where, φ is the incidence angle, measured relative to the growth axis.
The wavenumbers in the active region are a bit trickier because of the anisotropy, but it can be shown










Recall from before that we have kx ,a = kx ,s. So, solving for kz,a in terms of k0, we get








We now have expressions for kz,s and kz,a, which we can use in Eq. C.16 to calculate the complex reection
coecient for the active region against a gold coating.
C.2 Multipass absorption
In a multipass conguration (again, where we are assuming incoherent reections o the bottom of the
substrate so that each reection is independent), the total transmission through the structure can be
calculated as
T (ω) = |r(ω)|2Npass (C.21)
where Npass is the number of passes through the active region (i.e., the number of reections). This can be





where Lsub and Dsub are the length and thickness of the sample, respectively, and φ is the incidence angle.
However, this is only an approximation. In reality, the number of passes may depend on where the light
hits the facet. So, in general, one would need to know the distribution of light across the facet to calculate
the total transmission. In practice, it is quite dicult to know this value exactly, which translates to an
uncertainty in the total magnitude of the absorption.
Further, note that we have neglected the reection o the entry and exit facets: i.e., only a certain
fraction of the incoming light will actually enter the sample in the rst place. In practice, however (as
mentioned in Sec. 8.1) such complications are mitigated by dividing the TM absorption measurement by
an identical TE measurement. This cancels out any losses which are common to both TM and TE light,
isolating the eect of the active region, which is anisotropic and only absorbs TM light.
1Note we have implicitly assumed kx ,s and kz,s to be real here, since we are assuming that the other substrate boundary is far o
and thus the incoming light can be treated as a plane wave. If the substrate thickness were not very large compared to the wavelength,
we could not necessarily assume that kx ,s and kz,s are real, and we would need to consider waveguide modes.
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C.3 The absorption coecient
In Sec. 5.5, we discussed the notion of an absorption coecient. The absorption coecient is also
commonly used by the community in multipass experiments (e.g., Ref. [90]), and it is interesting to
conrm that it falls out of the theory we have just developed – at least, under certain approximations. In
particular, we will need to assume that the active region is small compared to the wavelength, and that
the absorption per pass is not too strong. We will also assume that εx x = εsub. In that case, the complex



























If we assume that Lak2z,a/kz,s is small, we can simplify this to




We can then obtain the power spectrum of the reection, keeping only terms to rst order:



















Using our expressions for k2z,a and kz,s from Sec. C.1, this becomes






















where Lp is the width of a single quantum well (QW) period in the active region, then we obtain














which is the standard exponential-decay form used in Eq. (39) of Ref. [90].2 Note, of course, that we had to
assume a small active region compared to the wavelength (kz,a La  1) to obtain this formula. Less obvious
is that we had to implicitly assume weak absorption in the QW active region. Weak absorption is required
because we have assumed that kz,a La and k2z,a La/kz,s are small, but kz,a depends on 1/εzz (Eq. (C.20)). If
the QW absorption is strong, then the imaginary part of 1/εzz will become large, making kz,a large and
breaking our approximation. Nevertheless, we have seen that in the limit of a thin active region and weak
absorption, the power follows a simple exponential decay rule with an absorption coecient α2D(ω).
C.4 Integrated absorption
It is oen useful to quantify the total absorption strength of a QW active region. In the case of Ch. 8.1, we
have done this using the plasma frequencyωP as a measure of absorption strength. It is not necessarily
obvious that this is a good quantier of absorption strength though. One alternative way to measure the






This has a clearer interpretation, but can only be used in cases where the absorption coecient is well-
dened. Whatwewill show in this section is that these two quantiers of absorption strength are essentially
equivalent – at least in cases where both are well-dened. We will see that I turns out to be equal toω2P ,
aside from some scaling factors.
We want to evaluate the integrated absorption analytically, so rst we must nd an expression for the








































2In our case, the number of passes is equal to 1 (M = 2 in Ref. [90]), and the overlap factor is maximized at 2, since we have
assumed a thin active region next to a perfect conductor.
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We can simplify the integral through the change of variables u = ω0/ω (=⇒ dω = −ω0 du/u2) and









f (u)du ; f (u) =
2G
(u2 − 1)2 + 4G2u2
(C.37)











Now, if we treat f (u) as a complex function, we can use the residue technique to evaluate its integral [136].
In the complex plane, our integral from −∞ to∞ corresponds to a path integral along the entire real
line. We can turn this into a closed path, C, by adding a semicircle of innite radius in the upper half of
the complex plane (see Fig. C.2). This semicircular part of the path will contribute nothing to the integral

















Expressing this in terms of a closed path integral is advantageous because we can now use the residue






Res( f , p) (C.41)
where Res( f , p) is the residue of f at p, and p sums over all the poles of f enclosed by C : i.e., all the poles
in the upper half of the complex plane. So we just need to nd the poles and evaluate the residues. To nd
the poles, we can begin to factorize the denominator of f (u):
f (u) =
2G
(u2 − 1+ i2Gu)(u2 − 1− i2Gu)
(C.42)
Then, if we dene H =
p
1− G2, we can complete the factorization to obtain
f (u) =
2G
(u+ iG −H)(u+ iG +H)(u− iG −H)(u− iG +H)
(C.43)
So we have four poles at iG ±H and −iG ±H. The poles at iG ±H will always be in the upper half of the
complex plane (i.e., they have positive imaginary part), while the poles at −iG ±H will always be in the
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lower half (negative imaginary part).3 We are interested in the poles in the upper half plane, and the
residue at these poles is given by
Res( f , iG ±H) = lim
u→iG±H
(u− iG ∓H) · f (u) (C.44)
which, aer some algebra, turns out to be
Res( f , iG ±H) =
1









i4H · (iG +H)
+
1








In the last step, we have used the fact that G2 +H2 = 1, since H is dened as
p
1− G2. Plugging this back







So we nd that the integrated absorption is directly proportional to the squared plasma frequency ω2P .
Notably, this expression does not depend on the other parameters in the dielectric tensor: the linewidth, γ,
nor the centre frequency,ω0. Thus – at least in the limit where the absorption coecient is well-dened –
the integrated absorption strength is directly tied to the plasma frequency of the QWs.
3To see why this is the case, recall that we dened G = γ/2ω0, which means that G is a positive, real number. If G ≤ 1, then
H =
p
1− G2 will be real, and it is clear that iG ± H will be in the upper half plane while −iG ± H will be in the lower half plane.
If G > 1, we have H = i
p
G2 − 1. Then, since
p






in the upper half plane and






in the lower half plane. Thus, the statement holds for any G > 0.
133
Figure C.2: The contour, C, used for residue integration of f (u): a semicircle in the complex plane with
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