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Abstract 
In this paper, we describe a randomized incremental algorithm for computing the upper 
envelope (i.e., the pointwise maximum) of a set of n triangles in three dimensions. This algorithm 
is an on-line algorithm. It is structure-sensitive: the expected cost of inserting the n-th triangle is 
O(log nErO= f f ( r ) / r  2) and depends on the expected size r ( r )  of an intermediate r sult for r 
triangles. Since ~'(r) can be O(r2a(r)) in the worst case, this cost is bounded in the worst case by 
O(na(n)  log n). (The expected behaviour is analyzed by averaging over all possible orderings of 
the input.) The main new characteristics is the use of a two-level history graph. (The history 
graph is an auxiliary data structure maintained by randomized incremental algorithms.) Our 
algorithm is fairly simple and appears to be efficient in practice. It extends to surfaces and surface 
patches of fixed maximum algebraic degree. 
Keywords: Computational geometry; On-line algorithms; Randomized incremental gorithms; Upper enve- 
lope; Hidden surface removal 
I. Introduction 
Let S be a set of n possibly intersecting triangles in three dimensions. We wish to 
compute the upper envelope of the triangles in S, that is the portions of the triangles that 
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Fig. 1. The upper envelope of five triangles. 
are seen from infinity (see Fig. 1). That problem has several interesting applications 
including the hidden surface removal problem where we want to determine the portions 
of objects in space visible from some viewpoint (see [20] for an early history). This 
problem is a special case of the envelope problem, since usually the objects do not 
intersect. 
The maximum combinatorial complexity of an envelope of n triangles in R 3 (i.e. the 
number of its faces) is 6)(n2a(n)) [16], where a is the functional inverse of the 
Ackermann function. Recently, Sharir [19] proved an upper bound of O(n 2÷'), for any 
fixed 8 > 0, for the combinational complexity of an envelope of n surface patches in R 2 
of a fixed maximum algebraic degree. (Actually, both results are more general and can 
be appropriately extended to dimensions higher than three.) 
The corresponding algorithmic aspects of the problem have been studied in the 
following papers. Edelsbrunner et al. [7] present a worst case optimal deterministic 
algorithm constructing the upper envelope of n triangles in three dimensions that takes 
time O(n2a(n)). However, since the algorithm includes the computation of an arrange- 
ment of 3n lines in the plane, it always takes at least /2(n 2) time. Furthermore, it does 
not extend to surfaces or surface patches. The best known output-sensitive d terministic 
algorithm for computing the upper envelope of n possibly intersecting triangles in three 
dimensions is due to de Berg [4] and runs, for any 6>0,  in time O(n4/3+e+ 
n4/5+'k4/5), where k is the actual combinational complexity of the upper envelope. 
Mulmuley [11] gives a randomized incremental gorithm for hidden surface removal of 
non-intersecting triangles in three dimensions. His static algorithm uses a conflict graph 
and is relatively involved. It is quasi-output-sensitive: its expected running time is 
O(n log 2 n + 0(1) log n); the value 0(1) is equal to the sum of the contributions of all 
intersections of the projected edges (onto the viewing plane), where the contribution of 
an intersection is inversely proportional to the number of faces that hide it, and can be 
O(n 2) in the worst case even for a trivial output. This algorithm can also be generalized 
to intersecting faces and surface patches [12] and can also be made on-line [15]. Sharir 
[19] presents an algorithm for computing the upper envelope of n surface patches of a 
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fixed maximum algebraic degree in three dimensions in time O(n2÷~), for any fixed 
~>0.  
In this paper, we present a simple randomized incremental gorithm for constructing 
the upper envelope of a set of n triangles in three dimensions. It is on-line, that is, there 
is no prior information eeded about the as yet uninserted triangles, and it is structure- 
sensitive, that is, the running-time of our algorithm is determined by the combinatorial 
complexity of the upper envelope of S (and of random subsets of S). The expected 
insertion time for the n-th triangle is O(log n~"= i 7"(r)/r2), where 7(r)  is the 
expected size of an intermediate r sult for r triangles. (The expectation is with respect 
to all possible orderings of S.) Since ~'(n) can be O)(n2a(n) in the worst case, it is 
bounded by O(na(n) log n) in the worst case. However, its behavior will be better as 
soon as z= o(r2a(r)), which is the case in most practical situations and for some 
specific applications discussed in the appendix. This algorithm is relatively simple and 
has been efficiently implemented (the experimental results are discussed in the ap- 
pendix). An extension of our algorithm allows to compute the upper envelope of surface 
patches of fixed maximum degree with the same dependence of time complexity on the 
combinatorial complexity ~'(r) of an upper enveloped of r surface patches. Since the 
worst-case complexity of ~'(r) is O(r2+*), for any e> 0, we achieve a construction 
time for the upper envelope of n surface patches of O(n2+~) .  
The main new feature of this algorithm is the combination of two levels of history 
graphs, a primary and a secondary history graph. The history graph is an auxiliary data 
structure maintained by the on-line randomized incremental lgorithms [2,9,1] (see also 
Mulmuley's textbook [15]). The history graph constructed for the set S of triangles or 
surface patches can be employed for answering queries. For example, for any point in 
R 3, we can decide in O(log 2 n) expected time whether this point lies above or below 
the upper envelope of S and determine the triangle that attains the upper envelope at this 
point. 
The paper is organized as follows. In Section 2 we review some definitions and 
combinatorial nd algorithmic results. The incremental gorithm for adding a triangle is 
explained in Section 3. Section 4 gives the analysis of insertions. The extension of the 
insertion algorithm to surface patches is presented in Section 5. We conclude this paper 
with a discussion of our results. 
2. Preliminaries 
2.1. Upper envelopes 
Let S = {t l, t 2 . . . . .  t n} be n triangles in R 3. Each triangle ti ~ S can be regarded as 
the graph of a partially defined linear function x 3 =f / (x  l, x2). The upper envelope 
.d'(S) of the triangles is the pointwise maximum of these functions, that is .Je'(xl, x 2) = 
maxlai~nfi(xl, X2). All example of an upper envelope of a set of triangles in R 3 is 
shown in Fig. 1. The vertical projection of the graph of ,K(S) onto x 3 = 0 is a cell 
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Fig. 2. Trapezoidal decomposition f four segments and insertion of segment s. 
complex. The combinatorial complexity of .,~tP'(S) is the total number of vertices, edges 
and 2-dimensional faces of this complex. 
Fact 2.1 [16]. The maximum combinatorial complexity of the upper envelope of n 
triangles in R 3 is ~9(n2a(n)), where a is the functional inverse of the Ackermann 
function. If the triangles are pairwise disjoint, then the maximum combinatorial 
complexity of their upper envelope is O(n2). 
2.2. Computing trapezoidal decompositions 
Our algorithm is similar in some features to the rather simple randomized algorithms 
for constructing the arrangement of line segments in the plane [3,13,1,17]. Consider a set 
S of n line segments in the plane. We assume that the segments in S are non-vertical 2
and in general position. The trapezoidal decomposition induced by this set is a 
subdivision of the plane into trapezoids defined as follows. From every endpoint of a 
segment or an intersection point of two segments, we extend vertical segments to the 
first segment above and the first segment below this point. An example of a trapezoidal 
decomposition i duced by four segments i shown in Fig. 2(i). 
A trapezoid is defined by at most four segments and may degenerate to a triangle. 
The problem of computing the trapezoidal decomposition of a set of line segments is 
solved incrementally, that is the segments are added one by one, and we maintain the 
trapezoidal decomposition of the set of the already inserted segments. In order to do so, 
we introduce the notion of a conflict. A line segment and a trapezoid are in conflict, if 
and only if the segment intersects the interior of the trapezoid. The goal is to compute 
the trapezoids which are defined by line segments of S and which do not conflict with 
any segment. These are exactly the trapezoids of the trapezoidal decomposition i duced 
by S. When a new segment s is inserted, we determine the trapezoids in conflict with s. 
Each such trapezoid is split into at most four new trapezoids. Some (at most two) of 
2 The term "vertical" means in two dimensions parallel to the x2-axis and in three dimensions parallel to 
the x3-axis. 
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these new trapezoids are not properly defined trapezoids yet. More precisely, each 
vertical segment which does not contain a vertex of the current arrangement must be 
removed and the two trapezoids incident o this segment are merged (see Fig. 2(ii)). 
Fact 2.2 [1]. The arrangement ofn line segments in the plane can be constructed on-line 
with O(n + A) expected space and O(log n + A/n) expected update time, where A is 
the number of intersections of the line segments. All expectations are with respect o a 
random ordering of S where every permutation of S is equally likely. 
Corollary 2.3 [17]. The arrangement of n non-intersecting line segments in the plane 
can be constructed on-line with O(n) expected space and O(log n) expected update 
time. 
The preceding results generalize to arrangements induced by a set of algebraic arcs of 
fixed maximum degree in the plane [14]. We can assume without loss of generality that 
each arc is the graph of a partially defined univariate algebraic function. Otherwise we 
can cut each arc into a constant number of x~-monotonic sub-arcs along the points of 
vertical tangency. The plane is subdivided by this arcs into pseudotrapezoids by 
extending vertical segments up and down from every endpoint and intersection point, as 
we did above for the line segments. The top and bottom edges of such a pseudotrapezoid 
are portions of xl-monotonic algebraic arcs. Since every two arcs intersect only in a 
constant number of points, the expected time and space complexities remain asymptoti- 
cally the same (with a constant depending on the maximum algebraic degree of the 
arCS). 
3. The insertion algorithm 
The triangles are added one by one while maintaining the prism decomposition f the 
space above the current upper envelope .Jr(S) of the set S of already inserted triangles. 
This subdivision is the subcomplex of the vertical decomposition of the arrangement of
S above the upper envelope of S, and is defined as follows: from every point on an edge 
of .K(S) - -  this can be a part of a triangle edge or of the intersection of two triangles 
- -  we extend a vertical ray in positive x3-direction. This way, we create for every edge 
a vertical wall, which we call a primary wall. We have now obtained a decomposition 
of the space above ¢K"(S) into unbounded cells with a unique bottom face. However, the 
number of vertical walls of a resulting cell need not to be constant, and the cell may not 
be simply connected. Therefore, we decompose the vertical projection of its bottom face 
into trapezoids as in the planar case, that is, we draw segments parallel to the x2-axis 
from the vertices of the face. These segments are extended vertically upward and the 
walls thus erected are the secondary walls. Each cell of this decomposition is a prism 
unbounded in positive x3-direction with a trapezoidal base which may degenerate to a 
triangle. This is shown in Fig. 3: some primary walls are illustrated on the left, and the 
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Fig. 3. Vertical walls are raised to decompose the space above the current upper envelope into prisms. 
secondary walls for one bottom face (in a vertical projection) are drawn dotted on the 
right. The combinatorial complexity of this decomposition is proportional to the 
complexity of its defining upper envelope. The actual upper envelope can be obtained 
from the prism decomposition of .~'(S) by merging bottom faces of the prisms which 
are adjacent by secondary walls. 
We assume here that the triangles are non-vertical and in general position. The floor 
of each prism A is contained in the unique triangle t a of S and is a trapezoid which is 
defined by at most four segments ~ . . . . .  s c (c ~< 4) (see Section 2.2). Each segment si 
is either a portion of the intersection between the two triangles I i and t a or the 
projection of a portion of an edge of the triangle tg onto t a. (The left or right vertical 
edge of this trapezoid may be defined by two segments (instead of one). In this case the 
two segments belong to the same triangle. For instance, this is the case for the second 
trapezoid from the left in Fig. 3(i).) Thus a prism is defined by at most five triangles: the 
triangle tz and the at most four triangles tI . . . . .  tc corresponding to s 1 . . . . .  s c. 
We now define conflicts between triangles and prisms. A triangle and a prism are in 
conflict, if the triangle intersects the interior of the prism. The goal of our algorithm is to 
construct the prisms that are defined by triangles of S and that do not conflict with any 
triangle of S. The set of prisms that do not conflict with any triangle of S are the prisms 
of t he prism decomposition of the upper envelope of S. 
Let t be the new triangle to be inserted and .,g"(S) the current upper envelope. The 
prisms of the prism decomposition of ~'(S)  which are intersected by t are going to 
disappear from the current prism decomposition. These prisms are killed by t. New 
prisms defined by a subset including t are going to appear in the new prism decomposi- 
tion of .K(S U {t}). These new prisms are created by t. The algorithm maintains two 
data-structures: the history graph and an adjacency graph. 
The history graph is a rooted, directed acyclic graph that allows to find efficiently 
the prisms of the prism decomposition of .g~'(S) that are intersected by the newly 
inserted triangle. The nodes of the history graph are associated with prisms that have 
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Fig. 4. The prism za and its adjacency relations (in vertical projection). 
been created at a previous tage of the incremental construction. The root of history is a 
dummy prism that is big enough to enclose the whole universe of triangles. In the 
following, we often do not distinguish between a node and its associated prism. During 
the construction, we maintain the following three invariants. 
1. At each step of the construction, the prisms of the current prism decomposition are 
the leaves of the history. 
2. Each prism is included in the union of its parent prisms. 
3. The outdegree of each node in the history is bounded by a constant. 
The nodes of the adjacency graph ~" are associated with the prisms of the current 
prism decomposition. There is an arc between two nodes in ff if the associated prisms 
share a vertical secondary wall; this graph makes it possible to go from a prism to its 
neighbours in the decomposition of the space above the same face of the upper 
envelope. A prism has at most four such neighbours. In addition, we store some 
adjacencies around the vertices of the current upper envelope. More precisely, we store 
the adjacencies between two nodes if the associated prisms share a portion of a vertical 
primary wall and have a vertical edge in common that projects onto a vertex of the 
current upper envelope. A prism has at most two such neighbours, and thus the number 
of adjacent prisms is constant. The additional adjacencies allow to visit all prisms of the 
current prism decomposition, and, for instance, to visit all prisms that share a primary 
wall in time proportional to their number. Fig. 4 illustrates the different adjacencies kept 
for one prism A (in vertical projection). We maintain cross-pointers between odes in ~" 
and the corresponding leaves in the history. 
Below we describe how to proceed, when a new triangle is added. We execute first a 
location step and then an update step. 
Location step. When a new triangle t is added, we first determine all the prisms 
intersected by t by exploring the history starting at the root. By that, we find the leaves 
visited and in conflict with t. If no leaf of the history intersected by t is found, t 
intervenes neither in the current upper envelope nor in the upper envelopes to be 
computed in the following. 
Note that as opposed to other randomized constructions it is not sufficient o locate 
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Fig. 5. A is split by I into at most eleven ew prisms (in vertical projection). 
only one prism of the decomposition of .g¢(S) which is intersected by t. Indeed, since 
the conflicting prisms do not necessarily belong to one connected component, we cannot 
find all conflicting prisms by using adjacency relations. 
Update step. Each prism A of the prism decomposition of .~(S) which is in conflict 
with t is decomposed into at most eleven new prisms (see Fig. 5). A new node of the 
history is created for each new prism and linked to the node associated with A. The 
adjacency relations are updated at the same time. As in the planar case, some of these 
new prisms are not properly defined prisms yet. These prisms will be merged with 
adjacent prisms if they share a wall portion that must be removed. While in the planar 
case of Section 2.2 the merge is relatively easy, it now constitutes a technical difficulty. 
We partition the new prisms into two types: the prisms whose floor is not contained 
in t, and the prisms that do have their floor contained in t. Notice that two prisms of a 
different ype never have to be merged, since their floors are contained in distinct 
triangles. 
We first consider only the prisms of the first type. In this case the merge concerns 
only secondary walls and is analogous to the merge used in the incremental construction 
of the trapezoidal decomposition of line segments in the plane (see Section 2.2). Each 
secondary wall of A that is intersected by t is cut by t and the primary walls through its 
edges into at most four wall portions (see Fig. 6(i)): a portion below t, a portion above 
t, and two other portions, one on either side of t. Now we not only have to remove the 
portion of the wall below t and above t (which will be done in the next step), but also 
one of the two other portions, namely the one which does not contain a vertical edge that 
!ii!!i!!i!i!iii!!iiiiiiiiiii!iliiiii!ii!iiiiiiiiiiii~ 
~iiiiiiiiiiiiiiiiiiiiiiiill iiliiiiii! 
x31 ~ x2 T 
X2 Xl 
Fig. 5. The merge seen in vertical projection. 
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Fig. 7. The outdegree of the nodes in the history graph associated with the prisms At, I < i ~< [r/2], cannot be 
bounded by a constant (view from above). 
projects onto a vertex of the new upper envelope. The two prisms that share this wall are 
merged: the dashed walls in Fig. 6(ii) seen in a vertical projection are removed. The 
adjacency graph is updated accordingly. We check this for all prisms of the first type. At 
the end, we have constructed all those prisms of the decomposition of the new upper 
envelope whose floor is not contained in t. 
Next we consider the prisms of the second type, whose floor is contained in t. In this 
case we have to remove portions of primary walls as well as portions of secondary 
walls. The removal of portions of primary walls may cause problems, if these portions 
stopped some of the secondary walls. This means that these secondary walls now have 
to be extended. But then an old prism can be cut into a number of pieces by the 
extended secondary walls. Thereby the outdegree of the corresponding node in the 
history graph cannot be bounded by a constant and the third invariant is not satisfied 3. 
Thus an old prism cannot be linked to all the prisms in the new prism decomposition 
that it intersects. Fig. 7 illustrate this. The new inserted triangle t (drawn in fat) lies 
above the [r/2] horizontal triangles and below the [r/2] + 1 shaded triangles. In this 
figure, after the insertion of t the secondary walls which contain a vertex of the shaded 
triangle are extended (drawn in fat dashed). But then each of the old prisms A i is 
intersected by [r/2] + 1 new prisms, and thus each of the [r/2] nodes associated with 
the prisms A i has [r/2] + 1 outgoing arcs to the nodes associated with the new prisms. 
We denote by P = P(t)  the set of the new prisms whose floor is contained in t. Note 
that the prisms in P are not necessarily properly defined prisms. The union of the floors 
of the prisms in P is the part of t that contributes to the current upper envelope, and a 
connected component projects onto a face of ¢¢t'(S U {t}) above which the maximum 
3 Note that in this case the udpate condition for the conflict graph [3] is also not fulfilled. 
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Fig. 8. The new inserted triangle t and set P (shown shaded) in vertical projection. 
height is assumed by t. Notice that this union is not necessarily connected, and that its 
components are not necessarily simply connected, as can be seen in Fig. 8. 
Now we construct the new properly defined prisms whose floor is contained in t. 
Consider all vertical faces of prisms of P which contain a portion of an edge of 
.~'(S U {t}) 4. Merge the bottom edges of these faces to get maximal connected compo- 
nents using the adjacency relations. Observe that a connected component of P projects 
onto a face f of ..~¢(S U {t}), and that the so obtained segments project onto the edges of 
these faces. Also note that a face f may contain a great number of edges and be not 
simply connected. Now, in order to get a correct prism decomposition we have to 
decompose the faces f into trapezoids and extend the so inserted segments vertically 
upward to obtain the new secondary walls. We compute the trapezoidal decomposition 
using the randomized incremental algorithm of Section 2.2 and obtain a secondary 
history graph. Those leaves which correspond to trapezoids which are outside all faces f
need not to be refined. The other leaves are extended to prisms unbounded in positive 
x3-direction with the trapezoid as floor and decompose the part of the space above the 
faces f into prisms. The root of this graph is the node associated with the faces f and 
there is an arc in the history from every node in P to this root. At the end of this 
procedure we have the sought prism decomposition of .K(SU {t}). Note that the 
outdegree of each node is now bounded by a constant. 
This finishes the description of the update step and by that the description of the 
algorithm. 
4. Analysis of insertions 
In the history graph we distinguish between the primary nodes corresponding to 
prisms that have been created uring the incremental construction and secondary nodes 
4 Note that some vertical faces of the prisms of P may be contained in a portion of a primary wall that we 
are going to remove, because it is defined by a portion of an edge of .jtr(S) which lies below t. 
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which are inner nodes of the secondary history graphs. Although the analysis of the 
expected number of primary nodes created and the expected number of primary nodes 
visited during a location step is fairly standard [3,1,15,18], the analysis of the expected 
behaviour of our algorithm requires some more care because of the presence of the 
secondary nodes. 
Let now ~r := (tl . . . . .  t n) be a random permutation of S. (The triangles are renamed 
such that triangle t i is added at the /-step of the algorithm.) All the probabilities and 
expectancies studied in the following will be with respect o this random permutation. 
When we need a random sample of S of size r, we will use the first r elements in a 
random permutation of S and denote by S r. According to the preceding section each 
prism is defined by at most five triangles. We define the function r ( r )  that describes the 
expected number of prisms defined by subsets of at most five triangles of a random 
sample of S of size r. First we give a bound for the expected size of the history graph 
constructed during the execution of our algorithm. 
Lemma 4.1. The expected total number of nodes and arcs in the history graph of S is 
O(Er"= :r(r)/r). 
Proof. The expected number of primary nodes created by the insertion of the r-th 
triangle tr is less than 5z(r ) / r .  Indeed, a primary node created by the insertion of L is 
necessarily in the prism decomposition of .Z,'(Sr). This prism is not in the prism 
decomposition of ~'(S r_ t), if and only if L is one of its at most 5 defining triangles 
which happens with probability at most 5/r .  Taking the expectation over all prisms in 
the prism decomposition of .~tr(Sr) proves the claim. By linearity of expectation, the 
total expected number of primary nodes created by the algorithm is simply the sum over 
all stages of the expected number of primary nodes created at one stage. 
Next we bound the number of secondary nodes created when the r-th triangle t r is 
added. Recall that the secondary history graphs are constructed on a set of non-intersect- 
ing line segments. By Corollary 2.3 the total number of nodes of the secondary history 
graphs is linear in the number of line segments. The number of these line segments i at 
most proportional to the number of prisms killed by t r. This implies that the total 
number of secondary nodes created by the algorithm is proportional to the total number 
of prisms killed during the execution of our algorithm. Since a killed prism has to be 
created first, O(Y'.~"= l z ( r ) / r )  is also a bound for the expected total number of secondary 
nodes. 
Finally, since the outdegree of each node in the history is bounded, this is also an 
upper bound for the number of arcs in the history. [] 
According to Fact 2.1, ~'(r) is less than O(r2a(r)). Thus, the total number of nodes 
and arcs created uring the insertion of n triangles is bounded by O(n2o~(n)). 
To bound the running time, we have to analyze the location and the update step for 
the insertion of the last triangle t,. A primary node and the secondary history graph of 
which it is a parent can be treated in O(log n) expected time. Indeed, according to 
3 t4 J.-D. Boissonnat, K.T.G. Dobrindt/Computational Geometry 5 (1996) 303-320 
Corollary 2.3, the location in a secondary history graph can be done in O(log n) 
expected time. Hence, the expected cost of the location step are at most O(log n) times 
the expected number of primary nodes visited. Note that both random variables used in 
our random process (one to insert the triangles in random order and the other to insert 
the non-intersecting line segments of the boundary of P 's  projection) are independent. 
Thus the expectation of their product equals the product of their expectations. 
Corollary 2.3 implies that the construction of the secondary history graph needs 
O(I P I log n) expected time, where I P I is the size of the set of prisms in P and is 
proportional to the number of empty prisms in conflict with the n-th inserted triangle t.. 
The other parts of the update step require time proportional to the number of arcs 
created by the insertion of t.. Since by the third invariant he nodes in the history are of 
bounded outdegree, this is bounded by the number of prisms of the prism decomposition 
of ..~'(S,_ l) in conflict with t,, which is less than the expected number of primary 
nodes visited. Thus also the update step needs time proportional to O(log n) times the 
expected number of primary nodes visited. 
The expected number of primary nodes visited during the last insertion is given in the 
following lemma. 
Lemma 4.2. The expected total number of primary nodes visited during the location 
step for the n-th inserted triangle is O(Y'.n~. 17( r)/r2). 
Proof. When inserting the n-th triangle t,, we first determine the prisms of the prism 
decomposition of .~'(S._ 1) that are intersected by t,. This is done by a traversal of the 
history graph. (Here we use the third invariant, so that during the traversal we can test in 
constant ime for all children of a primary node whether they must be visited.) A 
primary node A is only visited during the traversal, if A is intersected by t.. It follows 
that the expected number T(n) of primary nodes visited during the location step for t. 
satisfies 
T(n) < )-". P[ A is created by the algorithm and intersected by t. ] 
A 
= ~ Y] P [ A is created by t r and intersected by t. ] 
rffi l A 
~< ~ ~ bp[  A is in decomp ~f'(Sr) and intersected by tn] 
rffi l A r 
= ~ ~ bp[  A is in decomp .,/t'(Sr) and intersected by tr+l]. 
rffil A r 
Here we suppose that t, was added as the (r + 1)-th triangle immediately after the 
triangles in S r. Note that S r U t~ is a random subset of S and t, a random element of 
this subset. 
A prism of the prism decomposition of ,d'(S r) that is intersected by tr+ t is killed by 
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tr+ I" Since a prism killed by tr+ l has to be created first by a triangle tr, with r' < r + 1, 
the expression can be bounded by 
( ~ 7 P[ z~ is created by tr, ] since -- > / -  
r '=  1 A r' r 
~. b bz( r') 
~'=1 r' r' (by Lemma 4.1) 
=O(  ~ "r(r) / 
r= l r--T-] " [] 
This expected number is bounded by O(na(n)). Thus, the location and the update 
step for inserting the n-th triangle cost in total O(log nY'.~"= l z ( r ) / r  z) expected time, 
which is less than O(na(n)log n). 
The history graph can be used for answering point location queries. For any point, we 
can decide whether is lies above or below the upper envelope of S or determine the 
triangle that attains the upper envelope at this point. Let p be such a query point and the 
prism A of the prism decomposition f .K(S~) be the location of p on the path from the 
root to a leaf of the history graph. The location of p has changed at step r exactly if A 
has been created by the insertion of the r-th triangle which happens with probability 
5/r.  Thus the number of primary nodes on the location path is less than ~".  l b / r  = 
O(log n). For each primary node on the location path we might have to search in a 
secondary history graph which takes again logarithmic time. It follows that a point can 
be located in time O(log 2 n). 
This completes the analysis of the algorithm and yields the following theorem. 
Theorem 4.3. The upper envelope of a set of n triangles in R 3 can be constructed in
O(n log n~"= l~(r) /r  z) expected time with O(]~"= l$(r) /r)  expected space, where 
7( r ) is the expected size of the upper envelope of r triangles. Furthermore, the insertion 
of the n-th triangle can be done in O(log n~"= iT(r) /r  2) expected time. The history 
graph allows to answer point location queries in O(log 2 n) time on average. 
Corollary 4.4. The upper envelope of a set of n triangles in R 3 can be constructed in
O(n2a(n) log n) expected time with O(n2a(n)) expected space. Furthermore, the 
insertion of the n-th triangle can be done in O(na(n) log n) expected time. 
Remarks. Our results and Mulmuley's results [11,12] are closely related. More pre- 
cisely, the analysis of our algorithm is based on the probabilistic analysis technique of 
Clarkson and Shor [3]. Mulmuley's algorithms analyzed using this technique have the 
same expected time and space bounds as our algorithm. On the other band, analyzing the 
performance of our algorithm using probabilistic games introduced by Mulmuley yields 
the same expected time and space bounds as his algorithm. 
The results stated in the Corollary 4.4 are obtained by using worst case bounds for 
the size of an upper envelope. In most practical situations the performance of the 
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the new 
Fig. 9, Example for which the algorithm cannot be output sensitive (in vertical projection). 
algorithm will be much better as soon as z(r) = O(r2a(r)). For instance, if r ( r )  = o(r  2) 
which is the case if the triangles do not intersect or if the triangles are half-planes 
limited by straight lines, then the construction of the upper envelope on n of these 
triangles takes O(n 2 log n) expected time and the insertion of the n-th triangle 
O(n logn) expected time. If  7 ( r )= O(r) as it is the case for the upper envelopes 
corresponding to Voronoi diagrams 5 of n planar sites under a convex polygonal metric, 
such as the L 1 or/_~ metric, then the upper envelope can be constructed in O(n log 2 n) 
and the n-th triangle inserted in O(log 2 n) expected time (see Fig. 11). 
Note that, in general, an incremental algorithm cannot be output sensitive, since an 
intermediate result of the incremental construction may be greater than the final one. 
This can be easily illustrated by the following example. Let S be a set of n non-inter- 
secting triangles of Fig. 9. The upper envelope for S is quadratic, but if a new triangle t 
is inserted, which is above all triangles, the upper envelope of S t.) {t} becomes constant. 
The insertion of t takes at least time proportional to the size of the envelope before its 
insertion. Thus, the expected cost of inserting t are at least 
~(2 i 2 --- J'2(n2). 
i 
5. Extension of the insertion algorithm 
We next see how the above algorithm can be generalized with slight modifications to 
.calculate the upper envelope of 3-dimensional surface patches of fixed maximum 
algebraic degree. Therefore, let S be a set of n surface patches in •3. We assume that 
5 This rather natural correspondence between Voronoi diagrams and envelopes in arrangements was first 
pointed out in [8]. 
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each surface patch of S is the graph of a partially defined bivariate algebraic function of 
fixed maximum degree. Furthermore, we suppose that each surface patch is bounded by 
a constant number of algebraic arcs of fixed maximum degree. The upper envelope 
Jt'(S) of the set S is the pointwise maximum of these functions. 
The speudoprism decomposition of .~"(S) is a subcomplex of the vertical decomposi- 
tion of the arrangement of S. Each pseudoprism is unbounded in positive x3-direction. 
The floor of each pseudoprism is contained in a surface, and its vertical 6 projection is a 
pseudotrapezoid whose top and bottom edges with respect to the xl-direction are 
portions of xt-monotomic algebraic arcs (as in Section 2.2). The primary walls 
bounding a pseudoprism are vertical surfaces formed by the union of vertical rays whose 
bottom endpoints lie on such an arc. The secondary walls are portions of plane parallel 
to the x 2 x3-plane and bounded from below by an arc. The combinatorial complexity of 
the pseudoprism decomposition is proportional to the complexity of its defining upper 
envelope. 
We now examine how the algorithm of Section 3 changes when we consider surface 
patches instead of triangles. The test whether a surface patch is in conflict with a 
pseudoprism reduces to testing if a point (which may be the intersection point between a
vertical wall and an arc) lies above, on, or below a surface (resp. to the right, on, or to 
the left of a vertical wall). To construct he new created pseudoprisms we have to 
compute the intersection of a pair (triple) of surfaces and vertical walls and the 
intersection of an arc and a surface (resp. a vertical wall). For secondary history graph 
we use the generalization of the algorithm of Section 2.2 to non-intersecting planar arcs. 
For the analysis of the algorithm we assume that the above operations involving one 
two or three surfaces can be done in constant ime (with a constant depending on the 
maximum algebraic degree of the arcs). Furthermore, we know from Section 2.2 that the 
construction time of the secondary history graph for non-intersecting planar arcs and the 
location time remain asymptotically the same. Hence we obtain the same bounds as in 
the Theorem 4.3 in terms of the expected number z(r)  of pseudoprisms defined by an 
r-sample of S (with a constant of proportionality depending on the maximum algebraic 
degree of the patches and their bounding arcs). 
Corollary 5.1. The upper envelope of a set of n surface patches in ~3 satisfying the 
above conditions can be constructed in O(n log nErO= iT(r) /r  2) expected time with 
O(F.r~= l r ( r ) / r )  expected space, where r(r)  is the expected size of the upper envelope 
of r surface patches. Furthermore, the insertion of the n-th surface patch can be done in 
O(log nY'.7, l 'r(r)/r 2) expected time. The history graph permits to answer point 
location queries in O(log 2 n) time on average. 
The function r(r)  is bounded by O(r2+') ,  for any 6> 0 [19]. We thus achieve a 
construction time for the upper envelope of n surface patches of O(n 2+')  and an 
insertion time of O(n 1+') for the n-th surface patch. 
6 Remember that he term vertical means parallel to the x3-axis. 
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If in addition to the conditions above, the interiors of three surface patches intersect 
in at most two points, then the maximum combinatorial complexity ~'(r) of the envelope 
of r of these surface patches is 0(r22C ~°¢i~-7), where c is a constant depending on the 
shape and degree of the surfaces [10]. The construction of the upper envelope of n of 
these surface patches takes O(n 2 log n 2c~°~ ff ') expected time and the insertion of the 
n-th surface patch O(n log n 2 clv~ n ) expected time. 
6. Conclusion 
In this paper, we have given a simple on-line algorithm for constructing the upper 
envelope of triangles in three dimensions which allows the successive insertion of 
triangles without knowing them in advance. Its analysis is randomized and extends the 
general technique of [1] to two levels of history graphs. This two-level history graph can 
also be used in other contexts [5]. The running-time of our algorithm is structure 
sensitive and optimal up to a logarithmic factor in the worst case. Its behaviour is good 
in special cases and in practice (see the appendix for experimental results). It also 
applies to surface patches of fixed maximum algebraic degree. 
A remaining open problem is its generalization to higher dimensions. Actually the 
algorithm seems to generalize readily, however, the main problem is the lack of an 
efficient canonical decomposition scheme in higher dimensions. 
A. Experimental results 
The on-line algorithm for the construction of the upper envelope of triangles was 
implemented in C on a Sun 4/75 work station. The unoptimized code is about 4000 
[#node~, 
95000. 
75000 his t~/~ 
100 50 150 200 [~triangles] 
Fig. 10. Results for an upper envelope ofquadratic combinatorial complexity. 
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[~nodes] 
16360-  
12000-  
~--  8000 • 
0 ~ 
0 250 560 rio 166"0 [#triangles] 
Fig. 11. Results for the upper envelope corresponding to the Voronoi diagram of 200 random points under a
distance function defined by a convex polygon .~' of 5 vertices. 
lines of C, including the I /0  and debugging code. As for all implementations of
geometric algorithms, we had to face two major problems: precision problems and 
geometric degeneracies. However our objective was not to design a 'robust' algorithm 
(although, it is quite robust in practice, as it runs for numerous examples) but to give 
evidence of its practical efficiency. Since the program is still unoptimized we only give 
implementation i dependent results, namely the size of the history graph and of the 
decomposition of the upper envelope and the number of nodes visited during a location 
step with respect o the number of inserted triangles. While we do not give any timings, 
the given results allow to draw conclusions on the actual running time. See Figs. 10, 11 
and 12. 
[#node/ 
44000-  
33000- 
22000.  
0 ~ c a t i o n  
0 250 500 z50 lOdO"[#triangles] 
Fig. 12. Resul~forthe upper envelope of 1000triangleswhose vertices arerandompoin~ (inside the unit 
cube). 
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