Abstract: Crop productivity and water consumption form the basis to calculate the water footprint (WF) of a specific crop. Under current climate conditions, calculated evapotranspiration is related to observed crop yields to calculate WF. The assessment of WF under future climate conditions requires the simulation of crop yields adding further uncertainty. To assess the uncertainty of model based assessments of WF, an ensemble of crop models was applied to data from five field experiments across Europe. Only limited data were provided for a rough calibration, which corresponds to a typical situation for regional assessments, where data availability is limited. Up to eight models were applied for wheat. The coefficient of variation for the simulated actual evapotranspiration between models was in the range of 13%-19%, which was higher than the inter-annual variability. Simulated yields showed a higher variability between models in the range of 17%-39%. Models responded differently to elevated CO 2 in a FACE (Free-Air Carbon Dioxide Enrichment) experiment, especially regarding the reduction of water consumption. The variability of calculated WF between models was in the range of 15%-49%. Yield predictions contributed more to this variance than the estimation of water consumption. Transpiration accounts on average for 51%-68% of the total actual evapotranspiration.
Introduction
The concept "Water Footprint" (WF) was introduced by [1] , and later elaborated on by [2] as an indicator that relates human consumption to global water resources. Since international trade in commodities creates flows of so-called "virtual water" [2] [3] [4] , by importing and exporting goods that require water for their production, the indicator provides valuable information for a global assessment of how water resources are used, although it was controversially discussed since water scarcity of the region is not accounted explicitly [5] . In recent years, WFs and virtual water was assessed for crops, goods, services, as well as on generic regional or national levels [2, 4, [6] [7] [8] [9] .
The Water Footprint (WF) of a crop is defined as the volume of water consumed for its production, where green and blue WF stand for rainfed and irrigation water usage, respectively [9] . A third component, the grey water footprint, is defined as the volume of freshwater that is required to dilute the load of pollutants to achieve existing ambient water quality standards. More information about the parameters involved can be found in [10] .
Crop productivity and water consumption together form the basis to estimate the water footprint of a specific crop. The WF calculation is based on the estimation of crop specific evapotranspiration during the growing season, which is related to observed crop yields usually from yield statistics of a region. Analyses of several ET formulas under various climate conditions [11, 12] , revealed that the FAO (Food and Agriculture Organization of the United Nations) Penman-Monteith equation [13] or the Priestley-Taylor formula had the best performance across the different climatic conditions [12, 14] . FAO Penman-Monteith is recommended as the standard method for estimating reference and crop evapotranspiration in the water footprint manual to estimate the water footprint [15] .
Agricultural production systems are very vulnerable to a potential decrease in water availability. The impacts of climate change (increasing temperatures, shifts of seasonal precipitation and decreasing summer rainfall) could cause water limitations in many areas of Europe [16, 17] . A change of currently estimated water footprint values is expected under climate change. However, it is not clear how far the above-mentioned negative impacts of a changing climate can be compensated by the positive effects of increasing CO 2 . Climate change including increasing CO 2 concentration of the atmosphere will affect crop growth as well as soil water dynamics. Moreover, crop response to climatic drivers strongly depends on the site conditions of their habitat [18] [19] [20] . Therefore, the assessment of WF under future climate conditions requires the simulation of crop yields as well, which may add further uncertainty in the estimate.
Uncertainty may originate from three sources [21] : (i) input data; (ii) parameterization; and (iii) model structure. While uncertainty analyses of models addressing the first point are usually using combinations of stochastically distributed inputs by using, e.g., Monte-Carlo simulations (e.g., [22] ), for the other two aspects recent studies have shown that the application of ensembles of complex simulation models is a valuable tool to assess the uncertainty in the estimation of climate impact on crop growth [23] [24] [25] [26] [27] and water consumption [28] . To assess the uncertainty of model based assessments of WF an ensemble of different crop models was applied to field data sets from five locations from across Europe. The focus of the study was mainly to look at uncertainty originating from the use of different models. Only limited basic data were made available to allow only a rough calibration, which corresponds to a typical situation for regional assessments, where data availability is limited. Although a separation between the uncertainty resulting from model structures and parameter uncertainty is not possible with this approach, the basic data provided in this study for each experimental site contained defined values for field capacity and wilting point and key phenological observations to keep the uncertainty caused by soil and crop parameterization at a limited level. Up to eight models were applied depending on the data set. In the comparison, we focused on cereal crops, mainly winter wheat. The objective of the study was to: (1) assess the uncertainty of the WF estimation caused by the choice of crop models; (2) analyze the response of models to management (irrigation, nitrogen fertilization) and site conditions (soils, CO 2 concentration of the atmosphere); and (3) separate soil evaporation from crop transpiration to assess the difference of using evapotranspiration instead of crop transpiration for the crop water consumption assessment.
Materials and Methods

Experimental Data
The five datasets cover the European environmental zones of the Atlantic North, Atlantic Central, Continental and Pannonia according to [29] (Figure 1) . The criteria to select data sets were that they provide: (a) meteorological and management data for several years; (b) different treatments or site conditions to analyze crop sensitivity on different inputs; and (c) data to evaluate the relevant outputs for the estimation of the water footprint, particularly crop yield and soil water (and if possible soil mineral nitrogen) status measurements. The basic characteristics of the experimental sites and the treatments used for the model inter-comparison are listed in Table 1 . this study for each experimental site contained defined values for field capacity and wilting point and key phenological observations to keep the uncertainty caused by soil and crop parameterization at a limited level. Up to eight models were applied depending on the data set. In the comparison, we focused on cereal crops, mainly winter wheat. The objective of the study was to: (1) assess the uncertainty of the WF estimation caused by the choice of crop models; (2) analyze the response of models to management (irrigation, nitrogen fertilization) and site conditions (soils, CO2 concentration of the atmosphere); and (3) separate soil evaporation from crop transpiration to assess the difference of using evapotranspiration instead of crop transpiration for the crop water consumption assessment.
Materials and Methods
Experimental Data
The five datasets cover the European environmental zones of the Atlantic North, Atlantic Central, Continental and Pannonia according to [29] (Figure 1) . The criteria to select data sets were that they provide: (a) meteorological and management data for several years; (b) different treatments or site conditions to analyze crop sensitivity on different inputs; and (c) data to evaluate the relevant outputs for the estimation of the water footprint, particularly crop yield and soil water (and if possible soil mineral nitrogen) status measurements. The basic characteristics of the experimental sites and the treatments used for the model inter-comparison are listed in Table 1 . Here some brief information for each site is presented: The field experiment at Müncheberg (Mb), Germany was designed to study inter-annual variation in crop rotations, irrigation effects, and biomass development [30] . The crop rotation from 1992 to 1998, consisted sugar beet (Beta vulgaris L.), winter wheat (Triticum aestivum L.), winter barley (Hordeum vulgare L.), winter rye (Secale cereale L.) and oilseed radish (catch crop). The rotation covered four parallel plots with a shift of one year to establish each crop each year. Treatments included rainfed agriculture versus irrigated regime. The complete dataset is published and accessible [31] .
The Braunschweig (Bs) Free-Air Carbon Dioxide Enrichment (FACE) experiment was set up to investigate interacting effects of CO2 concentration and N fertilization on crop production [32] . The crop rotation was composed of winter barley, a mixture of three different ryegrass cultivars (Lolium multiflorum Lam.) as a cover crop, sugar beet, and winter wheat, grown in two consecutive cycles Here some brief information for each site is presented: The field experiment at Müncheberg (Mb), Germany was designed to study inter-annual variation in crop rotations, irrigation effects, and biomass development [30] . The crop rotation from 1992 to 1998, consisted sugar beet (Beta vulgaris L.), winter wheat (Triticum aestivum L.), winter barley (Hordeum vulgare L.), winter rye (Secale cereale L.) and oilseed radish (catch crop). The rotation covered four parallel plots with a shift of one year to establish each crop each year. Treatments included rainfed agriculture versus irrigated regime. The complete dataset is published and accessible [31] .
The Braunschweig (Bs) Free-Air Carbon Dioxide Enrichment (FACE) experiment was set up to investigate interacting effects of CO 2 concentration and N fertilization on crop production [32] . The crop rotation was composed of winter barley, a mixture of three different ryegrass cultivars (Lolium multiflorum Lam.) as a cover crop, sugar beet, and winter wheat, grown in two consecutive cycles between autumn 1999 and summer 2005. Treatments included an ambient (374 ppm) and an enriched (550 ppm) concentration of atmospheric CO 2 , both with a standard and a reduced (−50%) supply of nitrogen (N) fertilizer. Although this experiment did not include climate change, it provided valuable data on the response of crop growth and response of transpiration to elevated CO 2 , as a main driver of global warming, since both responses are still a source of uncertainty in crop as well as hydrological models.
The data from Hirschstetten (Hi), Austria were taken from three lysimeters in the agricultural region Marchfeld [33] . The crop rotation from 1998 to 2003 included mustard (Sinapis alba, catch crop), spring wheat, mustard, spring barley, winter wheat, mustard (catch crop), potato (Solanum tuberosum L.), winter wheat (ploughed due to frost damage), maize (Zea mays L.), and winter wheat. The crops were grown on three soil types (Calcic Chernozem (S1), shallow and sandy Calcaric Phaeozem (S2) and Gleyic Phaeozem (S3)) in order to study the water cycle, and the influence of soil type and rotation.
The field experiment in Foggia (Fo), Italy [34] represented a durum wheat (Triticum durum) monoculture over ten years (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) on an alluvial clay-loam soil. Treatments were different nitrogen fertilization levels following straw incorporation in autumn (T2: straw without mineral N application; T3: straw + 50 kg·ha −1 ; T4: +100 kg·N·ha −1 ; T5: straw + 150 kg·N·ha −1 ).
The field experiment in Bratislava (Bt), Slovakia consisted of a crop rotation with winter wheat, maize, and spring barley. We grouped the treatments into rainfed with (RFF) and without nitrogen fertilization (RF0) and irrigated with (IRF) and without (IR0) N. All variants were performed with and without irrigation. 
Model Runs and Model Ensemble
The simulation task for all modelers was designed to reproduce the field experimental treatments. Therefore, modelers were requested to simulate each treatment at each site, using observed information on daily weather (precipitation, minimum and maximum temperature, mean relative humidity, global radiation and mean wind speed), information on daily field management (previous crops, tillage, sowing, irrigation, fertilization and harvest) and soil properties (bulk density, texture, organic matter and water capacity parameters) as driving variables to the models.
We followed the idea of a "blind test" in order to mimic modeling practice in the event of scarce data, which is often practiced in regional climate impact studies [23] [24] [25] [26] . Therefore, modelers were provided with a limited data set for each site depending on the availability of observation data to perform a minimal calibration of the region specific crop cultivars. The calibration data consisted of key phenological observations (dates of emergence, anthesis and maturity) for one soil of the dataset in Hirschstetten, one treatment in Bratislava and all treatments in Foggia, final biomass observations of one plot for Müncheberg, and phenological observations for the first four years at Braunschweig.
Depending on the data set four to eight modeling teams participated in the model inter-comparison. Not all models provided results for all data sets mainly because not all crops in the crop rotation could be simulated. Since the DSSAT model was applied by two groups, seven different models were applied. Differences in DSSAT versions were minor regarding wheat simulation, but differ in their way of crop parameter calibration options (see Table 2 ). The models consider various processes in a different way and with different complexity. Table 2 gives a summary of the main characteristics of the models and the sites, where they were applied. Modelers were asked to provide standardized model outputs on an annual and a daily basis. Within this study we analyzed the annual outputs only.
To calculate the water footprint the model outputs for crop dry matter (d.m.) yield, and the accumulated evapotranspiration and transpiration from sowing to harvest were used. Dry matter yields were transformed to yield with standard moisture to be in line with the calculation from yield statistics. The total water footprint was calculated in m 3 per ton produced yield.
To assess the error that originates from the yield component of the models, a "reference water footprint" (WF_obs*) is calculated using the simulated evaporation and the measured crop yield. 
Results
Simulated Water Consumption
The total actual evapotranspiration (ET) was simulated from sowing to harvest of the crop. Additionally, the models provided an output of the actual crop transpiration (Tr) only. Figure 2 shows both variables for the rainfed and the irrigated variants of the Müncheberg experimental site. Due to the shifted rotation, every column represents seven seasons of winter wheat. The error bars represent the inter-annual variability of the simulations of each model. The inter-annual variability of the simulated ET is relatively small with 6.3% and 5.8% on average across all models for the rainfed and irrigated variants, respectively. The absolute variation is similar for the transpiration resulting in higher coefficients of variation (CV%) due to lower absolute values of 14.7% and 12.8% for rainfed and irrigated variants, respectively. The error bars of the model ensemble mean (E-mean) represent the variation between models calculated on base of their multi-year averages. It revealed that the inter-model variability was higher than the inter-annual variability with 14.3% and 15.1% for ET and 26.8% and 26.6% for Tr of rainfed and irrigated variants, respectively. Transpiration contributes to 58% and 61% on average to the total evapotranspiration for rainfed and irrigated treatments, with the highest percentage for AQUACROP (71% and 77%) and the lowest for APSIM (45% and 49%), respectively. ET Model response to irrigation was similar showing an increase in ET and Tr, except DSSAT, which showed only a minor response. Figure 3 shows the results of ET and Tr simulations for the FACE experiment at Braunschweig. We grouped the variants for the ambient (374 ppm) and the elevated (550 ppm) CO 2 concentration. The meaning of the error bars is similar to Figure 1 . Although the variability included the variance due to the two nitrogen levels, the variability between the seasons was lower than 7% for ET and lower than 13% von Tr, except for APSIM which showed a higher variance for Tr (24%). Simulated Tr contributed on average to 59% to ET for both CO 2 concentrations ranging from 79% (374 ppm) to 76% (550 ppm) for HERMES and AQUACROP to 30% (374 ppm) to 28% for APSIM. The simulated response to elevated CO 2 was different between the models. While AQUACROP, HERMES and APSIM showed a decrease in transpiration for the elevated CO 2 concentration of 35, 40 and 18 mm, respectively, the two DSSAT simulations and DAISY showed nearly no response and CROPSYST and SWAP/WOFOST showed an increase by 15 and 19 mm, respectively. Inter-model variability was again higher than the inter-annual variability and CV% was 18% for ET and 29% and 25% for Tr at 374 and 550 ppm CO 2 , respectively.
Results of the ET and Tr simulations of seven models for the lysimeters at Hirschstetten, Austria are listed in Table 3 . Inter-annual variability for ET and Tr is in the order of magnitude of 17% on average with only minor differences between soils. However, only two years of winter wheat were available for each soil. Lowest ET and Tr values were simulated by most of the models for the sandy Phaeozem (S2) having the lowest capacity for plant available water. Only SWAP/WOFOST and DSSAT showed minor differences between soils. Inter-model variability varied between soils with CV% between 13% (S2) and 19% (S1) for ET and 20% (S2) and 29% (S3) for Tr. Contribution of Tr on ET was simulated highest by HERMES and AQUACROP (77%-87%), while lowest for DAISY and CROPSYST (52%-58%) with an average across all models and soils of 68%. Table 4 summarizes the results for the Italian site at Foggia cultivated with durum wheat. Differences of ET and Tr between the treatments were small for most of the models. Only AQUACROP, DSSAT and APSIM simulated different ET and TR amounts between treatments with a maximum difference in ET of 41 mm simulated by AQUACROP. Inter-annual variability of ET for the 10 years of each treatment were 6% (AQUACROP) to 16% (HERMES) and between 10% (AQUACROP) and 34% (CROPSYST) for Tr. However, the inter-model variability for the Italian site is slightly higher with a CV% of 13% (T5) to 15% (T2) for ET and 29% (T3,T4,T5) to 31% (T2) for Tr. Contribution of Tr to ET on average over all models and years was 53% and ranged from 28% (CROPSYST) to 67% (AQUACROP), indicating a higher portion of soil evaporation for this experimental site. Some models (APSIM, HERMES, and DSSAT) showed a stronger response of Tr to the increasing fertilization than for ET, which increased the percentage of Tr on ET, e.g., for DSSAT from 52% to 69% due to an earlier closure of the canopy.
The results for the fifth experimental site at Bratislava, Slovakia are shown in Table 5 for the aggregated treatments. Differences of ET between the irrigated and rainfed treatments varied between models. While DAISY and DSSAT simulated nearly no effect of irrigation, HERMES, CROPSSYST and AQUACROP showed differences of 20 to 37 mm. Interestingly, DAISY simulated even slightly lower Tr for irrigated than for rainfed treatments, which was an effect of sufficient simulated water supply under rainfed conditions on one side and of the reduction of atmospheric water demand on the irrigation days due to evaporation of water intercepted by leafs on the other hand, which led to slight reduction of transpiration for the irrigated treatments. The inter-annual variability of ET and Tr (CV%) ranged from 0.7% and 0.4% for AQUACROP and DAISY to 10% and 7.5% for DSSAT and HERMES, respectively. The inter-model variability for ET expressed as the CV% of the model ensemble was in the range of 14% to 16% (27%-34% for Tr) depending on the treatment showing a slight tendency to higher variability for the rainfed treatments. The percentage of Tr of the total ET was across all treatments and models at 58% with a maximum of 91% (IRF) and a minimum of 37% (RF0 and IR0) simulated by AQUACROP and DSSAT, respectively. shows both variables for the rainfed and the irrigated variants of the Müncheberg experimental site. Due to the shifted rotation, every column represents seven seasons of winter wheat. The error bars represent the inter-annual variability of the simulations of each model. The inter-annual variability of the simulated ET is relatively small with 6.3% and 5.8% on average across all models for the rainfed and irrigated variants, respectively. The absolute variation is similar for the transpiration resulting in higher coefficients of variation (CV%) due to lower absolute values of 14.7% and 12.8% for rainfed and irrigated variants, respectively. The error bars of the model ensemble mean (E-mean) represent the variation between models calculated on base of their multi-year averages. It revealed that the inter-model variability was higher than the inter-annual variability with 14.3% and 15.1% for ET and 26.8% and 26.6% for Tr of rainfed and irrigated variants, respectively. Transpiration contributes to 58% and 61% on average to the total evapotranspiration for rainfed and irrigated treatments, with the highest percentage for AQUACROP (71% and 77%) and the lowest for APSIM (45% and 49%), respectively. ET Model response to irrigation was similar showing an increase in ET and Tr, except DSSAT, which showed only a minor response. Figure 3 shows the results of ET and Tr simulations for the FACE experiment at Braunschweig. We grouped the variants for the ambient (374 ppm) and the elevated (550 ppm) CO2 concentration. The meaning of the error bars is similar to Figure 1 . Although the variability included the variance due to the two nitrogen levels, the variability between the seasons was lower than 7% for ET and lower than 13% von Tr, except for APSIM which showed a higher variance for Tr (24%). Simulated Tr contributed on average to 59% to ET for both CO2 concentrations ranging from 79% (374 ppm) to 76% (550 ppm) for HERMES and AQUACROP to 30% (374 ppm) to 28% for APSIM. The simulated response to elevated CO2 was different between the models. While AQUACROP, HERMES and APSIM showed a decrease in transpiration for the elevated CO2 concentration of 35, 40 and 18 mm, respectively, the two DSSAT simulations and DAISY showed nearly no response and CROPSYST and SWAP/WOFOST showed an increase by 15 and 19 mm, respectively. Inter-model variability was again higher than the inter-annual variability and CV% was 18% for ET and 29% and 25% for Tr at 374 and 550 ppm CO2, respectively. Results of the ET and Tr simulations of seven models for the lysimeters at Hirschstetten, Austria are listed in Table 3 . Inter-annual variability for ET and Tr is in the order of magnitude of 17% on average with only minor differences between soils. However, only two years of winter wheat were available for each soil. Lowest ET and Tr values were simulated by most of the models for the sandy Phaeozem (S2) having the lowest capacity for plant available water. Only SWAP/WOFOST and DSSAT showed minor differences between soils. Inter-model variability varied between soils with 
Simulated Crop Yield
For comparability, simulated and measured dry matter grain yields for winter wheat were transformed to standard yields as used in statistics by assuming a moisture content of 14%. Figure 4 shows the inter-comparison of yield estimations from eight models applied for the Müncheberg experimental site. The inter-annual variability of the yield estimations was 28% and 25% on average across all models for the rainfed and irrigated treatment, respectively. This was lower than the observed CV% of 43% and 33%, but confirmed that irrigation reduced the inter-annual variability. The ensemble mean slightly overestimated the observed grain yield by 0.7 and 0.35 t·ha −1 , which correspond to 12% and 5% of the observed yields. Only AQUACROP and DSSAT2 showed a similar good performance, while SWAP and HERMES overestimated and APSIM and DSSAT underestimated grain yields. The difference between the two DSAAT simulations is an indicator concerning the magnitude of user impact on model performance. 
For comparability, simulated and measured dry matter grain yields for winter wheat were transformed to standard yields as used in statistics by assuming a moisture content of 14%. Figure 4 shows the inter-comparison of yield estimations from eight models applied for the Müncheberg experimental site. The inter-annual variability of the yield estimations was 28% and 25% on average across all models for the rainfed and irrigated treatment, respectively. This was lower than the observed CV% of 43% and 33%, but confirmed that irrigation reduced the inter-annual variability. The ensemble mean slightly overestimated the observed grain yield by 0.7 and 0.35 t•ha −1 , which correspond to 12% and 5% of the observed yields. Only AQUACROP and DSSAT2 showed a similar good performance, while SWAP and HERMES overestimated and APSIM and DSSAT underestimated grain yields. The difference between the two DSAAT simulations is an indicator concerning the magnitude of user impact on model performance. The simulated yields of the FACE experiments at Braunschweig are shown in Figure 5 . As expected, all models simulated an increase of grain yields under the elevated CO2 concentration. However, the magnitude was different ranging from 2.1% (APSIM) to 35% for CROPSYST. The ensemble mean showed a CO2 effect of +13.6%, which was close to the observed yield increase of 11.5% as described in [32] . AQUACROP and the ensemble mean were closest to the observed yields.
Yield simulations for the more loamy soils (S1 and S3) at Hirschstetten (Table 3) showed a close fit (<0.7 t•ha −1 ) for four out of seven models. DSSAT, APSIM and DAISY overestimated yield for these soils significantly. All models overestimated grain yield on the more sandy soil S2, which is also reflected by the ensemble mean. The inter-model variability expressed by the coefficient of variation of the ensemble mean was at 27% to 30%, which reflects a much higher model uncertainty for the yield estimation than for ET simulations.
Durum wheat yield simulations at Foggia showed even higher variations between the models (Table 4 ) from 25% to 39% especially for the treatments with higher fertilization. This is mainly because DAISY and DSSAT showed a strong response to the higher fertilization, while APSIM and HERMES showed no or only a slight response, which corresponds better to the observed yields showing nearly no response of crop yields as well. The simulated inter-annual variability was on average 39% ranging from 29% (APSIM) to 64% (HERMES) compared to 41% for the observed yields. The simulated yields of the FACE experiments at Braunschweig are shown in Figure 5 . As expected, all models simulated an increase of grain yields under the elevated CO 2 concentration. However, the magnitude was different ranging from 2.1% (APSIM) to 35% for CROPSYST. The ensemble mean showed a CO 2 effect of +13.6%, which was close to the observed yield increase of 11.5% as described in [32] . AQUACROP and the ensemble mean were closest to the observed yields.
Yield simulations for the more loamy soils (S1 and S3) at Hirschstetten (Table 3) showed a close fit (<0.7 t·ha −1 ) for four out of seven models. DSSAT, APSIM and DAISY overestimated yield for these soils significantly. All models overestimated grain yield on the more sandy soil S2, which is also reflected by the ensemble mean. The inter-model variability expressed by the coefficient of variation of the ensemble mean was at 27% to 30%, which reflects a much higher model uncertainty for the yield estimation than for ET simulations.
Durum wheat yield simulations at Foggia showed even higher variations between the models (Table 4 ) from 25% to 39% especially for the treatments with higher fertilization. This is mainly because DAISY and DSSAT showed a strong response to the higher fertilization, while APSIM and HERMES showed no or only a slight response, which corresponds better to the observed yields showing nearly no response of crop yields as well. The simulated inter-annual variability was on average 39% ranging from 29% (APSIM) to 64% (HERMES) compared to 41% for the observed yields. Crop yields at Bratislava (Table 5) were best estimated by the ensemble mean followed by AQUACROP. DAISY underestimated the fertilized treatments while overestimated the irrigated treatments. HERMES overestimated all treatments. The inter-model variability was 23%-26%, compared to an inter-annual CV% of 15% on average for the simulations of the rainfed treatments and 8.5% for the irrigated plots. Fertilization reduced in both cases the inter-annual variability. Inter-annual variability of observations showed CV% of 13.4% for rainfed and 16.6% for irrigated treatments. However, no fertilization reduced the observed inter-annual yield variability more than irrigation showing the lowest CV% of 1.7% and 7.3% for the rainfed and irrigated plots, respectively.
Water Footprint
Model results in Section 3.1 showed that there is a distinct difference between ET and Tr indicating that water consumption might be overestimated using ET. Therefore, we calculated water footprints alternatively using the simulated transpiration. To quantify the uncertainty caused by the inter-model variability of yield prediction we calculated the water footprint based on the simulated ET and the observed grain yields, which is annotated in Figures 6 and 7 as "observed" and as "WF_obs*" in the tables. We used an overall water footprint instead of dividing it into WFgreen and WFblue for a better comparison of ranges of the model ensemble between locations. Figure 6 contains the water footprints calculated for the Müncheberg field trial based on ET and Tr. Water footprints of the irrigated treatment were smaller than for rainfed variants for most of the models, which means that water use efficiency was higher due to a strong positive response of wheat yields on irrigation. However, DSSAT and DAISY showed an opposite trend indicating that the increase of water consumption was higher than the positive effect on crop yields. While the behavior is similar for ET and Tr based calculations for most models, the results of DSSAT2 showed an increase of WF_ET but a decrease of WF_Tr for the irrigated treatment. The inter-annual variability was estimated to be 27% on average for rainfed and 25% for irrigated treatments, which corresponded to the high inter-annual yield variability on the sandy soil (see Section 3.2). However, the variation between models for the ET based water footprint was relatively small with CV% of 15% and 18% of the rainfed and irrigated plots, respectively. Variation was slightly higher (21% for Crop yields at Bratislava (Table 5) were best estimated by the ensemble mean followed by AQUACROP. DAISY underestimated the fertilized treatments while overestimated the irrigated treatments. HERMES overestimated all treatments. The inter-model variability was 23%-26%, compared to an inter-annual CV% of 15% on average for the simulations of the rainfed treatments and 8.5% for the irrigated plots. Fertilization reduced in both cases the inter-annual variability. Inter-annual variability of observations showed CV% of 13.4% for rainfed and 16.6% for irrigated treatments. However, no fertilization reduced the observed inter-annual yield variability more than irrigation showing the lowest CV% of 1.7% and 7.3% for the rainfed and irrigated plots, respectively.
Model results in Section 3.1 showed that there is a distinct difference between ET and Tr indicating that water consumption might be overestimated using ET. Therefore, we calculated water footprints alternatively using the simulated transpiration. To quantify the uncertainty caused by the inter-model variability of yield prediction we calculated the water footprint based on the simulated ET and the observed grain yields, which is annotated in Figures 6 and 7 as "observed" and as "WF_obs*" in the tables. We used an overall water footprint instead of dividing it into WF green and WF blue for a better comparison of ranges of the model ensemble between locations. Figure 6 contains the water footprints calculated for the Müncheberg field trial based on ET and Tr. Water footprints of the irrigated treatment were smaller than for rainfed variants for most of the models, which means that water use efficiency was higher due to a strong positive response of wheat yields on irrigation. However, DSSAT and DAISY showed an opposite trend indicating that the increase of water consumption was higher than the positive effect on crop yields. While the behavior is similar for ET and Tr based calculations for most models, the results of DSSAT2 showed an increase of WF_ET but a decrease of WF_Tr for the irrigated treatment. The inter-annual variability was estimated to be 27% on average for rainfed and 25% for irrigated treatments, which corresponded to the high inter-annual yield variability on the sandy soil (see Section 3.2). However, the variation between models for the ET based water footprint was relatively small with CV% of 15% and 18% of the rainfed and irrigated plots, respectively. Variation was slightly higher (21% for rainfed and 19% for irrigated) for the WF_Tr. Related to the estimated low contribution of Tr to the total ET, the water footprints based on Tr were on average across all models distinctly lower making 58% and 60% of the WF_ET for rainfed and irrigated treatments, respectively. Differentiation between green and blue water footprints revealed that the relative blue partition increased if Tr was used instead of ET for the calculation. The mean of the model ensemble was closer to the mean based on observed crop yields than any of the single models. DSSAT2 and AQUACROP simulations were closest on average over the two treatments. rainfed and 19% for irrigated) for the WF_Tr. Related to the estimated low contribution of Tr to the total ET, the water footprints based on Tr were on average across all models distinctly lower making 58% and 60% of the WF_ET for rainfed and irrigated treatments, respectively. Differentiation between green and blue water footprints revealed that the relative blue partition increased if Tr was used instead of ET for the calculation. The mean of the model ensemble was closer to the mean based on observed crop yields than any of the single models. DSSAT2 and AQUACROP simulations were closest on average over the two treatments. The calculated water footprints for the two different CO2 concentrations of the FACE experiment at Braunschweig/Germany are shown in Figure 7 . All models showed a reduction of the water footprints for the elevated CO2 concentration indicating a higher water use efficiency under higher CO2 concentration. However, the response of DAISY and DSSAT was very low. Although SWAP showed an increase of ET and Tr (see Figure 3 in Section 3.1) with rising CO2, this is over-compensated by the increase of yields resulting in a distinct reduction of the water footprint. Highest water footprints were calculated by APSIM, while HERMES resulted in lower values. The inter-model variability for WF_ET increases from 30% to 34% from ambient to elevated CO2, while the CV% of WF_Tr decreased from 26% to 19%. Inter-annual variability of WF_ET was at 17% and 21% (15% and 18% for WF_Tr) on average of all models for 374 and 550 ppm, respectively.
For Hirschstetten water footprints differed among soils (Table 3) . However, the effect of soil on WF_Et and WF_Tr was small for CROPSYST, DSSAT and SWAP, which corresponded to their low sensitivity of crop yields on soils (see Section 3.1). Most of the other models showed higher water footprints for the sandy Phaeozem (S2), which reflect also the trend of the water footprints calculated on the base of observed crop yields. Only HERMES simulated even higher water footprints for S1, which is mainly due to a clear underestimation of yield in the first year. The inter-model variability was 31% to 33% for the WF_ET and 48% to 52% for WF_Tr. Since the models over-predicted yields on average, the WF_ETs were under-estimated compared to the values The calculated water footprints for the two different CO 2 concentrations of the FACE experiment at Braunschweig/Germany are shown in Figure 7 . All models showed a reduction of the water footprints for the elevated CO 2 concentration indicating a higher water use efficiency under higher CO 2 concentration. However, the response of DAISY and DSSAT was very low. Although SWAP showed an increase of ET and Tr (see Figure 3 in Section 3.1) with rising CO 2 , this is over-compensated by the increase of yields resulting in a distinct reduction of the water footprint. Highest water footprints were calculated by APSIM, while HERMES resulted in lower values. The inter-model variability for WF_ET increases from 30% to 34% from ambient to elevated CO 2 , while the CV% of WF_Tr decreased from 26% to 19%. Inter-annual variability of WF_ET was at 17% and 21% (15% and 18% for WF_Tr) on average of all models for 374 and 550 ppm, respectively.
For Hirschstetten water footprints differed among soils (Table 3) . However, the effect of soil on WF_Et and WF_Tr was small for CROPSYST, DSSAT and SWAP, which corresponded to their low sensitivity of crop yields on soils (see Section 3.1). Most of the other models showed higher water footprints for the sandy Phaeozem (S2), which reflect also the trend of the water footprints calculated on the base of observed crop yields. Only HERMES simulated even higher water footprints for S1, which is mainly due to a clear underestimation of yield in the first year. The inter-model variability was 31% to 33% for the WF_ET and 48% to 52% for WF_Tr. Since the models over-predicted yields on average, the WF_ETs were under-estimated compared to the values calculated with the measured yields, which is more pronounced on the sandy soil (S2), where WF_ET was only 53% of WF_obs*. calculated with the measured yields, which is more pronounced on the sandy soil (S2), where WF_ET was only 53% of WF_obs*. Water footprints calculated with observed durum wheat yields showed on average over all models a slight increase with increasing nitrogen fertilization (Table 4) . However, the ensemble mean of the models for WF_ET and WF_Tr showed an opposite trend. Additionally, the inter-model variability was very high and varied from 36% for treatment T2 to 55% for T5. This is mainly due to the diversity of simulated crop yield response to the treatments since the variability of water footprints calculated with observed yields was only 15% to 18%. On the other hand, WF_ET showed a very high inter-annual variability of more than 70%. Due to the low percentage of Tr on ET (see Section 3.1) the difference between WF_ET and WF_Tr is especially high for the Italian site and WF_Tr was estimated on average over all treatments to be only 43% of WF_ET.
Results for Bratislava/Slovakia (Table 5) showed about 30% higher water footprints for non-fertilized compared to fertilized treatments, while the effect of irrigation was only −8% compared to rainfed. Inter-annual variability was reduced on average from 12% to 7% from rainfed to irrigated treatments. The inter-model variability was 18% and 18% for the fertilized treatments of rainfed and irrigated plots, compared to 32% and 30% for the unfertilized plots respectively. Using the observed crop yields for the estimation of the water footprints results the variability of the unfertilized treatments distinctly, which indicates that the uncertainty originated to a large extent from uncertainty of nutrient supply from the soils.
Discussion
The results from five sites across Europe showed that the uncertainty in the estimation of evapotranspiration (ET) expressed through the coefficient of variation of the model ensemble was in the order of magnitude of 13% to 19%. Similar variation (15%) was observed in a comparison of nine models applied to one of the rainfed plots of the Müncheberg data set [41] . Since the absolute standard deviations of ET and Tr were in the same order of magnitude, most of the uncertainty Water footprints calculated with observed durum wheat yields showed on average over all models a slight increase with increasing nitrogen fertilization (Table 4) . However, the ensemble mean of the models for WF_ET and WF_Tr showed an opposite trend. Additionally, the inter-model variability was very high and varied from 36% for treatment T2 to 55% for T5. This is mainly due to the diversity of simulated crop yield response to the treatments since the variability of water footprints calculated with observed yields was only 15% to 18%. On the other hand, WF_ET showed a very high inter-annual variability of more than 70%. Due to the low percentage of Tr on ET (see Section 3.1) the difference between WF_ET and WF_Tr is especially high for the Italian site and WF_Tr was estimated on average over all treatments to be only 43% of WF_ET.
The results from five sites across Europe showed that the uncertainty in the estimation of evapotranspiration (ET) expressed through the coefficient of variation of the model ensemble was in the order of magnitude of 13% to 19%. Similar variation (15%) was observed in a comparison of nine models applied to one of the rainfed plots of the Müncheberg data set [41] . Since the absolute standard deviations of ET and Tr were in the same order of magnitude, most of the uncertainty comes from the simulation of transpiration, which showed coefficients of variation from 13% to 34% due to the lower mean value. This result was in line with findings from [28] , who compared sixteen crop models regarding their uncertainty of wheat water use covering four sites across the world. He found coefficients of variation for transpiration among models from 19.8% to 33.2% and came to the conclusion that transpiration contributed most to the uncertainty to crop water use. Uncertainty from the parameterization of soil hydraulic parameters was mainly reduced since models were provided with field capacity and wilting point values for each soil profile. The same holds for the length of the growing period since flowering and ripening dates were provided for rough calibration. Most of the modelers used the trial and error approach for calibrating the phenological development of the crops. The comparison of the results from the two DSSAT groups show, that transpiration simulations at Müncheberg were quite similar, while ET values differed more. However, at Braunschweig the differences between both groups were high for Tr and ET. Differences in the initialization of soil moisture and nitrogen of the models could be a reason for the differences in ET calculation, especially because the DSSAT simulations were re-initialized every year instead of using continuous simulation over the crop rotation and initial measured values were only provided for the first year. Although this could be accounted as input error it could also be related to the model structure which makes it difficult to run the model in a continuous mode. Finally, parameter errors are related to some extent related to model structure increasing with model complexity [42] . One example might be the discussion on the Tr response to elevated CO 2 below. Beside the errors from inputs, parameters and model structure, the users of the models are another source of uncertainty [43] , especially when trial and error approaches are used.
Another conclusion of the study of [28] was, that uncertainty increases with higher CO 2 concentration. However, our results from the Braunschweig FACE experiment revealed, that the coefficient of variation for the simulated transpiration at elevated CO 2 was slightly smaller than for the ambient concentration. Although some models did not reflect the reduction of water use caused by rising CO 2 concentration as it was shown in a field chamber study with wheat by [44] , the beneficial effect on crop yields was reflected by all models leading to a decrease of water footprint under elevated CO 2 . This was in agreement with the observed increase of water use efficiency [44] . However, the fact that reduction of water use was not reflected in some model results did not mean that the effect of increasing CO 2 on stomata resistance was not considered at all in these models. In SWAP, for example, reduction of transpiration by increased stomata resistance under elevated CO 2 was overcompensated by the increase in crop biomass and consequently in LAI. Other models use fixed or phenology driven kc factors and modify transpiration by factors (DSSAT) or by modifying stomatal resistance without considering changes in LAI (HERMES). The increase of water use efficiency or reduction in water footprints was even found under conditions of projected climate change, where potential evaporation increased due to warming [20, 45] .
In our study we found an increase of the estimated water footprints from North to South, which was also found in regional estimations e.g., by [15] or global studies [9, 46] . Additionally, results from Bratislava showed the effect of insufficient fertilization on the water footprint, a situation, which can be often found in regions of high poverty, e.g., sub-Saharan Africa, leading to very low water use efficiency or high water footprints due to nutrient limited crop growth.
Water footprints estimated from simulated crop yields showed a high uncertainty indicated by the coefficient of variation of the model ensemble ranging from 15% to 18% for Müncheberg to 23% to 55% for the durum wheat in Foggia. Replacing simulated by observed crop yields could reduce the CV% for Hirschstetten, Foggia and Bratislava substantially leading to the conclusion that uncertainty of crop modeling contributed significantly to the uncertainty of the water footprint derived from simulated yields. Uncertainty of models was recently reported by several model inter-comparisons [23, 25, 27] showing very high ranges of model results for wheat yields, when models were applied only with minimum calibration. However, the inter-model variability could be significantly reduced when models are fully calibrated with suitable data for each location resulting that more than 50% of the simulated yields were below a CV% of 13.5%, which corresponds to the experimental error [25] . Uncertainty for durum wheat was higher in our study since not all models were applied for durum wheat before. In their model, inter-comparison of crop models applied for crop rotations [47] pointed out that model performance to predict crop yields was lower for crops that were not often simulated by the modelers before.
Our results for the fertilized and unfertilized plots of the Bratislava field experiment showed that nutrient limitation led to much higher inter-model variation of water footprints. Using measured crop yields reduced the CV% by 53% (from 30% to 14%). The variation in the nitrogen response of the models can add to the uncertainty of crop modeling. In their comparison of eleven models regarding their response to different nitrogen levels [48] , came to the conclusion that uncertainty regarding the simulation of nitrogen release by mineralization was one of the main factors influencing the performance of crop models. Uncertainties are related to different structures of the N turnover modules in models [49] , differences in their temperature responses [50] or in the estimation of initial mineralization parameters, which might be even a consequence of lacking long term history data on land management.
Soil information can have a strong influence on the regional assessment of climate impacts on crop yields [20] and water footprints [45] . The impact of soil was obvious for the lysimeters at Hirschstetten. Especially the overestimation of wheat yield for the sandy soil by some models led to a high inter-model variability and a distinctive underestimation of the water footprint compared to the calculation based on the observed yields. The uncertainty of rooting depth was identified as one major impact to the high variability and overestimation of another model ensemble for this soil [47] .
Our results also indicated that the approach described in the water footprint manual [10] to use evapotranspiration for crop water use to calculate the water footprint of a crop might be worth to be discussed. We found that crop transpiration makes only 51%-68% of the total actual evapotranspiration on average across models showing a large variance between models. Similar relations were found by [28] , who documented Tr to ET contributions of 56% to 77%. The rationale of the indicator is to represent consumptive water use by agricultural production at all and should be sensitive to agricultural management. However, water saving practices like advanced irrigation techniques or deficit irrigation are often applied when the crop canopy is mainly closed and soil evaporation plays a negligible role. Therefore, transpiration would be in most cases more responsive than ET, which is also shown in Figure 6 for the irrigated treatments. On average the contribution of the blue partition is 5% higher for TR compared to ET based WF. At Foggia, Tr showed a stronger response to increasing nitrogen supply compared to ET (see Section 3.1, Table 4 ). Other practices like mulching or tillage are mainly influencing evaporation during the time when no crop is on the soil. Therefore, these effects would not be accounted sufficiently for because the water footprint calculation just uses the ET between sowing and harvest. Inclusion of unproductive soil evaporation, which might not be accounted for the water consumption of a crop since it would occur even without crop cover, should therefore be discussed. An alternative would be to look at cropping systems as a whole including the fallow periods, but this would make it difficult to attribute the water consumption to a specific crop or product. Post-seasonal ET was not provided by all models and periods between harvest and sowing of the next crop varied due to different crop rotations, which made it difficult to compare results. For the durum wheat monoculture at Foggia, results of two models showed that post-seasonal ET contributes on average to 38% to the annual ET.
Finally, it should be noted that the model results should not be used to judge the suitability of a particular model, since information provided were basic and model performance could be certainly improved if more information would be available. We therefore did not apply model performance indicators. However, from the comparison of fully model derived water footprints to footprints using only simulated ET and observed crop yields we have to state that no model performed best on all sites and treatments and that, similar to other model inter-comparisons [19] [20] [21] [22] [23] , the ensemble means were in most cases among the estimates closest to the footprints with observed yields.
Conclusions
The use of agro-ecosystem models is indispensable to assess impacts of climate change on crop production and resource use efficiency. However, limited opportunities to calibrate models on a regional scale and scarcity of management data at this scale imply higher uncertainties, especially regarding the prediction of crop production. Our study revealed that the uncertainty of crop yield prediction caused by the use of different models contributes more to the uncertainty in the assessment of future development of water use efficiency and water footprint calculation than the estimation of evapotranspiration. This is mainly because calculation of ET was much more standardized across the models and formulas for ET are similar. The insight that a regional calibration of crop models is recommendable to reduce uncertainty from yield predictions seems to be trivial. However, the uncertainty remains since the possibility to calibrate crop parameters for the future is limited. Recent model inter-comparisons have shown that the amount of information used for calibration has only a minor effect on most models' climate response [51] and that crop response to external drivers, e.g., CO 2 concentration or heat stress, is still an issue of research and source of uncertainty [28, 51, 52] . Increasing model complexity may cause higher parameter uncertainties, which was shown in the different responses of transpiration on elevated CO 2 at Braunschweig. The choice of the most suitable model seems to be difficult since recent model inter-comparisons showed that there was no ultimate best model, which outperforms the ensemble mean or median [23] [24] [25] [26] [27] .
Regarding the definition of water use for the water footprint calculation, our results indicate that the contribution of soil evaporation is not negligible and actual crop water use by transpiration is much less than the total evapotranspiration. Our results also show some evidence that Tr responds more sensitive than ET on different treatments. Therefore, the appropriateness to attribute actual seasonal evapotranspiration to crop water use requires a critical review for further water footprint and virtual water trade assessments.
