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A Simplified Sub-Nyquist Receiver Architecture for
Joint DOA and Frequency Estimation
Liang Liu and Ping Wei
Abstract—Joint estimation of carrier frequency and direction
of arrival (DOA) for multiple signals has been found in many
practical applications such as Cognitive Radio (CR). However,
Nyquist sampling mechanism is costly or implemented due to
wide spectrum range. Taking advantage of sub-Nyquist sampling
technology, some array receiver architectures are proposed to
realize joint estimation of carrier frequency and DOA. To further
decrease equivalent sampling rate and hardware complexity,
we propose a simplifying receiver architecture based on our
previous work. We come up with joint DOA and frequency
estimation algorithms for the novel architecture. The simulations
demonstrate that the receiver architecture and the proposed
approaches are feasible.
Index Terms—Direction-of-arrival estimation, frequency esti-
mation, sub-Nyquist sampling.
I. INTRODUCTION
NOWADAYS, both carrier frequency and direction ofarrival (DOA) are needed in some applications, such
as Cognitive Radio (CR) aiming at solving the spectral con-
gestion [1]–[5]. The most important function of CRs is to
autonomously exploit locally unused spectrum to provide new
paths to spectrum access. Therefore, spectrum sensing is an
essential part of CRs. The conventional spectrum opportu-
nity only contains three dimensions of the spectrum space:
frequency, time, and space. However, with the advancement
in array processing technologies [6]–[8], the new dimension,
DOA, also creates new spectrum opportunities. Joint frequency
spectrum and spatial spectrum would enhance the performance
of CRs.
Recently, significant effort have been made towards jointly
estimation of carrier frequencies and their DOAs [9], [10].
An obvious drawback is that they require additional pair-
ing between the carrier frequencies and the DOAs. Besides,
both works assume that the signal is sampled at least at its
Nyquist rate. The main challenge of CRs lies in wideband
signal procesing for their costly or even unreachable Nyquist
rate sampling. The distribution range of the spectrum under
monitoring is from 300 MHz to several GHz [1]–[5]. It leads
to high Nyquist sampling rate and a large number of sampling
data to process.
Fortunately, sub-Nyquist sampling technology can recon-
struct a multiband signal from its sub-Nyquist samples [11]–
[14]. Latterly, some joint DOA and carrier frequency estima-
tion methods are proposed at sub-Nyquist sampling rates. [15]
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proposes a structure, i.e. a linear array by employing a multi-
coset sampling at the output of every sensor. This method
compresses the wide-sense stationary signal in both the time
domain and spatial domain. To simplify the hardware com-
plexity, [16] uses an additional identical delayed channel at the
output of every sensor. But there are ambiguities during pairing
with their corresponding DOAs in an underlying uniform
linear array (ULA) scenario. To solve the pairing issue, [17]
proposes a structure with the hardware complexity identical
to that of [16]. However, those papers do not give a unified
signal reception model. [18] presents two joint DOA and
carrier frequency recovery approaches for an L-shaped ULA
scenario. In [19], we propose a new array receiver architecture
associated with two sub-Nyquist sampling based methods for
simultaneously estimate the frequencies and DOAs of multiple
narrowband far-field signals impinging on a ULA, where
signals carrier frequencies spread around the whole wide
spectrum. The architecture is complex due to every sensor
following a multi-channel sub-Nyquist sampling receiver.
We consider a scene as [19] in this paper. For reducing the
complexity of receiver, we propose a simplified array receiver
architecture. For this model, we propose a unified formula and
methods for joint estimation of DOA and carrier frequency.
The following notations are used in the paper. (·)T and (·)H
denote the transpose and Hermitian transpose, respectively.
E (·) stands for the expectation operator. xj is the jth entry of
a vector x. Ai and Aij are the ith column and (i, j)th entry
of a matrix A, respectively. ⊗ denotes the Hadamard product.
IM stands for an M ×M identity matrix.
II. ARRAY SIGNAL MODEL WITH SUB-NYQUIST
SAMPLING
In [19], we proposed an array signal receiver architecture
and the corresponding signal reception model, which intro-
duces sub-Nyquist sampling technology. In this letter, on one
hand, the proposed architecture is the simplified form of
the previous architecture, on the other hand, we will take
advantage of the previous model when estimation algorithm
deducing. Therefore, we review the main conclusions of [19]
in this section.
Consider K narrowband far-field signals impinging on a
ULA composed of M (M > K) sensors. Our previous
receiver architecture applies multi-coset sampling [14]. And
every array sensor is followed by same P delay branches.
All the ADCs are synchronized and samples at a sub-Nyquist
sampling rate of fs = fN/L, where fN = 1/TN is the Nyquist
sampling rate. The constant set C = [c1, c2, · · · , cP ] is the
2sampling pattern where 0 ≤ c1 < c2 < · · · < cP ≤ L − 1.
ymp [n] denotes the sampled signal corresponding to the mth
sensor, pth branch. The matrix output of all branches of all
sensors is given by
Y (f) = (A⊗B)S (f) + (IM ⊗B) N̂ (f) (1)
∆
= GS (f) + IBN̂ (f) , f ∈ F ∆=
[
0,
1
LT
)
, (2)
where Bil = 1√
L
exp
(
j 2pi
L
cil
)
, Amk = exp (−jφk (m− 1))
is the mkth element of the steer array A, where spatial phase
φk =
2pid sin (θk)
c/fk
, (3)
where θk and fk are the DOA and the center frequency of
sk (t), respectively. S (f) =
[
S
T
1 (f) ,S
T
2 (f) , · · · ,S
T
K (f)
]T
,
Sk (f) = [Sk1 (f) , Sk2 (f) , · · · , SkL (f)]T, Skl (f) =
Sk
(
f + l−1
LT
)
, Sk (f) is the Fourier transform of sk (t).
s (t)=[s1 (t) , s2 (t) , · · · , sK (t)]T is the vector of all signal
values. Because sk (t) is a narrowband signal, there is one,
and only one frequency band which is occupied in Sk (f).
Further, Sk (f) is a sparse vector of length L when k is fixed
and there is one, and only one index ( marked as lk), which
is activated. Y (f) =
[
YT1 (f) ,Y
T
2 (f) , · · · ,YTM (f)
]T
.
The pth element of Ymp (f) =
√
LTNYmp
(
ej2pifT
)
,
which is the discrete-time Fourier transform of the
signal ymp [n] except a coefficient difference
√
LTN .
N̂ (f) =
[
N̂T1 (f) , · · · , N̂TM (f)
]T
, N̂m (f) =
[Nm1 (f) , · · · , Nml (f)]T, Nkl (f) = Nkf + l−1LT is the
Fourier transform of nk (t). n (t) = [n1 (t) , · · · , nM (t)]T
is the noise vector, which subjects to the zero-mean circular
complex Gaussian distribution with covariance matrix σ2IM.
III. PROPOSED RECEIVER ARCHITECTURE AND JOINT
DOA AND FREQUENCY ESTIMATION ALGORITHM
A. Proposed receiver architecture
To largely decrease hardware complexity, we design the
simplified receiver architecture when achieving joint fre-
quency and DOA estimate. This architecture is set up
based on the previous architecture. The main difference
between the two architectures is that the former only re-
serves all branches of one array sensor and whole same
branch of all sensors. The proposed receiver architecture
is shown in Fig.1. Without loss of generality, we select
all branches of the first sensor and whole first branch of
all sensors in the Fig.1. Namely, our output is W (f) =
[Y11 (f) , Y12 (f) , · · · , Y1P (f) , Y21 (f) , · · · , YM1 (f)]T. We
define a (M + P − 1) ×MP matrix J, where Jij = 1 for
i = 1, · · · , P , and j = i; or i = P + 1, · · · ,M + P − 1,
and j = 1 + iP − P 2; else Ji,j = 0 for else. We have
W (f) = JY (f). According to (1), we have
W (f) = HS (f) + JIBN̂ (f) , f ∈ F , (4)
where H = J (A⊗B) = JG. Combing IMP = IBIHB in
[19], we have
JIBN̂ (f)
(
JIBN̂ (f)
)H
=σ2IM+P−1. (5)
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Fig. 1. Proposed receiver architecture.
B. Algorithm Based on Individual Estimate
1) Spatial Phase Estimate: We denote the out-
puts of the 1st branch of all sensors as Q (f) =[
Y11 (f) · · · YM1 (f)
]T
. According to [19], we have
the following equation.
Q (f) = AZ (f) + N̂1 (f) , (6)
where Z (f) =
[
L∑
l=1
B1lS1l (f) · · ·
L∑
l=1
B1lSKl (f)
]T
.
Because Sk (f) is a 1-sparse vector of length L, and the
activated index is lk. We can simplify Z (f) as Z (f) =[
B1l1S1l1 (f) · · · B1lKSKlK (f)
]T
. (6) is a standard ar-
ray reception model, there are many existing method to get φ,
such as MUSIC, ESPRIT, and so on. Further, we can get the
least square solution of Z (f),
Z (f) = A†Q (f) . (7)
2) Frequency Estimate: According to [19] section III part
B, the output of all branches of the 1st sensor is
Y1 (f) = BX1 (f) , (8)
where X1 (f) =
[
K∑
k=1
A1kSk1 (f) · · ·
K∑
k=1
A1kSkL (f)
]T
.
Since Sk (f) is a 1-sparse vector of length L, X1 (f) is
K-sparse vector of length L. We denote the support set of
X1 (f) as Ω. We can use the CTF algorithm to solve (8) to
obtain Ω. Then, we hold
Y1 (f) = BX1 (f) = BΩ
(
X1
)
Ω
(f) . (9)
Further, we can get the least square solution of
(
X1
)
Ω
(f),(
X1
)
Ω
(f) = B†ΩY1 (f) . (10)
3) Spatial Phase and Frequency matching algorithm:
We calculate the cross-correlation function of signal esti-
mates Z (f) and (X1)Ω (f). The absolute value of the cross-
correlation matrix element has the following expression
3TABLE I
ALGORITHM JDFPI
1) According to (6),obtain φ applying the MUSIC, ESPRIT algo-
rithm, and so on;
2) Compute Z (f) according to (7);
3) Apply the CTF algorithm to solve (8) to obtain Ω;
4) Compute
(
X1
)
Ω
(f) according to (10);
5) Determine the support index S according to (14);
6) Compute SS (f) according to (15);
7) Determine fk through SS (f) applying the MUSIC, ESPRIT
algorithm, and so on;
8) Acquire fk according to (17);
9) Calculate θk through (3);
|Rij | =
∣∣∣∣∣∣E
B1liSili (f)
(
K∑
k=1
A1kSkΩj (f)
)H
∣∣∣∣∣∣ (11)
=
∣∣∣E {Sklk (f) (SkΩj (f))H}∣∣∣ (12)
=
{
> 0, when li = Ωj
= 0, when li 6= Ωj , 1 ≤ i ≤ K, 1 ≤ j ≤ c.
(13)
The conditions for the establishment of (12) have the signals
are uncorrelated, the magnitudes of both B1li and A1k are 1.
If any of the two signal frequencies are in different frequency
bands, we have c = K , or c < K . According to (11), we know
that there is one absolute value of element is dominant in each
row of R. Further, the support index S of H is determined as
following:
Si = (i− 1)L+Ωj , j = argmax
j
|Rij | , 1 ≤ i ≤ K. (14)
With known the support index S, we obtain
W (f)=HS (f) = HSSS (f) + JIBN̂ (f) , f ∈ F . (15)
Then we have the least square solution of SS (f)
SS (f)=H
†
SW (f) . (16)
We can gain the received signal’s frequency fk through
SS (f). Besides, there is a relationship between fk and the
original signal’s frequency fk,
fk = (Sk%L− 1) fN
L
+ fk. (17)
We can calculate θk through (3). We outline the main steps
of this individual estimate method for partial channels named
algorithm JDFPI in table I.
C. Algorithm Based on subspace decomposition
If we calculate the covariance matrix of W (f), and take
advantage of the subspace decomposition theory as [7], we
will have similar conclusion:
al (φ)⊥UN , (18)
where UN is the noise subspace. The difference is al (φ) =
J (a (φ)⊗Bl). Similarly, we can execute the steps of Algo-
rithm JDFSD [19]. It is worth pointing out that G and Y (f)
in [19] need to be replaced by H and W (f), respectively. We
name this method as algorithm based on subspace decompo-
sition for partial channels (JDFSDPJ).
D. Performance Analysis: Crame´r-Rao Bound
Comparing the model (15) and model (11) in [19] and
noticing that (5) holds, and making use of the conclusion of
Section V equation (29) in [19], we have
CRBsub(sim) =
σ2
2T/L
(
ℜ
((
EHPHSE
)⊙RH
S
))−1
=
σ2
2T
(ℜ ((EHPHSE)⊙RHS))−1, (19)
where PHS = I − HSH†S , where H†S =
(
HHSHS
)−1
HHS ,
E = [E1, · · · ,EK ], Ei = dHSidφi .
IV. SIMULATION
In this section, we present the numerical simulation results
to illustrate the performance of the proposed algorithms.
For the sake of comparison, we take JDFSD in [19] as a
representative of full structure, as JDFSD and JDFTD have the
same performance. We set the receiver structure as [19], and
we take the all branches of the 1st sensor and the 1st branch
of all sensors as our simplified structure. For the same reason
mentioned in [19], we will only give the phase estimation
simulation result rather than the DOA estimation simulation
result in those simulations.
A. Performance with noise
Firstly, we will show our model can be solved by the
proposed algorithm in different noise levels. In this subsection,
the simulation scenario is the same as section VI-A in [19].
Fig.2-Fig.3 depict the RMSE versus SNR in terms of spatial
phase and frequency estimation, respectively. Fig.2 shows that
the phase estimation performance of algorithms JDFSDPJ and
JDFPI improves with SNR, where JDFSDPJ achieves the
CRBsub(Sim). The phase estimation performance of JDFS-
DPJ is better than that of JDFPI is because of jointly using
the information in frequency domain and spatial domain. And
we observe that CRBsub(Sim) lies between CRBsub and
CRBNy . CRBsub(Sim) is higher than CRBsub is obvious. The
simplified structure use the jointly information from frequency
domain and spatial domain. It leads to a big improvement
although the simplified structure have much less samplings
comparing with Nyquist sampling. In Fig.3 demonstrates that
the frequency estimation performances of JDFSDPJ and JDFPI
can achieve the CRBsub(Sim), which is certainly higher than
CRBsub(Sim) because of using less branches.
B. Performance with various signal number
In this subsection, we will investigate the estimation per-
formance when the signal number changes as section VI-C
in [19]. Fig.4 shows that the phase (DOA) estimation per-
formance of algorithm JDFSDPJ is slightly influenced by the
signal number and achieves CRBsub(Sim), however JDFPI is
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Fig. 4. RMSE of phase estimates versus number of source.
influenced by the signal number. This is due to the former
jointly using the information from frequency domain and
spatial domain. To some degree, it maintains good robustness
in terms of the number of signals as JDFSD. Without doubt
the performance of JDFSDPJ is still worse than CRBsub.
Fig.5 shows that the frequency estimation performances of
algorithms JDFSDPJ and JDFPI are not influenced by the
signal number and can reach CRBsub(Sim).
V. CONCLUSIONS
In this paper, we designed an simplified array receiver
architecture by introducing sub-Nyquist sampling technology.
We realized the joint DOA and frequency estimation under
lower sampling rate. Although the estimate precision of using
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Fig. 5. RMSE of frequency estimates versus number of source.
partial channels is worse than that of using full channels,
the former has lower equivalent sampling rate and hardware
complexity. And increase time of sensing will enhance its
estimation performance. The simulations demonstrated that the
joint algorithm can closely match the CRB according to noise
levels and source number as well.
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