The phenomenon of compact model has become an extensive area of research. This article presents a mixed approach for model order reduction (MOR) of a single input and single output system (SISO). The technique is based on Padé approximation which gives equal emphasis to time moments and Markov parameters and a nature-based particle swarm optimization (PSO) approach. In this mixed method, numerator is derived using PSO and denominator is derived using Padé approximation. The worthiness and effectiveness of the method are investigated in terms of integral square error (ISE). Numerical example is verified and compared with various existing techniques on the basis of ISE to prove the superiority of the proposed method. The proposed method guaranties the stability of the reduced order system.
Introduction
Large-scale systems are expressed by means of mathematical models i.e., large dimensional differential equations. This process of mathematical translation is a tedious task. Also, the process of translation is a very time consuming and complex. At every stage from analysis to modeling, modeling to simulation and further design to implementation the process for large-scale systems is an enigmatic assignment. A system is termed as large if it can be sub-divided ଝ This article belongs to the special issue on Engineering and Material Sciences.
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into small sub-systems. Unlike large-scale systems, these sub-systems are smaller in dimensions. To acquire accurate results from large systems, require profuse computational efforts and ample of time. Thus to ease the computational process and to simplify the complexity which asserts during the modeling, simulation and implementation of such large systems, it is required to supersede the original system with a system which has lower dimensions, keeping the original characteristics of the system intact. This reason gave genesis of model order reduction (MOR). The aspiration behind MOR is to supplant higher order system which has lower order. Replacement of higher order system will ease the computations, modeling, simulation and implementation and will provide effective control. Moreover, this will reduced the time and cost required at every step from modeling of the system to implementation of the system. Many methods have been proposed in the area of MOR. Padé approximation is one of the most powerful tools for MOR. It was first proposed by Padé (Chen and Shieh, 1970; Pade, 1892) . After this, many researches has contributed their concepts based on Padé Approximation. Padé approximation is based on matching the terms which appear in the power series expansion expended about s = 0. Kennedy and Eberhart invented particle swarm optimization (PSO) in 1995. PSO is based on the social behavior of swarms such as fish and bird cultivation in nature. Unlike of genetic algorithm, PSO is easy. The reason behind being elementary is, that contrary to genetic algorithm, PSO does not utilize mutation/crossover concept. PSO utilizes the randomness of real numbers and the facilitation of global communication which occurs between swarm particles (Nature-inspired metaheuristic, 2008) .
This article strives to present a MOR approach which is a fusion of Padé-based moment matching technique which uses matching of both time moments and Markov parameters and PSO. The denominator polynomial of the lower order transfer function is evaluated using Padé approximation i.e., matching of both time moments and Markov parameters and numerator polynomial is derived using PSO. Also, the error minimization between the responses is performed using PSO.
Model order reduction procedure Reduction procedure using Padé approximation
This section deals with the procedure to obtain reduced order model using proposed method. For an nth order system (Krishnamurthy and Seshadri, 1976; Pati et al., 2014; Shamash, 1974) :
Step 1. Expand (1) about s = 0 and s = ∞
The objective is to obtain an approximated rth order model. 
Step 2. Validate that the following equations hold true (Pati et al., 2014) :
and a i = 0 for i ≤ 0; b 0 = 1; b i = 0 for i ≤ −1
Figure 1 Flowchart for particle swarm optimization (PSO) algorithm (Mukherjee, 1988; Saini and Prasad, 2011) .
Step 3. The obtained reduced order model must satisfy following equations:
Where ı + = 2r By using above equations (1)- (7) approximated reduced order models can be achieved.
Reduction procedure using particle swarm optimization
PSO behaves like a population search algorithm in which each individual is considered as particle and also indicates a candidate solution. In PSO algorithm, every individual files via search space. Each fly has an amenable velocity which can dynamically adjusted in accordance to the previous flying experience. Also, this modification can be done on the basis of the flying experience of the other particles. In PSO, individuals make effort vigorously to improve themselves by emulating attributes from other successful peers. The position of best fitness is known as pbest and the overall best out of all the particles in the population is called gbest. (Kennedy and Eberhart, 1995; Mukherjee, 1988; Saini and Prasad, 2011) . The velocity update in a PSO in accordance with the previous available best solution comprises of three parts; namely momentum, cognitive, and social parts. The effectiveness and the performance of PSO is dependent on the above three attributes (Kennedy and Eberhart, 1995) . The flowchart for PSO algorithm is shown in the Fig. 1 . Figure 2 Comparison of step responses of higher order system, proposed reduced order model with previously proposed methods.
Numerical example
Example 1. Consider the following higher order system (HOS) (Mahmoud and Singh, 1981; Singh, 2007 ).
G(s)
= 2s 5 + 3s 4 + 16s 3 + 20s 2 + 8s + 1 2s 6 + 33.6s 5 + 155.94s 4 + 209.46s 3 + 102.42s 2 + 18.3s + 1 (8) By using (1)- (7) and PSO algorithm as shown in the Fig. 1 , the reduced order system is obtained as below:
Simulation results and conclusion
In this section, simulation results for Example 1 are presented. Fig. 2 illustrates a comparison of time response for Example 1 by using suggested method with other available MOR methods for the same numerical example considered. A performance comparison of proposed method with other well-known methods is provided in Table 1 . This performance comparison is made on the basis of an error index which is known as integral square error (ISE) (Pati et al., 2014; Mukherjee, 1988; Saini and Prasad, 2011 Where, y(t) and y r (t) are the step responses of original and proposed model, respectively. Simulation results conclude that the results obtained using suggested method are best approximated than the existing methods.
