The problem of function estimation using feedforward neural networks based on an independently and identically generated sample is addressed. The feedforward networks with a single hidden layer of 1/(1 + e-ra)-units and bounded parameters are considered. It is shown that given a sufficiently large sample, a nearest neighbor rule approximates the best neural network such that the expected error is arbitrarily bounded with an arbitrary high probability. The result is extendible to other neural networks where the hidden units satisfy a suitable Lipschitz condition. A result of practical interest is that the problem of computing a neural network that approximates (in the above sense) the best possible one is computationally difficult, whereas a nearest neighbor rule is linear-time computable in terms of the sample size.
Introduction
Artificial neural networks have been extensively applied in a number of problems involving function estimation. There seem to be (at least) two analytical issues that are under intense investigation by a number of researchers (Roychowdhury et al. [l] ). The first aspect deals with the approximation properties of these networks. The second aspect deals with the computation of the "best" neural network to fit the training data. We address both these issues in a statistical formulation along the lines of Cheng and Titterington [2] . Given independently and identically generated points and the values of an unknown function chosen from a family F , we consider the function estimation using feedforward neural networks. We only consider one of the most applied feedforward networks which consist of a single hidden layer of 1/( 1 + e-Y')-units. The results are applicable to general feedforward networks with hidden nodes that satisfy Lipschitz conditions.
We show that given a sufficiently large sample, a nearest neighbor rule approximates the best neural network (which achieves minmum expected error), in terms of arbitrarily bounded expected error, with an arbitrary high probability. Our result indicates that the capabilities of the neural networks of this particular kind can be approximately achieved by the well-known nearest neighbor rules (Fukunaga [3] ). This result is achieved by utilizing the Lipschitz properties of these neural networks, and by showing the uniform convergence of the nearest neighbor rule in the family of Lipschitz continuous functions.
Another aspect -perhaps a more important one from a practical view point -is the lack of algorithms with well-understood finite sample behavior to train a neural network (so that it closely approximates the best possible one). This problem is computationally intractable in many cases 111. Experimentation with several widely employed gradient search methods, e. g. backpropagation, do not seem to yield very good rate of convergence in a number of applications. The existing guarantees of asymptotic convergence or finite sample results are conditioned on a number of smoothness and/or martingale conditions (White [4], Nedeljkovic [5] , Rao et al. [ 6 ] ) , which are difficult to verify in practice. From this perspective, it might be worthwhile in some (but, not all) cases to use the nearest neighbor rule which is linear-time computable in terms of the sample size.
We present the problem formulation in Section 2. In Section 3, we show uniform convergence properties of nearest neighbor rules in the class of Lipschitz continuous functions, and then relate this result to the approximation of the best possible neural network. In Section 4, we discuss simulation examples. 
Preliminaries
We consider a feedforward network with a single hidden layer of m hidden nodesand a single output node. is minimized over a class, ?, of functions. Let f; E 3 w minimize 11 f-f IIp over all f^ E 3 w , i. e., f: is the best (not necessarily unique), in the sense of (2.1), possible neural network that can be chosen from 3~. In general, f; cannot be computed from (2.1) since the function f and the underlying probability distribution are both unknown. Furthermore, since no restrictions are placed on the underlying distribution, it is not always possible to infer fc (with probability one) based on a finite sample. Consequently, often only an approximation fW to f; is feasible.
We consider conditions under which an approximation f w to fc satisfies, given a sufficiently large sample of size 1 for arbitrarily specified E and 6, 0 < ~, 6 < 1, where P = P i is the product measure on the set of all iid I-samples. The sample size, I, is often requied to be upperbounded by a polynomial in 1 /~, 1/6, and the parameters of 3w. Thus the approximation "error" of f w is to be bounded by E with a probability of 1 -b (given a sufficiently large sample). A special case of this formulation, where f is an indicator function, constitutes a basic version of Probably and Approximately Correct (PAC) learning problem formulated by Valiant [7] .
If^(xi)-f(xi)l over all f^ E Fw. By making use of the bounded capacity of 3 w (or using other characterizations, see Anthony [SI, Haussler [9] ),one can show that femp satisfies the condition (2.2) given sufficiently large sample. However, the computational problem of obtaining femp is riddled some difficulties. At present, a practical approach is to terminate the training algorithm after certain number of iterations, which results only in an approximation to the required femp. Here we suggest that a nearest neighbor rule could provide such an approximation.
Let femp minimize the empirical risk function 11 f-f Ill= f i = l 
Approximation by Nearest Neighbor Rules
is arbitrarily assigned to f ( t i ) or f(zj)). We first show convergence properties of a nearest neighbor rule in the family of Lipschitz functions. 
By choosing a = & ln(1/6), and using the fact that (1 -p/n)" < e-p this probability is no more than 6 .
Let us project the 2;'s onto to each axis j = 1 , 2 , . . . , d and identify for each x; the interval 1 : that contains the projection of xi and contains all the points of the axis that are closet to the projectlon of xi than projection of any other point. We classify xi's into two classes based on the condition max 11:
where is the length of the interval 1;. where a = I -1 In (i) . The minima of the right hand side of the above equation is achieved at p = a , thus
If the condition is satisfied for zi, the radius of D ( x i ) is less than or equal to p/k, where D ( x i ) is a ball with smallest radius that contains V ( x i ) ; consequently for this x;,
The last term in the above equation is positive for 12 2 To illustrate the main point, we first consider a particular 3 such that each f E 3 can be exactly represented by some neural network from 3 w , i. e. 3 = 3~. We also show an asymptotic result along the lines of consistency results studied in statistical formulations. Furthermore, 11 f" -f; (Ip-+ 0 as 1 -+ CO with probability one.
Proof:
The first part of the theorem follows from Theorem 3.1 by noting that 3 w 3~(11) where k is given in Lemma 3.1. We now show that P[II fNN-f$ Ilp> €1 < 00, for all E > 0, which shows the second part by the Borel-Cantelli Lemma [ll] . Consider the sample size 1 = s l n 2 (-&)+2 where c = y2d3em[l+(d+l)a2].
Then we have P [ll 
The summation term on the right hand side is upperbounded as follows, for b = &/E,
The implication of the condition of Theorem 3.2 is that for every 1-sample there exists a neural network that exactly fits the sample. For the purpose of analysis (only), we define f "
as the nearest neighbor rule based on the sample (21, f:(z1)), (22, f z ( 2 2 ) 
Since 11 f " -f 111<11 f " -f 111, we have with probability 1 -6, We slhowed that a nearest neighbor rule provides an approximation in the sense of expected error to the best possible neural network of a specific, but widely employed, architecture. This result is relevant for applications where an approximation to optimal network is adequate and the (computational speed is of main concern. If broahder classes of neural networks are considered, it would be interesting to see if a nearest neighbor rule still approximates best neural network in the sense of Eq (2.2). It will also be interesting to see if other well-known estimators based on various kernels, wavelets, regression trees, etc., also approximate the neura,l networks in the sense described here. Such results for Nadaraya-Watson estimator and regressogram using Ha,ar kernels are obtained in [13, 
