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Abstract
The survey covers several topics related to the asymptotic struc-
ture of various combinatorial and analytic objects such as the path
spaces in graded graphs (Bratteli diagrams), invariant measures with
respect to countable groups, etc. The main subject is the asymptotic
structure of filtrations and a new notion of standardness. All graded
graphs and all filtrations of Borel or measure spaces can be divided
into two classes: the standard ones, which have a regular behavior at
infinity, and the other ones. Depending on this property, the list of
invariant measures can either be well parameterized or have no good
parametrization at all. One of the main results is a general standard-
ness criterion for filtrations. We consider some old and new examples
which illustrate the usefulness of this point of view and the breadth
of its applications.
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1 Introduction. What is the asymptotic the-
ory of algebraic and combinatorial objects
In this survey, I will describe several facts which belong to various areas
of mathematics, such as functional analysis, dynamical systems, representa-
tions, combinatorics, random processes, etc., and which can be briefly for-
mulated as the asymptotic theory of inductive limits in various categories.
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The fundamental object for a theory of this type is a graded graph, or a
branching graph (Bratteli diagram); it was originally defined in the theory of
AF -algebras, but then it became clear that the role of this simple notion is
of much wider importance. Most important is the structure and asymptotics
of the space of paths of this graph. The so-called tail filtration in the space
of paths can be regarded from the viewpoint of the theory of filtrations.
In particular, the notion of a standard filtration allows one to give a pre-
liminary classification of graded graphs. The classification of metric spaces
with measures and its generalization give further invariants of filtrations and,
consequently, graded graphs.
If we equip a graded graph with an additional structure (such as a lexi-
cographic order on the paths, or cotransition, or the tail filtration, etc.), we
obtain a very rich theory which is related to many areas of mathematics.
First of all, I want to emphasize that there are two main problems con-
cerning a graded graph:
1/ To list the so-called central, or invariant, measures (probability or not)
on the paths of the graph. This will be one of the fundamental problems for
us. We will see that many questions from representation theory, the theory of
Markov processes, as well as from ergodic theory, group theory, asymptotic
combinatorics, can be reduced to this problem.
2/ To find typical objects and their asymptotics, representations, Young
diagrams, generic configurations, limit shapes with respect to statistics and
invariant measures on the space of paths.
There are many other problems related to the above ones, such as the
calculation of the K-functor of the algebra (group) with a given branching
graph, the analysis of the generating functions of “generalized binomial co-
efficients,” which appear in combinatorics and statistical physics, etc.
These questions are related to what in the 1970s I called “Asymptotic
Representation Theory,” but in this paper I can only briefly mention this,
and will talk about a wider understanding of asymptotic theory of graded
graphs:
1) a new part of ergodic theory (adic dynamics);
2) a new look on the theory of various boundaries regarded as sets of
invariant measures, and on the classification of traces and characters in the
asymptotic theory of representations;
3) the theory of filtrations (= decreasing sequences of σ-algebras in mea-
sure theory), the notion of standardness, and the classification of measurable
4
functions using invariant measures.
This article is written as an extension of my talk at the 15th Takagi
Lectures, and I more or less follow the preliminary text published in [62].
In the second section, we define the main notions related to graphs, the
space of paths, boundaries, additional structures, and discuss links to dy-
namics and measure theory.
The third section is devoted to the geometric approach to projective limits
and the theory of boundaries; we define the main notions of standardness and
intrinsic metric.
In Section 4, we present the current state of the theory of filtrations
in measure-theoretic and Borel categories, and define the general notion of
standardness.
In Section 5, we illustrate the link between the problem of finding in-
variant measures and the problem of classification of measurable functions
of several variables.
Section 6 contains examples. Some of them are old, but we also give
recent examples of exit (or absolute) boundaries for random walks on trees
and for invariant random subgroups1 of the infinite symmetric group. The
last example is closely related to the theory of characters of the infinite
symmetric group and to our model of factor representations of type II1 for
this group [67].
I produced many (perhaps, not all) references to known theorems. The
proofs of the new results mentioned in the paper will be published in an
article which is currently in preparation.
Acknowledgments. The anonymous referees provided very important
and detailed remarks, questions, and suggestions on the exposition of the
paper. N. Tsilevich helped with the language, all figures presented in this
article were prepared by A. Minabutdinov. To all of them the I express my
deep gratitude.
1IRS appeared simultaneously and independently in several areas [1, 54, 55], in particu-
lar, in connection with totally nonfree actions with an invariant measure and the structure
of factor representations of countable groups.
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2 The combinatorial and dynamical theory of
N-graded graphs
N-graded graphs (= Bratteli diagrams), special structures on the space of
paths, the tail filtration, central measures, the exit boundary, adic dynamics.
In this section, we define the main structures on a branching graph and its
Markov interpretation, the lexicographic order and the adic transformation,
formulate the list of specific problems on invariant and central measures.
We formulate the main problem, that of the description of the ergodic
Markov measures with a given set of cotransition probabilities and, in partic-
ular, the description of the set of central measures on the space of paths. The
notion of an adic transformation and “Bratteli–Vershik diagrams” provides a
kind of new universal dynamics and opens a new direction in ergodic theory.
The Markov interpretation of a graph gives a new approach to the problem
of different kinds of boundaries in harmonic and probabilistic analysis. We
also obtain a universal model in the metric theory of filtrations.
2.1 Locally finite N-graded graphs, path space, tail fil-
tration, group of transformations
Consider a locally finite, infinite N-graded graph Γ (= Bratteli diagram).
The set of vertices graded by n ∈ {0, 1, . . . } will be denoted by Γn and called
the nth level of Γ:
Γ =
∐
n∈N
Γn;
for the 0th level, we have Γ0 = {∅}, that is, it consists of the single vertex ∅.
We assume that every edge joins two vertices of neighboring levels, every
vertex has at least one successor, every vertex except the initial one has at
least one predecessor. In what follows, we also assume that the edges of Γ
are simple,2 and no other assumptions are imposed (see Figure 1).
The graph Γ can, obviously, be defined by the sequence of 0− 1 matrices
Mn, n = 1, 2, . . . , where Mn is the |Γn−1| × |Γn| adjacency matrix for the
bipartite graph Γn−1∪Γn. A very special case of a graded graph is as follows:
2For our purposes, allowing Bratteli diagrams to have multiple edges does not give
anything new, since the cotransition probabilities introduced below must be replaced and
generalized in the case of multiplicities of edges. But in the framework of general filtration
theory, multiple edges are needed.
6
all levels Γn are identified with each other and all adjacency matrices are
the same; these are so-called stationary graded graphs (they correspond to
stationary Markov chains, see the next section).
b
bb b
bbb
bb b
b bb bb
Level
0
1
2
3
4
Figure 1: A graded (Bratteli) diagram.
It is well known (see [3]) how one can construct a locally semisimple
algebra A(Γ) over C canonically associated with a graded graph Γ: this is
the direct limit of sums of matrix algebras:
A(Γ) = lim
n
{An; In},
where
An =
∑
v∈Γn
Ml(v)(C);
here l(v) is the number of paths between ∅ and v ∈ Γn; the restriction of the
embedding In : An 7→ An+1 to each subalgebra Ml(v) is the block diagonal
embedding ofMl(v) to all algebrasMl(u) for which the vertex u ∈ Γn+1 follows
the vertex v ∈ Γn.
However, here we do not consider the algebra A(Γ) in detail, and do not
discuss the fundamental relation of the notions introduced below with this
algebra and its representations; this problem is worth a separate study. This
important link between algebras and graphs has been studied in many papers;
this is the so-called theory of AF-algebras etc. See [3, 4, 8, 37, 9, 33, 70].
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A path t in Γ is, by definition, a (finite or infinite) sequence of edges
of Γ starting at the initial vertex ∅ in which the end of every edge is the
beginning of the next edge (for graphs without multiple edges, this is the
same as a sequence of vertices with the appropriate condition). The space
of all infinite paths in Γ is denoted by T (Γ). It is a very important object
for us; in a natural sense, it is the inverse limit of the spaces of finite paths
(leading from the initial vertex to vertices of some fixed level), and thus is a
Cantor-like compact set with the weak topology. Cylinder sets in T (Γ) are
sets defined in terms of conditions on initial segments of paths up to level n;
they are clopen (= closed and open) and determine a base of the topology
of T (Γ). There is a natural notion of tail equivalence relation τΓ on T (Γ):
two infinite paths are tail-equivalent if they eventually coincide; one also says
that such paths lie in the same block of the tail partition.
The tail filtration Ξ(Γ) = {A0 ⊃ A1 ⊃ · · · } is the decreasing sequence
of σ-algebras An, n ∈ N, where An consists of all Borel sets A ⊂ T (Γ) such
that along with every path A contains all paths coinciding with it from the
nth level. In an obvious sense, An is complementary to the finite σ-algebra
of cylinder sets of order n. The key idea is to apply the theory of decreasing
filtrations to the analysis of the structure of path spaces and measures on
them.
Definition 1. On the path space T (Γ), we define the tail partition ξΓ and the
tail equivalence relation τΓ: two paths are in the same class of τΓ, or belong
to the same element of ξΓ, if they eventually coincide.
The equivalence relation τΓ is a hyperfinite equivalence relation, which
means that it is the limit of the decreasing sequence of finite relations τnΓ ,
which are defined in the same way with the superscript n meaning that the
corresponding class of paths consists of paths coinciding starting from the
nth level.
Let us introduce a group of transformations of the path space T (Γ). Note
that for every vertex v ∈ Γn, the set of all finite paths from ∅ to v has a natural
structure of a tree of height n, and, by definition, the groupGvn(Γ) ≡ Gvn is the
finite group of transformations of T (Γ) that is the group of automorphisms
of this tree. Consider the group
∑
v∈Γn G
v
n ≡ Gn(Γ); this is the group of
transformations which can be called cylinder transformations of rank n. The
sequence of groups Gn(Γ), n = 1, 2, . . . , increases monotonically with respect
to the natural embeddings Gn(Γ) ⊂ Gn+1(Γ), and finally we obtain the group
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of all cylinder transformations:
G(Γ) = limindnGn(Γ).
It is clear that any element of the group G(Γ) preserves the tail equivalence
relation τ(Γ); moreover, G(Γ) is the group of all transformations of the space
T (Γ) that fix all classes of the tail partition τ(Γ).
Later we will define more general adic transformations of paths, which
are defined not for all paths, but, in a natural sense, are limits (in measure)
of sequences of cylinder transformations.
The properties of the graphs and groups defined above are very different
for various graded graphs and must be analyzed carefully.
Let us give a list of first examples of graphs:
• Stationary graphs (e.g. Fig. 1), for which all levels and all sets of edges
between two levels are isomorphic, e.g., the dyadic graph and the Fibonacci
graph (Fig. 2).
• Classical graphs: the Pascal graph (Fig. 4), the Euler graph, the Young
graph (Fig. 13), their multidimensional generalizations.
• More complicated examples: the graph of unordered pairs, the graph
of ordered pairs, Hasse diagrams of the general posets, etc.
The author believes that these objects are hidden in many mathematical
problems and the study of asymptotic problems related to graded graphs is
especially important.
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Figure 2: The dyadic diagram (left), the Fibonacci diagram (right).
2.2 The Markov interpretation of graded graphs, equip-
ment structure, central measures, boundaries
2.2.1 Toward a Markov compactum and measures of maximal en-
tropy (central measures)
Now we will consider the same object — the space T (Γ) of all infinite paths
of a graded graph Γ — from another point of view. If we rotate the above
picture of a graded graph (with the initial vertex on the top), see Figure 1,
by 90 degrees counterclockwise, we obtain a picture that is well known to
probabilists (see Figure 3).
Let us regard the N-grading of our graph as the discrete time 0, 1, . . . of a
topological Markov chain (in general, nonstationary) and the set of vertices
of level n as the state space of the chain at the time n. We can view a path
{vn}∞n+0 as a trajectory of the process, and the whole space of paths as the
space of trajectories of the Markov topological chain; the transitions of this
chain are determined by the matrices Mn defined above. We do not fix any
10
Figure 3: A Markov compactum.
probability measure on the space of trajectories.
The well-known notion of a (stationary) topological Markov chain (see
[36]) is a special example of our definition: in this case, all levels are mutually
isomorphic and the sets of transitions do not depend on the levels.
So, in the study of the path spaces T (Γ) of graded graphs Γ, it is con-
venient to use the terminology and theory of Markov chains, more precisely,
the theory of one-sided Markov compacta, not stationary in general. How-
ever, as compared to the stationary case, many examples of graded graphs
give completely new examples of the behavior of Markov chains. After the
rotation, the combinatorial and algebraic world associated with Bratteli di-
agrams turns into the probabilistic and dynamical world of Markov chains.
This link is extremely important and fruitful, especially for us, because we
will consider probability measures on the path space T (Γ).
Recall the notion of a Markov probability measure on a Markov com-
pactum; this is a measure µ with the following property: for every n, the
conditional measure of µ under the condition vn = v ∈ Γn is the direct prod-
uct of a measure on
∏n−1
k=0 Γk and a measure on
∏∞
k=n+1 Γk. In other words,
the past and the future are independent for every fixed state at time n and
for every n = 1, 2, . . . . We will consider the theory of Markov measures on
the path space T (Γ). The following special case of Markov measures is very
important in what follows.
Definition 2. A Markov measure ν on T (Γ) is called a central measure if
for every vertex v the conditional measure νv induced by ν on the finite set
of all finite paths that join the initial vertex ∅ with v is the uniform measure.
It is clear from the definition that any cylinder transformation preserves
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any central measure. In the case of a stationary Markov compactum, central
measures are called, for a certain reason, measures of maximal entropy.
The notion of a central measure on the space T (Γ) is determined intrin-
sically by the structure of the branching graph Γ. The set of all central
measures on the path space T (Γ) will be denoted by Σ(Γ); this is a Choquet
simplex with respect to the ordinary convex structure on the space of prob-
ability measures with the weak topology, see [31]. The set of extreme points
(Choquet boundary) of this simplex is the set of ergodic central measures,
and we denote it by Erg(Γ). Any central measure can be uniquely decom-
posed into an integral over the set of ergodic measures. The set Erg(Γ) is of
most interest to us. Note that for every ergodic central measure, the action
of the group G(Γ) of cylinder transformations on the space T (Γ) is ergodic
in the sense of ergodic theory (no nontrivial3 invariant measurable subsets),
and vice versa: if for a central measure µ, the action of the group G(Γ) is
ergodic, then this measure is ergodic as a central measure.
2.2.2 Cotransition probabilities and an equipment of a graded
graph
Now we introduce an additional structure on a graded graph, in order to
extend the notion of central measures. Namely, we define a system of cotran-
sition probabilities, which we call a Λ-structure,
Λ = {λ = λuv ; u ∈ Γn, v ∈ Γn+1, (u, v) ∈ edge(Γn,Γn+1), n = 0, 1, . . . },
by associating with each vertex v ∈ Γn, a probability vector whose component
λuv is the probability of an edge u ≺ v entering v from the previous level; here∑
u:u≺v
λuv = 1 and λ
u
v > 0. We emphasize that a Λ-structure (e.g., cotransition
probabilities) is defined for all vertices v, u ∈ Γ with u ≺ v, and λuv may not
have zero values.
Definition 3. An equipped graph is a pair (Γ,Λ) where Γ is a graded graph
and Λ is a Λ-structure, i.e., a system of cotransition probabilities on its edges.
The term “cotransition probabilities” is borrowed from the theory of
Markov chains: if we regard the vertices of Γ as the states of a Markov
3Here the word “nontrivial” means that the measure of the subset is not equal to zero
or one.
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chain starting from the initial state ∅ at time t = 0, and the numbers of
levels as moments of time, then Λ = {λuv} is interpreted as the system of
cotransition probabilities for this Markov chain:
Prob{xt = u|xt+1 = v} = λuv .
In the probability literature (e.g., in the theory of random walks), cotran-
sition probabilities are usually defined not explicitly, but as the cotransition
probabilities of a given Markov process. We prefer to define them directly,
i.e., include them into the input data of the problem.
Recall that in general a system of cotransition probabilities does not
uniquely determine the transition probabilities Prob{xt+1 = v|xt = u}. At
the same time, since the initial distribution is fixed (in our case, it is the
δ-measure at ∅), the transition probabilities uniquely determine the list of
cotransition probabilities. So, every Markov measure on T (Γ) determines a
Λ-structure.
The most important special case of a system of cotransition probabilities,
corresponding to the central measures which we have already defined, is the
following one:
λuv =
dim(u)∑
w:w≺v
dim(w)
=
dim(u)
dim(v)
,
where dim(u) is the number of paths leading from the initial vertex ∅ to u
(i.e., the dimension of the representation of the algebra A(Γ) corresponding
to the vertex u). In other words, the probability to get from v to u is equal
to the fraction of paths that lead from ∅ to u among all the paths that lead
from ∅ to v. This system of cotransition probabilities is canonical, in the
sense that it is determined by the graph only. Central measures have been
studied very intensively in the literature on Bratteli diagrams, as well as
in combinatorics, representation theory, and algebraic settings, but mainly
for specific diagrams (see [68, 69, 24, 12, 11]). In terms of the theory of
C∗-algebras, central measures are nothing more than traces on the algebra
A(Γ), or characters of locally finite groups in the case when the graded graph
corresponds to a group algebra. Ergodic central measures correspond to
indecomposable traces or characters.
It is convenient to regard a system of cotransition probabilities as a system
of dn × dn+1 Markov matrices:
{λuv}, u ∈ Γn, v ∈ Γn+1; |Γn| = dn, |Γn+1| = dn+1, n ∈ N;
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these matrices generalize the 0 − 1 adjacency matrices of the graph Γ. Our
main interest lies in the asymptotic properties of this sequence of matrices.
In this sense, the whole theory developed here is a part of the asymptotic
theory of infinite products of Markov matrices, which is important in itself.
2.2.3 Measures, central measures, boundaries
A measure on the path space of a graph is called ergodic if the tail σ-algebra
(i.e., the intersection of all σ-algebras of the tail filtration) is trivial mod0,4
i.e., consists of two elements.
A Markov measure µ agrees with a given system Λ of cotransition prob-
abilities if the collection of cotransition probabilities of µ (for all vertices)
coincides with Λ.
Definition 4. Denote by Σ(Γ)Λ the set of all Markov measures on T (Γ) with
cotransition probability Λ. The set of ergodic Markov measures from Σ(Γ)Λ
will be denoted by Erg(Γ)Λ.
The set of all central measures on the path space of a graph Γ will be
denoted by Σ(Γ), and the set of ergodic central measures, by Erg(Γ). The
list of measures Erg(Γ)Λ will be called the absolute boundary of the equipped
graph (Γ,Λ). The set of ergodic central measures will be called the absolute
boundary of the graph Γ and denoted by Erg(Γ).5
We will see that ΣΓ(Λ) is a projective limit of finite-dimensional simplices.
The absolute boundary is a topological boundary, and, as we will see, it
is the Choquet boundary of a certain simplex (a projective limit of finite-
dimensional simplices).
Problem 1. Enumerate the set Σ(Γ)Λ of all Markov measures with a given
system of cotransition probabilities Λ and, in particular, the set of ergodic
4The symbol “mod0” means that the object or notion preceding it is understood up
to changes on a subset of zero measure.
5We use the term “absolute boundary” instead of other terms, such as “exit,” “en-
trance,” Martin boundary, etc. It seems that in specific situations, such as the theory of
Markov processes, these terms (which were used by E. Dynkin) are natural, but in the
context of graded graphs and general dynamics it is better to have a more neutral term. It
is important that the absolute boundary is an invariant of an ergodic equivalence relation,
while the Martin boundary is not: it depends on an approximation of this relation (see
[59, 71]).
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measures Erg(Γ)Λ, and to study its asymptotic behavior.
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Remark 1. It may happen that for some measure from Σ(Γ)Λ and for a given
vertex v ∈ Γ, the measure of paths that go through v vanishes. This means
that the measure is concentrated on the path space T (Γ′) of some subgraph
Γ′ $ Γ, for whose vertices the cotransition probabilities are positive.
The asymptotic behavior of central measures can be very different even
for the same graph. For example, in the case of the graph of unordered
pairs (see below), there are central measures with chaotic behavior, as well as
those whose behaviour is more smooth (“standard” in the sense which will be
defined later). On the contrary, for classical graphs such as the Pascal graph,
the Young graph, etc., all central measures have a more regular character
(“standard”), in particular, we have so-called “limit shape theorems.”
Recall that the Poisson–Furstenberg boundary of a given Markov measure
on T (Γ) is its tail measure space, or the quotient space over the tail equiva-
lence relation. This boundary is regarded as a measure space and, in some
sense, it is only a part of the absolute boundary.
In connection with cotransition probabilities, it makes sense to point out
the following general terminology which does not use a graded structure on
the space of paths. The system of cotransition probabilities allows us to
define a cocycle7 on the tail equivalence relation, i.e., an R+-valued function
(γ1, γ2) 7→ c(γ1, γ2) on the space of pairs of tail-equivalent paths, as the ratio
of the conditional measures of these two paths, or the ratio of the products
of cotransition probabilities along the paths:
c(γ1, γ2) =
∏
λ
ai−1
ai∏
λ
bi−1
bi
,
where γ1 = {a1, a2, . . . , ak, . . . }, γ2 = {b1, b2, . . . , bk, . . . }, an = bn, n > k (the
product is well defined, because the ratio is finite).
Consider a measure that agrees with the tail equivalence relation. For
any two paths that coincide starting from the nth level, for every m > n,
the ratio of the conditional measures of the partition ξm into classes of paths
6Recall that to describe a Markov measure on the path space means to describe its
transition probabilities.
7A cocycle on an equivalence relation is a function (in our case, with values in R+) on the
set of pairs of equivalent elements satisfying the following properties: c(α, β)c(β, α) = 1,
c(α, β)c(β, γ) = c(α, γ).
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that coincide starting from the mth level does not depend on m, and thus
we have a well-defined cocycle.8 So, our main problem 1 is the problem of
describing the probability measures on the path space with a given cocycle.
Note that if an equivalence relation is the orbit partition for an action of
a group with a quasi-invariant measure, then the cocycle coincides with the
Radon–Nikodym cocycle for the transformation group (see, e.g., [35]):
c(gα, α) =
dµ(gα)
dµ(α)
.
In our case, the cocycle has a special form (the product of probabilities
over edges) and is called a Markov cocycle.
Remark 2. It is possible to generalize the notion of cotransition probabili-
ties and define an equipped graph for any oriented graphs: one can define an
arbitrary system of probabilities on the set of ingoing edges of each vertex.
The problem is still to describe the absolute boundary, i.e., the collection of
all ergodic measures on the set of directed paths with given conditional en-
trance probabilities. This generalization could give interesting new examples
of exit boundaries for general graphs.
2.2.4 Borel equivalence relations
Assume that in a standard Borel space X a hyperfinite equivalence relation τ
is defined; this means that τ is an increasing limit of a sequence of Borel
equivalence relations ξn, n = 1, 2, . . . ,
9 with finite equivalence classes. It is
not difficult to prove the following proposition.
Proposition 1. For every pair (X, τ) where X is a standard Borel space and
τ is a hyperfinite equivalence relation on X there exists a graded graph Γ and
a Borel isomorphism between (X, τ) and (T (Γ), τΓ) that sends τ to the tail
8For every subrelation of an equivalence relation with finite blocks, we have the usual
conditional measures, and the ratio of the conditional measures of two points in a block
does not depend on the choice of this subrelation. This is a simple and fundamental
transitivity property of conditional measures which is never mentioned in textbooks and
which holds not only in the hyperfinite case. In the framework of the theory of dynamical
systems, the cocycle is simply the Radon–Nikodym density, and the set of measures with a
given cocycle is the set of quasi-invariant measures with a given Radon–Nikodym density.
9The term “Borel” means that ξn is the partition into the preimages of a Borel map
defined on X.
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equivalence relation τΓ. Every ergodic Borel measure on X with a given cocy-
cle defined for the equivalence relation τ corresponds under this isomorphism
to an ergodic Markov measure on the equipped graph T (Γ). In particular,
an invariant ergodic measure on the equivalence relation τ corresponds to a
central measure on T (Γ).
This proposition is essentially known (see [22, 35, 63]), but it is usually
considered in the framework of group actions.
Thus, the general theory of hyperfinite Borel equivalence relations is a
special case of our theory of Markov measures for some graph Γ. But an
additional structure is a fixed approximation of the tail equivalence relation
which we have on graded graphs.
From this point of view, we try to construct a theory of realizations of
hyperfinite equivalence relations on a standard Borel space as tail equivalence
relations on the path space T (Γ).
In the category of Borel spaces, the classification of hyperfinite equiva-
lence relations was obtained in [22]; in the measure-theoretic category, by
the famous Dye theorem, there is only one, up to isomorphism, ergodic hy-
perfinite invariant relation.
But we want to consider another, more delicate, category, with a more
detailed notion of isomorphism. In brief, it is the category of spaces of the type
T (Γ), or, more exactly, Cantor spaces equipped with a decreasing filtration
of finite type, with “asymptotic isomorphisms” as morphisms ([64]). The
meaning of these notions will be discussed later in the section on filtrations.
2.3 A lexicographic ordering, the adic transformation,
and the globalization of Rokhlin towers
2.3.1 The definition of the adic transformation
In this section, we define another additional structure on a graded graph: a
linear order on each class of tail-equivalent paths. We will call it an “adic
structure” on the graded graph. It is similar to a Λ-structure on an equipped
graded graph, but has different applications.
We start with the definition of a local order on the set of edges with a
given endpoint, and then define a lexicographic ordering on the paths.
Definition 5. Let Γ be a graded graph; for each vertex v ∈ Γ, define a linear
order ordv on the set of ingoing edges of v. Consider two paths {tik}∞k=1,
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i = 1, 2, where tik is the edge that joins vertices of levels k− 1 and k. If these
paths belong to the same class of the tail equivalence relation, then for some
minimal n the edges tik with k > n coincide; if v is the first common vertex
of both paths, then
t1 > t2
if and only if t1n+1 > t
2
n+1 in the sense of the order ordv on the edges. This
definition makes sense also for graded graphs with muliple edges. If there are
no multiple edges, then the simplest way to define an order on the ingoing
edges is to define an order on the vertices of each level, and then introduce
an order on the ingoing edges as the order on the corresponding vertices.
It is obvious that this definition gives a linear (lexicographic “from be-
low”) ordering on each class of the tail equivalence relation.
Consider the subset T0(Γ) of all paths from T (Γ) that have the preceding
and the following paths in the sense of this ordering. For a large and interest-
ing class of graphs, T0(Γ) is a generic (dense open) subset of T (Γ); moreover,
we can restrict ourselves to the case where there are only two exceptional
paths, as in the Pascal graph (see [53]).
Now we are ready to define an action of the group Z on the set T0(Γ) as
follows: the generator acts as the transformation P that sends a path t to
the next path in the sense of our ordering; this transformation is called the
adic transformation.10
The simplest example is a lexicographic ordering in the dyadic graph;
all positive levels of this graph consist of two vertices, and any two vertices
of neighboring levels are joined by an edge. If we identify a path in this
graph with a number from the interval [0, 1], then we have a natural linear
ordering defined on the classes of irrational numbers from [0, 1] that differ by
a dyadic rational number: for two numbers t1, t2 ∈ [0, 1] with dyadic rational
difference t1 − t2, the greater one is that for which the first different digit
in the dyadic decomposition is 1. The corresponding adic transformation is
the so-called odometer. The word “adic” is the result of deleting p from the
word “p-adic.”
This type of dynamics for the group Z (“adic,” or “transversal,” dynam-
ics) was defined by the author in 1981. For the stationary case, a similar
definition was given by S. Ito [15].
10Sometimes, the adic transformation is called the “Vershik transformation,” and a
branching graph equipped with a lexicographic ordering is called a “Bratteli–Vershik dia-
gram,” see [44].
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For example the simplest automorphism — so called odometer, or dyadic
shift — is realized with the dyadic graph (see Fig. 2), the shift on the homo-
clinic point on the 2-torus is realized on Fibonacci graph (see Fig. 2) etc.
But it is possible to realize any ergodic transformation in this form. The
main fact is the following theorem ([44]).
Theorem 1 ([44, 45]). For every measure-preserving ergodic transforma-
tion S of a standard (Lebesgue) measure space (X,µ) with a continuous
measure there exists a graded graph Γ with a Borel probability measure ν
on the path space T (Γ) invariant under the adic transformation P such that
(X,µ, S) ∼ (T (Γ), ν, P );
here ∼ means isomorphism mod0 in the sense of the theory of measure
spaces.
Related facts can be found in [32]. See also several papers which follow
the idea of the adic transformation as a transformation of a Cantor space:
[10] and subsequent papers by the same authors.
This means that an adic realization of an action of Z gives another (as
compared with so-called symbolic dynamics) universal model for the dynam-
ics of the group Z. This approach to dynamics is nothing more than its
realization as a sequence of successive periodic approximations which, in a
sense, exhaust the automorphism. The classical Rokhlin lemma about peri-
odic approximations gives a universal periodic approximation of an aperiodic
automorphism, but it provides no information on the measure-theoretical
type of the automorphism. Moreover, it shows that there is no finite invari-
ants of aperiodic automorphisms. An adic realization puts a single Rokhlin
tower (not of constant height, in general) into a comprehensive sequence of
towers. One may say that we globalize the set of Rokhlin towers.
It is important that an adic realization of a free (aperiodic) action of the
group Z brings to each orbit an additional structure, namely, the hierarchy
that is the restriction of the tail filtration to the orbit. More exactly, for each
point (which is a path) x, on its orbit O(x) ∼ Z we have the sequence of
partitions (hierarchy) ξn
⋂
O(x), and the asymptotic behavior of these parti-
tions gives an important invariant of the automorphism. One can generalize
this consideration to actions of amenable groups.
Of course, the properties of an adic transformation strongly depend on
the adic structure — the linear ordering of the paths. For example, the
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dyadic odometer and the Morse automorphism have realizations on the same
dyadic graph, but with different orderings.
2.3.2 An example: the Pascal automorphism
The new point, which appeared in the papers [44, 45], was to define adic
automorphisms for distinguished graphs. It turns out that this provides a new
source of interesting problems in dynamics and ergodic theory. The simplest
nontrivial example [45] was the Pascal automorphism11 P (see Figure 4),
which is the adic transformation of paths of the infinite Pascal triangle with
the natural lexicographic ordering (see [53]). Since the path space of the
Pascal triangle is
∏{0; 1}, we can compare the orbit partition of P with that
of the simplest ergodic automorphism, odometer, which is the transformation
x 7→ x + 1 in the compact additive group Z2 ∼=
∏{0; 1} of dyadic integers.
Clearly, the orbit partition of the Pascal automorphism is finer than that
of the odometer and coincides with the orbit partition of the natural action
of the infinite symmetric group which permutes coordinates in the product
space.
In spite of the simplicity of its definition, the Pascal automorphism has
very interesting and even mysterious properties, see [27, 16, 26]. For example,
in [17] a theorem on the Takagi “bridge” (similar to a Wiener process bridge)
was proved, which uses the remarkable Takagi function (see Figure 5). The
main question was about the spectrum of the unitary operator in L2(Z2)
corresponding to the Pascal automorphism. Up to now, there is no doubt
that this spectrum is pure continuous (and so P is weakly mixing), this was
claimed as a hope in [53], but a precise proof is still absent.
2.3.3 Adic actions on the space T (Γ); the graphs of unordered and
ordered pairs
Adic realizations can be defined for any amenable group. But first we must
give an abstract definition of an adic transformation. In general, this transfor-
mation is partial, which means that it is defined not on the whole space T (Γ).
Definition 6. A partial transformation P of the path space T (Γ) is called an
adic transformation if it preserves all classes of the tail equivalence relation,
11It is very interesting that this automorphism (without any connection to the Pascal
graph, as well as without a name), for a completely different reason, appeared in a paper
by S. Kakutani (see [18, 14, 60]).
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Figure 4: The Pascal automorphism (Pascal (17th century), Kakutani (1976),
Vershik (1981)).
or if it sends each path to an equivalent path. All adic transformations in the
sense of the previous section are, by definition, adic in the new sense, too.
The group (or semigroup) of adic transformations is a subgroup (or sub-
semigroup) of the group of all Borel transformations of the Cantor-like com-
pactum. It is clear that there is a natural approximation of such a trans-
formation with cylinder transformations (see Section 2.2.4). It is a useful
question how to describe this group.
Using our results from filtration theory and the Connes–Feldman–Weiss
theorem ([7]) on the hyperfiniteness of actions of any amenable group to-
gether with some combinatorial arguments, one can prove the following gen-
eralization of the theorem on adic models of automorphisms.
Theorem 2. For any action τ of an amenable countable group G on a sep-
arable Borel space X there exist a graded graph Γ and a Borel isomorphism
Φ : X → T (Γ) such that for every g ∈ G the transformation Φτ(g)Φ−1 is an
adic transformation on T (Γ).
For a proof, it suffices to prove that every hyperfinite filtration can be
realized as the tail filtration of some graded graph and apply the theorem
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Figure 5: The Takagi curve (1903); the Pascal bridge (2005, [16]).
([7]) on the existence of Rokhlin towers or equivalent facts. This is a gener-
alization of Theorem 1 (see [44, 45]), but the latter was proved by an explicit
construction. Some new details will be given in the new article by the author
which was mentioned in the Introduction.
This theorem gives a globalization of semihomogeneous Rokhlin towers
for actions of a given amenable group with invariant measures. It means
that an adic isomorphic realization of an action of an amenable group G
with an invariant measure on the space of paths of a graded graph produces
a sequence of approximations of this action by actions of a sequence of finite
groups Gn, n = 1, 2, . . . ; the length of the orbits of the action of the group Gn
can be nonconstant (in contrast to the Rokhlin lemma).
One of the conclusions of this theorem is as follows: the description of the
set of invariant measures for an action of an amenable group G on a compact
metric space can be reduced to the problem of describing the central measures
for some graded graph.
The same is true for quasi-invariant measures with a given cocycle on
22
the orbit equivalence relation; in this case, we must consider an equipped
graded graph with given cotransition probabilities. Note that, by a theorem
from [34, 35], for an action of a countable group on a standard Borel space,
there is a Borel universal measurable set that has measure 1 for all G-quasi-
invariant probability Borel measures with a given Radon–Nikodym density
(in our terms, with a given cocycle). This means that the theorem can be
extended to the case of quasi-invariant measures for amenable groups using
equipped graded graphs. Of course, the choice of a graph in the theorem is
not unique.
Now we consider universal adic realizations of actions of a group. Let G
be a countable amenable group; assume that we fix a class of actions of G
with invariant or quasi-invariant measures; a typical example is the class of
actions that have a generator12 with the number of parts at most n.
Definition 7. A graded graph Γ with a fixed adic structure is called univer-
sal for a class of actions of the group G with invariant (respectively, quasi-
invariant measure) if an arbitrary action from this class is metrically iso-
morphic to the adic action of the group G on the path space T (Γ) with some
central (respectively, Λ-) measure.
A universal graph for a given class of actions plays the same role for
a given group as a symbolic version of actions of groups. For example, all
measure-preserving actions with 2-generators can be realized as (left or right)
shifts in the space 2G. We give an analog of this fact for adic actions of the
groups Z and
∑
n Z2.
We introduce two remarkable graded graphs which play an important role
in this theory. These are the graphs of ordered (OP ) and unordered (UP )
pairs; in a similar way we could consider the graphs of ordered and unordered
k-tuples, but here we will briefly analyze the case of pairs (k = 2).
The graph OP of ordered pairs and the graph UP of unordered pairs (see
Figure 6) are constructed as follows:
(∅) The initial vertex is ∅.
(1) The first level consists of two vertices 0 and 1; they are joined by
edges with the vertex ∅.
12A finite or countable partition ξ of a space (X,µ) is called a generator of an action of
a group G if the product of the shifts of ξ coincides µ-mod0 with the partition  of (X,µ)
into singletons:
∨
g∈G gξ = . If the number of blocks in ξ is at most n, we say that the
action has an n-generator.
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(n) The vertices of the (n + 1)th level are all ordered (unordered) pairs
of vertices of the nth level; an edge between the nth and (n + 1)th levels
corresponds to an inclusion of a vertex of the nth level into a pair which is a
vertex of the (n+ 1)th level.13
In order to equip the graphs OP and UP with an adic structure, it
suffices to define by induction the order on the set of pairs. Assume that
we have defined an order on the first level (say, 0 < 1) and on the nth
level. Then an order on the (n + 1)th level is defined as follows. In the
case of the graph OP of ordered pairs, we put (a, b) >n+1 (c, d) if a >n c
or if a = c and b > d. For the graph UP , we put (a, b) >n+1 (c, d) if
maxn(a, b) >n maxn(c, d), where maxn means the maximum with respect to
>n, or maxn(a, b) = maxn(c, d),minn(a, b) > min(c, d).
b
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Figure 6: The graph of unordered pairs.
Theorem 3. Both graphs, the graph of ordered pairs OP and the graph of
unordered pairs UP , are universal for all actions with 2-generators for the
groups Z and
∑
n Z2. In a similar way one can construct universal graphs
for generators with a given number of elements.
This fact for the graph OP follows from the analysis of the structure of
paths of OP . For the graph UP , it is not so obvious. The proof in that
case uses an important theorem on filtrations which we will discuss later,
but formulate here.
13It is convenient to use multi-edges (with multiplicity 2) for pairs of the type (v, v) in
the graph UP , see Figure 6.
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Remark 3. 1) The vertices of level n of the graph UP canonically correspond
to the orbits of the action of the group AutTn of all automorphisms of the
dyadic tree Tn ∼ {2n} on the space 2Tn .
2) The graph UP has another important interpretation: it is a tower of
dyadic measures, the set of vertices of level n being the set of probability
measures on the vertices of level n− 1 with possible values 0, 1/2, 1; for the
corresponding picture of a beginning of the inverse limit of simplices, see
Figure 6.
The proof of the universality theorem for the graph UP is based on the
universality of this graph for dyadic filtrations, see Section 4.
Theorem 4. The tail filtration of the space T (UP ) for the graph UP of
unordered pairs is universal with respect to dyadic filtrations in the following
sense: every ergodic dyadic filtration of a standard measure space (X,µ) with
dyadic generator 14 is isomorphic to the tail filtration (T (UP ), ν) with some
central measure ν.
The proof uses the interpretation of UP as a tower of measures and the so-
called universal projector in the theory of filtrations. It is very interesting to
study the C∗-algebras for which OP and UP are the corresponding Bratteli
diagrams.
A detailed description of the properties of the graphs UP and OP will
be given in the forthcoming article.
Universal adic realizations became a source of various combinatorial con-
structions of new and paradoxical actions of the groups Z and
∑
n Z2. They
will be considered elsewhere.
It is an interesting problem to find universal graphs for other groups.
The adic realization of actions of amenable groups (“adic dynamics”) is very
different from the classical symbolic realization (= actions by (left or right)
shifts in the space of functions on the group). We hope that it will give a
new class of examples of dynamical systems.
14The notion of a finite generator for a filtration is the same as for an action of a group:
this is a finite measurable partition ξ such that the product
∨
g gξ is the partition into
singletons, where g runs over the group of all automorphisms for which all σ-algebras of
the filtration are invariant.
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2.3.4 Strong and weak approximations in ergodic theory
There are two theories of approximations of automorphisms in ergodic the-
ory. Both theories are based on the fundamental Rokhlin lemma on approx-
imation of automorphisms with periodic automorphisms. The first of them,
weak approximation, was very popular in the 1960–70s and gave many con-
crete results; it used Rokhlin towers for which the corresponding periodic
automorphisms converge in the sense of the weak topology on the group of
automorphisms. For details, see [36, 21] and references therein.
At the same time (the 1970s), another kind of approximation, based on
the uniform convergence of automorphisms, was developed by the author. In
this case, additionally, the orbit partition of the approximation is finer than
the orbit partition of the group action; in other words, this is an approxi-
mation in the sense of the (nonseparable) metric on the group of measure-
preserving automorphisms given by
d(T, S) = meas{x : Tx 6= Sx}.
If a periodic automorphism Sn is close in the sense of this metric to a given
automorphism T , then the orbit partition of S is, up to a set of small mea-
sure, a subpartition of the orbit partition of T . A monotonic approximation
of T by periodic automorphisms Sn (or a coherent family of Rokhlin towers)
defines a filtration: the sequence of the orbit partitions of Sn, whose tail
partition is just the orbit partition of T . Of course, in order to obtain in-
variant properties of automorphisms, the convergence to zero of the distance
between Sn and T must be complemented with additional conditions. The
main source of such conditions is the theory of filtrations. Thus, our concept
of strong approximation (or globalization of Rokhlin towers) leads to addi-
tional structures on the orbits of the automorphism, so-called “hierarchies,”
which are merely the restrictions of the filtration to the orbits. One of the
principal notions that came from the theory of filtrations is the notion of
standardness, see Section 4. This notion, for the special homogeneous case,
appeared in the 1970s in my theory called at that time the “theory of de-
creasing sequences of measurable partitions” (this was the name of filtrations
at that time, see [43, 42, 46]). Now this theory is combined with a more gen-
eral theory of filtrations on paths of graded graphs and the theory of central
measures.
Thus, an adic approximation is nothing more than a globalization of
Rokhlin towers; a graded graph appears naturally from a filtration, and vice
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versa: a filtration can be realized as the tail filtration of the path space of
a graph. In contrast to realizations of automorphisms in symbolic dynamic
(as shifts in the space AZ), an adic realization of an automorphism is very
similar to a periodic or to a local transformation.
The same “adic” realization of a group action can be constructed for an
arbitrary amenable group15. For this, we must find a decreasing sequence
of measurable partitions with finite blocks whose intersection is the orbit
partition. This can be done due to a theorem from [7]. We return to this
question in the forthcoming article.
15And maybe also for nonamenable groups.
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3 A geometric approach to the asymptotics
of the space of paths and measures. Stan-
dardness and limit shape theorems
3.1 Projective limits of simplices of measures
We consider the problem of describing the invariant (central) measures from
a geometric point of view.
Consider a Markov compactum X which is the space T (Γ) of paths on a
graded graph Γ; the set Meas(X ) of all Borel probability measures on X is
an affine compact (in the weak topology) simplex (Chouqet simplex), whose
extreme points are δ-measures. Since X is an inverse (projective) limit of
finite spaces (namely, the spaces of finite paths), it obviously follows that
Meas(X ) is also an inverse limit of finite-dimensional simplices Σˆn, where Σˆn
is the set of formal convex combinations of finite paths (or just the set of
probability measures on these paths) leading from the initial vertex to ver-
tices of level n, n = 1, 2, . . . , and the projections pˆin : Σˆn → Σˆn−1 correspond
to “forgetting” the last vertex of a path. Every measure is determined by
its finite-dimensional projections to cylinder sets (i.e., is a so-called cylinder
measure). We will be interested only in invariant (central) measures, which
form a subset of Meas(X ). Recall the definition which was given earlier for
the special case of the path space T (Γ). We repeat the definition of a central
measure in slightly different terms.
Definition 8. A Borel probability measure µ on a Markov compactum is
called central if for any vertex of an arbitrary level, the projection of this
measure to the subalgebra of cylinder sets of finite paths ending at this vertex
is the uniform measure on this (finite) set of paths.
Other, equivalent, definitions of a central measure µ ∈ Meas(X ) are as
follows.
1. The conditional measure of µ obtained by fixing the “tail” of infinite
paths passing through a given vertex, i.e., the conditional measure of µ on the
elements of the partition ξn, is the uniform measure on the initial segments
of paths for any vertex.
2. The measure is invariant under any adic shift (for any choice of order-
ings on the edges).
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3. The measure is invariant with respect to the tail equivalence relation.
The term “central measure” stems from the fact that in the application
to the representation theory of algebras and groups, measures with these
properties determine traces on algebras (respectively, characters on groups).
In the theory of stationary (homogeneous) topological Markov chains, central
measures are called measures of maximal entropy.
The set of central measures on a Markov compactum X (on the path space
T (Γ) of a graph Γ) will be denoted by Σ(X ) or Inv(Γ) = Σ(Γ). Clearly, the
central measures form a convex weakly closed subset of the simplex of all
measures:
Σ(X ) ⊂ Meas(X ).
The set Σ(X ) of central measures is also a simplex, which can be naturally
presented as a projective limit of the sequence of the finite-dimensional sim-
plices of convex combinations of uniform measures on the n-cofinality classes.
In more detail, the following proposition holds.
Proposition 2. The simplex of central measures can be written in the form
Σ(X ) = lim
←
(Σn; pn,m),
or
Σ1 ← Σ2 ← · · · ← Σn ← Σn+1 ← · · · ← Σ∞ ≡ Σ(X ),
where Σn is the simplex of formal convex combinations of vertices of the nth
level Γn (i.e., points of Xn), and the projection pn,n−1 : Σn → Σn−1 sends
a vertex γn ∈ Γn to the convex combination
∑
λγn−1γn δγn−1 ∈ Σn−1 where
the numbers λγn−1γn are uniquely determined by the condition that λ
γn−1
γn is
proportional to the number of paths leading from ∅ to γn−1 (which is denoted,
as already mentioned, by dim γn−1).16 The general form of the projection is
pn,m =
∏n+1
i=m pi,i−1, m > n.
Proof. The set of all Borel probability measures on the path space is a simplex
which is a projective limit of the simplices generated by the spaces of finite
paths of length n in the graph, which follows from the fact that the path space
itself is a projective limit with the obvious projections of “forgetting” the last
16In the general (noncentral) case, the coefficients λ are the cotransition probabilities
(see above).
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edge of a path. The space of invariant measures is a weakly closed subset of
this simplex, and we will show that it is also a projective limit of simplices
(the fact that it is a simplex is well known). The projection µn of any
invariant measure µ to a finite cylinder of level n is a measure invariant under
changes of initial segments of paths and hence lies in the simplex defined
above; since the projections preserve this invariance, {µn} is a point of the
projective limit. It remains to observe that a measure is uniquely determined
by its projections, which establishes a bijection between the points of the
projective limit and the set Σ(Γ) of invariant measures.
Figure 7: A projective limit of simplices.
The fact that the set of measures invariant with respect to a countable
group acting on a compactum, as a subset of the simplex of all measures on
the compactum, is an affine simplex (Choquet simplex) can easily be deduced
from the ergodic decomposition of invariant measures; this is well known (see
[31]). It is less known that the same is true for the set of probability mea-
sures that agree with a cocycle (see Section 1), or that have given cotransi-
tion probabilities or given Radon–Nikodym derivatives (for the action of adic
transformations). Using the ergodic decomposition for quasi-invariant mea-
sures and the above interpretation of a general projective limit of simplices
as a set of Λ-measures, we obtain a natural proof of the following statement.
Proposition 3. A projective limit of finite-dimensional simplices is a Cho-
quet simplex.
This is a nontrivial fact even if the projective limit is finite-dimensional,
see [75] and the proof given there. Our proof, which is based on the unique-
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ness of an ergodic decomposition of measures with a given cocycle, seems
more natural.
Recall that points of the simplex Σn are probability measures on the
points of Xn (i.e., on the vertices of the nth level Γn), and the extreme
points of Σn are exactly these vertices. Note that distinct vertices of the
graph correspond to distinct vertices of the simplex.
Extreme points of the simplex Σ(Γ) of invariant measures on the whole
path space T (Γ) are indecomposable invariant measures, i.e., measures that
cannot be written as nontrivial convex combinations of other invariant mea-
sures. Then it follows from the theorem on the decomposition of measures
invariant with respect to a hyperfinite equivalence relation into ergodic com-
ponents that an indecomposable measure is ergodic (= there are no invariant
subsets of intermediate measure). It is these measures that are of most inter-
est to us, since the other measures are their convex combinations, possibly
continual. The set of ergodic central measures of a Markov compactum X
(of a graph Γ) will be denoted by Erg(X ) or Erg(Γ).
The problem which we discuss here is about the description of the set of
all central ergodic measures for a given Markov compactum. A meaningful
question is the following: for which Markov compactum (or graded graph)
the set of ergodic central measures has an analytic description in terms of
combinatorial characteristics of this compactum (graph), and what are these
characteristics? In what cases such a description does exist? The role of such
characteristics can be played by some properties of the sequence of matrices
{Mn} determining the compact (graph), frequencies, spectra, etc.
This problem is similar to the problem of describing unitary factor rep-
resentations of finite type of discrete locally finite groups, finite traces of
some C∗-algebras, Dynkin’s entrance and exit boundaries; it is very closely
related to the problems of finding Martin boundaries, Poisson–Furstenberg
boundaries, etc. Since the 1950s, it is well known that the situation with clas-
sification of irreducible representations of groups and algebras can be either
“tame” (there exists a Borel parametrization) or “wild” (such a parametriza-
tion does not exist). By Thoma’s theorem [39], the classification problem for
the irreducible representations of a countable group is tame only if the group
is eventually Abelian (i.e., has a normal Abelian subgroup of finite index).
This also happens, though more rarely, with factor representations. But in
many classical situations, the answer is “tame,” which is a priori far from
obvious.
For example, the characters of the infinite symmetric group, i.e., the in-
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variant measures on the path space of the Young graph (see the next section),
have a nice parametrization, and this is a deep result, see Section 6; however,
for the graph of unordered pairs (see Figure 6), there is no nice parametriza-
tion, because of the nonstandardness of the graph. We emphasize that the
presentation of Σ(Γ) as a projective limit of simplices essentially relies on
the approximation, i.e., on the structure of the Markov compactum (graph).
Obviously, the answer to the stated question also depends on the approxi-
mation. The fact is that we can change the approximation without changing
the stock of invariant measures, which is determined only by the tail equiv-
alence relation. The dependence of our answers on the approximation will
be discussed later (see the remark on the lacunary isomorphism theorem in
the last section). But since in actual problems the approximation is explicit
already in the setting of the problem, the answer should also be stated in its
terms. See examples in the next section.
3.2 Geometric formulations
We will recall some well-known geometric formulations, since the language
of convex geometry is convenient and illustrative in this context.
1. The set of all Borel probability measures on a separable compact set
invariant under the action of a countable group (or equivalence relation) is
a simplex (= Choquet simplex), i.e., a separable affine compact set in the
weak topology whose any point has a unique decomposition into an integral
with respect to a measure on the set of extreme points.17 The set of ergodic
measures is the Choquet boundary, i.e., the set of extreme points, of this
simplex; it is always a Gδ set.
2. Terminology (somewhat less than perfect): a Choquet simplex is called
a Poulsen simplex if its Choquet boundary is weakly dense in it, and it is
called a Bauer simplex if the boundary is closed (see [31]). Cases intermediate
between these two ones are possible.
3. A projective limit of simplices (see below) is a Poulsen simplex if
and only if for any n the union of the projections of the vertex sets of the
17Choquet’s theorem on the decomposition of points of a convex compact set into an
integral with respect to a probability measure on the set of extreme points is a strengthen-
ing, not very difficult, of the previous fundamental Krein–Milman theorem saying that a
convex affine compact set is the weak closure of the set of convex combinations of extreme
points.
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simplices with greater numbers to the nth simplex is dense. The universality
of a Poulsen simplex was later observed and proved by several authors.
Proposition 4. All separable Poulsen simplices are topologically isomorphic
as affine compacta; this unique, up to isomorphism, simplex is universal in
the sense of model theory.18
One can easily check that every projective limit of simplices arises when
studying quasi-invariant measures on the path space of a graph, or Markov
measures with given cotransition probabilities (see above). But in what fol-
lows we consider only central measures, i.e., take a quite special system of
projections in the definition of a projective limit. However, there is no sig-
nificant difference in the method of investigating the general case compared
with the case of central measures. We will return to this question elsewhere.
We formulate two simple facts, which follow from definitions.
4. Every ergodic central measure on a Markov compactum (on the path
space of a graph) is a Markov measure with respect to the structure of the
Markov compactum (the ergodicity condition is indispensable here).
5. The tail filtration is semi-homogeneous with respect to every ergodic
central measure, which means exactly that almost all conditional measures
for every partition ξn, n = 1, 2, . . . , are uniform.
The metric theory of semi-homogeneous filtrations will be treated in a
separate paper.
3.3 The extremality of points of a projective limit, and
the ergodicity of Markov measures
We give a criterion for the ergodicity of a measure in terms of general pro-
jective limits of simplices, in other words, a criterion for the extremality of a
point of a projective limit of simplices.
Assume that we are given an arbitrary projective limit of simplices
Σ1 ← Σ2 ← · · · ← Σn ← Σn+1 ← · · · ← Σ∞
with affine projections pn,n−1 : Σn → Σn−1, n = 1, 2, . . . (the general projec-
tion pm,n : Σm → Σn is given above).
18That is, for every separable simplex there exists an injective affine map of this simplex
into the Poulsen simplex, and an isomorphism of any two isomorphic faces of the Poulsen
simplex can be extended to an automorphism of the whole simplex.
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Consider an element x∞ ∈ Σ∞ of the projective limit; it determines, and
is determined by, the sequence of its projections {xn}n=1,2,..., xn ∈ Σn, to
the finite-dimensional simplices. Fix positive integers n < m and take the
(unique) decomposition of the element xm, regarded as a point of the simplex
Σm, into a convex combination of its extreme vertices e
m
i :
xm =
∑
i
cim · emi ,
∑
i
cim = 1, c
i
m ≥ 0;
denote by µm = {cim}i the measure on the vertices of Σm corresponding to
this decomposition. Project this measure µm to the simplex Σn, n < m, and
denote the obtained projection by µnm; this is a measure on Σn, and thus a
random point of Σn; note that this measure is not, in general, concentrated
on the vertices of the simplex Σn.
Proposition 5 (Extremality of a point of a projective limit of simplices).
A point x∞ = {xn}n of the limiting simplex Σ∞ is extreme if and only if the
sequence of measures µmn weakly converges, as m→∞, to the δ-measure δxn
for all values of n:
for every  > 0, for every n there exists K = K,n such that
µmn (V(µn)) > 1−  for every m > K,
where V(·) is the -neighborhood of a point in the usual (for instance, Eu-
clidean) topology.
It suffices to use the continuity of the decomposition of an arbitrary
point x∞ into extreme points in the projective limit topology, and project this
decomposition to the finite-dimensional simplices; then for extreme points,
and only for them, the sequence of projections must converge to a δ-measure.
For details, see [59].
One can easily rephrase this criterion for our case Σ∞ = Σ(Γ) = Σ(X ).
Now it is convenient to regard the coordinates (projections) of a central mea-
sure µ∞ not as points of finite-dimensional simplices, but as measures {µn}n
on their vertices (which is, of course, the same thing). Then the measures
µnm should be regarded as measures on probability vectors indexed by the
vertices of the simplex, and the measure µ on the Markov compactum X
(or on T (Γ)), as a point of the limiting simplex Σ. The criterion then says
that µ is an ergodic measure (i.e., an extreme point of Σ) if and only if the
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sequence of measures µnm (on the set of probability measures on the vertices
of the simplex Σn) weakly converges as m→∞ to the measure µn (regarded
as a measure on the vertices of Σn) for all n.
In probabilistic terms, our assertion is a topological version of the theorem
on convergence of martingales in measure and has a very simple form: for
every n, the conditional distribution of the coordinate xn given that the
coordinate xm, m > n, is fixed converges in probability to the unconditional
distribution of xn as m→∞.
According to Proposition 5, in order to find the finite-dimensional pro-
jections of ergodic measures, one should enumerate all δ-measures that are
weak limits of measures µmn as m→∞. But, of course, this method is ineffi-
cient and tautological. The more efficient ergodic method requires, in order to
be justified, a strengthening of this proposition, namely, one should replace
convergence in measure with convergence almost everywhere.
3.4 All boundaries in geometric terms
The following definition is a paraphrase of the definition of the Martin bound-
ary in terms of projective limits.
Definition 9. A point {xn} ∈ Σ∞ of a projective limit of simplices belongs
to the Martin boundary if there is a sequence of vertices αn ∈ ex(Σn), n =
1, 2, . . . , such that for every m and an arbitrary neighborhood V(xm) ⊂ Σm
there exists N such that
pn,m(αn) ∈ V(xm)
for all n > N .
Less formally, a point of the limiting simplex belongs to the Martin bound-
ary if there exists a sequence of vertices that weakly converges to this point
(“from the outside”). The condition of belonging to the Martin boundary is
a weakening of the almost extremality criterion, hence the following assertion
is obvious.
Proposition 6. The Martin boundary contains the closure of the Choquet
boundary.
However, there are examples where the Martin boundary contains the
closure of the Choquet boundary as a proper subset. A question arises: can
one describe the Martin boundary in terms of the limiting simplex itself?
The negative answer was obtained in [71].
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3.5 A probabilistic interpretation of properties of pro-
jective limits
Parallelism between considering pairs {a graded graph, a system of cotran-
sition probabilities} on the one hand and considering projective limits of
simplices on the other hand means that the latter subject has a probabilistic
interpretation. It is useful to describe it without appealing to the language
of pairs. Recall that in the context of projective limits, a path is a sequence
{tn}n of vertices tn ∈ exΣn that agrees with the projections pn,n−1 for all
n ∈ N in the following sense: pn,n−1tn has a nonzero barycenter coordinate
with respect to tn−1. First of all, every point x∞ ∈ ΣΛ of the limiting sim-
plex is a sequence {xn} of points of the simplices Σn that agrees with the
projections: pin,n−1xn = xn−1, n ∈ N. As an element of the simplex, xn
determines a measure on its vertices, and, since all these measures agree
with the projections, x∞ determines a measure µx on the path space with
fixed cotransition probabilities. Conversely, every such measure comes from
a point x∞. Thus the limiting simplex is the simplex of all measures on the
path space with given cotransition probabilities. The extremality of a point
µ ∈ ex(ΣΛ) means the ergodicity of the measure µ, i.e., the triviality with
respect to µ of the tail σ-algebra on the path space. The above extremality
criterion has a simple geometric interpretation, on which we do not dwell.
So, we have considered the following boundaries of a projective limit of
simplices (or an equipped graph):
the Poisson–Furstenberg boundary ⊂ the Dynkin boundary = the Choquet
boundary ⊂ the closure of the Choquet boundary ⊂ the Martin boundary ⊂
the limiting simplex.
The first boundary is understood as a measure space; all inclusions are,
in general, strict; the answer to the question of whether the Martin boundary
is a geometric object is negative, see [71].
We summarize this section with the following conclusion: the theory of
equipped graded graphs (i.e., pairs {a graded graph + a system of cotransi-
tion probabilities}) is identical to the theory of Choquet simplices regarded as
projective limits of finite-dimensional simplices.
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3.6 The definition of the intrinsic metric on the path
space for central measures
We proceed to our main goal, which is to construct an approximation of a
projective limit of simplices, i.e., a simplex of measures with a given cocycle,
and to define the “intrinsic metric (topology)” on this limit. This metric was
defined in recent papers by the author [59, 63, 58, 61, 64] on path spaces
of graphs, only for central measures and under some additional conditions
on the graph (the absence of vertices with the same predecessors). In this
section, we give this definition in the same generality, for an arbitrary graded
graph and the trivial cocycle (c = 1), or for central measures (see Section 2);
most importantly, we consider the whole limiting simplex and not only its
Choquet boundary. This allows us to study the boundary for graphs with
nonstandard (noncompact) intrinsic metrics. We formulate definitions and
results both in terms of equipped graded graphs and in terms of projective
limits of simplices spanned by the vertices of different levels.
In the next section (Section 4) devoted to the theory of filtrations, we will
give a general definition of the intrinsic metric (topology) and the definition
of a general standard filtration. Note that the definition given in the current
section also makes sense in the general case (for noncentral measures), and
in the case of central measures these two definitions are equivalent, but for
noncentral measures they are, in general, not equivalent. The difference
between two definitions consists in the different manner of iterating the main
operation, which is defined below.
We start with the definition of an important topological operation which
will be repeatedly used, that of “transferring a metric.”
Let (X, ρX) be a metric space and φ : X → Y be a (Borel-)measurable
map from X to a Borel space Y ; assume that the preimages of points φ−1(y),
y ∈ φ(X) ⊂ Y , are endowed with Borel probability measures νy that depend
on y in a Borel-measurable way; φ will be called an equipped map.
Definition 10. The result of transferring the metric ρX on the space X to
the Borel space Y along the equipped map
φ : X → Y
is the metric ρY on Y defined by the formula
ρY (y1, y2) = kρX (νy1 , νy2),
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where kρ is the classical Kantorovich metric on Borel probability measures on
(X, ρX).
1. Consider an equipped graph (Γ,Λ) and the corresponding projective
limit of simplices ΣΛ(Γ). Define an arbitrary metric ρ = ρ1 on the path
space T (Γ) that agrees with the Cantor topology on T (Γ); denote by kρ1
the Kantorovich metric on the space ∆(Γ) of all Borel probability measures
on T (Γ) constructed from the metric ρ1. See the original definition of the
Kantorovich metric (1942) in [20]; see also [57] and the definition below).
2. Given an arbitrary path v ≡ {vn}, consider the finite set of paths
v(u) = {u, v2, . . . } whose coordinates coincide with the corresponding coor-
dinates of v starting from the second one, and assign each of these paths
the measure λuv2 . Now define an equipped map φ1 : T (Γ) → ∆(Γ) = ∆1,
which sends the path v to the measure
∑
u:u≺v2
λuv2δv(u). It is more convenient
to regard it as a map from the simplex ∆(Γ) to itself, by identifying a path
with the δ-measure at it.
Observe two important properties of the operation that associates with
a metric space the simplex of probability measures on this space equipped
with the Kantorovich metric:
1) monotonicity proved in [59]: the inequality ρ ≤ kρ′ implies Kρ ≤ rKρ′ ;
2) linearity in the metric: Kaρ1+bρ2 = aKρ1 + bKρ2 , a, b > 0.
Transferring the metric ρ1 along the equipped map φ1, we obtain a met-
ric ρ2 on a subset ∆2 = φ1(∆1) of the simplex ∆(≡ ∆1(Γ)).
3. In a similar way we define the map φ2 that sends every measure from
∆2 concentrated on paths of the form {u1, v2, . . . }, u1≺v2, to the measure on
the finite collection of paths of the form {u1, u2, v3, . . . } whose coordinates
coincide with vi starting from the third one and the second coordinate u2
runs over all vertices u2 ≺ v3 with probabilities λu2v3 . Again transferring the
metric ρ2 from the space ∆2 along the equipped map φ2, we obtain a metric ρ3
on the image ∆3 ≡ φ2(∆2) = φ2φ1(∆).
Note that the images of the maps φn, i.e., the sets ∆n, are simplices, but
their vertices are no longer δ-measures on the path space, but measures with
finite supports of the form
∑
u1,u2,...,uk
λu1u2 · · ·λukvk+1 ·δu1,...,uk,vk+1,.... The definition
of the simplices ∆n does not depend on the metrics ρn.
4. Continuing this process indefinitely, we obtain an infinite sequence of
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metrics on the decreasing sequence of simplices
∆n = φn−1(∆n−1) = φnφn−1 · · ·φ1(∆1),
∆ = ∆1 ⊃ ∆2 ⊃ ∆3 ⊃ · · · ,
⋂
n
∆n = ∆∞.
Thus we have a sequence of equipped maps of the decreasing sequence of
simplices
∆1 → ∆2 → · · · → ∆n → · · · → ∆∞.
The following assertion does not involve the metric.
Proposition 7. The intersection ∆∞ of all simplices ∆n consists exactly of
those measures on the path space T (Γ) (i.e., those points of the simplex ∆(Γ)
of all measures) that have given cotransition probabilities (given cocycle), and,
therefore, this intersection coincides with the projective limit of the simplices:
∆∞ = ΣΛ(Γ).
Now we define the main notion which grasps the drastic difference between
two types of Markov compacta or graded graphs (Bratteli diagrams).
Definition 11. A Markov compactum X = T (Γ), or the path space of a
graded graph Γ, is called standard if there exists a limit limn→∞ ρn = ρ∞ of
semimetrics on the space ∆∞ (= ΣΛ(Γ), where Λ is the system of cotransition
probabilities). More exactly, for every pair of paths x, y ∈ T (Γ) there exists
a limit
lim
n
ρn(xn, yn) ≡ ρ∞(x, y).
The existence of the limit does not depend on the choice of the initial metric.
In this case, the limiting simplex ΣΛ(Γ) is equipped with this intrinsic metric.
Note that in this case ρ∞ generates the projective limit topology on ΣΛ(Γ).
It is easy to check that the limiting intrinsic semimetric is the same for the
whole class of cylinder semimetrics; a more detailed analysis will be presented
elsewhere.
3.7 Standardness and limit shape theorems
Now we can formulate a new alternative for the problem of studying the
asymptotics of the path space and measures on it. For simplicity, we state
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the problem only for central measures, but the case of an equipped graph
and measures with given cotransition probabilities can be considered in the
same way.
Theorem 5. Consider a graded graph Γ, and let Σ∞ be the simplex of all
central measures. The following two properties of the simplex are equivalent.
1. The graph Γ and the space T (Γ) are standard (i.e., there exists a limit
of the semimetrics ρn).
2. For every ergodic central measure µ on T (Γ) the following is true: for
(µ× µ)-almost all pairs of paths, lim ρn(x, y) = 0 (“limit shape theorem”).
In this case, the Choquet boundary (= the set of extreme points) of the
simplex Σ∞ is open in its closure.
Remark. The latter property is not characteristic for standard graphs: there
exist nonstandard graphs with the same property.
The important and new problem is how to calculate the intrinsic met-
ric for graphs and how to distinguish standard and nonstandard graphs.
Standard graphs are graphs for which the problem of describing the cen-
tral measures is feasible, because the list of these measures has a reasonable
parametrization. We say that the problem of describing the central mea-
sures for a given graph Γ is “smooth” (or tame) if the graph is standard.
For a nonstandard graph like NUP or UP , it is impossible to give a natu-
ral parametrization of the set of all ergodic central measures. The precise
meaning of this is that there is no way to distinguish between ergodic and
nonergodic measures in terms of a finite approximation: the projection of
the set of all ergodic measures is the whole finite simplex (see Figure 7) of
the “tower of measures,” the projective limit of simplices with epimorphic
projections.
We will consider a given central measure on T (Γ) and the tail filtrations
of graded graphs for this measure in the next section.
The notion of standardness of graded graphs (as well as of filtrations of
measure spaces, or filtrations of pasts of Markov processes) is also a far-
reaching generalization of the notion of independence. For example, the
central measures on the Young graph are parameterized by the frequencies of
rows and columns of Young diagrams, but the lengths of rows (and columns)
are not independent in the literal sense. At the same time, the Young graph is
standard, which means that there is an asymptotic independence of statistics
for parameters of random diagrams with respect to any central measure. See
our recent paper [64].
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The term “limit shape theorem” is due to the interpretation of many our
problems as problems concerning the behavior of geometric configurations
(like Young diagrams or some other type of diagrams). According to this
interpretation, these are theorems on the concentration of the random (in
the sense of a given measure) configuration near a deterministic one, see
[48]. The metric used for measuring the distance can be different. We have
used the intrinsic metric, which is universal by definition, but, for example,
the well-known limit shape theorem for the Plancherel measure used the
much stronger and natural, in that case, uniform metric for diagrams, see
[68] and Figure 8. The intrinsic metric corresponds to the notion of weak
standardness, so a limit shape theorem takes place for graded graphs and
measures on the path spaces for which the tail filtration is weakly standard,
see the next section.
Ω(s) =
{
(2/pi)(s arcsin s+
√
1− s2) for |s| ≤ 1,
|s| for |s| ≥ 1.
Figure 8: The limit shape for the Plancherel measure. Vershik–Kerov (1977),
Shepp–Logan (1977).
A completely different limit shape arises for the uniform statistics on
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partitions (Young diagrams); it has the following form (for details, see [48]):
Figure 9: exp(− pi√
6
x) + exp(− pi√
6
y) = 1.
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4 The theory of filtrations, standardness, and
nonstandardness
One of the ideas of this article is to show the connection between the asymp-
totic theory of graded graphs and the theory of filtrations, or decreasing
sequences of σ-algebras. In this section, we briefly describe the main facts
of the latter theory. It started (see [40, 41]) with the definition of dyadic
decreasing sequences of measurable partitions (= dyadic filtrations) and two
fundamental facts: the lacunary theorem for ergodic dyadic filtrations and
the standardness criterion for them (= isomorphism with Bernoulli filtra-
tions). During the 1990s, several important papers and generalizations ap-
peared; we will focus our attention only on the notion of standardness in the
whole generality and explain the connection with the standardness of graded
equipped graphs. In the previous section, we defined standardness for central
measures; the notion was inspired by the measure-theoretic standardness for
semihomogeneous filtrations (for example, dyadic filtrations) introduced in
the 1970s (see [41, 42, 46]).
4.1 Filtrations in measure theory and in the theory of
Borel spaces
We bring together several definitions and preliminary nontrivial facts about
filtrations. A decreasing filtration (hereafter called just a filtration) is a
decreasing sequence
A0 ⊃ A1 ⊃ A2 ⊃ · · ·
of σ-algebras of a standard measure space (X,µ,A) with a continuous mea-
sure µ. Here A0 = A coincides with the σ-algebra of all measurable sets.
Filtrations arise
• in the theory of random processes (stationary or not), as the sequences
of “pasts” (or “futures”);
• in the theory of dynamical systems, as filtrations generated by orbits
of periodic approximations of group actions;
• in statistical physics, as filtrations of families of configurations coincid-
ing outside some volume;
• and, finally and most importantly, in the theory of C∗-algebras and
combinatorics, as tail filtrations of the path spaces of equipped N-graded
locally finite graphs.
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The problem of classification of filtrations in the category of measure
spaces or other categories is deep and quite topical.
We will consider filtrations either in a standard separable Borel space, as
• the tail filtration in the path space T (Γ) of an equipped graded graph Γ;
or in the standard separable measure space (Lebesgue space), as
• the filtration of the “pasts” of a discrete time random process {ξn},
−n ∈ N, in the space of realizations of this process.
Recall that any σ-algebra in a standard measure space is determined by a
measurable partition of the measure space, which is in turn determined by a
system of conditional measures (canonical system of measures in the sense of
Rokhlin): the system of conditional measures determines the partition, and
hence the σ-algebra, up to isomorphism. Thus a filtration of σ-algebras gives
rise to an infinite decreasing sequence of measurable partitions {ξn;n ≤ 0},
which we will use in what follows.
The partition ξ0 corresponding to the whole σ-algebra A0 is the partition
into singletons.
In terms of functional analysis, a filtration can also be given by a decreas-
ing sequence of subalgebras of L∞ type in the space L∞µ (X). From this point
of view, we discuss problems concerning decreasing sequences of subalgebras
of a given algebra.
A filtration determines a limiting equivalence relation on the measure
space (i.e., in general, a nonmeasurable partition) and gives rise, in a canon-
ical way, to a von Neumann algebra, but here we will not discuss these
relations.
In what follows, we assume that almost all elements of all partitions ξn,
n ≤ 0, are finite, and thus they are finite spaces equipped with (conditional)
measures; hence the conditional measure on every element of the partition is
determined by a finite-dimensional probability vector.
If all conditional measures on almost all elements of the partition ξn
coincide and are uniform, with the number of points in the elements equal
to rn, then the filtration is called homogeneous rn-adic (in particular, dyadic
if rn = 2
n); if the conditional measures are uniform, but the number of
points in different elements can be different, then the filtration is called semi-
homogeneous; this is the most interesting and important case. It corresponds
to central measures on path spaces of Bratteli diagrams. But the case of
dyadic filtrations already contains all difficulties of the general theory. A
specific case is the study of continuous filtrations, for which all conditional
measures of all quotient partitions ξn/ξn−1, n = 1, 2, . . . , are continuous; here
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we do not consider this case, but the main methods described below apply
to it, too.
Let us impose an additional finiteness condition: a filtration is said to be
of finite type if not only the elements of all partitions are finite, but also the
collections of the probability vectors of conditional measures corresponding to
the elements of the partition ξn for every n are finite. In other words, the
collection of all elements of the partition ξn can be divided into finitely many
subsets so that in each subset the vectors of conditional measures coincide.
By the very definition, the class of such filtrations is invariant under measure-
preserving transformations.
The following assertion holds.
Proposition 8. An arbitrary finite type filtration is isomorphic to a filtration
corresponding to a Markov chain with finite state sets.
The Markov filtration corresponding to a Markov process with finite state
sets is, obviously, a finite type filtration. Conversely, an arbitrary finite type
filtration can be realized as a filtration corresponding to a Markov chain with
finite space sets, by choosing these sets by recursion on n, starting from the
subsets mentioned in the definition of finiteness and subdividing these subsets
if necessary to obtain a basis of the original space. Note that the filtration
generated by a Markov chain with arbitrary state sets can be isomorphic to
the filtration generated by a chain with finite state sets.
In what follows, we deal with finite type filtrations generated by Markov
chains.
It is not difficult to prove the following assertions.
Proposition 9 (Universality of tail filtrations). 1. Every discrete filtration
in a Lebesgue space is isomorphic to the tail filtration of an equipped graded
graph with some system of cotransition probabilities.
2. Every semihomogeneous filtration is isomorphic to the tail filtration of
a graded graph Γ equipped with a central measure.
As was already mentioned, we can restrict ourselves to one-sided Markov
chains (in general, nonstationary).
Definition 12. 1. Two filtrations An, n ∈ N, and A′n, n ∈ N, of a standard
measure space (X,µ) are finitely isomorphic if for every n there exists an
automorphism Tn of (X,µ) such that
Tn(Ak) = A
′
k, k = 1, . . . , n.
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2. A filtration is called ergodic (or quasi-regular, Kolmogorov, satisfying
the zero–one law) if the intersection of the σ-algebras is trivial:⋂
n
An = N,
where N is the trivial σ-algebra.
It is clear that the ergodicity of a filtration is not an invariant of fi-
nite equivalence, because ergodic and nonergodic filtrations can be finitely
isomorphic. For example, obviously, any two dyadic filtrations are finitely
isomorphic. The crucial fact [41] is the existence of a continuum of ergodic
dyadic filtrations that are not mutually isomorphic.
The fundamental problem is to classify (or to give efficient invariants
up to automorphism of the space) the filtrations of a given class of finite
isomorphism.
Our goal is to introduce a simplest class of filtrations such that every
ergodic filtration is finitely isomorphic to a filtration of this class. We called
such filtrations standard. This implicitly determines the class of Markov
processes or graded graphs for which the tail filtration is standard.
4.2 Weak standardness
We define a property of filtrations that is a very natural step to the general
notion of standardness. For homogeneous filtrations, both notions coincide.
Consider an arbitrary Markov chain {xn}n≥0 with finite state sets and
denote by X the space of all its realizations, which is a general Markov com-
pactum (in particular, it may be nonstationary). We will define a sequence
of semimetrics ρ0 = ρ, ρ1, ρ2, . . . on the space X. Denote by ν a Markov
measure on X and consider the filtration {A}n>0 of (“future”) σ-algebras.
We will study metrics and semimetrics on the space X that agree with the
topology. A semimetric ρ on X is called a cylinder semimetric if there is n
such that ρ(y, z) depends only on coordinates yk, zk with k < n. A metric
ρ is called an almost cylinder metric if it is a limit of cylinder semimetrics:
ρ(y, z) = lim ρn(y, z). Clearly, the topology determined by an almost cylinder
metric coincides with the topology of the compact space X.
We fix an almost cylinder metric or semimetric ρ and use the Markov
filtration in order to define a sequence of transferred metrics.
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Definition 13. Let (X, ρ, µ) be a (semi)metric measure space and ξ be a
measurable partition of X. Then on the quotient space (Xξ, µξ) there is a
canonically defined semimetric ρξ:
ρξ(x, y) ≡ Kρ(µx, µy), (2)
where x, y ∈ X and µx, µy are the conditional measures of the partition ξ on
the elements containing the points x, y, respectively.
Here Kρ(·, ·) is the Kantorovich metric on the simplex of measures on the
metric space (X, ρ); recall the definition of this metric: the distance between
two probability measures α1, α2 on a metric compact space (Z, r) is defined
as
Kr(α1, α2) = inf
ψ∈Ψ
∫
Z
∫
Z
r(a, b) dψ(a, b), (3)
where ψ ∈ Ψ runs over the set of all measures on the space Z × Z with
marginal (= coordinate) projections α1, α2. One often says that measures ψ
are “couplings” for the measures α1, α2. Thus Ψ is the set of all couplings.
Note that if ρ is a metric rather than a semimetric, then Kρ is a metric,
too.
Let us return to our construction. Successively apply the operation of
transferring a semimetric to the spaces (X/ξk ≡ Xξk , ρk, µξk) and partitions
ξk+1/ξk, obtaining metrics ρk+1 on the spaces Xξk+1 , k = 0, 1, . . . , which can
be regarded as semimetrics on the original space (X,µ).
Definition 14. A filtration is called weakly standard if it is ergodic and for
some initial admissible19 metric ρ = ρ0 on the space (X,µ), the sequence of
semimetrics ρn, n > 0, satisfies the condition
lim
n→∞
∫
X
∫
X
ρn(x, y) dµ(x)µ(y) = 0; (4)
in other words, the sequence of semimetric measure spaces (X, ρn) collapses
to the single-point measure space as n→∞.
19The notion of an admissible metric on a measure space was introduced by the author
[51] and studied in [74]. An admissible triple is a triple (X,µ, ρ) where (X,µ) is a standard
Lebesgue space and ρ is a measurable separable (semi)metric on X. In this case, ρ is called
an admissible (semi)metric. For details, see [74]. In the general case of a filtration in a
measure space, it is useful, and even necessary, to use the notion of an admissible metric.
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The main problem is to give rough metric invariants of filtrations up to
measure-theoretic (or Borel) equivalence. For instance, to distinguish filtra-
tions from the class of filtrations finitely isomorphic to ergodic homogeneous
filtrations (“asymptotically homogeneous filtrations”).
Definition 15. 1. A filtration in a Lebesgue space is called a filtration
of product type if it is metrically (i.e., in the sense of measure-preserving
isomorphisms mod0) isomorphic to the filtration of pasts of a Bernoulli se-
quence of random variables: An is the σ-algebra generated by the variables
ωr, n > r, where {ωn}n∈N are independent random variables, each taking
finite values.
2. A homogeneous weakly standard filtration is a filtration isomorphic to
a homogeneous filtration of product type. A dyadic filtration of product type
has the form An, n = 0, 1, . . . , where An is the σ-algebra of measurable sets
on [0, 1] with the Lebesgue measure depending on digits r(x) with r > n in
the dyadic decomposition of x:
x =
∞∑
r=1
r(x)
2r
.
So, a standard dyadic filtration is a filtration isomorphic to this example.
4.3 The definition of standardness
We will define the notion of standardness. The main definition will be sim-
ilar to the definition of weak standardness from the previous section, but
now we will use a more complicated procedure of iterating a metric. For a
semihomogeneous filtration, the new definition is equivalent to the previous
one.
4.3.1 How to measure the distance between finite filtrations
We proceed to describe our main technical tool, the iteration of a metric
with respect to a given measure; it allows us to introduce a general notion
of standard filtrations, which constitute a fundamental class of filtrations.
In the previous section, we defined weakly standard filtrations for the tail
filtrations of some graded graphs. We defined the intrinsic metric, which is
the result of a procedure of iterating semimetrics. But the definition of this
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section gives a more general iteration procedure, as well as a more general
notion of standardness.
We start with some preparations for the main definitions. Assume that we
have two finite filtrations ω1 and ω2 in given spaces X1 and X2, respectively,
|Xi| = Ni, i = 1, 2 (here |A| is the number of points in a set A), which are
finite decreasing sequences of partitions (or finite filtrations) of X i, i = 1, 2:
ωi = {ξik}nk=1, ξi0  ξi1  · · ·  ξin; here ξi0 is the partition of X i into singletons
and ξin is the trivial partition of X
i. We will write x ∼k x′ (respectively,
x k x′) if x and x′ belong to the same element (respectively, different
elements) of the partition ξk, k = 1, . . . , n.
It is helpful to regard a finite filtration on a finite measure space as a
finite tree with labels; or, more exactly, a tree of partitions, or a tree with a
set of cotransition probabilities, see Figure 10.
αn1 α
n
2 . . . . . . α
n
k−1 α
n
k
b
bb
bbbbb
1
b b b b b b b b b b b b b b
α11 α
1
2
k∑
i=1
αni = 1, α
n
i > 0, 1 ≤ i ≤ k, n ∈ N
Figure 10: Tree of partitions.
Let µ1 and µ2 be probability measures on X1 and X2, respectively, with-
out points of zero measure. We regard an N1 ×N2 matrix
ψ = {ψx,y : x ∈ X1, y ∈ X2}
with nonnegative entries as a correspondence, or a coupling (or a multi-valued
map, or a polymorphism) between X1 and X2. We consider bistochastic
coupling matrices ψ with respect to the measures µ1, µ2:
∑
x ψ(x, y) = µ
2(y),∑
y ψ(x, y) = µ
1(x).
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We say that a coupling ψ maps the filtration ω1 to the filtration ω2 if
the following holds: if ψx,y > 0, then for any x
′ ∼k x there exists y′ ∼k y
such that ψx′,y′ > 0, and for any y
′′ ∼k y there exists x′′ ∼k y such that
ψx′′,y′′ > 0. The simplest case where this condition is fulfilled is where ψ is a
bijection between X1 and X2 that is an isomorphism between the filtrations
ω1 and ω2. Denote the set of all such couplings by Ψ(ω1, ω2).
It is easy to prove that Ψ(ω1, ω2) is never empty, because the direct
product µ1 ⊗ µ2 of the measures provides a required coupling: ψ(x, y) =
µ1(x)µ2(y).
Finally, assume that we have a matrix of distances ρ(x, y) for x ∈ X1,
y ∈ X2, with ρ(x, y) ≥ 0. An important example: let f1 and f2 be functions
with values 0 and 1 defined on X1 and X2, respectively, and let ρ(x, y) =
|f1(x)− f2(y)| be the distance between points of X1 and X2.
Now we are ready to define the distance between two finite filtrations
ω1 and ω2 on finite measure spaces (X1, µ1) and (X,µ2) using a distance ρ
between points of these spaces. It is defined by the following formula:
rρ((X1, ω1, µ1), (X2, ω2, µ2)) = inf
ψ∈Ψ(ω1,ω2)
∑
x∈X1, y∈X2
ρ(x, y)ψ(x, y).
It looks similar to the formula for the Kantorovich metric, but there is a
crucial difference, namely, we use only those couplings that agree with the
filtrations.
Using this definition, we can define a procedure of iterating a metric and
the notion of standardness.
4.3.2 Standardness
Let (X,µ, ρ) be an admissible triple where ρ is a metric (or a semimetric), and
let {ξn}n∈N be a discrete filtration on the space X.20 Let C be an element
of the partition ξn and ω
C be the restriction to C of the finite filtration
ξ1, ξ2, . . . , ξn; let µ
C be the conditional measure on C as an element of ξn.
20The previous section allows one to give a complete metric invariant of finite filtrations
in a standard measure space: it is a metric invariant of the measurable function on the
space X/ξn with values in the space of n-trees of partitions that associates to an element C
of ξn the n-tree of partitions corresponding to the restriction of the filtration to this
element. This is a natural generalization of Rokhlin’s invariants of a single measurable
partition: m1(C) ≥ m2(C) ≥ · · · ≥ 0,
∑
mk(C) ≤ 1, where mk(C) are the atomic parts
of the conditional measures.
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Definition 16. Define a sequence of semimetrics as follows: ρ¯0 = ρ, and
ρ¯n+1(x, y) =
∫ ∫
Xξn×Xξn
rρ¯n((C, ωC , µC), (C ′, ωC
′
, µC
′
)) dµξn(C)dµξn(C
′).
A filtration {An}n∈N is called standard if
lim
n→∞
ρ¯n = 0 (5)
for any initial metric ρ.
The condition (5) is called the standardness criterion.
Remark 4. 1. The choice of a metric in the definition is irrelevant: if the
condition is satisfied for some metric, then it is satisfied for all metrics (see
below).
2. Standarness is not equivalent to weak standardness. See an example
in the next section. It is obvious from the definition of the metrics that
ρn ≤ ρ¯n and, in general, the inequality is strict. We may call ρn the weak
intrinsic metric. The nature of the difference between weak standardness
and standardness lies in the properties of the cocycle of the filtration (see
Section 1); if the cocycle is equal to one (a homogeneous filtration, or a
central measure), then both notions of standardness coincide. This difference
between ρn and ρ¯n is similar to the effect of the Bellman principle in dynamic
programming: the optimal global strategy (in our case, the global coupling)
can be or not be the result of a sequence of optimal couplings.
4.4 The properties of standard and weakly standard
filtrations
Many properties of filtrations are common for both notions of standardness;
for this reason, we use the word “standard” when an assertion is true for
both notions.
The monotonicity property of the operation of transferring a metric and
the continuity of this operation with respect to the pointwise convergence of
metrics immediately imply that if the standardness condition (for either of
the notions) is satisfied for a given initial metric, then it is satisfied for any
initial metric. Indeed, it follows from the monotonicity and linearity that
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the condition holds for any cylinder semimetric, and then one should use the
fact that any almost cylinder metric is a limit of cylinder semimetrics.21
In other words, the following theorem holds.
Theorem 6. The property of being a (weakly) standard Markov filtration is
invariant under the group of all measure-preserving transformations and does
not depend on the choice of the initial metric.
It means that if a filtration is realized as the tail filtration of various
Markov chains, then all these chains are standard or not simultaneously.
It should be noted that computing the iterations of functions or metrics
and their expectations is not an easy task. In order to prove the existence of
a nonstandard filtration, we need to check that the limit of the expectation
of the metric ρn does not vanish for some functions. The first example of a
nonstandard filtration was suggested by the author in [41] (see also [42, 46]):
it is the filtration of pasts for a random walk over trajectories of a Bernoulli
action of a free non-Abelean group. By now there are many such examples.
A survey of the state of the art in this field will be published in a separate
paper.
The drawback of the above definition of standardness is that checking
condition (5) requires computing the iterated metrics. It is desirable to have
a criterion that would relate the metric ρn directly to the initial metric,
skipping the intermediate steps. We present such a criterion; its statement
does not involve a Markov realization of a filtration, but whenever necessary
we will use special couplings, in contrast to arbitrary couplings used in the
definition of the Kantorovich metric. Another difference is that the condition
must be satisfied not for one metric, but for all degenerate semimetrics of a
special form.
The following observation is convenient for applications.
Proposition 10. If the standardness (or weak standardness) condition holds
for every semimetric of the form ρf (x, y) = |f(x) − f(y)| with functions
f ∈ L∞(X,µ) that take finitely many values, then it holds for every metric.
The statement of the standardness criterion implies the following impor-
tant property.
21The same argument allows one to infer that a filtration is standard with respect to an
arbitrary admissible semimetric if it is standard with respect to a single admissible metric.
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Remark 5. If the standardness (or weak standardness) criterion is satis-
fied for a filtration {ξn}n>0, then it is satisfied for the quotient filtration
{ξn+k/ξk}n>0 for every k > 0.
Finally, we emphasize that the condition of the criterion is invariant by
the very definition, i.e., if it holds for a filtration, then it also holds for any
isomorphic filtration. Indeed, it involves only notions related to the filtration
and no other notions (e.g., metrics, as in the first statement). Although we
formulated the criterion for discrete type filtrations, it applies with minimal
modifications to arbitrary filtrations.
Remark 6. In particular, a Markov process (filtration) is standard if and
only if condition (5) is satisfied.
For dyadic filtrations, this theorem was the main fact of the first period
of the theory of filtrations (see [41, 42, 43, 46]). For general filtrations, it was
stated as a definition in [46, 65].
A detailed proof will be published in the paper mentioned in the Introduc-
tion. Let us specify the standardness criterion for homogeneous filtrations
and functions with finitely many values. For clarity, we restrict ourselves to
dyadic filtrations and indicator functions of sets. What does the criterion
mean in this case?
In this case, an element of the nth partition is a set consisting of 2n
points equipped with the uniform measure and a structure of a binary tree
(of height n), and the restriction of an indicator function is a 0− 1 vector of
dimension 2n. In the case of a uniform measure, as couplings we may take not
Markov, but one-to-one maps (which preserve the uniform measure), that is,
elements of the group preserving the tree structure, i.e., automorphisms of
the binary tree. Hence the distance between the restrictions of a function to
two trees is the distance between two orbits of the group of automorphisms
of the tree acting on the vertices of the unit cube of dimension 2n. Thus, the
standardness criterion means that for every ε > 0 there is N such that for all
elements of the partition ξn with n > N from some set of measure > 1 − ε,
the restrictions of the indicator function lie on orbits of the action of the
group Dn of automorphisms of the tree for which the (Hamming) distance
is less than ε. This observation can easily be extended to the case of other
filtrations.
The meaning of the standardness criterion is that the restrictions of any
function to various elements of the partition have asymptotically the same
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behavior with respect to the tree structure (up to automorphisms, or cou-
plings).
Hence standardness can be interpreted as an invariant form of
the asymptotic independence property for filtrations, or as an ana-
log of the independence of a sequence of random variables.
Historically, the statement of the standardness criterion for homogeneous
filtrations preceded the standardness condition (3) given above. The fact that
if the criterion is satisfied then the filtration is standard (in the homogeneous
case) was proved by the author ([41, 42], see also [46]), who simultaneously
gave the first example of a nonstandard filtration.
The following corollary of the criterion explains our claims from Sec-
tion 3.7.
Proposition 11. If a central ergodic measure µ on the path space T (Γ) of
a graded graph Γ is nonstandard, then the limit limn ρn(x, y) does not exist
for (µ × µ)-almost all pairs (x, y). If this limit exists, then it must be equal
to zero, and the measure (its tail filtration) is standard.
Examples of nonstandard graphs, for which the sequence of metrics does
not converge to the intrinsic metric, were given above: this is, for instance,
the graph of unordered pairs (UP) or the graph of ordered pairs (OP). These
graphs are also related to the notion of a tower of measures, which is a
remarkable projective limit (see Figure 7) on which we can see the difference
between standard and nonstandard central measures.
We state without proof one of the main facts, which is a generalization
of the lacunary theorem ([40]) and was proved in [64].
Theorem 7 (Lacunary theorem). For every equipped graph (Γ =
⋃
n Γn,Λ)
(respectively, for every projective limit of simplices limn{Σn, {pin,m}n,m}), one
can choose a subsequence of positive integers nk, k = 1, 2, . . . , such that
the equipped multigraph Γ′ =
⋃
k Γnk obtained by removing all levels between
nk and nk+1, k = 1, 2, . . . , and preserving all paths connecting them (re-
spectively, the projective limit limk{Σnk , {pi′k,s}k,s} with the lumped system of
projections pi′k,s, where pi
′
k,k+1 =
∏i=nk+1−1
i=nk
pii,i+1) is standard.
Remark 7. A consequence of the lacunary theorem is that the standardness
of a central measure on the path space of a graph is a property of the projec-
tive limit, but not of the limiting simplex: by telescoping the approximation
(omitting several levels of the graph) one can change the intrinsic topology,
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and, by the lacunary theorem, make the tail filtration standard for any given
measure.
Definition 17. A graded graph is called eventually standard if there exist a
telescoping that makes all central ergodic measures standard.
Proposition 12. The graph UP is not eventually standard.
Now we can divide Borel actions of amenable groups into two classes:
eventually standard and not eventually standard.
Definition 18. An eventually standard action of an amenable countable
group is an action that admits an adic approximation (see the previous sec-
tion) with a standard graded graph.
Actions of this kind admit a smooth description of invariant measures.
Supposedly, a Bernoulli action is not eventually standard, at least for an
Abelean group.
A more delicate classification of actions should take in account specific
properties of the graph.
This question depends on the classification of orbit equivalence relations
on a Borel space. But if we consider this problem up to Borel isomorphisms
of the space, then, by Kechris’ theorem ([22]), all the cases with a given
number of invariant measures are isomorphic. So, this classification is too
rough. On the other hand, the topological classification is too detailed to be
useful.
Here we suggest how to divide the cases into “smooth” (standard) and
“wild” (nonstandard) ones using a finite approximation of the orbit partition
or the structure of the associated branching graph (see above). More exactly,
we consider eventually standard and nonstandard approximations of the orbit
partition and distinguish the cases depending on the existence of a standard
approximation.
4.4.1 Characterization of standard filtrations in terms of martin-
gales
Now we give yet another formulation of the standardness criterion, in terms
closer to the theory of random processes. Here we use the terminology and
properties of Markov processes.
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Consider a sequence of scalar (e.g., real) random variables fn, n > 0, that
constitute a Markov chain with finite sets of transitions (but with arbitrary
state sets), in general nonstationary, and the filtration generated by this
chain: {An = {fk, k ≥ n}; n = 1, 2, . . . }. Assume that the zero–one law
holds, i.e., the filtration is ergodic.
We will rephrase the standardness criterion for this filtration assuming
that all fn have finite first moments, and explain in what sense the criterion
is a strengthening of Doob’s martingale convergence theorem. The latter
says, for instance, that for all k
lim
n
E[fk|An] = Efk
(the almost everywhere convergence of conditional expectations).
The same theorem can be applied not to the random variables them-
selves, but to their conditional distributions: as n → ∞, the conditional
distribution of the random variable f1 (or of several first variables f1, . . . , fk)
with respect to the σ-algebra An, n > k, converges almost everywhere to the
unconditional distribution. This fact uses only the ergodicity of the filtra-
tion (the zero–one law). For our purposes, it is convenient to eliminate the
limiting (unconditional) distribution from this statement and rephrase the
theorem as follows: the distance between the conditional distributions given
fn = xn and fn = yn tends to zero as n→∞ for almost all pairs ({xn}, {yn})
of trajectories of the Markov chain.
The following assertion is a maximal (“diagonal”) strengthening of these
theorems in which k is not fixed but equal to n, i.e., tends to infinity si-
multaneously with the number of the σ-algebra with respect to which the
conditional expectation is taken. This condition does not hold for all Markov
chains, but only for standard filtrations (standard Markov chains). Let us
formulate it precisely.
Consider the conditional distributions µxn and µ
y
n of the first n−1 random
variables {f1, f2, . . . , fn} given fn+1 = x and fn+1 = y; the Markov property
means that these conditional distributions are discrete measures on the set Rn
of vectors (trajectories of the chain) which depend only on the values x and y.
Take a separable metric ρ in the space of all trajectories of the process, and
approximate it by a metric on the set of these vectors. Then consider the
value
r¯n(x, y) = min
ψ∈Ψm
EKρ¯(µ
x
n, µ
y
n),
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where the minimum is taken over all Markov couplings, as in the standardness
criterion. We emphasize that the Markov condition imposed on couplings
(i.e., the requirement that the projections to the coordinates should preserve
not only the measure, but also the order structure) is of crucial importance.
The above argument implies the following theorem.
Theorem 8. A Markov chain is standard if and only if
lim
n
∫
X×X
rn(x, y) dµ(x)dµ(y) = 0.
This means that in the standard case, and only in this case, the con-
ditional measures of the process with fixed fn concentrate in a very strong
sense. This again remind us the independence property.
Now we will relate this statement to limit shape theorems. Regarding
trajectories of the Markov chain as paths in the Bratteli diagram, the stan-
dardness of a central measure on paths can be formulated as follows: for
every  > 0 there is N such that for every n > N there exists a vertex vn
of the n-th level of the graph such that the measure of the set of paths that
meet this level at vertices from the -neighborhood of vn is not less than 1− .
Here a neighborhood is understood in the sense of the n-iterated arbitrary
initial metric. In examples where vertices of the graph are some sort of con-
figurations, this fact turns into a theorem on the concentration of a random
distribution near some configuration.
4.5 The difference between standard and nonstandard
filtrations
The notion of standardness, introduced in Sections 3 and 4, allows us to
divide central measures and, consequently, extreme points of the simplex
Σ∞(Γ) into two classes. Note that almost all paths with respect to a given
measure weakly tend to this measure (regarded as an extreme point), but if
the extreme point is from the first class (standard), then the paths converge
in the sense of the intrinsic metric (the convergence with respect to which
in this case coincides with the weak convergence). On the contrary, for
a nonstandard measure, almost all paths do not converge to this extreme
point. This remark is nothing more than another formulation of the above
statement in terms of martingales.
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The following simple example is very instructive from different points of
view. We present two filtrations, which are the tail filtrations of stationary
Markov processes, that are finitely isomorphic but not isomorphic. One of
the filtrations is standard (Bernoulli), the other one is Markov stationary,
not Bernoulli, and not even standard, but weakly standard. Both filtrations
are far from being homogeneous. Namely, we consider the Markov processes
on the space
X =
∞∏
1
{0; 1}
with the transition matrices(
p q
p q
)
and
(
p q
q p
)
,
where q = 1 − p > 0 and p 6= q. For the first process, the tail filtration
is Bernoulli, and hence standard. For the second one, the filtration is not
standard, which can easily be seen by checking the violation of the criterion
condition: namely, the distance between two distinct vertices is equal to
|p− q| at all levels (see also below). In this case, for all n we have two types
of elements of the partitions ξn, denote them by an, bn; and ρ¯n(an, bn) =
|p−q|9 0. But ρn(an, bn) = |p−q|n → 0. The first cylinders {{xn} : x0 = 0}
and {{xn} : x0 = 1} cannot be distinguished by the filtration, because it is
invariant with respect to the flip 0⇔ 1.
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5 Classification of metrics and measurable func-
tions of several variables; the matrix distri-
bution and invariant measures
5.1 Invariant measures for the infinite symmetric group
and related “big” groups
As an example of the problem of describing the invariant measures, consider
the diagonal action of the group SN of all finite permutations on the space of
infinite tensors of rank n with values in any Borel space E: {ti1,i2,...,in}, ik ∈ N,
k = 1, . . . , n, ti1,i2,...in ∈ E (it suffices to consider the interval E = [0, 1], and
the most interesting case is E = {0, 1}).
We may consider special types of tensors (symmetric, antisymmetric, etc.)
or multi-coordinate actions of the group SnN, for example, separate actions
on each coordinate and so on. All actions of this type will be called tensor
actions of the infinite symmetric group. Because of the inductive (locally
finite) structure of the group SN, the problem of describing the invariant
measures can be included into the above context of central measures on path
spaces of branching graphs.
Theorem 9. All actions of the infinite symmetric group in the space of ten-
sors are eventually standard, and, consequently, the list of all ergodic invari-
ant measures is precompact. This means that there is a natural approximation
of this action on an eventually standard graded graph.
The term “eventually standard” has the same sense as in the previous
definition for graded graphs.
Remark 8. 1. By a “natural approximation” we mean an approximation
by an inductive family of actions of the finite groups Sn on spaces of finite-
dimensional tensors. For the group SN, tensor actions play a role similar to
the role of actions with discrete spectra for commutative groups (Z).
2. There are many examples of nonstandard actions of SN, e.g., the
Bernoulli action on the space 2SN . It is an interesting problem to describe all
standard actions of this group.
The reason underlying the standardness is related to the fact that an
action can be extended to the group SN of all permutations of N (which is the
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completion of the group SN in the weak topology), and the representations
of this bigger group are exhausted by tensor representations ([25]). But
here we have, in a sense, the equivalence of these two facts: the possibility to
enumerate the ergodic invariant measures and the irreducible representations
of the group SN.
A similar problem and a corresponding result can be stated for the infinite
unitary group and other inductive limits of finite or compact groups. There
is also a link to the representation theory of these groups.
Specific examples of invariant measures on the space of matrices are
closely related to the classification of measurable functions, which we consider
in the next section.
5.2 Classification of functions and metrics, matrix dis-
tributions as random matrices
We start with the following problem.
Problem 2. To classify measurable (or continuous, smooth, etc.) functions
of two or more independent variables up to the group of automorphisms of
each variable separately.
More exactly, in the case of the measure-theoretic category, two real-
valued measurable functions f, g of d variables on the Lebesgue space Xd
with product continuous measure µd are separately metrically isomorphic
(we assume that d = 2) if
g(x, y) = f(T1x, T2y),
and jointly metrically isomorphic if
g(x, y) = f(Tx, Ty),
where T1, T2, T are arbitrary invertible measure-preserving transformations
of (X,µ). In the latter case, it is natural to assume that f, g are symmetric
functions.
A very important special case is as follows.
Problem 3. To classify Polish (= separable complete metric) spaces (X, ρ, µ)
with metric ρ and Borel probability measure µ up to measure-preserving
isometries:
(X,µ, ρ) ∼ (X1, µ1, ρ1)⇔ ρ1(Tx, Ty) = ρ(x, y),
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where T : X → X1, Tµ = µ1.
M. Gromov [13] considered a Polish space with a Borel measure (called an
“mm-space”); the author considered the more general case of an “admissible
triple”: a standard measure space with a separable metric that is a measur-
able function of two variables, see [74]. It is obvious that the classification
of metric spaces is the same as the classification of metrics as measurable
functions of two variables on the square of the space, and this is a special
case of the previous problem.
For simplicity, we will speak about measurable symmetric functions and
the diagonal group: T1 = T2. Let f be a real symmetric measurable function
of two variables on the space (X × X,µ × µ) with values in some standard
Borel space R.
The function f is called a pure function if the inequality
µ{x : f(gx, ·) = f(x, ·) mod 0} > 0
holds only when g = Id mod 0, and a completely pure function if the equality
f(gx, hy) = f(x, y) mod 0 with respect to the measure µ× µ,
holds only when the measure-preserving transformations g, h are identical:
g = h = Id.
Consider the infinite product space (XN, µN) of the domain spaces. Let
MN(R) be the space of all symmetric matrices with entries from R. We will
omit [0, 1] in the notation: MN([0, 1]) = MN. Define a map
Ff : X
N →MN(R)
by the formula
Ff ({xn}n∈N) = {f(xi, xj)}∞i,j=1.
Definition 19. The push-forward measure Ff (µ
N) on the space of matrices
MN(R) (the image of the measure µ
N under the map Ff) will be called the
matrix distribution of the measurable function f and denoted by Df .
The matrix distribution is a generalization of the notion of the distri-
bution of a function of one variable. It is easy to check that the matrix
distribution is an ergodic SN-invariant measure with respect to the diagonal
action of the group on the space of matrices.
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Theorem 10 (Classification of pure measurable functions [50]). Let f be a
pure symmetric measurable function on the space (X ×X,µ×µ) with values
in a standard Borel space R. Then the matrix distribution measure Df is a
complete invariant of the function f in the sense of the above equivalence.
In other words,
1) if two (not necessarily pure) real functions f1 and f2 are isomorphic,
then Df1 = Df2 ;
2) if two pure measurable functions f1, f2 are defined on spaces
(X1 ×X1, µ1 × µ1) and (X2 ×X2, µ2 × µ2), respectively, and have the same
measures Df1 = Df2 on the space MN(R), then they are isomorphic, i.e., there
exists a measure-preserving automorphism T : (X1, µ1)→ (X2, µ2) such that
f2(x, y) = f1(Tx, Ty) for almost all (x, y) ∈ (X2 ×X2).
The special case of metrics is as follows.
Theorem 11 (Gromov [13], Vershik [49]). Let (X, ρ, µ) be a metric sepa-
rable space with a nondegenerate Borel probability measure (= there are no
nonempty open sets of zero measure). Then the matrix distribution Dρ is a
complete invariant with respect to measure-preserving isometries. Here the
matrix distribution Dρ is the measure on the space of infinite distance ma-
trices {ri,j} that is the image of the Bernoulli measure µ∞ under the map
Fρ : X
∞ →MN(R) given by Fρ({xn}) = {ρ(xi, xj)}.
Gromov’s first proof used some analytic tools (the moment problem); the
proof in [49] is very simple and based on the individual ergodic theorem.
The matrix distributions of symmetric functions of two variables (e.g.,
metrics) is a special class of ergodic invariant measures on the space MN
which can be directly characterized. Here we consider only the case of metrics
regarded as measurable functions of two variables.
The previous theorem implies the uniqueness of an admissible triple with
a given matrix distribution up to measure-preserving isometries. The next
theorem gives conditions that guarantee the existence of an admissible triple
with a given matrix distribution.
Denote by R the closed cone of all distance matrices in M∞(R+):
R = {{ri,j} : ri,j ≥ 0, ri,j = rj,i, ri,j + rj,k ≥ ri,k, i, j, k ∈ N}.
Theorem 12 (Characterization of matrix distributions, reconstruction of
the metric triple, [50, 56]). A probability measure τ on the space of distance
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matrices R is the matrix distribution Dρ of some metric if and only if the
following conditions are satisfied:
1) The measure τ is invariant under the action of the infinite symmetric
group SN by simultaneous permutations of rows and columns.
2) The measure τ is “simple,” which means the following. Consider the
map T that, by definition, sends τ -almost every matrix r ≡ {ri,j} to the
empirical distribution of the columns of r; this is a well-defined (because of
the ergodic theorem) map T : (R, τ)→ (Meas[R∞+ ], θ ≡ T∗τ). The condition
is that it is an isomorphism between these measure spaces. Here Meas[R∞]
is the space of all Borel probability measures on the space R∞.
Note that the map T is well defined on a set of full τ -measure. The second
condition means that one can restore the measure-metric space if one knows
the joint distribution of the distance from a random point to a countable
dense set of points.
Proof. The necessity of the first condition is trivial by the definition of the
matrix distribution Dρ. Condition 2 means that almost all matrices with
respect to the measure Dρ can be restored if we know the empirical joint
distribution of the distances from one given point. In other words, this
means that with probability 1 the coincidence of the joint distributions of
the sequence of functions of the second variable {ρ(xi, ·)}i and {ρ(x′i, ·)}i
implies the equality xi = x
′
i, i = 1, 2, . . . . But this follows from the pureness
of the function f .
Assume that we have a simple SN-invariant measure τ on the cone R.
Then for τ -almost all matrices r, which we consider as distance matrices on N,
we can define a metric space Xr, which is the completion of the metric space
(N, r) with respect to the metric r, and define a unique Borel measure µr
on Xr. The group SN acts naturally on N, and, consequently, this action
can be extended by continuity to the space Xr. Denote the extension of the
metric r to Xr by ρr. We obtain the metric triple (Xr, ρr, µr). Note that,
up to a measure-preserving isometry, the triple (Xr, ρr, µr) does not depend
on the matrix r. Indeed, if we have another matrix of the type r′ = grg−1,
g ∈ SN, then the action of g can be extended to Xr as a measure-preserving
isometry. But because of the ergodicity of the action of SN in Xr, for τ -
almost all distance matrices r and for τ -almost all distance matrices r′ we
can choose in Xr a dense sequence of points {xi} whose distance matrix is r′.
To complete the proof, it suffices to prove that the matrix distribution of the
triple (Xr, ρr, µr) is the measure τ .
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5.3 The problem of classification of functions of sev-
eral variables and Aldous’ theorem
Now we relate this classification to a remarkable result by D. Aldous. In
his paper [2], as well as in some subsequent papers (see, e.g., the book [19]),
the list of such invariant measures for the group SN is obtained. The answer
is given in terms of some measurable function in an undefined space. The
missing link is a canonical form of a function with a given matrix distribu-
tion and, more generally, a connection to the intimately related classification
problem. This classification problem plays, in a sense, the role of the dual
problem. In my papers [50, 56, 66], an example of such an approach was
suggested, which looks like a generalization of the “ergodic method.” In the
spirit of this connection, we obtain an explanation for the following question:
what is the meaning of the third variable in Aldous’ theorem? The ma-
trix distributions of measurable functions do not exhaust the list of ergodic
(S∞×S∞)-invariant measures in the space of matrices M∞(R). We formulate
a classification problem for which the class of invariants — a new kind of ma-
trix distributions — coincides with the set of all ergodic (S∞×S∞)-invariant
measures.
Problem 4. Consider the space of all measurable functions of three variables
(x1, x2, x3) 7→ f(x1, x2, x3), xi ∈ X, i = 1, 2, 3 (here (X,µ) is a standard
measure space) that are symmetric in the sense that f(x1, x2, z) = f(x2, x1, z)
with the following equivalence relation:
g ∼ f ⇔ g(x1, x2, x3) = f(T1x1, T2x2, Sx1,x2x3),
where T1, T2, Sx1,x2 are measure-preserving transformations of (X,µ) and {Sx1,x2}
is a measurable function on (X,µ)2 with values in Aut(X,µ).
Thus, the group of automorphisms that underlies the classification is the
skew product
Aut(X,µ)2 i (X2 → Aut(X,µ)) ⊂ Aut(X,µ)3.
We call this equivalence the (2− 1)-equivalence.
It is more convenient to reformulate this problem as a problem of classi-
fication of functions of two variables with values in classes of metric equiv-
alence of functions of one variable (roughly speaking, with values in Borel
probability measures on some Borel space).
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Let f be a measurable function on the space (X,µ)3 with values in a
standard Borel space E. Consider the map
{xi, zi,j}i,j 7→ {f(xi, xj, zi,j)}i,j,
where {xi}, {zi,j} are mutually independent random variables (zi,j = zj,i)
with values in X and with the common distribution µ. The images of the
sequences under this map are matrices from the space of matrices MN(E),
and the image Df of the measure µN×µN2 is called the “matrix distribution”
of the function f (in the framework of the given problem).
A generalization of Aldous’ theorem can be formulated as follows.
Theorem 13. 1. A complete invariant with respect to the (2− 1) classifica-
tion of measurable pure functions f : X3 → E of three variables with values
in the space E is the matrix distribution Df of f .
2. Every ergodic SN-invariant (with respect to the diagonal action) mea-
sure on the space of matrices MN(E) with entries in a Borel space E is the
matrix distribution of some function f , which is unique up to the (2 − 1)
equivalence.
5.4 Generalized metric measure spaces
We briefly describe a generalization of the previous classification problem and
consider the starting point of the theory of nonstandard filtrations, which is
closely related to this problem.
The set of all matrix distributions Df of measurable functions of two
variables f is not weakly closed in the space of all measures on the space
of matrices MN(R). The same is true if we consider only metrics as func-
tions f . What meaning do elements of the closure have? We will give an
interpretation of limit elements; they are also matrix distributions, but of
“generalized,” or “random,” or “virtual” measurable functions. We restrict
ourselves only to the case when functions are metrics.
A generalized metric on a measure space (X,µ) is a symmetric random
field ξ(·, ·) on (X×X,µ×µ) with values in R+ subject to the triangle inequal-
ity ξ(x, y) + ξ(y, z) ≥ ξ(x, z) almost everywhere. We can regard this field
in the traditional way as a function of three variables: ξ(x, y) = f(x, y, ω),
where ω ∈ Ω, with Ω being an “indeterminate space,” and ν is a measure
on Ω. We define the generalized matrix distribution Dξ as the measure on
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the space MN(R) that is the image of the measure µ∞ × ν∞2 under the map
{xi}i × {ωi,j}i,j → {ξ(xi, xj, ωi,j)}i,j.
If ξ is not a deterministic function (i.e., ω is not a function of xi, xj),
then this generalized matrix distribution is not a matrix distribution of any
measurable function.22
Proposition 13. Every generalized matrix distribution is an SN-invariant
ergodic measure on MN(R). The set of all generalized matrix distributions is
a weakly closed subset of the space of probability measures on MN(R).
A typical situation when a generalized metric appears is as follows (we
met it when we introduced the notion of a standard graph in Section 3).
Consider a sequence of admissible triples (= admissible measure metric
spaces) (X, ρn, µ); assume that the space and the measure are fixed and the
metric varies. Assume that {ρn}n, regarded as a sequence of functions of two
variables, does not converge literally, but the sequence of its distributions
(with respect to the measure µ × µ), regarded as a sequence of measures
on R+, does weakly converge. More generally, assume that the sequence
of matrix distributions Dρn weakly converges to a measure Dρ∞ . Then the
limit measure can be or not the matrix distribution of some admissible triple.
In other words, a measure metric space is a generalized space, but not all
generalized spaces are ordinary measure metric spaces. So, the notion of a
generalized matrix distribution is a generalization of the notion of a matrix
distribution.
Conjecture 1. Consider a graded graph Γ and an ergodic central measure µ
on the path space T (Γ). Let ρ = ρ0 be a metric on T (Γ), and assume that
(T (Γ), ρ, µ) is an admissible triple. Then the sequence of spaces (T (Γ), ρn, µ)
converges to a generalized admissible triple. If the graph is standard, then,
by definition, the limit is again an admissible triple; if the tail filtration with
respect to a central measure on a nonstandard graph is not standard, then
the limit is a generalized but not ordinary metric triple.
22The correct definition of a random field on a measure space is not in the spirit of
Kolmogorov’s definition of random processes, but is more similar to, although not the
same as, the definition of Gelfand–Ito generalized processes. The main point is just the
existence of a generalized matrix distribution.
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I can confirm this conjecture in several cases. It is important that some
characteristics of measure metric spaces still exist for generalized admissi-
ble triples, for example, ε-entropy. We will return to this very interesting
question in future publications; see [64].
This analysis should make clear the following comment to the statement of
Aldous’ theorem in the previous section: every ergodic S∞-invariant measure
on the space of symmetric matrices is the generalized matrix distribution of
a generalized measurable function.
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6 Examples: the exit boundaries for the Pas-
cal and Young graph, for the dynamic tree,
and for random subgroups
In this section, we will consider several examples. Some of them are old,
but the point of view is rather new. We consider the absolute boundary for
the Pascal graph of an arbitrary dimension and the Young graph. All these
graphs are standard. We formulate a conjecture on the entropy of standard
central measures on the path space which generalizes the old entropy con-
jecture from [69]. We consider Thoma’s theorem on the characters of the
infinite symmetric group from the point of view of totally nonfree actions of
the infinite symmetric group. A new result on the phase transition and the
loss of ergodicity in the absolute boundary problem on the dynamical graph
of a tree is presented. Finally, we mention a link between central measures
and factor representations of type II1 for the infinite symmetric group. We
also mention results on “random subgroups” (IRS) and their relation to to-
tally nonfree actions. Also, we give a link between these questions and the
theory of factor representations.
There are many papers and results on list of characters and invariant
measures for graphs, groups, etc. These results constitute the foundation of
the new area of the representation theory of groups and algebras, the asymp-
totic representation theory, which has many intersections with combinatorics,
probability theory, etc. We mention only several works in this area, where
one can find further references: [47, 23, 30, 28, 29, 6].
6.1 The absolute boundary for the Pascal graph of an
arbitrary dimension
Consider the infinite Pascal triangle Γ as a graded graph (see Figure 4). The
space T (Γ) of infinite paths is, in a natural sense, isomorphic to the product
X =
∏∞
n=1{0; 1}.
Theorem 14. The absolute boundary Erg(Γ) for the infinite Pascal triangle
is the unit interval [0, 1]. More exactly, every ergodic central measure µ on
T (Γ) is a Bernoulli measure on X: µ = µp =
∏∞
n=1(p, 1− p) with p ∈ [0, 1].
Indeed, in terms of the space X, the centrality of a measure on T (Γ)
is the invariance of the measure under the action of the infinite symmetric
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group SN by permutations of coordinates. The classical de Finetti theorem
gives the required result.
For the same reason, the absolute boundary of the d-dimensional Pascal
graph (Z+)d is the (d− 1)-dimensional simplex (here Bernoulli measures are
of the form (p1, p2, . . . , pd),
∑
i pi = 1, pi ≥ 0, i = 1, . . . , d− 1).
A much more complicated example of calculating the absolute boundary,
which we briefly discuss below, is for the so-called Young graph, the graph
of Young diagrams.
All these examples of graded graphs are the so-called Hasse diagrams
of lattices which are the lattices of finite ideals of some posets, and hence
distributive. We want to formulate a conjecture on the absolute boundary in
this situation. Recall that every distributive lattice L is the lattice L = L(Y )
of all finite ideals of a poset Y .
Conjecture 2. The absolute boundary of a graded graph Γ that is the Hasse
diagram of a distributive lattice L(Y ) is the set of all monotone positive
functions f ≤ 1 on the space of all minimal infinite ideals of the poset Y .
For example, the Young lattice is the lattice of finite ideals of [Z+]2, and
infinite minimal ideals are unions of rows and columns. Thus, a monotone
function is f : N∪N∪{∞} → [0, 1], its values are f(n, 0) = αn, f(0, n) = α−n,
f(∞) = γ, where {α±n, γ} are Thoma’s parameters. The characters of the
infinite symmetric group are parameterized by the frequencies of rows and
columns of increasing sequences of Young diagrams. For the multidimen-
sional Young lattices, this conjecture was suggested by Vershik and Kerov in
the 1980s, but only now it is close to being proved.
6.2 Dynamic graphs, or pascalization, and random walks
on groups
Now we consider a very interesting and new result on the absolute boundary
of the dynamic Cayley graph of a group with finitely many generators. We
start with the definition of the following operation on graphs.
Let γ be an arbitrary connected locally finite graph without multiple
edges with a distinguished vertex v0. The graph Γ(γ, v0), called the dynamic
graph, or the pascalization, of the graph γ, is the N -graded graph whose nth
level is a copy of the set of vertices of T connected with the distinguished
vertex v0 by walks of length n (or, which is the same, by paths of length
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at most n and of the same parity as n); the unique vertex of the zero level
will be denoted by ∅. Two vertices in Γ(γ, v0) are adjacent if and only if
they lie at adjacent levels and their copies are connected by an edge in the
graph T . If a connected graph γ has no odd cycles, then choosing the initial
vertex turns it into an N-graded graph for which the dynamic graph Γ(γ, v0)
is defined in [72] and called the pascalization23 of T .
If G is a countable group with a fixed finite collection of generators A =
A−1, then Cay(G,A) is the Cayley graph of G with respect to the set of
generators A.
Now we apply the above construction with γ being the Cayley graph of
the group G and obtain a graded graph which we denote by Γ(G,A); we will
call it the dynamic graph, or the pascalization, of the Cayley graph Cay(G,A).
We may say also that this is the graph of the simple random walk on the
Cayley graph Cay(G,A).
For q > 0, let Tq+1 be a tree of valence q+1. The case q = 2k corresponds
to the Cayley graph of the free group with k generators. We consider the
simple random walk starting from the origin and having equal probabilities
of all edges. The graded graph Γ(Tq+1, v0) is an N-graded graph whose nth
level is a copy of the set of vertices of Tq+1 connected with the distinguished
vertex v0 by walks of length n. We want to find the set Erg(Γ(Tq+1)) of all
central measures of the graph Γ(Tq+1, v0), or, in other words, the absolute
boundary Erg(Γ(Tq+1)) of this dynamic graph Γ(T, v0) = Γ(Tq+1).
Theorem 15 (Vershik–Malyutin [71]). For q ≥ 2, the set Erg(Γ(Tq+1, v0)) of
all ergodic central measures on the space T (Γ(Tq+1, v0)) of infinite paths in the
dynamic graph Γ(Tq+1, v0) over the (q + 1)-homogeneous tree Tq+1 (i.e., the
absolute boundary) coincides with the following family of Markov measures:
Λq := {λω,r | ω ∈ ∂Tq+1, r ∈ [1/2, 1]} .
Thus, the absolute boundary is homeomorphic (in the weak topology) to the
product
∂Tq+1 × [1/2, 1] .
On the other hand, this set can be identified with the set of all minimal
positive eigenfunctions of the Laplace operator on the tree with eigenvalues
23The term is due to the fact that if γ is the chain (i.e., γ = {n ∈ Z} with the grading
n → |n| ∈ N), then the “pascalization” of γ is the Pascal graph (the infinite Pascal
triangle). As shown in [72], the branching graph of the infinite-dimensional Brauer algebra
is the pascalization of the Young graph; for another example of pascalization, see [12].
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greater than some constant (
√
q). For eigenvalues that are less than this
constant, we obtain a nonergodic measure, corresponding in the formula
above to values r < 1
2
. So, when r passes from greater values through 1
2
,
we have a kind of phase transition, namely, we lose the ergodicity of the
central measure. The central measures that correspond to these values can be
decomposed into integrals over ergodic measures on the Poisson–Furstenberg
boundary with full support.
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⊕
Figure 11: A random walk on a tree.
The problem of calculating the exit boundaries is more general than, and
slightly different from, the corresponding problem for the Poisson–Furstenberg
boundaries for random walks. There are few groups for which this problem
is solved.
6.3 Random subgroups, characters, and their descrip-
tion for the infinite symmetric group
Now we will discuss another application of invariant measures.
Let G be a group and L(G) be the lattice of all its subgroups. The
group G acts on L(G) by conjugation:
L(G) 3 H 7→ gHg−1 ∈ L(G).
We will call this action the adjoint (AD) action, and measures invariant under
the AD-action will be called AD-invariant measures, or merely AD-measures.
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Figure 12: The boundary of T3.
What are continuous AD-measures (finite or σ-finite) on L(G)? Some-
times, such measures are called “random subgroups” (IRS), see [1].
The following important observation gives a link between characters on
the group G and invariant measures on the lattice L(G).
Proposition 14. The function
χ(g) = µ{x : gx = x}
on the group, where µ is an invariant measure on a G-space (X,µ), is a
character of the group G. This means that χ(e) = 1, χ(hgh−1) = χ(g), and
χ is a positive definite function.
Of course, not all characters of a general group have this form, but for
some groups, including the infinite symmetric group SN, this is a universal
formula.
If an AD-measure µ on the lattice L(G) is concentrated on the set of
self-normalizers, or subgroups H such that gH = Hg ⇒ g ∈ H, then the
formula above looks as
χµ(g) = µ{H : g ∈ H};
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this is the measure of the set of subgroups that contain the element g, and
we called such measures ADS-measures.
From this point of view, two measures µ1 and µ2 are congruent if χµ1(g) =
χµ2(g). This is a useful identification of invariant measures on L(G).
We formulate the following problem.
Problem 5. For a given group G, describe all continuous ergodic invariant
measures on L(G) and those of them that are concentrated on the set of
self-normalizers (AD-measures and ADS-measures).
In the next section, we will formulate the same problem from the point
of view of totally nonfree actions of groups.
In the papers [54, 55] by the author, the problem was solved for the infinite
symmetric group. The relation to the theory of exit boundaries is very simple:
the solution of the problem gives also a description of the absolute boundary
of the Young graph, or the list of Thoma characters.
Recall Thoma’s theorem [38]. In our terms, the absolute boundary of the
Young graph is the so-called Thoma simplex {αn}n∈Z, where
{0 ≤ . . . α−n ≤ α−(n−1) ≤ · · · ≤ α−1; α0;
α1 ≥ · · · ≥ αn−1 ≥ αn · · · ≥ 0;
∑
i∈Z
αi = 1}. (6)
Figure 13: The Young graph, which is the branching diagram of irreducible
representations of the symmetric groups.
The lattice L(SN) is very large and contains very different types of sub-
groups. Nevertheless, the support of any invariant measure on L(SN) con-
sists of subgroups of a very special kind: so-called signed Young groups. The
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topology and the Borel structure on L(SN) are defined as usual; this is a
compact (Cantor-like) space.
Definition 20 (Signed partitions). A signed partition η of the set N is a
finite or countable partition N = ∪B∈BB of N together with a decomposition
B = B+ ∪ B− ∪ B0 of the set of its blocks, where B0 is the set of all single-
point blocks, elements of B+ are called positive blocks, and elements of B−
are called negative blocks (thus each positive or negative block contains at
least two points), and we denote by B0 the union of all single-point blocks:
B0 = ∪{x}∈B0{x}.
Denote the set of all signed partitions of N by SPart(N).
Recall that in the theory of finite symmetric groups, the Young sub-
group Yη corresponding to an ordinary partition η = {B1, B2, . . . , Bk} is∏k
i=1 SBi , where SB is the symmetric group acting on B. We will define a
more general notion of a signed Young subgroup, which makes sense both
for finite and infinite symmetric groups. We will use the following notation:
S+(B) is the symmetric group of all finite permutations of elements of a set
B ⊂ N, and S−(B) is the alternating group on B.24
Definition 21 (Signed Young subgroups). The signed Young subgroup Yη
corresponding to a signed partition η of N is
Yη =
∏
B∈B+
S+(B)×
∏
B∈B−
S−(B).
Note that on the set B0 ⊂ N, the subgroup Yη acts identically, so that
the partition into the orbits of Yη coincides with η.
It is not difficult to describe the conjugacy class of Young subgroups with
respect to the group of inner automorphisms: Yη ∼ Yη′ if and only if η
and η′ are equivalent up to the action of SN. But it is more important to
consider the conjugacy with respect to the group of outer automorphisms.
This is the group SN of all permutations of N. Denote by r±0 the number
of infinite positive (respectively, negative) blocks, and by r±s the number of
finite positive (respectively, negative) blocks of length s > 1. Obviously, the
list of numbers {r±0 , r±1 , . . . } is a complete set of invariants of the group of
outer automorphisms.
24Traditionally, the alternating group is denoted by An; V. I. Arnold was very enthusi-
astic about the idea to denote it by S−n in order not to confuse it with the Lie algebra An;
I agree with this idea.
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6.4 Limit shapes and entropy
A very important notion concerning central measures (especially standard
measures) is the notion of entropy. A special case of this notion, the entropy
of the Plancherel measure on the space of Young tableaux, was suggested by
the author in the 1980s and appeared in the paper [69] joint with S. V. Kerov
(the “entropy conjecture”). In that paper, a two-sided bound on the entropy
was obtained, and the question was about the existence of the a.e. limit of
the entropy. Recently, A. Bufetov [5] proved the existence of the limit in the
sense of L2.
The general problem, in the spirit of C. Shannon’s theory, is as follows.
Consider a branching graph Γ and a central measure µ on the path
space T (Γ). Let µn be the projection of µ to the level Γn, and let hn = H(µn)
be the entropy of the measure µn. When does the limit
lim
log(µ(γn))
hn
= const
exist for µ-almost all paths γ?
Here γn is the vertex of the path γ at the nth level. For the case of the
Plancherel measure on the Young graph, we have just
√
n:∑
λn
dim(λ)2
n!
log
dim(λ)2
n!
≡ Eµn [µn(λ)] ≈
√
n.
So, we obtain the following conjecture:
lim
n
1√
n
log µ(tn) = const, tn ∈ Yn, t ∈ T (Y ),
for almost all infinite Young tableaux t with respect to the Plancherel mea-
sure µ.
It may happen that the answer is positive for standard central measures
on all graphs. This question is closely related to the theory of entropy of
random walks on groups and graphs.
6.4.1 The list of AD-measures for SN
Consider a sequence of positive numbers α = {αi}i∈Z such that
αi ≥ αi+1 ≥ 0 for i > 0; αi+1 ≥ αi ≥ 0 for i < 0; α0 ≥ 0;
∑
i∈Z
αi = 1.
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Consider a sequence of Z-valued independent random variables ξn, n ∈ N,
with the distribution
Prob{ξn = v} = αv for all n ∈ N, v ∈ Z.
Thus we have defined a Bernoulli measure µα on the space of integer se-
quences
ZN = {ξ = {ξn}n∈N : ξn ∈ Z}.
Definition 22 (A random signed Young subgroup and the measures να). Fix
a sequence α = {αi, i ∈ Z} and the corresponding Bernoulli measure µα; for
each realization of the random sequence {ξn}, n ∈ N, with the distribution µα,
define a random signed partition η(ξ) of N as follows:
η(ξ) = {Bi ⊂ N, i ∈ Z}, Bi := {n ∈ N : ξn = i};
here B+ = {Bi, i > 0}, B− = {Bi, i < 0}, and B0 is understood as the
union of one-point blocks. The correspondence ξ 7→ η(ξ) defines a probability
measure on the set SPart(N) of signed partitions (or a random signed parti-
tion), which is the image of the Bernoulli measure µα. The correspondence
ξ 7→ Yη(ξ) defines a measure, which we denote by να, on the set of signed
Young subgroups, i.e., a measure on the lattice L(SN) of subgroups of SN.
Note that all nonempty blocks of the random signed partition η(ξ) that
consist of more than one point are infinite with να-probability one.
Definition 23. Let G be a countable group. A measure-preserving action
of G on a measure space (X,µ) is called totally nonfree (TNF) if the map
St : X → L(G), St(x) = Stabx ∈ L(G),
where Stabx = {g ∈ G : gx = x}, is an isomorphism (i.e., an injection
mod0).
Now we describe the list of all AD and TNF measures for the group SN.
Theorem 16. Every measure να ∈ L(SN) is Borel ergodic AD-invariant.
Every ergodic probability Borel AD-invariant measure on the lattice L(SN)
coincides up to congruence with the measure να for some α.
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6.5 The link to dynamics and factor representations of
groups
The previous result gives an important example of a TNF action.
Proposition 15. The adjoint action of the group SN on the lattice L(SN)
with any AD-measure is a TNF action.
Why such actions are important for representation theory?
Recall that in the framework of the well-known von Neumann, or groupoid,
construction of the W ∗-factor of type II1 generated by this action of the
group G on (X,µ), we have an action of the group G×G on X ×X and the
corresponding equivalence relation
τ ≡ {(x, y) : ∃g ∈ G : y = gx}
with a σ-finite (G×G)-invariant measure Ψµ on X ×X.
The following theorem was proved in [54].
Theorem 17. Assume that we have an ergodic, measure-preserving TNF
action of a countable group G on a standard measure space (X,µ). Then
the (Koopman) representation of the group G × G in L2Ψ(τ) is irreducible.
The restrictions of this representation to the left and right components G are
factor representation of type II1.
Note that this factor as a W ∗-algebra is the weak closure of the set of
all operators of the semidirect product of the group of unitary operators
corresponding to the elements of the group G and the commutative algebra
L∞(X,µ) of measurable bounded functions on (X,µ). If the action is TNF,
then this factor is generated by the operators of the group G only; in other
words, multiplicators from the W ∗-algebra L∞(X,µ) belong to the weak
closure of the algebra generated by the operators from the group G.
This is a new source of factor representations of groups. For the group SN,
Theorem 17 includes the following result by Vershik and Kerov ([68]).
Theorem 18. Every factor representation of type II1 of the group SN can
be realized in the framework of the groupoid construction based on the action
of SN on ([0, 1]
N, να), where να is a Bernoulli measure.
Now we may ask about the class of groups (which, in general, are not of
type I) for which the set of representations of type II1 has a parameterization
77
by a precompact space. In other words, when the space of indecomposable
finite traces (or characters if we consider representations of groups) is totally
bounded? Of course, this question is natural if the group has sufficiently
many traces, i.e., every pair of elements of the algebra that are not conjugate
can be distinguished by some indecomposable trace. The infinite symmetric
group is one of such groups. The question can be included into our general
problem about central measures on graded graphs. The conclusion is that
central measures in the case of the symmetric group give a very interesting
series of irreducible representations of the double group.
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