Abstract: Lymphomas are the fi fth most common cancer in United States with numerous histological subtypes. Integrating existing clinical information on lymphoma patients provides a platform for understanding biological variability in presentation and treatment response and aids development of novel therapies. We developed a cancer Biomedical Informatics Grid™ (caBIG™) Silver level compliant lymphoma database, called the Lymphoma Enterprise Architecture Data-system™ (LEAD™), which integrates the pathology, pharmacy, laboratory, cancer registry, clinical trials, and clinical data from institutional databases. We utilized the Cancer Common Ontological Representation Environment Software Development Kit (caCORE SDK) provided by National Cancer Institute's Center for Bioinformatics to establish the LEAD™ platform for data management. The caCORE SDK generated system utilizes an n-tier architecture with open Application Programming Interfaces, controlled vocabularies, and registered metadata to achieve semantic integration across multiple cancer databases. We demonstrated that the data elements and structures within LEAD™ could be used to manage clinical research data from phase 1 clinical trials, cohort studies, and registry data from the Surveillance Epidemiology and End Results database. This work provides a clear example of how semantic technologies from caBIG™ can be applied to support a wide range of clinical and research tasks, and integrate data from disparate systems into a single architecture. This illustrates the central importance of caBIG™ to the management of clinical and biological data.
Background
Lymphomas are a heterogeneous group of cancers that are characterized by abnormal growth of tissue in the lymphatic system. These disorders originate from B-lymphocytes, T-lymphocytes, and natural killer (NK) cells. Between 1950 and 1999, the incidence of Non-Hodgkin's Lymphoma (NHL) increased by 90% in the United States, 1 resulting in one of the largest documented increases in cancer. This rapid increase may be a result of improved diagnostic techniques and access to medical care, the rise in HIV-related NHLs, or other causes. Currently, NHL represents approximately 4% of all cancer diagnoses, being the fi fth most common cancer among men and women. 2 In 2008, 66,120 new cases of NHL and 8,220 new cases of Hodgkin lymphoma (HL) are expected to be diagnosed in the United States. 2 The World Health Organization (WHO) classifi cation system divides lymphomas according to the cell of origin (B, T/NK) and incorporates morphology, immunophenotype, genetic, and clinical features to defi ne subtypes. Approximately 85% of all NHLs are of B-cell origin and the remaining 15% of T-cell origin. 3 The WHO classifi cation schema for NHL was devised to help aid in prognosis and treatment decision making. The most frequent clinical entities recognized by the WHO classifi cation are diffuse large B-cell lymphoma (DLBCL, 31%) and follicular lymphoma (FL, 22%). The WHO classifi cation divides HL into 2 main types: classical and lymphocyte-predominant (Table 1) . Classical HL accounts for 95% of the cases and is further divided into 4 subtypes: nodular sclerosis, mixed cellularity, lymphocyte-depleted, and lymphocyte-rich. Current treatment modalities for lymphoma include conventional chemotherapy, immunotherapy, radioimmunotherapy, and stem cell transplant. Prognostic factors such as age, performance status, and number of relapses can infl uence how a patient will respond to certain treatments.
In order to expedite the development of innovative clinical and therapeutic strategies for lymphoma, our oncology informatics group has been developing means to integrate existing clinical information Table 1 . World Health Organization classifi cation for lymphomas. into database systems that support cancer research. 4 To this end, we designed a platform for integrated clinical and biomedical informatics research using patient-level data linking the institution's existing clinical trials, cancer registry, clinical, administrative, and pharmacy systems with biological databases. However, semantic integration of data from disparate systems remains challenging even when similar concepts are represented in different data systems.
Non Hodgkin Lymphomas (NHL)
B
The Cancer Biomedical Informatics Grid
The cancer Biomedical Informatics Grid (caBIG™) 5, 6 is a voluntary network or grid linking individuals and institutions to promote the sharing of data and tools. The caBIG™ development and research covers clinical trials management systems, tissue banks, pathology tools, integrated cancer research, system architecture, vocabularies, common data elements, data sharing, and intellectual capital. The infrastructure and tools established by caBIG™ are likely also to have broad utility outside the cancer community. Currently, more than 900 individuals from over 50 National Cancer Institute (NCI)-designated cancer centers and a multitude of other organizations are working collaboratively on over 70 projects as part of the caBIG™ initiative. 5, 7 The systems developed within the caBIG™ community can be organized into four levels of maturity based on different degrees of interoperability defined by the caBIG™ Compatibility Guidelines: Legacy, Bronze, Silver, and Gold. 7, 8 Legacy compliance implies no interoperability with an external system or resource. In order to achieve Bronze compatibility, the resource should provide at least programmatic access to data through a public, documented application programming interfaces (API). Silver compatibility requires more conditions, which must provide well-documented API that is based upon an objectoriented abstraction of the underlying data. Gold compatibility includes a service-oriented data and analytical service grid with standardized service advertising and discovery features, and grid-level security strategy. Table 2 details the pertinent categories that must be addressed to obtain caBIG™ Silver compliance: 1) programming and messaging interfaces; 2) vocabularies, terminologies, and ontologies; 3) data elements; and 4) information models (shown in Table 2 ). 7 The caBIG™ is creating a common, extensible informatics platform that can integrate diverse data types and support interoperable analytic tools in areas including clinical trials management, tissue banks and pathology, imaging, and integrative cancer research. Table 3 displays the various tools, infrastructure, and data resources in caBIG™ and their roles.
The NCI's Center for Biomedical Informatics and Information Technology (NCIBIIT) has developed a set of software packages to support application development for cancer research, the caCORE Software Development Kit (SDK). 9 This SDK provides a platform for data management and semantic integration.
The Cancer Common Ontological Representation Environment SDK
To establish a common representation within this SDK, the cancer Common Ontological 31 Representation Environment (caCORE) was established to provide a framework for developing syntactically and semantically interoperable biomedical information services. It has several key components: the Enterprise Vocabulary Services (EVS), the cancer Data Standards Repository (caDSR), the Cancer Bioinformatics Infrastructure Objects, and the Common Security Module. A brief description for these components is included in Table 4 . Complete documentation and updated information on caCORE and its components can be found on the NCI Center for Bioinformatics (NCICB) web site.
A caCORE SDK generated system has two characteristics: 1) a Model Driven Architecture that provides a conceptual framework and standards for expressing the model, relationships between models, and transformations between models using the Meta-Object Facility, Unified Modeling Language (UML), XML Metadata Interchange (XMI), and Common Warehouse Meta-model specifi cations, and 2) an n-tier architecture with open API. When a caCORE SDK generated system is combined with controlled vocabularies and registered metadata, the resulting system is semantically integrated with all exposed API elements having runtime accessible metadata that defi nes the meaning of the data elements using a controlled terminology.
The NCICB has developed the EVS to supply controlled vocabularies, and the caDSR to provide a dynamic metadata registry 10 specifically for cancer informatics applications. Systems developed using the caCORE methodology use the same approach for defi ning, registering, and adopting data and representation of standards. Clients of those systems can therefore extract information from multiple data sources using similar API calls, and can rely upon the semantic equivalence of the data retrieved.
Semantic Structure of caBIG™
One of the problems confronting the biomedical data management community is the vast number Table 2 . Silver level compatibility guidelines.
Sections

Compatibility Requirements
Programming and Messaging Interfaces • Well-described API approved by the caBIG™ ARCHWS that provide access to data in the form of data objects that are instances of classes represented by a domain model.
• Electronic data formats reviewed and approved by the caBIG ARCHWS that are supported for both input to and output from the system.
• Messaging protocols approved by the caBIG™ ARCHWS that are supported wherever messaging is indicated by the use cases.
Vocabularies/Terminologies and Ontologies • Terminologies reviewed and validated by the caBIG™ VCDEWS that are used for all appropriate data collection fi elds and attributes of data objects.
• Term defi nitions must meet VCDEWS workspace guidelines.
Data Elements
• CDEs built from controlled terminologies and according to practices validated by the VCDEWS that are used throughout.
• caBIO: a biomedical data system built using a model-driven approach to develop objects, data models middleware, vocabularies, and ontologies for biomedical research.
Cancer Gene Data Curation Pilot: creates a database of associations between genes and diseases and genes and drug compounds derived from the biomedical literature.
caIntegrator: provides a mechanism for integrating and aggregating biomedical research data and access to a variety of data types caMOD: provides information about animal models for human cancer to the public research community Pathway Interaction Database: a highly structured, curated collection of information about known biomolecular interactions and key cellular processes assembled into signaling pathways of ways that similar or identical concepts are described. Such inconsistency in data descriptors (metadata) makes it challenging to aggregate and manage even modest-sized data sets and share data across current information resources. Consider for instance, the number of different ways that each of the 51 types of lymphoma shown in Table 1 12 and institutional representations within clinical trials systems that may be based on the WHO classification system 13 or the older Working Formulation, Kiel, or Revised EuropeanAmerican Lymphoma classifi cation systems. 14 In order to address these problems, the NCI created the EVS, which forms the semantic underpinnings of caCORE. Semantic interoperability lies in the UML model, the use of publicly accessible terminologies/vocabularies/ontologies (EVS-NCI Thesaurus) and the use of publicly accessible metadata repository (caDSR). The EVS organizes distinct but overlapping terminologies and thus provides a rich controlled vocabulary for data coding and retrieval including the NCI Thesaurus and the NCI Metathesaurus. The controlled terminology component of caBIG™ is maintained in the NCI Thesaurus. The NCI Metathesaurus is based on National Library Medicine's UML System Metathesaurus supplemented with additional cancer-centric vocabulary. It maps many biomedical vocabularies useful to the cancer community and contains both public domain and proprietary vocabularies. 15 The caBIG™ organizes semantic metadata in three layers of abstraction, as illustrated in Figure 1 . At the top level, semantic concepts are organized through the NCI Thesaurus, and accessed through the EVS. These concepts are related to each other through the use of Common Data Elements (CDEs) which are stored and accessed through the caDSR. The bottom layer is the Domain Model layer where each UML class is linked to a concept within the NCI Thesaurus, each relationship between UML classes is linked to an association, and each relationship between a UML class and an attribute value is linked to a CDE.
Using the caBIG™ semantic modeling methodology, Tobias et al developed a model by which the College of American Pathologists cancer protocols could be used as the basis for an electronic data standard in pathology. 16 Wang et al. developed a Lung Cancer Clinical Database Application System using caCORE SDK. 17, 18 There are approximately 69 Silver compliant systems registered with the caBIG™. 19 The models investigate cancer registries, clinical trials, gene expression, genomics, and behavioral research data management.
The data system described herein is the fi rst system that aids lymphoma research and is registered with caBIG™ (http://umlmodelbrowser.nci. nih.gov/umlmodelbrowser/). As of writing of this paper, we are not aware of any other lymphoma databases developed using caCORE SDK. However, there are lymphoma databases developed but not registered with caBIG™. For example, the Lymphoma NCI Specialized Programs of Research Excellence initiated at the University of Iowa/ Mayo Clinic is a highly successful lymphoma translational research program. 20 The Lymphoma Foundation of America is an independent, nonprofi t charitable organization that conducts lymphoma research especially on dietary factors, environmental factors, treatment, and genetics. 21 Other national lymphoma databases include the Surveillance, Epidemiology, and End Result 22 database and National Cancer Database. 23 Using the semantic metadata framework (Fig. 1) , we have developed a caBIG™ silver compliant database, the Lymphoma Enterprise Architecture Data-system (LEAD™), that establishes domain specifi c ontologies and meta-data for lymphoma translational research and lymphoma clinical research. With LEAD™ deployed, we have established reusable data structures for institutional case-control studies, national SEER cohort studies, and lymphoid malignancy clinical trials. This work provides a clear example of how semantic technologies from caBIG™ can be applied to support a wide range of clinical and research tasks, and illustrates the central importance of caBIG™ to the management of clinical and biological data.
Methods
LEAD™ Development
As a member of caBIG™ community, we followed the caCORE SDK guidance and developed LEAD™ in accordance with the Silver compatibility guidelines. Steps involved in caCORE SDK workfl ow and the development of LEAD™ are shown in Figure 2 . 24 The major steps in the workfl ow include: using case development; information modeling; semantic annotation; metadata registration; code generation; and system deployment. 25 LEAD™ development involved creating class diagrams and data models within Enterprise Architecture (EA). The structure and relationships between classes in the LEAD™ model are shown in Figure 3 . The actual software code, such as API for data access, data services, is generated from the model.
In the model, classes represent discrete scientifi c entities. For instance, in LEAD™, a patient's demographic information is denoted by class Registration, and his/her histological diagnosis is modeled by class Histology. Disparate methods for representing diagnosis (e.g. ICD-9 codes, ICD-O codes, pathology-free text reports) are semantically integrated by mapping to this class. Attributes of each class represent specifi c characteristics of the entities and become Data Elements in the software system. For example, one of the attributes of Histology is defi ned as 'immune_phenotype'. In addition to classes and attributes, the model also specifi es the associations between classes including cardinality and direction. For instance, each patient has only one registration record, but he can have multiple adverse events. Thus, the association between class Onstudy and class AdverseEvent is one-to-many relationship. It is important and required that the UML model be annotated with descriptions. This facilitates the subsequent semantic integration. In LEAD™, UML entities are matched to vocabulary concepts; and annotated by an expert in the subject area (CF). After the UML model was created, the NCI EVS staff were involved the annotation of entities. Once the annotated UML model was approved by the model owner, it was loaded into the caDSR by the NCI EVS staff. The caCORE SDK automatically generates code for web services, an API for data access and a basic class browser. The class browser allows the developer to check the attributes in a class, and to search based on the criteria the user enters. The result set is displayed for all those records that meet the search criteria. Any other classes that have associations with this class are searched and displayed as well. After the data system is deployed biomedical researchers can query the system through well-documented API, web browsers, or web services.
In Figure 2 . The caCORE workfl ow. This fi gure describes the steps involved in creating a silver level compliant system. A UML object model is the input into the workfl ow. The model is exported from the format native to the tool it was developed into the standard XMI representation. The XMI fi le is then annotated with terminology services. Once the annotated XMI is reviewed and approved, it is used as input to generate code and public APIs, and it is deposited into production caDSR.
(Cerner PowerChart), laboratory, pharmacy, clinical trials databases 4 and data from populated SEER registry. All these data sources have unique representations of data elements that are integrated using caBIG™ semantic tools (Fig. 3) . For example, the clinical trials data has information on patient identifi ers, clinical and laboratory data, and data on the treatment and response. The Emory University clinical data on the other hand is comprised of linked data from the clinical, administrative, pharmacy and biological databases that contains clinical, laboratory, and treatment response data coded using different schemas and terminology. The SEER data has detailed sociodemographic information in addition to the details on the disease histology, treatments, and survival represented in yet another manner. Through LEAD™ we integrated the data from these data sources into a single comprehensive database with a unifi ed semantic meaning for concepts shared across these databases.
The relationship between entities and classes in the model and data fi elds from lymphoma cohort studies, SEER registry data, and clinical trials case report forms are shown in Figure 4 . The EA model was used to generate an XMI fi le and Data Defi nition Language Script. Classes and attributes within the model were iteratively annotated by authors TH, CF, and NCI's EVS personnel and the fi nal annotated XMI fi le was uploaded to the caDSR. Once the LEAD™ metadata passed compatibility review, the fi nal APIs were created using the SDK code generator. Development was implemented on and supported by Dell™ PowerEdge™ 1800 web server. Once stabilized, the LEAD™ application was migrated to a Dell™ PowerEdge™ 6800 production server running an Oracle 10 g relational database.
The Semantic Web is a vision for the next generation of the Web. 27 The fi rst generation Web is characterized by static and handwritten HTML pages; the second generation is characterized by dynamics and interactive HTML pages. However, these two generations share a similar property; the information on Web is represented only in natural language for human processing. The goal of the next generation, namely Semantic Web, is to make information on the Web available for computational processing.
True semantic integration requires a common and shared vocabulary. The ontology serves this purpose and Semantic Web technology provides language for this goal. The World Wide Web consortium approved two key Semantic Web technologies: the Resource Description Framework (RDF) and the Web Ontology Language (OWL). The RDF provides a common data model so that when RDF is built on top of XML, systems can achieve the level of interoperability required by highly dynamic and integrated bioinformatics applications. 28 Both RDF and OWL are Semantic Web standards that provide a framework for sharing the data on the Web. OWL builds on RDF and RDF Schema, and adds more vocabulary for describing properties and classes. Thus, OWL has strict and precise semantics that are not found in RDF Schema. As Semantic Web resources become mature and available, there is an increasing tendency in bioinformatics applications to use Semantic Web technologies. 29 This higher level of semantic integration may be possible in future versions of LEAD™.
To use LEAD™, the researcher interacts with a web browser through the Internet to input and query the relevant information (Fig. 5) . The web browser sends the user's request to the web server, the web server parses the requests and transfers the requests to the application server, the application server accesses the backend database using objectrelational mapping, generates the required content dynamically, and sends the response back to the web browser through the web server. In order for the outside cancer research community to access the data stored in the lymphoma clinical database application system, the system provides programmatic APIs generated using caCORE SDK code generator.
Populating the database with lymphoma data
To populate LEAD™, we utilized data sources from three ongoing research studies: 1) a cohort studies of NHL patients previously treated at Emory University, 2) SEER registry data on patients with lymphoid malignancies, and 3) phase 1 lymphoma clinical trials data.
Emory University Clinical Data
Emory University clinical source data for LEAD™ was derived from a large linked database that represents a fully integrated platform combining clinical and administrative legacy databases. 4 This platform interfaces Emory Healthcare's existing legacy administrative (Health Quest: hospital; IDX: clinic), cancer registry (IMPAC Medical Systems), electronic medical records (Cerner PowerChart), laboratory, pharmacy, clinical trials databases creating a stand-alone structured query language-(SQL) based data warehouse.
We utilized a series of search strategies to identify a joint population of interest containing potential patients with selected NHL subtypes; FL, DLBCL, and mantle cell lymphoma (MCL). We searched the linked database using cancer registry ICD-O histology codes to identify patients: FL (9690, 9695, 9691, 9698), DLBCL (9680, 9684), and MCL (9693). 30 The query also included the ICD-O behavior code 3 (malignant neoplasms, primary). This query is labeled Q1 in Table 5A . The next series of queries involved text searches of the electronic medical records using simple free text with the histological diagnosis or more complex free-text including synonyms from the UML System Metathesaurus Concept Search. 4 Each text string search was conducted twice, once limited to anatomical pathology (AP) reports, and once accessing all medical records. Table 5A describes the phrases used to identify patients with FL, DLBCL, and MCL. A list of 2471 patients was obtained from the text search of AP reports and 3170 patients were identifi ed from the text search of electronic medical records. Each query defi nes a different schema for representing patients with a lymphoma diagnosis within the clinical data repository.
Next, a group of trained abstractors (PS, KB, and TH) ascertained each patient's histological diagnosis by reviewing pathology reports and medical charts. In all cases, WHO classifi cation schema for NHL was utilized as the gold standard for diagnosis. 31 A hematological oncologist (CF) resolved all cases where there was uncertainty as to whether the WHO criteria were met. The pathology-verified diagnosis status for each individual was used to calculate the sensitivity and specifi city of each query strategy as follows:
query the data in the relational database. This web interface simplifi es reading and searching SEER data. The user interacts with a web interface that uses JSP and a set of rich, custom tag libraries to provide the view. The Java Server Page communicates with the database management system through object-relational mapping. This provides a powerful, fl exible platform for allowing users to query SEER lymphoma data. Moreover, the data are stored in a semantic framework such that data analyses examining the SEER lymphoma populations can be readily compared to equivalent populations of Emory patients since they are mapped to the same LEAD™ concept. The generated LEAD™ application system is a distributed, web-based application which provides two interfaces: one is a web-based user interface for inputting and querying data; the second provides programmatic APIs for outside institutions to query the data stored in the backend database using object/relational mapping technology (Fig. 5) .
Lymphoma clinical trials data
Web forms for the clinical trial database were generated using a web application template developed in J2EE. 32 This web application is meta-data driven, which means all the requirements that are used to generate a web form are stored in a relational database (e.g. column names, data types, data length, constraints, etc), allowing all of the web forms to be generated dynamically. If a change needs to be made on the form (e.g. converting a text fi eld to a selection list) no programming effort is required. Through modifying the metadata in the database by SQL, the change is refl ected immediately when the form is reloaded. The web application template was used to generate data entry forms for database table.
Results
We performed data integration across disparate data sources: 1) to illustrate integration capabilities of the LEAD™ infrastructure, and 2) to establish datasets that facilitate use by physicians and researchers with a common interface.
Integration of emory university clinical data for cohort studies
Query strategies varied in terms of their sensitivity and specifi city across lymphoma subtypes, but Individuals identifi ed by AP and medical reports to have a defi nitive diagnosis of FL, DLBCL, or MCLwere integrated into LEAD™ using the semantic architecture to map individuals identifi ed by the means described in each query into a unifi ed defi nition of histological subtype. Data elements were mapped into LEAD™ representations using a Perl script and loaded into the LEAD™ Oracle 10 g database.
SEER data
The SEER registry is an authoritative source of information on cancer incidence and survival in the United States. The SEER limited-use data include SEER incidence and population data. Eighty-two fi elds from the SEER dataset have been incorporated into LEAD™. Data were obtained in a tab-delimited format and mapped to LEAD™ data elements.
Next, we built a 2-tier web interface by using Java 2 Enterprise Edition (J2EE) technology to strategies using ICD-O codes had the most favorable characteristics (Table 5B) . A total of 930 patients (324 FL, 519 DLBCL, and 87 MCL) were verifi ed by histological diagnosis. Queries based on cancer registry histology codes (Q1) had high specificity for FL and MCL but not for DLBCL. Simple free-text queries of pathology reports (Q2) or all medical records documents (Q4) had a high sensitivity for FL, DLBCL, and MCL. Simple free-text searches of all medical records identified 92% of potential FL cases, 64% of DLBCL and 89% of potential MCL cases but had varying sensitivity and specifi city: FL (97%, 13%); DLBCL (55%, 50%); and MCL (44%, 6%) (Table 5B ). Queries using additional phrases from the UML System synonym list (Q3, Q5) had higher specifi city for FL and DLBCL and higher sensitivity for MCL.
No query strategy had ideal characteristics for all lymphoma histological subtypes, thus use of a combination of strategies, representations, and terminologies is required to best identify a robust patient population for clinical research. To render data gathered using heterogeneous terminologies useful, we integrated the resulting data set into LEAD™ by mapping heterogeneous representations for lymphoma histology into the unifi ed meaning 'Histology Type' shown in Figure 4 . The semantically integrated database allows for data management and data analysis where histological diagnosis has a unique clinical research meaning in LEAD™ regardless of how it was coded in the source data set.
Integration of surveillance epidemiology and end results 22 data SEER registry data for the years 1973-2005 were extracted from the tab-delimited limited-use data set. The entire database contains more than 3.5 million tumors. Lymphoma patients were identifi ed from this data set using ICD-O, Third Edition codes as described previously. 33 Cases of lymphoma were identifi ed during this time frame and classifi ed into histological diagnosis categories using the WHO system shown in Table 1 . One or more ICD-O codes maps to each histology type. 33 Eighty-two fi elds from the SEER dataset were incorporated into LEAD™. Tab-delimited data were translated into clinical concepts using the SEER Data Dictionary (http://seer.cancer.gov/ manuals/CD2_popdic.html) and mapped to LEAD™ data elements. Figure 4 shows the relationships between SEER and LEAD™ data elements. The common representation of entities and classes between SEER data and other sources (Fig. 4) and the relations between entities and classes across data sources permit data sharing and analysis of data elements with a common meaning. The architecture described permits comparative analyses of institutional and national datasets that address common clinical problems. We have used the representation schema and semantic integration from LEAD™ to investigate the incidence and outcomes for peripheral T-cell lymphoma. 34 In this instance, LEAD™ provided a common user interface for researchers to examine data regardless of its original source or representation.
Integration of Phase 1 clinical trials data
FL is the second most frequent lymphoma subtype worldwide with a rapidly increasing incidence in the Western world. The majority of patients with FL present with advanced disease. For these patients, there is no standard treatment and the clinical course is characterized by a pattern of multiple relapses and remissions and a median survival of 6.2 years. 33 We have developed an early phase clinical trial investigating a novel combination chemotherapy regimen (bortezomib, rituximab, cyclophosphamide, adriamycin, vincristine, and prednisone) designed to improve outcomes for patients with FL. The primary objectives of this study are:
• To identify the maximal tolerated doses of bortezomib and vincristine when used in this combination • To estimate the complete response rate associated with this regimen Table 6 shows the schedule for data collections for this lymphoma clinical trial. Figure 6 shows an example graphical user interface for entering clinical trial data into LEAD™. Data collected during the course of the trial are mapped to LEAD™ classes and entities as shown in Figure 4 . Again, since LEAD™ relies on the caBIG™ architecture for semantic integration, patients with a histological diagnosis of FL within the clinical trial can be matched to patients who share the same histology in SEER or the Emory lymphoma cohort study. Moreover, since the latter dataset contains patients who overlap with those treated on the clinical trial, data elements that are common to the two studies may be stored once with a common representation and those unique to each study are stored as well with the relationships between the data elements made explicit as shown in Figure 4 .
Semantic queries using LEAD™
Viewing caBIG™ semantic metadata as formal standard ontology, querying can be defi ned as the search of the members of classes from multiple data sources. 35 The most important types of queries can be categorized as those that employ joins and merges. If the data services are built upon semantically rich metadata, individual members of different classes ought to be related to each other. Consider for example an individual member of class emory: OnStudy, and an individual of class emory: AdverseEvent, whenever a patient is registered in the clinical trial, this patient has a member of class emory: OnStudy. A query such as the one that seeks to retrieve information about adverse events and event details for a patient, then returns the join on the object property OnStudy has AdverseEvent in class emory: OnStudy and the object property AdverseEvent has AdverseEvent Detail in class emory: AdverseEvent. The strength of caBIG™ semantics in facilitating data integration is obvious, as the join conditions are directly specifi ed by the class properties from the data sources.
The LEAD™ model has been registered in caDSR and can be searched by NCI UML model browser (http://umlmodelbrowser.nci.nih.gov/ umlmodelbrowser/). This model can be deployed by another institution to collect and store its lymphoma clinical data. Data stored in this manner will facilitate data integration and could thus promote the conduct of inter-institutional clinical trials and epidemiology studies. Moreover, the model browser permits queries of the model structure and CDEs. An example is querying the adverse events CDEs contained in LEAD™. The execution of this query would return every individual member of AdverseEvent based on the same conditions from these two data sources. It is worth noting that it is necessary to determine one or more data type properties of AdverseEvent, i.e. CDEs which have the class AdverseEvent as its subject that is shared by both subclasses.
The researcher who adopts the current LEAD™ UML model can add more attributes or modify the existing attributes in the classes. Readers who are interested in query formulation techniques on semantic data can further reference papers by Shironoshita et al. and Baer et al. 35, 36 Investigational review board approval and controlling access
We obtained Investigational Review Board (IRB) approval for storing and maintaining patient-related data for cancer patients, and an IRB approved process has been developed for incorporating new patient data into our lymphoma database system. This database will use the same procedures for access control that is used for other Emory confidential databases. The research database is protected by the standard Emory Firewall. Dr. Flowers reviews any application for passwords and userIDs from researchers. The Informatics Project Manager (TH) assists investigators in applying for the appropriate level of access, in accordance with the researcher's individual protocol.
Discussion
In cancer research, we need to link clinical outcomes and tissue based research data to support the discovery of correlations between molecular studies and prognostic and treatment response profi les. Some of the challenges we face in cancer research include, but not limited to, data sharing, data complexity, and organizational complexity. We also need to use shared languages, such as XML, RDF, or XOL 37 for reporting. Clinical trials are run over many sites, and data is held by multiple stakeholders and researchers. Thus we need to adopt semantic web technologies, including RDF and OWL to share and integrate data models, which enable us to report results and phenomena with shared languages. Moreover, we should and make it possible to interpret models with more complete and semantically integrated data. The emergence of grid technologies facilitates the collaboration of different centers and allows clinical trials to be scattered in different sites. However, to be meaningful grid technologies must integrate data from multiple stakeholders semantically. Successful semantic integration involves use of controlled vocabularies and structured, standardbased metadata to unambiguously describe diverse data sets.
Signifi cance
This paper successfully demonstrates the application of caCORE SDK in lymphoma research and this methodology serves as a model for adoption into other cancer research domains, such as lung cancer, 32 prostate cancer, and breast cancer. The tool sets from the NCI facilitate rapid data modeling, data sharing and exchange, and comprehensive question answering. Hence the tools can expedite drug discovery, cancer detection, and improve disease diagnosis and treatment.
Limitations and future work
While there has been substantial progress within caBIG™, and in particular in the implementation of caGrid, there is still much work in progress. Although the caCORE SDK provides a rich set of tools to rapidly develop the silver-level compatible system, there is no robust search tool that allows biomedical researchers easily to search the underlying data. Programming effort is still required to extract data from the databases. DBsurfer 38 is one of such tools that may allow complex queries of semantically integrated databases, but open source tools are needed in this area.
Another issue addressed by the LEAD™ system is the integration of data across numerous legacy systems: Health Quest, IDX, IMPAC Medical cancer registry, Cerner PowerChart electronic medical records, OnCore clinical trials data, and other databases. Other valuable data are contained in different systems, such as data in spreadsheets on personal computers, patient data in electronic systems such as The Emory Electronic Medical Record, and various other cancer database systems that are outside caGrid framework. In the future, caCORE SDK must provide tools for integrating data from legacy systems coded in various formats and performing data quality assurance evaluations. Our future work will concentrate on the provision of grid-enabled access to our lymphoma cancer data and web services within caGrid, through the public APIs, XML, SOAP to allow other data holders to exchange data without intimate knowledge of each other's system implementations.
Conclusion
Lymphomas are a heterogeneous group of cancers that require the development of focused research and clinical approaches for specifi c histological subtypes. Integrating existing clinical, genomic and proteomic information provides a platform for examining biological variability in the pathogenesis of lymphomas and their responses to treatment response and will promote the development of innovative treatment strategies. To expedite the development of novel therapeutics for lymphoma, our oncology informatics group developed a caBIG™ silver-level compliant information system that incorporates clinical and biological data into a semantically integrated structure, LEAD™, that supports information sharing between cancer research scientists and clinicians. The LEAD™ system links cancer registry, pathology, clinical, administrative, pharmacy, and clinical trials data with biological data elements at the patient-level. We demonstrated that the same data elements and structures in LEAD™ could be used for institutional cohort studies linking data across numerous legacy systems, 4 early phase lymphoma clinical trials data collection, and national SEER registry data on lymphoid malignancies. This caCORE SDK generated system built upon an n-tier architecture with open APIs, utilizes controlled vocabularies and registered metadata to achieve semantic integration. For LEAD™ and other caBIG™ compliant systems the NCI's EVS supplies the controlled vocabularies, and the caDSR provides dynamic metadata registry. Data from LEAD™ can be combined and reused by systems, programmers, and investigators in the broader cancer community. We have demonstrated that reusable data structures can be applied to a number of research settings and provided examples from institutional retrospective epidemiological studies, national cancer registry data queries, and clinical trials. LEAD™ was populated with data from three ongoing research studies 1) cohort studies of NHL patients previously treated at Emory University, 2) SEER registry data for lymphoma, and 3) case report forms data from phase 1 clinical trials. Source data for each of these research scenarios originated in a variety of formats and, once stored within LEAD™, can be shared and reused based on the standards of the caBIG™ architecture. We have shown how semantic technologies from caBIG™ were applied to support a wide range of clinical and research tasks, and our work serves to illustrate the central importance of caBIG™ to the management of clinical and biological data in cancer research. The infrastructure and tools created by caBIG™ can also benefi t researchers outside the cancer community.
