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Harmonic homogeneous manifolds of nonpositive curvature
Y.Nikolayevsky∗
Abstract
A Riemannian manifold is called harmonic if its volume density function expressed in polar
coordinates centered at any point of the manifold is radial. Flat and rank-one symmetric spaces
are harmonic. The converse (the Lichnerowicz Conjecture) is true for manifolds of nonnegative
scalar curvature and for some other classes of manifolds, but is not true in general: there exists a
family of homogeneous harmonic spaces, the Damek-Ricci spaces, containing noncompact rank-one
symmetric spaces, as well as infinitely many nonsymmetric examples. We prove that a harmonic
homogeneous manifold of nonpositive curvature is either flat, or is isometric to a Damek-Ricci space.
1 Introduction
Let Mn be a Riemannian manifold, with ∇ the Levi-Civita connection and R the curvature tensor. Let
γ(t) be a unit speed geodesic ofMn, with γ(0) = x ∈Mn, γ˙(0) = X ∈ TxMn. Define a Lagrange tensor
A(t) ∈ End(Tγ(t)Mn ∩ γ˙(t)⊥) along γ by
∇γ˙(t)∇γ˙(t)A(t) +Rγ˙(t) ◦A = 0, A(0) = 0, ∇XA = idX⊥ ,
where Rγ˙(t) = R(·, γ˙(t))γ˙(t) is the Jacobi operator. The function Vx,X(t) = detA(t) is the volume
density function.
Definition. A Riemannian manifold Mn is called harmonic if its volume density functions Vx,X(t)
depends neither of x, nor of X .
Equivalently, for any point x ∈ Mn, there exists a nonconstant harmonic function defined on a
punctured neighborhood of x and depending only on the distance to x; the mean (or the scalar) curvature
of small geodesic spheres depends only on the radius (see [BTV, Ch.2.6], [B, Ch.6] for other equivalent
definitions).
Expanding the volume density functions in the Taylor series one gets an infinite sequence of con-
ditions, the Ledger formulas, on the curvature tensor and its covariant derivatives, first two of which
being
Ric(X,X) = TrRX = C ‖X‖2, Tr(RX)2 = H ‖X‖4, (1)
with some constants C, H (see, for instance, [B, Ch.6.C]). In particular, any harmonic manifold is
Einstein.
Flat and rank-one symmetric spaces are harmonic, as the isometry group of each of them acts
transitively on its unit tangent bundle. In [Li], Lichnerowicz conjectured that the converse is true: any
harmonic space is two-point homogeneous.
The Lichnerowicz Conjecture is known to be true for:
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(a) manifolds of positive scalar curvature (compact manifolds with finite fundamental group) and Ricci-
flat manifolds [S1, S2];
(b) compact manifolds of negative curvature ([BCG], using the result of [FL] on asymptotic harmonic-
ity);
(c) manifolds of dimension n ≤ 5 ([Li, W] for n ≤ 4 and [N] for n = 5);
(d) symmetric spaces [L],
and also for some other classes of manifolds.
However, in 1992, Damek and Ricci [DR] discovered an infinite series of harmonic homogeneous non-
compact spaces, which are, in general, non-symmetric, thus disproving the Lichnerowicz Conjecture. A
Damek-Ricci space is a solvmanifold (a solvable Lie group with a left invariant metric) whose Lie algebra
is constructed as follows. Let n = z⊕u be an orthogonal decomposition of a nilpotent Lie algebra n with
the center z, and with [u, u] ⊂ z (n is called two-step nilpotent). For Z ∈ z, define a skew-symmetric
operator JZ : u → u by 〈JZX,Y 〉 = 〈Z, [X,Y ]〉, for X,Y ∈ u. A Lie algebra of a Damek-Ricci space is
g = n⊕ a, with a a one-dimensional space orthogonal to n, and with
adA|u =
λ
2 idu, adA|z = λ idz, J
2
Z = −λ‖Z‖2idu,
for all Z ∈ z, where A is a unit vector in a and λ a positive constant (the operators JZ are constructed
using Clifford modules).
Note that rank-one noncompact symmetric spaces (including the real hyperbolic space, if one allows
u = 0) are specific cases of Damek-Ricci spaces. Recently, in [BPR] it was proved that a rank one
three-step harmonic solvmanifold is a Damek-Ricci space (this strengthens the result of [D]). In [H1], it
is proved that a homogeneous Hadamard manifold is harmonic if and only if dim a = 1 and the geodesic
symmetries are volume preserving: Vx,X(t) = Vx,−X(t) for all X ∈ TxMn.
For further results on harmonic spaces and Damek-Ricci spaces we refer to [BTV, S2].
All the known harmonic spaces are homogeneous. This raises two questions:
1. Is a harmonic space necessarily homogeneous?
2. What are homogeneous harmonic spaces?
The first question was asked in [BTV, Ch.4.5], and to the best of our knowledge, is still open
(for spaces of negative scalar curvature). In this paper, we deal with the second one. Replacing the
assumption of negativity of the Ricci curvature by a stronger one, the nonpositivity of the sectional
curvature, we prove the following:
Theorem. A harmonic homogeneous manifold of nonpositive curvature is either flat, or is locally iso-
metric to a Damek-Ricci space.
In Section 2 we give the plan of the proof of the Theorem, the proof itself is contained in Section 3.
2 Plan of the proof
By the result of [AK], a Ricci-flat homogeneous space is flat. In what follows we therefore assume that
the scalar curvature is negative.
As it follows from [A, He] (see also [AW1, AW2]), a homogeneous manifold of non-positive curvature
is a solvmanifold, that is, a solvable Lie group G with a left invariant metric (from this point on we
denote the manifold G instead of M). What is more, the orthogonal complement a to the nilradical
n = [g, g] is an abelian subalgebra of the Lie algebra g of G. By the result of [H1, Theorem 4.7], G is
harmonic, only if dim a = 1.
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Furthermore, any harmonic manifold is Einstein, so by [AW1] (see also [H2]), G is isometric to a
solvmanifold of Iwasawa type, which, when dim a = 1, means that a unit vector A ∈ a can be chosen in
such a way that the operator D := adA|n is symmetric and positive definite.
So, what we really have to prove, is that a harmonic solvmanifold
(i) of Iwasawa type,
(ii) of rank 1 (i.e., dim a = 1), and
(iii) of non-positive curvature
is either flat, or is a Damek-Ricci space. Note that we already used the assumption of nonpositivity of
the curvature, but it will still be needed once again further in the proof.
We have an orthogonal decomposition of n on the eigenspaces of D. Namely, for α > 0, let nα =
{X ∈ n : DX = αX}, so that D|nα = α id|nα , and let ∆ = {α : dim nα > 0}.
As D is a derivation of n, [nα, nβ ] ⊂ nα+β. In particular, if λ = max∆, the biggest eigenvalue of D,
then the eigenspace nλ lies in the center z of n.
We start with choosing (and fixing) a unit vector Z ∈ nλ ⊂ z and considering a geodesic Γφ of G
passing through e ∈ G in the direction A cosφ + Z sinφ. When φ = 0, the geodesic Γ0 (the abelian
geodesic) is a one-dimensional subgroup of G : Γ0(t) = expe(tA). This is no longer true for an arbitrary
φ. However, the fact that the subalgebra Span(A,Z) is tangent to a hyperbolic plane, which is totally
geodesic in G, makes it possible to find the equation of the geodesic Γφ explicitly, for any φ, and
significantly simplifies the equation for Jacobi fields along Γφ (Lemmas 2, 3, 4).
As the solvmanifold G is harmonic, the volume density function V (t, φ) := Ve,A cosφ+Z sinφ(t) along
Γφ must not depend of φ. Moreover, along the abelian geodesic Γ0, V (t, 0) =
∏
α∈∆(α
−1 sinhαt)dim nα .
Considering the Taylor expansion of V (t, φ) at φ = 0 we find that ddφ(V (t, φ))φ=0 ≡ 0 (in fact,
V (t, φ) is an even function of φ), but the condition d
2
dφ2 (V (t, φ))φ=0 = 0 gives nontrivial restrictions on
the eigenvalue structure (Lemma 5):
α dim nα = (λ− α) dim nλ−α (= (2λ)−1Tr(JZJ tZ)|nα), for α ∈ ∆ \ {λ},
where JZX = ad
∗
XZ for X ∈ n. It follows that the eigenvalues other than λ and 12λ (if the latter is an
eigenvalue) come in pairs: α, λ− α. What is more, the above equation, together with the fact that the
curvature is nonpositive, implies that ∆ ⊂ [ 13λ, 23λ] ∪ {λ}.
Using [H2, Theorem 4.14] we further narrow the set ∆ in Lemma 6: ∆ ⊂ { 13λ, 12λ, 23λ, λ}.
Next, in Lemma 7, we apply the second Ledger formula to prove that J2ZX = −λ2‖Z‖2X for all
X ∈ nλ/2, Z ∈ nλ, and that the cases 12λ ∈ ∆ and { 13λ, 23λ} ∩ ∆ 6= ∅ are mutually exclusive. Then
either ∆ ⊂ { 12λ, λ}, which leads to Damek-Ricci spaces, or ∆ = { 13λ, 23λ, λ}. To finish the proof it
remains to show that in the latter case, the volume density function V (t, φ) of such, quite a specific,
solvmanifold depends on φ. This is done in Lemma 8: the coefficient of t9 in the Taylor expansion of
V (t, φ) appears to be nonconstant.
3 Proof
3.1 Notations and basic facts
Let G be a solvmanifold of Iwasawa type, dimG = n, and g = a⊕ n be an orthogonal decomposition of
its Lie algebra, with the nilradical n = [g, g] and dim a = 1. The operator D = adA|n is symmetric and
positive definite (for one of two possible choices of a unit vector A ∈ a).
For α > 0, let nα = {X ∈ n : DX = αX}. Denote ∆ = {α : dim nα > 0}, and let λ = max∆. We
have [nα, nβ] ⊂ nα+β, so in particular, nλ ⊂ z, the center of n.
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For α ∈ ∆, let nα = dim nα, the multiplicity of the eigenvalue α of D. We denote λ1, λ2, . . . , λn−1
the eigenvalues of D counting multiplicities, so that (λ1, λ2, . . . , λn−1) contains nα copies of each α ∈ ∆.
A particular labelling of the λi’s will be specified further in the proof.
For Z ∈ nλ, define a skew-symmetric operator JZ : g→ g by 〈JZU, V 〉 = 〈Z, [U, V ]〉.
For left invariant vector fields, the connection and the curvature are given by
∇VW = U(V,W ) + 12 [V,W ], where 〈U(V,W ), Y 〉 = 12 (〈V, [Y,W ]〉+ 〈W, [Y, V ]〉), (2)
R(X,Y, Y,X) = ‖U(X,Y )‖2 − 〈U(X,X), U(Y, Y )〉 − 34‖[X,Y ]‖2
− 12 〈[X, [X,Y ]], Y 〉 − 12 〈[Y, [Y,X ]], X〉, (3)
respectively. As usual, we identify left invariant vector fields on G with their values at e.
In the following Lemma, we collect some simple facts to be used further in the proof.
Lemma 1. Let Z ∈ nλ ⊂ z be a unit vector and n˜ = n ∩ Z⊥. Then
1. JZZ = −λA, JZA = λZ, JZ n˜ ⊂ n˜, JZnα ⊂ nλ−α. In particular, JZnα = 0, when λ− α /∈ ∆.
2. The restrictions of the symmetric operators J2Z and D to their invariant subspace n˜ commute.
For every α ∈ ∆, there is an orthogonal decomposition nα = (nα ∩KerJZ)⊕ (nα ∩ (KerJZ)⊥).
3. ∇AU = 0 for any left invariant vector field U (in particular, exp(tA) is a geodesic).
4. The distribution D = Span(A,Z) on G is totally geodesic; its integral manifolds are isometric to
the hyperbolic plane of curvature −λ2.
Proof. 1. The first two equations follow from the definition of JZ . As Span(A,Z) is an invariant subspace
of JZ , its orthogonal complement n˜ also is. Moreover, for X ∈ nα, Y ∈ nβ, 〈JZX,Y 〉 = 〈Z, [X,Y ]〉,
which can be nonzero only when [X,Y ] ∈ nλ, that is, when α+ β = λ.
2. The first claim follows from the fact that JZnα ⊂ nλ−α and D|nα = id|nα . To prove the second
one, notice that JZ and J
2
Z have the same kernel and cokernel.
3. Follows from (2).
4. The distribution D is integrable, as [A,Z] = λZ ∈ D. Its integral submanifolds are totally
geodesic, since ∇AA = ∇AZ = 0, ∇ZZ = λA, ∇ZA = −λZ. By (3), R(A,Z, Z,A) = −λ2.
In the next Lemma we consider a geodesic Γφ(t) of G lying in the hyperbolic plane introduced in
assertion 4 of Lemma 1 (dot stands for ddt ).
Lemma 2. Let Γφ(t) be a unit speed geodesic of the solvmanifold G, which passes through e in the
direction A cosφ+ Z sinφ, where Z ∈ nλ is a unit vector. Then
1. The velocity vector Γ˙φ(t) of Γφ(t) is given by
Γ˙φ(t) = qA+ΦZ, where
q =
− sinhλt+ cosφ coshλt
coshλt− cosφ sinhλt , Φ =
sinφ
coshλt− cosφ sinhλt , q
2 +Φ2 = 1. (4)
2. The vector bundle n˜ along Γφ is orthogonal to Γ˙φ(t) and is invariant with respect to ∇Γ˙φ(t). For
a left invariant vector field X ∈ n˜,
∇Γ˙φ(t)X = − 12Φ JZX, (5)
3. The bundle n˜ is invariant with respect to the Jacobi operator RΓ˙φ(t), and
RΓ˙φ(t)|n˜ = (−q2D2 − 14Φ2J2Z − λΦ2D + 12qΦ [D, JZ ])|n˜. (6)
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Proof. 1. As it follows from assertion 4 of Lemma 1, the geodesic Γφ lies in a totally geodesic hyperbolic
plane H(−λ2) = exp(Span(A,Z)) ⊂ G passing through e. It follows that Γ˙φ(t) = qA +ΦZ, with some
functions q = q(φ, t) and Φ = Φ(φ, t) satisfying q2+Φ2 = 1. The fact that ∇Γ˙φ(t)Γ˙φ(t) = 0 implies that
Φ˙ = λΦq, q˙ + λΦ2 = 0. Solving this, subject to the initial conditions q(φ, 0) = cosφ, Φ(φ, 0) = sinφ,
we get what required.
It is not difficult to find the equation of the geodesic Γφ(t) explicitly, but we won’t need it.
2. This follows immediately from assertion 1 and the fact that ∇AX = 0 (assertion 3 of Lemma 1)
and ∇ZX = − 12JZX (equation (2)).
3. The fact that n˜ is an invariant subspace of RΓ˙φ(t) follows from assertion 4 of Lemma 1. Equation
(6) is a direct consequence of (3).
3.2 Jacobi fields and the volume density function
In this subsection, we find the equation of the Jacobi fields along the geodesic Γφ(t), and then calculate
d2
dφ2V (t, φ) at φ = 0.
By assertion 2 of Lemma 1, the symmetric operators D|n˜ and J
2
Z|n˜ commute, so we can choose an
orthonormal basis X1, . . . , Xk, Y1, Y2, . . . , Y2p−1, Y2p, V1, V2, . . . , V2m−1, V2m (k + 2p+ 2m = n− 2) in n˜
in such a way that
D(Xj) = λjXj , JZXj = 0, j = 1, . . . , k, (7)
D(Y2i−1) =
1
2λY2i−1, D(Y2i) =
1
2λY2i, JZY2i−1 = aiY2i, JZY2i = −aiY2i−1, i = 1, . . . , p, (8)
D(V2l−1) = λlV2l−1, D(V2l) = (λ− λl)V2l, JZV2l−1 = blV2l, JZV2l = −blV2l−1, l = 1, . . . ,m, (9)
with ai, bl 6= 0 and λl < 12λ (note that the λ’s here need not to be distinct: for instance, some of the
λj ’s, with j = 1, . . . , k can be equal to
1
2λ, or to one of the λl or λ− λl, l = 1, . . . ,m).
The vector bundle n˜ along Γφ splits into orthogonal sum of one-dimensional subbundles Span(Xj) and
two-dimensional subbundles Span(Y2i−1, Y2i), Span(V2l−1, V2l), each of which is invariant with respect
to both ∇Γ˙φ(t) and the Jacobi operator RΓ˙φ(t) (assertions 2 and 3 of Lemma 2). So the Jacobi equation
along Γφ splits into a set of single equations and pairs of equations. We have the following:
Lemma 3. The volume density function V (t, φ) along the geodesic Γφ has the form
V (t, φ) =
sinhλt
λ
k∏
j=1
xj(t, φ)
p∏
i=1
y2i (t, φ)
m∏
l=1
det vl(t, φ), (10)
where the functions xj(t, φ) and yi(t, φ) are determined by
x¨j = (λ
2
j + (λ− λj)λjΦ2)xj , xj(0, φ) = 0, x˙j(0, φ) = 1, (11)
y¨i =
(
1
4λ
2 +
λ2−a2i
4 Φ
2
)
yi, yi(0, φ) = 0, y˙i(0, φ) = 1, (12)
and the 2× 2-matrix vl(t, φ) satisfies
v¨l + blΦ
(
0 1
−1 0
)
v˙l +
( −(q2λ2l + λλlΦ2) qΦ blλ′l
−qΦ blλl −(q2λ′2l + λλ′lΦ2)
)
vl = 0,
vl(0, φ) = 0,
v˙l(0, φ) = I2,
(13)
where λ′l = λ − λl, and I2 is the 2 × 2 identity matrix. If φ = 0, then Φ ≡ 0, q ≡ 1, and so
xj(t, 0) =
1
λj
sinhλjt, yi(t, 0) =
2
λ sinh
λ
2 t, vl(t, 0) = diag(
1
λl
sinhλlt,
1
λ′l
sinhλ′lt) and
V (t, 0) =
sinhλt
λ
k∏
j=1
sinhλjt
λj
p∏
i=1
( sinh λ2 t
λ
2
)2 m∏
l=1
sinhλlt sinhλ
′
lt
λlλ′l
=
∏
α∈∆
(
sinhαt
α
)nα
. (14)
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Proof. Consider Jacobi fields along the geodesic Γφ, orthogonal to Γ˙φ(t) and vanishing at t = 0. First of
all, as the distribution D = Span(A,Z) is tangent to the totally geodesic hyperbolic plane of curvature
−λ2 (assertion 4 of Lemma 1), there is a Jacobi field along Γφ(t) lying in D, whose contribution to the
volume density function is sinhλtλ . Moreover, all the Jacobi fields whose derivative at t = 0 is orthogonal
to D, remain orthogonal to D for all t. From (6) we have:
RΓ˙φ(t)X =


(−α2 − α (λ − α)Φ2)X, X ∈ nα ∩KerJZ , X ⊥ Z;
− 14 (1 + Φ2)λ2X − 14Φ2J2ZX, X ∈ nλ/2 ∩ (KerJZ)⊥;
(−q2α2 − λαΦ2)X − 14Φ2J2ZX + 12qΦ(λ− 2α)JZX, X ∈ nα ∩ (KerJZ)⊥, α 6= λ2 .
(15)
Let now Xj be a unit left invariant vector field defined by (7). As Span(Xj) is invariant with respect
to both RΓ˙φ(t) and ∇Γ˙φ(t), there is a Jacobi field scalar proportional to Xj . From (5) and the first line
of (15) we find that the scale factor xj(t, φ) satisfies (11).
Similarly, the left invariant vector bundle Span(V2l−1, V2l) defined by (9) is invariant with respect
to both RΓ˙φ(t) and ∇Γ˙φ(t), hence it contains two linearly independent Jacobi fields vanishing at t = 0.
From (5), the fact that Φ˙ = λqΦ (assertion 1 of Lemma 2) and the third line of (15) it follows that the
2× 2-matrix vl(t, φ) of their components with respect to the orthonormal basis V2l−1, V2l satisfies (13).
The same arguments for the left invariant vector bundle Span(Y2i−1, Y2i) defined by (8) give two
linearly independent Jacobi fields, whose coordinates in the orthonormal basis Y2i−1, Y2i satisfy the
equation
w¨i + aiΦJw˙i +
1
2aiΦ˙Jwi − 14λ2(1 + Φ2)wi = 0, with wi(0, φ) = 0, w˙i(0, φ) = I2,
where J =
(
0 1
−1 0
)
. Substituting wi = exp(− 12ai
∫ t
0
ΦJdt)zi we get z¨i =
1
4 (λ
2 + (λ2 − a2i )Φ2)zi, with the
initial conditions zi(0, φ) = 0, z˙i(0, φ) = I2. It follows that the 2 × 2-matrix zi is proportional to the
identity matrix, and det zi = y
2
i , with the function yi given by (12).
Lemma 4. Let xj(t, φ), yi(t, φ) and vl(t, φ) satisfy (11), (12) and (13), respectively. Then, in a
neighborhood of (t, φ) = (0, 0),
xj(t, φ) =
sinhλjt
λj
(
1 +
φ2
2
eλt sinhλt xˆj(t) + o(φ
2)
)
, yi(t, φ) =
sinh λ2 t
λ/2
(
1 +
φ2
2
eλt sinhλt yˆi(t) + o(φ
2)
)
det vl(t, φ) =
sinhλlt
λl
sinhλ′lt
λ′l
(
1 +
φ2
2
eλt sinhλt vˆl(t) + o(φ
2)
)
,
where
xˆj(t) =
λj
λ(λ + λj)
(λ coth λt− λj cothλjt), (16)
yˆi(t) =
λ2 − a2i
6λ2
(2 cothλt− coth λ2 t), (17)
vˆl(t) =
2(λ2 + 2λlλ
′
l)− 3b2l
2(λ+ λl)(λ+ λ′l)
cothλt+
λl(b
2
l − 2λλl)
2λ2(λ+ λl)
cothλlt+
λ′l(b
2
l − 2λλ′l)
2λ2(λ+ λ′l)
cothλ′lt, (18)
and so
V (t, φ) = V (t, 0)
(
1 +
φ2
2
eλt sinhλt
( k∑
j=1
xˆj(t) + 2
p∑
i=1
yˆi(t) +
m∑
l=1
vˆl(t)
)
+ o(φ2)
)
. (19)
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Proof. Both the equation (11) and (12) have the form
f¨ = (c21 + c2Φ
2)f, f(0, φ) = 0, f˙(0, φ) = 1,
with some constants c1 ∈ (0, λ) and c2. Expanding f(t, φ) = f0(t) + φf1(t) + φ
2
2 f2(t) + o(φ
2), using the
fact that Φ2(t, φ) = φ2e2λt + o(φ2) (from (4)), and substituting to the equation above, we find:
f0(t) =
sinh c1t
c1
, f1(t) = 0, f2(t) =
c2e
λt
λc1(λ2 − c21)
(λ sinh c1t coshλt− c1 cosh c1t sinhλt),
which gives the required expansions for xj(t, φ) and yi(t, φ).
Similarly, for the matrix vl(t, φ), the solution to (13), we have:
vl(t, φ) =
(
sinhλlt
λl
0
0
sinhλ′lt
λ′l
)
+ φ
bl
2λλlλ
′
l
(
0 (λ′l sinhλlt− eλtλl sinhλ′lt)
(λl sinhλ
′
lt− eλtλ′l sinhλlt) 0
)
− φ
2
2
b2l − λlλ′l
λλlλ
′
l
eλt
(
λ coshλt sinhλlt−λl sinhλt coshλlt
λ+λl
0
0
λ coshλt sinhλ′lt−λ
′
l sinhλt coshλ
′
lt
λ+λ′l
)
+ o(φ2),
and the expansion for det vl(t, φ) follows.
Note (although we won’t use this) that the equation (11) can be solved in the closed form by the
reduction of order: x(t, φ) = (coshλt− cosφ sinhλt)λj/λ ∫ t
0
(coshλu − cosφ sinhλu)−2λj/λdu.
3.3 The eigenvalue set
In this subsection, we show that the expansion of the volume density function obtained in Lemma 4,
gives strong restrictions on the eigenvalue set ∆. After few steps, this, together with the nonpositivity
of the curvature, leaves only two possibilities: either ∆ = {λ}, or ∆ = { 12λ, λ}, with J2ZX = −λ2‖Z‖2X
for all X ∈ nλ/2, Z ∈ nλ. This completes the proof of the Theorem as the former one corresponds to a
hyperbolic space and the latter one to a Damek-Ricci space.
Lemma 5. 1. We have:
αnα = (λ− α)nλ−α = 1
2λ
∑
l:λl=α
b2l =
1
2λ
Tr(JZJ
t
Z)|nα , for any α ∈ ∆, α 6= λ, λ/2 (20)
λ2nλ/2 = 2
p∑
i=1
a2i = Tr(JZJ
t
Z)|nλ/2 , if λ/2 ∈ ∆. (21)
In particular, for any α ∈ (0, λ), α ∈ ∆⇔ λ− α ∈ ∆; for α ∈ ∆ \ {λ}, nα ∩ (KerJZ)⊥ 6= 0.
2. ∆ ⊂ [ 13λ, 23λ] ∪ {λ}.
3. (JZJ
t
Z)|n2λ/3 =
4
3λ
2id|n2λ/3 .
Proof. 1. The harmonicity of G implies that V (t, φ) = V (t, 0), for all φ, and so, by (19),
k∑
j=1
xˆj(t) + 2
p∑
i=1
yˆi(t) +
m∑
l=1
vˆl(t) = 0, (22)
with xˆj(t), yˆi(t) and vˆl(t) given by (16), (17) and (18), respectively. The expression on the left hand side
is a linear combination of the coth’s. Note that for any finite set of positive numbers µ1 > µ2 > . . . > µN ,
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the functions coth(µst) are linearly independent. For if some linear combination
∑
s cs coth(µst) vanishes
for all t ∈ R \ {0}, it will still vanish for all t ∈ C, outside the union of the poles of the meromorphic
functions coth(µst). However, the function coth(µ1t) goes to infinity when t → pii/µ1, while all the
others stay bounded. So c1 = 0, and, inductively, all the cs’s are zeros.
Equating the coefficients of cothαt in (22) to zero, we find:
For α ∈ ∆, α < λ2 :
∑
j:λj=α
−α2
λ(λ+α) +
∑
l:λl=α
α(b2l−2λα)
2λ2(λ+α) = 0, and so 2αλ(#{j : λj = α} + #{l :
λl = α}) =
∑
l:λl=α
b2l . The expression in the brackets is dim(nα ∩KerJZ) + dim(nα ∩ (KerJZ)⊥) = nα
(by assertion 2 of Lemma 1). So
2αλnα =
∑
l:λl=α
b2l = Tr(JZJ
t
Z)|nα ,
the latter equation follows from the definition of the bl’s. The same formula remains true also for
α ∈ ∆ ∩ (λ2 , λ) (replace λl by λ′l in the above computation). Since JZnα ⊂ nλ−α, JZnλ−α ⊂ nα, and
the operator JZ is skew symmetric, Tr(JZJ
t
Z)|nα = Tr(JZJ
t
Z)|nλ−α . We get
2αλnα = 2(λ− α)λnλ−α = Tr(JZJ tZ)|nα ,
which proves (20). Next, for α = λ/2, the coefficient of coth λ2 t on the left hand side of (22) is
− 16#{j : λj = λ/2} − 2
∑p
i=1
λ2−a2i
6λ2 = 0, so
λ2nλ/2 = 2
p∑
i=1
a2i = Tr(JZJ
t
Z)|nλ/2 ,
which is (21). It can be seen that the coefficient of cothλt does not give anything new.
The fact that nα ∩ (KerJZ)⊥ 6= 0 for α 6= λ follows from (20, 21), as ai, bl 6= 0.
2. For α ∈ ∆, α 6= λ, let iα = dim(nα ∩ (KerJZ)⊥). As it follows from assertion 1, iα > 0, and
obviously iα ≤ nα. Moreover, as JZ is skew-symmetric and as JZnα ⊂ nλ−α, we have iα = iλ−α, so
0 < iα = iλ−α ≤ nα, nλ−α.
For a unit vector V ∈ nα ∩ (KerJZ)⊥, R(Z, V, V, Z) = 14‖JZV ‖2 − λα (from the third line of (15),
with q = 0,Φ = 1). As the curvature is nonpositive, ‖JZV ‖2 ≤ 4λα, and so, by (20),
αnα = (λ− α)nλ−α = (2λ)−1Tr(JZJ tZ)|nα = (2λ)−1Tr(JZJ tZ)|nα∩(KerJZ)⊥ ≤ 2α iα.
Hence (λ − α) iα ≤ (λ − α)nλ−α ≤ 2α iα, which shows that α ≥ λ/3. The fact that α ≤ 2λ/3 follows
from assertion 1.
3. For α = λ/3, the above inequalities become equations, and we obtain:
nλ/3 = 2 iλ/3, (J
2
Z)|nλ/3∩(KerJZ)⊥ = − 43λ2 idnλ/3∩(KerJZ)⊥ ,
n2λ/3 = iλ/3, (J
2
Z)|n2λ/3 = − 43λ2 idn2λ/3
(23)
(the latter equation follows from the fact that n2λ/3 = iλ/3, so n2λ/3 ⊥ KerJZ).
Lemma 6. ∆ ⊂ { 13λ, 12λ, 23λ, λ}.
Proof. We use equation (4.1) from the proof of Theorem 4.14 of [H2], in slightly different notations.
Let ∆ = {α1, . . . , αN} and c = TrD2/TrD. In an orthonormal basis {e1, . . . , eN} for RN , let F be a
set of vectors {ei + ej − ek : αi + αj = αk, i ≤ j}. Then
(nα1(c− α1), . . . , nαN (c− αN ))t ∈ Span(F ).
8
Now assume there exists α ∈ ∆ such that α ∈ (λ/3, λ/2). Choose the labelling in such a way that
α1 = α, α2 = λ − α, αN = λ. Then (by assertion 2 of Lemma 5) the only relation of the form
αi + αj = αk involving α is α1 + α2 = αN (and the same is true for λ − α). So F contains a vector
(1, 1, 0, . . . , 0,−1)t, and the first two coordinates of all the other vectors from F are zeros. Hence
nα(c− α) = nλ−α(c− (λ− α)). This contradicts the fact that αnα = (λ− α)nλ−α, which follows from
(20).
Lemma 7. 1. For any X ∈ nλ/2, Z ∈ nλ, we have J2ZX = −λ2‖Z‖2X.
2. If λ/2 ∈ ∆, then ∆ = {λ/2, λ}.
Proof. 1. Let Z ∈ nλ be a unit vector. From the second Ledger formula (1), TrR2Z = TrR2A. As
RA = −D2 (by (6), with Φ = 0, q = 1),
TrR2A = λ
4nλ +
λ4
16nλ/2 +
λ4
81nλ/3 +
16λ4
81 n2λ/3 = λ
4nλ +
λ4
16nλ/2 +
2λ4
9 n2λ/3, (24)
where we used the fact that nλ/3 = 2n2λ/3.
On the other hand, from (15), with q = 0, Φ = 1 and (23),
RZX =


−λ2A X = A,
−λ2X X ∈ nλ, X ⊥ Z,
− 12λ2X − 14J2ZX X ∈ nλ/2,
− 13λ2X X ∈ n2λ/3,
− 13λ2X X ∈ nλ/3 ∩KerJZ ,
0 X ∈ nλ/3 ∩ (KerJZ)⊥,
and so TrR2Z = λ
4+λ4(nλ−1)+ λ44 nλ/2− λ
2
4 Tr(JZJ
t
Z)nλ/2 +
1
16Tr(JZJ
t
Z)
2
nλ/2
+ λ
4
9 n2λ/3+
λ4
9 n2λ/3, using
the fact that iλ/3 = n2λ/3 from (23). Equating TrR
2
Z to the right hand side of (24) and substituting
Tr(JZJ
t
Z)|nλ/2 = λ
2nλ/2 from (21) we find Tr(JZJ
t
Z)
2
|nλ/2
= λ4nλ/2. As dim nλ/2 = nλ/2 by definition,
and the operator JZJ
t
Z is symmetric, the equations Tr(JZJ
t
Z)|nλ/2 = λ
2nλ/2, Tr(JZJ
t
Z)
2
|nλ/2
= λ4nλ/2
imply that (JZJ
t
Z)|nλ/2 = λ
2 id|nλ/2 .
2. We again use the second Ledger formula (1), TrR2X = TrR
2
A, this time with a unit vector
X ∈ nλ/2. A direct computation based on (3) and the fact that 〈JVX, JZX〉 = λ2 〈V, Z〉‖X‖2 for
V, Z ∈ nλ, X ∈ nλ/2, which follows from assertion 1, gives
RXY =


− 14λ2A Y = A,
− 14λ2Y Y ∈ nλ,
− 14λ2Y − 34J[X,Y ]X Y ∈ nλ/2, Y ⊥ X,
− 13λ2Y Y ∈ n2λ/3,
− 16λ2Y Y ∈ nλ/3.
We first compute the trace of R2X on nλ/2. Let Y1, . . . , Ynλ/2−1, Ynλ/2 = X be an orthonormal basis for
nλ/2. Then
Tr(R2X)|nλ/2 =
λ4
16
(nλ/2 − 1) +
3λ2
8
nλ/2−1∑
s=1
‖[X,Ys]‖2 + 9
16
nλ/2−1∑
s=1
‖J[X,Ys]X‖2
=
λ4
16
(nλ/2 − 1) +
15λ2
16
nλ/2−1∑
s=1
‖[X,Ys]‖2,
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as ‖J[X,Ys]X‖2 = λ2‖[X,Ys]‖2 by assertion 1. Now, with Z1, . . . , Znλ an orthonormal basis for nλ, we
have
nλ/2−1∑
s=1
‖[X,Ys]‖2 =
nλ/2−1∑
s=1
nλ∑
i=1
〈JZiX,Ys〉2 =
nλ∑
i=1
‖JZiX‖2 = λ2nλ.
So Tr(R2X)|nλ/2 =
λ4
16 (nλ/2 − 1) + 15λ
4
16 nλ, hence
TrR2X =
λ4
16nλ/2 + λ
4nλ +
λ4
6 n2λ/3.
Comparing this to (24) we get n2λ/3 = 0, and then nλ/3 = 0 by assertion 1 of Lemma 5.
As it follows from Lemma 7, if λ/2 ∈ ∆, the solvmanifold G is a Damek-Ricci space. Also, if
∆ = {λ}, G is the hyperbolic space. To finish the proof it remains to show that the case ∆ = { 13λ, 23λ, λ}
is impossible.
Lemma 8. ∆ 6= { 13λ, 23λ, λ}.
Proof. Assume ∆ = { 13λ, 23λ, λ}. Combining the results of Lemma 3 and Lemma 5, we obtain that the
volume density function V (t, φ) along the geodesic Γφ is
V (t, φ) = λ−1 sinhλt (x0(t, φ))
nλ−1 (x(t, φ))n2λ/3 (det v(t, φ))n2λ/3 ,
with the functions x0(t, φ), x(t, φ) and the 2× 2-matrix v(t, φ) determined by
x¨0 = λ
2x0, x0(0, φ) = 0, x˙0(0, φ) = 1,
x¨ = λ
2
9 (1 + 2Φ
2)x, x(0, φ) = 0, x˙(0, φ) = 1,
v¨ − 2λ√
3
Φ Jv˙ − λ
2
9
(
1 + 2Φ2 4
√
3 qΦ
−2√3 qΦ 4 + 2Φ2
)
v = 0, v(0, φ) = 0, v˙(0, φ) = I2,
where J = ( 0 1−1 0 ). Clearly, x0 = λ
−1 sinhλt and
V (t, 0) =
(
sinhλt
λ
)nλ( sinh(λt/3)
λ/3
)2n2λ/3( sinh(2λt/3)
2λ/3
)n2λ/3
,
so to prove the Lemma it remains to show that
x(t, φ) det v(t, φ) 6= 272λ3 sinh2 λ3 t sinh 2λ3 t.
This is indeed the case, as the Taylor expansion of x(t, φ) det v(t, φ) at t = 0 is
x(t, φ) det v(t, φ) = t3 + λ
2
9 t
5 + 2λ
4
405 t
7 + λ
6
4·7·39 (81− 27 cos2(φ) + 15 cos4(φ) − cos6(φ)) t9 + o(t9),
which explicitly depends on φ (the expansion was obtained using Maple).
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