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Controllability Issues of Linear Ensemble Systems
Xudong Chen1
Abstract
We address an open problem in ensemble control: Whether there exist controllable
linear ensemble systems over high dimensional parameterization spaces? We provide
a negative answer: Any real-analytic linear ensemble system is not Lp-controllable, for
2 ≤ p ≤ ∞, if the dimension of its parameterization space is greater than one.
1 Introduction and Main Result
Ensemble control originated from quantum spin systems [1–3] and has found many applica-
tions across various disciplines in science and engineering, ranging fromneuroscience [4–6],
to emergent behaviors [7], and to multi-agent control [8–10].
Driven by these emerging applications, there has been an active development in mathe-
matical control theory for analyzing basic properties of infinite ensemble systems, among
which controllability has been a major focus. Although significant progress has been made
over the last score, a complete understanding of controllability is still lacking. This is true
even for ensembles of linear control systems.
In the paper, we consider ensembles of linear time-invariant systemswhose (A,B) pairs
are real-analytic, matrix-valued functions defined on compact manifolds, possibly with
boundary. We call these manifolds parameterization spaces. We address controllability
issues of linear ensemble systems over high dimensional parameterization spaces.
1.1 Success in One Dimension
When the underlying parameterization space is one-dimensional, it is known that there exist
uniformly controllable linear ensemble systems. Roughly speaking, uniform controllability
implies that all the individual systems in the ensemble are simultaneously controllable under
a common control input. A precise definition will be given shortly.
We take below a simple but illustrative example: Consider an ensemble of scalar linear
systems parameterized by a variable σ that belongs to the unit closed interval [0, 1]:
x˙(t, σ) :=
∂
∂t
x(t, σ) = σx(t, σ) + u(t), σ ∈ [0, 1]. (1)
Throughout the paper, we use x(t, σ) to denote the state of an individual system and u(t)
to denote a common control input. In the example, x(t, σ) and u(t) are scalars. For a fixed
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time t, the collective of x(t, σ), for σ ∈ [0, 1], will be referred to as a profile. In the paper,
we consider only continuous profiles, i.e., x(t, σ) is continuous in σ.
When uniform controllability is concerned, the associated controllable subspace is the
uniform closure of the vector space (over R) spanned by AkB, for k ≥ 0. The (A,B) pair
of system (1) is simply given by A(σ) = σ and B(σ) = 1 for all σ ∈ [0, 1]. System (1) is
uniformly controllable if and only if the controllable subspace is the space of continuous
functions from [0, 1] to R (we will review the fact shortly in Lemma 1). In the case here,
AkB are the monomials σk. By Stone-Weierstrass theorem [11, Ch. 7], any continuous
function on [0, 1] can be approximated uniformly and arbitrarily well by polynomials. Thus,
system (1) is uniformly controllable.
Significant extensions of the above controllability result have been made over the last
decade. Necessary and/or sufficient conditions have been established for controllability of
general linear ensemble systems over one-dimensional parameterization spaces. Although
the controllability analysis for a general case is much more involved than the one used for
the example, Stone-Weierstrass theorem is the core as was illustrated above. For relevant
works, we first mention the seminal paper by Li and Khaneja [12] on ensembles of harmonic
oscillators. We next refer the reader to [13–17] for the case where the parameterization
space is a single closed interval and to [18,19] for a finite union of closed intervals. We also
refer the reader to [13, 20–22] for ensembles of linear time-variant systems and, further, to
a book chapter [23, Ch. 12] for more relevant works.
1.2 Problem for High Dimensions
Those existing resultsmake uswonderwhether the success can be repeated if the dimensions
of the parameterization spaces are increased? This is in fact an open problem.
Before we provide a solution to the problem, perhaps it is helpful to gain some insights
by looking into a complex version of system (1). Let us consider an ensemble of complex,
scalar linear systems with the same dynamics as (1), but with σ being a complex variable
that belongs to the closed unit disk centered at the origin of the complex plane:
x˙(t, σ) = σx(t, σ) + u(t), σ ∈ C and |σ| ≤ 1. (2)
The state x(t, σ) is now complex-valued. We allow the scalar control input u(t) to take
complex value as well. Note that we choose to work with complex systems is for ease of
presentation: One can obtain a corresponding real ensemble system by realification of (2).
The state-space of each individual system after realification will be two-dimensional. We
elaborate on the correspondence later in Section §2.
The controllable subspace associated with (2) is again given by the uniform closure
of the space (but now, over C) spanned by all the monomials in σ. However, unlike the
previous case, what we obtain after taking closure is not the space of continuous functions
anymore. It follows from Mergelyan’s Theorem [24, Ch. 20] that the controllable subspace
comprises functions that are holomorphic in the interior of the closed disk and continuous
on the boundary. As a consequence, we lose uniform controllability of system (2). One
may wonder at the point whether we could fix the controllability issue by increasing the
dimension of state-space and/or by adding more control inputs? The answer is no.
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In the paper, we show that there does not exist a controllable linear ensemble system
if the dimension of its parameterization space is greater than one. To the best of author’s
knowledge, the negative result is original. Previous works on the problem have mainly
focussed on obtaining necessary conditions for controllability. For example, Helmke and
Schönlein have provided in [15] conditions about disjointness of the spectrums of the
A-matrix. Later in [18], the authors have also shown that if uniform controllability is
concerned, then under some other mild assumptions, the parameterization space is at most
two-dimensional and, moreover, theA-matrix cannot have a branch of real eigenvalues. In a
more recent work [25], Dirr and Schönlein have shown that if there is only one single control
input, then a linear ensemble system cannot be uniformly controllable if the dimension of
the parameterization space is greater than one. Example and simulation studies for linear
ensemble systems over two-dimensional parameterization spaces are also carried out by
Zhang and Li in [22].
1.3 Main Result
Let Σ be a compact, real-analytic manifold of dimension d possibly with boundary. We
embed Σ into an Euclidean space and equip Σ with the Lebesgue measure. Let F be the
field of either real or complex numbers. We consider a continuum ensemble of linear
time-invariant control systems over F as follows:
x˙(t, σ) = A(σ)x(t, σ) +B(σ)u(t), ∀σ ∈ Σ, (3)
where A : Σ → Fn×n and B : Σ → Fn×m are real-analytic, matrix-valued functions—in
the case where F = C, a complex-valued function f is said to be real-analytic if both real-
and imaginary-part of f are real-analytic.
Each x(t, σ) ∈ Fn, for σ ∈ Σ and t ∈ R, is the state of the individual system indexed
by σ at time t. Each u(t) ∈ Fm is a common control input at t, which applies to all the
individual systems. For a given interval [0, T ], we say that a control input u : [0, T ]→ Fm
is admissible if u is integrable and ‖u(t)‖ :=
√
u(t)†u(t) is bounded for all t ∈ [0, T ]. We
call system (3) a linear ensemble system and Σ the parameterization space of (3).
Let xΣ(t) : Σ→ Fn be the map that sends σ to the current state x(t, σ) of the individual
system indexed by σ. We call xΣ(t) a profile at time t. Let C
0(Σ,Fn) be the space
of continuous functions f : Σ → Fn. Note that if the initial profile xΣ(0) belongs to
C0(Σ,Fn), then for any admissible control input, xΣ(t) belongs to C
0(Σ,Fn) for all t ≥ 0.
Next, we let Lp(Σ,Fn), for 1 ≤ p ≤ ∞, be the Banach space of all functions f whose
Lp-norm is finite:
Lp(Σ,Fn) :=
{
f : Σ→ Fn | ‖f‖Lp :=
[∫
Σ
‖f(σ)‖pdσ
]1/p
<∞
}
.
Since Σ is compact, it is known (as a consequence of Lusin’s Theorem [26, Ch. 7]) that
C0(Σ,Fn) is dense in Lp(Σ,Fn) with respect to the Lp-norm for any 1 ≤ p <∞. However,
for p = ∞, C0(Σ,Fn) is not dense in L∞(Σ,Fn); indeed, the uniform limit of continuous
functions has to be continuous. In fact, C0(Σ,Fn) itself is closed under the L∞-norm.
We now have the following definition:
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Definition 1. The linear ensemble system (3) is Lp-controllable, for 1 ≤ p ≤ ∞, if for
any initial profile xΣ(0) ∈ C0(Σ,Fn), any target profile xˆΣ ∈ C0(Σ,Fn), and any error
tolerance ǫ > 0, there is a time T > 0 and an admissible control input u : [0, T ] → Fm
such that the solution xΣ(t) generated by (3) satisfies ‖xΣ(T )− xˆΣ‖Lp < ǫ.
Note that L∞-controllability is also known as uniform controllability. The main result
of the paper is the following:
Theorem 1.1 (Main result). If dimΣ > 1, then for any real-analytic, matrix-valued func-
tions A and B, the linear ensemble system (3) cannot be Lp-controllable for 2 ≤ p ≤ ∞.
Theorem 1.1 can also be formulated as a negative result in approximation theorem. For
that, we first have the following definition:
Definition 2. Let the (A,B) pair be given in (3). Let Lp
F
(A,B) be the Lp-closure of the
vector space over F spanned by the columns of AkB, for all k ≥ 0. We call the subspace
L
p
F
(A,B) of Lp(Σ,Fn) the Lp-controllable subspace associated with system (3).
The above definition is a straightforward generalization of controllable subspace asso-
ciated with a finite dimensional linear system. By the Kalman rank condition, a finite-
dimensional linear system is controllable if and only if the controllable subspace is the
entire state space. This is, in fact, true for linear ensemble systems. We introduce below a
necessary and sufficient condition for Lp-controllability adapted from [27]:
Lemma 1. System (3) is Lp-controllable if and only if
L
p
F
(A,B) =
{
Lp(Σ,Fn), if p <∞,
C0(Σ,Fn), if p =∞.
With Lemma 1, the following result is equivalent to Theorem 1.1:
Corollary 1.2. If dimΣ > 1, then for any real-analytic pair (A,B) on Σ and any p with
2 ≤ p ≤ ∞, Lp
F
(A,B) does not contain C0(Σ,Fn) as a subset.
1.4 Organization of the Paper
The remainder of the paper is devoted to the proof of the main result. We divide the proof
into three parts and present them in three subsequent sections.
In Section §2, we present several preliminary results that can reduce moderately the
complexity of controllability analysis for system (3). Amongst others, we will (i) establish
equivalence of controllability for real and complex linear ensemble systems; (ii) compare
Lp-controllability for different values of p; and (iii) introduce ensemble systems obtained
by pullbacks and make connections of these systems to the original one (3). By the end of
Section §2, we will be able to focus only on L2-controllability of complex linear ensemble
systems over d-dimensional closed balls.
In Section §3, we introduce a special class of (complex) linear ensemble systems, which
we term normal forms. Each normal form is a scalar ensemble system defined over a
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two-dimensional closed disk. Moreover, the A-matrix, now being a scalar, is the identity
function while theB-matrix, now being a row vector, can be arbitrary. We show that normal
forms are not L2-controllable. Section §3 turns out to be the technical core of the entire
proof of Theorem 1.1. The section can further be divided into two parts:
1. To show that the normal forms are not L2-controllable, we first translate the control-
lability problem to a problem about intersection of certain Hilbert subspaces. More
specifically, we show that a normal form is uncontrollable if a collection of Hilbert
subspaces satisfies the so-called finite intersection property (with slight modification).
The translation is done in Subsections §3.1–§3.3.
2. To establish the finite intersection property, we further translate the problem to a
problem about finding nontrivial solutions to a certain homogeneous linear equation
over the ring of holomorphic functions. The proof is then completed by showing that
there exist desired solutions to the equation. This is done in Subsections §3.4–§3.6.
In Section §4, we bridge the gap between L2-controllability of normal forms and L2-
controllability of general linear ensemble systems (3). The analysis is carried out by a
sequence of reductions on both state-space of individual systems and parameterization
spaces. This is done in Subsections 4.1 and 4.2, respectively. After the sequence of
reductions, we will be able to focus only on the class of scalar linear ensemble systems
over two-dimensional disks. Then, in Subsection §4.3, we show that there is a real-analytic
transformation that takes any of those scalar linear ensemble systems to a normal form.
Moreover, we show that such transformation preserves controllability. All the arguments
then piece together to form a complete proof of Theorem 1.1.
Notations. We gather here common notations used throughout the paper.
For a complex number z = x + iy, let z¯ = x − iy be the complex conjugate of z. Let
r := |z| and θ := arctan(y/x). Then, z = reiθ is the polar representation.
If Z is a complex matrix, then Z is entry-wise. Let Z† := Z
⊤
and ‖Z‖ :=
√
tr(Z†Z).
Let S be a subset of Rn. A function f : S → Rn is said to be real-analytic on S if it is
real-analytic on an open set U that contains S. If S is itself an open set, then U can simply
be chosen as S. For a complex-valued function f over S, we let re f and im f be the real
part and imaginary part of f , respectively. We say that f is real-analytic on S if both re f
and im f are real-analytic over S. For k = 0, 1 . . . ,∞, ω, we let Ck(S,Cn) be the space
of kth continuously differentiable (k < ∞), smooth (k = ∞), and real-analytic (k = ω)
functions from S to Cn, respectively.
Similarly, a function f is holomorphic on a subset S ofC if it is holomorphic on an open
set that contains S. Note that a holomorphic function f is always real-analytic. However,
the converse is not true because re f and im f of a real-analytic function f do not necessarily
satisfy the Cauchy-Riemann equations.
Let S be a subset of Fn with F = R or C. We let idS : S → S be the identity function,
i.e., idS(x) = x for all x ∈ S. We let 1S : S → F be the constant function that takes value
one everywhere, i.e., 1S(x) = 1 for all x ∈ S. For ease of notation, we will omit sometime
the subindex S and simply write id and 1.
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Let S be a Lebesgue measurable subset of Rn. Let f1 and f2 be two complex, vector-
valued, square-integrable functions defined on S. We denote the inner-product of f1 with
f2 as follows:
〈f1, f2〉S :=
∫
S
f †1(σ)f2(σ)dσ.
Note that 〈f1, f2〉S = 〈f2, f1〉S .
2 Preliminary Results
We present below three preliminary results that will be useful in proving Theorem 1.1. The
results are formulated as Lemmas 2–4 and presented in the subsequent subsections.
2.1 Controllability of Real and Complex Ensembles
System (3) is either over R or C. Theorem 1.1 states that neither is controllable. However,
we do not need to treat the two cases separately. The next result implies that they are
equivalent in terms of controllability. The same result has been obtained in [25, Prop. 1].
We also refer the reader to [28] for the equivalence between control systems in real and
complex Banach spaces. For completeness of presentation, we provide a short proof after
the statement:
Lemma 2. If there is a Lp-controllable linear ensemble system over C, then there is a
Lp-controllable linear ensemble system over R and vice versa.
Proof. We first assume that system (3) is real and Lp-controllable. We will show that the
same system, i.e., with the same (A,B) pair, is Lp-controllable over C. To see this, we first
note that by Lemma 1, the controllable subspace L
p
R
(A,B) is either Lp(Σ,Rn) for p < ∞
or C0(Σ,Rn) for p = ∞. We also note that LC(A,B), Lp(Σ,Cn), and C0(Σ,Cn) can
be obtained by complexification of LR(A,B), L
p(Σ,Rn), and C0(Σ,Rn), respectively. It
follows thatLC(A,B) is either L
p(Σ,Cn) for p <∞ or LC(A,B) = C0(Σ,Cn) for p =∞,
so by Lemma 1, system (3) is Lp-controllable over C.
We next assume that system (3) is complex and Lp-controllable. We show below that the
real ensemble system obtained by realification of (3) is Lp-controllable. First, decompose
A = A1 + iA2 and B = B1 + iB2 into real and imaginary parts. The realification of (3) is
then a 2n-dimensional real linear ensemble system given as follows:[
x˙1(t, σ)
x˙2(t, σ)
]
=
[
A1(σ) −A2(σ)
A2(σ) A1(σ)
] [
x1(t, σ)
x2(t, σ)
]
+
[
B1(σ) −B2(σ)
B2(σ) B1(σ)
] [
u1(t)
u2(t)
]
. (4)
The correspondence between (3) and (4) is straightforward: The two n-dimensional
substates x1(t, σ) and x2(t, σ) in (4) correspond to the real and imaginary parts, respectively,
of the complex statex(t, σ) in (3). More specifically, we let the initial profiles and the control
inputs of the two ensemble systems be related such that x(0, σ) = x1(0, σ) + ix2(0, σ), for
all σ ∈ Σ, and u(t) = u1(t) + iu2(t), for all t ≥ 0. Then, the two solutions satisfy
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x(t, σ) = x1(t, σ) + ix2(t, σ) for all σ ∈ Σ and for all t ≥ 0. Thus, if we let the target
profiles of the two systems be related such that xˆ(σ) = xˆ1(σ) + ixˆ2(σ), then
‖x(T, σ)− xˆ(σ)‖ = ‖x1(T, σ)− xˆ1(σ)‖+ ‖x2(T, σ)− xˆ2(σ)‖.
We conclude from Def. 1 that if the linear complex ensemble system (3) is Lp-controllable,
then so is its realification (4). 
In the sequel, wewill letF = C. The choice ismade for ease of analysis and presentation.
2.2 Comparison between Different Controllability
Wewill now look intoLp-controllability of system (3) for different values of p. The following
result shows that if p > q, then Lp-controllability is stronger than Lq-controllability.
Lemma 3. If the linear ensemble system (3) is Lp-controllable and if p > q ≥ 1, then the
system is also Lq-controllable.
Proof. To proceed, we first note that if p > q, then Lp(Σ,Cn) is a subset of Lq(Σ,Cn). This
follows from the Hölder’s inequality: indeed, if f ∈ Lp(Σ,Cn), then
‖f‖qLq =
∫
Σ
‖f(σ)‖qdσ ≤
[∫
Σ
‖f(σ)‖pdσ
]q/p [∫
Σ
1dσ
]p−q/p
≤ ‖f‖qLp Vol(Σ)p−q/p.
Since Σ is compact, its volume Vol(Σ) is finite. It follows from the above inequality that
‖f‖Lq is finite and, hence, f ∈ Lq(Σ,Cn). By the same argument, we know that LqC(A,B)
contains L
p
C
(A,B) as a subset.
Because system (3) is Lp-controllable, by Lemma 1, Lp
C
(A,B) is either Lp(Σ,Cn) for
p <∞ or C0(Σ,Cn) for p = ∞. In either case, Lp
C
(A,B) contains C0(Σ,Cn) as a subset.
Because L
q
C
(A,B) contains Lp
C
(A,B), it contains C0(Σ,Cn) as well. Since Σ is compact,
C0(Σ,Cn) is dense in Lq(Σ,Cn) with respect to the Lq-norm. On the other hand, Lq
C
(A,B)
is closed, so L
q
C
(A,B) = Lq(Σ,Cn). By Lemma 1, system (3) is Lq-controllable. 
By Lemma 3, if the linear ensemble system (3) is not L2-controllable, then it cannot be
Lp-controllable for all p ≥ 2. Thus, to prove Theorem 1.1, it suffices to prove for the case
where p = 2. In the sequel, we will focus only on the case where F = C and p = 2. For
ease of notation, we will write
L(A,B) := L2
C
(A,B)
by omitting the sub- and sup-indices. For the same reason, we will omit the prefix “L2-” for
controllability. For example, we will use controllability instead of L2-controllability and,
similarly, controllable subspace instead of L2-controllable subspace.
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2.3 Pullbacks by Embeddings and Subensembles
Let Σ′ be another compact, real-analytic manifold of dimension d (same dimension as Σ)
possibly with boundary. Let ρ : Σ′ → Σ be a real-analytic embedding. We consider a new
ensemble system over Σ′ defined as follows:
x˙(t, σ′) = A(ρ(σ′))x(t, σ′) +B(ρ(σ′))u(t), ∀σ′ ∈ Σ′. (5)
We have the following definition:
Definition 3 (Pullback). System (5) is the pullback of (3) by the embedding ρ.
The following result relates controllability of system (3) to controllability of its pull-
back (5) (a similar result is obtained in [25, Lemma 1] for ρ an inclusion map):
Lemma 4. If system (5) is not controllable, then neither is (3).
Proof. Assuming that system (5) is not controllable, we will show that there exist an ǫ > 0
and a function f ∈ L2(Σ,Cn) such that f is at least ǫ-away from L(A,B), i.e., for any
g ∈ L(A,B), we have that ‖f − g‖L2 ≥ ǫ.
For convenience, we let A′ := A ◦ ρ and B′ := B ◦ ρ be defined by compositions of
maps. Since system (5) is not controllable, by Lemma 1, its controllable subspaceL(A′, B′)
is a proper subspace of L2(Σ′,Cn). In particular, there exist an ǫ′ > 0 and a function
f ′ ∈ L2(Σ′,Cn) such that f ′ is at least ǫ′-away from L(A′, B′).
For any given σ′ ∈ Σ′, we let dρσ′ : Tσ′Σ′ → Tρ(σ′)Σ be the derivative of ρ at σ′.
Because ρ is an embedding, dρσ′ is a linear isomorphism between the two tangent spaces.
Thus, det(dρσ′) is nonzero everywhere. We now let f : Σ→ Cn be defined as follows:
f(σ) :=
{
f ′(σ′)√
|det(dρσ′ )|
, if σ = ρ(σ′) is in the image of ρ,
0, otherwise.
Note that by construction, we obtain that
‖f‖2L2 =
∫
ρ(Σ′)
‖f(σ)‖2dσ =
∫
Σ′
‖f ′(ρ(σ′)‖2
| det(dρσ′)| | det(dρσ
′)|dσ′ = ‖f ′‖2L2 .
In particular, f belongs to L2(Σ,Cn).
We show below that f is at least ǫ′-away fromL(A,B). Given an arbitrary g inL(A,B),
we let g′ : Σ′ → Cn be defined as follows:
g′(σ′) := g(ρ(σ′))
√
| det(dρσ′)|.
Similarly, we have that
‖g′‖2L2 =
∫
Σ′
‖g′(σ′)‖2dσ′ =
∫
ρ(Σ′)
‖g(σ)‖2| det(dρσ′)| 1| det(dρσ′)|dσ
=
∫
ρ(Σ′)
‖g(σ)‖2dσ ≤
∫
Σ
‖g(σ)‖2dσ = ‖g‖2L2,
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which implies that g′ ∈ L2(Σ′,Cn). Moreover, we have that
‖g − f‖2L2 ≥
∫
ρ(Σ′)
‖g(σ)− f(σ)‖2dσ =
∫
Σ′
‖g′(σ′)− f ′(σ′)‖dσ′ = ‖g′ − f ′‖2L2 ≥ ǫ′.
This completes the proof. 
Lemma 4 will be used in different situations with various choices of embeddings ρ,
among which the following one shows up most frequently:
Definition 4 (Subensemble). Let Σ′ be a closed, d-dimensional submanifold of Σ and
ρ : Σ′ → Σ be the inclusion map. In this case, we call the linear ensemble system (5) a
subensemble, or more explicitly, subensemble-Σ′ of system (3).
Thanks to Lemma 4, we do not need to proof Theorem 1.1 for different classes of
compact, real-analytic manifolds Σ. In fact, one can focus only on the case where Σ is a
closed d-dimensional ball. However, even for the simple case, the proof of Theorem 1.1 is
nontrivial at all.
3 Normal Forms of Linear Ensemble Systems
We focus in the section on a special class of linear ensemble systems, which we term normal
forms. The goal of the section is to show that any normal form is not controllable. The result
will be of great use in the proof of Theorem 1.1 as we will show in the next section that
any general linear ensemble system can be translated into a normal form after a sequence
of reductions on both state- and parameterization-spaces.
We call an ensemble system a scalar ensemble if the state of individual system is
one-dimensional (over C). Each normal form is a scalar ensemble system. Moreover, the
parameterization space of a normal form is a two dimensional closed disk.
In the section, we identify R2 with the complex plane C, so a point σ = (σ1, σ2) ∈ R2
is now a complex number σ = σ1 + iσ2. LetD0[R] ⊂ C be the closed disk of radiusR > 0
centered at 0:
D0[R] := {σ ∈ C | |σ| ≤ R} .
The square bracket in D0[R] indicates that it is a closed disk and the subindex 0 indicates
that the disk is centered at 0. We now have the following definition:
Definition 5 (Normal form). A scalar ensemble system is a normal form if its dynamics is
described by the following differential equation:
x˙(t, σ) = σx(t, σ) + b(σ)u(t), ∀σ ∈ D0[R], (6)
where b : D0[R]→ C1×m is a real-analytic, row-vector-valued function.
The “normality” of system (6) comes from the fact that the “A-matrix”—which is now
a scalar function—is the identity function. We establish in the section the following result:
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Theorem 3.1. Every normal form (6) is not L2-controllable.
Theorem 3.1 will be established if we can show that the controllable subspace L(id, b)
is not the entire L2(D0[R],C) for any real-analytic, row-vector-valued function b.
The fact is not hard to establish if b is a scalar function. For example, if b = 1 is the
constant function taking 1 everywhere, thenL(id, b) is theL2-closure of all polynomials p(σ)
in σ (including the constants). Such controllable subspace cannot be the entireL2(D0[R],C)
because any polynomial q in variable σ¯ of positive degree is orthogonal to p. In fact, we
can show that this is the case for any scalar real-analytic function b. More precisely, we let
Kb be the subspace of L
2(D0[R],C) orthogonal to L(id, b). Then, Kb is nontrivial, i.e., it
contains elements other than 0.
The difficulty of the proof lies in the fact that b = [b1, . . . , bm] is an arbitrary row-
vector. The approach we take is to translate the problem into an intersection problem.
Specifically, note that if there is a nonzero square-integrable function f orthogonal to every
subspace L(id, bi), then f is orthogonal to L(id, b). The problem about whether or not
there exists such a nonzero f is equivalent to the following: For any given {b1, . . . , bm}, is
the intersection ∩mi=1Kbi alway nontrivial?
We show that the answer to the intersection problem is affirmative and formulate the
result as a theorem (Theorem 3.5). The exact statement of the theorem will be slightly
different from what we have stated above. The key difference is that we do not deal with
square-integrable functions on the disk D0[R], but rather functions on a certain closed
annulus inside the disk. A few preliminaries are needed for introducing Theorem 3.5. We
do this in Subsections §3.1 and §3.2. Theorem 3.5 is given in Subsection §3.3. Subsec-
tions §3.4–§3.6 are devoted to the proof of Theorem 3.5.
3.1 Regularization Condition
In the subsection, we introduce a condition that regularizes the b-vector in the normal
form (6). The condition will greatly facilitate the controllability analysis. Although the
condition imposes constraints on what type of b-vector can be, it can be assumed for free,
i.e., we do not lose any generality by assuming the regularization condition.
To state the condition, we first recall that a scalar, real-analytic function f : D0[R]→ C
can be locally represented by a convergent power series in σ and σ¯:
f(σ) =
∞∑
k=0
∞∑
l=0
c(k, l)σkσ¯l, ∀σ such that |σ| < r, (7)
where the coefficients c(k, l) are complex numbers with k and l indicating the powers of
σ and σ¯, respectively. The radius of convergence is defined to be the supremum of r such
that (7) holds. Since we expand f at 0, the power series (7) is the Maclaurin series. We
now present the regularization condition (RC):
RC Every entry bi of b is nonzero everywhere over the closed diskD0[R]. Moreover, both
bi and its inverse b
−1
i , for any i = 1, . . . , m, can be represented by their Maclaurin
series whose radii of convergence are greater than R.
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We show below that the regularization condition can be assumed for free. A few preliminary
results are needed for establishing the fact. We introduce these results below.
Let b0 : D0[R] → C be any scalar, real-analytic function. Then, by concatenating the
given row vector b with b0, we obtain an augmented row vector bˆ := [b0, b1, · · · , bm]. We
then consider the following ensemble system:
x˙(t, σ) = σx(t, σ) + bˆ(σ)u(t), ∀σ ∈ D0[R], (8)
which is a normal form. We first have the following fact:
Lemma 5. If system (8) is not controllable, then neither is system (6).
Proof. The fact directly follows from the fact that L(id, b) ⊆ L(id, bˆ). 
By Lemma 5, we can assume that there is at least a scalar function bi such that bi(0) 6= 0;
indeed, if there does not exist such a scalar function, then we can augment b by adding a
nonzero constant function b0 (e.g., let b0 := 1) and show that the new ensemble system (8) is
not controllable. We will assume, without loss of generality (in short, wlog), that b1(0) 6= 0.
We next letP ∈ Cm×m be any invertible matrix. Let b˜ : D0[R]→ C1×m be defined such
that b˜(σ) := b(σ)P for all σ ∈ D0[R]. We consider another ensemble system as follows:
x˙(t, σ) = σx(t, σ) + b˜(σ)u(t), ∀σ ∈ D0[R], (9)
which is again a normal form. We then have the following fact:
Lemma 6. System (6) is controllable if and only if system (9) is.
Proof. Every entry b˜i of b˜ is a linear combination of the bi. Conversely, because P is
invertible and b = b˜P−1, so bi is a linear combination of the b˜i. It follows that two
controllable subspaces L(id, b) and L(id, b˜) are the same. 
We now consider a particular invertible matrix P as follows: First, let p = [p1, . . . , pm]
be a row vector where each entry pi is defined as follows:
pi :=
{
1, if bi(0) = 0,
0, otherwise.
We then let P := I + e1p where e1 is a column vector with 1 the first entry and 0 elsewhere.
We have assumed that b1(0) 6= 0, so p1 = 0 and, hence, P is an upper triangular matrix
with 1 on the diagonal. In particular, P is invertible. Note that the choice of the row
vector p guarantees that every b˜i, for i = 1, . . . , m, satisfies the condition that b˜i(0) 6= 0.
From Lemma 6, system (9) is controllable if and only if system (6) is. Thus, we can assume
wlog that the b-vector itself satisfies the property that bi(0) 6= 0 for all i = 1, . . . , m.
Because b is continuous (in fact, real-analytic) and because each bi(0) is nonzero, there
is a radius R′, with 0 < R′ ≤ R, such that bi(σ) 6= 0 for all σ ∈ D0[R′] and for all
i = 1, . . . , m. By Lemma 4, to show that system (6) is not controllable, it suffices to show
that the subensemble-D0[R
′] of (6) is not controllable. By the above arguments, we may as
well assume that each bi is nonzero everywhere over the original diskD0[R].
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Finally, we let ri and r˜i be the radii of convergence for theMaclaurin series of bi and b
−1
i ,
respectively. Let R′ > 0 be chosen such that R′ < minmi=1{ri, r˜i}. The regularization con-
dition will be satisfied if we replaceR withR′. Again, by Lemma 4, to show that system (6)
is not controllable, it suffices to show that the subensemble-D0[R
′] is not controllable. We
can thus assume that the regularization condition is satisfied without passing the normal
form (6) to any of its subensembles.
We conclude from the above arguments that the regularization condition can be assumed
for free. We consider below normal forms with the b-vector satisfying the condition. 
3.2 Convergent Series on Annulus
We let R1 and R2 be positive real numbers such that 0 < R1 < R2 < R. Let A[R1, R2] be
a closed annulus inside the diskD0[R] defined as follows:
A[R1, R2] := {σ ∈ C | R1 ≤ |σ| ≤ R2}. (10)
For convenience, we use A1 := A[R1, R2] as a short notation.
In the section, we introduce a particular set of continuous functions on A1 that are
represented by certain convergent series. These functions will be of great use in the
analysis. For a complex number σ, we recall that σ = reiθ is the polar representation. We
will define those functions using variables r and θ:
Definition 6 (ueac series). Let ρk : [R1, R2]→ C, for k ∈ Z, be continuous functions. The
following doubly infinite series:
f(r, θ) :=
∞∑
k=−∞
ρk(r)e
ikθ (11)
is uniformly, exponentially, absolutely convergent (or simply ueac) if there is a real
number γ > 1 such that the following sequence of functions:
gn(r) :=
n∑
k=−n
|ρk(r)|γ|k|, ∀n ≥ 0,
converges uniformly on the closed interval [R1, R2]. The functions ρk, for k ∈ Z, are the
radius components of f .
Note that by the uniform limit theorem, the doubly infinite series (11) is a continuous
function on the annulus A1. The radius components satisfy the following relations with f :
ρk(r) =
1
2π
∫ π
−π
f(r, θ)e−ikθdθ,
which hold for all for k ∈ Z.
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3.2.1 Ring of ueac series. For convenience, we letK be the collection of all ueac series:
K :=
{
f ∈ C0(A1,C) | f is ueac
}
.
The set of continuous functions onA1 is a ringwith identity. The addition andmultiplication
are both pointwise. The identity element is simply the constant function 1A1 . We now have
the following fact:
Proposition 3.2. The setK is a subring of C0(A1,C) with identity.
Proof. The function 1A1 is contained inK. Its radius components ρk are constant functions
given by ρ0(r) := 1 and ρk(r) := 0 for all k 6= 0. Also, it should be clear from Def. 6 that
K is closed under addtion. It remains to show that K is closed under multiplication.
Let f1 and f2 be any two functions out ofK. Let ρk and ̺k be the radius components of
f1 and f2, respectively. We can represent f1f2 by the following formal series:
(f1f2)(r, θ) =
∞∑
k=−∞
(
∞∑
l=−∞
ρk−l(r)̺l(r)
)
eikθ. (12)
Note, in particular, that if f1f2 is an ueac series, then its radius components are given by
the expression in the parenthesis on the right hand side of (12). We thus need to show that
there exists a real number γ > 1 such that the sequence of functions:
gn(r) =
n∑
k=−n
∣∣∣∣∣
∞∑
l=−∞
ρk−l(r)̺l(r)
∣∣∣∣∣ γ|k|, ∀n ≥ 0,
converges uniformly on the closed interval [R1, R2].
Since both f1 and f2 belong to K, there exists a number δ > 1 such that for all
r ∈ [R1, R2],
∞∑
k=−∞
(|ρk(r)|+ |̺k(r)|)δ|k| <∞,
which implies that there is a constantM > 0 such that for all k ∈ Z and for all r ∈ [R1, R2],
|ρk(r)|δ|k| ≤ M and |̺k(r)|δ|k| ≤ M . It follows that for any r ∈ [R1, R2] and for any
positive number γ,
n∑
k=−n
∣∣∣∣∣
∞∑
l=−∞
ρk−l(r)̺l(r)
∣∣∣∣∣ γ|k| ≤M2
n∑
k=−n
∞∑
l=−∞
γ|k|
δ|k−l|+|l|
. (13)
The series on the right hand side of (13) does not depend on r, so it remains to show
that there is a number γ > 1 such that the series converges as n tends to infinity. By
computation, we have that for any fixed k ∈ Z, the following series converges:
∞∑
l=−∞
γ|k|
δ|k−l|+|l|
=
∞∑
l=−∞
γ|−k|
δ|−k−l|+|l|
=
(
|k|+ δ
2 + 1
δ2 − 1
)
γ|k|
δ|k|
.
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It then follows that if we let γ be any number chosen in the open interval (1, δ), then
∞∑
k=−∞
∞∑
l=−∞
γ|k|
δ|k−l|+|l|
= 2
∞∑
k=0
∞∑
l=−∞
γk
δ|k−l|+|l|
−
∞∑
l=−∞
1
δ2|l|
=
4δ
(δ2 − 1)(δ − γ) +
2δ2
(δ − γ)2 −
δ2 + 1
δ2 − 1 <∞.
This completes the proof. 
3.2.2 Regularization condition on ueac series. We now let f : D0[R] → C be a real-
analytic function that satisfies the regularization condition. We represent f by its Maclaurin
series as follows:
f(σ) =
∞∑
k=0
∞∑
l=0
c(k, l)σkσ¯l. (14)
Note that the radius of convergence of (14) is greater thanR (by the regularization condition).
As a consequence, we have the following fact:
Lemma 7. There is a positive ǫ such that
∞∑
k=0
∞∑
l=0
|c(k, l)|(R+ ǫ)k+l <∞. (15)
Proof. Let ǫ > 0 be chosen such that (R+ ǫ) is less than the radius of convergence of (14).
It follows that (14) is absolutely convergent on the closed diskD0[R+ ǫ], so (15) holds. 
If we use the polar representation, i.e., σ = reiθ and σ¯ = re−iθ, then the Maclaurin
series (14) can be re-written as follows:
f(r, θ) =
∞∑
k=−∞
ρk(r)e
ikθ, (16)
where the functions ρk, for k ∈ Z, are given by
ρk(r) :=
∞∑
l=0
c (l + (|k|+k)/2, l + (|k|−k)/2) r2l+|k|. (17)
We let f |A1 : A1 → C be obtained by restricting f to the annulus A1. Note that the
functions ρk in (17) are defined for all r ∈ [0, R]. But, with slight abuse of notation, we
will sometime treat ρk as functions over [R1, R2]. For example, this will be the case if we
want to use the same expression (16) for f |A1 . We now have the following fact:
Proposition 3.3. If f satisfies the regularization condition, then f |A1 belongs toK.
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Proof. Let γ := R/R2 > 1. It follows from (17) that
∞∑
k=−∞
|ρk(r)|γ|k| =
∞∑
k=−∞
∣∣∣∣∣
∞∑
l=0
c (l + (|k|+k)/2, l + (|k|−k)/2) r2l+|k|
∣∣∣∣∣ R
|k|
R
|k|
2
≤
∞∑
k=−∞
∞∑
l=0
|c (l + (|k|+k)/2, l + (|k|−k)/2)| r2l+|k|R
|k|
R
|k|
2
. (18)
Note that r ∈ [R1, R2] and R2 < R, so
r2l+|k|
R|k|
R
|k|
2
≤ R2lR|k|2
R|k|
R
|k|
2
= R2l+|k|.
Using the above inequality, we continue with the line (18) and obtain that
∞∑
k=−∞
|ρk(r)|γ|k| ≤
∞∑
k=−∞
∞∑
l=0
|c (l + (|k|+k)/2, l + (|k|−k)/2)|R2l+|k| =
∞∑
k=0
∞∑
l=0
|c(k, l)|Rk+l.
We conclude from Lemma (7) that the last series of the above expression is finite. 
Remark 1. Prop. 3.3 shows that every f satisfying the regularization condition gives rise
to an ueac series f |A1 . However, not every ueac series can be obtained in this way. In
particular, we note that the radius components ρk of the induced ueac series f |A1 take a
special form: By (17), each ρk can be decomposed as
ρk(r) = hk(r
2)r|k|,
where hk : [0, R
2]→ C is a real-analytic function represented by its Maclaurin series:
hk(s) :=
∞∑
l=0
c (l + (|k|+k)/2, l + (|k|−k)/2) sl.
and the coefficients c(·, ·) satisfy Lemma 7.
3.3 Featured Spaces and Finite Intersection Property
In the subsection, we translate the controllability problem to the problem about intersection
of certain Hilbert subspaces of L2(A1,C) as was indicated at the beginning of the section.
To proceed, we first have a preliminary result about the inner-product of two ueac
series. Let A1 = A[R1, R2] be the annulus as was given in (10). Recall that for two
square-integrable f1 and f2 on A1, the inner-product of f1 with f2 is given by
〈f1, f2〉A1 :=
∫
A1
f¯1(σ)f2(σ)dσ.
We have the following fact:
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Proposition 3.4. Let f1 and f2 be ueac series. Let ρk and ̺k, for k ∈ Z, be the radius
components of f1 and f2, respectively. Then, the inner-product of f1 with f2 is given by
〈f1, f2〉A1 = 2π
∞∑
k=−∞
∫ R2
R1
ρ¯k(r)̺k(r)rdr.
Proof. Under the polar representation, we have that
〈f1, f2〉A1 =
∫ π
−π
∫ R2
R1
∞∑
k=−∞
∞∑
l=−∞
ρ¯k(r)̺l(r)e
i(l−k)θrdrdθ. (19)
We show below that the integrals and the summations in (19) commute. By Fubini’s
theorem, it suffices to show that∫ π
−π
∫ R2
R1
∞∑
k=−∞
∞∑
l=−∞
|ρ¯k(r)̺l(r)r|drdθ <∞.
Since f1 and f2 are ueac series, the exists a constantM > 0 such that
∞∑
k=−∞
|ρk(r)| < M and
∞∑
l=−∞
|̺l(r)| < M,
for all r ∈ [R1, R2]. It follows that∫ π
−π
∫ R2
R1
∞∑
k=−∞
∞∑
l=−∞
|ρ¯k(r)̺l(r)r|drdθ <
∫ π
−π
∫ R2
R1
M2rdrdθ < π(R22 − R21)M2.
We are now free to interchange the integrals and the summations in (19). By doing so,
we obtain that
〈f1, f2〉A1 =
∞∑
k=−∞
∞∑
l=−∞
∫ R2
R1
ρ¯k(r)̺l(r)rdr
∫ π
−π
ei(l−k)θdθ.
The result then follows from the fact that the last integral on the right hand side of the above
expression is 2πδkl where δkl is the Kronecker delta. 
3.3.1 Featured spaces. We will now introduce the collection of Hilbert subspaces of
L2(A1,C), which we term featured spaces. For that, we first let
P := {f |A1 | f ∈ Cω(D0[R],C) satisfies the regularization condition} . (20)
Note that by Prop. 3.3, P is a subset of K. We then have the following definition:
Definition 7 (Featured spaces). Let g be an element in P. The g-featured space is a
subspace of K orthogonal to all the functions g idk for k ≥ 0, i.e.,
Kg :=
{
f ∈ K | 〈f, g idk〉A1 = 0, ∀k ≥ 0
}
, (21)
where id is the identity function on A1.
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Note that 1A1 belongs to P. For ease of notation, we will simply write 1 by omitting the
subindex if there is no confusion. For the special case, we have the following fact:
Lemma 8. Let ρk, for k ∈ Z, be the radius components of an ueac series f . Then f ∈ K1
if and only if the following holds:∫ R2
R1
ρk(r)r
k+1dr = 0, ∀k ≥ 0. (22)
Proof. Note that the radius components ̺l, for l ∈ Z, of idk are given by ̺l(r) = δklrk,
where δkl is the Kronecker delta. By Prop. 3.4, f is orthogonal to id
k if and only if
〈f, idk〉A1 = 2π
∫ R2
R1
ρ¯k(r)r
k+1dr = 0.
Dividing 2π and taking complex conjugate on both sides, we then obtain (22). 
For the general case, we have the following fact:
Lemma 9. Let g ∈ P be arbitrary. Then, an ueac series f belongs toKg if and only if there
exists an f ′ ∈ K1 such that f = f ′g¯−1.
Proof. First, we pick an arbitrary function f ∈ Kg and let f ′ := f g¯. Since g ∈ P, the
complex conjugate g¯ belongs to P as well and, hence, g¯ ∈ K by Prop. 3.3. Next, by
Prop. 3.2,K is a ring. In particular, it is closed under multiplication, so f ′ ∈ K. Moreover,
〈f ′, idk〉A1 = 〈f g¯, idk〉A1 = 〈f, g idk〉A1 = 0,
which implies that f ′ ∈ K1. Conversely, we pick an arbitrary function f ′ ∈ K1 and let
f := f ′g¯−1. Again, by Prop. 3.2 and Prop. 3.3, f ∈ K. Similarly, we have that
〈f, g idk〉A1 = 〈f g¯, idk〉A1 = 〈f ′, idk〉A1 = 0,
so f ∈ Kg. This completes the proof. 
3.3.2 Finite intersection property. Every g-featured space is nontrivial. To see this, we
note that for the special case where g = 1, all the functions id
l
, for l > 0, belong to K1,
where id(σ) = σ¯; indeed, the radius components ρk, for k ≥ 0, of each idl are identically
zero and, hence, (22) is satisfied. It then follows from Lemma 9 thatKg is nontrivial for all
g ∈ P. The question we address below is about the intersection of finitely but arbitrarily
many featured spaces.
To state the result, we first introduce the following definition which we borrow from
topology with slight modification:
Definition 8 (Finite intersection property). Let X be an arbitrary vector space and A =
{Ai}i∈I be a collection of subspaces ofX indexed by an arbitrary index set I. The collection
A satisfies the finite intersection property if for any finite subset I′ of I, the intersection
∩i∈I′Ai is nontrivial, i.e., it contains nonzero vectors.
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Amongst other things, we will establish below the following fact:
Theorem 3.5. Let A1 = A[R1, R2] be the closed annulus given in (10). For each g ∈ P,
let Kg be the featured space given in (21). Suppose that R1R > R
2
2; then, the collection
{Kg}g∈P satisfies the finite intersection property.
Note that Theorem 3.1 follows as a consequence of Theorem 3.5:
Proof of Theorem 3.1. We consider the subensemble-A1 of the normal form (6). Let
b1, . . . , bm be them entries of the b-vector of system (6). As was argued in Subsection §3.1,
we can assume that each bi satisfies the regularization condition. Let gi := bi|A1 for all
i = 1, . . . , m. By Theorem 3.5, there is a nonzero function f0 such that f0 ∈ ∩mi=1Kgi , i.e.,
〈f0, gi idk〉A1 = 0, ∀k ≥ 0 and ∀i = 1, . . . , m. (23)
On the other hand, the controllable subspace L(id, g), where g := [g1, . . . , gm], associated
with the subensemble-A1 is the L
2-closure of all functions h =
∑m
i=1 gipi(id), with each pi
a polynomial. It follows from (23) that 〈f0, h〉A1 = 0. Since f0 is nonzero, L(id, g) is a
proper subspace of L2(A1,C). By Lemma 1, the subensemble-A1 is not controllable and,
by Lemma 4, system (6) is neither controllable. 
The remainder of the section is devoted to the proof of Theorem 3.5. Let {g1, . . . , gm}
be an arbitrary subset of P. We will fix the gi’s in the sequel. We will show that there exist
a nonzero function f0 ∈ K andm other functions f1, . . . , fm ∈ K1 such that
f0g¯i = fi, ∀i = 1, . . . , m. (24)
Note that Theorem 3.5 immediately follows from (24). To see this, note that if (24)
holds, then f0 = fig¯
−1
i for all i = 1, . . . , m. Then, by Lemma 9, f0 ∈ ∩mi=1Kgi . We will
prove the existence of the (m + 1) functions fi, for i = 0, . . . , m, by constructing them
explicitly. By the relation (24), the main focus of the construction will be on f0.
3.4 Orthogonality Condition
Radius components of ueac series appear natural in polar representation and have been
useful so far in computation. However, there is another set of functions in radius that appear
to be more relevant in analysis along the construction of a desired function f0. To that end,
we have the following definition:
Definition 9 (Kernels). Let f be an arbitrary ueac series and ρk, for k ∈ Z, be its radius
components. Then, the kernels of f are functions ηk : [R
2
1, R
2
2]→ C, for k ∈ Z, given by:
ηk(s) := ρk(
√
s)s
k
2 .
For convenience, we let s1 := R
2
1 and s2 := R
2
2 so that kernels are now functions over
the closed interval [s1, s2]. For the remainder of the section, we fix the following notations:
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1. Let ρk, for k ∈ Z, be the radius components of f0 and ηk, for k ∈ Z, be the kernels.
It directly follows from Def. 9 that
ηk(s) = ρk(
√
s)s
k
2 , ∀s ∈ [s1, s2]. (25)
2. For the given gi ∈ P, we let ̺i,k, for k ∈ Z, be its radius components. Note that
g¯i(r, θ) =
∞∑
k=−∞
¯̺i,k(r)e
−ikθ =
∞∑
k=−∞
¯̺i,−k(r)e
ikθ,
which implies that ¯̺i,−k, for k ∈ Z, are radius components of g¯i. Thus, if we let ξi,k,
for k ∈ Z, be the kernels of g¯i, then they are given by
ξi,k(s) = ¯̺i,−k(
√
s)s
k
2 , ∀s ∈ [s1, s2]. (26)
As was argued at the end of the previous subsection, we require that f0g¯i belongs to the
featured space K1. For that, a necessary and sufficient condition is given below:
Proposition 3.6 (Orthogonality condition). Let ηk and ξi,k, for k ∈ Z, be the kernels of f0
and g¯i, respectively. Suppose that f0 is an ueac series; then, the function fi = f0g¯i belongs
to the featured space K1 if and only if the following holds:
∞∑
l=−∞
〈η¯l, ξi,k−l〉[s1,s2] = 0, ∀k ≥ 0. (27)
Proof. By assumption, f0 belongs to K. By Prop. 3.2, fi = f0g¯i belongs to K as well.
Recall that ρk and ̺i,k, for k ∈ Z, are radius components of f0 and gi, respectively. We
obtain by computation that
fi(r, θ) = (f0g¯i)(r, θ) =
∞∑
k=−∞
(
∞∑
l=−∞
ρl(r)¯̺i,l−k(r)
)
eikθ. (28)
The radius components of fi are given by the expression in the parenthesis on the right hand
side of (28). By Lemma 8, fi belongs to K1 if and only if the following holds:∫ R2
R1
∞∑
l=−∞
ρl(r)¯̺i,l−k(r)r
k+1dr = 0, ∀k ≥ 0. (29)
Note that the integral and the summation in (29) are interchangeable. Similar to the
arguments used in the proof of Prop. 3.4, we appeal to the Fubini’s theorem and have that
∫ R2
R1
∞∑
l=−∞
|ρl(r)¯̺i,l−k(r)rk+1|dr ≤ Rk+12
∫ R2
R1
∞∑
l=−∞
|ρl(r)¯̺i,l−k(r)|dr ≤
Rk+12
√√√√∫ R2
R1
∞∑
l=−∞
|ρl(r)|2dr
√√√√∫ R2
R1
∞∑
l=−∞
|̺i,l(r)|2dr = R
k+1
2
2π
‖f0‖L2‖gi‖L2 <∞,
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where the second inequality is Cauchy-Schwartz. By interchanging the integral and the
summation in (29), we obtain that
∞∑
l=−∞
∫ R2
R1
ρl(r)¯̺i,l−k(r)r
k+1dr = 0, ∀k ≥ 0. (30)
We recall from (25) and (26) that ρl(r) = ηl(r
2)r−l and ̺i,l(r) = ξ¯i,−l(r
2)rl. By using
the two expressions, we can reduce (30) to the following:
∞∑
l=−∞
∫ R2
R1
ηl(r
2)ξi,k−l(r
2)rdr = 0, ∀k ≥ 0.
Finally, by change of variable s := r2, we obtain that
∞∑
l=−∞
∫ s2
s1
ηl(s)ξi,k−l(s)ds = 0, ∀k ≥ 0, (31)
which then establishes (27). 
Following Prop. 3.6, we decompose the goal of finding a desired ueac series f0 into two
interrelated tasks summarized as follows:
T1. Find kernels ηl : [s1, s2] → C, for l ∈ Z, of f0 with at least one nonzero ηl such that
the orthogonality condition (27) is satisfied for all i = 1, . . . , m.
T2. Show that the resulting function:
f0(r, θ) =
∞∑
k=−∞
(
ηk(r
2)r−k
)
eikθ
is an ueac series so that the hypothesis of Prop. 3.6 is true.
We tackle the two tasks subsequently in the following subsections.
3.5 Linear Equation with Laurent Series
In the subsection, wemake connection of the orthogonality condition (27) to a homogeneous
linear equation that involves Laurent series. The connection is that a nontrivial solution to
the equation will give rise to a set of kernels ηl that meet (27). We thus translate the problem
of finding desired kernels to the problem of solving the homogeneous linear equation.
3.5.1 Reformulation using Laurent series. Let {pn}∞n=0 be a set of orthonormal basis
of the Hilbert space L2([s1, s2],C), i.e., for any pk and pl out of the basis, 〈pk, pl〉[s1,s2] = δkl.
We will assume that every element pn in the basis is a polynomial of degree n with real
coefficients. Such a basis can be obtained, for example, from the monomials sn by applying
the Gram-Schmidt process. We fix such a basis in the sequel.
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Let ηl and ξi,l, for l ∈ Z, be the kernels of f0 and g¯i introduced in (25) and (26),
respectively. For each integer l ∈ Z and for each integer n ≥ 0, we define complex numbers
αl,n and βi,l,n as follows:
αl,n := 〈pn, ηl〉[s1,s2] and βi,l,n := 〈pn, ξi,l〉[s1,s2]. (32)
We then decompose ηl and ξ¯i,l using the orthonormal basis {pn}∞n=0 as follows:
ηl =
∞∑
n=0
αl,npn and ξi,l =
∞∑
n=0
βi,l,npn. (33)
Remark 2. So far, the equalities (33), especially the one for ηl, hold only in the L
2-sense.
On the other hand, to show that the resulting function f0 is an ueac series, we need that the
series for ηl converges uniformly. This is the case as we will show later that for each l ∈ Z,
the solution αl,n we find has the property that all but finitely many αl,n are zero.
With the L2-decomposition (33) of ηl and ξi,l, we can re-write the orthogonality condi-
tion (27) as follows:
∞∑
l=−∞
〈
∞∑
n=0
α¯l,np¯n,
∞∑
n=0
βi,k−l,npn
〉
[s1,s2]
= 0, ∀k ≥ 0.
Because {pn}∞n=0 is an orthonormal basis and because every pn is real, the inner-product in
the above expression is reduced to the following:〈
∞∑
n=0
α¯l,npn,
∞∑
n=0
βi,k−l,npn
〉
[s1,s2]
=
∞∑
n=0
αl,nβi,k−l,n.
It then follows that the orthogonality condition is equivalent to the following:
∞∑
l=−∞
∞∑
n=0
αl,nβi,k−l,n = 0, ∀k ≥ 0. (34)
We keep the condition (34) in mind. Next, we use the complex numbers αk,n and βi,k,n
to define (formal) Laurent series as follows:
ψn(z) :=
∞∑
k=−∞
αk,nz
−k, ∀n ≥ 0, (35)
and
φi,n(z) :=
∞∑
k=−∞
βi,k,nz
−k, ∀i = 1, . . . , m and ∀n ≥ 0. (36)
We call the series “formal” for themoment because the inner- and outer-radii of convergence
of the series have not yet determined. We do this later in Prop. 3.7.
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Note that if all the Laurent series are well defined on a common closed annulus, then
each product φi,nψn, for i = 1, . . . , m, is a holomorphic function defined on the same
annulus and is represented by the following Laurent series:
(φi,nψn)(z) =
∞∑
k=−∞
(
∞∑
l=−∞
αl,nβi,k−l,n
)
z−k.
Suppose that there are only finite many nonzero ψn; then,
∑∞
n=0 φi,nψn is reduced to a finite
sum (say ψn = 0 for all n > n¯) which is again a holomorphic function on the same annulus.
Moreover, we can represent the holomorphic function by the following Laurent series:(
∞∑
n=0
φi,nψn
)
(z) =
(
n¯∑
n=0
φi,nψn
)
(z) =
∞∑
k=−∞
(
n¯∑
n=0
∞∑
l=−∞
αl,nβi,k−l,n
)
z−k. (37)
We now note that (34) is equivalent to the condition that the Laurent series (37) contains
only monomials zk of positive degrees. In particular, the condition will be satisfied if the
Laurent series are identically zero. We also recall from the previous arguments that (34) is
equivalent to the orthogonality condition (27). We can thus update task T1 as follows:
T1∗ Suppose that the Laurent series φi,n, for i = 1, . . . , m and n ≥ 0, defined in (36) are
holomorphic on a certain closed annulus (the hypothesis will be validated in Prop. 3.7
below); then, find finitely many (but with at least one nonzero) Laurent series ψn
holomorphic on the same annulus such that
∞∑
n=0
φi,nψn = 0, (38)
for all i = 1, . . . , m.
Remark 3. Equation (38) is the homogeneous linear equation we indicated at the beginning
of the subsection. The φi,n are known and the ψn are unknown which remain to be solved.
3.5.2 Radii of convergence of Laurent series. For the remainder of the subsection, we
specify a closed annulus on which the Laurent series φi,n are holomorphic. Recall that R is
the radius of the closed diskD0[R] andR2 is the outer-radius of the annulusA1 = A[R1, R2]
with R2 < R. We now let A2 be another closed annulus defined as follows:
A2 := A[R
2
2/R, R] = {σ ∈ C | R22/R ≤ |σ| ≤ R}.
Recall that a complex-valued function h is said to be holomorphic onA2 if it is holomorphic
on an open set U that contains A2. We now have the following fact:
Proposition 3.7. For any i = 1, . . . , m and any n ≥ 0, the Laurent series φi,n given in (36)
is holomorphic on the closed annulus A2.
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Proof. We prove the result by showing that the Laurent series φi,n converges absolutely and
uniformly on a closed annulus A[R22/R+δi, R + δi], for some positive δi > 0. Note that for
any z ∈ A[R22/R+δi, R + δi] and for any k ∈ Z,
|z|−k ≤ (R + δi)
|k|
R
|k|+k
2
.
It follows that
∞∑
k=−∞
|βi,k,n||z|−k ≤
∞∑
k=−∞
|βi,k,n|(R + δi)
|k|
R
|k|+k
2
. (39)
From the definition (32) of the complex numbers βi,k,n, we obtain that
|βi,k,n| ≤
∫ s2
s1
|p¯n(s)ξi,k(s)|ds ≤ (s2 − s1)‖pn‖L∞‖ξi,k‖L∞ . (40)
Note that the L∞-norms in the above expression exist because pn is a polynomial and the
kernel ξi,k of an ueac series is continuous. By (39) and (40), it now suffices to show that
there exists a δi > 0 such that
∞∑
k=−∞
‖ξi,k‖L∞ (R + δi)
|k|
R
|k|+k
2
<∞. (41)
To proceed, we first recall that each ξi,k, for k ∈ Z, is defined in (26). For convenience,
we reproduce it below:
ξi,k(s) = ¯̺i,−k(
√
s)s
k/2, ∀s ∈ [s1, s2], (42)
where ̺i,k, for k ∈ Z, are the radius components of the function gi given in Theorem 3.5.
Note that each gi belongs to P. We then recall from Remark 1 that the radius components
̺i,k, for k ∈ Z, of gi take the following form:
̺i,k(r) = hi,k(r
2)r|k|, (43)
where hi,k : [0, R
2]→ C is a real-analytic function represented by its Maclaurin series:
hi,k(s) :=
∞∑
l=0
ci (l + (|k|+k)/2, l + (|k|−k)/2) s
l. (44)
Moreover, by Lemma (7), there is a positive ǫi such that
∞∑
k=0
∞∑
l=0
|ci(k, l)|(R + ǫi)k+l <∞, (45)
which is a consequence of the regularization condition.
We will now return to establish (41). Let ǫi be given above and let δi := ǫi. Using (42)
and (43), we obtain that
∞∑
k=−∞
|ξik(s)|
(R+ ǫi)
|k|
R
|k|+k
2
=
∞∑
k=−∞
|hi,−k(s)|s
|k|+k
2
(R + ǫi)
|k|
R
|k|+k
2
≤
∞∑
k=−∞
|hi,−k(s)|(R + ǫi)|k|,
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where the last inequality follows from the fact that s ≤ s2 = R22. We next replace each hi,k
with its Maclaurin series (44) in the above expression and obtain that
∞∑
k=−∞
|hi,−k(s)|(R + ǫi)|k| =
∞∑
k=−∞
∣∣∣∣∣
∞∑
l=0
ci (l + (|k|−k)/2, l + (|k|+k)/2) s
l
∣∣∣∣∣ (R + ǫi)|k| ≤
∞∑
k=−∞
∞∑
l=0
|ci (l + (|k|−k)/2, l + (|k|+k)/2) |(R + ǫi)2l+|k| =
∞∑
k=0
∞∑
l=0
|ci(k, l)|(R + ǫi)k+l,
where the first inequality follows from the fact that sl ≤ (R + ǫi)2l for all s ∈ [s1, s2] and
for all l ≥ 0. Finally, by (45), the last series in the above expression is finite. 
3.6 Existence of Nontrivial Solutions
In the subsection, we proof Theorem 3.5. The proof has two parts corresponding to the two
tasks formulated at the end of Subsection §3.4: We will first find the Laurent series ψn, for
n ≥ 0, that satisfy the condition in the updated task T1∗ (equivalent to task T1). We will
then tackle task T2 by showing that the resulting function f0 is an ueac series.
3.6.1 On task T1∗: Solutions to the linear equation. Let A2 := A[R
2
2/R, R] be the
closed annulus defined in the previous subsection. All holomorphic functions on A2 form
a commutative ring with identity (the constant function 1 taking value 1 everywhere being
the identity element), which we denote byH:
H := {h : A2 → C | h is holomorphic on A2}.
Note that by the Laurent expansion theorem [29, Ch. 3], every function h ∈ H can be
represented by its Laurent series which is convergent on an open set U that contains A2.
Moreover, the representation is unique. We now have the following fact:
Proposition 3.8. Let the holomorphic functions φi,n ∈ H, for 1 ≤ i ≤ m and n ≥ 0, be
given in (36). Then, there exist holomorphic functions ψn ∈ H, for n ≥ 0, satisfying the
following conditions:
1. There is at least one nonzero ψn among {ψ0, . . . , ψm}. If n > m, then ψn = 0.
2. For every i = 1, . . . , m, we have that
∑m
n=0 φi,nψn = 0.
Proof. We consider an (m+ 1)× (m+ 1) square matrix Φ defined over the ringH:
Φ :=


φ1,0 φ1,1 · · · φ1,m−1 φ1,m
φ2,0 φ2,1 · · · φ2,m−1 φ2,m
...
...
. . .
...
...
φm,0 φm,1 · · · φm,m−1 φm,m
0 0 · · · 0 0

 .
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The determinant of the matrix is defined as usual, i.e.,
det(Φ) :=
∑
π∈Sm+1
sgn(π)
m+1∏
i=1
Φi,π(i),
where Sm+1 is the group of permutations on {1, . . . , m+ 1} and Φij is the ijth entry of Φ.
Since the last row of Φ is zero, it follows that det(Φ) = 0. It is known [30, Ch. 8] that
if det(Φ) = 0, then there is a nonzero column vector ψ = [ψ0; . . . ;ψm], with ψn ∈ H for
n = 0, . . . , m, such that Φψ = 0. The proof is completed by letting ψn = 0 for n > m. 
3.6.2 On task T2: Proof that f0 is ueac. The construction process of f0 has taken
multiple steps. To restore f0, we first recall what has been done so far:
1. We have introduced kernels ηk, for k ∈ Z, of f0. The kernels determine f0 uniquely
by the following relation:
f0(r, θ) =
∞∑
k=−∞
(
ηk(r
2)r−k
)
eikθ.
2. We have decomposed the kernels in the L2-sense using an orthonormal basis {pn}∞n=0
where each pn is a polynomial (with real coefficient) of degree n:
ηk =
∞∑
n=0
αk,npn.
Note that the coefficients αk,n determine (so far, in the L
2-sense) ηk uniquely.
3. We have constructed the Laurent series ψn, for n ≥ 0. Recall from (35) that the
Laurent expansions of ψn, for n ≥ 0, are given by:
ψn(z) =
∞∑
k=−∞
αk,nz
−k.
Thus, all the αk,n are uniquely determined by the Laurent series ψn.
Since ψn = 0 for all n > m, it follows that αk,n = 0 for all n > m. Thus, the summation
for ηk is reduced to a finite sum:
ηk =
m∑
n=0
αk,npn.
Since each pn is a polynomial, the above equality is in fact pointwise (i.e., in the L
∞-sense).
Combining the above arguments, we arrive at the following expression for f0:
f0(r, θ) =
∞∑
k=−∞
(
m∑
n=0
αk,npn(r
2)r−k
)
eikθ. (46)
We will now establish the following result:
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Proposition 3.9. The function f0 given in (46) is an ueac series.
Proof. We need to show that there is a real number γ > 1 such that
∞∑
k=−∞
∣∣∣∣∣
m∑
n=0
αk,npn(r
2)r−k
∣∣∣∣∣ γ|k| <∞, ∀r ∈ [R1, R2].
Note that for any r ∈ [R1, R2] and for any γ > 1,
∞∑
k=−∞
∣∣∣∣∣
m∑
n=0
αk,npn(r
2)r−k
∣∣∣∣∣ γ|k| ≤
∞∑
k=−∞
m∑
n=0
‖pn‖L∞
(|αk,n|γ|k|r−k)
≤
(
m
max
n=0
‖pn‖L∞
) m∑
n=0
∞∑
k=0
(
|αk,n| (γ/R1)k + |α−k,n|(γR2)k
)
.
Because ‖pn‖L∞ is finite for all n = 0, . . . , m, it suffices to show that there is a number
γ > 1 such that
∞∑
k=0
(
|αk,n| (γ/R1)k + |α−k,n|(γR2)k
)
<∞.
Since the Laurent series ψn(z) =
∑∞
k=−∞ αk,nz
−k, for n = 0, . . . , m, are holomorphic
on the closed annulus A2 = A[R
2
2/R, R], they are absolutely convergent on the inner- and
outer-circles of the annulus. It follows that for all n = 0, . . . , m,
∞∑
k=0
|αk,n| (R/R22)k <∞ and
∞∑
k=0
|α−k,n|Rk <∞. (47)
By the hypothesis of Theorem 3.5, we have that RR1 > R
2
2. We now set
γ := RR1/R22 > 1.
It follows that for any k ≥ 0,
|αk,n| (γ/R1)k = |αk,n| (R/R22)k and |α−k,n|(γR2)k = |α−k,n| (RR1/R2)k ≤ |α−k,n|Rk.
We then conclude from (47) that for all n = 0, . . . , m,
∞∑
k=0
(
|αk,n| (γ/R1)k + |α−k,n|(γR2)k
)
≤
∞∑
k=0
(
|αk,n| (R/R22)k + |α−k,n|Rk
)
<∞.
This completes the proof. 
We provide below a brief summary as a proof of Theorem 3.5:
Proof of Theorem 3.5. To summarize, we have shown that for any given finite set of func-
tions {g1, . . . , gm} out of P, there is a nonzero ueac series f0 such that f0g¯i belongs to K1
for all i = 1, . . . , m. By Lemma 9, f0 then belongs to the intersection ∩mi=1Kgi . Thus, the
collection {Kg}g∈P satisfies the finite intersection property. 
Controllability Issues of Linear Ensemble Systems 27
4 Reductions and Translations to Normal Forms
In the section, we prove Theorem 1.1. We need to show that if Σ is a real-analytic,
compact manifold of dimension d ≥ 2 (possibly with boundary) and if A : Σ → Cn×n and
B : Σ→ Cn×m are real-analytic functions, then the linear ensemble system:
x˙(t, σ) = A(σ)x(t, σ) +B(σ)u(t), ∀σ ∈ Σ, (48)
is not L2-controllable. The proof relies on the fact that any such system (48) can be turned
into a normal form (6) after a sequence of reductions and translations.
4.1 Reduction on State Space
In the section, we perform reduction on state-spaces of individual systems. The process takes
two steps: In the first step, we find a closed d-dimensional ball Σ′ as a subset of Σ such that
a branch of eigenvalues of the A-matrix and its corresponding eigenspace are real-analytic
over Σ′. Thanks to Lemma 4, we can consider only the controllability of the subensemble-
Σ′. In the second step, we make use of the real-analyticity of the eigenvalues/eigenspaces
and translate the subensemble to a system whose A-matrix is block upper triangular. The
reduction will then be carried out on the particular structure of A.
4.1.1 Local analyticity of eigenvalues and eigenspaces. For any given point σ ∈ Σ,
we let eig(σ) be the set of eigenvalues of A(σ). For an eigenvalue λ ∈ eig(σ), we let
ma(λ) and mg(λ) be the algebraic and geometric multiplicities of λ, respectively. Since
A(σ) is continuous (in fact, analytic) in σ, eigenvalues of A(σ) are continuous in σ as well.
However, they may not be differentiable everywhere in Σ. Nevertheless, real-analyticity of
a certain branch of eigenvalues can be guaranteed over an open subset of Σ. To that end,
we consider an eigenvalue λa with minimum algebraic multiplicity:
λa ∈ argmin{ma(λ) | λ ∈ eig(σ) and ∀σ ∈ Σ}.
Let ka := ma(λa) and let σa be a point in Σ such that λa ∈ eig(σa). Let Ua be an open
neighborhood of σa in Σ and λ : Ua → C be a continuous function with λ(σa) = λa. Note
that the function that sends σ ∈ Ua toma(λ(σ)) is locally non-increasing. Since σa achieves
the minimum algebraic multiplicity, we can shrink Ua, if necessary, so thatma(λ(σ)) = ka
for all σ ∈ Ua. We now have the following fact:
Lemma 10. The function λ : Ua → C is real-analytic.
Proof. Consider the following function in t and σ:
p(σ, t) :=
∂ka−1 det(tI − A(σ))
∂tka−1
.
The above function is real-analytic in σ. Moreover, for any fixed σ ∈ Ua, the function is a
polynomial in t and has a simple root λ(σ) (i.e., the multiplicity of λ(σ) is 1). In particular,
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we have that p(σ, λ(σ)) = 0 and
∂p(σ, t)
∂t
∣∣∣∣
t=λ(σ)
6= 0.
The result then follows from the analytic implicit function theorem [31, Ch. 6]. 
We fix in the sequel the branch λ : Ua → C of eigenvalues. We next consider the
geometric multiplicity mg(λ(σ)) of λ(σ). We let σg be a point in Ua that achieves the
minimum geometric multiplicity:
σg ∈ argmin{mg(λ(σ)) | σ ∈ Ua}.
Let kg := mg(λ(σg)). Note that 1 ≤ kg ≤ n. For a given eigenvalueλ(σ), the geometric
multiplicity mg(λ(σ)) is the dimension of the null space of the matrix (A(σ) − λ(σ)In).
Because both A(σ) and λ(σ) are continuous (analytic) in σ, mg(λ(σ)) is locally non-
increasing. On the other hand, since σg ∈ Ua achieves the minimum geometric multiplicity,
there is an open neighborhood Ug of σg inside Ua such thatmg(λ(σ)) = kg for all σ ∈ Ug.
Let GL(n,C) be the general linear group, i.e., it is the set of all n × n invertible
complex-valued matrices. The following fact is a consequence of generalized Doležal’s
theorem (see [32] and references therein). For completeness of presentation, we present a
short proof after the statement.
Lemma 11. If the open neighborhood Ug is sufficiently small, then there is a real-analytic
function P : Ug → GL(n,C) such that P−1AP is block upper triangular:
P−1AP =
[
λIkg A
′
12
0 A′22
]
,
which holds on the open set Ug.
Proof. The rank of matrix (A(σ) − λ(σ)In) is constant over Ug given by n′ := (n − kg).
We assumewlog that the first n′ columns of (A(σg)−λ(σg)In) are linearly independent. By
shrinking Ug if necessary, we can further assume that the first n
′ columns v1(σ), . . . , vn′(σ)
of (A(σ)− λ(σ)In) are linearly independent for all σ ∈ Ug. We then apply Gram-Schmidt
process to the vi(σ), for i = 1, . . . , n
′, and obtain orthonormal vectors v′i(σ), for i =
1, . . . , n′. Let V ′ := [v′1, . . . , v
′
n′] be an n× n′ matrix. Note that by construction, V ′(σ) is
real-analytic in σ. Then, the following matrix:
Q(σ) := I − V ′(σ)V ′(σ)†,
is a projection matrix, projecting a vector in Cn to the null space of (A(σ)− λ(σ)In).
Next, we choose an n × n invertible matrix W = [W1,W2], with W1 ∈ Cn×kg and
W2 ∈ Cn×n′ , such that A(σg)W1 = 0. We now define
P (σ) := [Q(σ)W1,W2], ∀σ ∈ Ug.
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Note that Q(σg)W1 = W1 by our choice of W1, so P (σg) = W is invertible. Since Q(σ)
is continuous (in fact, analytic) in σ, we can shrink Ug, if necessary, and have that P (σ) is
invertible for all σ ∈ Ug. Because A(σ)Q(σ)W1 = 0, we have that
P−1(σ)(A(σ)− λ(σ)In)P (σ) = [0, P−1(σ)A(σ)W2],
and the result then follows. 
Remark 4. Note that the dimension of A22 is at most (n − 1) × (n − 1). It could be of
dimension 0 if kg = n. In that case, P
−1AP is simply λIn.
4.1.2 Reductions on block upper triangular structures. We now let Σ′ be a closed
d-dimensional ball contained in the open set Ug. Consider the following subensemble-Σ
′
of system (48):
x˙(t, σ) = A(σ)x(t, σ) +B(σ)u(t), ∀σ ∈ Σ′. (49)
By Lemma 4, to show that the original ensemble system (48) is not controllable, it suffices
to show that the subensemble (49) is not controllable.
For convenience but with a slight abuse of notation, we will now treat matrices A, B,
and the invertible matrix P given in Lemma 11 as functions on Σ′. Define matrix-valued
functions A′ : Σ′ → Cn×n and B′ : Σ′ → Cn×m as follows:
A′ := P−1AP and B′ := P−1B. (50)
In particular, A′ is block upper triangular by Lemma 11. It should be clear that A′(σ) and
B′(σ) are real-analytic in σ. We now consider the following linear ensemble system:
x˙′(t, σ) = A′(σ)x′(t, σ) +B′(σ)u(t), ∀σ ∈ Σ′. (51)
We have the following fact:
Lemma 12. System (49) is controllable if and only if system (51) is.
Proof. Note that Σ′ is a closed ball and both P and P−1 are real-analytic overΣ′. Thus, the
map P : L2(Σ′,Cn)→ L2(Σ′,Cn) that sends a function f to Pf is a linear automorphism
(of Banach space). From (50), the two controllable subspaces associated with (49) and (51)
are related by
L(A,B) = PL(A′, B′).
It follows that L(A,B) = L2(Σ′,Cn) if and only if L(A′, B′) = L2(Σ′,Cn). 
We will now make use of the structure ofA′ to perform “system reduction” of (51). We
first have the following fact:
Lemma 13. Consider an arbitrary linear ensemble system with the A-matrix being upper
block triangular:[
x˙1(t, σ)
x˙2(t, σ)
]
=
[
A11(σ) A12(σ)
0 A22(σ)
] [
x1(t, σ)
x2(t, σ)
]
+
[
B1(σ)
B2(σ)
]
u(t), ∀σ ∈ Σ. (52)
Controllability Issues of Linear Ensemble Systems 30
If the above ensemble system is controllable, then then following one:
x˙2(t, σ) = A22(σ)x2(t, σ) +B2(σ)u(t), ∀σ ∈ Σ.
is controllable as well.
Proof. The lemma directly follows from the block upper triangular structure of A: If we
decompose a given f = [f1; f2] ∈ L(A,B), then f2 ∈ L(A2, B2). 
The reduction on system (51) now goes as follows. We consider below two cases
depending on the value of kg:
1. If kg = n, then A
′ = λIn. Let x
′
i(t, σ) be the ith entry of x
′(t, σ). In this case, the
dynamics of xi(t, σ), for i = 1, . . . , n, are decoupled from each other:
x˙′i(t, σ) = λ(σ)x
′
i(t, σ) + b
′
i(σ)u(t), ∀σ ∈ Σ′, (53)
where b′i is the ith row of B
′. It should be clear that system (51) is controllable if and
only if the scalar ensemble (53) is controllable for each i = 1, . . . , n. Thus, to show
that system (51) is not controllable, it suffices to show that one of the scalar ensemble
systems is not controllable.
2. If kg < n, then we divide A
′ into 2 × 2 blocks A′ = [λIkg , A′12; 0, A′22] as was given
in Lemma 11. For convenience, we let n′ := n− kg. The dimension ofA′22 is n′×n′.
We divide the matrix B′ = [B′1;B
′
2] and the state x
′(t, σ) = [x′1(t, σ); x
′
2(t, σ)]
correspondingly. By Lemma 13, to show that system (51) is not controllable, it
suffices to show that the following ensemble system:
x˙′2(t, σ) = A
′
22(σ)x
′
2(t, σ) +B
′
2(σ)u(t), ∀σ ∈ Σ′, (54)
is not controllable. Although the above system is not necessarily a scalar ensemble, the
dimension of state space has been reduced from n to n′ = n−kg. We can recursively
apply the reduction process. Because n is finite, the process will terminate in finite
steps: We end up with either case 1 (i.e., kg = n
′) or the case where the lower-right
block A′22 is itself a scalar so that (54) is a scalar ensemble.
The reduction on state space is now complete. It now suffices to consider scalar ensemble
systems over closed d-dimensional balls and show that these systems are not controllable.
4.2 Reduction on Parameterization Space
Let Σ be a closed d-dimensional ball. We consider in the subsection the following scalar
ensemble system:
x˙(t, σ) = a(σ)x(t, σ) + b(σ)u(t), ∀σ ∈ Σ, (55)
where a is a scalar function and b is a row-vector-valued function. Both functions are
real-analytic on Σ. Let re a and im a be the real- and imaginary-parts of a. Let J be the
“Jacobian matrix” of a defined as follows:
J(σ) :=
[
∂ re a(σ)/∂σ
∂ ima(σ)/∂σ
]
∈ R2×d.
We establish below the following fact:
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Proposition 4.1. If the scalar ensemble system (55) is controllable, then there exists a point
σ ∈ Σ such that the rank of the Jacobian matrix J(σ) is d.
Remark 5. Note that the rank of J(σ) is at most 2. Thus, an immediate consequence of
the proposition is that system (55) is not controllable if d > 2.
The remainder of the subsection is devoted to the proof of Prop. 4.1. We relate control-
lability of (55) to controllability of a pullback of system (55) by a certain embedding which
results from a foliation. To establish the relation, we first have a few preliminaries.
4.2.1 Involutive distribution. We let σJ be a point in Σ that achieves the maximum rank
of the Jacobian matrix J(σ):
σJ ∈ argmax{rankJ(σ) | σ ∈ Σ}. (56)
Let kJ := rank J(σJ). Because rank J(σ) is locally nondecreasing as a function of σ,
there is an open neighborhood UJ of σJ in Σ such that rank J(σ) = kJ for all σ ∈ UJ . By
shrinking UJ if necessary, we assume that UJ is an open set contained in the interior of Σ.
Recall that a distribution (or, equivalently, a tangent subbundle) D on the open set UJ
is an assignment which sends a point σ ∈ UJ to a subspace Dσ of TσUJ ≈ Rd. We now
define a distributionD on UJ as follows:
Dσ := null space of J(σ), ∀σ ∈ UJ . (57)
By the choice of UJ , we have that dimDσ = d− kJ for all σ ∈ UJ .
Let f be a locally defined vector field over UJ . We say that f belongs to D, or simply
write f ∈ D, if for any σ ∈ UJ , f(σ) ∈ Dσ. We next recall that the Lie bracket of two
vector fields f and g is given by
[f, g](σ) :=
∂g(σ)
∂σ
f(σ)− ∂f(σ)
∂σ
g(σ).
We also need the following definition:
Definition 10. A distribution D is involutive if for any two locally defined vector fields f
and g that belong toD, their Lie bracket [f, g] belongs toD as well.
The following result is certainly a known fact. For completeness of the presentation, we
provide a short proof after the statement.
Lemma 14. The distributionD given in (57) is involutive.
Proof. For convenience, we let Ji(σ), for i = 1, 2, be the ith row of J(σ). Because f and
g belong to D, we have that Ji(σ)f(σ) = Ji(σ)g(σ) = 0. Taking the derivative ∂/∂σ of the
above expression, we obtain that
Ji(σ)
∂f(σ)
∂σ
+ f⊤(σ)
∂Ji(σ)
∂σ
= 0 and Ji(σ)
∂g(σ)
∂σ
+ g⊤(σ)
∂Ji(σ)
∂σ
= 0. (58)
Controllability Issues of Linear Ensemble Systems 32
Note that ∂J1(σ)/∂σ (resp. ∂J2(σ)/∂σ) is the Hessian of re a(σ) (resp. im a(σ)), so ∂Ji(σ)/∂σ is
symmetric. It then follows that
Ji(σ)[f, g](σ) = Ji(σ)
∂g(σ)
∂σ
f(σ)− Ji(σ)∂f(σ)
∂σ
g(σ) =
− g⊤(σ)∂Ji(σ)
∂σ
f(σ) + f⊤(σ)
∂Ji(σ)
∂σ
g(σ) = 0.
for all i = 1, 2 and, hence, J(σ)[f, g](σ) = 0. 
Since the distributionD is involutive, by Frobenius Theorem [33, Ch. 1], the distribution
is also integrable, i.e., the following holds:
Lemma 15 (Frobenius Theorem). For any given pointσ ∈ UJ , there is a (uniquemaximally)
connected immersed submanifoldMσ ⊂ UJ of dimension (d − kJ) such that σ ∈ Mσ and,
moreover, Tσ′Mσ = Dσ′ for all σ
′ ∈Mσ.
Note that two different points σ and σ′ may belong to the same submanifold, i.e.,
Mσ = Mσ′ . In fact, one can define an equivalence relation on the set of points of UJ : Two
points σ are σ′ are equivalent if Mσ = Mσ′ . The submanifold Mσ can then be viewed as
the equivalence class that contains σ. The collection of all such submanifolds (equivalence
classes) is commonly referred to as a foliation and the submanifolds are called leaves. We
also make the following observation:
Lemma 16. Each leafMσ is an iso-level set of the scalar function a in (55), i.e., a remains
constant onMσ.
Proof. The result directly follows from the fact that the tangent space Tσ′Mσ , for each
σ′ ∈Mσ, is by construction the null space of the Jacobian matrix J(σ′). 
4.2.2 Systems on foliated chart. Let σJ be the given point introduced in (56) and UJ
be the open neighborhood of σJ contained in the interior of Σ. A closed foliated chart
(U¯F , ϕ) is a closed neighborhood U¯F of σJ contained in UJ , together with a diffeomorphism
ϕ : U¯F → V¯F , with ϕ(σJ) = 0, such that the following hold:
1. The set V¯F is a closed rectangular neighborhood of 0. Specifically, there are positive
numbers ǫ1 and ǫ2 such that
V¯F = [−ǫ1, ǫ1]d−kJ × [−ǫ2, ǫ2]kJ .
For clarity of presentation, we will use letter µ to denote a point in VF and µ1, µ2 to
denote the two components of µ where µ1 ∈ [−ǫ1, ǫ1]d−kJ and µ2 ∈ [−ǫ2, ǫ2]kJ .
2. For any σ2 ∈ [−ǫ2, ǫ2]kJ , we let Sµ2 be the “horizontal slice” in V¯F that contains µ2:
Sµ2 := [−ǫ1, ǫ1]d−kJ × {µ2}.
Then, the pre-mage ϕ−1(Sµ2) of every such slice Sµ2 is a subset of a certain leafMσ .
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We note here that a leaf Mσ may not intersect U¯F or it can intersect U¯F for multiple
times. Thus, the second item is equivalent to saying that each connected component of
Mσ ∩ U¯F is diffeomorphic (via the map ϕ) to a certain slice Sµ2 .
We will now consider an ensemble system over the foliated chart via pullback of
system (55) by the map ϕ−1 : V¯F → Σ (see Def. 3). To the end, we let functions
a′ : V¯F → C and b′ : V¯F → C1×m be defined as follows:
a′(µ) := a(ϕ−1(µ)) and b′(µ) := b(ϕ−1(µ)).
Then, the pullback of (55) by ϕ−1 is given by
x˙(t, µ) = a′(µ)x(t, µ) + b′(µ)u(t), ∀µ ∈ V¯F . (59)
The following fact is key to the proof of Prop. 4.1.
Lemma 17. If kJ < d, then system (59) cannot be controllable.
Proof. Let b′1, . . . , b
′
m be them entries of the row vector b
′ so that each b′i is a scalar function.
Let b′i|Sµ2 , for i = 1, . . . , m, be obtained by restricting b′i to the slice Sµ2 . Consider the
vector space Bµ2 over C spanned by the scalar functions b
′
i|Sµ2 :
Bµ2 := C-span of
{
b′1|Sµ2 , . . . , b′m|Sµ2
}
.
Note that dimBµ2 is locally nondecreasing as a function of µ2 ∈ [−ǫ2, ǫ2]kJ . We can assume
wlog that the maximum value of dimBµ2 is achieved at µ2 = 0. Letm
′ := dimB0. We can
also assume wlog that the firstm′ scalar functions b′1|S0 , . . . , b′m′ |S0 are linearly independent
over C. Moreover, by decreasing the value of ǫ2, we can further assume that the first m
′
scalar functions b′1|µ2 , . . . , b′m′ |µ2 are linearly independent for all µ2 ∈ [−ǫ2, ǫ2]kJ .
Now, consider an orthogonal projection of Hilbert space L2(Sµ2 ,C) onto the subspace
orthogonal to Bµ2 . We denote by Pµ2 the projection operator, which can be computed
explicitly as follows: For any h ∈ L2(Sµ2 ,C), we have that
Pµ2(h) = h−
m′∑
i=1
cib
′
i|Sµ2 ,
where the coefficients ci are given by

c1
...
cm′

 :=


〈b′1|Sµ2 , b′1|Sµ2 〉Sµ2 · · · 〈b′1|Sµ2 , b′m′ |Sµ2 〉Sµ2
...
. . .
...
〈b′m′ |Sµ2 , b′1|Sµ2 〉Sµ2 · · · 〈b′m′ |Sµ2 , b′m′ |Sµ2 〉Sµ2


−1 

〈b′1|Sµ2 , h〉Sµ2
...
〈b′m′ |Sµ2 , h〉Sµ2

 .
Note that the square matrix in the above expression is Hermitian and, moreover, is positive
definite because them′ scalar functions b′1|Sµ2 , . . . , b′m′ |Sµ2 are linearly independent.
We next let f : V¯F → C be a continuous function with at least one point µ2 ∈ [−ǫ2, ǫ2]kJ
such that f |Sµ2 /∈ Bµ2 . Such a function f exists because if d − kJ > 0, then L2(Sµ2 ,C) is
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infinite dimensional, for any µ2, and Bµ2 is a finite dimensional subspace of it. With the
function f at hand, we now let g : V¯F → C be defined as follows:
g(µ1, µ2) := Pµ2(f |Sµ2 )(µ1), ∀(µ1, µ2) ∈ V¯F ,
i.e., each g|Sµ2 is the projection of f |Sµ2 to the subspace orthogonal to Bµ2 .
Note that the function g is continuous and nonzero. We show below that g is orthogonal
to the controllable subspace L(a′, b′) associated with (59). To establish the fact, we first
recall from Lemma 16 that each leaf Mσ is an iso-level set of the function a. Since the
pre-image of each slice Sµ2 is a subset of a certain leaf, the function a
′, which is obtained
via pullback of a by ϕ−1, remains constant on each Sµ2 . For convenience, we let a
′
µ2 be the
value of a′ on the slice Sµ2 . It then follows that for any i = 1, . . . , m and for any k ≥ 0,
〈g, a′kb′i〉V¯F =
∫
V¯F
g¯(µ1, µ2)a
′k(µ1, µ2)b
′
i(µ1, µ2)dµ1dµ2 =∫
[−ǫ2,ǫ2]kJ
a′kµ2〈g|Sµ2 , b′i|Sµ2 〉Sµ2dµ2 = 0,
where the last equality holds because by the construction of g, the integrand is 0 for all
µ2. We then conclude that g is orthogonal to L(a
′, b′), so L(a′, b′) cannot be the entire
L2(V¯F ,C). By Lemma 1, system (59) is not controllable. 
With Lemma 17 at hand, we now prove Prop. 4.1:
Proof of Prop. 4.1. System (59) is a pullback of (55) by ϕ−1 : V¯F → Σ. If kJ < d, then
system (59) is not controllable and, by Lemma 4, system (55) is neither controllable. 
4.3 Translation to the Normal Form
In the subsection, we prove Theorem 1.1. By the arguments in the previous subsections, we
only need to consider scalar ensemble systems over two-dimensional disks. For convenience,
we reproduce the system (55) below:
x˙(t, σ) = a(σ)x(t, σ) + b(σ)u(t), ∀σ ∈ Σ. (60)
By Prop. 4.1, we can assume that there is a point σJ in the interior of Σ such that
rank J(σJ) = 2 because otherwise, system (60) is not controllable.
We will again identify R2 with C and treat Σ as a subset of C. Since the Jacobian
matrix J(σJ) is full rank, it follows from the inverse function theorem that there is an
open neighborhood UJ of σJ in the interior of Σ such that a : UJ → C is a real-analytic
diffeomorphism between UJ and its image, which we denote by VJ .
For convenience, we let aJ := a(σJ ), which belongs to VJ . LetDaJ [R] be a closed disk
of radiusR > 0 centered at aJ . We letR be sufficiently small such thatDaJ [R] is contained
in the open set VJ . With the above radius R, we will now consider a normal form over the
diskD0[R]. Again, for clarity of presentation, we use letter µ to denote a point inD0[R].
x˙(t, µ) = µx(t, µ) + b(a−1(µ+ aJ))u(t), ∀µ ∈ D0[R]. (61)
The following result relates controllability of the normal form to controllability of (60):
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Proposition 4.2. If system (61) is not controllable, then neither is system (60).
Proof. For convenience, we let b′(µ) := b(a−1(µ + aJ)). To establish the result, we first
consider the following ensemble system as a variation of (61):
x˙(t, µ) = (µ+ aJ)x(t, µ) + b
′(µ)u(t), ∀µ ∈ D0[R], (62)
where we have replaced the “A-matrix”, which is the identity function id in (61), with the
function (id+aJ) in (62). Note that system (61) is controllable if and only if system (62)
is. This holds because the controllable subspaces associated with the two systems are the
same. Indeed, for any k ≥ 0, (id+aJ)k is a linear combination of idl for l ≤ k. Conversely,
each idk can be expressed as a linear combination of (id+aJ)
l for l ≤ k. It follows that
L(id, b′) = L(id+aJ , b
′).
It now suffices to show that if system (62) is not controllable, then neither is system (60).
We let µ′ := µ+ aJ and re-write system (62) as follows:
x˙(t, µ′) = µ′x(t, µ′) + b′(µ′ − aJ)u(t)
= µ′x(t, µ′) + b(a−1(µ′))u(t), ∀µ′ ∈ DaJ [R]. (63)
It turns out that (63) is the pullback of system (60) by the embedding a−1 : DaJ [R] → Σ.
For this, we recall that DaJ [R] is contained in VJ , VJ is the image of UJ under a, and UJ is
in the interior of Σ. Thus, by Lemma 4, if (63) is not controllable, then neither is (60). 
A proof of Theorem 1.1 is now at hand:
Proof of Theorem 1.1. From Theorem 3.1, normal forms are not controllable. We thus
conclude from Prop. 4.2 that system (60) is not controllable. Finally, by the arguments in
Subsections §4.1 and §4.2, we conclude that the original system (48) is not controllable. 
5 Conclusions
We have shown that a linear ensemble system is not Lp-controllable, for 2 ≤ p ≤ ∞, if the
dimension of its parameterization space is greater than one. Note that if a parameterization
space is one-dimensional and is compact and connected, then it is homeomorphic to either
a closed interval or a circle [34, Ch. 2]. There is not much known about linear ensemble
systems over circles. We believe that there are controllable ones and will address the issue
on another occasion. Finally, we note that the negative result applies only to linear ensemble
systems. There exist L∞-controllable ensembles of control-affine systems [35] over high
dimensional parameterization spaces.
References
[1] S. J. Glaser, T. Schulte-Herbrüggen,M. Sieveking,O. Schedletzky, N. C.Nielsen, O.W.
Sørensen, and C. Griesinger, “Unitary control in quantum ensembles: Maximizing
signal intensity in coherent spectroscopy,” Science, vol. 280, no. 5362, pp. 421–424,
Controllability Issues of Linear Ensemble Systems 36
[2] R. Brockett and N. Khaneja, “On the stochastic control of quantum ensembles,” in
System Theory. Springer, 2000, pp. 75–96.
[3] J.-S. Li and N. Khaneja, “Control of inhomogeneous quantum ensembles,” Physical
review A, vol. 73, no. 3, p. 030302, 2006.
[4] S. Ching and J. Ritt, “Control strategies for underactuated neural ensembles driven by
optogenetic stimulation,” Frontiers in Neural Circuits, vol. 7, p. 54, 2013.
[5] A. Zlotnik, R. Nagao, I. Z. Kiss, and J.-S. Li, “Phase-selective entrainment of nonlinear
oscillator ensembles,” Nature Communications, vol. 7, no. 1, pp. 1–7, 2016.
[6] A. R. Mardinly, I. A. Oldenburg, N. C. Pégard, S. Sridharan, E. Lyall, K. Chesnov,
S. G. Brohawn, L. Waller, and H. Adesnik, “Precise multimodal optical control of
neural ensemble activity,” Nature Neuroscience, vol. 21, no. 6, pp. 881–893, 2018.
[7] R. W. Brockett, “On the control of a flock by a leader,” Proceedings of the Steklov
Institute of Mathematics, vol. 268, no. 1, pp. 49–57, 2010.
[8] A. Becker and T. Bretl, “Approximate steering of a unicycle under bounded model
perturbation using ensemble control,” IEEE Transactions on Robotics, vol. 28, no. 3,
pp. 580–591, 2012.
[9] A. T. Becker, “Controlling swarms of robots with global inputs: Breaking symmetry,”
inMicrobiorobotics (Second Edition). Elsevier, 2017, pp. 3–20.
[10] X. Chen, “Controllability of continuum ensemble of formation systems over directed
graphs,” Automatica, vol. 108, p. 108497, 2019.
[11] W. Rudin, Principles of Mathematical Analysis. New York, NY: McGraw-Hill, Inc.,
1976.
[12] J.-S. Li andN.Khaneja, “Ensemble control of linear systems,” inDecision andControl
(CDC), 46th IEEE Conference on. IEEE, 2007, pp. 3768–3773.
[13] J.-S. Li, “Ensemble control of finite-dimensional time-varying linear systems,” IEEE
Transactions on Automatic Control, vol. 56, no. 2, pp. 345–357, 2010.
[14] J. Qi and J.-S. Li, “Ensemble controllability of time-invariant linear systems,” in
Decision and Control (CDC), 52nd IEEE Conference on. IEEE, 2013, pp. 2709–
2714.
[15] U. Helmke and M. Schönlein, “Uniform ensemble controllability for one-parameter
families of time-invariant linear systems,” Systems & Control Letters, vol. 71, pp.
69–77, 2014.
[16] J.-S. Li and J. Qi, “Ensemble control of time-invariant linear systems with linear
parameter variation,” IEEE Transactions on Automatic Control, vol. 61, no. 10, pp.
2808–2820, 2015.
Controllability Issues of Linear Ensemble Systems 37
[17] S. Zeng and F. Allgöewer, “A moment-based approach to ensemble controllability of
linear systems,” Systems & Control Letters, vol. 98, pp. 49–56, 2016.
[18] M. Schönlein and U. Helmke, “Controllability of ensembles of linear dynamical
systems,”Mathematics and Computers in Simulation, vol. 125, pp. 3–14, 2016.
[19] J.-S. Li, W. Zhang, and L. Tie, “On separating points for ensemble controllability,”
arXiv preprint arXiv:1908.05323, 2019.
[20] J.-S. Li, “Ensemble control of finite-dimensional time-varying linear systems,” IEEE
Transactions on Automatic Control, vol. 56, no. 2, pp. 345–357, 2011.
[21] G. Dirr, U. Helmke, and M. Schönlein, “Uniform ensemble controllability of paramet-
ric systems,” in Proceedings of the 22nd International Symposium on Mathematical
Theory of Networks and Systems, 2016.
[22] W. Zhang and J.-S. Li, “On controllability of time-varying linear population systems
with parameters in unbounded sets,” Systems & Control Letters, vol. 118, pp. 94–100,
2018.
[23] P. A. Fuhrmann and U. Helmke, The Mathematics of Networks of Linear Systems.
Springer, 2015.
[24] W. Rudin, Real and Complex Analysis. McGraw-Hill Education, 1987.
[25] G. Dirr and M. Schönlein, “Uniform and Lq-ensemble reachability of parameter-
dependent linear systems,” arXiv preprint arXiv:1810.09117, 2018.
[26] G. B. Folland,Real Analysis: Modern Techniques and Their Applications (2nd edition).
John Wiley & Sons, 2013.
[27] R. Triggiani, “Controllability and observability in Banach space with bounded opera-
tors,” SIAM Journal on Control, vol. 13, no. 2, pp. 462–491, 1975.
[28] H.O. Fattorini, “Some remarks on complete controllability,” SIAMJournal onControl,
vol. 4, no. 4, pp. 686–694, 1966.
[29] J. E. Marsden and M. J. Hoffman, Basic Complex Analysis (3rd edition). Freeman,
1999.
[30] N. H. McCoy, Rings and Ideals, ser. Carus Mathematical Monographs. American
Mathematical Society, 1948, vol. 8.
[31] S. G. Krantz and H. R. Parks, The Implicit Function Theorem: History, Theory, and
Applications. Springer Science & Business Media, 2012.
[32] K. A. Grasse, “A vector-bundle version of a theorem of V. Doležal,” Linear Algebra
and Its Applications, vol. 392, pp. 45–59, 2004.
Controllability Issues of Linear Ensemble Systems 38
[33] S. Kobayashi and K. Nomizu, Foundations of Differential Geometry. New York,
London, 1963, vol. 1, no. 2.
[34] V. Guillemin and A. Pollack, Differential Topology. American Mathematical Soc.,
2010, vol. 370.
[35] X. Chen, “Structure theory for ensemble controllability, observability, and duality,”
Mathematics of Control, Signals, and Systems, vol. 31, no. 2, pp. 1–40, 2019.
