ABSTRACT As a promising radar imaging technique, terahertz coded-aperture imaging (TCAI) can achieve high-resolution, forward-looking, and staring imaging by producing spatiotemporal independent signals with coded apertures. However, traditional 3-DTCAI working in time domain, has two problems, that is, heavy computational burden caused by large-scale reference-signal matrix, and poor resolving ability under low signal-to-noise ratio (SNR). Frequency-domain (FD)-TCAI (FD-TCAI) is able to reduce the two problems only in a limited degree. Therefore, this paper first proposes a space-domain (SD)-TCAI (SD-TCAI) method, which achieves more effective and efficient 3-D imaging than FD-TCAI under low SNR. With correlation operation, SD-TCAI transforms the echo signals from frequency domain to space domain, where spike pulses appear in the target positions. According to different spike pulses, the 3-D imaging areas can be divided and reconstructed in parallel, and finally synthesized together to obtain the whole 3-D target. In this way, the computational burden is further reduced, leading to an improved SNR. In this paper, we build and present the imaging models and procedures of TD-TCAI, FD-TCAI, and SD-TCAI, respectively. The experimental results demonstrate that SD-TCAI has overwhelming superiority over TD-TCAI and FD-TCAI. Therefore, SD-TCAI has great potential in applications, such as security screening, nondestructive detection, and medical diagnosis.
I. INTRODUCTION
Recently, electromagnetic (EM) imaging has been widely studied, and many new cutting-edge imaging methods have been proposed, one of which is terahertz coded-aperture imaging (TCAI) [1] - [3] . Different from synthetic aperture radar, TCAI can overcome the difficulties of forward-looking and staring imaging with high resolution. Based on the basic principles of optical coded-aperture imaging [4] , [5] and radar coincidence imaging (RCI) [6] - [8] , this imaging technology adopts an electrical dynamic aperture to either measure or produce spatiotemporal independent signals in the imaging area, and then resolves the target scatters by using the pseudo-randomness of the signals. Moreover, terahertz waves (0.1-10 THz) have stronger penetration capability than light and higher resolution over microwave, allowing visualization of hidden object at millimeter level [9] , [10] .
The Harvard Robotics Laboratory (HRL) participating in the ASTIR project, has developed a high-resolution, low-power coded aperture subreflector array (CASA) that can potentially watch weapons or explosives concealed on a person at tactically safe distances [11] . Besides, the metasurfaces have also shown great promise in flexible manipulation on terahertz and millimeter waves, which have been applied into areas of high-resolution computational imaging [12] , [13] and some scanning devices [14] , [15] . Therefore, metasurfaces have increasing abilities in designing coded apertures for the TCAI system.
Conventional TCAIs can achieve high-resolution threedimensional (3D) imaging in time domain [3] , [16] . However, time-domain (TD)-TCAI (TD-TCAI) has two problems: increasing computational complexity resulting from large-scale reference-signal matrix (RSM), and poor imaging performance under low signal-to-noise ratio (SNR). When the SNR is too low, current algorithms for TD-TCAI fail to resolve the scattering information from the weak signal. Recently, frequency-domain (FD)-(TCAI) [17] has been proposed to solve the two problems. By pulse compression on the TD echo, FD-TCAI gets the FD echo, which helps to improve the SNR and select the spike pulses of different imaging planes independently. Therefore, the 3D target reconstruction is decomposed into the combination of two-dimensional (2D) imaging with high SNR. However, the imaging performance and computational efficiency of FD-TCAI still can be improved greatly in space domain.
Therefore, we first propose the space-domain (SD)-TCAI (SD-TCAI) method based on FD-TCAI and correlation operation, according to which, FD echo is transformed into SD echo to enhance the SNR and divide the imaging area more. Finally, the 3D target imaging is further decomposed into the combination of smaller-sized 2D imaging. This paper is organized as follows. Sections II-A and II-B present the mathematic model and procedure of TD-TCAI, FD-TCAI, respectively. Based on TD-TCAI and FD-TCAI, in section II-C we propose the SD-TCAI and show the imaging principle, model and procedure in detail. In section III, numerical experiments demonstrates the striking superiority of SD-TCAI over TD-TCAI and FD-TCAI for low SNR 3D Targets. Finally, we summarize the main advantages of SD-TCAI and conclude with future directions in Section IV.
II. IMAGING METHOD A. TIME-DOMAIN (TD)-TCAI (TD-TCAI)
Current TCAI mainly works in time domain. Besides, TD-TCAI helps to understand the interpretation of FD-TCAI and SD-TCAI. Therefore, this section introduces the basic principle and method of TD-TCAI in brief. As shown in the schematic diagram in Fig. 1 , the 3D TCAI is mainly composed of a computer, a transmitter, a coded aperture and the 3D imaging area. The transmitter sends the transmitting signal to the coded aperture. The computer controls the coded aperture to modulate the transmitting signals in randomness. On the coded aperture, different colors denote different amplitude or phase modulation on the transmitting signal. The 3D imaging area is first subdivided into several imaging planes in different ranges, and then further divided into tiny grid cells, in all cases scatters are assumed to be in the grid-cell centers. The imaging procedure of 3D TCAI includes two steps, that is, the transmitting and receiving processes, which are marked as red and blue dashed lines in Fig. 1 . During the transmitting process, the coded aperture modulates the amplitude or phase of the transmitting signal in a random style, which provides arbitrary measurement modalities. The radiating signal convolves with the 3D target, and then is reflected into the receiving process. Eventually, the single detector on the coded aperture receives the echo signal and transfers it to the computer for further signal processing. Besides, the computer can control both the transmitter and the coded aperture. Next, according to Fig. 1 , we deduce the TD-TCAI imaging model.
1) THE TRANSMITTING PROCESS
Firstly, the transmitter transmits linear frequency modulation (LFM) signal, which is shown as
where St(t) is the transmitting LFM signal at time t, T p is the pulse width, A is the amplitude, f c is the center frequency, γ is the chirp rate of the signal, and rect (·) denotes the rectangular window function.
Then, we suppose the LFM signal arriving at the coded aperture as plane wave. Therefore, the time delay terms for each transmitting element of the coded aperture are the same, and they can be set as zeroes. As the coded aperture contains I transmitting elements, the radiating signal through the coded aperture is formulated as,
where A t,i and ϕ t,i are the random modulation terms of amplitude and phase for the i-th transmitting element at time t, respectively. Then the radiating signal illustrates the 3D imaging area, which contains K grid cells. For high-resolution imaging, the radiation field on the 3D imaging area is spatiotemporally independent.
2) THE RECEIVING PROCESS
Reflected by the 3D target, the back signal arriving at the receiver is written as
where β k is the scattering coefficient corresponding to the k-th grid-cell, t i,k is the total time delay passing though the i-th transmitting element, the k-th grid cell, and the receiver. Based on time discretion of (3), the conventional mathematical model of TCAI can be concluded as
...
where Sr, S, β, w are the TD-echo vector (EV) (TD-EV), the TD-reference-signal matrix (RSM) (TD-RSM), the TD-scattering-coefficient vector (SCV) (TD-SCV), and the TD-measurement noise vector (MNV) (TD-MNV). N and K are the numbers of sampling time and grid cells, separately.
As shown in (4), EV Sr and RSM S are the required parameters of TD-TCAI. To differentiate the EVs and RSMs of different imaging methods, FSr and FS mean the EV and RSM in frequency domain while SSr and SS describe the EV and RSM in space domain. Moreover,β TD ,β FD andβ SD describe the imaging results of TD-TCAI, FD-TCAI and SD-TCAI.
The array element of S is
With the knowledge of solving linear equations, equation (4) can be solved by compressed sensing (CS) algorithm, which can reconstruct the image with fewer measurements by using the sparsity priors of the target. However, when the SNR is too low, the 3D target becomes difficult to be reconstructed in time domain. Table 1 has shown the imaging procedure of TD-TCAI below.
TABLE 1. Imaging procedure of time-domain (TD)-terahertz coded aperture imaging (TCAI) (TD-TCAI).

B. FREQUENCY-DOMAIN (FD)-TCAI (FD-TCAI)
To solve the low SNR problem for TD-TCAI, the target reconstruction can be transformed into frequency domain. The transformation and is achieved by pulse compression, which can improve the SNR in a certain degree. The principle and method of FD-TCAI has been proposed and introduced clearly in [17] . To be clear, the simplified procedures and model of FD-TCAI are presented below.
1) ECHO VECTOR IN FREQUENCY DOMAIN
Firstly, we define a reference signal, the time delay of which is set as zero. The reference signal is written as
Then the echo signal multiplies with the conjugation of the reference signal S ref (t),
where Sr if (t) is defined as the dechirping echo. After Fourier transformation, the dechirping echo in frequency domain is expressed below
where f is the frequency variable, sinc (u) = sin (π u) π u is impulse function, and F (·) denotes Fourier transformation. Due to the function property of sinc (·), equation (8) presents spike pulse at f = −γ t i,k , where t i,k = r i,k c, and r i,k is the distance delay corresponding to t i,k . Therefore, the scattering information within the same range gathers in the same spike pulse.
As defined after (4), FSr is the original FD-EV of FD-TCAI, which is described in (8) . The 3D imaging area, in Fig. 1 , has two imaging planes in different ranges. As each imaging plane is about in one range cell, FSr will show two spike pulses. Firstly, the two spike pulses contain all the 3D information. Secondly, each spike pulse only contains the target information within the same imaging plane. By extracting corresponding spike pulse of FSr, the target in each imaging plane can be reconstructed one by one, and then are synthesized together to obtain the whole 3D target.
To construct the required FD-EV of FD-TCAI, different spike pulses in FSr are extracted separately. However, when the SNR is exceedingly low, the imaging planes are difficult to be immediately distinguished from (6, 7) . Therefore, we can use Kullback-Leibler divergence (KLD) [18] , [19] to detect the target positions. The KLD is formulated as
where tr (·) and det (·) denote the trace and determinant of a matrix. R 1 and R 2 are the toeplitz hermitian positivedefine (HPD) matrices. R 1 , for example, is shown as
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FIGURE 2. Extraction of the frequency-domain (FD)-echo vector (EV) (TD-EV) and conformation of the FD-reference-signal matrix (RSM) (FD-RSM).
where FSR c1 is the first column of FSR. E [·] denotes the expected value. M is the row number of FSR. We use the symbol of FSR to denote the combination of M FSrs. Then, FSR is formulated as
where FSr i is the FD-EV corresponding to the i-th pulse signal. Besides, more details about the advantages of HPD matrix and KLD are presented in [18] and [19] .
2) REFERENCE-SIGNAL MATRIX IN FREQUENCY DOMAIN
As shown in Fig. 2 , which will be further introduced. Rather than the whole matrix FS, only FS 1 and FS 2 need to be constructed.
Firstly, the TD-RSMs S 1 and S 2 are deduced from (4) and (5) .
Similar to the operation on TD-EV Sr via (7) and (8), we dechirp and transform each column of S 1 and S 2 into frequency domain. For example, S (t, k), the TD reference signal in the k-th column, is processed with
After dechirping and Fourier transformation, we obtain the original FD-RSMs FS 
3) TARGET RECONSTRUCTION IN FREQUENCY DOMAIN
An imaging plane named x for example, the mathematical model in frequency domain is formulated as
where FSr x , FS x , β x , and w FD x are the FD-EV, FD-RSM, FD-SCV, and FD-MNV, respectively. N x and K x are the sampling-time and grid-cell numbers of imaging planex, respectively.
Based on (14) , each imaging plane in Fig. 1 can be reconstructed in parallel to decompose the global computational complexity, and then are combined together to reconstruct the 3D target. Table 2 has shown the imaging procedure of FD-TCAI as below. 
C. SPACE-DOMAIN (SD)-TCAI (SD-TCAI)
Based on correlation operation, we propose an imaging method of SD-TCAI. Different from FD-TCAI, SD-TCAI transforms the EV and RSM from frequency domain to space domain, which further enhances the SNR. In section II-B, the 3D imaging is achieved by synthesizing twodimensional (2D) imaging in different imaging planes. In this section, SD-TCAI subdivides the 2D imaging of FD-TCAI into simpler 2D imaging with higher SNR. The detailed imaging procedure and the model of SD-TCAI are presented below.
According to the correlation theory in radar coincidence imaging [7] , the scattering coefficients can be reconstructed by processing the TD-EV and TD-RSM with correlation operation. Rather than dealing with the TD signals, correlation operation is adopted to obtain the SD-EV and SD-RSM from FD-EV and FD-RSM, respectively. Referring to (14) , the original SD-EV is obtained by
where SS x and w SD x are formulated as
A FD-RSM holding ideal spatiotemporal independence is one in which the rows and columns are independent of each other. Herein, we suppose FS x to be an ideal FD-RSM.
As FS x has no correlation with w FD x , w SD x can be set as zero. Under an ideal condition, SS x is deduced as
where δ k x , k x = 1, 2, · · · K x is the self-correlation coefficient of the k x -th row of FS x . Furthermore, the original SD-EV can be further interpreted as
Apparently, SS x is a diagonal matrix, by which, SSr x presents spike pulses in the space positions containing target information.
As we know, there is always some correlation between different rows and columns of FS x . However, the FD-MNV w SD x still can be restrained by correlation process. As for SSr x , the target positions present much higher values than the nontarget positions.
As shown in Fig. 1 , each imaging plane contains four smaller targets in different subareas. By extracting corresponding spike pulses of SSr x , the subdivided 2D targets in different imaging areas can be reconstructed one by one, and then are synthesized together to obtain the whole 2D target of imaging plane x. SSr x can be decomposed into SSr x 1 , SSr x 2 , 
2) REFERENCE-SIGNAL MATRIX IN SPACE DOMAIN
As shown in Fig. 3 , K x 1 , K x 2 , K x 3 and K x 4 are the grid-cell numbers of the subdivided 2D areas, respectively. SS x is a SD-RSM deduced from (16) , and eventually obtain the required SD-RSMs SS x 1 , SS x 2 , SS x 3 and SS x 4 .
3) TARGET RECONSTRUCTION IN SPACE DOMAIN
For example, a subarea divided from imaging plane x, is named as x a . The mathematical model in space domain for x a can be deduced as
where SSr x a , SS x a , β x a and w SD x a are the SD-EV, SD-RSM, SD-SCV and SD-MNV, separately. N x a and K x a are the sampling-time and grid-cell numbers of subareax a , respectively.
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According to (20) , subareas of each imaging plane in Fig. 1 can be resolved in parallel, and then are synthesized together to get the 3D target. In this method, both the computational complexity and noise power are much less than TD-TCAI and FD-TCAI. Table 3 has shown the imaging procedure of SD-TCAI. 
III. EXPERIMENTAL RESULTS
In this section, firstly, the FD-EV and SD-EV are obtained by pulse compression and correlation processes introduced in section II-A and II-B, respectively. Under extremely low SNR, KLD is exploited to index the target positions according to (9) (10) (11) . Secondly, three kinds of CS algorithms, including sparse Bayesian learning (SBL) [20] , orthogonal matching pursuit (OMP) [21] and total variation (TV) regularization [22] , are used to compare the imaging performance of TD-TCAI, FD-TCAI and SD-TCAI.
Besides, we use the relative imaging error (RIE) and probability of successful imaging (PSI) [23] to evaluate the performance of the proposed algorithm.
RIE is defined as
where β andβ are the true and estimated scattering coefficient vector. PSI is defined as PSI 20 log 10 min β / max β ,
where β contains the values thatβ carries at the correct basis set , while β takes 0 at and takes the same values asβ at every other indices. Herein, the presence of successful imaging is proportional to the value of PSI. The primary parameters used in the simulations are given in Table 4 . The coded aperture modulates the transmitting signal randomly from [0, π ]. The experiments are conducted on a computer with Intel Core CPU i7-8700U at 3.2 GHz and 16 GB of memory. 
A. BACK SIGNAL ANALYSIS
According to (4), TD-TCAI reconstructs the target by TD-EV, which is shown in Fig. 4 . When the SNRs are −30dB and 0dB, the useful signals are buried in the noise, which will result in bad imaging performance. As introduced in section II-B, the FD-EV is obtained by pulse compression on TD-EV. Because the 3D imaging area contains two imaging planes in two different ranges, the FD-EVs present two spike pulses around 1.5 m and 3m in Figs. 5(b) and (c) . Herein, R1 and R2 describe the imaging planes 1 and 2, respectively. Due to powerful noise, spike pulses containing target information are unrecognizable in Fig. 5(a) .
According to (9) (10) (11) , KLDs in Figs. 5(d-f) are used to detect the true target positions. Despite the SNR, the measurement of KLD can always help to index the target positions.
Although the target positions can be indexed with KLD measurement, the frequency cells in FD-EV still contain much noise, which can be restrained further by correlation process. To obtain the SD-EVs, FSr 1 and FSr 2 are processed with correlation operation. Figs. 6(a-c) present the SD-EVs of R1 under −30dB, 0dB, and 30dB, respectively. Figs. 6(d-f) show the SD-EVs of R2 under −30dB, 0dB, and 30dB, separately. Distinct spike pulses appear in the space cells containing target information, and they are extracted to achieve SD-TCAI. To make it clear, the subareas of R1 are named as A1, A2, A3, and A4, respectively, while the subareas of R2 are described as A5, A6, A7, and A8, separately.
B. RESOLVING ABILITY ANALYSIS
In this section, we use space independence function γ space [24] to describe the TCAI resolving ability qualitatively. The space independence function is inverse proportional to the resolving ability, which means the thinner the main lobe is, the higher the resolving ability gets. Figs. 7(a-c) and Figs. 7(d-f) illustrate the space independence functions of TD-TCAI, FD-TCAI, and SD-TCAI corresponding to R1 and R2, respectively. As shown in Fig. 7 , the main lobes of the space independence function grow thicker from R1 to R2. Thus, the resolving ability is proportional to the range. Moreover, for the same imaging plane, the main-lobe thicknesses of TD-TCAI, FD-TCAI, and SD-TCAI are almost the same. Therefore, we can conclude that FD-TCAI, and SD-TCAI will not sacrifice the resolving ability for low-SNR imaging.
C. IMAGING RESULTS ANALYSIS
The ''T'', ''C'', ''A'', and ''I'' shape targets are distributed in R1, while ''N'', ''U'', ''D'', and ''T'' shape targets are located in R2. The ''TCAI'' and ''NUDT'' are the abbreviations of terahertz coded aperture imaging and National University of Defense Technology. The original back signals for TCAI are simulated by convolving the scattering coefficients in the 3D imaging areas and the coded-aperture radiation patterns. TD-EV comes from the original signal immediately. FD-EV is generated by compressing TD-EV, which is further processed with correlation operation to obtain SD-EV. TD-SCAI, FD-SCAI and SD-TCAI are based on (4), (14) and (20) Figs. 8(c), (f) and (i) , when the SNR is 30dB, all the three TCAI methods can reconstruct the 3D target well. For 0 dB condition presented in Fig. 8(b) , (e) and (h), TD-TCAI resolves the 3D target with some background noise while both FD-TCAI and SD-TCAI reconstruct the target precisely. When the SNR is −30 dB, the imaging result of TD-TCAI in Fig. 8(a) presents random scattering points. As for FD-TCAI, the 3D target can be distinguished from the weak background noise. Compared with TD-TCAI and FD-TCAI, SD-TCAI can always reconstruct a high-resolution image despite of the SNR. As shown in Table 1 , the 3D imaging areas has two imaging planes, the grid-cell numbers of which are 60 × 60. Furthermore, each imaging plane is subdivided into subareas with 30 × 30 grid cells. When the number of sampling time and grid cells are the same, the RSM sizes of TD-TCAI, FD-SCAI and SD-TCAI are 7200 × 7200, 3600 × 3600 and 900 × 900, respectively. Therefore, the computational complexity is reduced from TD-TCAI to FD-SCAI and SD-TCAI. Table 5 compares the runtime of TD-TCAI, FD-TCAI and SD-TCAI with different algorithms, including, SBL, OMP and TV. SD-TCAI costs much less time than FD-TCAI and TD-TCAI. Apparently, TD-TCAI is the most time-consuming. Besides, the OMP-based TCAI is the most fast imaging method. Therefore, SD-TCAI is a useful method to achieve fast imaging. 
D. IMAGING RESULTS EVALUATION
In this section, RIE and PSI are used to evaluate the imaging results quantitatively. Figs. 10(a-c) present the RIE comparisons of TD-TCAI, FD-TCAI and SD-TCAI with SBL, OMP and TV, respectively. Irrespective of SNR and the adoptive algorithms, RIEs of SD-TCAI maintain the lowest while RIEs of TD-TCAI are the highest. For TV algorithm shown in Fig. 10(c) , the RIEs of TD-TCAI and FD-TCAI get close when the SNRs become high enough. In contrast, the TV-based SD-TCAI still holds obvious advantage over TD-TCAI and FD-TCAI even under high SNR. Figs. 10(d-f) show the PSI comparisons of TD-TCAI, FD-TCAI and SD-TCAI with SBL, OMP and TV, respectively. The PSIs of SD-TCAI keep in a high level under different SNRs. However, the PSIs of TD-TCAI denote failed imaging when the SNR is lower than 0dB. As for FD-TCAI, the PSI under 0dB indicates a barely successful imaging.
Actually, SD-TCAI outperforming its competitive alternatives is easy to be explained from the theoretical perspective. Under extremely low SNR, the useful echo signals of TD-TCAI are completely drowned in the noise and cluster, which is shown in Fig. 4(a) . As shown in Figs. 5(a) and (d) , the required signals of FD-TCAI are compressed into the corresponding range cells by pulse compression. As for SD-TCAI, the correlation operation can further extracts the valued signals as presented in Figs. 6. Therefore, Therefore, SD-TCAI is believed to be an effective and efficient TCAI method from the principle explanation and imaging results. Moreover, Figs. 11(a) and (b) compare the RIEs and PSIs of SD-TCAI using different algorithms. SBL achieves the lowest RIE and highest PSI under low SNR. When the SNR is 30dB, the RIE and PSI denotes that OMP obtains the best target reconstruction. However, SD-TCAI aims to solve the low-SNR problem. Therefore, SBL is the most useful imaging method among the three algorithms.
IV. CONCLUSION
This paper proposed a 3D imaging method in space domain to reduce the computational burden and achieve high-resolution imaging for low SNR targets. To divide and extract the useful target information of different space positions, the TD-EV was firstly transformed into FD-EV with pulse compression. Then, FD-EV was further transformed into SD-EV by correlation operation. Corresponding to the extracted SD-EVs for different subareas, the SD-RSMs were constructed. Based on TD-TCAI and FD-TCAI, we deduced the imaging model and procedure of SD-TCAI. Considering the image quality and runtime, numerical experimental results have demonstrated that our imaging method has overwhelming superiority over TD-TCAI and FD-TCAI. Therefore, SD-TCAI method holds potential applications in areas such as terminal guidance, security check, etc. 
