In this work, we combine conventional boundary element method (BEM) with the reduced-basis method (RBM) and propose a reduced-basis boundary element method (RB-BEM) to realize efficient modeling for parameterized electromagnetic scattering problems of dielectric scatterers. The RB-BEM allows for splitting the modeling process into a parameter-independent offline part and parameter-dependent online part, and replacing the high-dimensional original model obtained by conventional BEM with a low-dimensional reduced-basis model to improve computational efficiency of the online part. We also propose an improved greedy algorithm based on multi-grid to improve the computational efficiency of the offline part. The numerical experiments indicate that the efficiency of the improved greedy algorithm is several times higher than that of the standard one, and the solving efficiency of the reduced-basis model is several times to dozens of times higher than that of the original model with a prescribed approximation accuracy.
INTRODUCTION
Fast and efficient modeling of electromagnetic fields is highly desirable in many cases, such as optimal design [1, 2] and model-based optical metrology [3, 4] , where the distribution of electromagnetic fields is typically repeatedly calculated under a parameterized context. The parameters here could be the wavelength and incident angle of an illuminating wave, and/or the geometric parameters of a scatterer under study. Various computational electromagnetic methods have been developed over the past decades to calculate the scattered electromagnetic fields, including semi-analytical rigorous coupled-wave analysis [5] [6] [7] , which is specially developed to model the electromagnetic fields scattered from a periodic scatterer, and numerical methods such as the finite element method (FEM), finitedifference time-domain (FDTD) method, and the boundary element method (BEM), also called the method of moment [7] [8] [9] [10] [11] [12] [13] [14] [15] . These numerical approaches could be roughly classified into a category based on solving partial differential equations (PDEs) such as FEM and FDTD, as well as a category based on solving integral equations such as BEM. Despite their widespread applications, these brute force numerical approaches are usually computationally too expensive to satisfy the practical efficiency requirement in the above-mentioned many-query or real-time context.
Many model order reduction techniques such as modal expansion [16] , asymptotic waveform evaluation [17, 18] , Padé via Lanczos model reduction [19] , and the Krylov subspace method [20] have been proposed for combination with the brute force approaches to reduce the complexity of the involved models. Another numerical technique, called the reduced-basis method (RBM), was originally introduced in [21, 22] whereby the approximate space, which was used to reduce the dimension of the original model obtained by brute force methods, was local and typically low-dimensional in the number of parameters. Recently, the RBM has overcome limitations, showing great potential in rapidly solving parameterized PDEs with the introduction of the assumption of parameter affine decomposition [23] [24] [25] [26] [27] and gaining wide applications in mechanics, fluid dynamics, electromagnetic, etc. [28] [29] [30] [31] [32] .
In RBM, a high-dimensional model obtained by directly applying the brute force numerical methods to the problem under study is first projected into a low-dimensional reduced-basis space; it then is replaced with a low-dimensional, reduced-basis model. In addition, by assuming that all the parameterdependent operators satisfy an assumption of parameter affine decomposition, the RBM splits the modeling process into a parameter-independent offline part and parameter-dependent online part. In the online phase, one only need do a few parameter-dependent linear calculations to construct and solve the reduced-basis model, which thereby dramatically improves the computational efficiency compared to the brute force numerical methods.
In this work, we combine conventional BEM with RBM and propose a reduced-basis boundary element method (RB-BEM) to realize efficient modeling of the electromagnetic fields scattered by dielectric scatterers. Currently, the majority of research on RBM in electromagnetic scattering problems mainly focuses on its combination with FEM [28] [29] [30] . Comparing with FEM, the BEM might be preferable to electromagnetic scattering problems because of its inherent advantages such as decreasing the dimension of a scattering problem by limiting its unknown variables only on the boundaries of the scatterer, and modeling scattering problems without pre-setting additional absorbing conditions. Although the literature has witnessed the combination of RBM with the boundary integral equations for the electromagnetic scattering of perfect electric conductors [31, 32] , to the best of our knowledge, it is difficult to deduce such integral forms for more general cases such as the dielectric scatterers. For these more general cases, the parameterdependent operators do not naturally satisfy the parameter affine decomposition assumption. To this end, we apply an empirical interpolation method (EIM) [33, 34] to construct interpolation expressions which satisfy the affine decomposition assumption to realize the offline-online decomposition in the modeling process.
In the framework of RBM, the greedy algorithm introduced in [24] is commonly used to construct the affine decomposition expressions of parameter-dependent forms and the reducedbasis space. As a grid-based iterative method, the efficiency of the greedy algorithm linearly depends on the size of the training set, which is sampled from the parameter domain. To improve the efficiency, especially in high-dimensional parameter spaces, various improved greedy algorithms are proposed. Benefitting from the development of computer hardware, Knezevic and Peterson [35] developed a parallel strategy to enhance the efficiency by sacrificing computational resource. Adaptive procedures [36] based on a coarse training set prevent execution of the greedy algorithm over the well-enough training set, and therefore significantly decrease the workload of the greedy algorithm. Hesthaven et al. [37] proposed a method which dynamically controlled the size of the training set at each step of the greedy algorithm based on a saturation assumption of the approximation error.
In this work, we propose an improved greedy algorithm which is based on multiple training sets with increased dimensions. The principle is to construct an approximate space with certain accuracy by running the greedy algorithm over the smallest training set, and then train the space over a larger training set to reach the required accuracy. Since most of the bases of the approximate space are selected from the coarse training set, the workload of the greedy algorithm is expected to be significantly decreased. To further improve the efficiency, we also combine our improved greedy algorithm with the method in [37] to decrease the workload at each step of the algorithm. This paper is organized as follows. In Section 2, we briefly describe the two-dimensional (2D) and three-dimensional (3D) electro-magnetic scattering problems solved by conventional BEM. For the sake of clarity, we assume that all the scatterers under study in this paper are homogeneous or piecewise homogeneous. In Section 3, we briefly describe the principle of RBM, and then the improved greedy algorithms are introduced to efficiently construct the low-dimensional reduced-basis space. In Section 4, we present the RB-BEM for both 2D and 3D dielectric scatterers. Four numerical examples are presented in Section 5 to verify the proposed RB-BEM. Some conclusions are finally drawn in Section 6.
BOUNDARY ELEMENT METHOD A. 2D Electromagnetic Scattering Problem
The 2D electromagnetic problem can be formulated as a scalar problem described by the scalar Helmholtz equation. Let us consider the problem of a scalar wave produced by a source in the presence of a dielectric scatterer immersed in a homogeneous medium, and the source and the scatterer are invariable along the z axis (the direction that is perpendicular to the paper surface). In this case, we only need to consider a plane perpendicular to the z axis, which can be decomposed into several piecewise homogeneous regions. Assume that the h-th homogeneous region Ω h is surrounded by boundaries Γ h1 ; …; Γ hI , and a source is placed in Ω h ; then the scalar wave field u satisfies the following boundary integral equation (BIE) [10, 11] :
where the boundary integral operators S hi and F hi are defined as
For the transverse electric (TE) polarizations, u denotes the z component of the electric fields E , and Eq. (1) is referred to as the electric field integral equation (EFIE). For the transverse magnetic polarizations, u denotes the z component of the magnetic fields H , and Eq. (1) is referred to as the magnetic field integral equation (MFIE). r x; y ∈ Γ h P I i1 Γ hi and r 0 x 0 ; y 0 ∈ Γ hi . r and r 0 denote the positions of the observation point and source point, respectively. qr 0 n hi r 0 · ∇ 0 ur 0 , where n hi r 0 is the unit normal at r 0 pointing to the exterior region of Ω h :u inc r is the incident field at r. In this paper, we are interested in the scattering of a plane wave u inc r u 0 e −jkd inc ·r , where u 0 represents the amplitude of the incident wave, and d inc cos θ inc ; sin θ inc with θ inc ∈ 0; 2π representing the incident angle. The constant C β∕2π, where β is the exterior angle at r 0 . δ is the delta function, and G h r; r 0 represents the Green's function of the Helmholtz equation with wavenumber k h k 0 ffiffiffiffiffiffiffiffiffiffiffiffiffi ϵ r;h μ r;h p , i.e.,
where j is the imaginary unit, and k 0 2π∕λ 0 is the wavenumber corresponding to a free space wavelength λ 0 . ϵ r;h and μ r;h are the relative permittivity and permeability, respectively, in Ω h . H 2 0 k h jr − r 0 j and H 2 1 k h jr − r 0 j are the zeroth-and firstorder Hankel function of the second kind, respectively.
To solve Eq. (1), we first divide the boundary Γ h into small segments with totally N h points, and approximate the undetermined u and q by a set of predefined basis functions. Multiplying Eq. (1) by a set of testing functions v 1 r; …; v N h r individually and integrating the products over the boundary Γ h , Eq. (1) is then converted into a linear system with undetermined expansion coefficients of u and q. Note that the choice of testing functions is versatile, and the commonly used testing functions under the 2D formalism are the simple delta function, i.e., v m r δr m − r. Replacing r in Eqs. (1)- (5) with r m yields the final weak form of the integral equation. Establishing the BIEs in all regions and further considering the boundary conditions, the boundary field u and its normal derivative q can be finally obtained by solving the linear system. Note that u inc r 0 in the region without a source. In practice, the EFIE and MFIE may suffer from the interior resonance for a scatterer with a closed boundary. A remedy for this phenomenon is to combine EFIE and MFIE together. Since the main purpose of this paper is to demonstrate the combination of RBM with BIE, but not to introduce the best choice of BIE for modeling, for the sake of simplicity, we will describe RB-BEM based on the BIE in Eq. (1) by assuming that the resonance wavenumber has been removed from the considered parameter domain. It should be pointed out that the RB-BEM could be readily extended to other BIEs, such as the combined-field integral equation.
B. 3D Electromagnetic Scattering Problem
The basic methodology for the 2D analysis can be extended to the analysis of 3D vector fields. For the sake of clarity, here we consider the problem of a vector wave produced by a source E inc ; H inc in the presence of a homogeneous dielectric scatterer Ω 2 , which only consists of one boundary Γ immersed in a homogeneous medium Ω 1 . Note that this configuration could be readily extended to a piecewise homogeneous scatterer or multiple scatterers. The formulation proposed by Poggio and Miller [12] , Chang and Harrington [15] , and Wu and Tsai [13] , which is often referred to as PMCHWT formulas,
is found to be free of interior resonance and yields accurate and stable solutions for modeling the electromagnetic scattering problem of a 3D dielectric scatterer. The boundary integral operators L h and K h in Eqs. (6) and (7) are defined as 
grad r G h r; r 0 1 jk h jr − r 0 je −jk h jr−r 0 j 4πjr − r 0 j 3 r 0 − r: (11) In Eqs. (6) and (7), J and M are the equivalent electric and magnetic currents on Γ, respectively, n denotes the unit normal on Γ pointing from the interior of scatterer Ω 2 to the exterior Ω 1 , and η h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi μ r;h ∕ϵ r;h p is the wave impedance in Ω h . Similarly, to solve the PMCHWT formulas, one needs to divide the boundary Γ into small patches, and test the discrete PMCHWT formulas by a set of testing functions. A common choice of the basis functions defined on the patches is the triangle rooftop functions [14] , which are also known as the RaoWilton-Glisson (RWG) functions. In this case, the commonly used testing functions vr are also RWG functions. Then the weak form of PMCHWT formulas can be written as
where
The boundary integral operators X 1 h , X 2 h , and Y h are defined as 
Finally, we can obtain the expansion coefficients of J and M by solving the linear system given in Eqs. (12) and (13) .
For clarity, in the following parts of this work, the subscript h in Eqs. (1)- (5) and (8)- (22) used to indicate the homogenous region will be omitted. Note also that our method is not constrained to the specific type of incident field. In this section, the reason we specify the form of incident field is just for the convenience of description.
To intuitively present the output signal of a 3D scattering problem, we introduce the radar cross section (RCS) denoted by σ as an indicator of the far field [33] :
where the electric far field E ∞ is defined as
for a given unit directional vector d rcs :
d rcs sin θ rcs cos φ rcs sin θ rcs sin φ rcs cos θ rcs ; (25) with θ rcs ∈ 0; π and φ rcs ∈ 0; 2π denoting the observation angles in the spherical coordinate.
REDUCED-BASIS METHOD
In this section, we will first introduce the key points in RBM, including the dimensional reduction of the high-dimensional BEM model and the offline-online decomposition of the computational effort. Then improved greedy algorithms are introduced to decrease the work load in the offline phase.
A. Principle of RBM
In the parameterized context, the modeling of a electromagnetic scattering problem finally comes down to finding the solution of a parameterized linear system, i.e., for any μ ∈ D, find ψ ∈ W N such that
where ψ is the unknown quantity and v is the testing function. The symbol μ denotes the variable parameters, which may be the characteristic parameters of the incident field such as the wavelength and incident angle, the geometric parameters of the scatterer, or the observation angles of the far-field pattern. D is the parameter domain, and W N denotes the finite dimensional boundary element space with a dimension of N . Writing the original model obtained by BEM into a matrix form, we have Aμxμ bμ; (27) where the N × N matrix A is known as the impedance matrix, x represents the undetermined quantities, and b is the excitation term. Generally, the boundary of a scatterer is decomposed into a lot of segments or patches to get solutions with high accuracy. Therefore, calculating the entities of matrix A, as well as finding the solution of Eq. (27) , are both time-consuming, especially in the parameterized context. Assume that we have obtained a reduced basis space W N spanfψμ n g; n 1; …; N ; N ≪ N , and a set of chosen parameter snapshots S N fμ n g N n1 . The reduced-basis approximation of the original model is defined as follows: for any μ ∈ D, find ψ N ∈ W N such that [23] [24] [25] [26] [27] 
The parameter set S N is chosen by the greedy algorithm, which will be discussed in Section 3.B in detail. Note that, in order to obtain a well-conditioned reduced-basis model, the basis function should be orthogonal, i.e., W N spanfξ n g; n 1; …; N , with ξ m · ξ n δ mn . Therefore, the reduced-basis model can be regarded as the Galerkin projection result of the original model into the reduced-basis space W N . Although solving the low-dimensional reduced-basis model will be intuitively much faster than directly solving the high-dimensional original model, there still exists another issue that restricts the computational efficiency of the reduced-basis model. To be specific, we need to obtain the original model for ∀ μ ∈ D before projecting it into the reduced-basis space to further obtain the reduced-basis model.
To address this issue, we assume that both the bilinear form a·; ·; μ and the linear form f ·; μ in Eq. (28) satisfy the affine decomposition assumption. Under this assumption, the original parameter-dependent forms can be decomposed into a finite sum of parameter-dependent scalar functions multiplied by parameter-independent forms as follows:
The parameter affine assumption is the basis of the offlineonline decomposition of the computational effort. However, we should point out that, in many practical applications such as the BIEs introduced in Section 2, the parameter affine assumption may not be satisfied naturally. To this end, a method called EIM [33, 34] is often used to approximately construct the expressions in Eqs. (29) and (30) . Based on this assumption, instead of reducing the parameter-dependent forms a·; ·; μ and f ·; μ for ∀ μ ∈ D, we only need to reduce the parameter-independent forms a m ·; · and f m · one time. Then the reduced-basis model can be obtained through the linear assembly of the reduced forms, where the coefficients Θ m a μ and Θ m f μ are the solutions of linear systems with dimensions of M a and M f , respectively. Therefore, the solution of Eq. (28) is efficient since the input-output procedure is now independent of the dimension of the original model. Similarly, to improve the efficiency of calculating output signal s·; μ for ∀ μ ∈ D, such as the RCS signal in our cases, it can be written as
In summary, in the offline phase of RBM, the computational effort consists of the following:
(1) dividing the parameter-dependent forms a·; ·; μ, f ·; μ, and s·; μ into a finite sum of parameter-dependent scalar functions multiplied by parameter-independent forms; (2) constructing the reduced-basis space, and reducing the dimension of parameter-independent forms a m ·; · and f m ·.
In the online phase, the computational effort consists of the following:
(1) calculating parameter-dependent scalar functions Θ (2) using data from the offline phase to construct the reduced-basis model, and finding solutions for ∀ μ ∈ D.
Since the computational effort in the online phase only depends on the dimension of the affine decomposition expression and the dimension of the reduced-basis model, the computational efficiency is thereby expected to be dramatically improved in comparison with direct solution of the original model.
B. Improved Greedy Algorithm
The greedy algorithm plays a very important role in constructing the reduced-basis space and realizing the affine decomposition of parameter-dependent forms using EIM. The typical procedure of a standard greedy algorithm [25] is as follows:
Step 1: selecting a finite dimensional training set Ξ ∈ D, and randomly picking a μ 1 ∈ Ξ; then S 1 fμ 1 g, W 1 spanfζμ 1 g, where ζ is the solution of original model, or a parameter-dependent function defined on some specific space points; set N 1;
Step 2: computing the error indicator ε N μ for all μ ∈ Ξ, and selecting the next parameter snapshot μ N 1 argmax μ∈Ξ ε N μ;
Step 3:
Steps 2 and 3 are repeated until the error indicator ε N μ is smaller than a prescribed tolerance tol for all μ ∈ Ξ, or N ≥ N max , where N max is a prescribed number of maximum iterations. When the greedy algorithm is used to realize the affine decomposition of parameter-dependent function, the error indicator ε N μ could be the 2-norm of the relative error vector between the function and its affine decomposition expression with totally N terms. When constructing the reduced-basis space by the greedy algorithm, the error indicator is defined as
where x rb N μ is the vectorial representation of the solution of a N -dimensional reduced-basis model in the boundary element space W N .
From this description, we notice that the training set Ξ should be large enough to guarantee the approximate accuracy of W N for ∀ μ ∈ D. However, such a large Ξ will result in huge computational cost, especially in high-dimensional D, since the computational effort in Step 2 linearly depends on the size of Ξ.
To address this problem, Hesthaven et al. [37] proposed an improved greedy algorithm based on a saturation assumption. Specifically, the error indicator ε N μ is expected to satisfy the saturation assumption
for all M > N > 0 with a C sa > 0, since ε N μ always presents an exponential convergence property with the increase of N . Based on this saturation assumption, a snapshot is selected from those parameters that cannot satisfy the saturation assumption. Therefore, compared to the standard greedy algorithm, the computational effort in Step 2 is reduced in the improved greedy algorithm. In Eq. (33), C sa is a critical parameter that determines the efficiency of the improved greedy algorithm, whose value cannot be chosen freely, and C sa 2 is a typically recommended value [37] . Instead of constructing an approximate space based on a large enough training set, as the standard greedy algorithm and the improved algorithm based on the saturation assumption did, we propose an improved greedy algorithm on multi-grid. In the proposed algorithm, we first select multiple training sets with increasing sizes from D, and then recursively train the approximate space on these sets. In other words, the approximate space obtained from a coarse set will be further trained on a finer set. Since the approximate space is rapidly constructed on the coarse sets and remedied on the fine set, the computational cost is expected to be further reduced in comparison with the improved greedy algorithm based on the saturation assumption.
Hereinafter, for the sake of clarity, we denote the standard greedy algorithm, improved greedy algorithm based on saturation assumption, and improved greedy algorithm on multi-grid as Methods 1, 2, and 3, respectively. To further improve the efficiency of the greedy algorithm, the saturation assumption on all the training sets can also be applied in Method 3. The hybrid method combining Method 3 and the saturation assumption is termed Method 4.
REDUCED-BASIS BOUNDARY ELEMENT METHOD
In many applications, such as measurement and optimal design, the geometric profile of a scatterer is an important target to be measured or optimized. To avoid repeatedly partitioning the boundary of a physical scatterer in the parameterized context, the best choice is first defining a reference scatterer, then constructing a transformation operator T :Γ → Γ from the boundary of the reference scatterer to a physical one. The operator has a specific form as T r γRr t, wherer is the position vector of a point on the reference boundaryΓ, γ ∈ R is the scaling factor, R ∈ R d ×d is the rotation matrix, and t ∈ R d ×1 is the translation vector, where d 2, 3 denotes the dimension of the problem under study. The Piola transformation operatorP [34] of a vector ρ from the physical boundary to the reference one is defined as
where the superscript "T " denotes matrix transpose. Next, we will introduce how to combine the RBM with BEM for
Research Article efficient modeling of 2D and 3D electromagnetic scattering problems.
A. 2D Electromagnetic Scattering Problem
To model the 2D electromagnetic scattering problems, first we map the BIE in Eq. (1) 
The Green's function and its normal derivative defined onΓ areĜ r;r 0 ; μ GT r; T 0 r 0 ;
wheren i r 0 Pn i r 0 is the unit normal onΓ i .ûr uT r andqr 0 qT 0 r 0 are the unknowns on the physical boundary. Note that the transformation defined by T is a kind of topological transformation, which means that r 1 ≠ r 2 ifr 1 ≠r 2 . Therefore, the operator T has no effect on the delta function, i.e.,δr;r 0 ; μ δr −r 0 .
Next, we need to construct the affine decomposition expressions for parameter-dependent functions by using EIM. Note that the premise of EIM is that the approximated function is smooth enough on Q × D, where Q denotes the spatial domain and D denotes the parameter domain. However, the second term on the right side of Eq. (41), which physically means the included angle between the unit normal n i r 0 and the spatial vector r 0 − r, is usually not smooth. The affine decomposition expression ofû inc r; μ is
The process of constructing affine decomposition expressions forĜr;r 0 ; μ and/or its normal derivative can be classified into two different cases:
In this case, considering the small argument approximations, the Hankel functionĤ 2 0 r;r; μ andĤ 2 1 r;r; μ can be decomposed into the summation of a non-singular part (denoted by superscript "ns") and a singular part,Ĥ ;m r;r 0 ρ can be calculated in the offline phase. We then project the obtained matrices and the parameter-independent excitation vectors ϕ inc m r into the reduced-basis space, and store these reduced matrices and vectors at the end of the offline phase. Therefore, in the online phase, for ∀ μ ∈ D, we only need to calculate the parameterdependent coefficients in Eqs. (42), (47), and (48); then the reduced-basis model can be rapidly assembled using the stored reduced matrices and vectors.
Case 2. T ≠ T 0 In this case,r andr 0 have different transformation operators, which indicates that they are located on two different boundaries, and the singularity inĜr;r 0 ; μ andĜ r;r 0 ; μ cannot be separated analytically like what we did in Eqs. (43) and (44). Furthermore, the second term at the right side of Eq. (41) cannot be simplified asρ i , i.e., this term is a parameter-dependent term. As mentioned previously, this term is the included angle between n j r 0 and r 0 − r, which are usually not a smooth function. Therefore,Ĝ r;r 0 ; μ is also not a smooth function, and cannot be expressed into an affine decomposition form using EIM. In other words, the parameter-dependent integral in Eq. (37) has to be calculated and projected into reduced-basis space in the online phase, which will reduce the efficiency of RB-BEM. Now we focus on the affine decomposition of the integral in Eq. (36) . Let us denote the argument of the Hankel function as ω (here ω kjr − r 0 j) for simplicity; there exists a constant τ, which makes H 2 0 ω non-singular for all ω ≥ τ. According to the property of the Hankel function [38] , the value of τ is recommended to be 0.02 since, in this case, H 
Similarly, substituting Eq. (49) into Eq. (36), the integration about ϕ 0;m r;r 0 can be calculated in the offline phase. Then the matrices obtained from integration can be projected into the reduced-basis space to obtain the corresponding parts of the reduced-basis model. Denote the complement set ofΛ inΓ aŝ Γ∕Λ, and the complement set ofΛ 0 inΓ 0 asΓ 0 ∕Λ 0 . Forr ∈ Γ∕Λ andr 0 ∈Γ 0 ∕Λ 0 , ∃ μ makes kjT r − T 0 r 0 j < τ. Therefore, for theser andr 0 , the integral in Eq. (36) could also only be calculated and projected into reduced-basis space in the online phase. Generally, the size of Γ∕Λ ∪ Γ 0 ∕Λ 0 is far smaller than that ofΛ ∪Λ 0 with a proper τ, such as what we mentioned above τ 0.02. Therefore, the computational cost related tor ∈Γ∕Λ andr 0 ∈Γ 0 ∕Λ 0 will not dramatically increase the workload of the online phase.
B. 3D Electromagnetic Scattering Problem
Similar to modeling the parameterized 2D electromagnetic scattering problem, first we need to map the BIEs in Eqs. (12) and (13) 
wherevr Pvr,X r 0 P 0 X r 0 , andĜr;r 0 ; μ have the same form as that described in Eq. (40). The incident terms and far electric field mapped onto the reference boundary can be written aŝ
Constructing the affine decomposition expression for the function
(56) then we havê 55), the calculation of the far electric field can also be decomposed into a parameter-independent offline phase and a parameter-dependent online phase.
Next, we devote ourselves to separate variable parameters from the boundary integral operators described in Eqs. (50)-(52). Since the scatterer considered in Section 2.B consists of only one boundary, which indicates that the transformation operators T T 0 , Eqs. (50) and (52) can thereby be written in simple forms aŝ (58) and (59), the integration of all the parameter-independent functions can be calculated in the offline phase. The parameterindependent integral in Eq. (57) could also be calculated in the offline phase. The obtained parameter-independent matrices are then projected into the reduced-basis space. Based on these reduced matrices, we can quickly assemble the reduced-basis model for ∀ μ ∈ D. Substituting the reduced-basis solution into Eq. (55) and considering the corresponding affine decomposition expression, the calculation of far field is also independent of the dimension of the original model.
It is noted that the scatterer considered in Section 2.B only consists of one boundary, which yields T T 0 . Here, we will briefly discuss the situation of T ≠ T 0 . In this case, the affine decompositions ofX 1 X ;v; μ andX 2 X ;v; μ have been discussed in [30] . Similar to the normal derivative of the 2D Green's function, it is difficult to separate the parameters in YX ;v; μ. Therefore,ŶX ;v; μ has to be calculated in the online phase, similar to what we have done to the normal derivative of the 2D Green's function in Section 4.A. This operation will also slightly reduce the online efficiency of RB-BEM.
NUMERICAL EXPERIMENTS
In this section, we first compare the efficiency of improved greedy algorithms with the standard one by constructing affine decomposition expressions for two functions, and then present three numerical examples to examine the RB-BEM for the scattering problems of dielectric scatterers. The in-house computer program used for the simulation is based on MATLAB [version (R2014a)], and run on a workstation equipped with double 2.0 GHz Intel Xeon CPUs. To further demonstrate the capability of our proposed RB-BEM, we also compare the accuracy and computation time of our method with the results achieved by a commercial electromagnetic software, COMSOL Multiphysics [version (5.2)].
A. Example 1
We construct affine decomposition expressions for two functions, as shown in Eqs. (66) and (67), using Methods 1-4 described in Section 3:
f 2 x; μ sin2πμ 1 x 1 − μ 2 sin2πμ 3 x 2 − μ 4 2: (67) The spatial variable x x 1 ; x 2 0; 1 × 0; 1 for f 1 and f 2 , and the interval [0, 1] is equidistantly divided into 100 points. For f 1 , the parameter μ μ 1 ;μ 2 ∈ D 0;1 × 0;1, and the interval [0, 1] is equidistantly divided into 10, 15, and 20 points to form three training set Ξ 1 , Ξ 2 , and Ξ 3 , respectively. For f 2 , μ μ 1 ; μ 2 ; μ 3 ; μ 4 ∈ D 0; 0.5 × 1; 1.5 × 0; 0.5 × 1; 1.5, we still choose three training sets, which correspond to 4, 7, and 10 equidistantly distributed points in each interval, respectively. The tolerance tol 1 × 10 −5 , and the Methods 1 and 2 are both running on the finest training set Ξ 3 . Figure 1 presents the saving of workload at each step in Method 2. As can be observed, for f 1 and f 2 , the average savings of workload are about 80% and 40%, respectively. After testing the affine decomposition expressions on a randomly sampled parameter set Ξ test with the same size as Ξ 3 , the results in Table 1 indicate that the accuracy of the three improved greedy algorithms is on the same order of magnitude as that of the standard algorithm. Note that here the accuracy indicator is the maximum of 2-norm of the relative errors between the function f and its approximation from the affine decomposition expression for ∀ μ ∈ Ξ test . Compared to the standard greedy algorithm, the improved algorithms dramatically decrease the offline workload and online efficiency without loss of accuracy. As can be observed from Fig. 2 and Table 1 , Method 4 exhibits a better performance than Methods 2 and 3, and is thus used in the following examples to construct the reduced-basis space and affine decomposition expressions.
B. Example 2
The scatterer in Example 2 is a 2D Si cylinder with a square cross section, as shown in Fig. 3 In this case, the transformation operator at an observation point is identical to that at a source point, i.e., T T 0 , since the scatterer only consists of one boundary. The EIM results of the incident field and the non-singular part of the Hankel functions are presented in Table 2 . The subscript "h" inĤ 
In Table 3 , we compared the results of BEM and RB-BEM, including the dimensions of the original model (N ), the reduced-basis model (N ), and the time cost in the online phase. For BEM, the time cost in the online phase includes the time to partition the boundary of the scatterer, calculate the impedance matrix and excitation vector, and solve the highdimensional model. For RB-BEM, the time cost in the online phase includes the time to calculate the coefficients of the affine decomposition expressions, assemble the reduced impedance matrices and reduced excitation vectors obtained in the offline phase, and solve the low-dimensional reduced-basis model. The results indicate that the dimension of the reduced-basis model is only about 10% that of the BEM model, and the computational efficiency of RB-BEM is 35.382 times higher than that of the BEM. Testing the reduced-basis model for ∀ μ ∈ Ξ test , the maximum of 2-norm of the relative errors between the original model solutions and reduced-basis model solution is 5.714 × 10 −4
. Figure 4 shows the scattered fields on the boundary calculated by BEM, RB-BEM, and COMSOL for a random parameter μ L; θ inc 0.2904 μm; 35.5081°. As can be observed, the result of RB-BEM is in good agreement with those of BEM and COMSOL. The dimension of the COMSOL model is 220530, and the time taken to solve this model is about 9 s. The 2-norm of the relative errors between the reduced-basis model solution and that of COMSOL is 2.139 × 10 −3 . Compared to COMSOL, the computational Research Article efficiency of our RB-BEM is improved by more than 163 times.
C. Example 3
The scatterer in Example 3 is a 2D cylinder scatterer, immersed in free space, as shown in Fig. 5 . The boundaries are divided into segments by quadratic elements. The radius of the Si cylinder is 0.3 μm. The parameter considered in this example contains the thickness of the SiO 2 layer and Si 3 N 4 layer, the wavelength and the incident angle of the TE polarized illuminating wave, i.e., μ t 1 ;t 2 ;λ;θ inc ∈ D 0.1;0.15μm× 0.1;0.15μm × 0.5;0.55μm × 0;90°. The amplitude of the incident electric field is 1. Three training sets Ξ 1 , Ξ 2 , and Ξ 3 , which consist of rectangular grids of 3 × 3 × 6 × 6, 6 × 6 × 11 × 11, and 26 × 26 × 26 × 46 points, are considered. The tolerance tol for constructing the affine decomposition expressions and the reduced-basis space are 1 × 10 −5 and 1 × 10 −4 , respectively.
In this case, the transformation operators on three boundaries are different. If the observation point and the source point are located on the same boundary, then T T 0 , we need to construct affine decomposition expressions for the non-singular part of the Hankel functions. Otherwise, we need to directly construct the affine decomposition expressions for the Hankel functions. Note that the boundaries are well separated and that the argument of the Hankel function is always larger than τ 0.02, as we recommend in Section 4. Therefore, the Hankel functions are always smooth in the case of T ≠ T 0 .
The dimensions of the affine decomposition expressions of (non-singular part) Hankel functions range from 8 to 12. The dimensions of the affine decomposition expressions of u Table 4 , we compared the result of BEM to that of the RB-BEM. The results indicate that the dimension of the reduced-basis model is only about 12.2% that of the original model, and the computational efficiency of RB-BEM is about five times higher than that of the BEM.
It is noted that, although the value N ∕N in this example is close to that in Example 2, the online computational efficiency of RB-BEM in this example is only about 1/7 of that in Example 2. According to the analysis in Section 4, this is mainly because the reduced-basis model in Example 2 is independent of N , while in this example some integrations about the normal derivative of the Green's function have to be calculated in the online phase. In this example, the numbers of discrete points on three boundaries are very close to each other, and the workload of integration on them are nearly the same. In the BEM process, we need to do 12 integral operations about S and F , as defined in Eqs. (2) and (3), where two integral operations about F cannot be decomposed into the sum of parameterindependent forms and parameter-dependent scalar functions. Therefore, about 1/6 of the workload in the original model cannot be further decreased, which is in accordance with the simulation result.
We then test the reduced-basis model for ∀ μ ∈ Ξ test , where Ξ test is a randomly sampled parameter set with the same size as Ξ 3 . The maximum of 2-norm of the relative errors between the solutions of the original and reduced-basis models is 4.983 × 10 −4
. Figure 6 shows the scattered fields on the boundaries, along the clockwise direction from the intersections of the boundaries and the negative x-axis, for a random parameter μ t 1 ; t 2 ; λ; θ inc 0.1137 μm; 0.1435 μm; 0.5392 μm; 81.0328°. As can be observed, the result of RB-BEM is also in good agreement with that of BEM. The dimension of the COMSOL model is 264707, and the time taken to solve this model is about 14 s. The 2-norm of the relative errors between the reduced-basis model solution and that of COMSOL is 4.264 × 10 −3 . Compared to COMSOL, the computational efficiency of our RB-BEM is improved by more than nine times, even though the efficiency of RB-BRM is also slightly reduced in this example. 
D. Example 4
The scatterer in Example 4 is a 3D dielectric cube with a side length of 0.01 m, as shown in Fig. 7 , immersed in free space. The cube is rotated around the z axis with an angle θ ∈ 0; 90°. The incident plane wave, with the electric field E inc polarized along the x axis, propagates in the y-z plane, i.e., θ inc ∈ 0; 90°, φ inc 90°. The free-space wavelength of the incident field is fixed at 0.02 m. The relative permittivity of the scatterer is 2. The boundary is divided into small patches by RWG elements. The interested output is the monostatic RCS signal, which means the receiving angles of the RCS signal are identical to the incident angles. Therefore, the parameters considered are the rotation angle of the scatterer and the incident angle of the plane wave. Three training sets Ξ 1 , Ξ 2 , and Ξ 3 , which consist of rectangular grids of 21 × 21, 41 × 41, and 81 × 81 points, are considered. The tolerance tol for constructing the affine decomposition expressions and the reduced-basis space are 1 × 10 −3 and 1 × 10 −2 , respectively. In this case, the transformation operator at an observation point is identical to that at a source point, i.e., T T 0 , since the scatterer only consists of one boundary. The dimension of the affine decomposition expression in Eq. (56) The approximation accuracy is calculated on a randomly sampled parameter set Ξ test with the same size as Ξ 3 .
Testing the reduced-basis model for ∀ μ ∈ Ξ test , the maximum of 2-norm of the relative errors between the solutions of the original and reduced-basis models is 3.435 × 10 −2 . Figure 8 shows the monostatic RCS signal for a random rotation angle θ 0.0029°. One finds that the result of RB-BEM is also in agreement with that of BEM. The dimension of the COMSOL model is 1164120, and the time taken to solve this model is about 170 s. The 2-norm of the relative errors between the reduced-basis model solution and that of COMSOL is 7.329 × 10 −2 . Compared to COMSOL, the computational efficiency of our RB-BEM is improved by nearly 30 times.
CONCLUSIONS
In this work, the RB-BEM is proposed to realize efficient modeling of parameterized electromagnetic scattering problems for dielectric scatterers. The presented method splits the highdimensional original model into parameter-dependent and parameter-independent parts based on the affine assumption of parameter-dependent functions, and further projects the offline part of the original model into a low-dimensional reducedbasis space in the offline phase. Then, in the online phase, one only needs to calculate the coefficients of the interpolation expressions and assemble the low-dimensional reduced-basis model based on the reduced offline parts to solve it. In the implementation of RB-BEM, the greedy algorithm is commonly used to construct the affine decomposition expressions of parameter-dependent functions and the low-dimensional reduced-basis space. The principle of the greedy algorithm is training an approximate space over a parameter training set until the approximate accuracy approaches the prescribed tolerance, which typically results in considerable computational effort, especially in a large size training set. We propose an improved greedy algorithm based on multiple training sets with increasing sizes, and further considering the saturation assumption. The numerical experiments indicate that the efficiency of the improved greedy algorithm is several times higher than the standard one.
It is noted that the affine decomposition expressions for parameter-dependent functions should be constructed carefully, especially for the Green's function and its normal derivative or gradient function. If the transformation operator of the observation point r is identical to that of the source point r 0 , i.e., T T 0 , all the parameter-dependent functions can be decomposed into the sum of parameter-dependent scalar functions multiplied by parameter-independent forms. Therefore, the reduced-basis model is independent of the dimension of the original model, and the online efficiency is exclusively determined by the dimensions of affine decomposition expressions and the dimension of reduced-basis space. Note that the online efficiency is slightly reduced in the case of T ≠ T 0 , since a part of integral operations have to be calculated in the online phase However, even so, the online efficiency of RB-BEM is still demonstrated to be several times higher than that of the BEM.
In this paper, for the sake of simplicity, we take isotropic scatterers as examples to elaborate the RB-BEM. It is noted that, for scatterers with different material or feature characteristics, if the scatters can be modeled correctly by BEM, and the Research Article manifolds of BEM solution and parameter-dependent functions are smooth enough, our proposed RB-BEM is expected to be available. Further work will focus on extending the method to more general cases.
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