Introduction {#s01}
============

Hyperpolarization-activated, cyclic nucleotide--gated (HCN) channels are nonselective cation channels that, unlike other members of the voltage-gated ion channel (VGIC) family, open upon hyperpolarization. In pacemaker centers of the heart and brain, inward sodium currents through HCN channels depolarize the membrane, bringing it close to the threshold for action potentials and, therefore, set the frequency of spontaneous firing ([@bib2]; [@bib12]). During a "fight or flight" response, the frequency of pacemaking in the sinoatrial node of the heart increases partially because cAMP, produced in response to β-adrenergic stimulation, binds to the HCN4 isoform and makes these channels open at more depolarized potentials ([@bib3]; [@bib13]). In contrast, the predominant HCN isoform (HCN1) expressed in neurons involved in frequency detection in the cochlear nucleus is impervious to cAMP modulation ([@bib1]). In these neurons, HCN channel conductances are tightly correlated with those of the voltage-gated delayed potassium channel KCNA, which results in low input resistances and short time constants for excitatory postsynaptic potentials ([@bib4]). This allows the principal cells of the cochlear nucleus to assess coincidence in the timing of signals with submillisecond resolution ([@bib14]). Any modulation of the HCN channel conductances in these neurons has to be matched with potassium channel conductances to maintain this timing circuit, which ultimately determines the precision with which mammals are able to localize sound in their surrounding environment.

Although they are part of the VGIC superfamily, HCN channels belong to an ancient clade of voltage-gated ion channels with C-terminal cyclic nucleotide--binding domain (CNBD; [@bib31]). Their transmembrane architecture is similar to the other members of the VGIC superfamily. The last transmembrane segment in these channels is linked to the CNBD via the C-linker regions ([@bib19]), a conserved structure among HCN and CNG channels ([@bib32]; [@bib21]; [@bib19]; [@bib20]) that is present in some prokaryotic members of this family ([@bib18]; [@bib17]), but not in others ([@bib9]; [@bib25]; [@bib8]). This region contains six α-helices (A′--F′), which assemble into a ring-like structure below the pore. The CNBD, which follows the C-linker, is formed by an eight-stranded antiparallel β-roll flanked by one α-helix in the N terminus (A) and two α-helices in the C terminus (B and C; [@bib32]; [@bib30]; [@bib21]; [@bib19]).

Of the four different isoforms of HCN channels found in vertebrates (HCN1--4), HCN2 ([@bib22]) and HCN4 ([@bib23]) are strongly stimulated by cAMP, in contrast to HCN1 ([@bib26]) and HCN3 ([@bib24]; [@bib27]). The shifts in the voltage dependence of activation in the HCN1 isoform is minimal even at saturating concentrations of ligand, which indicates that cAMP is less efficacious in activating this isoform ([@bib6]; [@bib29]). By making chimeras between HCN1 and HCN2, Siegelbaum and colleagues ([@bib29]) have shown that the isoform-specific differences in cAMP efficacy are entirely caused by the C-linker and CNBD region.

Surprisingly, comparison of the available apo and holo structures of HCN1 and HCN2 ([@bib32]; [@bib21]; [@bib16]; [@bib19]) provides limited insights into why these functional differences exist. Structures of the bound C-terminal regions of HCN1 and HCN2 and the apo and holo structures of HCN1 superimpose closely ([@bib21]; [@bib19]). In contrast, the apo and holo structures of the HCN2 C-terminal regions display major differences ([@bib16]), suggesting that the conformation of the unbound form of this isoform is a key determinant of its responsiveness to cAMP, as suggested by biochemical studies ([@bib32]; [@bib33]; [@bib21]).

The goal of the present study is to identify the minimal molecular determinants that contribute to differences in cAMP efficacy between HCN1 and HCN2. This information will allow us to focus on the key allosteric pathways that transduce ligand binding by regulating the dynamics of the C-terminal region. Here, we find that out of the isoform-specific 18 residues in this region, only 5 are needed to account for the differences in cAMP efficacy between the two isoforms. Quantitative modeling of the channel as an allosteric system regulated by voltage and ligand shows that these mutations determine the strength of the coupling of the CNBD to the pore gates and the state of the C-linker.

Materials and methods {#s02}
=====================

Molecular biology {#s03}
-----------------

Mouse HCN2 gene in the oocyte expression plasmid pSP64 was provided by Dr. Michael Sanguinetti (University of Utah, Salt Lake City, UT; [@bib5]). Mutagenesis was performed using PfuUltra II Fusion polymerase (Agilent) according to the conventional Quikchange protocol. Mutagenic oligonucleotides or synthetic gene fragments were obtained from Integrated DNA Technologies. All mutations were confirmed by sequencing of both strands of the complete open reading frame. mRNA was prepared by linearization of the template with XbaI and in vitro transcription using AmpliCap SP6 kit from Cellscript. Before the start of the mutagenesis, we noticed the presence of three inadvertent mutations in the mHCN2 backbone (E55G, R237H, and R283K). Because the cAMP- and voltage-dependent properties of the channel were nearly identical to the data previously published by others ([@bib29]), this backbone was used to generate all mutants in the current study and will henceforth be referred to as WT throughout all experiments.

Oocyte treatment and injection {#s04}
------------------------------

*Xenopus laevis* oocytes harvested in house were treated by mechanical dissociation and collagenase A (catalog number 11088793001; Sigma) to obtain individual oocytes. When still present, the follicular layer was removed mechanically after treatment. Oocytes were stored at 16--18°C in ND96 solution containing (in mM) NaCl 96, KCl 2, MgCl~2~ 1, CaCl~2~ 1.8, Hepes 5, pH 7.4, with NaOH, 201 mOsm, supplemented with 0.5 mg/ml BSA and a cocktail of antibiotics (50 µg/ml gentamicin, 100 U/ml penicillin, 100 µg/ml streptomycin, 50 µg/ml tetracycline, 100 µg/ml amikacin, and 50 µg/ml ciprofloxacin). Oocytes were injected with 10--50 ng RNA and recorded 2--4 d after injection. The injector used was Nanoject II (Drummond Scientific Company).

Electrophysiology and data analysis {#s05}
-----------------------------------

HCN currents were recorded in macropatches in the inside-out configuration. The vitelline layer of injected oocytes was removed with forceps. Glass pipettes were fabricated with patch glass (Warner Instruments) using a Sutter Instrument micropipette puller P-97. Pipettes were subsequently broken and repolished using a microforge (MF-830; Narishige) to obtain the desired shape. Bath and pipette recording solutions were symmetric containing (in mM) KCl 107, NaCl 5, Hepes 10, MgCl~2~ 1, EGTA 1, pH 7.3, with KOH, 216 mOsm. Electrode resistance in this solution was ∼500 KΩ. Inside-out patches were perfused for ∼9 min before recordings to minimize the effects of current rundown. Patches were recorded at room temperature first in control solution followed by an identical solution containing 10 µM cAMP. Recordings were performed using an Axopatch 1D amplifier (Molecular Devices), digitized with a Digidata 1440A data acquisition system (Molecular Devices), and acquired using Clampex 10.0 at 20 KHz with a low-pass filter of 5 KHz.

HCN channel currents were measured using protocols described previously ([@bib29]). Briefly, from a holding potential of −40 mV, patches were stimulated with 3-s voltage pulses in 5- or 10-mV increments followed by return to the holding potential. No leak subtraction was used. The mean amplitude of the tail currents during a short plateau region was plotted against the activation potential.

Curves were fitted to a Boltzmann function, $~~I = ~A_{2}~ + ~\left\lbrack {\left( {A_{1} - A_{2}} \right)/\left( {1 + e^{(V - V_{1/2})/z}} \right)} \right\rbrack$, where *A*~2~ is the maximum tail current amplitude, *A*~1~ is the current offset, *V*~1/2~ is the midpoint of activation, and *z* is the slope, using Origin 9.0 (OriginLab Corporation). Tail currents from individual patches were normalized to the maximal fitted tail current (*A*~2~) determined in each individual recording or to the maximal fitted tail current (*A*~2~) for the patch recorded with cAMP. *V*~1/2~ from the individual fits were used for most analysis. For all mutants, the cAMP-dependent shift (Δ*V*~1/2~) was calculated as *V*~1/2~ +cAMP − *V*~1/2~ −cAMP for individual patches. Data presented are mean ± SEM. Statistical significance was estimated by Student's *t* test or one-way ANOVA using Excel or Origin. A P value \< 0.05 was regarded as significant.

Modeling {#s06}
--------

All modeling was performed using the program KineticModelBuilder 2.0 ([@bib15]). Models were built using binary elements for pore (P), voltage sensors (VS), and ligand-binding domain (CNBD) with or without an element for the linker (L). The initial rate constants for the transitions of the pore and voltage sensor in Scheme 1 were obtained from the eight-state allosteric model described previously ([@bib7]). Because in our experiments we only used zero or saturating concentration of cAMP (10 µM), the rate constants of the ligand-binding domain were fixed to give a bound probability of ∼1 in the cAMP condition. The charges (q) of the transitions of the voltage sensor in units of e were calculated using the voltage-dependent slope factors (s) in mV in [@bib7] according to [Eqs. 1](#e1){ref-type="disp-formula"} and [2](#e2){ref-type="disp-formula"}:$$q = - k_{B}T/s_{\alpha}$$$$q = - k_{B}T/s_{\beta},$$where *k*~B~ is the Boltzmann constant (8.6173324 × 10^−5^ eV/K), *T* is temperature, and *s~α~* and *s~β~* are the slope factors for voltage sensor activation (α) and deactivation (β).

The initial values for the interaction energies (ΔG and ΔG^‡^) between the binary elements of Scheme 1 were computed using the rate constants in [@bib7] according to [Eqs. 3](#e3){ref-type="disp-formula"} and [4](#e4){ref-type="disp-formula"} ([@bib15]). For example, to calculate the interaction energies between pore and voltage sensors (Fig. S1), we first determined the effect of voltage sensor activation on the rate constants for pore opening:$$k_{C\rightarrow O}ˊ = ~k_{C\rightarrow O} \times \Lambda_{P - VS}$$$$\Lambda_{P - VS}~ = ~e^{- \Delta G_{Pore - VS}^{\ddagger}/k_{B}T},$$where Λ*~P-VS~* is an interaction factor between the pore (*P*) and the voltage sensor (*VS*; Fig. S1), *k*~B~ is the Boltzmann constant \[0.0019872041 kcal/(mol⋅K)\], and *T* is temperature. Rearranging,$$k_{C\rightarrow O}ˊ = ~k_{C\rightarrow O} \times e^{- \Delta G_{Pore - VS}^{\ddagger}/k_{B}T}~$$$$\Delta G_{Pore - VS}^{\ddagger} = - \ln\frac{k_{C\rightarrow O}ˊ}{k_{C\rightarrow O}} \times k_{B}T.$$$\Delta G_{Pore - VS}^{\ddagger}$ is the difference in the energy barrier for pore opening when the voltage sensor is activated as compared with nonactivated ([@bib15]).

To calculate ${~\Delta}G_{Pore - VS}$,$$k_{O\rightarrow C}ˊ = ~k_{O\rightarrow C} \times \Lambda_{P - VS} \times \Theta_{VS - P}^{- 1}$$$$\Theta_{VS - P}~ = ~e^{- \Delta G_{Pore - VS}/k_{B}T}$$$$k_{O\rightarrow C}ˊ = ~k_{O\rightarrow C} \times e^{- \Delta G_{Pore - VS}^{\ddagger}/k_{B}T} \times ~\left( e^{- \Delta G_{Pore - VS}/k_{B}T} \right)^{- 1},~~~~~~~~~~~~~~~~$$where Θ*~P-VS~* is a second interaction factor between the pore (*P*) and the voltage sensor (*VS*; Fig. S1).

Rearranging,$$\Delta G_{Pore - VS} = - \ln\left( {\frac{k_{O\rightarrow C}}{k_{O\rightarrow C}ˊ}~ \times e^{- \Delta G_{Pore - VS}^{\ddagger}/k_{B}T}} \right) \times k_{B}T.$$$\Delta G_{Pore - VS}^{\ddagger}$ is the energy difference between the pore and the voltage sensor both being in the activated configuration compared with the sum of the energies of activation for either the pore or the voltage, but not both ([@bib15]).

Models were optimized simultaneously to fit families of current responses both with and without cAMP from the same patch, by minimizing the weighted sum of squared errors between simulated and experimental data.

The time-dependent probabilities of state occupancies were solved numerically from the transition rates matrix as described previously ([@bib10]; [@bib15]). The overall evaluation of the model fits was done by visual inspection based on the quality of the fits to (a) the currents at steady state, (b) the conductance to voltage curves, (c) the sigmoidicity in the activation, and (d) the kinetics of the tail currents.

All parameters were fitted to experimental data for WT HCN2 in Schemes 2--5. To fit experimental data from the HCN2/1 chimera and HCN1~minimal~ mutant for each scheme, only some of the parameters were allowed to vary. Schemes 1--3 were fitted by simultaneously changing the interaction energies between the binding domain and the pore (ΔG^‡^~pore--CNBD~ and ΔG~pore--CNBD~) and the binding domain and voltage sensors (ΔG^‡^~VS--CNBD~ and ΔG~CNBD--VS~), depending on the scheme (see Results). Schemes containing a linker (4 and 5) were fitted by simultaneously changing the rate constants for the linker (k~I-A~ and k~A-I~), the interaction energies between the pore and linker (ΔG^‡^~pore--linker~ and ΔG~pore--linker~), the voltage sensors and the linker (ΔG^‡^~VS--linker~ and ΔG~linker--VS~), and the linker and the binding domain (ΔG^‡^~linker--CNBD~ and ΔG~linker--CNBD~).

Online supplemental material {#s07}
----------------------------

Fig. S1 shows a kinetic scheme representing interacting binary elements for pore and voltage sensor. Fig. S2 shows that the maximal conductance at saturating voltages in HCN channels is smaller in the absence than in the presence of cAMP. Fig. S3 shows that mutations L565I and S575T do not affect cAMP-dependent Δ*V*~1/2~ in the HCN1~minimal~ background. Fig. S4 shows fits of allosteric models of voltage- and ligand-dependent gating in WT HCN2 without a linker module. Fig. S5 shows that models lacking a linker domain do not describe the behavior of the HCN2/1 chimera. Fig. S6 shows fits of allosteric models of voltage- and ligand-dependent gating with a linker module. Fig. S7 shows that kinetic Scheme 4 described the behavior of the HCN2/1 chimera as well as that of WT HCN2. Fig. S8 shows that kinetic Scheme 5 is not a significant improvement over Scheme 4. Table S1 summarizes the voltage-dependent activation parameters with and without cAMP for mHCN2 mutants with HCN1 substitutions. Table S2 summarizes the allosteric model parameters for WT HCN2. Table S3 summarizes the allosteric model parameters for the HCN2/1 chimera. Table S4 summarizes the allosteric model parameters for Schemes 4 and 5 for the HCN1~minimal~ mutant.

Results {#s08}
=======

C-terminal residues largely account for the differential efficacy of cAMP between HCN2 and HCN1 {#s09}
-----------------------------------------------------------------------------------------------

Macropatch recordings in oocytes derived from *X. laevis* injected with mHCN1 or mHCN2 show that these isoforms display a substantial difference in the efficacy of cAMP to induce channel activation ([Fig. 1 B](#fig1){ref-type="fig"}; [@bib6]; [@bib29]). As reported previously ([@bib29]), HCN1 channels are activated at potentials more negative than −80 mV with a midpoint of activation (*V*~1/2~) of −103 ± 1 mV. Application of 10 µM cAMP to the intracellular side induces a right shift of 3.4 ± 0.4 mV ([Fig. 1 A](#fig1){ref-type="fig"} and Table S1).

![**Voltage dependence and sequence comparison of HCN1, HCN2 and chimeric HCN2 with C-linker and CNBD of HCN1. (A)** Representative current traces in the inside-out configuration and conductance--voltage curves obtained in the presence and absence of 10 µM cAMP. The same patch was recorded in both conditions. Tail currents from HCN2 (*n* = 19 patches), HCN2/1 (*n* = 19), and HCN1 (*n* = 21) were normalized to the maximum fitted tail current recorded in the presence of cAMP for each patch. Data presented are mean ± SEM. **(B)** Sequence alignment and secondary structures of mouse HCN1--4. The 18 residues that differ between HCN1 and HCN2 are highlighted in red.](JGP_201812031_Fig1){#fig1}

The maximal conductance at saturating voltages, as evaluated by tail currents or the steady-state conductances at the end of the activation pulses, is only slightly increased by cAMP (less than 10% increase; [Figs. 1 A](#fig1){ref-type="fig"} and S2).

In contrast, HCN2 channels open at more hyperpolarized potentials with a *V*~1/2~ of −133 ± 2 mV in the absence of cAMP, whereas cAMP induces a shift of 18.8 ± 0.6 mV ([Fig. 1 A](#fig1){ref-type="fig"} and Table S1). The cAMP-dependent increase in maximal tail current or conductance at saturating voltages for HCN2 was comparable to that of HCN1 (Fig. S2).

To identify the specific regions accounting for these differences between isoforms, we substituted the 18 residues that are different between the isoforms within the C-linker and CNBD ([Fig. 1 B](#fig1){ref-type="fig"}), thus creating a chimeric channel containing the N terminus, transmembrane domains, and extreme C terminus of HCN2 and the CNBD and C-linker of HCN1 (HCN2/1). In contrast to a previous study ([@bib29]), in our experiments, the substitution of the C-linker and CNBD residues accounted only partially for the difference between isoforms. *V*~1/2~ without cAMP was −118.2 ± 1.8 mV in the chimera, and cAMP induced a shift of 7.2 ± 0.6 mV ([Fig. 1 A](#fig1){ref-type="fig"} and Table S1). As evaluated by one-way ANOVA, there was a significant difference in Δ*V*~1/2~ between HCN1, HCN2, and the chimera (F~(1279.4,\ 5.4)~ = 236.7, P = 0). Surprisingly, the effect of cAMP on the maximal tail current amplitude or steady-state conductance at saturating voltages is significantly higher in the chimera, with a ∼30% increase versus ∼15% in HCN2 (Fig. S2). Despite these differences, these results indicate that residues within the C-linker and CNBD account for a large fraction of the differences in voltage- and ligand-dependent gating between HCN1 and HCN2.

M485, G497, and S514 in the C-linker are primary determinants of isoform-specific differences {#s10}
---------------------------------------------------------------------------------------------

The bound structures ([@bib32]; [@bib21]; [@bib19]) and protein sequence of the C-linker and CNBD of HCN1 and HCN2 are highly conserved ([Fig. 1 B](#fig1){ref-type="fig"}). The majority of the 18 mutations between the isoforms are conservative, and in principle, any combination of these 18 sites can define the unique properties of these isoforms, meaning that there are in total 262,143 possibilities. However, if the majority of the sites are neutral and the contributions of other sites are approximately additive, then the problem of the identification of nonneutral sites may be tractable through a combinatorial approach. In this section, we focus on the C-linker region (mutants 1--12 in Table S1).

The initial round of mutations (mutants 1--5) prioritized the sites where mutations were expected to have relatively strong effects (e.g., G497D) or are seen interacting in the crystal structures (e.g., D489E and K534R). Surprisingly, a combination mutant containing most of such residues (mutant 5) showed only a small difference in the Δ*V*~1/2~ induced by cAMP compared with WT HCN2 (Table S1). By comparing different sets of combinations (mutants 1--5), it can be deduced that substitution G497D alone explains the effect of mutant 5 on the cAMP-dependent Δ*V*~1/2~ ([Fig. 2, A--C](#fig2){ref-type="fig"}; and Table S1). Subsequent rounds of mutagenesis aimed to test the additivity of the remaining sites by pooling mutations together based on spatial proximity (mutants 6--11). Analysis of these mutants indicated that M485I and S514T within the HCN2 C-linker also have significant effects ([Fig. 2, D--F](#fig2){ref-type="fig"}; and Table S1). The strongest effect was found for mutation M485I ([Fig. 2, E and H](#fig2){ref-type="fig"}). A triple mutant containing substitutions M485I, G497D, and S514T within the C-linker activated with a *V*~1/2~ without cAMP of −124.2 ± 0.9 mV and displayed a cAMP-induced Δ*V*~1/2~ of 11.1 ± 0.5 mV, thus explaining ∼65% of the difference between WT HCN2 and the HCN2/1 chimera ([Fig. 2, G and H](#fig2){ref-type="fig"}).

![**C-linker residues critical for isoform-specific modulation of HCN2 by cAMP.** Top: Alignment of the C-linker of HCN1 and HCN2 illustrating in red the residues that were found to have effects on the response of HCN2 to cAMP. The remaining residues that differ between isoforms are shown in blue. **(A--G)** Normalized conductance--voltage curves in the presence and absence of cAMP obtained by measuring tail currents of WT HCN2 and various C-linker substitutions with equivalent HCN1 residues. Mutations that significantly decreased the cAMP-dependent Δ*V*~1/2~ are labeled red. **(H)** Summary of the shifts in the midpoints of activation (Δ*V*~1/2~) induced by cAMP for the mutants shown in A--G. \*, P = 0.02; \*\*, P \< 0.00003 versus WT HCN2. The numbers of patches recorded per mutant were HCN2 (*n* = 19), D489E G493S (*n* = 21), D489E G497D G493S (*n* = 21), K534R (*n* = 18), M485I K534R (*n* = 14), S514T K534R (*n* = 19), and M485I G497D S514T (*n* = 18). Data presented are mean ± SEM.](JGP_201812031_Fig2){#fig2}

CNBD residues V562A/S563G also contribute to functional differences between HCN1 and HCN2 {#s11}
-----------------------------------------------------------------------------------------

Mutants 13--21 (Table S1) allowed us to identify which substitutions are functionally relevant within the CNBD. Mutations V562A/S563G, L565I, and S575T had significant effects on the Δ*V*~1/2~ induced by cAMP ([Fig. 3](#fig3){ref-type="fig"} and Table S1; mutants 14--17 were done in the background of mutant 12). The strongest effect was found for the double mutant V562A/S563G ([Fig. 3, A and B](#fig3){ref-type="fig"}). Combined with the nonneutral mutations in the C-linker, these two mutations resulted in a channel that activated with a *V*~1/2~ of −123.1 ± 1.2 mV without cAMP and Δ*V*~1/2~ of 7.8 ± 0.5 mV when cAMP was added (mutant 14; [Fig. 3 B](#fig3){ref-type="fig"} and [Fig. 4, A and E](#fig4){ref-type="fig"}). This Δ*V*~1/2~ was not statistically different from the full HCN2/1 chimera (P = 0.38; [Fig. 3 F](#fig3){ref-type="fig"}).

![**CNBD residues critical for isoform-specific modulation of HCN2 by cAMP.** Top: Alignment of the CNBD of HCN1 and HCN2 illustrating in red the residues that were found to have effects on the response of HCN2 to cAMP. The remaining residues that differ between isoforms are shown in blue. **(A--E)** Normalized conductance-voltage curves in presence and absence of cAMP obtained by measuring tail currents of HCN2 carrying various CNBD substitutions. Labeled red are CNBD mutations in the background of the previously identified nonneutral C-linker mutations. **(F)** Summary of the shifts in the midpoints of activation (Δ*V*~1/2~) induced by cAMP for the mutants shown in A--E. The background of the CNBD mutations tested (the triple mutant M485I G497D S514T) is abbreviated by a plus sign (+) in the mutant labels. \*, P \< 0.04; \*\*, P \< 0.00001 versus the triple mutant M485I, G497D, and S514T. The numbers of patches recorded per mutant were M485I G497D S514T (*n* = 18), M485I G497D S514T V562A S563G (*n* = 21), M485I G497D S514T L565I (*n* = 22), M485I G497D S514T L565I (*n* = 21), M485I G497D S514T S575T (*n* = 21), and HCN2/1 (*n* = 19). Data presented are mean ± SEM.](JGP_201812031_Fig3){#fig3}

![**The voltage-dependent modulation of the HCN1~minimal~ mutant (with substitutions M485I, G497D, S514T, V562A, and S563G) is similar to the HCN2/1 chimera. (A)** Representative traces of inside-out recordings for the HCN1~minimal~ mutant in the absence and presence of 10 µM cAMP. For comparison, because of the slow kinetics in this mutant, recordings obtained with 10-s voltage pulses to ensure that the currents are saturated even in absence of cAMP are shown. **(B)** Conductance--voltage curves for the HCN1~minimal~ mutant normalized to the maximum tail current in the presence of cAMP. **(C)** Tail currents at saturating voltages in absence of cAMP for WT HCN2 (*n* = 14 patches), WT HCN1 (*n* = 21), HCN2/1 (*n* = 19), and the HCN1~minimal~ mutant (*n* = 21), calculated relative to the maximum tail current in saturating voltages and cAMP for each patch. \*, P = 0.01; \*\*, P \< 0.00003 compared with WT HCN2. **(D)** Additional mutations L565I and S575T do not affect cAMP-dependent Δ*V*~1/2~ in the HCN1~minimal~ (Min) background. *n* = 19 for WT HCN2, 21 for HCN1~minimal~, 19 for Min + L565I, 18 for Min + S575T, 17 for M485I G497D S514T L565I S575T, 20 for Min + L565I S575T, and 19 for HCN2/1. \*, P = 0.03; \*\*, P = 5 × 10^−17^ versus the HCN1~minimal~ mutant. For conductance--voltage curves, see Fig. S3. Data presented are mean ± SEM. **(E)** HCN2 structure (PDB accession no. [3U10](3U10)) showing the residues mutated in the HCN1~minimal~ mutant ([@bib21]).](JGP_201812031_Fig4){#fig4}

Mutations L565I and S575T in the CNBD also produced significant reductions in the Δ*V*~1/2~ induced by cAMP ([Fig. 3, C, E, and F](#fig3){ref-type="fig"}; and Table S1), in contrast to mutation G568S ([Fig. 3 D](#fig3){ref-type="fig"}). The addition of L565I and S575T to mutant 14 did not produce further decrease in the cAMP-induced Δ*V*~1/2~ (mutant 21; [Figs. 4 D](#fig4){ref-type="fig"} and S3 and Table S1). Thus, the five residues substituted in mutant 14 are sufficient to account for the differences in the cAMP-induced Δ*V*~1/2~ between HCN2 and the HCN2/1 chimera, and we hereby refer to it as HCN1~minimal~ mutant. As observed for the chimera, the maximal steady-state conductance and tail current at saturating voltages in the absence of cAMP is lower in the HCN1~minimal~ mutant than in WT HCN2 ([Fig. 4, B and C](#fig4){ref-type="fig"}; and Fig. S2). In this construct, cAMP induced ∼40% larger maximal tail currents, which was highly statistically significant different from ∼15% in WT HCN2 (P = 2.6 × 10^−9^). The reductions in the maximal conductance achieved by voltage alone in the HCN1~minimal~ mutant persisted when 10-s pulses were used to activate the channels ([Fig. 4 A](#fig4){ref-type="fig"}).

It has previously been suggested that cAMP acts on HCN channels by relieving the channel from the inhibition by unliganded CNDB ([@bib32]; [@bib33]; [@bib30]; [@bib21]). Lower sensitivity to activation by cAMP in HCN1 and our mutants can be explained by changes in the behavior of either the liganded or the unliganded CNBD. In the first scenario, cAMP binding simply is not able to relieve the inhibition. Alternatively, mutations may relieve the inhibition by the unliganded CNBD, leading to a lack of effect of ligand binding. A plot of the *V*~1/2~ of the unliganded mutants with their corresponding ligand induced Δ*V*~1/2~ shows a strong correlation between the extent of modulation and the *V*~1/2~ of the unliganded channels ([Fig. 5](#fig5){ref-type="fig"}). Because cAMP-bound channels open at less hyperpolarized potentials, and the HCN1-like mutations make it easier to open the unliganded HCN2, these mutations must act by relieving the inhibition produced by the unliganded CNBD. Presumably, this is accomplished by altering the conformational state of the unliganded C-linker and CNBD domains or the coupling between the C-linker CNBD and the pore gates.

![**The extent of cAMP-induced shifts correlates with intrinsic midpoints of activation of various mutants.** Plot of the cAMP-induced shifts in *V*~1/2~ (Δ*V*~1/2~) against the *V*~1/2~ in the absence of cAMP for all mutants reported in this study. The correlation coefficient is 0.92.](JGP_201812031_Fig5){#fig5}

Building an allosteric model of HCN channel gating by voltage and ligand {#s12}
------------------------------------------------------------------------

To gain a mechanistic understanding of the effects of HCN1 substitutions in the C-linker and CNBD of HCN2, we implemented allosteric models of gating using the binary elements approach described previously ([@bib15]). In a binary elements model, an ion channel is described by modules that represent distinct structural or functional domains in the protein. In the case of HCN2, our initial scheme included modules for pore, voltage sensor, and ligand-binding domain (Fig. S4 A and Scheme 1). Each of these modules is binary, existing in two conformations (nonactivated and activated). The interaction between any pair of binary elements is described by state-dependent changes in the kinetic rates of transition between the two states for each individual element. These changes can be defined by three energy terms, two of which describe a "catalytic" interaction-dependent change in the height of the activation barrier for each element's transition to an activated state (ΔG^‡^); the third describes the change in interaction energy upon both elements undergoing a change of state (ΔG). Thus, the model parameters include two kinetic rates for each binary element and three interaction terms expressed as transition energies ([@bib15]).

The parameters to be used in the simplest model (Scheme 1) were calculated from the rate constants for the eight-state allosteric model described by Chen and colleagues ([@bib7]; [@bib15]; Materials and methods). In this scheme, cAMP- and voltage-dependent gating are described by coupling interactions between the pore module with a ligand-binding module (CNBD) and the pore and one voltage-sensing module, respectively (Fig. S4 A and Table S2). This model accounted well for the steady-state voltage dependence of WT HCN2 with and without cAMP but failed to describe the activation kinetics. Notably, the sigmoidicity that is evident during the activation phase of HCN2 and HCN2/1 are not fitted by the eight-state allosteric model (Figs. S4 A and S5 A).

Next, we tested a more complex model containing four voltage sensors instead of only one (Fig. S4 B and Scheme 2). The rate constants for all voltage sensors and interaction energies between the pore and voltage sensors were kept equal for all voltage sensors. This model described well the activation kinetics and steady-state conductance--voltage curves of WT HCN2. Additionally, we tested a scheme that includes coupling interactions between the voltage sensor and the CNBD (Fig. S4 C and Scheme 3). This scheme only fitted our currents when the voltage sensor--CNBD interactions were relatively weak compared with the pore--CNBD interaction (Table S2).

Mechanistic dissection of the effects of C-linker and CNBD substitutions on ligand- and voltage-dependent gating {#s13}
----------------------------------------------------------------------------------------------------------------

Kinetic modeling was used to dissect what parameters could account for the differences between WT HCN2, HCN2/1 chimera, and HCN1~minimal~ mutant. We reasoned that mutations in the C-linker and CNBD should only affect either the ligand binding affinity of the CNBD or the interaction energies between CNDB, pore, and the voltage sensors. Because saturating concentrations of cAMP was used in this study (unpublished data; [@bib6]; [@bib29]), only the interaction energies between the CNDB and the pore or voltage sensors were changed to fit the traces from the HCN2/1 chimera using parameters derived for WT HCN2 in Schemes 1--3 (Table S3 and Fig. S5).

By definition, the interaction parameters considered in binary elements models are relative to a ground state, which is defined to be when the elements are both nonactivated ([@bib15]). The term ΔG^‡^~Pore-CNBD~ describes the change in free energy for pore opening when the CNBD is bound to cAMP. Given that our substitutions primarily changed the voltage dependence of the currents in the absence of cAMP ([Fig. 5](#fig5){ref-type="fig"} and Table S1), it is not surprising that it was not possible to fit the behavior of the HCN2/1 chimera by changing ΔG^‡^~Pore-CNBD~ or ΔG^‡^~VS-CNBD~ in Schemes 1--3 (Fig. S5).

Given the current structural and functional understanding of the C-terminal domains in HCN channels, we reasoned that the C-linker constitutes a discrete module that can adopt at least two different states: a nonactivated or resting form that inhibits channel opening, and an activated form that relieves inhibition ([@bib32]; [@bib33]; [@bib30]; [@bib21]). In Scheme 4, the channel pore interacts with the linker, but not the CNBD ([Figs. 6 A](#fig6){ref-type="fig"} and S6 A and Table S2). In Scheme 4, we only considered interactions between the pore and the linker in a fashion analogous to the modular model proposed by [@bib11]. In Scheme 5, we added interactions between the linker and the voltage sensors (Fig. S6 B). For WT HCN2, both schemes described the kinetics, voltage dependence, and cAMP responses very well ([Figs. 6 B](#fig6){ref-type="fig"} and S6). We then tested whether the effect of substitutions in the C-linker and CNBD could be described by the schemes containing a linker. As for Schemes 1--3, we focused on the model parameters that are expected to be affected by mutations in the C-linker and CNBD. First, we changed the rate constants of the linker and the interactions between the linker and the CNBD (Figs. S7 A and S8 A). These manipulations allowed a shift of the conductance--voltage curves in the absence and presence of cAMP to fit our data using Schemes 4 and 5 (Figs. S7 A and S8 A; and Table S3). As described above (see [Figs. 1 A](#fig1){ref-type="fig"}, [4 C](#fig4){ref-type="fig"}, and S2), an unexpected feature of the HCN2/1 chimera and HCN1~minimal~ mutant is that the maximal conductance at saturating voltages is significantly decreased in the absence of cAMP. Changing the rate constants of the linker to favor the activated configuration in the HCN2/1 chimera did not recapitulate this behavior (Figs. S7 A and S8 A).

![**Allosteric models recapitulate the various voltage- and ligand-dependent properties of WT HCN2, the HCN2/1 chimera, and the HCN1~minimal~ mutant. (A)** Schematic representation of the various allosteric elements and interactions implemented in Scheme 4. Binary elements for the pore (P), voltage sensors (VS), linker (L), and binding domain (CNBD) are characterized by equilibrium constants (K~eq~) between two states. Coupling factors (Θ) characterize the interactions between elements. All the parameters, except those marked in red, were kept constant to fit the kinetic and steady-state data for WT HCN2, HCN2/1, and the HCN1~minimal~ mutant. **(B--D)** Model fits (red) and experimental data (black) of current traces in response to voltage steps in the presence and absence of cAMP. Reference data for the apparent P~o~-voltage curves (right) were obtained from the steady-state conductances at the end of each pulse and are compared with the maximum probability of the open state calculated for the model. Refer to Tables S2, S3, and S4 for a complete list of all parameters.](JGP_201812031_Fig6){#fig6}

To address the differences in the maximal conductance at saturating voltages, we changed the interaction energies between the linker and either the pore or voltage sensors in addition to the rate constants for the linker transition and the interaction between the linker and the CNBD ([Figs. 6 A](#fig6){ref-type="fig"}, S7 B, and S8 B). With these modifications, both Schemes 4 and 5 recapitulated the voltage dependence and response to cAMP of the HCN2/1 chimera. Increasing the inhibitory effect of the resting linker on the pore in Scheme 4 produced a dramatic improvement of the fits ([Figs. 6 C](#fig6){ref-type="fig"} and S7 B). Interestingly, we obtained equally good fits by removing the interaction between the linker and voltage sensors in Scheme 5 (Fig. S8 B), all with minimal changes in either the linker's rate constants or the interactions between the linker and the pore (compare parameters in Tables S2 and S3). This result supports the idea that the C-linker and CNBD do not directly affect the rates of activation and deactivation of the voltage sensors despite the close proximity of the bottom of S4 and the C-linker in the cryo-EM structure of HCN1 ([@bib19]). Nevertheless, we tested whether the C-linker and CNBD substitutions affect the coupling of the voltage sensor and the pore. To model this effect, we changed the interaction energies between voltage sensors and pore using Schemes 4 and 5 (Figs. S7 C and S8 C and Table S3). Decreasing the interactions between the voltage sensor and the pore did not further improve the fits in either of the schemes.

The mutagenesis studies presented above indicate that five residues within the C-linker and CNBD of HCN2 explain most of the increased efficacy of cAMP in this isoform compared with HCN1. We then tested whether kinetic Schemes 4 and 5 can also describe the behavior of the HCN1~minimal~ mutant. Only slight changes in the HCN2/1 chimera's parameters were required to obtain close fits of the activation kinetics and voltage-dependent activation for this mutant ([Fig. 6 D](#fig6){ref-type="fig"} and Table S4).

Discussion {#s14}
==========

Previous studies of HCN1 and HCN2 chimeras suggest that the differences in response to cAMP between the two isoforms map entirely to the C-linker--CNBD region ([@bib29]). Our results support this idea in a general sense, but a detailed comparison of the voltage dependence and maximal conductance of WT HCN2, WT HCN1, and the HCN2/1 chimera reveals two notable differences. First, the shifts in voltage activation induced by cAMP are not fully accounted by the residues in the C-linker and CNBD. The remaining difference in the shifts between WT HCN1 and the HCN2/1 chimera is quantitatively small (4 mV) but statistically significant (P = 2.4 × 10^−6^; [Fig. 1 A](#fig1){ref-type="fig"}). Second, the maximal conductance in the absence of cAMP at saturating voltages is lower in the HCN2/1 chimera and HCN~minimal~ mutant than in both WT HCN1 and WT HCN2 ([Figs. 1 A](#fig1){ref-type="fig"} and S2).

The voltage dependence of activation of HCN2 channels without CNBD shifts in the direction of the fully liganded HCN2 channel ([@bib28]). This implies that the unliganded CNBD inhibit the activation of these channels and binding of cAMP relieves this inhibition. In vitro studies show that the monomeric C-linker--CNBD fragments of HCN2 and HCN4 tetramerize upon ligand binding ([@bib32]; [@bib33]; [@bib30]; [@bib21]) and, indeed, the HCN1 fragments tetramerize more readily in absence of cAMP than do the equivalent HCN2 fragments ([@bib21]). Because the HCN1~minimal~ mutant is functionally almost identical to the HCN2/1 chimera, the straightforward prediction would be that the mutations identified in this study change the oligomerization dynamics of the HCN2 C-terminus to promote the activated state in unliganded channels. In addition, it is possible that at least some of the residues identified here also specifically alter the ability of the unliganded CNBD to transduce channel opening by altering the strength of coupling between these two allosteric modules.

We speculate that the difference in maximal open probability with and without cAMP at highly hyperpolarized potentials basically reflects the differences in allosteric coupling strength between the ligand binding domain and pore domain (interaction energies between the linker and the pore ΔG^‡^~pore--linker~ and ΔG~pore--linker~). On the other hand, the voltage dependence reflects the activation equilibrium of the C-linker domain. The most important difference between HCN1 and HCN2 is that the HCN1 CNBD with C-linker is thought to be "preactivated." In other words, the mutations may shift the linker equilibrium to activated states while not changing the coupling as much. Nevertheless, it is important to remember that the difference in maximal P~o~ with and without cAMP is not large from an energetic standpoint, although it might be still physiologically relevant.

To gain further insights into how these mutations account for functional differences between the two isoforms, we tested various allosteric models. First, we tested a simple cyclic model proposed by [@bib7]. This model involves a voltage-independent pore gate coupled to a single ligand binding and a voltage-sensing domain. Although this model accounted well for steady-state conductances, it did not provide a good fit for the kinetics of activation of HCN2 or the kinetics and response to cAMP of the HCN2/1 chimera (Figs. S4 A and S5 A). Our most parsimonious model involves four independent voltage sensors that are coupled to a single voltage-independent pore. In addition, the ligand-binding module is connected to the pore gates only through a linker module. In our model, cAMP binding activates the C-linker presumably by driving a change in the oligomerization dynamics of the C terminus, thereby relieving inhibition on the pore gate. The C-linker oligomerization is favored in the HCN2/1 chimera even when the CNBD is in unliganded state, and therefore, binding of cAMP has very little effect. Nevertheless, we find that to fully account for all the functional differences, the mutations must alter the strength of the coupling between pore gate and CNBD via C-linker.

The available HCN1 and HCN2 structures ([@bib32]; [@bib21]; [@bib16]; [@bib19]) provide some mechanistic insight into the possible effects of the minimal mutations. None of the five residues seem likely to interact directly with the loops between the transmembrane domains or the N terminus in full-length HCN1. Instead, the C-linker sites are located far from the intersubunit interface and appear to be involved in the stabilization of helices within the C-linker itself, whereas the CNBD sites probably contribute to the observed moderately higher affinity for cAMP in HCN1 ([@bib6]; [@bib29]; [@bib21]).

Similarly to HCN2, HCN4 channels respond to cAMP with large shifts in the activation toward more depolarized potentials ([@bib23]). Four of the five residues mutated in the HCN1~minimal~ mutant (M485, S514, and V562/S563) are conserved between HCN2 and HCN4, suggesting that the same residues may account for the higher response to cAMP of HCN4 as well ([Fig. 1 B](#fig1){ref-type="fig"}). HCN3 responds to cAMP with either no shifts in the activation ([@bib27]) or a slight shift toward more hyperpolarized potentials ([@bib24]). Surprisingly, two of the five residues mutated in the HCN1~minimal~ mutant (M485 and S563) are also conserved between the highly responsive isoforms and HCN3. A chimera study between HCN4 and HCN3 indicated that the decrease in the response to cAMP of HCN3 is caused by the extreme C terminus of HCN3 distal to the CNBD ([@bib27]).

In summary, our study unambiguously identifies the minimal set of residues that contribute to the differences in efficacy between two HCN channel isoforms. These residues alter the transduction of the ligand-binding signal from the binding domain to the pore gates. Further studies focusing on these minimal set of residues should shed light on the detailed molecular forces responsible for these significant differences in spite of the apparent similarity in the amino acid residues substitutions.
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