ABSTRACT
labels, control noisy data, cluster unknown data, and learn the types of input values on the basis of their weights and properties [6, 9, [12] [13] [14] . UFFNN clustering methods often use Hebbian learning, competitive learning, or competitive Hebbian learning. Hebb [15] developed the meaning of the first learning rule and proposed the Hebbian learning. Fig. 1 illustrates the single layer UFFNN as a simple topology with Hebbian learning [16] . Hebb described a synaptic flexibility mechanism in which the synaptic connection between two neurons is strengthened, and neuron j becomes more sensitive to the action of neuron i if the latter is close enough to stimulate the former while repeatedly contributing to its activation. The Hebbian rule is shown in Equation (1):
where X is the input vector; Y is the output vector and is learning rate, where > 0 is used to control the size of each training iteration. The competitive learning network is a UFFNN clustering based on learning the nearest weight vector to the input vector as the winner node according to the computing distance, such as Euclidean. Fig. 2 shows a sample topology of an unsupervised neural network with competitive learning [17, 18] : The similarities between Hebbian learning and competitive learning include unsupervised learning without error signal, and are strongly associated with biological systems. However, in competitive learning, only one output must be active; such that only the weights of the winner are updated in each epoch. The updating of weights only considers the learning rate and input data from the input layer. By contrast, no constraint is enforced by neighbouring nodes in Hebbian learning, and all weights are updated at each epoch. The updating of weights considers the learning rate, input data from the input layer, and output data. In the case of competitive Hebbian learning, the neural network method shares some properties of both competitive learning and Hebbian learning [16, 19, 20] . The growing neural gas (GNG) [21] method is an example which uses the competitive Hebbian learning, in which the connection between the winning node and the second nearest node is created or updated in each training cycle. Competitive learning can apply vector quantization (VQ) [22] during clustering. VQ [22] , K-means [2] and some UFFNN clustering methods such as Kohonen"s self-organizing map (SOM) [23] , neural gas (NG) [24] and GNG [21] , are generally considered as the fundamental patterns in the current unsupervised feed-forward neural network clustering methods in stationary and online dynamic environments [25] . Linde et al. [22] introduced an algorithm for VQ design to obtain a suitable code book of weights for input data nodes clustering. VQ is based on the probability density functions by distribution of vectors of the weights. This method is often used for data compression. VQ divides a large set of the data (vectors) into clusters, each of which is represented by its centroid node, as in the K-means and some other clustering algorithms. VQ is a powerful tool for use in large and high-dimensional data. Data points are represented by the index of their closest centroid, such that commonly occurring data are more accurate. K-means [2] is a partitioning clustering method that uses a centroid-based technique similar to VQ. The main problem of partitioning methods lies in defining a special number of clusters and initializing the steps before the clustering tasks [26, 27] . Although Kmeans clustering is inefficient when applied to large datasets, this method can efficiently be applied if the initialization of steps is well defined [13, 27] . NG [24] is based on VQ and data compression. NG dynamically partitions itself in a manner similar to gas and describes the number of clusters. The weight vectors are randomly initialized. The NG algorithm is faster and results in a more accurate clusters when compared with other algorithms. However, NG fails to control the network of nodes by either deleting or adding a node dynamically during clustering. The GNG [21] method can follow dynamic distributions by adding nodes and deleting them in the network during clustering by using the utility parameters. First, two random nodes from the input data are selected, after which network competition is initiated for the highest similarity to the input pattern. During learning, related data nodes are classified as similarities within clusters, whereas unrelated data nodes are identified as dissimilarities within clusters. The disadvantages of the GNG include the increase in the number of nodes to obtain the input probability density and requirement for predetermining the maximum number of nodes and thresholds [28] [29] [30] . SOM [23] maps multi-dimensional data onto lower dimensional subspaces, with the geometric relationships between points indicates their similarity. SOM generates subspaces with unsupervised learning neural network training through a competitive learning algorithm. The weights are adjusted based on their proximity to the "winning" nodes, that is, the nodes that most closely resembles a sample input [31] [32] [33] [34] . Currently, the UFFNN clustering methods suffer from the major problems of the low clustering speed, accuracy and an effective memory complexity [25, 29, 35, 36] . Briefly, two sources of these problems are the structure and features of the data, and the topology and algorithm of the current UFFNN clustering methods. Clustering of some kinds of data is so difficult because of their character and structure. For example, clustering the medical data sets is difficult because of limited observation, information, diagnosis and prognosis of the specialist; incomplete medical knowledge; and lack of enough time for diagnosis [37] . The current UFFNN clustering methods generally use random weights, thresholds and parameters for controlling tasks during clustering, such as the SOM that creates the code book of weights by selection of the input data randomly. Random initialization of weights results in the paradox of low accuracy and high training time [13, 36, 38] . The clustering process is considerably slow because the weights have to be updated in each epoch during learning. Utilizing suitable weights and parameters is necessary because the neural network relies on the "garbage-in, garbage-out" principle. Therefore, the problem also affects memory usage [6, 11, [39] [40] [41] . The parameter values are often selected by trial and error after several executions of the clustering model, and the clustering method often uses many parameters to manage clustering performance, such as measuring the distance threshold, controlling the spread of the neighbourhood, controlling the growth of the number of clusters and size of the network, learning rate, and steps of learning time [35, 38, 42] . On the other hand, relearning during several epochs takes time and clustering is considerably slow. Relearning affects the clustering accuracy, and time and memory complexities for clustering. [30, [43] [44] [45] [46] . There is a technique of converting clustering method for semiclustering by considering some constraint or user guides as feedback from users. Several literatures devoted to improve the UFFNN clustering methods by using constraints such as class labels. The constraints of class labels are based on the knowledge of the experts and the user guide as partial supervision for better controlling the tasks of clustering and desired results [47] . The UFFNN clustering methods have the capability to develop into semi-clustering method by obtaining the feedback of users [47] [48] [49] . Generally, in order to improve the UFFNN method, the users manage and correct the number of clusters and density of each cluster by inserting and deleting the data nodes and clusters. However, the judgment of users can be wrong or they may make mistakes during the insertion, deletion or finding the link between nodes and assigning the class label to each disjoint subcluster. Commonly after clustering, the semi-UFFNN methods such as semi-SOM method [50] assigns a class label to the nearest node or winning node and consequently assigned the same class labels to its neighbour nodes in its cluster. Each cluster must have a unique class label, if the data nodes of a cluster have different class labels, the cluster can be divided into different sub-clusters, and move some far nodes in the cluster with weak link to other clusters. However, assigning the class labels of the data nodes between the clusters can be somewhat vague [47, 49, 50] . In this paper, a single-layer semi-supervised feed forward neural network clustering method is developed and proposed to overcome the mentioned problems. Fig.3 : The design of the semi-supervised feed forward neural network clustering method.
METHODOLOGY
We developed and proposed an efficient single-layer semi-supervised feed forward neural network (SFFNN) clustering method with only one epoch training time in order to overcome the problems of the low speed and accuracy of clustering and high memory complexity.
The SFFNN method computed a code book of real weights by using values of input data directly without using any random values. Consequently, the threshold of each input data was computed based on the real weights without using any class label or constraint. Finally, the input data are clustered based on related thresholds. Then, the method assigns a class label to each input data by using K-step activation function for comparing the total thresholds of the training set and the test set. The class label of other unlabeled and unknown input test data are predicted based on their clusters, or trial and error technique. Finally, the number of clusters and density of each cluster are updated. In the next section, we will explain the stages of the SFFNN clustering method and how it solves the clustering problems. Fig. 3 shows the design of the SFFNN model for clustering.
The SFFNN clustering method involves several phases:
Data preprocessing
Commonly preprocessing is the donating feature in developing efficient techniques for low training time and high accuracy of feed forward neural network clustering [51] [52] [53] 
Creating a code book of non-random weights and mining the best match weight (BMW) vector
After data preprocessing phase, the SFFNN model applies the matrix of the normalized input values. Table 1 shows the matrix of the input dataset X after preprocessing. 
The SFFNN method creates a code book of weights by using the standard normal distribution (SND) [54] of input data. Each normalized attribute value of the input data is considered as the weight W ij for that value. Equations (1) and (2) shows this matter. The method receives other input values of the data and computes the code book of all weights of input data values. This phase can be processed in parallel.
= −
(1)
The is the j th attribute value of input data i, µ i and σ i are the mean and standard deviation of the input data record. As a result, each shows the distance of each attribute value of input data from the mean of the input data. Therefore, the initialization of weights is not at random. The matrix of the weights of the input data values is used as the code book of non-random weights, as shown in Table 2 . 
Consequently, the SFFNN method computes the best match weight (BMW) vector by training the real weights in the code book. The BMW vector is the extraction of the code book of real weights as a unique weight vector for clustering the input data of the dataset globally. The BMW is the essential feature of the SFFNN model. The BMW consists of the components BMW j for the attributes which is computed based on Equation (3). The parameter n is the number of input data, i is the current number of the node of input data; m is the number of attributes and j is the current number of the attribute of input data. The Equation (3) and (4) show these relationships. Table 3 illustrates the process of computing for the BMW vector. The learning of the SFFNN method does not require computing any error function such as the mean square errors and updating weights in any training cycle, therefore, resulting in a reduced training time. The next phases will show how the thresholds are computed and the dataset of input data is clustered easily based on just the BMW vector. Tables 4 and Table 5 show an example of the computed BMW components by the SFFNN clustering method on the breast cancer Wisconsin and the Iris datasets. 
A Single Layer Semi-supervised Feed Forward Neural Network clustering
The topology of the SFFNN is very simple, as illustrated in Fig. 3 , one input layer with n nodes which is the same as the number of the attributes, and an output layer with just one node.
 Clustering: The units of the input layer are fed by the transformed data values from the data preprocessing phase of the SFFNN method. Each unit of node has a related weight component BMW j .
The output layer has one unit with a weighted sum function for computing the actual desired output. The threshold or output is computed by using normalized values of input data and the BMW vector based on the torque vector [55] definition. Each X ij by using its arm W ij creates a torque vector ratio to the gravity center of the training dataset. Fig. 4 shows an example of the normalized data value vector which creates its own torque vector ratio to the global mean or the gravity centre of the training dataset. As shown in Fig. 4 , each X ij by using its arm BMW j , which shows the distance of X ij from the gravity centre of the matrix, creates a torque vector. Equation (4) shows the torque vector of each X ij by using the related BMW j which is equal the threshold T i for each unit:
As shown in Fig. 5 , the all torque vectors of the attribute values of the input data are evaluated together and eventually will reach the equilibrium of the ratio to the gravity centre of the dataset. Therefore, after equivalence, the total torque vector is computed which is considered as the total threshold (TT i ) of each input data X i . The total torque as exclusive TT i of the actual output is computed by the weighted sum function. Equation (6) and (7) show the real TT i for each input data vector X i :
Fig. 5 shows how the input data are clustered. As explained in Fig. 4 , each TT i is the total torque vector of each input data ratio to the gravity centre of the dataset. Therefore, each vector value of the takes place its own position on the torque axis. Therefore, the input data based on their exclusive total thresholds lay on the torque axis respectively. Each input data vector X i has an exclusive and unique threshold. The SFFNN considers the input data with near total thresholds into one cluster. Needless to say, the clustering process is performed without using any class label or the initialization of the number of clusters. In Fig. 8 the Iris data from UCI repository is clustered to three clusters based on a unique total threshold of each data point by the SFFNN method. After clustering, each cluster will be assigned to the special class which is most frequent in the cluster.
 Utilizing K-step activation function: The K-step function [56] or threshold function is a linear activation function for transformation of input values. This kind of function as shown in Equation (8) is limited with K values based on the number of classes of the dataset, and each limited domain of thresholds refers to the special output value of the K-step function. For example, the Binary-step function is a branch of the K-step function for two data classes 0 and 1. It is often used in single layer networks. The function g ( ) is K-step activation function for the transformation of where the output will be 0 or 1 based on the threshold TT i as shown in Fig. 9 and Equation (8). Fig.9 : The Binary-step function.
 Semi-supervised clustering of the input data: In this phase of the SFFNN clustering method, the method assigns the class label to each input data based on the training data set. Therefore, by using the K-step activation function, the model links the exclusive threshold of each input data to a related class. Consequently, by considering K class labels and their related exclusive thresholds in the training set, the proposed method expects K clusters and for each cluster considers a domain of thresholds. The model considers the clustering results of the last phase, if there is an input data with a related threshold in each cluster but without a class label (unknown data), the method moves this input data to a related cluster. In order to predict the class labels for unobserved data, there are several techniques. The authors often consider two unsupervised and supervised neural network models such as a combination of the SOM and back propagation network (BPN) [57] for the prediction of related class labels of the unobserved data [52] . The BPN uses gradient-based optimization methods in two basic steps: to calculate the gradient of the error function, and to employ the gradient. Usually, Bagging and Boosting methods are used in several models to find the upper vote or the weight of the mentioned class label [58] . We proposed a "Trial and Error" technique. The K-step function signs and predicts the class label of each unknown observation, the related cluster and thresholds domain of the cluster for the input instance. When the SFFNN clustering accuracy is measured by F-measure function with 10 folds of the test set, the accuracy shows the validation of the prediction. Hence, the method updates the number of clusters and the density of each cluster by using class labels through the feedback of users. This phase affects the result of clustering and improves the accuracy of clustering. Fig. 10 shows an example for clustering a dataset (part A) to two clusters, and improving the result by semi-supervised feed forward neural network clustering (part B). The SFFNN method is able to update the clusters and their densities based on assigning a class label to each input data by utilizing the K-step activation function in just one iteration.
EXPERIMENTAL RESULTS AND COMPARISON
In this section, the performance of the SFFNN clustering is evaluated and compared with other related models.
All the experiments were implemented in Visual C#.Net under Microsoft Windows 7 Professional operating system with 4 GHz Pentium processor. To evaluate the performance of the proposed method a series of experiments on several related methods and datasets were used.
Datasets from UCI Repository
The Breast Cancer-Wisconsin, Iris, Spambase, Arcene and Yeast datasets from the UCI Repository [59] are selected for evaluation of the proposed method as shown in the Table 6 : For experimentation, the speed of processing was measured by the number of epochs. The accuracy of the methods is measured through the number of clusters, and the quantity of correctly classified nodes (CCN) which shows the total nodes and density with the correct class in the correct related cluster in all clusters. The CCN is the same as the true positive and true negative nodes. Also the accuracy of the proposed method is measured by F-measure function with 10 folds of the test set. The precision of computing was considered with 15 decimal places, because of generating the different values of the exclusive thresholds.
Breast Cancer Wisconsin Dataset
Breast cancer Wisconsin (Original) dataset is selected from the UCI Repository. The collected dataset is from the university of Wisconsin Hospitals, Madison, and as reported by Dr. William H. Wolberg through his clinical cases [59, 60] . The SFFNN method was performed on the Breast Cancer Wisconsin dataset in one epoch in 8.7262 milliseconds. Table 7 shows the speed of clustering process based on the number of epochs and the accuracy based on the density of the CCN in the Breast Cancer Wisconsin dataset by the SFFNN model. In Table 7 based on the outcomes of the experiment, the CCN of the K-means and the NG methods are 657 after 20 epochs [61] . The CCN of the GNG method is 477 after 5 epochs [46] . Camastra and Verri reported, the SOM produced 660 CCN after 20 epochs [61] . The SOM clustering result was improved by considering class labels regarding the semi-SOM method, and the accuracy was changed to 672 CCN. The CCN of the proposed SFFNN clustering method after one epoch was 661, and the accuracy of the proposed SFFNN clustering was computed by using the F-measure with 10 folds of the test set for this dataset which was 98.74% after just one epoch of training. The CCN of the semi-clustering by the proposed SFFNN method after one epoch is 683, and the accuracy by using the F-measure was 100% during just one epoch of training similar its density of the CCN. While for the BPN, the accuracy by F-measure is 99.28% after 1000 epochs of training.
Iris Dataset
The Iris plants dataset was created by Fisher [59, 62] . The Iris can be classified into Iris Setosa, Iris Versicolour and Iris Virginica. The SFFNN method clustered the Iris dataset in one epoch after 4.1744 milliseconds. Table 8 shows the speed of clustering based on the number of epochs and the accuracy based on the density of the CCN for the Iris dataset. In Table 8 , the CCN of the K-means and the NG methods are 134 and 139 after 20 epochs respectively [61] . The CCN of the GNG method is 135 after 10 epochs [63] . The SOM produced 128 CCN and 85.22% accuracy by using the F-measure with 10 folds of test set after 140 epochs. The SOM clustering result was improved by considering class labels regarding the semi-SOM method, and the accuracy was improved to 139 CCN. The CCN of the proposed SFFNN clustering method after one epoch was 142, and the accuracy was computed by using the F-measure with 10 folds of test set which was 94.67% during just one epoch of training. The CCN of the proposed SFFNN clustering method after one epoch was 150. Also, the accuracy of the SFFNN clustering was computed by using the F-measure for this dataset which was 100% during just one epoch of training. While in the BPN, the accuracy by F-measure is 94% after 140 epochs of training.
Spambase Dataset
The Spambase E-mail dataset is created by Mark Hpkins, Erik Reeber, George Forman, Jaap Suermondt [59] . The Spambase dataset can be classified into Spam and Non-Spam. The SFFNN method clustered the Spambase dataset in one epoch taking 337.1057 milliseconds. Table 9 shows the speed of processing based on the number of epochs and the accuracy based on the density of the CCN in the Spambase dataset by the SFFNN method. In Table 9 , based on the results of the experiment, the Correctly Classified Nodes of the K-means and the Neural Gas methods were 1083 and 1050 respectively after 20 epochs of training [46] . The Correctly Classified Nodes of the GNG method was 967 after 5 epochs [61] . The SOM produced 2662 CCN after 140 epochs. However, Camastra and Verri reported the accuracy of the SOM, was 1210 CCN after 20 epochs [61] . The SOM clustering result was improved by considering class labels based on the semi-SOM method, and the accuracy was improved to 3528 CCN. The CCN of the proposed SFFNN clustering after one epoch of training was 2731, while the F-measure with 10 folds of the test set for this dataset was 66.46%. The CCN of the semi-clustering by the SFFNN after one epoch was 4597 and its density of CCN was 99.90% and the accuracy of the SFFNN clustering was computed by using the F-measure which was 99.89% after just one epoch of training. While the BPN accuracy by F-measure was 79.50% after 2000 epochs of training.
Arcene Dataset
The Arcene dataset was collected from two different sources: the national cancer institute (NCI) and the eastern Virginia medical school (EVMS) [59] . All data were obtained by merging three mass-spectrometry datasets to create training and test data as a benchmark. The training and validation instances include patients with cancer (ovarian, prostate cancer), and healthy patients. Each dataset of training and validation contains 44 positive samples and 56 negative instances with 10,000 attributes. We considered the training data set and validation dataset with 200 total instances together as one set. The Arcene dataset can be classified into cancer patients and healthy patients. Arcene"s task is to distinguish cancer versus normal patterns from mass-spectrometric data [59] . This dataset is one of 5 datasets of the NIPS 2003 feature selection challenge [64, 65] . The SFFNN method clustered the Arcene dataset in one epoch taking 5 seconds and 386.139 milliseconds. Table 10 shows the speed of processing based on the number of epochs and the accuracy based on the density of the CCN in the Arcene dataset by the SFFNN method. In Table 10 , based on the results of the experiment, the CCN of the K-means method was 118 after 10 epochs [66] . The SOM produced 106 CCN and 58.04% accuracy by using the F-measure with 10 folds of the test set for this dataset after 140 epochs. The SOM clustering result was improved by considering class labels based on the semi-SOM method, and the accuracy was improved to 128 CCN. The CCN of the proposed SFFNN clustering method after one epoch was 120, and the accuracy was computed by using the F-measure with 10 folds of the test set for this dataset which was 64.26% during just one epoch of training. The CCN of the semiclustering by the SFFNN after one epoch was 200. The F-measure and the density of CCN of semi-clustering by SFFNN clustering were 100% after just one epoch of training. Recently, Veenu Mangat and Renu Vig [67] reported classification of the Arcene dataset by several classification methods such as K-NN. K-Nearest Neighbour (K-NN) is a supervised classifier that is able to learn by analogy and performs on n-dimensional numeric attributes [1] . Given an unknown instance, K-NN finds K instances in the training set that are closest to the given instance pattern and predictes one or average of class labels or credit-rates. Unlike BPN, K-NN assigns equal weights to the attributes. The K-NN (K=10) was able to classify the Arcene dataset with 77.00% accuracy by F-measure after several epochs and 10 times running the method.
Yeast Dataset
The Yeast dataset is obtained from the UCI Repository. The collected dataset is reported by Kentai Nakai from Institue of Molecular and Cellular Biology, university of Osaka [59] . The aim is to predict the cellular localization sites of proteins. The Yeast dataset contains 1484 samples with 8 attributes. The classes are Cytosolic, Nuclear, Mitochondrial, Membrane protein: no N-terminal signal, Membrane protein: uncleaved signal and Membrane protein: cleaved signal. Extracellular, Vacuolar, Peroxisomal and Endoplasmic reticulum lumen [59] . In this research, we cluster the Yeast data by using the SFFNN clustering method taking 684.833 milliseconds in one epoch of training. Table 11 shows the speed of processing based on the number of epochs and the accuracy based on the density of the CCN in the Yeast dataset by the SFFNN method. In Table 11 based on the results of the experiment, the SOM produced 483 CCN and 24.02% accuracy by using the F-measure with 10 folds of the test set for this dataset after 140 epochs. The SOM clustering result was improved by considering class labels regarding the semi-SOM method, and the accuracy was improved to 597 CCN. The CCN of the proposed SFFNN clustering method after one epoch was 494, and the accuracy was computed by using the F-measure with 10 folds of the test set for this dataset which was 27.43% during just one epoch of training. The CCN of the semi-clustering by the SFFNN after one epoch was 1484. The F-measure and the density of CCN of semi-clustering by SFFNN clustering were 100% after just one epoch of training. Several literature reported the difficulty of clustering or classification of the Yeast dataset. As, Longadge et al. [68] reported classification of the Yeast dataset by several classification methods such as K-NN. The K-NN (K=3) was able to classify the Yeast dataset with 0.11% accuracy by F-measure after several epochs and times running the method. Also, Ahirwar [69] reported the K-means was able to classify the Yeast dataset with 65.00% accuracy by F-measure after several epochs.
Breast cancer Dataset from the University of Malaya Medical Center (UMMC)
The dataset was collected by the University of Malaya Medical Center (UMMC), Kuala Lumpur from 1992 until 2002 [70] . As shown in Table 12 , the dataset was divided into 9 subsets based on the interval of survival time: 1 st year, 2 nd year, … , 9 th year. As shown in Table 13 , the breast cancer dataset contains 13 attributes. The number of input data instances in the dataset is 827, the number of Attributes is 13 continuous and one attribute for showing the binary class in two cases of alive or dead. This breast cancer dataset has class labels of "0" for alive and "1" for dead as constraints. Also, Fig. 12 shows the sample of breast cancer dataset from the UMMC: Fig. 12 : The sample of the breast cancer from the UMMC dataset.
We considered 9 subsets for 1 st year, 2 nd year, …, 9 th year. The SFFNN model was implemented on each dataset by considering the class labels. Table 14 shows the results of the implementation of the proposed model. The number of data of each subset; CPU Time usage per second for training each subset during one epoch; and the accuracy of the semi-clustering of each subset of the breast cancer dataset based on the F-measure with 10 folds of test data by using the SFFNN clustering method are shown. Table 14 shows that the training process for each sub-set of the breast cancer dataset took one epoch between [12.5, 42] Table 15 for every subset.
The PCA [71] was considered as a preprocessing technique for dimension reduction and used by the BPN model. The PCA is a classical multivariate data analysis method that is useful in linear feature extraction and data compression. Table 13 shows the result of the PCA-BPN hybrid method for every subset of the breast cancer dataset of the UMMC. The PCA took the time of the CPU for dimension reduction and the BPN used the output of the PCA for classification after several epochs. The results of 
DISCUSSION
To evaluate the performance of the SFFNN clustering method, we compared the results of the proposed method with the results of other related methods on several data sets from UCI Repository and a real and original medical dataset from UMMC. Clustering the medical datasets is difficult because of limited observation, information, diagnosis and prognosis of the specialist; incomplete medical knowledge; and lack of enough time for diagnosis [37] . However, the developed SFFNN method has the capability to overcome some of the problems associated with clustering in the prediction of survival time of the breast cancer patients from the UMMC. As shown in the results obtained, the SFFNN method has superior results.
The SFFNN method has the successful actions and features:
 Training in one layer and just after one epoch resulting in fast training.  Initialize a code book of real weights without the use of any random number or random parameter directly by learning through the input data values.  Training of the SFFNN method without the need for relearning, updating weights or computation of an error function.  The SFFNN method has two phases for semi-supervised feed-forward neural network clustering the input data. First, the proposed method predicts the number of clusters, the densities of the clusters, and subsequently clusters the dataset. Then, the method updates the clusters and their contents by using the class labels of the training set.
For computing times and memory complexities, we considered the parameters c, k, n, m, S m as the number of epochs, clusters, nodes, attributes and size of each attribute. Table 16 shows the time and memory complexities of the SFFNN and some related methods. As well as that of the BPN as an example of the supervised feed forward neural network that depends mainly on the number of weighted functions in the hidden layers f h and the number of iterations c, and K-NN that d is distance to one example. The SFFNN method is a linear SFFNN clustering method and has time complexity and memory complexity of O(n.m) and O(n.m.s m ).
Conclusion and Future work
We developed a single-layer semi-supervised feed forward neural network (SFFNN) clustering method to overcome the major problems of low speed and low accuracy of clustering and an effective memory complexity for only one epoch of training. The SFFNN can learn real weights and thresholds without using any random values and arbitrary parameters. Firstly, a code book of weights is trained by feeding input data directly to the network. Then, the best match weight (BMW) is mined from the codebook. Consequently, the exclusive threshold of each input data is computed. The input data are clustered based on their exclusive thresholds. The class label of each unlabelled input data will be predicted by considering a K-step activation function and the exclusive threshold. 
