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The conventional Particle Swarm Optimization (PSO) still has weaknesses in finding optimal solutions especially in a 
dynamic environment. Therefore, we proposed a Global best Local Neighborhood in particle swarm optimization in order to 
solve the optimum solution in a dynamic environment.  Based on the experimental results of 50 datasets, show that GbLN-
PSO has the ability to find the quality solution in a dynamic environment. 
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1. INTRODUCTION 
Nowadays, Particle Swarm Optimization (PSO) was 
introduced as an optimization technique for a real 
problem in dynamic such as optimization 1, tracking 2, 
and scheduling 3 problems. Therefore, in this paper, we 
proposed an enhance PSO algorithm to overcome the 
dynamic environment problem. 
Based on our studied, the conventional PSO still has 
weaknesses, especially in finding optimal solutions. 
Based on our study, we identify two main points of PSO 
weaknesses which are exploration and exploitation of the 
particle in the search area. During the process of particle 
initialization, a random method may cause the particle to 
converge (discourage exploration) in the search area. 
Thus, it will particle fast to converge. As a result, the 
particle is trapped in local optima. 
Furthermore, if the target is far from the global 
optimum. The possibility of particle to explore in the 
other search area is almost impossible. Therefore, the 
searching result is not optimum. 
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Furthermore, in order to obtain a good performance 
during the searching process, each particle should have the 
properties of self-adaptation by enhancing their 
performance. After that, they will cooperate with them to 
disseminate information and finally, they will compete 
between each other to find the best solution for local 
exploitation and global exploration. However, during the 
self-adaptation activity the particle has no independent 
movement. Their movements restricted and focused on 
current best (global best) at that time. For example, the 
location and velocity of particles were updated based on 
current best (global best). This because the location and 
velocity of a particle depend on the global best result. 
Additionally, if the value of position of particle is bigger 
than the value of the global best and local best, so the 
updating position of the particle will move into global best 
position quickly with the ignorance of the large search area. 
Thus, the above conditions, disallow the particle to explore 
the other search space and result in the possibility of 
trapping in local minima. The problems described above 
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