Step changes in input current are known to induce partial phase synchrony in ensembles of leaky integrate-andfire neurons operating in the oscillatory or "regular firing" regime. An analysis of this phenomenon in the absence of noise is presented based on the probability flux within an ensemble of generalized integrate-and-fire neurons. It is shown that the induction of phase synchrony by a step input can be determined by calculating the ratio of the voltage densities obtained from fully desynchronized ensembles firing at the pre and post-step firing rates. In the limit of low noise and in the absence of phase synchrony, the probability density as a function of voltage is inversely proportional to the time derivative along the voltage trajectory. It follows that the magnitude of phase synchronization depends on the degree to which a change in input leads to a uniform multiplication of the voltage derivative over the range from reset to spike threshold. This analysis is used to investigate several factors affecting phase synchronization including high firing rates, inputs modeled as conductances rather than currents, perithreshold sodium currents, and spike-triggered potassium currents. Finally, we show that without noise, the equilibrium ensemble density is proportional to the phase response curve commonly used to analyze oscillatory systems.
Introduction
It is well-known that transient changes in inputs can cause populations of leaky integrate-and-fire (LIF) oscillators to partially synchronize their spiking output (Brown et al., 2004a; Gerstner, 2000; Knight et al., 2000) , and that patterns of synchrony in a neuron's input can play an important role in determining it's output (Salinas and Sejnowski, 2001) . Thus, understanding the biophysical mechanisms that control this synchronization can play an important role in uncovering the functional properties of neural circuits (e.g. Brown et al., 2004b) .
The phenomenon of transient-induced phase synchronization is clearly illustrated by considering the firing rate of a large ensemble of identical LIF neurons driven by a fixed external current. In the low-noise or "regular firing" regime, each LIF neuron acts like a neural oscillator, producing a regular train of action potentials. The ensemble firing rate is defined as the density of spikes produced at any given time, and is directly analogous to the peri-stimulus time histogram (PSTH) commonly measured in electrophysiological experiments (Fig. 1) . Assuming that the ensemble is completely desynchronized, the ensemble rate will be constant and equal to the reciprocal of the interspike interval (ISI) in an individual neuron, termed the "ISI rate." If the external current undergoes a step increase, two things happen: (i) the overall ensemble rate also undergoes a step increase; (ii) the ensemble rate oscillates with a period equal to the ISI of individual neurons ( Fig. 1, left) . This oscillation reflects partial phase synchronization: all neurons in the ensemble have a identical ISIs, but more neurons are firing at some phases of the oscillation than at others.
The usual explanation for this phenomenon is that the leak current causes the voltage trajectory to slow down as Analytically calculated ensemble firing rate, analogous to the PSTH from a raster plot with n→ ∞ . The step change in current induces partial phase synchrony, resulting in an oscillation of the ensemble firing rate. For conductance-step plots (right), the leak conductance was reduced and pre-step synaptic inputs were chosen so that the total conductance matched that of the current-based simulations before the step. Specific values of the input conductances were chosen in order to eliminate phase synchrony (see Fig. 3 legend for parameters) it nears threshold. Taking a snap-shot of the distribution of voltages, an excess fraction will have voltages just below threshold. When the current is increased, these neurons will cross threshold together resulting in a transient increase in the ensemble rate above and beyond the step increase in the ISI rate. Although this explanation is largely correct, it is incomplete. This becomes clear if we consider a change in rate due to a sudden change in synaptic conductance, rather than a step change in input current. For specific patterns of conductance change, the ensemble can display sudden changes in firing rate yet remain completely desynchronized ( Fig. 1 , right; see section on Synaptic Conductances in Results). In both cases, before the transition there is an excess fraction of the ensemble having voltages just below threshold. But for the conductance change, this excess fraction does not give rise to phase synchronization.
This article aims to clarify the factors contributing to phase synchronization within a broad class of generalized integrate-and-fire (IF) models. A simple framework for understanding this phenomenon is derived based on the wellknown population density approach (e.g. Fourcaud-Trocme and Brunel, 2005; Gerstner and Kistler, 2002; Knight, 1972; Moreno-Bote and Parga, 2005; Naundorf et al., 2005; Nykamp and Tranchina, 2000) . This framework is then used to examine how several biological mechanisms affect phase synchrony. In particular, we show how differences in overall spike rates, peri-threshold sodium currents, after-spike potassium currents, and synaptic conductances affect the magnitude of transient-induced phase synchronization.
Methods
We confine most of our analyses to the class of generalized IF neurons whose subthreshold dynamics is defined by
where C is the membrane capacitance, F(V) is the total intrinsic membrane current, and I an external or synaptic current.
For the standard LIF model, F(V ) = g l (V rest − V ) where g l is the leak conductance and V rest is the resting potential. Recently researchers have considered additional nonlinear terms. Two popular models are the quadratic integrateand-fire model (Ermentrout, 1996; Latham et al., 2000) and the exponential integrate-and-fire (EIF) model (FourcaudTrocme et al., 2003) , named for the functional form of a nonlinear term added to the leak current. The "fire" aspect of these models is implemented by marking a spike whenever Springer the voltage trajectory reaches a fixed value of the voltage V spike , resetting the voltage to a value V reset , and then returning to Eq. (1). A defining feature of this class of models is their one dimensional nature. The resetting property serves to dynamically "connect" the spiking and reset voltages, effectively turning voltage into a circular variable (Ermentrout and Kopell, 1986) . If the input current is large enough, the voltage derivative is always positive and the neuron oscillates, tracing repeated circles around its one-dimensional state space. All simulations included a step change in input current from a level I − before the step to I + after the step. Currents were chosen by using firing frequency vs. current (f-I) curves to determine the levels of current needed to produce specified single unit firing rates on either side of the step, r − and r + . Values for the one dimensional LIF model were generated analytically. For the EIF model, f-I curves were generated via numerical simulations with constant current stepped at 0.001 µA/cm 2 intervals. Linear interpolation of the f-I values was used to determine the level of current level needed to produce a given rate. Theoretically, the spiking voltage for the EIF model is set to be V spike = +∞. Practically, at depolarized voltages the exponential current completely dominates the dynamics, and the time that it takes for the voltage to diverge to infinity can be calculated analytically using this current alone. Following Fourcaud-Trocme et al. (2003), we let V spike = − 30 mV and set spike times 0.066 msec later. Simulations used the Euler method with dt = 0.001 msec and linear interpolation to more accurately determine the time at which voltage crossed V spike . For both models, post-transition ensemble rates were determined analytically according to Eq. (10) derived below.
We also considered a two-dimensional LIF model with an added spike-triggered potassium conductance:
where V K is the potassium reversal potential. Levels of current injection were determined using simulated f-I curves as above. The dynamics of the exponentially decaying potassium conductance was solved analytically, whereas the voltage trajectory was determined using Euler's method. To determine post-transition ensemble firing rates in this model, numerical simulations of 201 trajectories were performed. Their initial conditions delimited 200 intervals (size = .25 msec) that were equally spaced before the input step. The ensemble rate after the step was estimated as the inverse of the corresponding interspike intervals.
Results

Population densities
To analyze the dynamics of the ensemble firing rate, we use the population density approach. This approach has a long history in computational neuroscience (e.g. Amari, 1974; Knight, 1972; Stein, 1965; Wilson and Cowan, 1972) , and has been exploited and elaborated by a number of researchers over the past several years (e.g. Brunel, 2000; Fourcaud-Trocme and Brunel, 2005; Gerstner and Kistler, 2002; Moreno-Bote and Parga, 2005; Naundorf et al., 2005; Nykamp and Tranchina, 2000; Omurtag et al., 2000) . We consider an ensemble of solutions to the IF model given by Eq. (1), and examine the dynamics of the density of solutions as a function of time and voltage. That is, we want to examine the dynamics of the density function ρ(t, V ) where ρ(t, V ) dV is the probability of finding a given solution in a small interval of width dV around the voltage V at time t.
To keep things simple, we will consider noiseless systems with piecewise constant inputs. The addition of low levels of noise yields similar dynamics but with an additional diffusive term that pushes the voltage distribution toward equilibrium. High levels of noise can drive the dynamics into the "random firing" regime where the model no longer acts like an oscillator. Our analysis is directed toward formalizing the intuition that in the LIF model there is an "excess" of solutions near threshold that causes a surge of firing when the current is suddenly increased. Consider an initial density ρ 0 (V ). If ρ 0 (V ) is large at a certain value of V, this will result in a high firing rate after a delay equal to the time it takes for solutions starting at V to reach threshold. Similarly a small value of ρ 0 (V ) will result in a low firing rate after an appropriate delay. To define "large" and "small" relative to the appropriate baseline, we assume that the ensemble begins in the fully desynchronized state where the density of phases (not of voltages) is uniform. In this state, the rate at which trajectories "flow past" any voltage V will be independent of V (and time). This flow rate is known as the probability flux, and for noiseless systems is equal to the density of solutions at a given voltage, ρ(V ), multiplied by their velocity,
The ensemble firing rate r is simply the flow rate (flux) crossing the spiking voltage.
For the desynchronized state, r is constant and equal to the ISI rate r ISI . Since the flux is independent of voltage,
whereρ(V ) denotes the density in the desynchronized state. Thus, for noiseless systems the equilibrium density is inversely proportional to the voltage derivative (Ricciardi, 1977) . By definition, if the initial density ρ 0 (V ) =ρ(V ) then the ensemble fires at a constant rate. However, suppose that the initial density ρ 0 (V 0 ) were twice as large as equilibrium densityρ(V 0 ) for some initial voltage V 0 . This increased density will flow toward threshold and eventually result in a firing rate equal to two times r ISI 1 . More generally, the densityρ(V 0 ) forms the appropriate baseline so that the ratio ρ 0 (V 0 )/ρ(V 0 ) determines whether the initial density results in an increased or decreased firing rate when reaching threshold. That is,
where V 0 (t) is the initial voltage of the trajectory that produces a spike at time t. Equation (8) yields a simple method for analytically calculating the ensemble firing rate after a step change in input at time t = 0. We will use + / − superscripts to denote quantities related to the system after/before the change in input. Suppose that the ensemble is desynchronized for t < 0 with densityρ − (V ). Given a sudden change at t = 0, this density serves as the initial condition for the dynamics with t > 0. Lettingρ + (V ) be the desynchronized density for the level of input after the step, we have
where r + ISI is the ISI rate after the step. So for step inputs, the pattern of phase synchrony is determined by the ratio of the desynchronized densities before and after the step. Now we can use Eq. (7) to write the firing rate in terms of the voltage derivative:
If we denote the ratio of voltage derivatives before and after the step change in input by α(V ), we have
It follows that the magnitude of phase synchronization is determined by the degree to which changes in input lead to a uniform multiplication of the voltage derivative along the path from V reset to V spike .
Mechanisms affecting phase synchronization
To illustrate how various biological mechanisms affect the range of α values, and hence phase synchronization, we consider a step change in input that increases single unit firing rates from r − ISI = 20 Hz to r + ISI = 40 Hz. Although not discussed, the effects of step decreases in input can be readily understood by inverting the arguments presented below. As a particular example, we start with a typical LIF model:
mV, V spike = −50 mV, and V reset = −65 mV. We find that the maximum and minimum firing rates after a step increase in external current are 89.8 Hz and 25.7 Hz respectively, corresponding to α = 4.49 and α = 1.29 (Fig. 1D , left). The remainder of this section explores several mechanisms affecting phase synchronization. For conceptual simplicity, we describe our results in terms of the conditions necessary to reduce phase synchronization from the relatively high levels of synchronization seen in this model.
Firing rate effects
If we take the identical LIF model and consider a step change in current that doubles the ISI rate from 100 to 200 Hz instead of from 20 to 40 Hz, transient-induced synchronization is reduced. The maximum and minimum firing rates after the step are 229 Hz and 178 Hz respectively, corresponding to α = 2.49 and α = 1.78. The reason why the phase synchronization is reduced at high rates can be understood in several ways (cf. Brown et al., 2004b; Hermann and Gerstner, 2001) . Intuitively, at high rates the voltage doesn't slow down much as it approaches spike threshold. As a result, there is no surplus of solutions sitting just below threshold that spike as a group when rates are increased. Analytically, the equation for α(V) is
where I − and I + represent the levels of current before and after the step. It follows that if the external currents I + and I − are significantly larger than the intrinsic currents F(V), then
is nearly constant, the phase synchrony induced by the transient change from I − to I + will be small. Graphically, at higher rates the range of voltage derivatives rests on top of a relatively high The addition of a potassium conductance "slows down" voltage trajectories after a spike, resulting in more uniform values of the voltage derivative. However, just after a transient the input current has increased, but the potassium current has not (dotted line), resulting in only a modest reduction in phase synchronization baseline ( Fig. 2A, solid lines) . Therefore, vertically translating the line by changing I is roughly equivalent to scaling the derivative by a constant.
Synaptic conductances
An alternative to overpowering the intrinsic current term F(V) is to consider changes in input that increase the voltage derivative in a manner that is matched to the voltage dependence of F(V). In particular, we will show that a LIF model receiving a particular step change in synaptic conductances can result in a transition in firing rates that induces no phase synchrony (Fig. 1, right) . By adding excitatory and inhibitory conductances to the LIF equations we obtain
where g e and g i are the level of excitatory and inhibitory conductances, with reversal potentials V e and V i respectively. If we let G = g l + g e + g i be the total membrane conductance, then we have
where τ = C/G is the membrane time constant and V ∞ is the equilibrium voltage in the absence of spiking. It follows that if changes are made in g e and g i that affect τ but leave V ∞ unchanged, then we will achieve a multiplicative scaling of dV dt at all voltages. The desynchronized voltage distribution will be identical before and after the change in input and no phase synchrony will be induced (Fig. 2B) . If inputs are chosen that don't exactly match this criterion, phase synchrony will be reduced, but not eliminated. Interestingly, the shape of the post-transient pattern of firing rates will be reversed depending on whether the change in input increases or decreases the value of V ∞ . For input changes that increase overall firing rate and push V ∞ to more depolarized levels, the ensemble rates will resemble the pattern for an increase in current, but the modulation will be reduced (Fig. 3A) . However, for input changes that increase overall firing rate yet decrease V ∞ to more hyperpolarized levels, the pattern of post-transient firing rates will be reversed with the peak rate occurring at the end rather than the beginning of the cycle (Fig. 3B ). To increase rates while reducing V ∞ requires the input to contain a large fraction of inhibitory input so that increase in firing is due to a large increase in membrane conductance which substantially reduces the membrane time constant. It is also clear from this analysis that a transient change in input could change V ∞ and τ in such a way that overall firing rate stays constant. Phase synchrony is still induced since these changes affect the shape of the equilibrium density (Fig. 3C ).
Sodium currents
An alternative strategy for reducing phase synchronization is for the intrinsic current term F(V) to be relatively constant over V. That way, a vertical translation of the dV dt line will approximate a vertical scaling. One way to counteract the negative slope in F(V) contributed by the leak current is to speed up the voltage as it approaches threshold. Natural candidates for such a mechanism are fast sodium currents, either the non-inactivating "persistent" sodium current or the transient current that contributes to spiking.
A common method for simplifying the dynamics of such fast currents is to assume that the activation state of the current is an instantaneous function of the voltage ψ(V), so that F(V ) = g l (V rest − V ) + ψ(V ). In a further simplification, Fourcaud-Trocme et al. (2003) have shown that near threshold, ψ(V) can be approximated by an exponential function, yielding the exponential integrate-and-fire (EIF) model. We will use ψ(V ) = g l T exp((V − V T )/ T ) with V T = V thresh = −50 mV and T = 3.5 mV. The EIF model differs from the standard LIF in that it does not include a fixed voltage that acts as spike threshold. The definition of V spike relies on the fact that as one follows the dynamics at more depolarized voltages, the exponential term comes to dominate and the voltage diverges to infinity in finite time. Setting V spike = ∞, the EIF model can be viewed as setting the spike time at the peak of a spike. Note that ψ(V) is defined so that the minimum value of F(V) occurs at V = V T . Therefore if one were start from rest and increase external current very slowly, the model will begin to fire when the current is sufficient to depolarize the cell to V T . In this limited sense, V T acts like a spike threshold. Figure 4 shows results from an EIF model in response to a step change in input that increases ISI rate from 20 to 40 Hz. The shape of the post-transition modulations in PSTH-rate differs significantly from the LIF model. In particular, the rate rises continuously after the current step, starting from the pre-transition rate and then rising to a peak. After reaching the peak there is a slow decrease in rate, followed by a sharp dip back to the original firing rate at the end of each cycle. To understand this shape, we focus on the voltage V T , where the voltage derivative reaches it's minimum. In analogy with the LIF model, trajectories in the EIF model accumulate near V T , not the spike voltage V spike = ∞. Thus, the peak firing rate comes from trajectories that were passing through V T at the time of the input step. As a result, the peak occurs after a delay equal to the time it takes to travel from V T to V spike .
The continuous rise to the peak rate and the sharp transition at the end of each cycle result from the nature of the voltage dynamics just before and after a spike (Fig. 2C) . As the voltage increases on its way to infinity, the exponential current comes to dominate and the ratio of voltage derivatives α approaches one, no matter what the value of the external current. From Eq. (11), the post-step firing rate is equal to r − ISI α(V 0 (t)). Since the firing rate just after the step is determined by voltages reached just before a spike, the firing rate after the step is approximately equal to r − ISI and rates are continuous at t = 0. Moreover, because the pattern of firing rates is periodic, the firing rate shows a "dip" to the pre-step firing rate r − ISI at the beginning of each cycle. Note that the phenomenon of a dip in ensemble firing rate back to the pretransition rate will be found in any model where (i) spiking dynamics play out over a finite period of time and (ii) spike shape is relatively invariant to changes in input. The apparent lack of a dip in the firing modulations in the LIF model is due the fact that spikes in this model are instantaneous. Figure 4C shows the firing rate modulations obtained from a LIF model with the same membrane parameters in Fig.  1 but where crossing threshold leads to an event in which the spike time is recorded 1.0 msec after crossing threshold, and voltage integration resumes at a hyperpolarized potential 1.5 msec later. Thus, inclusion of a slightly more realistic spike event to the LIF model restores two of the qualitative features of the post-transient response obtained from the EIF model: a delay between the time of the input transient to the peak firing rate and a dip in the rate back to the pre-transient firing rate at the end of each cycle. However, the sharp voltage threshold still manifests as an instantaneous increase in firing rate after the delay, as opposed to the more gradual increase from the EIF model.
After-spike potassium currents
We now return the focus to mechanisms that make the voltage derivative more uniform over subthreshold ranges of voltage. Our expectation was that slowing the voltage down as it leaves spike reset would have a similar effect as speeding up the voltage as it approaches threshold, and would also reduce the maximum firing rate after a step transient.
A candidate mechanism to cause such a slow down is the presence of potassium currents that linger after the spike. Action potentials activate a host of such currents, with activation time scales ranging from one or two milliseconds to several seconds. We focus here on currents that are slow enough to be active during a significant portion of an ISI, but are sufficiently fast to show significant decay from the beginning to the end of the ISI, such as the "mAHP" currents recorded in cortical and hippocampal neurons (e.g. Madison and Nicoll, l984) . In contrast to the fast sodium dynamics, these slower dynamics cannot easily be approximated as a function of voltage, requiring the consideration of a separate dynamic equation. Given these complications, we perform a rudimentary analysis within the framework of this paper, but do not pursue these models in detail. (For a more extensive exploration of related issues, see Gutkin et al., 2005.) We consider a highly simplified two variable model, where the first variable is the voltage V(t) and the second variable is a spike-triggered potassium conductance u(t). After each spike, u(t) is set to a fixed level u reset and then it decays exponentially with a time constant of τ u = 35 msec (Madison and Nicoll, l984;  
see Methods). For a fixed input current I, trajectories will follow a fixed path (u(t), V(t)).
Along that trajectory we can consider u to be an implicit function of the voltage, u(V (t)) = u(t), and calculate the voltage derivative as a function of V using Eq. (2). Following the analysis above, we can then calculate the voltage derivative ratio α as a function of V. By choosing appropriate parameters for the potassium current (u reset = 0.57 g l ), the ratio α can be made to be nearly constant (Fig. 2D) . However, calculating phase synchrony using simulations of the original two-dimensional model yields a peak rate of 74.6 Hz (see Methods for details), only a slight reduction from that of the LIF model (89.9 Hz). The reason for this can be understood if we consider what happens to trajectories that are approaching threshold when the input is increased. The change in input takes effect immediately, whereas the potassium dynamics remains unchanged until the cell fires a spike. Therefore, to estimate the peak in ensemble firing rate after the transition, we should consider the voltage derivative calculated using Eq. (2) with the post-transition value for the external current I, but with the pre-transition function u(V) (Fig. 2D, dotted line) . Indeed, the α ratio from this calculation equals 3.52, which is in relatively good agreement with the corresponding ratio calculated from the simulated rates, 74.6 Hz/20 Hz = 3.73.
Relationship to the phase response curve Several of the results presented here can be obtained by an alternative derivations based on the phase response curve (PRC; Brown et al., 2004a; Gutkin et al., 2005) . The PRC can be understood as the result of the following experiment. Suppose a neuron receives a constant level of current sufficient to cause a steady rate of firing. In addition to this constant current, small pulses of current are sporadically injected at different phases of the oscillation and the change in time t of the next spike relative to the base period is recorded. By convention, speeding up of spiking is usually assigned a positive value of t. A plot of how t depends on the phase of the oscillation at which the pulse is delivered is proportional to the PRC.
Translating this experiment to the generalized IF model in Eq. (1), we note that each pulse of current results in a small instantaneous depolarization of fixed magnitude V. The time to the next spike will be shortened by the time it normally takes to travel a distance V along the trajectory, or V / dV dt . Therefore, both the PRC and the equilibrium densityρ(V ) are inversely proportional to the derivative of the voltage. So for generalized IF models with no noise, the desynchronized density is equivalent to the PRC, the only difference being that the density is viewed as a function of voltage and the PRC is viewed as a function of phase.
Discussion
We have employed a probability density approach to understand the mechanisms contributing to phase synchronization in a class of generalized integrate-and-fire neurons subject to a step change in input. For the noiseless case, the time-course of post-transient ensemble firing rate depends on the ratio α(V) which measures the ratio of the voltage derivative before and after the change in input. In particular, step inputs induce phase synchrony to the degree that the ratio of derivatives α(V) is non-uniform across voltage. Because it is relatively easy to determine how various biological mechanisms affect the voltage derivative, this approach helps to clarify the range of factors contributing to transient-induced synchronization in these networks.
Subthreshold factors affecting synchronization
This paper considered four factors affecting phase syncrhonization. We focus here on subthreshold integration. A discussion of spiking follows in the next section.
The first factor considered is the magnitude of the external input current. When the input current is sufficiently large it dominates the voltage-dependent intrinsic currents. As a result, changes in the voltage derivative are relatively uniform across all voltages and these inputs induce a relatively small degree of phase synchrony.
Second, we examined rate changes induced by a step change in excitatory and inhibitory conductance. Such input changes affect spike rate by two separate mechanisms: by changing the membrane time constant and/or by changing the combined synaptic and intrinsic reversal potential, V ∞ . Inputs that only change the membrane time constant result in a uniform scaling of the voltage derivative and hence induce zero phase synchrony. For inputs that change the net reversal potential, the shift in this potential determines the relative timing of the increases and decreases in post-transient firing rate. If V ∞ shifts closer to threshold and yet firing rates increase, the pattern of phase synchrony will be opposite to that induced by shifting V ∞ to more depolarized levels (Fig. 3) . These results highlight the fact that the relative balance of excitation and inhibition has a strong influence on the shape of the equilibrium distribution for fixed levels of input, and hence will also have a strong influence on the synchronization properties of neurons subject to changing inputs.
Third, we looked at the influence of fast sodium currents by examining phase synchrony in the exponential integrate-and-fire (EIF) model. These currents served to increase the voltage derivative as trajectories approached the threshold voltage, thus partially counter-acting the buildup of trajectories near threshold seen in the LIF model. As a result, the peak firing rate after a step increase in current was reduced for the EIF model relative to the LIF model.
Finally, we considered the effect of adding spike-triggered potassium currents to the LIF model. By slowing down the voltage derivative after a spike, it was expected that these currents would reduce phase synchronization by making the voltage derivative more uniform as a function of voltage.
However, implementing these currents in an extended LIF model led to only a slight reduction in phase synchronization. The underlying reason is that changes in input current affect the voltage dynamics instantly, but potassium currents remain unaffected until after the next spike. It is unclear how this temporal mismatch may affect the dynamics for more complex situations than those studied here (e.g. see Gutkin et al., 2005) .
Separating "integrate" from "fire"
A defining feature of the IF class of models is the use of voltage thresholds and voltage reset to separate the "integrate" from the "fire." In particular, these mechanisms serve as simplified substitutes for the dynamics underlying the initiation and/or termination of action potentials. In relation to the analysis presented here, voltage reset introduces a discontinuity in the voltage derivative along trajectories which lead to sharp transitions in the post-step ensemble firing rate.
In the standard LIF model, subthreshold intrinsic currents are a simple linear function of voltage and spikes are instantaneous events triggered at a fixed voltage threshold. However, over the past decade, the notion of spike threshold has come under closer scrutiny. A commonly exploited analytical approach is the use of bifurcation theory to examine the loss of stability near the onset of spiking. The resulting normal form equations can be used as simplified neuron models that take into account the effect of voltage dependent intrinsic currents (e.g. Brown et al., 2004a; Ermentrout, 1996; Ermentrout and Kopell, 1986; Hoppensteadt and Izhikevich, 1997; Latham et al., 2000) . The strict applicability of these equations holds only in the limit of very low rates where the temporal behavior of the model is dominated by the dynamics of trajectories near the bifurcation. Like the LIF models, spikes are relegated to a fast event that separates periods of voltage integration. However, many neurons fire at rates where the strong spiking currents are likely to be important during a significant portion of an interspike interval and may play an important role in determining a neuron's reaction to changes in external input (e.g. Figs. 4B and C) . For example, a 2.5 msec spiking event takes up 10% of the period for a neuron firing at 40 Hz.
The EIF model (Fourcaud-Trocme et al., 2003) can be seen as an attempt to more realistically model the transition from integration to spiking within the context of the one-dimensional IF framework. The transition from spiking back to integrating is still handled using a threshold and reset mechanism. Given that the mechanisms contributing spike repolarization are slow relative to the voltage dynamics, constructing ensemble dynamics that more realistically model the transitions between integrating and firing in both directions may require the extension of population density techniques to two-dimensional dynamic models (see Gerstner and Kistler, 2002) for references to classical 2D models; see Izhikevich, 2003 for a simple 2D IF-like model).
Relation to phase methods
When studying the factors affecting synchrony within ensembles of neural oscillators, it is common to separate issues of phase and frequency by studying perturbations around a fixed base frequency (e.g. Brown et al., 2004a; Ermentrout 1996; Gutkin et al., 2005; Hansel et al., 1995; Hoppensteadt and Izhikevich, 1997 and references therein) . By changing variables, one is often able to write the dynamics as dθ/dt = ω + f (θ ) where θ is the phase of the unperturbed system, ω its angular velocity, and f (θ ) represents a small perturbation. Although this approach simplifies many types of analysis, the underlying biological parameters can get obscured during the change of variables. Moreover, because a different change of variables is generally needed for each base frequency, it can be difficult to understand system behavior over a range of frequencies. The approach taken in this paper has the advantage of relying on a single, biologically interpretable coordinate system. This perspective makes it clear that phase synchronization depends on the relative magnitude of the distribution of states driven by past input and the equilibrium distribution corresponding to the current level of input. Moreover, because the state space is readily interpretable, understanding how physiologically relevant changes will affect the dynamics is relatively straightforward.
A key element of many phase-based analyses is the phase response curve or PRC, representing how a perturbation at a given point in time affects the time of the next spike. From the perspective of a fixed underlying coordinate system, there are two separable factors that contribute to the PRC. First, one must determine how sensitive the underlying state is to perturbations at various points along the limit cycle. Second, one must determine how that state perturbation is translated into a perturbation in time. For the class of models analyzed in this paper, calculating both factors is straightforward. A small perturbing current moves the voltage by a fixed amount, and the effect of that perturbation on the time of the next spike is inversely proportional to the voltage derivative at that point. Given that the first factor is not state dependent and that the equilibrium density is also inversely proportional to the voltage derivative, in these models the PRC and the equilibrium density are proportional. In more general models, two factors may intervene to cause the PRC and equilibrium density to differ. First, the addition of noise will add a diffusive component to the equilibrium density and will complicate the relationship between the density and voltage derivative. Second, the magnitude of perturbations in the underlying state space may be state dependent.
Limitations and extensions
The analysis presented here relies heavily on using membrane voltage as a fixed coordinate system to analyze the dynamics across levels of external input. In generalized IF oscillators a fixed state space is guaranteed by the reset mechanism that returns the voltage to the same value after each spike. However, voltage reset is simply a convenient simplification and masks a range of dynamic phenomena that contribute to the hyperpolarization ending a spike and the voltage integration that follows. Since many of these mechanisms are likely to be affected by the level of external input, extending the approach taken in this paper to more realistic models will require an examination of how the changes in external input affect the structure of the underlying state space.
To facilitate our analysis, we have assumed piece-wise constant inputs and no noise. This "freezes" the effect of a step change in input into a pattern of phase synchrony that persists indefinitely in time. The consideration of noisy, timevarying inputs introduces a number of complications. However, our analysis suggests one possible approach: view the ensemble density at a given time as the product of the equilibrium density for the current input and a phase-synchrony ratio α(V) representing the relative magnitude of the actual and equilibrium densities. Given this parsing of the probability density, the full dynamics of the system is governed by three basic mechanisms. First, changes in the input will result in a multiplication of the α ratio by a factor that depends on the change in the equilibrium distributions that correspond to the changing input. This is the "engine" that drives phase synchronization. Second, the α ratio will be subject to the underlying oscillatory dynamics in the system and will "follow" trajectories of the system, i.e. with constant input and no noise, α(V (t)) = α(V (t )) where V(t) and V(t ) lie along a single trajectory. Finally, noise introduced into the system adds a diffusive component to the α ratio, so that α has a tendency to decay toward a uniform value of one, reducing phase synchrony in the system (Knight, 1972) . It is the interaction between these factors that will determine the dynamic response of the system to complex inputs.
