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Abstract 
In this paper, we proposed a heterogeneous clustering of sensor network in which different types of sensors exist that 
report to different sinks. This heterogeneous clustering approach has its own security measures in which only 
registered devices in the IP-DNS can be part of the heterogeneous clustering network and can set up communication 
channel with the sink or with any other device. We have also proposed a dynamic hierarchical clustering scheme in 
which certain number of sensor nodes that locates in specific area will be grouped as cluster and nominate a cluster 
head of their own. We have proposed two cluster head selection criteria. The fist one is edge sensors in which sensors 
that are closer to other clusters will be selected as cluster head whereas the second select the cluster head that has the 
minimum average hop distance to other sensors. We have seen that the second selection criteria leads to shorter path 
as the cluster heads are in the middle of cluster and closer to other nodes. We have compared our proposed 
architecture with other well known on demand  routing protocol named as AODV and we have seen that our 
approach perform way better in terms of delay. Our approach can allow the usage of proactive protocols at each 
routing level and still have limited size of routing table at each node. The only trade off is that our approach has 
slightly longer path length compared to AODV . Furthermore, we proposed a hierarchical routing scheme in which 
sensor networks at each routing level is grouped and exchange routing information among themselves avoiding 
flooding the network with control over head messages.     
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1. Introduction
Normally, wireless sensor networks are composed of a large number of sensor nodes; communicate with 
each other through wireless transmission [1]. Sensor networks now a days are used in so many 
applications such as military applications, health, control home devices and many other felids. Most of 
sensor applications assume a large number of sensor networks that are of the same type which is not 
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always the case. The future application of sensor networks forecast different environment of sensor 
networks, in future applications we expect to see different types of sensors each has different purpose and 
report to a different sink. For example, we will see a heat detector sensor will repot to the AC control 
panel where as smoke detector will be reporting to the fire panel. The same for motion detector will be 
report to a different panel. This heterogeneous environment expecting different sensor types that report to 
different sinks. Most sensor networks assume that sensors are only to report information such as heat, 
smoke, water level or motion but no assumption is made that sensors can be receive commands and acts 
based on them. For example, a motion detector will report to the burglar panel and this panel will pass 
another command to another sensor which will set the siren on when motion has been detected in one 
zone. In other words, we assume a network of heterogeneous clusters [2], in which sensors report to 
different sinks and the sinks give commands to other sensors to start or trigger the required device.  
2. System Architecture  
Before we start talking about the system details we will present the overall picture of the proposed 
system. We assume an environment in which heterogeneous devices exist. Different types of sensors that 
reports to different sinks. This requires a well planned architecture that supports this heterogeneous 
environment.  Our system can be described as a cloud in which any node can communicate to any other 
node. To achieve this, this system is capable of doing the following two things: 1) dynamic clustering [3]  
and 2) hierarchical routing [4]. What follows will be a description of the following two requirements. 
2.1. Dynamic Clustering 
    We assume that sensors can move and hence dynamic clustering is done every time a cluster head 
detects a new sensors that join its cluster. Before we explain the clustering process it is worth to mention 
that cluster head selection could be any of the following criteria: 1) based on the node degree, 2) nodes 
that has lowest ID, 3) nodes that has the maximum power, 4) nodes that have minimum hop average to all 
other nodes, 5) nodes that are closer to other clusters. We assume that each sensor is equipped with GPS 
antenna. Therefore, nodes are aware of their location, so, based on the GPS information all nodes located 
in a given area will form a cluster and a full function device nominate itself as cluster head.  
2.2. Hierarchical  Routing 
So far, we have described the overall system and the clustering mechanism but we have not show how 
hierarchical routing is being done. In this section, we will describe the routing mechanism, furthermore 
we will describe the necessary information that should be kept at each node to ensure connectivity of all 
nodes of the cloud and allow communications among sensor to sensor, sensor to sink and sink to sensor. 
We assume that all nodes use IPv6 with the option field [5]. Existing wireless routing schemes can be 
classified into three categories: (a) proactive [6] (b) reactive or on demand [7,8] (c) Hybrid [9]. 
Wireless sensor network usually consist of large number of sensors, in our simulation we consider a 
network of 256 sensor. Furthermore, we assume any sensor is capable to communicate to any other sensor 
through a sink or directly if they are located in the same cluster. In such environment, to use a proactive 
protocol is impossible because each sensor needs to have a routing table for the entire nodes in the 
network which is not feasible for a sensor node that has limited memory and limited CPU resources. On 
the other hand, using an on demand routing protocol such as AODV is not feasible too since a route has to 
be entirely discovered prior to the actual data transmission, the initial search latency may degrade the 
performance of interactive applications, moreover, it is impossible to know in advance the quality of the 
path in terms of bandwidth and delay prior to call setup. Hence hierarchical routing is proposed as a 
solution for scalability to ensure the connectivity among these heterogeneous sensors. We assume that 
any proactive protocol can be working at each level to ensure reachabilty information among the sensors 
of that level. To simplify our mission in explaining the hierarchical routing, we will consider the 
following example shown in figure 1.  
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Figure 1. Hierarchical Routing 
  
Figure 2. Upstream Routing Tables  
 
We assume that the light sensor will communicate with the light switch shown in figure 1. First thing, 
light sensor will obtain the IP address of the sink. It could be any sink, in our example we assume it is 
sink number 2. So, the light sensor gets the IP address of sink number 2, it will mask the IP address and 
find out it is not located in its cluster, therefore, it will pass the packet to cluster head of level one. The IP 
address of the cluster head is 2-2-0. Cluster head mask the IP address and realize that it is not located 
within its cluster and hence, since it is the same node of cluster head level two. It passes it to cluster head 
of level two which is it 2-0-0. Cluster head level two mask the IP address and realize that it is not within 
its cluster, and hence since it is also the cluster head of level three it can pass it to the right sink. Now the 
sink realize that it is a command to turn the switch on for light. Again, it will obtain the IP address of the 
light switch and pass it to the cluster head of level three that has the following IP address 1-0-0, this node 
mask the IP address and realize that the sensor is located somewhere in its hierarchical structure. Since 
node 1-0-0 is also the cluster head of level two, it will mask the IP address again and realize that it is 
located with cluster head 1-1-0. Therefore, this cluster head again mask the IP address and realize it is 
intended to the switch, and hence it will pass it to the switch.  We have to mention that these sensors get 
their IP addresses through domain name system (DNS). 
Up till this moment, we have described the hierarchical routing but we have not clarified the type and the 
amount of information that is kept in each node for routing purposes. In our previous example, we have 
shown that there are upstream packet forwarding and downstream forwarding. Therefore, there should be 
a routing table for upstream forwarding and another table for downstream forwarding. First we will 
consider the upstream forwarding routing table.  
Figure 2 shows the routing tables that should be at each node for reliable delivery of data for upstream 
forwarding. It is important to focus on the fact that whatever data is kept at each sensor it is way less than 
what a normal network would have without clustering.  Figure 2 shows a network of sensors of 4 clusters, 
namely, cluster (A, B, C, D), cluster (E, F, G, H), cluster (I, J, K, L) and finally cluster (O, M, N, P). Each 
of these clusters has a cluster head namely C, E, O and I.  
Figure 2 shows the routing table of sensor B. The first table shows the entry of level one routing table, 
so it provide the routes to all nodes within its cluster, table one shows the next hop for all destinations in 
cluster (A, B, C, D). Whereas level 2 table shows the next hop to the cluster head which is node C. We 
assume all nodes uses IPv6. IPv6 has an option field in which this field can be set for different values to 
allow intermediate sensor nodes to distinguish among packets that are intended for level three, level two 
or level one.  Finally, table 3 shows the routing table three for node B. This routing table is used to allow 
node B to forward traffic to reach cluster head of level three which is node I. The whole path to reach 
node I is B, A, G, I.     
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On the other hand, for downstream data forwarding, each sensor node will have two other small tables. 
One is for level three and the other is for level two. Figure 3 shows the routing table for sensor “A” shown 
in figure 2. We can see that Level 3 is not needed here as sensor A is not on the path for level three cluster 
head. However, sensor A is located on the path needed to reach level two cluster head. Level two table 
shows the next hop needed to reach cluster head of level two, namely, O, E and I as shown in figure 2. 
   
Figure 3. Down Stream Routing Table 
 
Figure 4. Grid Network 
Figure 3 shows the downstream routing table of sensor Q shown in figure 4. It is clear that sensor Q does 
not need to keep any information about level two because of its location. However, figure 3 shows that 
sensor Q has three entries for level three downstream routing table, it shows the next hop that leads to 
cluster head of level three which are the following nodes D, G, and L. It is worth to mention that, these 
routing tables at each sensors will be set up during clustering mechanism. There is no need for level one 
downstream as the upstream routing table of level one can be used. 
3. Protocol Analysis  
To evaluate our protocol in terms of delay, we will consider an example in which two different protocols 
will set a communication channel with a given destination. We will compare both our hierarchical routing 
scheme and AODV in terms of delay. To simplify our comparison, we will consider the following 
example shown in figure 4. Figure 4 shows a network of clusters in which cluster head are being selected 
in different ways. For our hierarchical approach we consider sensor X will establish a channel with sensor 
Y. Whereas for AODV we consider node D communicate with node W. For delay analysis, we will 
consider the worst scenario. Let us first start with the AODV protocol. AODV set a path to node M and 
back to W. So the total hop count is 3x(n+n-2) + 3x(n+n-2-1). If we assume the distance between any two 
sensor nodes is d meters and the speed of microwave in space is Ȗ. The overall delay for AODV to set a 
path and communicate the data is shown in equation 1.  
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For our approach, the worst scenario in which sensor X will communicate with sensor Y, of course 
through the sink M. In this scenario, we assume that the clustering has been done in advance and the flow 
of data start right away. Therefore, the first step will be is that sensor X start sending data to Cluster head 
B, the number of hop count for this (k+k-2) where k is the size of cluster B. The second step is that cluster 
head “sensor B” will start communicating with cluster head of level two which is node D. The number of 
hops are r+r-2, where r is the size of cluster level two. And finally, cluster head of level two will 
communicate with cluster head of level three which is the sink. The total hop count for this session is 
n+n-2 where n is the size of the network. Therefore, the over whole hop count from sensor X to sink M 
and back to sensor G can be described in equation 2. 
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Figure 5. Delay Analysis 
 
 
Figure 6. Path length using edge sensor clustering method 
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If we assume the distance among the sensors is 25 meter, and the speed of the microwave in the space Ȗ is 
299,792,458m/s, the delay can be represented as shown in figure 5. We can see that the delay of AODV is 
almost twice the delay of our hierarchical approach.  
4. Simulations 
To evaluate our dynamic clustering and hierarchical routing architecture, we have used a gird 
network. We have used different sizes. We evaluate out structure with respect to On demand routing 
protocol as we believe proactive protocols cannot scale up as they have to have entries for all nodes in the 
sensor network. Therefore, we compared our scheme to an on demand routing protocol known as AODV. 
This protocol discovers the route based on incoming demands. The simulation was built in Java. The 
traffic at each node follows a Poisson distribution with an arrival rate of Ȝ= 10 calls/s while the average 
service time is exponentially distributed with a mean of 1s. The number of available IP addresses is 
exactly as the number of nodes available in the network. And the simulation time is for 6 minutes. We 
have run the simulation for different network size as it is seen in the results. Figure 6 shows the average 
path using both AODV and our hierarchical routing approach. In this figure, the cluster head selection is 
for those who are considered edge sensors that are closer to other clusters. We can see that our approach 
has a little bit longer average path than the AODV. The reason for this AODV takes the shortest path 
between the source and the sink and the same way back from the sink to the source. On the other hand, 
our approach has to follow cluster heads along the path which lead to a slightly longer path than AODV. 
Figure 7 shows the average path length for both AODV protocol and the hierarchical routing. The cluster 
head selection in this graph follows the minimum average hop to all other nodes. It is clear that AODV 
had slightly better results than the hierarchical routing for the same reason explained in figure 6.   
In order to evaluate the success of edge sensor selection as cluster head with respect to the minimum 
hop average selection, we define a comparison metric, İ ratio which is shown in Eq.3. According to the 
equation, İ ratio denotes the ratio of the difference between the edge sensor selection as cluster head 
(ĮEdge) with respect to the minimum hop average selection as cluster head (ĮAverage) divided by the 
minimum hop average selection as cluster head. Thus, İ ratio is larger as the path length of the edge 
sensor selection as cluster head decreases and hence, the enhancement in path length compared to the 
minimum hop average selection as cluster head approach gets better. 
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Figure 7. Path length using hop average clustering method 
 
Figure 8. Improvement Ratio 
 
 
 
 
 
                               (3)   
Figure 8 shows the performance of the minimum hop average selection as cluster head method in terms of 
İ ratio. As seen in the figure, it is clear that the minimum hop average selection as cluster head has 
improved for both AODV and hierarchical routing.  
5. Conclusion 
In this article, we have presented a heterogeneous clustering of sensor network in which different sensor 
devices report to different sinks, this heterogeneous network also allows secured communication among 
these devices by allowing registered device to communicate and join the network through an IP-DNS. We 
have proposed dynamic clustering and hierarchical routing in which nodes are grouped in clusters and 
clusters are grouped through hierarchical routing. We have proposed two clustering schemes the first one 
select edge sensors that are closer to other clusters as cluster heads whereas the second select the sensor 
that has the minimum hop average to other nodes. We compared these two selection criteria and found 
that the second one leads to shorter path for both AODV and our  proposed hierarchical routing.  More 
importantly, our hierarchical routing approach allows the use of proactive protocols at each routing level 
in which the nodes of each level are connected together. We have compared our proposal with a well 
known on demand protocol known as AODV, we have seen that our proposed performed way better in 
terms of delay. The only trade off is that our approach has slightly longer path than the AODV.  
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