Gaussian process (GP) priors are non-parametric generative models with appealing modelling properties for Bayesian inference: they can model non-linear relationships through noisy observations, have closed-form expressions for training and inference, and are governed by interpretable hyperparameters. However, GP models rely on Gaussianity, an assumption that does not hold in several real-world scenarios, e.g., when observations are bounded or have extreme-value dependencies, a natural phenomenon in physics, finance and social sciences. Although beyond-Gaussian stochastic processes have caught the attention of the GP community, a principled definition and rigorous treatment is still lacking. In this regard, we propose a methodology to construct stochastic processes, which include GPs, warped GPs, Student-t processes and several others under a single unified approach. We also provide formulas and algorithms for training and inference of the proposed models in the regression problem. Our approach is inspired by layers-based models, where each proposed layer changes a specific property over the generated stochastic process. That, in turn, allows us to push-forward a standard Gaussian white noise prior towards other more expressive stochastic processes, for which marginals and copulas need not be Gaussian, while retaining the appealing properties of GPs. We validate the proposed model through experiments with real-world data.
Introduction
In machine learning, the Bayesian approach is distinguished since it assumes a priori distribution over the possible models. As we obtain data (a.k.a observations), the Bayes rule allows us to trace the most plausible models that explain the data. For regression tasks, the Bayesian approach allows us to consider the Gaussian process as a prior over functions, which have analytical expressions and algorithms for training and inference. The main reason for its widespread use is the same as its limitation. Gaussianity assumption generates simplicity in its formulation, but in turn, causes a limited expressiveness (e.g. it fails to model a bounded domain on data). Some authors have defined other models much more expressive than GPs [61] , providing methods and approximation techniques, since their exact inference is intractable [24] . Our primary motivation is to extend the Gaussian process methods to other stochastic processes that are more accurate in their assumptions concerning the modelled data, maintaining the elegance and interpretability of its elements.
In the literature we can find some works that address this problem, obtaining exciting and practical results. One of the first advances in this topic was the model known as the warped Gaussian process (WGP) [51] , which is based on applying a non-linear parametric transformation to the data, so that the transformed data can be modelled with a GP in a better way than the original data. Following this idea, the model known as Bayesian warped Gaussian process (BWGP) [26] is introduced, in which a non-parametric version of the non-linear transformation is proposed. Furthermore, the interpretation is reversed: instead of transforming the data, the Gaussian process is, i.e. the result is a push-forward measure. However, analytical inference in the BWGP model is intractable, so the author gives a variational lower bound for training, and an integral formula for the one-dimensional predictive marginal, with explicit expressions for their mean and variance only.
Another related model is the deep Gaussian process (DGP) [8] , which has been proposed primarily as a hierarchical extension of the Bayesian Gaussian process latent variable model (GP-LVM) [57] , which, in turn, is a deep belief network based on Gaussian process mappings, and it focuses initially on unsupervised problems (unobserved hidden 2 Background
where t i ∈ T ⊆ R T , T ∈ N and x i ∈ X ⊆ R for i = 1, . . . , n the regression problem aims to find the best predictor f : T → X , such that f (t i ) is close to x i , where the terms best and close are given by the chosen criterion of optimality. In several fields, such as finance, physics and engineering, we can find settings where the observations are indexed by time or space and convey some hidden dependence structure that we aim to discover. A Bayesian non-parametric solution to this regression problem are the Gaussian processes [35] , also know as kriging [53, 5] . Definition 1. A stochastic process f = {x t } t∈T is a Gaussian process (GP) with mean function m(·) and covariance kernel k(·, ·), denoted by f ∼ GP (m, k), if, for any finite collection of points in their domain t = [t 1 , . . . , t n ] ∈ T n , the distribution η t of the vector 1 x := f (t) = [x t1 , . . . , x tn ] ∈ X n follows a multivariate Gaussian distribution with mean vector µ x = [m(t 1 ), . . . , m(t n )] and covariance matrix [Σ xx ] ij = k(t i , t j ), i.e. η t = N n (µ x , Σ xx ).
For a distribution η t that depends on parameters θ 2 , we denote the evaluation of their density function at x as η t (x|θ). Thus, given observations (t, x), learning is equivalent to inferring m(·) and k(·, ·), finitely-parameterised by θ = (θ k , θ m ) ∈ R p . This is achieved by minimising the negative logarithm of the marginal likelihood 3 (NLL), given by − log η t (x|θ) = n 2 log(2π)
Performing prediction on new inputst rests on inferencex given observations x, given by the posterior distribution of which is also Gaussian and has distribution ηt |t = N µx |x , Σx |x where µx |x = µx + Σx x Σ −1 xx (x − µ x ) and Σx |x = Σxx − Σx x Σ −1 xx Σ xx are referred to as the conditional mean and variance respectively.
The Gaussian assumption
Both the meaningfulness and the limitations of the GP approach stem from a common underlying assumption: Gaussian data. For instance, under the presence of strictly-positive observations, e.g. prices of a currency or the streamflow of a river, assuming Gaussianity is a mistake, since the Gaussian distribution is supported on the entire real line. A standard practice in this case is to transform the observed data y ∈ Y N via a non-linear differentiable bijection ϕ : Y → X such that x = Φ(y) = [ϕ(y 1 ), ..., ϕ(y N )] is "more Gaussian" and thus can be modeled as a GP. A common choice for such a map is ϕ(y) = log(y), where the implicit assumption is that the observed process has log-normal marginals and, in particular, positive values. This generative model, named warped Gaussian process (WGP) [51] , has a closed-form expression for the density of y, thanks to the change of variables formula [19] , enunciated below: Theorem 1. Let x ∈ X ⊆ R n be a random vector with a probability density function given by p x (x), and let y ∈ Y ⊆ R n be a random vector such that Φ (y) = x, where the function Φ : Y → X is bijective of class C 1 and |∇Φ (y)| > 0, ∀y ∈ Y. Then, the probability density function p y (·) induced in Y is given by p y (y) = p x (Φ (y)) |∇Φ (y)|, where ∇Φ (·) denotes the Jacobian of Φ (·), and | · | denotes the determinant operator.
The warped GP is a well-defined stochastic process since the transformation Φ (the transport map) is diagonal (i.e. defined in a coordinate-wise manner Φ(y) i = ϕ(x i )), so the induced distributions satisfy the conditions of the Kolmogorov's consistency theorem [55] . On section 3 we will define and study this consistency property in detail.
The dependence structure
Warped GPs define non-Gaussian models with appealing mathematical properties akin to GPs, such as having closedform expressions for inference and learning. However, they inherit an unwanted Gaussian drawback: the dependence structure in this class of processes remains purely Gaussian. To understand the implications of this issue, we need to formalise the concept of dependence and some essential related results. Let us fix some notation and conventions.
Given a multivariate distribution η, we denote its cumulative distribution function by F η (·). As long as there is no ambiguity, the cumulative distribution function of their i-th marginal distribution η i is denoted as F i (x) := F ηi (x), as well as its right-continuous quantile function, Q i (u) := F −1 i (u) = inf{x|F i (x) ≥ u}. If a multivariate cumulative distribution function C has uniform univariate marginals, that is, C i (u) = max(0, u ∧ 1) for i = 1, ..., n, then we say that C is a copula. The next result, known as Sklar's theorem [49] , shows that any distribution has a related copula. Theorem 2. Given a multivariate distribution η, there exists a copula C such that F η (x 1 , ..., x n ) = C(F 1 (x 1 ), ..., F n (x n )). If the F i are continuous, for i = 1, ..., n, then the copula is unique and given by C η (u 1 , ..., u n ) = F η (F −1 1 (u 1 ), ..., F −1 n (u n )).
If η is a Gaussian distribution, its unique copula has a density determined entirely by its correlation matrix R, and it is given by
with F s the standard normal cumulative distribution function. Note that if their coordinates are uncorrelated, then C η coincides with the independence copula.
The devil is in the tails
For Gaussian models, correlation and dependence are equivalent; however, beyond the realm of Gaussianity, this is not the case. In the general case, dependence between variables is more complex than just correlation, highlighting an extreme value theory concept: tail dependence [4] . Some variables can be uncorrelated but can show dependence on extreme deviations, as exhibited in financial crises or natural disasters. Unfortunately, as outlined below, the Gaussian copula is not suitable for these kinds of structural dependences.
The coefficients of lower and upper tail dependence between two variables x 1 and x 2 are defined as [44] . These coefficients provide asymptotic measures of the dependence in the tails (extreme values), which are isolates of their marginals distributions. For independent continuous r.v. we have that λ l = λ u = 0, whereas for variables with correlation ρ = 1 we have that λ l = λ u = 1. For Gaussian distributions, however, the result is surprising: for ρ < 1 we have that λ l = λ u = 0.
The above result implies that Gaussian variables are asymptotically independent, meaning that the Gaussian assumption does not allow for modelling extreme values dependence. This inability, inherited by any diagonal transformation such as Φ aforementioned, can result in misleading calculations of probabilities over extreme cases. This issue was observed mainly in the 2008 subprime crisis, where the Gaussian dependence structure is pointed out as one of the leading causes, thus evidencing that the devil is in the tails [12] . Constructing stochastic processes that account for tail dependence is challenging since, in general, distributions satisfying the consistency conditions are scarce.
Transport Process
While the measure-theoretic approach to stochastic processes starts with a probability space, in machine learning the starting point is a collection of finite-dimensional distributions. The well-know Kolmogorov's consistency theorem [55] guarantees that a suitably consistent collection of these distributions F = {η t1,...,tn |t 1 , ..., t n ∈ T , n ∈ N} will define a stochastic process f = {x t } t∈T , with finite-dimensional laws F. By abuse of notation, their law is denoted as η. Denoting by F t1,...,tn (x 1 , ..., x n ) the cumulative distribution function of η t1,...,tn , the consistency conditions over F are:
1. Permutation condition: F t1,...,tn (x 1 , ..., x n ) = F t τ (1) ,...,t τ (n) x τ (1) , ..., x τ (n) for all t 1 , ..., t n ∈ T , all x 1 , ..., x n ∈ X and any n-permutation τ .
2. Marginalisation condition: F t1,...,tn+m (x 1 , ..., x n , +∞, ..., +∞) = F t1,...,tn (x 1 , ..., x n ) for all t 1 , ..., t n+m ∈ T and all x 1 , ..., x n ∈ X .
The main idea that we develop in this paper is, for a given and fixed reference stochastic process f , push-forwarding 4 each of its finite-dimensional laws η t ∈ F by some measurable maps T t ∈ T 5 , to generate a new set of finitedimensional distributionsF and thus a stochastic process. The main difficulty of this approach is that, in general,F can be inconsistent, in the sense that it can violate some consistency conditions; however, it is possible to choose the maps that induce a consistent set of finite-dimensional laws and therefore a stochastic process.
The following definition is one of our main contributions as it allows us to construct non-Gaussian processes as non-parametric regression models.
Definition 2. Let T = {T t : X n → Y n ⊆ R n |t ∈ T n , n ∈ N} be a collection of measurable maps and f = {x t } t∈T a stochastic process with law η. We say that T is a f -transport if the push-forward finite-dimensional distributionŝ F = {π t := T t #η t |t ∈ T n , n ∈ N} are consistent and define a stochastic process g = {y t } t∈T with law π. In this case we say that the maps T t are f -consistent, and that T (f ) := g is a transport process (TP) with law denoted as T #η := π.
The main idea of the previous definition is to start from a simple stochastic process, one that is easy to simulate, and then to generate another stochastic process that is more complex and more expressive. Since our purpose is to model data through their finite-dimensional laws, our definition implies a correspondence between the laws of the reference process and those of the objective process; for this reason, it is important that the mappings retain the size of the distributions and the respective indexes.
It is straightforward that are many collection of measurable maps that are inconsistent, even in some simple cases. For example, consider the swap maps given by T 1 (x 1 ) = x 1 , T 12 (x 1 , x 2 ) = (x 2 , x 1 ) and so on. If f is a heteroscedastic Gaussian process, then we have
. The push-forward distributions are given by G 1 (y 1 ) = N 1 (x 1 |0, σ 2 1 ) and G 12 (y 1 , y 2 ) = N 2 (y 1 , y 2 )|0,
To be able to use transport processes as regression models, we must be able to define a finitely-parameterised transport T θ with θ ∈ Θ ⊂ R d , where the finite-dimensional maps (T θ ) t are consistent and invertible. For example, given
For simplicity, if there is no ambiguity, we will denote (T θ ) t as T t . In the next sections, we will show more sophisticated examples of finitely-parameterised transports T θ , so in what follows we concentrate on explaining the general approach of using TP as regression models.
Learning transport process
As in the GP approach, given observations, the learning task corresponds to finding the best transport T θ , determined by the parameters θ that minimises the negative logarithm of their marginal likelihood (NLL), given below. Proposition 1. Let g = T θ (f ) be a transport process with law π = T θ #η, where η has finite-dimensional distributions with density denoted η t . Given observations (t, y), if the map T t is invertible on y (for simplicity we denote T −1 t as S t ) and differentiable on x = S t (y), its NLL is given by
The first equality is due to the change of variables formula [19] . For the second identity, via the inverse function theorem [42] we have that ∇S t (y) = ∇T t (x) −1 , and by the determinant of the inverse property [33] we
To calculate eq. (2) we need to be able to compute the log-density of η t , the inverse S t , and the gradient ∇T t (or ∇S t ).
It is important to note that the reference process is fixed and the trainable object corresponds to transport. In other words, following the principle known as reparametrisation trick [23] , the model is defined so that random sources have no parameters, so that optimization algorithms can be applied over deterministic parametric functions. Akin to the GP approach, the NLL for transport process (eq. (2)) follows an elegant interpretation of how to avoid overfitting:
• The first term − log η t (S t (y)) is the goodness of fit score between the model and the data, privileging those θ that make S t (y) to be close to the mode of η t . E.g., if η t is a standard Gaussian, this term (omitting a constant) is 1 2 S t (y) 2 2 , and with enough observations it results in overfitting: S t is the null function. • On the other hand, the second term − log |∇(S t (y)| is the model complexity penalty, and it prioritises those θ that make |∇S t (y)| to be large, i.e. S t has large deviations around y, thus avoiding the null function and, in turn, the overfitting. Note that a valid map satisfies |∇S t (y)| > 0.
Inference with transport process
Once the transport T θ is trained, via minimising the NLL, inference is performed via calculating the posterior distribution of (t,ȳ) given observations (t, y) under the law π: for any inputst we compute the posterior distributions πt |t (·|y). As our goal is to generate stochastic processes more expressive than GPs, the mean and variance are not sufficient to compute (e.g. we need expectations associated with extreme values). For this reason, our approach is based on generating efficiently independent samples from πt |t , to then perform calculations via Monte Carlo methods [41] .
Since we assume that we can easily obtain samples from ηt (and ηt |t if necessary), we will show how to use these samples and the transport T θ to efficiently generate samples from πt |t . The principle behind this idea is that if πt |t = ϕ#ηt and x ∼ ηt then ϕ(x) ∼ πt |t . In cases where this principle can not be applied, we can alternatively obtain samples using methods based on MCMC, which need to be able to evaluate the density of the posterior distribution.
Marginal Transport
In this section, we present a family of transports named marginal transports, given that they can change the marginals distributions of a stochastic process, extending in this way the mean function from GPs, as well as the warping function from WGPs, including the model CWGP presented previously on Chapter ??. We prove their consistency, deliver the formulas for training, and give a general method to sampling.
for all t ∈ T , then we said that T is a increasing marginal transport.
A marginal transport is defined in a coordinate-wise manner via the function h. For example, given a location function m : I → X , then h(t, x) = m(t) + x induces a marginal transport T h such that if η = GP(0, k) then T h #η = GP(m, k). As T h determinates the mean on the induced stochastic process, usual choices for m are elementary functions like polynomial, exponential, trigonometric and additive/multiplicative combinations.
However, this family of transports is more expressive than just determining the mean, being able to define higher moments such as variance, skewness and kurtosis. This expressiveness can be achieved, beside the location function m, by considering a warping ϕ : Y → X to define the transport T h induced by the composite function h(t, x) = ϕ −1 (m(t) + x), such that if η = GP(0, k) then we have that T h #η = WGP(ϕ, m, k). The most common warping functions are affine, logarithm, Box-Cox [38] , and sinh-arcsinh [20] , which can be composed to generate more expressive warpings. This layers-based model, named compositionally WGP, has been thoroughly studied in previous works [38, 39] . However, the expressiveness of marginal transport is more general since the warping function can change across the coordinates.
Consistency of the marginal transport
Marginal transports are well-defined with a GP reference, in the sense that it always defines a set of consistent finitedimensional distributions, and thus it induces a stochastic process. The following proposition shows that this family of transports is compatible with any stochastic process, a property which we refer to as universally consistent.
Proposition 2. Given any stochastic process f = {x t } t∈T and any increasing marginal transport T , then T is an f -transport.
Proof. Given η t ∈ F a finite-dimensional distribution, the transported cumulative distribution function is given by
Given an n-permutation τ , we denote
, satisfying the conditions. Remark 1. In general we will assume that marginal transports are increasing, due to for any fixed stochastic process f and any marginal transport T , exist an increasing marginal transport T h such that T #f and T h #f have the same distributions (i.e. all their finite-dimensional distributions agree [47] ). The increasing function h is defined via the unique monotone transport maps from η t to π t given by h(t, x) = F −1 πt (F ηt (x)) for each t ∈ T [6] .
Marginal transports T h satisfy straightforwardly the consistency condition since there are coordinate-wise maps. This diagonality is an appealing mathematical property, but it has a high cost: the transport process inherits the same copula from the reference process. This fact implies that independent marginals, such as white noise, remain independent with the marginal transport. The following proposition shows the benefits and limitations of diagonality [60] .
Proposition 3. Let f = {x t } t∈T be a stochastic process with marginal cumulative distribution functions F t for t ∈ T , and copula process C. Given any sequence of cumulative distribution functions {G t } t∈I , the function
#f is a transport process with marginals G t and copula process C.
Thus, f and g have the same copula.
Learning of the marginal transport
For learning we have to calculate the NLL given by eq. (2). The inverse map is given by S t (y) i = h −1 (t i , y i ) = x i and the model complexity penalty is given by
and log |∇S t (y)| = i log ϕ (yi) σ(ti) .
Inference with marginal transport
For inference on new inputst, the posterior distribution πt |t (·|y) is the push-forward of ηt |t (·|S t (y)) by Tt, so if x ∼ ηt |t (·|S t (y)) thenȳ = Tt(x) ∼ πt |t (ȳ|y). Note that the probability of a set E under the density of π t is equal to the probability of the image h −1 t (E) under the density of η t , where h t (·) := h θ (t, ·). Thus, if we can compute marginals quantiles under η t , such as the median and confidence intervals, we can do the same under π t . Even more, the expectation of any measurable function v : Y → R under the law π t (y) is given by
Covariance Transport
From the results of the previous section, the only way to induce a different copula under our transport-based approach is to consider non-diagonal maps. The problem with these maps is that we lose the property of universally consistent, but it is possible to find conditions over the reference stochastic processes so that the transport is consistent.
In this section, we present a family of transports named covariance transports, that allows us to change the covariance, and therefore the correlation, over the induced stochastic process. These transports are based on covariance kernels, e.g. the squared exponential given by k(t, s) = σ 2 exp(−r|t − s| 2 ) with parameters θ = (σ, r).
Since Σ tt is a definite positive matrix, always exist an unique definite positive square root denoted Σ 1/2 tt and named the principal square root of Σ tt . Additionally, always exist an unique lower triangular square root denoted chol(Σ) and named as the lower Cholesky decomposition of Σ tt , where later we will show his importance to getting practical transports.
If T k is a covariance transport induced by k and f ∼ GP(0, δ(t,t)) is a Gaussian white noise process, then we have that T k is a f -transport where T k (f ) ∼ GP(0, k), i.e. T k fully defines the covariance over the transport process. This fact is true due to the maps T t (x) being linear (given by T t (x) i = n j=1 l ij x j where [L t ] ij = l ij ), so given a finitedimensional law η t =∼ N n (0, I), by the linear closure of Gaussian distributions we have that T t #η t = N n (0, Σ tt ) where L t L t = Σ tt = k θ (t, t). We assume for now the consistency of the covariance transport, but we will study it at the end of this section, once we have revised the concept of triangularity.
Learning of the covariance transport
We say that a finite-dimensional map T t : R n → R n is triangular if it structure is triangular, in the sense T t (x) i = T i (x 1 , ..., x i ) for i = 1, ..., n. If T t is differentiable, then it is triangular if and only if its Jacobian ∇T t is a lower triangular matrix. We say that a transport T is triangular if its finite-dimensional maps are triangular. While a marginal transport is diagonal, a covariance transport with lower Cholesky decomposition is triangular. Note that diagonal maps are also triangular maps, and the composition of triangular maps remains triangular. Triangularity is an appealing property for maps, since it allows us to perform calculations more efficiently that in the general case. The following result shows the similarity between triangular and diagonal maps for the learning task. Proposition 4. Let T t be an invertible and differentiable triangular map on x. If we denote T t (x) = y then:
• the inverse map S t is also triangular that fulfills that S t (y) = x,
• the model complexity penalty is given by
Proof. The first coordinate satisfies T 1 (x 1 ) = y 1 so S 1 (y 1 ) = x 1 . By induction, we have S k (y 1 , ..., y k ) = x k , and since T k+1 (x 1 , ..., x k+1 ) = y k+1 , then we have the equation T k+1 (S 1 (y 1 ), ..., S k (y 1 , ..., y k ), x k+1 ) = y k+1 , so we can express x k+1 in function of y 1 , ..., y k+1 , i.e. S k+1 (y 1 , ..., y k+1 ) = x k+1 so S t is triangular. With this we have that ∇S t (y) is a lower triangular matrix, so its determinant is equal to the product of all the elements on the diagonal. The complexity penalty, then, is analogous to the diagonal case.
For triangular covariance transports we have that S t (y) = L −1 t y, which can be computed straightforwardly via forward substitution [11] , and log |∇S t (y)| = − i log l ii , where l ii are the diagonal values of L t .
Inference with the covariance transport
Triangular maps allow efficient inference since posterior distributions can be calculated as a push-forward from the reference. Proposition 5. Given observations y ∼ π t , denote x = T −1 t (y) and by ηt |t (x|x) the posterior distribution of η. Assume that the transports T t are triangular, then the posterior distribution of π is given by
where T x t,t (·) = T t,t (x, ·), and Pt(·) is the projection ont, i.e. Pt(x,x) =x.
Proof. Since the maps are triangular, their inverses also are triangular:
and as its gradient it is also triangular, then their determinants satisfy
With these identities, the posterior density of πt |t (ȳ|y) is given by
For the covariance transport, and given new inputst, the posterior distribution πt |t (ȳ|y) is the push-forward of
and AtA t = Σtt − Σt t Σ −1 tt Σt t , so the map agrees with T (u) = Σt t Σ −1 tt y + Lt |t u, where Lt |t = chol(Σt |t ) with Σt |t = Σtt − Σt t Σ −1 tt Σt t .
Consistency of the covariance transport
Going back to the issue of consistency, the following proposition gives us a condition over triangular maps that imply consistency under marginalisation. Proposition 6. Let T = {T t : X n → X n |t ∈ T n , n ∈ N} be a collection of triangular measurable maps that satisfy P t • T t,tn+1 (y, y n+1 ) = T t (y), with P t the projection on t. Then T is universally consistent under marginalisation.
Proof. The push-forward finite-dimensional distribution function is F πt (y) = F ηt (S t (y)). Since a valid map satisfies ∂Si ∂yi (y 1 , ..., y i ) > 0 for all i ≥ 1, then S tn+1 is increasing on y n+1 so S tn+1 (y, ∞) = ∞. With this, if P t • T t,tn+1 (y, y n+1 ) = T t (y) then the inverse also satisfies this. Finally, the marginalisation condition is fulfilled becauses F πt,t n+1 (y, ∞) = F ηt,t n+1 (S t,tn+1 (y, ∞)) = F ηt,t n+1 (S t (y), S tn+1 (y, ∞)) = F ηt,t n+1 (S t (y), ∞) = F ηt (S t (y)) = F πt (y).
Note that diagonal and covariance transports satisfy the above condition, that can be interpreted like an order between their finite-dimensional triangular maps. The consistency under permutations means that, given any n-permutation τ , it satisfies F π τ (t) (τ (y)) = F πt (y), or equivalently, F η τ (t) (S τ (t) (τ (y))) = F ηt (S t (y)). Since η is consistent under permutations, we have the following condition over η t and S t :
F ηt (τ −1 (S τ (t) (τ (y)))) = F ηt (S t (y)).
The above equality can be written in terms of the density function as η t (τ −1 (S τ (t) (τ (y)))) ∇(τ −1 (S τ (t) (τ (y)))) = η t (S t (y)) |∇S t (y)| .
Note that if T is universally consistent under permutations, then it has to satisfy τ (S t (y)) = S τ (t) (τ (y))), so T must be diagonal. This mean that strictly triangular transports can be consistent only for some families of distributions. The following proposition shows one condition over η for consistency of covariance transports. Proposition 7. Let f = {x t } t∈T be a stochastic process where its finite-dimensional laws have densities with the form η t (x) = β n ( x 2 ), for some functions β n with n = |t|. Then any triangular covariance transport T k is an f -transport.
Proof. We just need to check consistency under permutations. We have that S t (y) = L −1 t y, so |∇S t (y)| = |L t | −1 = i l −1 ii , where l ii are the diagonal values of L t . Note that this calculation is independent of y and it only depends on the values of the diagonal, so
With this identity, we need that η t (τ −1 (L −1 τ (t) τ (y))) = η t (L −1 t y), but this is fulfilled under the hypothesis over η t , since
Note that the standard Gaussian distribution satisfies the hypothesis with β n (r) = c n exp(−r 2 /2) where c n = (2π) −n/2 . This family of distributions is known in the literature as spherical distributions, and their generalisation with covariance is known as elliptical distributions [31] . In the next section, we will study these distributions via a new type of transports.
Radial Transports
While covariance and marginal transports can model correlation and marginals, they inherit the base copula from the reference. For example, if the reference process is a GP, through covariance and marginal transports we can only generate WGP with Gaussian copulas. Our proposal to construct other copulas relies on radial transformations that are capable of modifying the norm of a random vector, changing its copula in this way.
Definition 5. T = {T t |t ∈ T n , n ∈ N} is a radial transport if there exists a radial function φ(r) = α(r) r , with α : R + → R + monotonically non-decreasing, and · a norm over X n so that T t (x) = φ( x )x.
According to the chosen norm · , the copula family generated by our approach is different. The Euclidean 2 norm, · 2 , allows us to define elliptical processes; the Manhattan 1 norm, · 1 , allows us to define Archimedean processes. In the following sections we will study these respective elliptical transports and Archimedean transports.
Elliptical processes
In the previous section, we introduced a particular family of distributions known as spherical distributions that are consistent with covariance transport. We now introduce a generalisation called elliptical distributions [31] . Definition 6. x ∈ R n is elliptically distributed iff there exists a vector µ ∈ R n , a (symmetric) full rank scale matrix A ∈ R n×n , a uniform random variable U (n) on the unit sphere in R n , i.e. U (n) 2 = 1, and a real non-negative random variable R ∈ R + , independent of U (n) , such that x d = µ + RAU (n) , where d = denotes equality in distribution. Remark 2. If x is elliptically distributed and has density η(x), then for some positive function β n , it has the form η(x) = |Σ| −1/2 β n ((x − µ) Σ −1 (x − µ)), where Σ = A A and R has density p R (r) = 2π n/2 Γ(n/2) r n−1 β n (r 2 ) [31] .
Gaussian distributions are members of elliptical distributions: if x ∼ N n (0, Σ xx ) then x d = R n L t U (n) with R n ∼ χ 2 (n) (i.e. follow a Rayleigh distribution) and Σ xx = L t L t . However elliptical distributions include other distributions like the Student-t [10] , a widely-used alternative due to its heavy-tail behaviour. Elliptical processes have a useful characterisation as follows:
Theorem 3 (Kelker's theorem [21] ). f is an elliptical process where the finite-dimensional marginals x have density if and only if there exists a positive random variable R such that x|R ∼ N n (µ x , RΣ xx ).
The above result can be summarised in that elliptic processes are mixtures of Gaussian processes. This characterisation gives us a direction to achieve our goal through radial transports.
Elliptical transport
Our goal is to define stochastic processes via our transport approach where their copula is elliptical, beyond the Gaussian case. Let us set some notation. Given a r.v. R, its cumulative distribution function is denoted F R . The square-root of a chi-squared (a.k.a. Rayleigh) distributed r.v. will be denoted R n ∼ χ 2 (n). Our idea to transport a Gaussian copula to another elliptical copula is based on the following optimal transport result [6, 16] . 
A useful property of this type of transports is that we can generate distributions with different elliptical copulas by changing the norm without altering the correlation. Lemma 1. The radial transport T α does not modify the correlation.
x) in a covariance transport, we merely consider the elliptical transport as T t (x) = φ( x 2 )x. The next result characterises a family of transports based on radial functions that generate elliptical processes from Gaussian white noise processes. x is an f -transport with f ∼ GP(0, δ(t,t)), where the transport process g := T (f ) has finite-dimensional elliptical distributions.
Proof. Let R θ be a positive r.v. with density function p θ . Since R n ∼ χ 2 (n) is also a positive r.v., by the product distribution formula [40] we have that the r.v. R n,θ := R θ R n has a cumulative distribution function given by F R n,θ (r) := = U (n) are independent, having thus that T t (x) d = R θ R n U (n) is elliptically distributed. Since T t (x)|R θ ∼ N n (0, R 2 θ I) and R θ is independent of x, by Kelker's theorem the push-forward finite-dimensional distributionsF = {T t #η t |t ∈ T n , n ∈ N} are consistent and define an elliptical process.
Learning of the elliptical transport
The following proposition allow us to calculate the determinant of the gradient of this radial transport.
Proof.
, and,
By Sylvester's determinant theorem we have
and since α(r) = φ(r)r and α (r) = φ(r) + φ (r)r, we have |∇T t (x)| = φ( x 2 ) n−1 α ( x 2 ).
For the learning task, since |∇T t (x)| = φ n,θ ( x 2 ) n−1 α n,θ ( x 2 ) and T −1 t (y) = ψ n,θ ( y 2 )y = α −1 n,θ ( y 2) y 2 y, we have that the complexity term is given by log|∇S t (y)| = (n − 1) log(α −1 n,θ ( y 2 )) − log α n,θ (α −1 n,θ ( y 2 )) .
Inference on elliptical transport
Since the reference distribution η t is spherical, then η t (x) = β n (x x) for some positive function β n . The transported distribution is also spherical with density π t (y) = h n (y y) := β n (ψ 2 n,θ ( y 2 )y y)ψ n,θ ( y 2 ) (n−1) (α −1 n,θ ) ( y 2 ). Given observations (t, y), for inference on new inputst we have that the posterior distribution is also a spherical distribution, with density given by πt |t (ȳ|y) = hn+n(ȳ ȳ+ y 2 2 ) hn( y 2 2 )
.
Sincex ∼ ηt is spherical thenx
where β is the positive r.v. of the norm ofȳ|y, that has density
, where h 2,n is the marginal distribution of y from (y,ȳ). We can generate samples efficiently: samplingx is straightforward from η, and β is an independent one dimensional positive random variable with explicit density. Note that h 2,n ( y 2 2 ) is the normalisation constant, so we can avoid its computation via MCMC methods like slice sampling or emcee sampling [2, 30, 15 ].
Student-t case
The approach above includes the special case of the Student-t 6 process as follows: Consider R θ ∼ Γ −1 ( θ 2 , θ 2 ) with Γ −1 the inverse-gamma. Then R n,θ := R n R θ ∼ nF n,θ , where F n,θ denote the Fisher-Snedecor distribution, and we have that π t = T n (θ, 0, I n ) is a uncorrelated Student-t distribution with θ > 2 degrees of freedom. Given observations y, the distribution has closed-form posteriors:
) and Rn ,θ |y ∼ n(θ+ y 2 2 ) θ+n Fn ,θ+n . Also, for a bivariate Student-t distribution with correlation ρ and degrees of freedom θ, its copula has coefficients of tail dependence given by
> 0, strictly heavier that the Gaussian case.
As an illustrative example, in Fig. 1 we can see the mean (solid line), the 95% confidence interval (dashed line) and 1000 samples (blurred lines) from 4 TGPs. All of them use a Brownian kernel k(t, s) = min(t, s) for covariance transport, beside the second and fourth have an affine margin transport and the third and fourth have a Student-t elliptical transport. On the left column we plot the priors and on the right column we plot the posterior. The given observations are denoted with black dots. In this example we can see the difference between the Gaussian and Student-t copulas, although the priors look similar, the posteriors are quite different, where the Student-t copulas have more mass at the extrema. 
Archimedean processes
From a Gaussian reference, the previous transport allows the generation of any elliptical copula. However, our approach is more general, and it is possible to obtain non-elliptical copulas, specifically the so-called Archimedean copulas.
Archimedean copulas have explicit form for tail dependency: λ l = 2 lim For example, if we consider the generator ψ(u) = exp(−u) then their Archimedean copula coincides with the independence copula C(u) = n i=1 u i and λ l = λ u = 0. Some Archimedean copulas, like the independent one, can be extended as stochastic processes, which are characterised by the following proposition. Proposition 10. Let ψ : R + → [0, 1] completely monotone, i.e. ψ ∈ C ∞ (R + , [0, 1]) and (−1) k ψ (k) (x) ≥ 0 for k ≥ 1. Then there exists a stochastic process where there finite-dimensional laws are C n (u) = ψ n i=1 ψ −1 (u i ) .
Proof. By Kimberling's Theorem [28] ψ generates an Archimedean copula in any dimension iff ψ is completely monotone. Note that Archimedean copulas are exchangeable, i.e. for any n-permutation τ we have that u d = τ (u), so in particular they are consistent under permutation, so we have that F η τ (t) (τ (u)) = C n (τ (u)) = C n (u) = F ηt (u). The consistency under marginalisation is straightforward since C n+1 (u, 1) = ψ n i=1 ψ −1 (u i ) + ψ −1 (1) = C n (u), and we conclude.
Any Archimedean copula process has a completely monotone generator ψ associated that, by Bernstein's Theorem [28] , is the Laplace transform 7 of a positive distribution F , i.e. ψ = L[F ] and F = L −1 [ψ]. The following proposition shows the relation between Archimedean copulas and simplicial contoured distributions [16, 29] .. Proposition 11. Let S n ∼ Γ(n, 1), W a real positive r.v. and U [n] a uniform r.v. on the unit simplex in R n (i.e. U Proof. We have that S n U [n] d = (E 1 , ..., E n ) where E i ∼ Exp(1) are independent. By Marshall and Olkin algorithm [28] 
Since the transport from x to v is 7 The Laplace transform of a random variable Z > 0 is defined as L(Z)(s) = E(exp(−sZ)) = diagonal, they share the same copula, so x also has copula C(v). Finally, since ψ(
is the marginal distribution of each x i for i = 1, ..., n.
Simplicial distributions x d = RU [n] , also know as 1 -norm symmetric distributions, satisfy
. If R has density p R then x has density p x (x) = Γ(n) x 1−n 1 p R ( x 1 ). For example, if the independence copula has generator ψ(x) = exp(−x) then W is degenerate on 1, so R d = S n /W ∼ Γ(n, 1) and marginals distribute as x i ∼ Exp(1). In another example, if W ∼ Γ( 1 θ , 1) then ψ θ (s) = (1 + s) −1/θ and C(u) = ( n i=1 u −θ i − n + 1) −1/θ , the so-called Clayton copula. We have that R d = S n /W ∼ θnF (2n, 2/θ) and marginals distribute as F (x i ) = 1 − (1 + x i ) −1/θ , a shifted Pareto distribution.
Archimedean transport
Note the similitude between spherical and simplicial distributions, changing the role of the 2 -norm by the 1 -norm.
If y d = SU [n] for another real non-negative r.v. S ∈ R + , then the radial map T α (x) =
= y is a transport map from x to y. The next proposition shows how to transport a normal distribution into a simplicial distribution. Proposition 12. Let x ∼ N n (0, I n ). Denote Φ the distribution function of standard normal and consider the marginal
has an Archimedean copula with generator ψ = L −1 (W ).
Proof. If x i ∼ N (0, 1) then y i = − log(Φ(x i )) ∼ Exp (1), so the sum satisfies that
As T α n is a radial transport, then T α n •T h transports x into a simplicial distribution, and by the prop. 11, we conclude.
The last proposition implies that the transport T = {T t |t ∈ T n , n ∈ N}, where T t (x) = T α n • T h (x), is an f -transport with f ∼ GP(0, δ(t,t)), where the transport process g := T (f ) has a finite-dimensional Archimedean copula.
Learning an Archimedean transport
As the marginal transport was studied previously, we only need the model complexity penalty for this radial map. Proposition 13. Given the map T (y) = φ( y 1 )y =
Proof. Note that
thus concluding the proposed.
With the above result, we have that the model complexity penalty is given by
Inference with Archimedean transport
For an Archimedean copula, the conditional distribution given k observations o 1 , ..., o k is given by
where a = k j=1 ψ −1 (o j ) and ψ (k) is the k-th derivative of the generator ψ. We can then use methods for sampling the conditional Archimedean u,to then apply the diagonal push-forward via
Deep Transport Process
Both the generality and the feasible calculation of the presented transport-based approach to non-parametric regression motivate us to define complex models inspired on recent advances from the deep learning community. Via the composition of elementary transports (or layers) we can generate more expressive (or deep) transports. In this section, we will explain how to build such an architecture, describe the properties that are inherited through the composition, to finally propose families of transports that can be composed together and study their properties in the regression problem.
Consistent deep transport process
In this paper we introduce four types of transports, that can be seen as elementary layers for regression models. Our approach starts from a Gaussian white noise reference f ∼ η, since it is a well-know process with explicit density and efficient sampling methods. The first layer determines the copula of the induced process, that can be elliptical or Archimedian via elliptical or Archimedian transports. In the elliptical case, it is possible to compose it with a covariance transport in order to determine the correlation on the induced stochastic process. Finally, in any case, we can compose any number of marginal transports to define an expressive marginal distribution over the induced stochastic process, as it is shown in the previous work [?] . As we saw in the previous sections, these compositions are consistent and expressive enough to include GPs, warped GPs, Student-t processes, Archimedean processes, elliptical processes, and those that we could call warped Archimedean processes and warped elliptical processes.
We leave the standard GPs out of the experiment since the assumption of Gaussianity violates the nature of the datasets, having a lower predictive power than the WGP, as shown in [38, 39] . To illustrate this fact, in Fig. 2 we show the posterior of three trained models: GP in blue, WGP in green and TGP in purple. We plot the observations (black dots), the mean (solid line), the 95% confidence interval (dashed line) and 25 samples (blurred lines). Notice how the GP fails to model the positivity and the correct amplitude of the phenomena.
The experiment was implemented in a Python-based library named tpy: Transport processes in Python [37] , with a PyTorch backend for GPU-support and automatic differentiation [32] . The training was performed by minimising the NLL from eq. (7), via a stochastic mini-batches rprop method [36] , to then end with non-stochastic iterations.
In each experiment, we randomly (uniformly) select 15% of the data for training and the remaining 85% for validation. Given the validation data points {y i } n i=1 , for each model we generate S samples {y i |. We repeat each experiment 100 times. The results for all of these experiments are summarized in Table 1 , showing each mean and standard deviation. Consistently, the proposed TGP has better performance that the warped GP alternative, for each dataset and evaluation index. 
Conclusions
In this paper we have proposed a regression model from a unifying point of view with other approaches to literature, like GPs, warped GPs, Student-t processes and copula processes. We deliver the standard methods of training and inference. We hope to continue developing this work in the near future, heightening the relationship with deep learning and our methodologies, and expanding our work for multi-outputs and other types of data.
