This work is concerned with approximate inference in dynamical systems, from a variational Bayesian perspective. When modelling real world dynamical systems, stochastic differential equations appear as a natural choice, mainly because of their ability to model the noise of the system by adding a variation of some stochastic process to the deterministic dynamics. Hence, inference in such processes has drawn much attention. Here a new extended framework is derived and present that is based on a local polynomial approximation of a recently proposed variational Bayesian algorithm. The paper begins by showing that the new extension of this variational algorithm can be used for state estimation (smoothing) and converges to the original algorithm. However, the main focus is on estimating the (hyper-) parameters of these systems (i.e. drift parameters and diffusion coefficients). The new approach is validated on a range of different systems which vary in dimensionality and non-linearity. These are the Ornstein-Uhlenbeck process, which its exact likelihood can be computed analytically, the univariate and highly non-linear, stochastic double well and the multivariate chaotic stochastic Lorenz '63 (3D model). As a special case the algorithm is also applied to the 40 dimensional stochastic Lorenz '96 system. In our investigation we compare this new approach with a variety of other well known methods, such as the hybrid Monte Carlo, dual unscented Kalman filter, full weak-constraint 4D-Var algorithm and analyse empirically their asymptotic behaviour as a function of observation density or length of time window increases. In particular we show we are able to estimate parameters in both the drift (deterministic) and diffusion (stochastic) part of the model evolution equations using our new methods.
Introduction
Diffusion processes are a special class of continuous time Markov processes with continuous sample paths 160 (Kloeden and Platen [35] ). The time evolution of a general, D dimensional, diffusion process X = {X t } t f t=t0 161 can be described by a stochastic differential equation (here to be interpreted in the Itō sense): 162 dX t = f (t, X t ; θ) dt + Σ(t, X t ; θ)
1/2 dW t ,
where X t ∈ ℜ D is the D dimensional latent state vector, f (t, X t ; θ) ∈ ℜ D is the (usually) non-linear drift 163 function, that models the deterministic part of the system, Σ(t, X t ; θ) ∈ ℜ D×D is the diffusion or system 164 noise covariance matrix and dW t is the differential of a D dimensional Wiener process, W = {W t , t 0 ≤ t ≤ 165 t f }, which often models the effect of faster dynamical modes not explicitly represented in the drift function 166 but present in the real system. θ ∈ ℜ m is a set of (hyper-) parameters within the drift and diffusion 167 functions.
168
Often the latent process X is only partially observed, at a finite set of discrete times {t k } K k=1 , subject to 169 error. Hence
where Y k ∈ ℜ d denotes the k'th observation taken at time t k , h k (·) it possible to map a class of multiplicative noise models into this additive class, as stated in Kloeden and 178 Platen [35] . Consider the following SDE:
where for simplicity the covariance matrix Σ is assumed diagonal and all the assumptions about the dimen-
180
sions of the drift and diffusion functions and the Wiener process remain the same as Eq.(1).
181
In addition, for notational convenience, it is further assumed that the discrete time measurements are 
where K denotes the number of noisy observations, Z is the normalising marginal likelihood (i.e. Z = 188 p(Y 1:K ) 1 ), the posterior measure is over paths X = {X t , t 0 ≤ t ≤ t f }, the prior measure p(X t0:t f ) is over 189 paths defined by (3) and p(Y k |X t k ) is the likelihood for the observation at time t k from (2).
190
The VGPA algorithm approximates the true posterior process by another that belongs to a family of 191 tractable ones, in this case the Gaussian processes. This is achieved by minimising the "variational free 
where p is the true posterior process, q is the approximate posterior process, . q(X|Σ) denotes the expectation
194
with respect to q(X|Σ) and time indices have been omitted for simplicity.
195
The approximation of the true posterior process by a Gaussian process implies that q must be defined 196 using a linear SDE. It follows that
where g L (t, X t ) = −A t X t + b t , with A t ∈ ℜ D×D and b t ∈ ℜ D define the linear drift in the approximating 198 process. Both of these variational parameters, A t and b t , are time dependent functions that need to be 199 optimised as part of the estimation procedure. The time dependence of these parameters is a necessity due
200
to the non-stationarity that is introduced in the process by the observations and system equations. Another 201 point worth noting is the diffusion coefficient Σ, which is chosen to be identical to that of the true process
202
Eq.(3). This is a necessary condition because in the case where these two parameters are not identical then,
203
as shown in [5] , the bound on the negative log-marginal likelihood, given by Eq.(5), would not be finite. 
8
The time evolution of this general time varying linear system (6) is determined by two ordinary differential equations (ODEs), one for the marginal means m t and one for the marginal covariances S t . These are given
206
by the following equations (see also Kloeden and Platen [35] , Ch. 4): q(X t ) = N (X t ; m t , S t ) ,
where m t ∈ ℜ D and S t ∈ ℜ D×D .
209
Equations (7) and (8) 
where λ t ∈ ℜ D , Ψ t ∈ ℜ D×D are time dependent Lagrange multipliers, with Ψ t being symmetric matrix.
This allowed a reduction in the total number of control variables in the optimisation step, as well as some prior control over the space of functions admitted as solutions. However, the A t and b t variational parameters 225 are, by construction, discontinuous when observations occur. Thus a large number of basis functions was 226 required to capture the roughness at observation times.
227
The solution proposed here is to define the approximation only between observation times such as,
228
[t 0 , t k=1 ], (t k=1 , t k=2 ], . . . , (t k=K , t f ]. This way one approximating function can be defined on each sub-229 interval (without overlap), further reducing the total number of parameters to be optimised. The variational parameters A t and b t in Archambeau et al. [5] are represented as a set of discrete time
232
variables whose size scales proportionally to the length of the time window of inference, the dimensionality 233 of the data (state vector X t ) and the time discretisation step. In total we need to optimise
variables, where D is the system dimension, t 0 and t f are the initial and final times and δt must be sufficiently 235 small for numerical stability in the system being considered.
236
By replacing A t and b t with local polynomials on each sub-interval the following expressions are obtained: 
240
It is important to distinguish from the case where the polynomials are fitted between the actual measur- approximation, need not to be the same; however in the absence of any additional information about the 244 functions, or lack of any theoretical guidance, an empirical approach is followed that suggest the same order The expression for the (approximate) Lagrangian for the j'th sub-interval thus becomes:
where
with J ≥ 1, being the total number of disjoint sub-sets.
249
The expressions for the polynomial approximations, Eq. (12), can be presented more compactly using 250 matrix notation. This simplified presentation is used from this point forward:
Schematically these matrix -vector products can be seen as:
.
11
Here A 
, where b 
The number of coefficients for both variational parametersÃ t andb t is:
variables, where D is the system dimension, M is the order of the polynomials and J is the total number 264 of disjoint sub-intervals (i.e. the number of observation times increased by one). Usually, it is anticipated 265 that L total ≪ N total , thus making the optimisation problem smaller.
266
The original VGPA algorithm, uses a scaled conjugate gradient (SCG) algorithm (see Nabney [45] 
where θ > 0 is the drift parameter, Σ ∈ ℜ is the diffusion coefficient 2 and W t ∈ ℜ is the univariate Wiener 285 process. In fact this system is one of very few on which exact inference can be performed. The prior process
286
is Gaussian (linear), and given that the initial state is fixed (X 0 = x0), the (non-stationary) covariance 287 function for the posterior process is given by:
which can then be used in a Gaussian process regression smoother to compute the exact posterior (Rasmussen 289 and Williams [51]).
290
2 To keep the notation consistent we use Σ instead of σ 2 , and we represent the scalars with normal fonts while vectors and matrices are represented with bold fonts. Secondly, the non-linear double well model (DW), which is a stochastically forced scalar differential 291 equation with three equilibrium values at X t = 0 and X t = ± θ (Miller et al. [44] ) is considered. As shown 292 in Fig. 3 (a) the position of a particle at 0 is unstable, while stable equilibria are found at ± θ in the absence 293 of noise. Mathematically, the potential is given by U (x) = −2x
2 + x 4 . Notice that the drift function in
294
Eq. (18), is simply the derivative:
However, within our setting random 295 forces occur and occasionally drive the particle from one basin to the other (see Fig. 3(b) ). This effect is 296 known as "transition" between the two stable states. The SDE that describes the dynamics of this system 297 is the following:
where θ > 0, is the drift parameter which determines the stable points. Although a simple system, the 299 double well has served as a benchmark in a number of references such as [19, 5] . The final system is a stochastic version of the three dimensional chaotic Lorenz '63 (L3D), driven by the 301 following SDE:
where are those which produce chaotic behaviour (as shown in Table 2 ) and are the most commonly used values. 
where ξ k ∼ N (0, I) and the positive infinitesimal dt in Eq.(3), has now been replaced by a positive finite Table 2 : Experimental setup that generated the data (trajectories and observations). Initial times (t 0 ) and final times (t f ) define a fixed time window of inference, whilst δt is the time discretisation step. θ are the parameters related to the drift function, while Σ and R represent the noise (co)variances of the stochastic process and the discrete observations accordingly. In the multivariate system these covariance matrices are diagonal. N obs represents the number of available i. 
State estimation results

327
The presentation of the experimental simulations begins with results for the OU process. . This is done by simulating, forwards in time, a fictitious 352 time deterministic system:
where p k ∼ N (0, 1) are the fictitious momentum variables assigned to each state variable x k , resulting in a
. These deterministic equations are discretised with a time step δτ
355
and solved with a leapfrog integration scheme. The Hamiltonian of the system H(X, p) is:
where 18 is strongly non-Gaussian, and in particular where it is multi-modal there is more significant underestimation, as might be expected. However, the same effect is observed when applying also the original VGPA framework, hence this is not an 391 artefact of the polynomial approximation but rather of the variational framework. The tuning of the HMC sampling scheme was similar to the one used to obtain the posterior estimates 393 for the DW system, only in this case a smaller artificial time step was necessary to correctly sample the 394 posterior process. In total 25, 000 iterations of the HMC algorithm were used, with the first 5, 000 considered 395 as burn-in. Each HMC iteration produced 50 new configurations of the system (posterior sample paths),
396
where only the last one was proposed as a new configuration. The artificial time step was δτ = 0.004.
397
Sampling from high dimensional distributions, with the HMC, is not a trivial task. Sampling continuous 398 time sample paths, which when discretised result in a large number of random variables that need to be 399 jointly sampled at each iteration is challenging. For the L3D system considered here, we had to sample 400 N rv = 6003, random variables at each iteration. The trace of the potential energy of the Hamiltonian (for 401 the L3D example), is presented in Fig. 10 (a). Considerable effort was expended to ensure that the HMC 402 sampler converged and gave a sufficiently uncorrelated set of samples. The performance of the new polynomial framework seems to scale well for this multivariate system. As resources. However, when tested with M = 3, we obtain L total = 9, 648 whilst N total = 24, 000 hence 411 achieving a 59.8% reduction in the number of variables to be optimised. The original VGPA algorithm can be used to estimate unknown model parameters (Archambeau et al.
420
[5]). The new LP algorithm is also able to estimate the (hyper-) parameters of the aforementioned dynamical 421 systems. In this work the focus is on estimating the drift parameters θ and diffusion coefficients Σ, although 422 estimation of the prior distribution over the initial state (i.e. N (µ 0 , τ 0 )) and the noise related to the 423 observations R can also be included.
424
The classical approach to parameter estimation, from incomplete data, is the Expectation-Maximization 
where KL[q p] ≥ 0, is the Kullback-Leibler divergence between the approximate and correct posteriors and As seen from Equation (23), the negative free energy can be substituted for the log marginal likelihood 440 and by choosing suitable prior distributions p 0 (θ) and p 0 (Σ), with θ and Σ treated as random variables.
441
To illustrate this approach an example, for the drift parameter θ is given.
442
Keeping the diffusion noise Σ fixed to its true value, initially select a set of points
to approximate the posterior distribution. Run the variational approximation to convergence with these 444 selected values. This yields a corresponding set of free energy values
where n θ ∈ N is the number of discrete points. Similar discrete approximations, to the posterior distribution,
447
can be computed for the system noise Σ. In the above procedure the parameters that are not approximated Figure 17: L3D system: The upper three panels, starting from left to right, present the joint posterior HMC samples for the drift parameters σ, ρ and β. The lower three panels, following the same order, show the approximate posterior distributions (blue dots connected with the dot-dashed line) obtained from the LP algorithm with 2'nd order polynomials. The continuous lines represent the Gamma prior distributions that were used. Notice that the priors are very broad. In all the above results the system noise is assumed to be known and fixed to its true value.
Maximum likelihood type-II point estimates
507
Another approach for estimating the (hyper-) parameters, as suggested in [5] , is also based on the bound 508 that the variational free energy provides to the marginal likelihood (Eq. 23), but instead of constructing 509 approximate posterior distributions to the (hyper-) parameters, as in the previous section, it employs a 510 conjugate gradient algorithm to provide point estimates. More specifically, the algorithm works in an 511 outer/inner loop optimisation framework, where in the inner loop the variational approximation framework 512 is used to compute the optimal approximate posterior process q(X t ), given a fixed set of the parameters (θ 513 27 and Σ). Then, in the outer loop, a gradient step is taken to improve the current estimates of the (hyper-) parameters. This procedure, as shown in Table 3 , alternates until the gradients of the optimal process 515 (Eq.10), with respect to the θ and Σ are zero (∇ θ L = 0 and ∇ Σ L = 0), or the estimates cannot improve 516 any further (i.e. the optimal Gaussian process estimated in the inner loop does not change significantly, e.g.
517
∆L ≤ 1.0e − 6).
518
ML type-II parameter estimation algorithm 1: initialize{θ 0 , Σ 0 , n = 0, N max = 1, 000} \* initialize the algorithm *\ 2: θ ← θ 0 , Σ ← Σ 0 \* set the initial parameter values *\ 3: L ← inner-loop(θ, Σ) \* optimal posterior process *\ 4: outer-loop: 5: compute{∇ θ L, ∇ Σ L} \* gradients w.r.t. the parameters *\ \* maximum number of iterations *\ 17: return{θ, Σ} \* if it has not convergence yet *\ Table 3 : Pseudo-code of the "maximum a posteriori" (MAP) estimation algorithm in practice. Every time the parameters are updated the inner-loop(θ,Σ) function recomputes the optimal Gaussian process approximation for a given set of fixed parameter values.
The same dual optimisation approach can also be used with the LP approximation framework, without Bayesian inference problem.
526
The first method considered is based on the unscented Kalman filter (UnKF implemented.
537
The second algorithm considered is based on the four dimensional variational assimilation method. in the optimisation procedure. In our implementation since every (discrete in time) system state x k is a 546 control variable we also refer to it as "full weak constraint 4D-Var ".
547
Although this method is well studied for estimating the states of a system, not much work has been 548 done in estimating model parameters. Navon [46] provides a useful review for parameter estimation, in the 549 context of meteorology and oceanography. In our work a dual approach similar to the LP approximation 550 algorithm is taken. The estimation framework is based on an outer/inner optimisation loop. The inner loop 551 estimates the most probable trajectory, given the current estimates for the drift and diffusion parameters 552 and subsequently the outer loop, conditioning on the most probable trajectory, updates the estimates of the 553 parameters by taking a gradient descent step. The cost function to optimize is given by:
where J x0 , is the contribution of the prior over the initial state x k=t0 , J f is the influence of the model and settles to a higher value, compared with 4D-Var, although this higher value is also seen in the HMC 586 posterior estimates of this parameter (Fig. 12(b) ). Also both algorithms narrow the range of estimates, as 587 4 Here we imply that we know a priori the true values that generated the data and also we know that the initial value of the estimation process is deliberately wrong but close to the true one. follow, all three algorithms were initialized with the same value for the parameter(s) that were estimated. For the DW system the algorithms were more stable, in the sense that they converge to a stable value 
599
It is obvious that the estimation for the OU system is stable, while for the DW the process needs to be 600 well observed (e.g. N obs ≥ 10), before convergence to a value is seen. Both plots show consistency with (compared with the conditional estimation of Fig. 19(a) ), where the bias was towards a higher value. These actually converge to the optimal posterior process. Therefore, the parameter estimates are also not reliable.
624
When the process is observed more frequently (e.g. N obs ≥ 8), it produces more stable results. The dual
625
UnKF estimation results are reliable, with the exception of the ρ parameter (third column, second row),
626
which is very biased with sparse observations. However, all parameters asymptotically converge close to the 627 true values, as the observation density increases.
628
Similar to the univariate systems, the conditional estimation of the system noise coefficient Σ, was The infill asymptotic results for the L3D drift parameter vector θ. The summary results when seen horizontally compare the same drift parameter but with different estimation method, while vertically the results are presented for the same estimation method but for all three parameters (σ, ρ and β). The methods tested, from left to right are the LP algorithm (3'rd order), the (full) weak-constraint 4D-Var and the dual UnKF accordingly. In all sub-plots the horizontal dashed lines indicate the true values of the drift parameters that generated the observed trajectories. Where possible the y-axis was kept the same for all plots to make comparison easier. All algorithms were tested on the same thirty different realisations of the observation noise.
approximate marginal profiles produced earlier (Fig. 16(b) ). The results were obtained using the LP algorithm (3'rd order) and presented as functions of increasing observation density. The estimation of the noise is presented separately in each dimension x, y and z from left panel to right accordingly.
To conclude with the infill asymptotics section, we demonstrate the application of the newly proposed LP approximation framework to the joint estimation of the drift and diffusion matrix of the L3D system. In 638 total we estimate six (hyper-) parameters (σ, ρ, β, Σ x , Σ y and Σ z ), as shown in Figure 24 . The asymptotic 639 behaviour is similar to that observed when estimating the parameters conditionally, which gives us some 640 level of confidence that our algorithm is stable. The general message is that we achieve good estimates when 641 the system is well observed. The summary results (25'th, 50'th and 75'th percentiles) when estimating jointly the drift parameters σ, ρ and β (upper three panels), and the system noise coefficients Σx, Σy and Σz (lower three panels), of the L3D system. The same dataset of the thirty different realisations of the observation noise is used, as in the previous experiments.
Increasing domain asymptotic behaviour, T → ∞
643
This section discusses another important asymptotic property; when the observation density remains 644 fixed, but the duration that an event (or the random process) is observed, increases to infinity. To explore 645 this behaviour new extended sample paths were created for all the dynamical systems considered in our 646 previous simulations and then the total time-window was split into smaller, but equal, time intervals. TAn 647 example is given on the DW system. As presented in Figure 25 , we have a sample path (or history), of the (Fig. 26(b) ), for the third time window (i.e. T 30 = [0, 30]), can 661 be explained by the fact that the transition between the two wells, happens between the 22'nd to 27'th time 662 units, as shown in Figure 25 , affecting the estimation. However, when the time-window increases further 663 the algorithm recovers to the initial value. For the same example, the 4D-Var method starts with a higher 664 estimated value but after the transition occurs it settles to a lower value. A similar behaviour can also 665 be observed for the UnKF results, were the method approaches the true value, although it becomes less 666 confident (larger error bars), which was unexpected behaviour.
667
The conditionally estimated diffusion coefficients are presented in Figures 27(a) , for the OU and 27(b), 
Special case: stochastic Lorenz '96 (40D)
683
In this section the application of the new LP variational approximation framework is illustrated in a 684 forty dimensional system, namely the Lorenz '96 (L40D). An example of this system is given in Figure   685 32(a), where are shown all forty dimensions for a time period of ten units T = [0, 10]. The drift function of 686 the system is given by:
This drift function consists of forty equations:
where i ∈ {1, 2, . . . , 40}, with cyclic indices and θ ∈ ℜ is the forcing (drift) parameter. These equations 689 simulate advection, damping and forcing of some atmospheric variable x i , therefore it can be seen as a profiles for the forcing (drift) parameter θ (see Figure 33(a) ) and system noise coefficients Σ (see Figure   696 33(b), for the system noise in the 20'th dimension). Both algorithms produce smooth profiles, with the new approach identifying the minimum slightly better. However, more important is that these results were requires the true and the approximating posterior processes (p t and q t respectively) to share the same 709 diffusion coefficient, otherwise the bound on the true negative log marginal likelihood would not be finite.
710
In other words the integral 31, as shown in Appendix A, goes to infinity in the limiting case of δt → 0.
711
However there is a cure to this problem and we are currently working towards a version of the variational 712 algorithm that will overcome this limitation. The main idea is to work entirely in discrete time, therefore 713 instead of computing integrals that go to infinity one will have to work with sums (possibly large) but still 714 bounded to a finite number. This will allow us to relax the constraint of using the same diffusion coefficient for both processes p t and q t and will enable the treatment of state dependent diffusions. We also note that 716 for the class of diffusion processes that can be mapped into an additive noise process Kloeden and Platen
717
[35], the VGPA methods will work effectively. Finally, in some cases it might be possible to capture much of the structure of the model discrepancy / model error in the drift (deterministic) part of the dynamic model,
719
for which our methods have no limitations, leaving the residual discrepancy well approximated by additive 720 noise. This is an area also which should be further explored. than the rest of the sample path.
765
We believe the range of systems on which these methods have been applied (OU, DW, L3D, L40D) show is our intention to provide more guidance on the usage of the VGPA based algorithms in the future.
783
for Stochastic Dynamic Environmental Models (VISDEM) project (EP/C005848/1).
787
A. Variational Free Energy
788
As shown earlier in Section 2.2, the definition of the so called "variational free energy", is given by 789 Equation (5). The derivation of the free energy leads to the following expressions: 
where X = {X t , t 0 ≤ t ≤ t f } is the diffusion process, Y = {Y t k } 
794
Using of the fact that both processes p and q are Markovian yields:
where f (t, X t ) ∈ ℜ D is the drift function, g L (t, X t ) ∈ ℜ D is the linear approximation, < · > q(Xt) denotes 796 the expectation with respect to measure q(X t ) and KL[q(X t0 ) p(X t0 )] is the KL divergence at initial time 797 X t=t0 .
798
A.2. Energy term from the observations (likelihood).
799
Assuming that the measurements are i.i.d. with zero mean and covariance matrix R, we have:
where |R| is the determinant of matrix R (observation noise covariance) and δ(t) is Dirac's delta function,
801
which is added due to the discrete time nature of the actual observations. For a complete derivation of the 
810
Having discretised the continuous time sample path X = {X t , t 0 ≤ t ≤ t f }, using the Euler-Maruyama 
6 Within our framework it includes all the parameters in the drift and the system noise covariance matrix (i.e. Θ = {θ,Σ}).
45
where the dependencies on the parameters have been omitted for simplicity.
B.1. Likelihood of the observations
814
where all the assumptions about the state and observation vector dimensions are the same as introduced in
816
Section 2. 
where δX k+1 = X k+1 − X k and δt = t k+1 − t k . For the initial state X 0 , we either assume that it is given 820 by fixed values (i.e. X 0 = x 0 ), or that we know its distribution. In this case we chose an initial state that is scaling is necessary to achieve the limit of the diffusion process as δt → 0.
824
B.3. Prior over the parameters
For this prior density we assume that the parameters have no dependencies between them, hence we can 826 write their joint density as the product of their marginal densities:
where p(θ) is the prior marginal distribution of the drift parameters and p(Σ) is the same but for the system 828 noise coefficient. We do not extend any derivation here because these densities can be parametrized with 
where K > 0 is the total number of observations, N > 0 is the number of the discrete time states and D > 0 838 is dimensions of the system states and observations. 
