A well known and frequently cited congruence for power sums is
where n ≥ 1 and p is prime. We survey the main ingredients in several known proofs. Then we give an elementary proof, using an identity for power sums proven by Pascal in 1654. An application is a simple proof of a congruence, due to Hermite and Bachmann, for certain sums of binomial coefficients.
In the literature on power sums
the following congruence is well known and is frequently cited. Theorem 1. Let p be a prime. For n ≥ 1, we have
For example, it is used to prove theorems on Bernoulli numbers (that of von Staudt-Clausen in [2] , [ 
To prove the nontrivial case p − 1 ∤ n, another component is needed. The usual proof [ 
, and we infer that p | S n (p).) Another proof [11, Lemma 2] , due to Zagier, invokes Lagrange's theorem (see [14, p. 39 ]) on roots of polynomials over Z/pZ. (Using it, Zagier deduces the existence of an integer g with g n ≡ 1 (mod p).) Still a third proof [2] employs Bernoulli numbers and finite differences.
In this note, we give a very elementary proof of both cases of Theorem 1, using a recurrence for the sequence of power sums S 0 (a), S 1 (a), . . . proven by Pascal [13] in 1654 (see [6, p. 82 
]).
Pascal's Identity. If n ≥ 0 and a ≥ 1, then
Proof. For j > 0, the binomial theorem gives
Summing from j = 1 to a, the left-hand side telescopes to (a + 1) n+1 − 1, and by (1) we get the desired identity.
Proof of Theorem 1. The case p − 1 | n follows easily from (2) .
To prove the second case, suppose on the contrary that p − 1 ∤ n (so p > 2) but p ∤ S n (p). Let n be the smallest such number and write n = d(p − 1) + r, where d ≥ 0 and 0 < r < p − 1. Now (2) yields S n (p) ≡ S r (p) (mod p), and the minimality of n implies first that n = r and then that p | S k (p) for k < n (note that S 0 (p) = p). Hence (3) with a = p implies p | (n + 1)S n (p). But then prime p > n + 1 forces p | S n (p), a contradiction. This completes the proof. 
where the sum is over all k ≡ 0 (mod p − 1) with 1 ≤ k ≤ m − 1.
Proof. Set n = m− 1 and a = p in (3), then reduce modulo p. Using Theorem 1, the result follows. For (4) and generalizations due to Glaisher and Carlitz, see [3, p. 70, Lemma 9.5.28; p. 133, Exercise 62; and p. 327, Proposition 11.4.11]. Recently, Dilcher [5] discovered an analog of (4) for alternating sums.
