An investigation of the stability of Sobolev type equations undoubtedly is an actual problem, since these equations, with various conditions, model a multitude of processes. For example, the Barenblatt -Zheltov -Kochina model describes such processes as, for example, filtration and thermal conductivity. In this paper we consider the Cauchy-Dirichlet problem for equation in a bounded domain.
Introduction
The Barenblatt -Zheltov -Kochina equation
simulates the pressure dynamics of the fuid filtered in fractured porous medium [1] , processes of moisture transfer in a ground [2] and processes of the solid-to-fluid thermal conductivity in the environment with two temperatures [3] . Here the parameters λ ∈ R, α ∈ R + .
Let Ω ⊂ R n , n ∈ N -be a bounded domain with a boundary ∂Ω of class C ∞ . Our goal is to find the function u = u(x, t), x ∈ Ω, t ∈ R, that satisfies conditions
u(x, t) = 0, (x, t) ∈ ∂Ω × R.
Our goal is to study the stability of a unique (zero) stationary solution of this problem (1)- (3) . The foundations of the theory of stability of Sobolev type equations are formulated in [4] , [5] . In these papers, dichotomies of linear Sobolev type equations were studied. In article [6] the exponential dichotomies of solutions of the Barenblatt -Zheltov -Kochina equation defined on a geometric graph are described. In [7] the method of the Lyapunov functional modified for complete normed spaces was described in detail.
The goal of this paper is an analytical study of the stability of the problem (1)-(3), as well as a computational experiment to illustrate the instability of this problem under certain conditions. we will reduce the problem (1)-(3) to the Cauchy problem
for an abstract linear homogeneous equation of Sobolev type
Then we apply the theory of p-bounded operators. This article consists of an introduction, three parts and a list of literature. In the first part, the phase space of the Barenblatt -Zheltov -Kochina equation is described, in the second, the stability and asymptotic stability theorem for this equation is formulated. The third part is devoted to the description of a computational experiment. A specific example is also considered here.
Phase space
Reducing the problem (1)- (3) to (4)- (5). We will use the results from [8] . Consider the spaces
It is limited, because lim
We prove the (L, 0)-boundedness of the operator M . Consider two different cases.
We will find the projector
Using this projector we will find space
Hence there exists a unique resolving group of equation (1). (5) is a vector-function u ∈ C ∞ (R + ; U), that satisfies this equation. The solution of equation (5) is called the solution of the Cauchy problem
Definition 1. The solution of equation
if it satisfies (6).
Definition 2. The set P ⊂ U is called the phase space of equation (5), if (i) any solution u = u(t) of equation (5) contained in the set P, i.e. u(t) ∈ P ∀t ∈ R;
(ii) for any u 0 ∈ P there is a unique solution u ∈ C ∞ (R; U) of the Cauchy problem u(0) = u 0 for equation (5) .
In order to find the phase space of equation (1), we use the following theorem.
1 is the phase space of equation (5) .
Construct a projector P in order to find the space U 1 .
Thus, we have proved the theorem.
Theorem 2. For any α ∈ R \ {0} and (i) λ ∈ R \ {λ k } the phase space of the equation (1) is the entire space U;
(ii) λ ∈ {λ k } the phase space of the equation (1) is the entire space
Remark 1. Many papers are devoted to the study of phase spaces for various models, see for example [9, 10, 11] .
Stability
We define the norm in L 2 in the space U. If we fill the space U of this norm, then we get the space L 2 . But the phase space of our problem is space U. Thus, in what follows we shall consider a normed space U.
Let U be a normed space. The family of mappings S is called a nonlinear semigroup in a normed space U if for every u ∈ U and some τ = τ (u) ∈ R + the following conditions are satisfied
On the space U there exists a nonlinear semigroup
A contour γ is closed curve and the domain bounded by this contour contains the Lspectrum σ L (M ) of operator M . Obviously, zero point is a stationary point. Lets consider two cases. Let λ > 0, then the Lyapunov functional has the form:
Definition 4. A functional V ∈ C(U, R) is called a Lyapunov functional iḟ
V (u) = lim t→0+ 1 t (V (S(t, u)) − V (u)) ≤ 0 ∀u ∈ O u .
Theorem 3. Let u be a stationary point. If there exists a Lyapunov functional such that (i)V (u) = 0; (ii)V (v) ≥ φ(∥v − u∥); here φ is strictly increasing continuous function such that
Obviously
Here c = min {1, λ}. Hence, by the theorem (3) the point zero is stable. Further, considering thaṫ
the point zero is asymptotically stable by the theorem (4).
Let λ = 0. The phase space of problem (1)- (3) is U 1 . We define a norm in this space as
We define the Lyapunov functional as V (u) =∥ u ∥ . By the theorem (2) we obtain the stability of the zero point. Similarly to the previous arguments, we obtain that (8) is also satisfied. Hence a zero point is asymptotically stable. Thus, we have proved the theorem Theorem 5. For all λ ∈ R + ∪ {0}, α ∈ R + zero solution of problem (1)- (3) is asymptotically stable.
Numerical experiment
Based on the theoretical results confirms the hypothesis about the instability of the zero solution of equation (1) in the system of computer mathematics Maple develop a program that allows you to: 1) find an approximate solution for the equation (1) based on specified coefficients; 2) get a graphical representation that illustrates the instability of the zero solution of (1).
To implement the program of computational algorithms, we used the built-in functions and standard Maple programming language statements. For obtaining a graphic image was connected plots package. At the first stage of the algorithm we define the coefficients of equation (1) and the number of elements the Galerkin approximation m.
Lets consider the equation (1) in domain (0, π) × R. Let the condition
We shall seek the solution of the problem (1), (9) in the form of a Galerkin sum
here {φ k } is the set of solutions of the boundary-value eigenvalue problem
It is solvable for a countable set of eigenvalues λ k . А {φ k } is orthonormal (in the sense L 2 ) set of eigenfunctions corresponding to eigenvalues λ k of the homogeneous Dirichlet problem for the Laplace operator in [0, π] . It is easy to calculate that
In the next step of the algorithm we will do scalar multiplication of equation (1) by the functions φ k . We obtain a system of differential equations. We define initial conditions from a neighborhood of the point zero. Then we find a numerical solution of the Cauchy problem for a system of ordinary differential equations with initial conditions. Consider the Example. If m = 2, then taking into account condition (11), we will get
Lets do the scalar multiplication of equation (1) by the functions φ k (k = 1, 2). We obtain a system of differential equations. { − 5 2 √ 2πu 1 (t) + 3 2 √ 2πu 1 (t) = 0; − √ 2πu 2 (t) + 6 √ 2πu 2 (t) = 0.
Obviously u 1 (t) = 0, u 2 (t) = 0 is a stationary solution of system. We define initial conditions from a neighborhood of the point zero. Let u 01 (t) = 0.1, u 02 (t) = 0.1. We solve the Cauchy problem for this system. Some of the resulting values will be given in the Table u 1 (t) and u 2 (t). This does not violate the generality of the results (for other values of x the situation is similar). A computational experiment illustrates that if t → ∞ then the value of the function u(x, t) increases exponentially and the stationary solution is unstable when λ < 0.
