The Markov power moment problem in problems of controllability and frequency extinguishing for the wave equation on a half-axis  by Sklyar, G.M. & Fardigola, L.V.
J. Math. Anal. Appl. 276 (2002) 109–134
www.elsevier.com/locate/jmaa
The Markov power moment problem in
problems of controllability and frequency
extinguishing for the wave equation on
a half-axis
G.M. Sklyar a,b,∗ and L.V. Fardigola b,c
a Institute of Mathematics, Szczecin University, 15, Wielkopolska Str., 70451 Szczecin, Poland
b Department of Mathematical Analysis, Kharkov National University, 4, Liberty Sqr.,
61077 Kharkov, Ukraine
c Mathematical Division, Institute for Low Temperature Physics of the National
Academy of Sciences of Ukraine, 47, Lenin Ave., 61103 Kharkov, Ukraine
Received 20 June 2001
Submitted by P. Broadbridge
Abstract
In this paper necessary and sufficient conditions of null-controllability and approximate
null-controllability are obtained for the wave equation on a half-axis. Controls solving
these problems are found explicitly. Moreover, bang-bang controls solving the approximate
null-controllability problem are constructed with the aid of solutions of a frequency extin-
guishing problem in the restricted band (−a, a) for this equation and the Markov power
moment problem.
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0. Introduction
One of the most general-accepted ways for studying control systems with
distributed parameters is to write them in the form
dw
dt
=Aw+Bu, t ∈ (0, T ), (1)
where T > 0, w : (0, T )→H is an unknown function, u : (0, T )→H is a control,
H,H are Banach spaces, A is an infinitesimal operator in H, B :H → H is
a linear bounded operator (see, e.g., [1,7,8,10–12]). An important advantage of
this approach is a possibility to employ ideas and technique of the semigroup
operator theory. At the same time it should be noticed that the most substantial
and important for applications results on operator semigroups deal with the case
when the semigroup generator A has a discrete spectrum or a compact resolvent
and therefore the semigroup may be treated by means of eigenelements of A.
These assumptions correspond to differential equations in bounded domains only.
In this work we consider the wave equation on a half-axis
∂2w(x, t)
∂t2
− ∂
2w(x, t)
∂x2
= 0, x > 0, t ∈ (0, T ), (2)
controlled by the boundary condition
w(0, t)=−u(t), t ∈ (0, T ), (3)
where T > 0. We also assume that the control u satisfies the restriction
u ∈ B(0, T )= {v ∈L2(0, T ) ∣∣ ∣∣v(t)∣∣ 1 almost everywhere on (0, T )}.
(4)
All functions appearing in Eq. (2) are defined for x  0. Further, we assume
everywhere that they are defined for x ∈R and vanish for x < 0.
Let us give definitions of the spaces used in our work. Let S be the Schwartz
space [9]
S = {ϕ ∈ C∞(Rn) ∣∣ ∀m ∈N, ∀l ∈N
sup
{∣∣Dαϕ(x)∣∣(1+ |x|2)l ∣∣ x ∈Rn ∧ |α|m}<+∞},
and let S ′ be the dual space, here D = (−i∂/∂x1, . . . ,−i∂/∂xn), α = (α1, . . .αn)
is multi-index, |α| = α1 + · · · + αn.
A distribution f ∈ S ′ is said to be odd if(
f,ϕ(x)
)=−(f,ϕ(−x)), ϕ ∈ S,
and even if(
f,ϕ(x)
)= (f,ϕ(−x)), ϕ ∈ S.
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Let Ω :S ′ → S ′ with D(Ω)= {g ∈ S ′ | suppg ⊂ [0,+∞)} be the odd extension
operator and Θ :S ′ → S ′ with D(Θ)= {g ∈ S ′ | suppg ⊂ [0,+∞)} be the even
extension operator (see Appendix A). For g ∈D(Ω)∩L2loc(R)=D(Θ)∩L2loc(R)
we have
(Ωg)(x)= g(x)H(x)− g(−x)H(−x) almost everywhere on R,
(Θg)(x)= g(x)H(x)+ g(−x)H(−x) almost everywhere on R,
where H is the Heaviside function: H(x)= 1 if x  0 and H(x)= 0 otherwise.
In Appendix A it is shown that there exist Ω−1 :S ′ → S ′ with D(Ω) = {f ∈
S ′ | f is odd} and Θ−1 :S ′ → S ′ with D(Θ) = {f ∈ S ′ | f is even}. For f ∈
D(Ω−1)∩L2loc(R) we have
(Ω−1f )(x)= f (x)H(x) almost everywhere on R
and for f ∈D(Θ−1) ∩L2loc(R)
(Θ−1f )(x)= f (x)H(x) almost everywhere on R.
Let F :S ′ → S ′ be the Fourier transform operator. Denote by Hsl the following
Sobolev spaces:
Hsl =
{
ϕ ∈ S ′ | (1+ |x|2)l/2(1+ |D|2)s/2ϕ ∈ L2(Rn)},
‖ϕ‖sl =
( +∞∫
−∞
∣∣(1+ |x|2)l/2(1+ |D|2)s/2ϕ(x)∣∣2 dx)1/2.
It is well known [2, Chapter 1] that FHsl =Hls ,
+∞∫
−∞
∣∣(1+ |x|2)l/2(1+ |D|2)s/2ϕ(x)∣∣2 dx
=
+∞∫
−∞
∣∣(1+ |D|2)l/2(1+ |x|2)s/2(Fϕ)(x)∣∣2 dx (5)
and there exists K > 0 depending on s and l only such that
1
K
‖ϕ‖sl 
+∞∫
−∞
∣∣(1+ |D|2)s/2(1+ |x|2)l/2ϕ(x)∣∣2 dx K‖ϕ‖sl ,
ϕ ∈Hsl .
Evidently, if ϕ ∈Hs0 then Fϕ ∈H 0s , ϕ′ ∈Hs−10 , iσFϕ ∈H 0s−1 and
‖ϕ′‖s−10 = ‖iσFϕ‖0s−1  ‖Fϕ‖0s = ‖ϕ‖s0. (6)
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Further, we assume throughout the paper that s  0 and use the spaces
Hs = {ϕ ∈Hs0 ×Hs−10 | suppϕ ⊂ [0,+∞)},
H˜ s = {ϕ ∈Hs0 ×Hs−10 | ϕ is odd}
with the norm
|||ϕ|||s = ((‖ϕ0‖s0)2 + (‖ϕ1‖s−10 )2)1/2
and also the space
Ĥs = {ϕ ∈H 0s ×H 0s−1 | ϕ is odd}
with the norm
[[|ϕ|]]s =
((‖ϕ0‖0s )2 + (‖ϕ1‖0s−1)2)1/2.
Denote by A the following operator
A=
(
0 1
d2/dx2 0
)
, A : H˜ s−2 → H˜ s−2, D(A)= H˜ s (7)
and by B the operator
B =
(
0
2δ′(x)
)
, B :R→ H˜ s−2, D(B)=R, (8)
where δ is the Dirac function. Then the system (2), (3) is reduced to the form
(1) with these operators A and B in Section 1 (Lemma 1.1). Note that A is an
infinitesimal operator with the spectrum σ(A)= {iµ | µ ∈R} and it has no eigen-
vectors.
In Section 1 we find explicitly and investigate the semigroup generated by
A applying the Fourier transform method and the distribution theory. This
allows to obtain necessary and sufficient conditions for null-controllability and
approximate null-controllability for the system (2), (3) with a restrictions on the
control (4). Controls solving the problems of null-controllability and approximate
null-controllability are found explicitly. But these controls may be of a rather
complicated form.
The main goal of the Section 2 is to find bang-bang controls solving the
approximate null-controllability problem. We introduce the problem of frequency
extinguishing in a restricted band (−a, a) for the spectral function of the problem
(2), (3). As it is shown in [3] the frequency extinguishing problem for a finite
string is equivalent to the Markov trigonometric moment problem. In Section 2
we show that this problem for an infinite string can be reduced to the Markov
power moment problem. We construct a solution of the frequency extinguishing
problem by the method given in [5] for solving of the Markov power moment min-
problems. Further we prove that solutions of the frequency extinguishing problem
are also solutions of the approximate null-controllability problem (Theorems 2.3
and 2.4). Thus solutions of the Markov power moment min-problem give us bang-
bang controls solving the approximate null-controllability problem.
G.M. Sklyar, L.V. Fardigola / J. Math. Anal. Appl. 276 (2002) 109–134 113
1. Null-controllability problems
Consider the control system (2), (3) with the initial conditions{
w(x,0)=w00(x),
∂w(x,0)/∂t =w01(x),
x > 0, (9)
and the steering conditions{
w(x,T )=wT0 (x),
∂w(x,T )/∂t =wT1 (x),
x > 0, (10)
where
w0 =
(
w00
w01
)
∈Hs , wT =
(
wT0
wT1
)
∈Hs .
We consider solutions of the problem (2), (3) in the space Hs .
Let T > 0, w0 ∈Hs . Denote by RT (w0) the set of states wT ∈Hs for which
there exists a control u ∈ B(0, T ) such that the problem (2), (3), (9), (10) has a
unique solution. Denote also R(w0)=⋃T>0RT (w0).
Definition 1.1. A state w0 ∈Hs is called null-controllable if 0 belongs to R(w0)
and approximately null-controllable if 0 belongs to the closure of R(w0) in Hs .
First we analyze the following auxiliary Cauchy problem: the system (1) with
the initial condition
w(· ,0)=w0, (11)
where w0 ∈ H˜ s .
Lemma 1.1. Let T > 0, u ∈ B(0, T ). Then the following assertions hold true:
(i) if w0 ∈Hs and w0 =Ωw0 then for each solution w(· , t) ∈ Hs0 (t ∈ [0, T ])
of (2), (3), (9) the function
w(· , t)=Ω
(
w(· , t)
∂w(· , t)/∂t
)
, t ∈ [0, T ], (12)
is a solution of (1), (11),
(ii) if w0 ∈ H˜ s and w0 =Ω−1w0 then for each solution w(· , t) ∈ H˜ s (t ∈ [0, T ])
of (1), (11) the function
w(· , t)=Ω−1w0(· , t), t ∈ [0, T ], (13)
is a solution of (2), (3), (9).
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Proof. (i) Let w0 ∈Hs , w0 =Ωw0 and w(· , t) ∈Hs0 (t ∈ [0, T ]) be a solution of
(2), (3), (9). It is well known that this solution is unique. One can see that w0 ∈ H˜ s
and w(· , t) defined by (12) belongs to H˜ s for all t ∈ [0, T ]. Taking into account
(A.2) by differentiating (12) we obtain that w is a solution of (1), (11).
(ii) Let w0 ∈ H˜ s , w0 =Ω−1w0 and w(· , t) ∈ H˜ s (t ∈ [0, T ]) be a solution of
(1), (11). One can observe that w0 ∈Hs and w(· , t) defined by (13) belongs to Hs0
for all t ∈ [0, T ]. Applying the Fourier transform with respect to x to the system
(1), (11) we obtain the following Cauchy problem in Ĥs
dv
dt
=
(
0 1
−σ 2 0
)
v+
(
0
2iσ
)
u, t ∈ [0, T ], (14)
v(· ,0)= v0, (15)
where v(· , t)=Fw(· , t), v0 =Fw0, σ ∈R. Then the function
v(σ, t)=Σ(σ, t)v0(σ )+
t∫
0
Σ(σ, t − τ )
(
0
2iσ
)
u(τ) dτ, (16)
where
Σ(σ, t)≡ 1
2
(
eiσ t + e−iσ t (1/iσ)(eiσ t − e−iσ t )
iσ (eiσ t − e−iσ t ) eiσ t + e−iσ t
)
is a unique solution of (14), (15). Denote
S(t)= 1
2
( Tt + T−t (d/dx)−1(Tt − T−t )
(d/dx)(Tt − T−t ) Tt + T−t
)
, (17)
where Tt is the translation operator: (Tt f )(x)= f (x + t) for a function f with
domain R and (Tt f, ϕ) = (f,T−t ϕ), ϕ ∈ S , for a distribution f ∈ S ′. Note that
(d/dx)−1(Tt −T−t )f =F−1[(1/iσ)(eiσ t − e−iσ t )Ff ]. It follows from (16) that
v(· , t) ∈ Ĥs (t ∈ [0, T ]). With regard to (16) we get that
w(· , t)= S(t)w0 +
t∫
0
S(t − τ )Bu(τ) dτ, t ∈ [0, T ], (18)
is a unique solution of (1), (11) in H˜ s . Obviously S(t) is the C0-semigroup
generated by A.
Under the assumption that w is defined by (13) one can easily show that w is
a solution of (2), (3), (9). This completed the proof. ✷
Denote for w0 ∈ H˜ s
R(w0)=
{
S(T )
(
w0 +
T∫
0
S(−τ )Bu(τ) dτ
) ∣∣∣∣∣ T > 0∧ u ∈ B(0, T )
}
.
Then from (18) and Lemma 1.1 we get
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Corollary 1.1. A state w0 ∈Hs is null-controllable iff 0 belongs to R(w0) and
approximately null-controllable iff 0 belongs to the closure of R(w0) in H˜ s where
w0 =Ωw0.
Theorem 1.1. A state w0 ∈Hs is approximately null-controllable iff the following
two conditions hold:
w01(x)=w00 ′(x) in Hs−10 , (19)
w00 ∈ L2[0,+∞) and
∣∣w00(x)∣∣ 1 almost everywhere on (0,+∞).
(20)
If, in addition to (19), (20), the function w00 satisfies for some T > 0 and ε > 0 the
inequality
+∞∫
T
∣∣w00(x)∣∣2 dx < ε2 (21)
then the end condition wT for the problem (2), (3), (9), (10) with the control
u(t)=−w00(t) (t ∈ [0, T ]), u ∈ B(0, T ), satisfies the estimate
|||wT |||s < 2√2ε. (22)
Proof. Sufficiency of (19), (20). Let w0 ∈Hs , T > 0 and (19), (20) be satisfied.
For all u ∈ B(0, T ) we have
T∫
0
S(−τ )Bu(τ) dτ =
T∫
0
(
(d/dx)−1(T−τ − Tτ )
(T−τ + Tτ )
)
δ′(x)u(τ ) dτ
=F−1
( T∫
0
(
(e−iσ τ − eiστ )
(e−iσ τ + eiστ )iσ
)
u(τ) dτ
)
=
(
ΩU
ΩU ′
)
, (23)
where U(x)≡ u(x)(H(x)−H(x − T )). Put
u(t)=−w00(t), t ∈ [0, T ],
and suppose that w(· , t) ∈ Hs0 (t ∈ [0, T ]) is a solution of the problem (2), (3),
(9), (10). By Lemma 1.1 we obtain that
w(· , t)=Ω
(
w(· , t)
∂w(· , t)/∂t
) (
t ∈ [0, T ])
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is a solution of (1), (11). Put
ωT = S(T )
(
w0 +
T∫
0
S(−τ )Bu(τ) dτ
)
.
Evidently, ωT ∈ H˜ s . It follows from (18), (19), (23), (A.10) that
ωT (x)= S(T )
(
(Ω(w00 + U))(x)
(Θ(w00 + U))′(x)
)
=
(
w00(x + T )H(x)−w00(T − x)H(−x)
(w00(x + T )H(x)+w00(T − x)H(−x))′
)
.
Taking into account (6) we obtain
|||ωT |||s  2
√
2
∥∥w00(x + T )H(x)∥∥s0
 2
√
2
( +∞∫
T
∣∣w00(x)∣∣2 dx
)1/2
→ 0 as T →+∞. (24)
Since ωT ∈ R(w0) we get that the origin belongs to the closure of R(w0) in H˜ s .
By Corollary 1.1 it means that the state w0 is approximately null-controllable.
Thus sufficiency of (19), (20) is shown. Finally, taking into account (18), (24) and
Lemma 1.1 we conclude that (21) implies (22).
Necessity of (19), (20). Let w0 ∈Hs be approximately null-controllable. Then
by Corollary 1.1 we have that the origin belongs to the closure of R(w0) in H˜ s
where w0 =Ωw0. Hence for each n ∈N there exists a state wn ∈R(w0) such that
|||wn|||s < 1
n
. (25)
Then for some Tn > 0 and un ∈ B(0, Tn) we have
wn = S(Tn)
(
w0 +
Tn∫
0
S(−τ )Bun(τ ) dτ
)
.
With regard to (23) it implies that
wn = S(Tn)
(
w00 +ΩUn
w01 +ΩU ′n
)
, (26)
where Un(x)= un(x)(H(x)−H(x − T )). Applying (17) and (A.10), we obtain
(T−Tn + TTn)wn0 + (d/dx)−1(T−Tn − TTn)wn1 = 2
(
w00 +ΩUn
)
, (27)
(d/dx)(T−Tn − TTn)wn0 + (T−Tn + TTn)wn1 = 2
(
w01 + (ΘUn)′
)
. (28)
It follows from (6), (25), (28), (A.10) that∥∥Ω(U ′n +w01)∥∥s−10  2∥∥wn0∥∥s0 + 2∥∥wn1∥∥s−10 → 0 as n→∞.
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Note that for all t ∈R∥∥Ttwnj∥∥s−j0 = ∥∥eiσ tFwvj∥∥0s−j = ∥∥Fwvj∥∥0s−j = ∥∥wnj∥∥s−j0 , j = 0,1. (29)
Differentiating (27) with respect to x and taking into account (6), (25), (29),
(A.10) we obtain that∥∥Θ(U ′n +w0 ′0 )∥∥s−10  2∥∥wn0∥∥s0 + 2∥∥wn1∥∥s−10 → 0 as n→∞.
Since the operators Ω−1 and Θ−1 are continuous (see Appendix A) we conclude
that
U ′n→−w01 and U ′n →−w0 ′0 as n→∞ in Hs−10 .
Therefore (19) holds.
Without loss of generality we can assume that Tn → T ∈ [0,+∞] as n→∞.
Consider two cases: T ∈ [0,+∞) and T =+∞.
Let T ∈ [0,+∞). In this case (25), (27) imply
2
∥∥Ω(w00 + Un)∥∥s0
= ∥∥(T−Tn + TTn)wn0∥∥s0 + ∥∥(d/dx)−1(T−Tn − TTn)wn1∥∥s−10
=
( +∞∫
−∞
(
1+ |σ |2)s ∣∣(e−iσTn + eiσTn)Fwn0∣∣2 dσ
)1/2
=
( +∞∫
−∞
(
1+ |σ |2)s−1∣∣∣∣(e−iσTn − eiσTniσ
)
Fwn1
∣∣∣∣2 dσ
)1/2
 2
∥∥wn0∥∥s0 + 2Tn∥∥wn0∥∥s−10 → 0 as n→∞.
Hence
Un→−w00 as n→∞ in Hs0
since the operator Ω−1 is continuous (see Appendix A).
Let T =+∞. Then it follows from (26), (A.2), (A.9), (A.10) that
wn0 =
1
2
(TTn + T−Tn)Ω
(
w00 + Un
)+ 1
2
(TTn − T−Tn)Θ
(
w00 + Un
)
= TTn
(
w00 +Un
)− T−Tn(w00 + Un)−,
where ((w00 + Un)−, ϕ(x))= ((w00 +Un), ϕ(−x)), ϕ ∈ S ′. Hence
1
2
∥∥wn0∥∥s0 =
( Tn∫
0
∣∣(1+ |D|2)s/2(TTn(w00 + Un)
− T−Tn
(
w00 + Un
)
−
)
(x)
∣∣2 dx
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+
+∞∫
Tn
∣∣(1+ |D|2)(s−1)/2(TTn(w00 + Un))(x)∣∣2
)1/2

( Tn∫
0
∣∣(1+ |D|2)s/2(TTn(w00 +Un))(x)∣∣2 dx
)1/2
−
( 2Tn∫
Tn
∣∣(1+ |D|2)s/2w00(x)∣∣2 dx
)1/2
+
( +∞∫
2Tn
∣∣(1+ |D|2)s/2w00(x)∣∣2 dx
)1/2
.
Therefore
∥∥w00 + Un∥∥s0 
( Tn∫
0
∣∣(1+ |D|2)s/2(TTn(w00 + Un))(x)∣∣2 dx
)1/2
+
( +∞∫
Tn
∣∣(1+ |D|2)s/2w00(x)∣∣2 dx
)1/2
 1
2
∥∥wn0∥∥s0 + 2
( 2Tn∫
Tn
∣∣(1+ |D|2)s/2w00(x)∣∣2 dx
)1/2
.
With regard to (25) and since of w00 ∈Hs0 we have∥∥w00 + Un∥∥s0 → 0 as n→∞.
Thus
Un →−w00 as n→∞ in Hs0 .
Therefore Un weakly converges to −w00 as n→∞ in S ′ and (L2(R))′ (because
S is dense in L2(R)). By the Riesz theorem we conclude that w00 ∈ L2(R). Then
since un ∈ B(0, Tn) we get (20). The proof is complete. ✷
Remark 1.1. Let w0 ∈Hs , w0 =Ωw0, T > 0, u ∈ B(0, T ) and let (19), (20) be
satisfied. Then
w(· , T )= S(T )
(
Ω(w00 + U)
(Θ(w00 + U))′
)
in H˜ s,
where U(x)≡ u(x)(H(x)−H(x − T )), w(·, t) ∈ H˜ s (t ∈ [0, T ]) is the solution
of the problem (2), (11).
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Theorem 1.2. A state w0 ∈Hs is null-controllable at a given time T > 0 iff (19),
(20) hold and
suppw00 ⊂ [0, T ]. (30)
Under these conditions T∗ =max suppw00 is the optimal time and u(t)=−w00(t)
(t ∈ [0, T∗]) is the time-optimal control for null-controllability.
Proof. Theorem 1.1 yields sufficiency of (19), (20), (30) and necessity of (19),
(20). Let us prove necessity of (30). Assume that a state w0 ∈ Hs is null-
controllable and (19), (20) are satisfied. Due to Corollary 1.1 we have 0 ∈ R(w0)
where w0 =Ωw0, i.e., there exist T > 0 and u ∈ B(0, T ) such that
0=w0 +
T∫
0
S(−τ )Bu(τ) dτ.
With regard to (19), (23), (A.10) we obtain
0=
(
Ω(w00 + U)
(Θ(w00 + U))′
)
,
where U(x)≡ u(x)(H(x)−H(x − T )). Hence
U =−1
2
(
Ωw00 +Θw00
)=−w00.
It leads to (30).
Now assume that w0 ∈Hs , T > 0 and (19), (20), (30) are satisfied. Assume
also that w0 = Ωw00, u ∈ B(0, T ) and w(· , t) ∈ H˜ s (t ∈ [0, T ]) is a solution of
(1), (11). According to Remark 1.1 we have
w(x, T )=
(
(w00(x + T )+ U(x))(H(x + T )−H(x − T ))
((w00(x + T )+ U(x))(H(x + T )−H(x − T )))′
)
+
( −(w00(T − x)+ U(−x))(H(x + T )−H(x − T ))
((w00(T − x)+ U(−x))(H(x + T )−H(x − T )))′
)
+
(
w00(x + T )H(x)−w00(T − x)H(−x)
(w00(x + T )H(x)+w00(T − x)H(−x))′
)
, (31)
where U(x) = u(x)(H(x)− H(x − T )), w(· , T ) ∈ H˜ s . If T < T∗, then for all
u ∈ B(0, T ) we have w(· , T ) = 0. By Lemma 1.1 we conclude that T∗ is the
optimal time and u(t)=−w00(t) (t ∈ [0, T∗]) is the time-optimal control for null-
controllability of the state w0. The proof is completed. ✷
2. A frequency extinguishing problem
The solution of the approximate null-controllability problem found in Sec-
tion 1 may be too complicated for practical purposes. In this section we find a
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bang-bang control solving this problem. To this end we introduce a problem of
frequency extinguishing in a restricted band (−a, a) and construct its bang-bang
solution by an application of the method for solving the Markov power moment
min-problem [4,5]. Then we show (Theorems 2.3 and 2.4) that the obtained solu-
tion is also a solution of the approximate null-controllability problem.
Let T > 0, u ∈ B(0, T ), w0 ∈Hs . Assume that w(· , t) ∈Hs (t ∈ [0, T ]) is a
solution of (2), (3), (9). Using Lemma 1.1 we obtain that
w(· , t)=Ω
(
w(· , t)
∂w(· , t)/∂t
) (
t ∈ [0, T ])
belongs to H˜ s and that it is a solution of (1), (11). Put v(· , t) = Fw(· , t) (t ∈
[0, T ]). One can see that v(· , t) ∈ Ĥs (t ∈ [0, T ]).
Consider the Fourier expansion of w(· , t) with respect to frequencies σ ∈R:
w(x, t)= (F−1v(· , t))(x)
= 1√
2π
(
1+ |D|2)−s/2 +∞∫
−∞
eiσx
(
1+ |σ |2)s/2v(σ, t) dσ,
where the integral is meant in the sense of the principal value. Such an expansion
is a continuous generalization of the Fourier-series expansion of a periodic
function. The function v is called a spectral function of the problem (2), (3), (9)
(and (1), (11)).
Let us formulate conditions for null-controllability in terms of the spectral
function:
A state w0 ∈ Hs is null-controllable at a given time T > 0 iff there exists a
control u ∈ B(0, T ) such that for the spectral function v of the problem (2), (3),
(9) we have
v(· , T )= 0 in Ĥs. (32)
Further throughout the section we assume that a > 0. On relaxation (32) by
v(· , T )= 0 on (−a, a) in Ĥs (33)
we arrive at a concept of total frequency extinguishing in the band (−a, a):
Definition 2.1. The problem of total frequency extinguishing in the band (−a, a)
is said to be solvable for a state w0 ∈Hs at a given time T > 0 if there exists a
control u ∈ B(0, T ) such that for the spectral function v of the problem (2), (3),
(9) the condition (33) holds. Such a control u is called a solution of this problem
for (w0, T ).
It is obvious that (32) implies (33).
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Theorem 2.1. Let T > 0, u ∈ B(0, T ), w0 ∈Hs and let v be the spectral function
of (2), (3), (9). Assume that (19), (20), (30) hold. Then (33) implies (32).
Proof. According to Remark 1.1 we have
v0(σ,T )= eiσT
(
ω(σ)+ ν(σ ))− e−iσT (ω(−σ)+ ν(−σ)), (34)
v1(σ,T )= eiσT iσ
(
ω(σ)+ ν(σ ))+ e−iσT iσ (ω(−σ)+ ν(−σ)), (35)
where ω=Fw00, ν =FU and U(x)= u(x)(H(x)−H(x−T )). Because of (20),
(30) and since u ∈ B(0, T ) we have suppw00 ⊂ [0, T ] and supp U ⊂ [0, T ]. From
the Wiener–Paley theorem we conclude that ω and ν can be extended to entire
functions. Taking this into account we have from (34), (35) that (33) implies (32).
The proof is complete. ✷
Let T > 0, u ∈ B(0, T ), w0 ∈Hs . Assume that (19), (20), (30) hold and put
µ=max suppw00, ω=Fw00,
U(x)= u(x)(H(x)−H(x − T )), ν = FU . (36)
By Theorem 1.1 and using (34), (35) we obtain that a control u is a solution of
the problem of total frequency extinguishing in the band (−a, a) for (w0, T ) iff
ω(s)+ ν(s)≡ 0 on C. (37)
Expanding the functions ω and ν in power series we get that (37) is equivalent to
ω(m)(0)+ ν(m)(0)= 0, m= 0,∞. (38)
Denote for each m= 0,∞
ωm =−
µ∫
0
xmw00(x) dx. (39)
Since
ω(m)(σ )≡ 1√
2π
µ∫
0
(−ix)me−iσxw00(x) dx, m= 0,∞, (40)
ν(m)(σ )≡ 1√
2π
T∫
0
(−ix)me−iσxu(x) dx, m= 0,∞, (41)
we have from (38)
T∫
0
xmu(x) dx = ωm, m= 0,∞. (42)
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Summarizing we obtain that the control u is a solution of the problem of the
total frequency extinguishing in the band (−a, a) for (w0, T ) iff it satisfies (42).
The problem of determination of a function u ∈ B(0, T ) satisfying the
condition (42) for given {ωm}∞m=0 and T > 0 is called the Markov power moment
problem on (0, T ) for the infinite sequence {ωm}∞m=0 [6]. Such a function u is
called a solution of this problem.
Thus we obtain
Corollary 2.1. Let w0 ∈ Hs and T > 0 be a given pair satisfying (19), (20),
(30). Then a control u ∈ B(0, T ) is a solution of the problem of total frequency
extinguishing in the band (−a, a) for (w0, T ) iff it is a solution of the Markov
power moment problem (42) on (0, T ) for an infinite sequence {ωm}∞m=0 given
by (39).
Let N ∈ N. Consider the problem of determination of a function u ∈ B(0, T )
satisfying the conditions
T∫
0
xmu(x) dx = ωm, m= 0,N, (43)
for given {ωm}Nm=0 and T > 0. This problem is called [6] the Markov power
moment problem on (0, T ) for the finite sequence {ωm}Nm=0 and such a function u
is a solution of this problem.
Let us assume that w0 ∈Hs , the conditions (19), (20), (30) hold, µ, ω, ν are
defined by (36) and {ωm}Nm=0 by (39). With regard to (34), (35), (40), (41) for
each solution u ∈ B(0, T ) of the moment problem (43) we have
∂m
∂σm
v(0, T )= 0, m= 0,N,
where v is the spectral function of the problem (2), (3), (9). That suggests to
interpret the finite Markov power moment problem (43) as an N -extinguishing
problem in the frequency band (−a, a) for the state w0 and the time T .
Definition 2.2. Let N ∈ N, a state w0 ∈ Hs and a time T > 0 satisfy the con-
ditions (19), (20), (30). Then the N -extinguishing problem in the frequency band
(−a, a) is said to be solvable if there exists a solution u of the Markov power
moment problem (43) on (0, T ) for {ωm}Nm=0 defined by (39). Such a control u is
called a solution of this problem for the pair (w0, T ).
Theorem 2.2. Let T > 0 and w0 ∈Hs satisfies the conditions (19), (20), (30).
Let also µ, ω be defined by (36) and {ωm}Nm=0 by (39). Then for each solution
u ∈ B(0, T ) of the moment problem (43) the corresponding spectral function v of
the problem (2), (3), (9) satisfies the conditions
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∣∣v0(σ,T )∣∣ 4aN+1MN+2√
2π(N + 2)! , x ∈ (−a, a), (44)∣∣v1(σ,T )∣∣ 4aN+2MN+2√
2π(N + 2)! , x ∈ (−a, a), (45)[[∣∣v(· , T )∣∣]]
s
 4
√
2M, (46)
where M =max{T ,µ}.
Proof. Let ν be defined by (36). Taking into account (34), (35), (6) we obtain[[∣∣v(· , T )∣∣]]
s
 2
√
2
∥∥eiσT (ω+ ν)∥∥0
s
 2
√
2‖ω+ ν‖0s . (47)
Put M =max{T ,µ}. Because of (20), (30) and since u ∈ B(0, T ) we have∣∣w00(x)+ U(x)∣∣ 2 almost everywhere on (0,M),
supp
(
w00 + U
)⊂ [0,M]. (48)
Therefore∣∣∣∣( ∂∂σ
)m(
ω(σ)+ ν(σ ))∣∣∣∣=
∣∣∣∣∣ 1√2π
M∫
0
(ix)me−iσx
(
w00(x)+ U(x)
)
dx
∣∣∣∣∣
 2√
2π
M∫
0
xm dx
= 2M
m+1
√
2π(m+ 1) , σ ∈R, m ∈N∪ {0}. (49)
By the Taylor formula we obtain from (43)∣∣ω(σ)+ ν(σ )∣∣ 2MN+2√
2π(N + 2)!a
N+1, |σ | a. (50)
With regard to (34), (35) we obtain (44), (6). It follows from (48) that
‖ω+ ν‖0s =
∥∥w00 + U∥∥00 
( M∫
0
4 dx
)1/2
= 2√M.
Taking into account (47) we conclude that (46) holds. The theorem is proved. ✷
Theorem 2.3. Let T > 0, s < −1/2. For all ε > 0 there exist N ∈ N and a > 0
such that if w0 ∈ Hs satisfies the conditions (19), (20), (30), the pair µ,ω
is defined by (36) and the sequence {ωm}Nm=0 by (39) then for each solution
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u ∈ B(0, T ) of the moment problem (43) the corresponding spectral function v
of the problem (2), (3), (9) satisfies the condition[[∣∣v(· , T )∣∣]]
s
< ε. (51)
Proof. Put M =max{T ,µ}. With regard to (50) we obtain
a∫
−a
∣∣(1+ |σ |2)s/2(ω(σ)+ ν(σ ))∣∣2 dσ  4
πa
(
(Ma)N+2
(N + 2)!
)2
.
Applying the Stirling formula we have
(Ma)N+2
(N + 2)! 
(
Mae
N + 2
)N+2 1√
2π(N + 2) .
Setting a = (N + 2)/(2Me) we get
a∫
−a
∣∣(1+ |σ |2)s/2(ω(σ)+ ν(σ ))∣∣2 dσ  4Me
π2(N + 2)24N+2 . (52)
Using (49) for m= 0 we obtain
+∞∫
a
∣∣(1+ |σ |2)s/2(ω(σ)+ ν(σ ))∣∣2 dσ
 4M
2
2π
+∞∫
a
σ 2s dσ = (N + 2)
2s+1
−2π(2s + 1)(2Me)2s−1e2 . (53)
Taking into account (52), (53) we have from (47)[[∣∣v(· , T )∣∣]]
s
 2
√
2
(
4Me
π2(N + 2)24N+2
− 2(N + 2)
2s+1
2π(2s + 1)(2Me)2s−1e2
)1/2
→ 0 as N →∞. (54)
It leads to (51). The theorem is proved. ✷
Remark 2.1. Let T > 0, µ= T , w0 ∈Hs and (19), (20) hold. Denote
wˆ00(x)=w00(x)H(µ− x), wˇ00(x)=w00(x)H(x −µ),
wˆ0 =
(
wˆ00
(wˆ00)
′
)
, wˇ0 =
(
wˇ00
(wˇ00)
′
)
.
Let u ∈ B(0, T ). Assume that v(· , t) ∈ Ĥs (t ∈ [0, T ]) is the spectral function of
the problem (2), (3), (9). Assume also that vˆ(·, t) ∈ Ĥs (t ∈ [0, T ]), vˇ(· , t) ∈ Ĥs
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(t ∈ [0, T ]) are the spectral functions of the problem (2), (3), (9) with w0 replaced
by wˆ0 and wˇ0, respectively. Then
w0 = wˆ0 + wˇ0. (Hs )
Hence
v(· , t)= vˆ(· , t)+ vˇ(· , t). (Ĥs )
Therefore[[∣∣v(· , T )∣∣]]
s

[[∣∣vˆ(· , T )∣∣]]
s
+ [[∣∣vˇ(· , T )∣∣]]
s
.
Suppose N ∈N. Now let us consider the Markov power moment min-problem
(43) for a given {ωm}Nm=0 [4], i.e., the problem of determination of the smallest
possible constant T∗ > 0 and some function u∗ ∈ B(0, T∗) such that for T = T∗,
u = u∗ and the given {ωm}Nm=0 the conditions (43) hold. Such a pair (T∗, u∗) is
called a solution of this moment min-problem.
Statement 2.1 [4–6]. Let N ∈N. A pair (T ,u) is a solution of the Markov power
moment min-problem (43) for a given {ωm}Nm=0 iff the following three conditions
yield:
(i) for T and u the conditions (43) are valid,
(ii) |u(t)| = 1 almost everywhere on (0, T ),
(iii) u has no more than N points of discontinuity on (0, T ).
Obviously under the assumptions of Theorems 2.2 and 2.3 the N -extinguish-
ing problem is solvable for some T∗ < µ. Besides if a pair (T∗, u∗) is a solution
of the Markov power moment min-problem, then the function u∗ is a solution
of the N -extinguishing problem in the frequency band (−a, a). Thus in order to
solve the N -extinguishing problem in the frequency band (−a, a) we can apply
the approach given in [4,5] for constructive solving of the Markov power min-
problem.
Let N ∈N, T > 0, {ωm}Nm=0 be given. Put
u(t)≡ α
N+1∑
k=1
(−1)k+1(H(t − tk−1)−H(t − tk)), (55)
where α = ±1, 0 = t0  t1  t2  · · ·  tN  tN+1 = T . Assume that
γk(α, {ωm}Nm=0, T ) are defined by the following recursion relations
γk+1
(
α, {ωm}Nm=0, T
)
= 1
2(k+ 1)
(
(−1)NT k+1 − α(k + 1)ωk
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−
k−1∑
m=0
(
(−1)NT m+1 − α(m+ 1)ωm
)
γk−m
(
α, {ωm}Nm=0, T
))
,
k = 0,N. (56)
Denote
Γ
j
i =

0, i + j − 1 < 0∨ i + j − 1>N + 1,
(−1)j , i + j − 1 = 0,
(−1)j+1γi+j−1, 0 < i + j − 1N + 1∧ j  0,
γi+j−1, 0 < i + j − 1N + 1∧ j > 0,
(57)
Γ j1,...,jn =

Γ
j1
1 Γ
j2
1 · · · Γ jn1
Γ
j1
2 Γ
j2
2 · · · Γ jn2
...
...
. . .
...
Γ
j1
n Γ
j2
n · · · Γ jnn
 , (58)
∆2n = detΓ 2,3,...,n+1, ∆2n+1 = detΓ 1,3,...,n+1. (59)
Obviously Γ j1,...,jn is the matrix obtained from the matrix {Γ ji }j=−∞,∞i=1,N+1 :
. . . 0 . . . 0 0 1 γ1 . . . γN−1 γN γN+1 . . .
. . . 0 . . . 0 −1 −γ1 γ2 . . . γN γN+1 0 . . .
. . . 0 . . . 1 γ1 −γ2 γ3 . . . γN+1 0 0 . . .
.
.
. .
.
.
.
.
.
.
.
.
.
.
.
.
.
. .
.
.
.
.
.
.
.
.
.
.
.
. . . (−1)N+1 . . . −γN−2 γN−1 −γN γN+1 . . . 0 0 0 . . .

by eliminating the rows with numbers distinguishing from 1, . . . , n and the
columns with numbers distinguishing from j1, . . . , jn.
The next statement follows from [4,5].
Statement 2.2. Let N ∈ N, w0 ∈Hs be given. Assume that the conditions (19),
(20) are valid and 0 < max suppw00 < +∞. Assume also that µ, ω are defined
by (36), {ωm}Nm=0 by (39), {γm}N+1m=1 by (56) and Γ j1,...,jn by (57), (58). Then the
unique solution (T∗, u∗) of the Markov power moment min-problem (43) can be
found as follows:
(i) T∗ is the maximal positive root of the polynomial
∆N+1
(
1, {ωm}Nm=0, T
)
∆N+1
(−1, {ωm}Nm=0, T ),
(ii) u∗(t)≡ α
N+1∑
k=1
(−1)k+1(H(t − tk−1)−H(t − tk)), (60)
where α =±1 and
0 = t0 < t1 < t2 < · · ·< tq < tq+1 = tq+2 = · · · = tN+1 = T∗, (61)
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(iii) q = 0,N is uniquely defined by the condition{
∆q+1
(
1, {ωm}Nm=0, T∗
)
∆q+1
(−1, {ωm}Nm=0, T∗)= 0,
∆2q+1
(
1, {ωm}Nm=0, T∗
)+∆2q+1(−1, {ωm}Nm=0, T∗) = 0,
(iv) α =
{
(−1)q+1 if ∆q+1
(
1, {ωm}Nm=0, T∗
)= 0,
(−1)q if ∆q+1
(−1, {ωm}Nm=0, T∗)= 0,
(v) the values ti , i = 1, q , are recursively determined as the minimal positive
roots of the following equations
p+1∑
j=0
(−1)jΓ 1−j,2,3,...,p+1(α, {ωi−1m }nm=0, T∗ − ti−1)(t − ti−1)j = 0,
if q − i = 2p,
p+1∑
j=0
(−1)jΓ 1,2,...,j,j+2,...,p+2(α, {ωi−1m }nm=0, T∗ − ti−1)(t − ti−1)j = 0,
if q − i = 2p+ 1,
where ωim = ωm − α
∑i
k=1(−1)k+1(tm+1k − tm+1k−1 )/(m+ 1), ω0m = ωm, i =
1, q , m= 0,N .
Thus Statement 2.2 gives an algorithm for solving the Markov power moment
min-problem and therefore for solving the N -extinguishing problem in the fre-
quency band (−a, a). Thus we obtain
Corollary 2.2. Under the assumptions of Statement 2.2 there exist T∗ > 0,
s = 0,N , α = ±1 and tj , j = 0,N + 1, satisfying the condition (61) such that
the function u∗ defined by (60) is a solution of the N -extinguishing problem in
the frequency band (−a, a) for the state {ωm}Nm=0 and the time T∗. Moreover, the
values T∗, q , α and tj , j = 0,N + 1, are determined by the assertions (i)–(v) of
Statement 2.2.
As a result of Theorem 2.3, Remark 2.1 and Statement 2.2 we obtain
Theorem 2.4. Let w0 ∈ Hs satisfy the conditions (19), (20). For each ε > 0
assume that for some µ> 0
+∞∫
µ
∣∣w00(x)∣∣2 < ε2/16.
Then there exists N ∈ N such that if a = (N + 2)/(2Me), ω is defined by (36),
{ωm}Nm=0 by (39), {γm}N+1m=1 by (56) and Γ j1,...,jn by (57), (58) then for (T∗, u∗)
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determined by the assertions (i)–(v) of Statement 2.2 the following assertions are
true:
(i) u∗ is a solution of the N -extinguishing problem in the frequency band
(−a, a) for the state w0 and the time T∗,
(ii) if s <−1/2 then the solution w(· , t) ∈Hs0 (t ∈ [0, T∗]) of the problem (2),
(3), (9) with the control u∗ satisfies the condition∣∣∣∣∣∣∣∣∣∣∣∣( w(· , T∗)∂w(· , T∗)/∂t
)∣∣∣∣∣∣∣∣∣∣∣∣s < ε√2 ,
(iii) if s < −1/2 then the corresponding spectral function v(· , t) ∈ Ĥs (t ∈
[0, T∗]) of the problem (2), (3), (9) with the control u∗ satisfies the condition[[∣∣v(· , T∗)∣∣]]s < ε.
The following Example 2.1 shows that in the case −1/2 s  0 the assertions
(ii), (iii) of Theorem 2.4 are not true.
Example 2.1. Let −1/2  s  0, w00(x) = 1/2 if x ∈ [0,1] and w00(x) = 0
otherwise. Evidentlyw00 belongs to H
s
0 and satisfies the conditions (19), (20), (30)
for all T  1. Assume that (T∗, u∗) is a solution of the Markov power moment
min-problem (43) for the sequence {ωm}Nm=0 defined by (39). It is easy to see that
T∗ < 1. Assume also that w(· , t) (t ∈ [0, T∗]) is a solution of the problem (2), (3),
(9) with
u= u∗ and w0 =
(
w00
w0 ′0
)
∈ H˜ s.
By Remark 1.1 we obtain
Ωw(x,T∗)= 12 (TT∗ + T−T∗)Ω
(
w00 + U∗
)
(x)
+ 1
2
(TT∗ − T−T∗)Θ
(
w00 + U∗
)
(x)
= TT∗
(
w00 + U∗
)
(x)− T−T∗
(
w00 + U∗
)
(−x), (62)
where U∗(x)≡ u∗(x)(H(x)−H(x − T∗)). Assertions (i), (iii) of Statement 2.2
yield that if q = 0 then T∗ is the unique positive root of the polynomials
∆1(α, {ωm}Nm=0, T ) = ((−1)NT − α/2)/2, α = ±1. Hence T∗ = 1/2. If q > 0
then T∗ is not less than the minimal positive root of the polynomials ∆2(α,
{ωm}Nm=0, T ) = (((−1)N − 1/2)T 2 + (−1)NαT/2 − α2/8 − α/2)/4, α =±1.
Hence T∗  (1+
√
10)/6.
It follows from (62) that[[∣∣v(· , T∗)∣∣]]s =√2 ∣∣∣∣∣∣∣∣∣∣∣∣( w(· , T∗)∂w(· , T∗)/∂t
)∣∣∣∣∣∣∣∣∣∣∣∣s √2∥∥w(· , T∗)∥∥−1/20
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
√
2
( T∗∫
1−T∗
∣∣(1+ |D|2)−1/2(w00(x)+ U∗(x))∣∣2 dx
)1/2
. (63)
Since u∗ is of the form (60) we conclude that( T∗∫
1−T∗
∣∣(1+ |D|2)−1/2(w00(x)+ U∗(x))∣∣2 dx
)1/2
=
(
N+1∑
k=p
tk∫
tk−1
(
1+ |D|2)−1(1
2
+ (−1)k+1α
)2
dx
)1/2
=
(
N+1∑
k=p
(
1
2
+ (−1)k+1α
)2)1/2( T∗∫
1−T∗
(
1+ |D|2)−1 dx)1/2
 1
2
√
π
( +∞∫
−∞
1− cos((T∗ − 1/2)σ )
(1+ σ 2)σ 2
)1/2
, (64)
where 1− T∗ ∈ [tp−1, tp). One can see that
+∞∫
−∞
1− cos(µσ)
(1+ σ 2)σ 2 dσ = π(e
−µ − 1+µ), µ > 0, (65)
and
e−µ − 1+µ 1
2
µ2 − 1
6
µ3  1
3
µ2, µ ∈ (0,1). (66)
Therefore relations (63)–(66) yield that if q > 0 then T∗  (1+
√
10)/6 and[[∣∣v(· , T∗)∣∣]]s =√2 ∣∣∣∣∣∣∣∣∣∣∣∣( w(· , T∗)∂w(· , T∗)/∂t
)∣∣∣∣∣∣∣∣∣∣∣∣s
 1√
6
(
T∗ − 12
)

√
10− 2
6
√
6
> 0. (67)
If q = 0 then T∗ = 1/2 and
u∗(x)=
{
(−1)N, x ∈ [0,1/2),
0, x ∈R\[0,1/2).
With regard to (62), (65), (66) we obtain
[[∣∣v(· , T∗)∣∣]]s =√2 ∣∣∣∣∣∣∣∣∣∣∣∣( w(· , T∗)∂w(· , T∗)/∂t
)∣∣∣∣∣∣∣∣∣∣∣∣s =√2
( 1/2∫
0
(
1+ |D|2)−1 dx)1/2
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=
√
2
π
( +∞∫
−∞
1− cos(σ/4)
(1+ σ 2)σ 2
)1/2
 1
2
√
6
> 0. (68)
Taking into account (67) and (68) we conclude that if −1/2 s  0 the assertions
(ii), (iii) of Theorem 2.4 are false.
Let us illustrate the obtained algorithm for solving the N -extinguishing prob-
lem in the frequency band (−a, a) and the approximate null-controllability
problem by an example.
Example 2.2. Let T > 0, w00 ∈Hs be a state under the conditions (19), (20), (30).
Assume that (T∗, u∗) is a solution of the Markov power moment min-problem
(43) for the sequence {ωm}Nm=0 defined by (39). Then it is also a solution of the
N -extinguishing problem in the frequency band (−a, a) for the state
w0 =
(
w00
w0 ′0
)
∈ H˜ s
at the time T . According to Statement 2.1, u∗ is of the form (60). For N = 0,4
we find the points of discontinuity tj , j = 0,N , a time T∗ = tN+1 and a parameter
α =±1 for the control u∗. Tables 1 and 2 contain the results of our calculations
for
Table 1
Results of calculations of α and tj , j = 0,N , in the case (i)
N = 0 N = 1 N = 2 N = 3 N = 4
α −1 1 −1 1 −1
t0 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000
t1 0.10000000 0.11937129 0.02318180 0.01201175 0.01164555
t2 0.13874259 0.05077162 0.06467758 0.03264949
t3 0.15517965 0.08263176 0.11448244
t4 0.15993187 0.12701823
t5 0.16707944
Table 2
Results of calculations of α and tj , j = 0,N , in the case (ii)
N = 0 N = 1 N = 2 N = 3 N = 4
α −1 1 −1 1 −1
t0 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000
t1 0.20000000 0.23874259 0.03472899 0.02410805 0.02010060
t2 0.27748518 0.08697695 0.10439361 0.06379368
t3 0.30449594 0.13510045 0.21848539
t4 0.30962979 0.23394998
t5 0.31831533
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(i) w00(x)≡

0, x  0,
10x, 0 x  0.1,
2− 10x, 0.1 x  0.2,
0, 0.2 x,
(ii) w00(x)≡

0, x  0,
50x2, 0 x  0.1,
1− 2(1− 5x)2, 0.1 x  0.3,
2(5x − 2)2, 0.3 x  0.4,
0, 0.4 x.
With regard to (54) we conclude that∣∣∣∣∣∣∣∣∣∣∣∣( w(· , T∗)∂w(· , T∗)/∂t
)∣∣∣∣∣∣∣∣∣∣∣∣s
 2
(
4Me
π2(N + 2)24N+2 −
(2Me)1−2s
π(1+ 2s)(N + 2)−2s−1e2
)1/2
≡ ε(N, s),
where M = max{T∗,µ}, w(· , t) ∈ Hs0 (t ∈ [0, T∗]) is a solution of the problem
(2), (3), (9) with the control u∗. Tables 3 and 4 contain the results of calculations
of ε(N, s).
Table 3
ε(N, s) in the case (i)
N = 0 N = 1 N = 2 N = 3 N = 4
s =−5/8 0.84468102 0.79611182 0.76720470 0.74598748 0.72916009
s =−3/4 0.56052339 0.49680815 0.46113014 0.43592875 0.41647443
s =−7/8 0.43098114 0.35834380 0.32011152 0.29416433 0.27468050
s =−1 0.35287922 0.27452739 0.23577861 0.21056005 0.19215506
s =−2 0.15710640 0.06901543 0.03973792 0.02706954 0.02025104
s =−3 0.12532351 0.04224836 0.01660242 0.00736491 0.00373363
s =−4 0.11907765 0.03942103 0.01477711 0.00592425 0.00248270
s =−5 0.11774925 0.03914781 0.01467498 0.00586959 0.00244576
s =−10 0.11735023 0.03911660 0.01466873 0.00586749 0.00244479
Table 4
ε(N, s) in the case (ii)
N = 0 N = 1 N = 2 N = 3 N = 4
s =−5/8 1.83192969 1.73511705 1.67310804 1.62698106 1.59030425
s =−3/4 1.31413418 1.17924551 1.09639972 1.03675842 0.99053767
s =−7/8 1.08831931 0.92552950 0.82965378 0.76286121 0.71241325
s =−1 0.95580546 0.77054632 0.66591396 0.59538030 0.54346358
s =−2 0.61376559 0.32636924 0.20994315 0.14971805 0.11377187
s =−3 0.52461683 0.18888257 0.09039010 0.05104025 0.03211256
s =−4 0.48651764 0.12370010 0.04543551 0.02028641 0.01037259
s =−5 0.46890072 0.08979452 0.02838978 0.01092117 0.00466102
s =−10 0.48780573 0.05617057 0.02075438 0.00829823 0.00345748
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Appendix A
In this section we define and study operators of odd and even extensions. For
g ∈ S ′ denote by g− the following distribution(
g−, ϕ(x)
)= (g,ϕ(−x)), ϕ ∈ S ′.
Let the operator Ω :S ′ → S ′ be defined by the rule
Ωg = g− g−, (A.1)
where g ∈D(Ω)= {h ∈ S ′ | supph⊂ [0,+∞)}. One can see that Ωg is odd (a
distribution f ∈ S ′ is called odd iff (f,ϕ(x))=−(f,ϕ(−x)), ϕ ∈ S). Evidently,
Ωg = gH − g−H−, (A.2)
where H−(x)=H(−x).
Let us find Ω−1 :S ′ → S ′, D(Ω−1)= {h ∈ S ′ | h is odd}. Assume that f ∈ S ′.
It is well known [2, Chapter 1] that there exists a continuous function f0 on R,
numbers λ ∈R, K ∈R and κ ∈ Z, κ > 0, such that |f0(x)|K(1+|x|2)λ, x ∈R,
and (
1+ |D|2)κf0 = f in S ′. (A.3)
Assume, in addition, that f is odd. Then we can introduce an operatorΞ :S ′ → S ′
with domain D(Ξ)= {h ∈ S ′ | h is odd} by the rule
Ξf = (1+ |D|2)κf0H in S ′. (A.4)
Since f0 ∈ C(R), the product f0H ∈ L2loc(R) ∩ S ′, i.e., the definition (A.4) is
correct. We should note that the product of two distributions cannot be defined for
arbitrary ones [9]. One can see that suppΞf ⊂ [0,+∞). Thus if f ∈D(Ξ) then
Ξf ∈D(Ω). We will prove that Ξ =Ω−1, i.e., ΩΞf = f , f ∈D(Ξ)=D(Ω).
Taking into account (A.1) we obtain(
ΩΞf,ϕ(x)
)= (Ξf,ϕ(x))− (Ξf,ϕ(−x))
= (f0H, (1+ |D|2)κϕ(x))− (f0H, (1+ |D|2)κϕ(−x)),
ϕ ∈ S. (A.5)
Applying the Fourier transform to (A.3) we find thatFf = (1+|σ |2)κFf0 is odd
since the Fourier transform of an odd distribution is odd. Therefore Ff0 and f0
are odd. Hence
f0(x)= f0(x)H(x)− f0(−x)H(−x), x ∈R. (A.6)
Since (
f0(x)H(x),
(
1+ |D|2)κϕ(−x))
= (f0(−x)H(−x), (1+ |D|2)κϕ(x)), ϕ ∈ S, (A.7)
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then taking into account (A.6), (A.3) we obtain from (A.5)(
(ΩΞf )(x),ϕ(x)
)= (f0(x), (1+ |D|2)κϕ(x))= (f (x),ϕ(x)), ϕ ∈ S.
Thus ΩΞf = f , f ∈ D(Ξ). Therefore Ξ = Ω−1 and D(Ω−1) = {h ∈ S ′ |
h is odd}.
Let g ∈D(Ω)∩Hs0 , s ∈R. Then Ωg = g − g−,(
1+ |D|2)s/2g ∈ L2loc(R), (1+ |D|2)s/2g− ∈ L2loc(R)
and
supp
(
1+ |D|2)s/2g ⊂ [0,+∞), supp(1+ |D|2)s/2g− ⊂ (−∞,0].
Hence
‖Ωg‖s0 =
√
2‖g‖s0.
Therefore the operator Ω |Hs0 with domain D(Ω |Hs0 ) = D(Ω) ∩ Hs0 is bounded
and continuous in Hs0 . Then the operator Ω
−1|Hs0 with domain D(Ω−1|Hs0 ) =
D(Ω−1)∩Hs0 is continuous.
Let the operator Θ :S ′ → S ′ be defined by the rule
Θg = g + g−, (A.8)
where g ∈ D(Θ) = {h ∈ S ′ | supph ⊂ [0,+∞)}. One can see that Θg is even
(a distribution f ∈ S ′ is called even iff (f,ϕ(x))= (f,ϕ(−x)), ϕ ∈ S). Evidently,
Θg = gH + g−H−. (A.9)
By analogy with determinating of Ω−1 we can also find Θ−1 :S ′ → S ′ with
domain D(Θ−1)= {h ∈ S ′ | h is even}. It can be proved that the operators Θ|Hs0
with domain D(Θ|Hs0 ) = D(Θ) ∩ Hs0 and Θ−1|Hs0 with domain D(Θ−1|Hs0 ) =
D(Θ−1)∩Hs0 are continuous.
Finally, is easy to see that
(Ωf )′ =Θf ′, (Θf )′ =Ωf ′, f ∈D(Ω)=D(Θ). (A.10)
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