In this paper, the Auto-Regressive Moving-Averaging (ARMA) neural networks (NNs) will be incorporated for predicting the differential Global Positioning System (DGPS) pseudorange correction (PRC) information. The neural network is employed to realize the time-varying ARMA implementation. Online training for real-time prediction of the PRC enhances the continuity of service on the differential correction signals and therefore improves the positioning accuracy. When the PRC signal is lost, the ARMA neural network predicted PRC would temporarily provide correction data with very good accuracy. Simulation is conducted for evaluating the ARMA NN based DGPS PRC prediction accuracy. A
I N T R O D U C T I O N.
GPS has traditionally been a position, velocity and time sensor using code observations. Code and carrier phase observations are two types of observations that can be extracted from the GPS signals. The GPS measurements are usually corrupted by several error sources including ionospheric delay, tropospheric delay, satellite clock and receiver clock offsets, receiver noise and multipath. These errors can be categorized into two basic types : bias (ionosphere, troposphere, satellite clock and receiver clock offsets) and random errors (receiver noise and multipath). The use of differential GPS (DGPS) is to compute and provide users with pseudorange correction (PRC) to remove the correlated bias terms between receivers.
Although the use of DGPS can efficiently remove the correlated bias terms between receivers, random errors are mutually independent between receivers with little or no correlation and thus are not cancelled by differential correction. Fortunately, they can be reduced through filtering. The filtering is accomplished through a process known as carrier-smoothed-code (CSC) processing. For differential code GPS, multipath and noise may be the largest contributions to the error budget, and in this case CSC processing plays an important role. Since the magnitude and behaviour of receiver code measurement errors is receiver dependent, CSC technique is usually employed in the differential reference stations to remove the receiver independent errors and provide users with the more precise PRC.
In this paper, we use ARMA NN to predict the CSC smoothed PRC during the period that the differential correction signals lose lock at the DGPS ground base station, or during unintentional interruptions of the DGPS correction generation. When the status of differential signal is in a normal condition, the network remains in the training phase ; once the signal fails, the network starts to provide predicted PRC data. Previous work similar to the present research can be found in the articles by Sang, J., Kubik, K. and Zhang, L. (1997) and Zhang, S. and Liu, R. (2000) . In their work, the task of ARMA was to essentially fit the error profile mainly governed by Selectivity Availability (SA). Before SA was turned off, a second order Gauss-Markov process (Braasch, 1990-91 ) was adopted to simulate GPS errors. After midnight GMT (8pm EDT), May 1, 2000, when SA was suspended, the error profiles changed substantially. Without SA degradation, the emphasis of current work is to fit the profile resulting from the errors essentially governed by ionospheric and tropospheric delays. The improved prediction accuracy, without SV, is now investigated. In addition, a new input-output mapping design will be introduced. The methodology used in stock market prediction by Kimoto, Asakawa, Yoda and Takeoka (1990) will be employed to design the PRC desired output whenever the signal is lost. This paper is organized as follows. In Section 2 the preliminary background on differential GPS and CSC processing is briefly reviewed. In Section 3, the ARMA techniques and two neural networks to be employed will be addressed. The topology for PRC prediction using ARMA neural networks is discussed in Section 4. In Section 5, examples and discussion is provided and the results are assessed. The conclusion is given in Section 6.
D I F F E R E N T I A L GPS A N D C A R R I E R-S M O O T H E D C O D E
P R O C E S S I N G. GPS measurements are usually corrupted by several error sources, including ionospheric and tropospheric delay, satellite clock and receiver clock offsets, receiver noise and multipath. These errors can basically be categorized into two types : bias (e.g., ionosphere, troposphere, satellite clock and receiver clock offsets) and random errors (e.g., receiver noise, multipath). The use of DGPS can efficiently remove the correlated bias terms between receivers, while the random errors can be reduced by filtering through CSC processing.
2.1. Differential GPS. The mathematical models of GPS observation equations are written as:
carrier phase observable:
where the parameters are defined as : r -true range between a satellite and receiver ; c -speed of light ; dt -offset of the satellite clock from GPS time ; dT -offset of the receiver clock from GPS time; d ion -ionospheric correction; d trop -tropospheric correction ; l -carrier phase wavelength ; N -carrier phase integer cycle ambiguity (N remains constant after signal is locked unless cycle slip occurs) ; v r , v w -measurement noises of code and carrier phases. The ionospheric parameter shows up in the pseudorange (code phase) and integrated carrier phase equations with opposite signs. The receiver noise and multipath error in integrated carrier phase is much less than in pseudorange. Most other phenomena (troposphere, satellite clock and receiver clock errors) affect code and carrier in a like manner. If the geometric range r and the common errors for code and carrier : d trop , dt and dT, are combined in one term, the observation equations can be written as the following simplified forms:
where D is the true range plus errors affecting code and carrier equally
Although the use of differential DGPS can efficiently remove the correlated bias terms between receivers, random errors are mutually independent between receivers with little or no correlation and thus are not cancelled via differential correction. Fortunately, they can be reduced through filtering. The filtering is accomplished through the CSC processing. 2.2. The Carrier-smoothed code processing. The idea behind CSC is to estimate the bias (range ambiguity or uncertainty) in the integrated carrier phase measurement in order to convert it into an absolute measurement of range. In addition to pseudorange measurement, carrier phase measurement is usually provided in conventional GPS receivers. Although the carrier phase can be very accurately measured, the integrated carrier phase information can not be directly obtained since there is an ambiguity integer between the GPS receiver and satellite. However, the change in pseudorange between observations at different points of time (epochs) approximately equals the change in integrated carrier phase but the change in integrated carrier phase can be determined with far more accuracy than the change in pseudorange. CSC processing uses the carrier phase information to aid the code phase tracking loop to reduce multipath and receiver noise on the pseudoranges. Navigation equipment with high accuracy requirement (e.g., aircraft autopilots) and GPS reference stations for differential correction (e.g., LAAS) are two examples.
The smoothing of pseudorange observations using carrier phase observations has been elaborated by Hatch who introduced a recursive algorithm in 1982, which is usually called the Hatch filter. The Hatch filter is a simple one-dimensional filter that uses the carrier-phase measurement to propagate the pseudorange :
where the variables are defined as follows : DW k =W k xW kx1 ; W= 1 k : k=2 $ n, variable k remains constant n when it reaches n, where n is the averaging constant (number of measurements used in averaging) ; k : epoch; r k : smoothed pseudorange at epoch k ; r k : measured code pseudorange at epoch k ; W k : measured integrated carrier phase at epoch k and r 1 =r 1 .
In the Hatch method, r k is the weighted average of code measurement r k and phase measurement r kx1 +DW k , where DW k is the change in range between the GPS receiver and satellite at different epochs. Since DW k is obtained from carrier measurement (which is far more accurate than code measurement), the smoothing output is more accurate than the pseudorange by measurement of the code alone. The weighting for r k and r kx1 +DW k are time varying. They are W and 1xW, respectively. The code weighting decreases and the carrier weighting increases so that the accuracy improves.
T H E M E T H O D.
The basic thought behind the present method is to use a hybrid model consisting of a neural network and an Auto-Regressive MovingAveraging (ARMA) model. The neural network can be employed to realize an ARMA implementation. Figure 1 shows the architecture of the ARMA neural networks for predicting DGPS pseudorange corrections. If the PRC signals are temporarily unavailable, the ARMA NN prediction block will turn on and the predicted PRC can provide correction data with good accuracy.
3.1. The ARMA model. The identification problem is to infer relationships between past input data and future data of an unknown time series or a dynamic system. ARMA models can be used to model unknown physical plants when it is difficult to obtain the exact model for the systems. The definition of ARMA is that if a process is Markov, it can be produced by a linear system stimulated by white noise. The general ARMA(n, m) formulation for a system is mathematically described by the linear equation
or in a concise form by
where T is the sampling time. and n are unknown and need to be finely tuned to optimise performances. Both the AR and MA models can be viewed as special cases of an ARMA model. 3.2. Selection of neural networks. In the present work, two neural networks were selected to test the prediction accuracy.
3.2.1. The back-propagation neural network. The back-propagation neural network (BPNN) has been most popular throughout all neural applications. It is a feedforward, multi-layer perceptron (MLP), supervised learning network. A feed-forward network maps a set of input vectors to a set of output vectors. The procedure of finding a gradient vector in a network structure is generally referred to as back propagation (BP) since the gradient is calculated in the direction opposite to the flow of the output of each node. The basic principle of the BP is to use the gradient steepest descent method to minimize the cost function. The training of neural networks is traditionally based on minimization of the square error between the current output and the target vector. Suppose a set of training samples is available, the problem can be characterized as choosing the weights (or coupling strengths) of a given network such that the following total squared error is minimized:
where N denotes the total number of patterns contained in the training set ; d k and y k represent the desired and actual output of the kth output neuron, respectively. The activation functions of the hidden layers and the output layer are typically sigmoid functions with the form
where us(x', '), and f (u)s(0, 1). For a complete description of the BPNN procedure, the readers are referred to, Haykin (1999) , Widrow and Lehr (1990) , and Jwo and Chin (2002) . The specific network topology for the present work will be explained in Section 4. 3.2.2. The general regression neural network. Originally discovered by Specht (1991) based on his previously developed Nadaraya-Watson kernel regression, the GRNN is a memory-based network that provides estimates of continuous variables and converges to the underlying (linear or non-linear) regression surface. The GRNN is a one-pass learning algorithm with a highly parallel structure and consequently, the GRNN learning method learns nearly instantaneously. It does not converge on an optimal set of weights. It simply stores patterns it has seen before and processes them through a nonlinear smoothing function to determine the component output PDF.
GRNN is capable of approximating any arbitrary function from historical data. The foundation of GRNN operation is essentially based on the theory of non-linear (kernel) regression, which is the estimation of the expected value of output given a set of inputs. As a one-pass learning algorithm, the main advantages of GRNN are that training only requires a single processing surface and that it is guaranteed to approach the Bayes' optimal decision boundaries as the number of training samples increases. There is usually only one parameter to adjust (the smoothing parameter s); erroneous samples are tolerated ; and the network can be trained with a sparse set of samples.
The topology of GRNN developed by Specht primarily consists of four layers of neurons, including the input, pattern, summation, and output units. The most general GRNN architecture is shown in Figure 2 . The basic equation describing a GRNN output with m inputs (xs< m ) and one output (y i s< 1 ) is
where h i (x) represents an arbitrary radial basis function. The Gaussian radial basis function is usually employed:
where the variables are defined as x : input vector of predictor variables to GRNN; x i : training vector represented by pattern neuron i; w ij : output related to x i ; s : the smoothing parameter. If the y i are individual real-valued scalars, Equation 11 is exactly Specht's GRNN which incorporates each and every training vector pair {x i py i } into its architecture, in which x i is a single training vector in the input space and y i is the associated desired scalar output. There are many other suitable radial basis functions that can be chosen in place of the Gaussian function. The radial basis function is commonly chosen to meet computational considerations. The GRNN can be easily extended to have a multidimensional output making it a fully general vector mapping regression method. With a multi-dimensional output vector the GRNN can be used for either time series analysis or for pattern classification by defining the output vector appropriately. A detailed description on GRNN can be obtained in Specht (1991) . 
T O P O L O G Y F O R PRC P R E D I C T I O N U S I N G ARMA N E U R A L N E T W O R K S.
The architecture of the ARMA neural network for predicting the PRC using the BPNN is shown in Figure 3 . For the prediction of the DGPS corrections at time k+1 (denoted as prc(k+1)), a series of the DGPS corrections prc(k), prc(kx1), …, prc(kxn), will be used, where n is the number of data point used as the input to the network. The neural networks employed here include the BPNN and GRNN. They are dynamic networks, in which the weights are updated using the sequential mode. Adaptive real-time online training was performed.
With regards to the BPNN, the network is made up of three layers, one input layer, one hidden layer, and one output layer. The network topology selected in this work essentially include :
-10 input nodes, where PRC data at current and previous epochs are utilized ; -1 hidden layer, which is composed of 15 nodes; -1 output layer, where there is only 1 output node (representing the PRC prediction).
Beside the basic nodes in the above topology, the bias nodes with values 1's are added into both the input and hidden layers. At the training phase, the inputs are ten PRC values at ten previous epochs. The time intervals between epochs are ten seconds. The neural predictor receives a set of past PRC values and infers the one at next epoch. When the signals are available, the desired output is computed based on the calculation used in the stock market prediction by Kimoto, Asakawa, Yoda and Takeoka Figure 3 . Architecture of the ARMA neural network using the BPNN.
where prc(t) represents the pseudorange correction (PRC) at time t, u(t) is a white noise sequence, and
where r(t) is the logarithm of the rate of change of PRC at time t and tx1:
and C i is a constant. The following parameter values were used : bias=1; learning rate g=0 . 2; momentum coefficient a=0 . 5; C=10 ; u(t)yN(0, 0 . 01
2 ). The ARMA NN's had been trained to predict the DGPS corrections 100-and 300-second (i.e., in our case, 10-and 30-step), respectively, ahead of the current epoch. The activation functions of the hidden layers and the output layer were sigmoid functions. At each time epoch, 30 iterations were performed. In addition to the BPNN, GRNN was also employed, in which the smoothing parameter a=0 . 5 was used.
E X A M P L E S A N D D I S C U S S I O N.
An experiment was conducted to evaluate the system performance. Simulation was performed on a personal computer with 1600 MHz speed. The computer code was constructed by use of the Matlab1 6.1 version software. The scenario for the simulation was as follows. The reference station was approximately located at the position of North 25.15x, East 121.78x (i.e., [x3042299.4 4911032.2 2694047.8] T m in WGS-84 ECEF coordinates), and the user was originally located at the approximate position of North 25.25x, East 121.88x (i.e., [x3048375.3 4901709.8 2704071.1] T m in WGS-84 ECEF coordinates). The user kinematics was assumed to move at a constant velocity 10 m/s West and 10 ffiffi ffi 2 p m=s South (resulting in a total speed of 20 m/s). It was assumed that when the differential GPS mode was used, most of the errors could be corrected, but the multipath and receiver thermal noise could not be eliminated. The measurement noise standard deviations for each of the pseudorange observables were assumed to be the same : s ri =1 m, for i=1, …, n. The measurement update rate was ten seconds.
Results of the PRC's for two of the satellites (with PRN's 4 and 7, respectively) illustrate the accuracy improvement using the ARMA NN. As mentioned before, the NN's used include the BPNN and GRNN. In terms of accuracy, results from both the GRNN and BPNN are very close. The benefit of using GRNN is mainly from the computational speed in the training phase. In our experimental case, about 1 minute and 30 seconds were required for a complete simulation run with the BPNN while only 10 seconds were required for a complete run with the GRNN. The results are shown in Figures 4 and 5 and a summary of the error statistic is provided in Table 1 . Figure 4 shows the predicted PRC (top) and the PRC prediction errors (centre) with PRN 7 for the case of the 100-second ahead prediction, and the related navigation solutions with and without the ARMA NN mechanism incorporated (bottom). Whilst Figure 5 shows the predicted PRC (top) and the PRC prediction errors (centre) with PRN 4 for the case of the 300-second ahead prediction, and the related navigation solutions with and without the ARMA NN mechanism incorporated (bottom). It is clearly seen that incorporating the ARMA NN mechanism into the system provides significant accuracy improvement.
6. C O N C L U S I O N. The ARMA neural networks have been incorporated for predicting the differential DGPS PRC information. Without SA degradation, work centres around the fit of the profile resulting from the errors essentially governed by ionospheric and tropospheric delays. When the PRC signal is temporarily lost, the ARMA neural network predicted PRC provides correction data with a significant accuracy improvement. As for the neural network input-out mapping topology, the methodology used in stock market prediction was employed to design the PRC desired output once the signals were lost. Two types of ARMA neural networks, i.e. BPNN and GRNN, were employed. The benefit of using GRNN comes mainly from the computational speed during the training phase. In terms of accuracy, results from both the GRNN and BPNN are very close. In summary, incorporating the ARMA NN mechanism into the system has been demonstrated to provide significant accuracy improvement when the DGPS signals are temporarily unavailable. 
