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Abstract
Fast reactions to changes in the surrounding visual environment require efficient
attention mechanisms to reallocate computational resources to most relevant loca-
tions in the visual field. While current computational models keep improving their
predictive ability thanks to the increasing availability of data, they still struggle
approximating the effectiveness and efficiency exhibited by foveated animals. In
this paper, we present a biologically-plausible computational model of focus of at-
tention that exhibits spatiotemporal locality and that is very well-suited for parallel
and distributed implementations. Attention emerges as a wave propagation process
originated by visual stimuli corresponding to details and motion information. The
resulting field obeys the principle of “inhibition of return” so as not to get stuck in
potential holes. An accurate experimentation of the model shows that it achieves
top level performance in scanpath prediction tasks. This can easily be understood
at the light of a theoretical result that we establish in the paper, where we prove that
as the velocity of wave propagation goes to infinity, the proposed model reduces to
recently proposed state of the art gravitational models of focus of attention.
1 Introduction
Visual attention plays a central role in our daily activities. While we are playing sports, teaching a
class or driving a vehicle, the amount of information our eyes collect is dramatically greater than
what we are able to process [1, 22]. To work properly, we need a mechanism that at each time instant
only locates the most relevant objects, thus optimizing the computational resources [37]. Human
visual attention performs this task so efficiently that, at conscious level, it goes unnoticed.
Attention mechanisms have been the subject of massive investigation also in machines, especially
whenever they are asked to solve tasks related with human perception such as video compression,
where loss of quality is not perceivable by viewers [15, 13], or caption generation [30, 8]. Following
the seminal works by Treisman et al. [36, 35] and Koch and Ullman [21], as well as the first
computational implementations [16], over the last three decades scientists have presented numerous
attempts to model focus of attention [2]. The notion of saliency map has been introduced, which
consists of a spatial map that indicates the probability of focussing on each pixel. Under the
centralized saliency map hypothesis, it has been claimed that shifts in visual attention are then
generated by a winner-take-all mechanism [21] to select, at each time step, the most relevant location
in space.
Some authors have tried to improve the estimation of scanpaths taking into account the dynamics of
the human visual selection process. Preserving the centrality of the saliency map, an attempt has been
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made to introduce hand-crafted human bias to choose subsequent fixations [29]; similarly, others have
tried to formalize the fact that top-level information cues continue to increase in importance during
visual exploration at the expense of more perceptive low-level information [18]. In [20] the authors
propose a bio-inspired visual attention module that is based on the pragmatic choice of identifying
proto-objects and learning a ranking to determine the order in which these proto-objects will be
attended. All of these approaches still assume the centrality of a saliency map so as to perform a
long stack of global computations over the entire visual field before establishing the next fixation
point. This is hardly compatible with what is done by the human visual system that most likely begins
computing attention in the early stages of vision [5, 31] and restricts computation to a small portion
of the available visual information [36, 33].
More recently, Zanca et al. proposed approaches [38, 40] that are inspired from physics to model
the process of visual attention as a continuous dynamic phenomenon. The focus of attention is
regarded as particle that is gravitationally attracted by virtual masses originated from details and
motion in the visual scene. Details are associated with masses proportional to the magnitude of
the gradient of the brightness, while masses due to motion are proportional to the magnitude of the
optical flow. This framework is applicable to both images and videos, as long as one considers a
static image as a video whose frames are repeated at each time step. Moreover, the model proposed
in [40] also implements the inhibition of return mechanism, by monotonically decreasing the saliency
of a given area of the retina that has already been explored in the previous moments. Unlike the
previous approaches, the prediction of the focus does not rely on a centralized saliency map, but it acts
directly on early representations of basic features organized in spatial maps. Besides the advantage in
real-time applications, these models make it possible to characterize patterns of eye movements (such
as fixations, saccades and smooth pursuit) and, despite their simplicity, they reach the state of the art
in scanpath prediction. However, when looking at these gravitational models from the biological and
computational perspective, one promptly realizes that finding the focus of attention at a certain time
does require the access to all the visual information of the retina to sum up the attraction arising from
any virtual mass. Basically, those models are not local in space.
This paper proposes a paradigm-shift in the computation of the attraction proposed in [38, 40],
which is inspired by the classic link between global gravitational or electrostatic forces and the
associated Poisson equation on the corresponding potential, that can be regarded as a spatially local
computational model. Interestingly, Newtonian gravity yields an instantaneous propagation of signals,
so as a sudden change in the mass density of a given pixel immediately affects the focus of attention,
regardless of its location on the retina. While the link is intriguing, modeling the focus of attention
by the force emerging from the static nature of the Poisson potential does not give rise to a truly
local computational process, since one needs solving the Poisson equation for each frame. This
means that such a static model is still missing the temporal propagation that take place in peripheral
vision mechanisms. We show that the temporal dynamics which arise from diffusion and wave-based
mechanisms are effective to naturally implement local computation in both time and space. The
intuition is that attention is also driven by virtual masses that are far away from the current focus
by means of wave-based and/or diffusion propagation. We discuss the two different mechanisms
of propagation and prove their reduction to gravitational forces as the velocity goes to infinity.
The experimental results confirm the intuition that wave-based propagation is more effective in
transmitting the information coming from virtual masses than diffusion propagation. However, better
results are obtained when properly combining these two propagation mechanisms. Our experimental
analysis on scanpaths leads to state of the art results which can clearly be interpreted when considering
the reduction to the gravitational model for infinite propagation velocity. The bottom up is that we
can reach state of the art results by a computational model which is truly local in space and time and
that it is clearly very well-suited for SIMD hardware implementations.
The paper is organized as follow. In Section 2, we give a brief review of gravitational models of
attention [40] and provide their interpretation in terms of the classic Poisson’s equation. In section 3
we propose our model and show that as the velocity of propagation goes to infinity, it reduces to [40].
In section 4, we discuss algorithmic issues along with the experimental setup used to test our model,
and illustrate the results on saliency and scanpath prediction. Finally, some conclusions are given in
Section 5.
2
2 Gravitational models of FOA and Poisson’s Equation
According to [40], the trajectory of the focus of attention t ∈ [0, T ] 7→ a(t) ∈ R2 starting at
a(0) = a0 with velocity a˙(0) = a1 is the solution of the following Cauchy problem:
a¨(t) + λa˙(t) +∇ϕ0(a(t), t) = 0;
a(0) = a0;
a˙(0) = a1,
(1)
where λ > 0 and the scalar function ϕ0 : R2 × [0, T ]→ R is defined as follows:
ϕ0(x, t) :=
1
2pi
∫
R2
log
1
|x− y|µ(y, t) dy. (2)
Here | · | is the Euclidean norm in R2 and µ : R ⊂ R2 × [0, T ]→ [0,+∞) is the mass distribution at
a certain temporal instant that is present on the retina and is determined by details and motion:
µ(x, t) = µ1(x, t) (1− I(x, t)) + µ2(x, t). (3)
In particular, µ1 = α1|∇b|, where b : R × [0, T ] → R is the brightness, while µ2 = α2|v|, where
v : R × [0, T ] → R is the optical flow and α1 and α2 are positive parameters. The term I(x, t)
implements the inhibition of return mechanism, and satisfies
It + βI = β exp(−|x− a(t)|2/2σ2), (4)
with 0 < β < 1. The crucial observation that will be exploited in the next sections to develop a fully
local theory of focus of attention is the fact that the potential ϕ0 satisfies the Poisson equation on R2:
−∆ϕ = µ, (5)
where ∆ is the Laplacian in two dimensions. Such result, which is the two-dimensional analogue
of the Poisson equation for the classical gravitational potential can be checked by direct calculation.
More generally it follows from these two facts (see for example [11]):
1. The function G(x) := 1/(2pi) log(1/|x|), defined for x ∈ R2, x 6= 0, is the fundamental
solution of Laplace’s equation (i.e. −∆G = δ);
2. to get a solution of the Poisson equation −∆u(x) = f(x) in R2, when f is regular and
compactly supported, it is sufficient to choose u as the convolution of G with f .
Because the “mass” density µ is time dependent, and its temporal dynamics is synced with the
temporal variations of the video, Eq. (5) should in principle be solved for any t. In the next section
we will discuss instead how the values of the potential in a spatial neighbour of (x, t) are exploited
to estimate the values of ϕ at (x, t+ dt) by interpreting Eq. (5) as an elliptic limit of a parabolic or
hyperbolic equations.
3 Visual diffusion and wave propagation
The reformulation of FOA gravitational attraction based on the solution of Poisson’s equation does
require discovering the potential ϕ(x, t) due to the virtual masses at each frame, thus ignoring any
temporal relation. This remark clearly underlines also the strong limitation of the solution proposed
in [38, 40], where the gravitational force is re-computed at each frame from scratch. The main idea
behind the reformulation presented in this paper is that since we expect that small temporal changes
in the source µ cause small changes in the solution ϕ, then it is natural to model the potential ϕ by
dynamical equations which prescribe, for each spatial point x, how the solution must be updated
depending on the spatial neighborhood of x at time t− dt. There is in fact an intriguing connection
with electrostatics and electrodynamics. We can introduce an explicit temporal dynamics in Eq. (5)
by introducing the following two “regularizations”
H :
{
c−1ϕt = ∆ϕ+ µ in R2 × (0,+∞);
ϕ(x, 0) = 0, in R2 × {t = 0},
W :
{
c−2ϕtt = ∆ϕ+ µ in R2 × (0,+∞);
ϕ(x, 0) = 0, ϕt(x, 0) = 0 in R2 × {t = 0},
(6)
3
where c > 0. Problem H is a Cauchy problem for the heat equation with source µ(x, t), whereas
problem W is a Cauchy problem for a wave equation. The term c in H represent the diffusivity
constant, whereas the constant c in problem W can be regarded as the speed of propagation of the
wave. The reason why we can consider problem H and W as temporal regularizations of Eq. (5) is
due to the following fundamental result.
Theorem 1. Let ϕ0 be the solution, described in Eq. (2), of Eq. (5), then the gradients ∇ϕH and
∇ϕW of the solutions ϕH and ϕW to problems H and W in Eq. (6) (at least pointwise) converge to
∇ϕ0 as c→ +∞.
Proof. See supplementary material.
Notice that the convergence result expressed by Theorem 1 is given on the gradients of the potentials
and not on the potentials themselves. The interpretation of this result is actually quite straightforward.
For problem H it means that the solution of the heat equation in a substances with high diffusivity
c, instantly converges to its stationary value which is given by Poisson equation (5). For problem
W , Theorem 1 turns out to be the two dimensional analogue of the infinite-speed-of-light limit in
electrodynamics and in particular it expresses the fact that the retarded potential (see [17]), which
in three spatial dimensions are the solutions of problem W , converges to the electrostatic potential
as the speed of propagation of the wave goes to infinity (c → +∞) 2. Although both temporal
regularization H and W achieve the goal of transforming the Poisson equation into an initial value
problem in time from which all subsequent states can be evolved from, the different nature of the
two PDE determines, for finite c, qualitative differences in the FOA trajectories computed using
Eq (1). Indeed, since problem H models a diffusion process, it tends to smooth out details, that are
instead preserved in the wave-based propagation mechanism W . For this reason this paper is mostly
concerned with FOA trajectories obtained from potentials that solve a wave equation instead of a
diffusion equation. Hence, in the remainder of the paper, we consider the following generalized
version of Eq. (6)
DW :
{
c−2mϕtt + c−1dϕt = ∆ϕ+ µ in R2 × (0,+∞);
ϕ(x, 0) = 0, ϕt(x, 0) = 0 in R2 × {t = 0}, (7)
where d > 0 is the drag coefficient and m > 0. Such equation in one spatial dimension (and without
the source term µ) is known as the telegraph equation (see [11]). More generally, it describes the
propagation of a damped wave. The FOA model proposed in this paper is based on these DW
equations along with the inhibition of return equation expressed by 4.
Clearly, Eq. 7 are local in both space and time, which is a fundamental ingredient of biological
plausibility. In addition, they are very well-suited for SIMD hardware implementations. At a first
sight, Eq. 4 does not possess spatial locality. While this holds true in any computer-based retina, in
nature, moving eyes rely on the principle that you can simply pre-compute exp(−|x− a(t)|2/2σ2)
by an appropriate foveal structure. Interestingly, the implementation of moving eyes are the subject
of remarkable interest in robotics for different reasons (see e.g. [24]).
4 Algorithmic issues and Experimental Results
The proposed model is evaluated in saliency and scanpath prediction tasks and compared with state-
of-the-art models. Human eye-tracking datasets exist to provide well-established benchmarks for the
evaluation of computational models of visual attention. In this work we make use of CAT2000 [25, 3],
provided by the MIT Saliency Team, to evaluate the model in saliency prediction. The CAT2000
training set includes 2000 input stimuli, grouped into 20 different semantic categories. Since CAT2000
does not provide temporal information of human visual explorations, to evaluate the proposed model
in the task of scanpath prediction we use a collection of four smaller datasets (MIT1003 [19],
TORONTO [6], KOOTSTRA [23], SIENA12 [39]) of eye-tracking data, for a total of 1234 input
stimuli. All eye-tracking data have been collected in free-viewing conditions and subjects were
exposed to the stimulus from 3 up to 5 sec. For each stimulus, we simulate n = 5 different scanpaths
for each of the two models H and DW , Eq. 6 and Eq. 7, respectively.
2It is worth mentioning that this regularization result was not established in two dimensions.
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Numerical implementation From a computational point of view, we must take into account that
our computations are limited to a finite region of space, the retina R ⊆ R2. Thus, to determine
the potential and its time evolution on R we have to impose additional boundary conditions on ∂R.
We adopt Dirichlet boundary conditions, requiring the vanishing of the potential on the boundary,
ϕ(x, t) = 0 on ∂R, ∀t. Thus Eq. (7) becomes
mϕtt(x, t) + dϕt(x, t) = ∆ϕ(x, t) + µ(x, t) in R× (0,+∞);
ϕ(x, t) = 0 in ∂R× (0,+∞);
ϕ(x, 0) = 0, ϕt(x, 0) = 0 in R× {t = 0},
(8)
where from now on we decided to set c = 1. The pure wave equation corresponds to m = 1 and
d = 0, while with m = 1 and d 6= 0 we get a damped wave model. Spurious reflections originating
from the boundary are avoided through this dumping term since, through an appropriate choice of the
parameters, out-going waves are suppressed before they can reach the boundary. The case of the heat
equation is recovered with m = 0 with a diffusion coefficient equal to 1/d.
The first step to numerically solve the update equation for the potential is to discretize both the
retina, considering a mesh M = {(i, j) ∈ R2 : i = 0, . . . h − 1, j = 0, . . . , w − 1} of h × w
points (pixels), and the time interval with steps of length τ . In the case where we process visual
streams, τ is synced with the temporal resolution of the video by choosing it to be the inverse of
the frame rate of the stream. For static images, τ is a priori fixed to an arbitrary value. Then, we
adopt the so called finite difference method, approximating spatial and temporal derivatives through
finite differences. Considering an arbitrary pixel (i, j) of the retina at a certain time t, the evaluation
of spatial (temporal) derivatives of the potential in this point will just require the knowledge of the
potential in its adjacent points in space (time). According to the chosen approximations for the
derivatives, the unknown value of the potential at the following time step is determined by a set of
algebraic equations (explicit methods) or by a set of coupled equations (implicit methods). Generally
speaking, implicit methods are less afflicted by numerical instabilities, even though they are much
slower than the explicit ones [28]. It should be noticed that in our implementation the potential is
rescaled by a costant multiplicative factor, i.e. ϕ → kϕ. We performed a grid search to select the
best hyper-parameter k. We found out that k = 250000 maximized the performance in both saliency
and scanpath prediction tasks.
In our experiments, we have chosen backward finite difference approximations for the time derivatives
and a central one for the spatial derivatives,
∂ttϕ(x, t)|tn+1i,j '
ϕ
tn+1
i,j − 2ϕtni,j + ϕtn−1i,j
τ2
, ∂tϕ(x, t)|tn+1i,j '
ϕ
tn+1
i,j − ϕtni,j
τ
,
∂xxϕ(x, t)|tni,j ' ϕtni,j+1 − 2ϕtni,j + ϕtni,j−1, ∂yyϕ(x, t)|tni,j ' ϕtni+1,j − 2ϕtni,j + ϕtni−1,j ,
resulting in a implicit scheme. To test our model, we have chosen two different sets of parameters,
summarized in Tab. 1. The H model corresponds to the pure diffusion case, while the DW model
also considers a non vanishing m term.
Table 1: Parameters of the H and DW models
Model m d c2 α1 α2 λ
H 0 1/2500 1 1 1 5
DW 1/25000 1/100 1 1 1 5
Qualitative results In Fig. 1 and Fig. 2
some qualitative results are reported. Fig. 1
shows some sequences of fixations obtained
through our model. The input static images
come from the CAT2000 training set, with
an exposition time of 5 sec. In addition,
Fig. 2 shows the dynamical evolution of the
potential, in a 5 sec. exploration of a static
image. From this qualitative analysis we can
underline that the model H seems to have a stronger bias towards the centre of the visual scene than
model DW . Moreover, model H seems to heavily smooth out the microscopic structure of the mass
density distribution, making the model DW probably preferable despite its slightly worst results in
the measures reported in the next sections.
4.1 Saliency prediction
The saliency prediction task consists of generating saliency maps to predict the probability of each
pixel to be attended by a human subject during free-viewing [4]. We exploit our model to generate
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Figure 1: Fixations for the H model (top) and DW model (bottom) obtained in five seconds of
exploration. Images from the CAT2000 training set.
simulated scanpaths by means of numerical integration, as described in the previous section. Different
visual explorations are obtained by initializing the system with arbitrary different initial conditions.
Since human subjects during free-viewing are usually asked to look at a target point in the center
of the screen before a visual stimulus is presented, we choose to initialize the model within a range
of 2.5◦ of visual angle in the center of the image and with focus of attention velocity close to zero.
Fixations extracted from the simulated scanpath were accumulated in the so-called fixation map.
Finally, a saliency map was obtained by applying a Gaussian smoothing to the fixation map. It is well
known [7, 2, 26] that when applying a certain amount of smoothing and center bias, we can improve
the performance of models in saliency prediction. Therefore, we performed a grid search on blurring
and center bias parameters to determine the best estimate associated with the model. Metrics exist to
compare the generated saliency map with the human one. Here we compare the performance of our
model with respect to two different saliency metrics:
• Area Under the ROC Curve [19] (AUC). The saliency map is treated as a binary classifier to
separate positive from negative samples at various thresholds. The true positive rate is the
proportion of saliency map values above threshold at fixation locations. The false positive
rate is the proportion of saliency map values above threshold at all pixels.
• Normalized Scanpath Saliency [32] (NSS). It measures the mean saliency value at fixated
locations of the saliency map, normalized with zero mean and unit variance.
Results are summarized in Tab. 2. The model is compared with five different models. Two of
these [27, 10] are state-of-the-art supervised3 saliency models. Two others [40, 38] are state-of-the-
art unsupervised scanpath models. The last one is the classic Itti’s model [16]. All models were
used in their original software implementation provided by the respective authors. We notice that
3We indicate as supervised those approaches in which saliency is learned directly from data by machine
learning techniques.
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Figure 2: Dynamical evolution of the potential in the H model (left) and DW model (right) in 5
seconds of exploration of a static image.
supervised models maintain the state of the art in the estimation of saliency. This may be due to the
fact that they can learn semantic properties of the image, which highly correlate with human visual
attention[34, 9]. However, the proposed models achieve state of the art results among unsupervised
models and competes very well with supervised models.
4.2 Scanpath prediction
The scanpath prediction task consists of predicting the sequence of fixations that a human subject
performs in free-viewing condition when presented with a stimulus. Unlike the saliency prediction
task, here the temporal dynamics of the attention mechanism are evaluated. The models were asked
to predict where and in which order the subject will perform fixations on the scene. We used two
different evaluation metrics:
• String-edit distance [12] (SED). The input stimulus is divided into n× n regions, labeled
with characters. Scanpaths is turned into strings by associating each fixation with the
corresponding region. Finally, the string-edit algorithm is used to provide a measure of the
distance between the two generated strings.
• Scaled time-delay embeddings [41] (STDE). This measure derives from quantitative methods
in physics to compare stochastic and dynamic scanpaths of varied lengths. It is defined as
the average of the minimum Euclidean distances of each sub-sequence of length n from a
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Table 2: Saliency prediction scores. AUC/NSS are similarity metrics. Larger values are preferable.
Scanpath prediction scores. STDE is a similarity metric while SED is a distance. Larger STDE
scores are preferable, while smaller SED score correspond with better results. Best in bold.
Saliency Pred. Scanpath Pred.
AUC NSS SED STDE
Model Supervised mean best mean best
GRAV [40] No 0.84 1.57 7.34 3.72 0.81 0.85
Eymol [38] No 0.83 1.784 7.94 4.10 0.74 0.81
SAM [10] Yes 0.88 2.38 8.02 4.25 0.77 0.83
Deep Gaze II [27] Yes 0.77 1.16 8.17 4.34 0.72 0.79
Itti [16] No 0.77 1.06 8.15 4.36 0.70 0.76
Our H No 0.84 1.69 7.73 3.85 0.87 0.90
Our DW No 0.84 1.56 7.69 3.88 0.86 0.90
target trajectory. Coordinates are normalized between zero and one to obtain comparable
measure for images of different sizes.
Difficulties arise when evaluating visual attention models in tasks of scanpath prediction [41]. We
show the results in terms of mean and best prediction scores. In the case of mean, scores are averaged
over all subjects in the dataset; in the case of best, we consider, for each of the simulated scanpaths,
only the subject that best matches with that simulated scanpath.
The proposed models are compared with the same five models considered in the previous experiment.
Whenever possible, we used the authors’ original implementation to generate fixation sequences. For
strictly saliency-oriented models, we have applied the winner-take-all algorithm [21]. We selected the
location with the highest saliency value, then we inhibited in a radius of 4 degrees [14] of visual angle
and selected the next fixation. The results are summarized in Tab. 2. They show that the proposed
model reaches the state of the art in scanpath prediction with respect to the STDE metric. Better results
in terms of STDE indicate a greater adherence to the shape of the target human trajectories, while the
discretized spatial grid makes the SED less precise to evaluate spatial properties. The advantage of
our model over the other approaches is likely due to the fact that the local implementation induces a
proximity preference [21] in the choice of the following target. Supervised models that benefit from
the possibility of learning semantic characteristics of the scenes in a data-driven approach, are instead
outclassed by unsupervised models in this scanpath prediction task.
5 Conclusions
In this paper, we have presented a computational model of focus of attention that is inspired from
classic wave and diffusion propagation mechanisms, that are joined with the principle of inhibition of
return. It is proven that the resulting field gets arbitrarily close to recently proposed gravitational-based
models of focus of attention models, which explains the reasons of the state of the art experimental
results achieved in scanpath prediction tasks. The connection with gravitational model arises because
of a fundamental regularization property that is proven to reduce the proposed model to Poisson’s
equation. The proposed theory clearly explains the emergence of reactions to peripheral visual
stimuli. In particular, a distinctive feature of the proposed computational model is its spatiotemporal
locality, which makes it very well-suited for SIMD parallel implementations, and also represents a
fundamental property typically required for biological plausibility.
While the current numerical discretization is based on the traditional 2D gridding of the retina, one
can think of approximating the continuous differential equations by higher-order approximations of
spatial derivatives, which improves the approximation and offers additional insights on the biological
plausibility of the model.
8
Broader Impact
Our work is a foundational study. We believe that there are neither ethical aspects nor future societal
consequences that should be discussed.
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Supplementary Material
Notation. We will indicate with Br(x) the ball of radius r and center x, with Sr(x) the sphere
with the same radius and center. We will furthermore indicate with dHn−1 the n− 1 dimensional
Hausdorff measure in Rn (for surface integrals). Let Ω be an open set in Rn and D a domain with
D ⊂ Ω. For any regular function f : D → R we define∫
−
D
f(x) dx :=
1
mn(D)
∫
D
f(x) dx, mn(D) :=
∫
D
1 dx.
The supplementary material is organized as follows: In A we give a brief summary of Duhamel’s
Principle (a good reference for this topic is [11]) then in Section B we give a proof of Theorem 1
from the main article.
A Duhamel’s Principle
Consider the following abstract form of the Cauchy problem for an evolution equation of the first
order:
P :
{
u′(t) = Au(t) + f(t) (t > 0);
u(0) = ϕ,
where the spatial dependece of u is not explicitly written and A is a differential operator with respect
to the spatial variables. Now consider for every fixed s ∈ [0, t] the additional homogeneous problem
P ′ :
{
v′(t) = Av(t) (t > 0);
v(0) = f(s) +Aϕ,
and let us indicate with vs(t) the solution to this problem. Then we can directly check that the
function
u(t) = ϕ+
∫ t
0
vs(t− s) ds,
solves problem P . Indeed we have u(0) = 0 and
u′(t) = vt(0) +
∫ t
0
v′s(t− s) ds = f(t) +Au(t).
In a similar way we can treat the second order problem
Q :

u′′(t) = Au(t) + f(t) (t > 0);
u(0) = ϕ;
u′(0) = ψ.
This time for any s ∈ [0, t] we consider the solution vs to the problem
Q′ :

v′′(t) = Au(t) (t > 0);
v(0) = 0;
v′(0) = f(s) +Aϕ+ sAψ.
Then one can verify that the function
u(t) = ϕ+ tψ +
∫ t
0
vs(t− s) ds
is a solution to problem Q.
B Proof of Theorem 1
We prove the claim first for the solutions to the heat equation H and then for the solution to the wave
equations W .
1
Heat equation In order to find an explicit formula for the solution to the problem{
ϕt = c(∆ϕ+ µ) in R2 × (0,+∞);
ϕ(x, 0) = 0, in R2 × {t = 0}, (1)
we begin considering the problem{
ut = c∆u in R2 × (0,+∞);
u(x, 0) = u0(x), in R2 × {t = 0}. (2)
For this particular PDE the constant c can be absorbed entirely by a time rescaling t→ ct. So that
the solution u to Eq. (2) can be written as u(x, t) = v(x, ct) where v solves{
vt = ∆v in R2 × (0,+∞);
v(x, 0) = u0(x), in R2 × {t = 0}. (3)
Finally the solution to this problem can be found in terms of the well known heat kernel
U(x, t) :=
1
4pit
e−|x|
2/4t, (4)
as v(x, t) = (U(·, t) ∗ u0)(x). Then the solution to (2) is
u(x, t) =
1
4pict
∫
R2
e−|x−y|
2/4ctu0(y) dy.
Applying Duhamel’s principle to Eq. (1) yields
ϕ(x, t) =
∫ t
0
1
4pi(t− s)
∫
R2
e−|x−y|
2/4c(t−s)µ(y, s) dyds.
Now let c(t− s) = τ , then
ϕ(x, t) =
1
4pi
∫ ct
0
∫
R2
e−|x−y|
2/4τ
τ
µ(y, t− τ/c) dydτ.
The gradient of ϕ can now be directly calculated as
∇ϕ(x, t) = − 1
8pi
∫ ct
0
∫
R2
e−|x−y|
2/4τ
τ2
(x− y)µ(y, t− τ/c) dydτ.
Taking the formal limit c→ +∞ we obtain
∇ϕ(x, t)→ − 1
8pi
∫
R2
(∫ +∞
0
e−|x−y|
2/4τ
τ2
dτ
)
(x− y)µ(y, t) dy.
Because
∫∞
0
e−a
2/τ/τ2 dτ = a−2, we have
∇ϕ(x, t)→ − 1
2pi
∫
R2
x− y
|x− y|2µ(y, t) dy,
which is indeed the gradient of the potential that solves Poisson equation with source µ. Notice
however that performing the formal limit c→∞ directly into the expression for the potential would
lead to a divergent limit due to the divergent quantity
∫∞
0
e−a
2/τ/τ dτ .
Wave equation Consider now the nonhomogeneous wave eqaution{
ϕtt = c
2(∆ϕ+ µ) in R2 × (0,+∞);
ϕ(x, 0) = 0, ϕt(x, 0) = 0 in R2 × {t = 0}. (5)
In order to find an explicit solution to this problem, as usual (see [11]), we start by considering the
related problem {
utt − c2∆u = 0 in R2 × (0,+∞);
u(x, 0) = f(x), ut(x, 0) = g(x) in R2 × {t = 0}. (6)
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The solution of such problem is u(x, t) = v(x, ct), where v solves{
vtt −∆v = 0 in R2 × (0,+∞);
v(x, 0) = f(x), vt(x, 0) = g(x)/c in R2 × {0}. (7)
Since the solution of (7) is given by the Poisson’s formula in two dimensions
v(x, t) =
1
2
∫
−
Bt(x)
tf(y) + c−1t2g(y) + t∇f(y) · (y − x)
(t2 − |y − x|2)1/2 dy,
we have
u(x, t) =
1
2
∫
−
Bct(x)
ctf(y) + ct2g(y) + ct∇f(y) · (y − x)
(c2t2 − |y − x|2)1/2 dy. (8)
The solution to Eq. (5) can be obtained from the solution of Eq (7) via the Duhamel’s principle (see
Section A). In this case we have that
ϕ(x, t) =
∫ t
0
ws(x, t− s) ds, (9)
where ws solves {
wtt − c2∆w = 0 in R2 × (0,+∞);
w(x, 0) = 0, wt(x, 0) = c
2µ(x, s) in R2 × {0}.
Thus from Eq. (8) and (9) we immediately have:
ϕ(x, t) =
1
2pi
∫ t
0
∫
Bc(t−s)(x)
cµ(y, s)
(c2(t− s)2 − |y − x|2)1/2 dyds.
Now let us make the change of variables c(t− s) = τ in the integral over s; we thus obtain:
ϕ(x, t) =
1
2pi
∫ ct
0
∫
Bτ (x)
µ(y, t− τ/c)
(τ2 − |y − x|2)1/2 dydτ. (10)
Example 1. In order to understand Eq. (10) let us consider the case of a unit mass fixed at the origin:
µ(x, t) = δx. In this case
ϕ(x, t) =
1
2pi
∫ ct
0
∫
Bτ (x)
δy
(τ2 − |y − x|2)1/2 dydτ =
1
2pi
∫ ct
|x|
1
(τ2 − |x|2)1/2 dτ
=
1
2pi
[
log
∣∣τ +√τ2 − |x|2 ∣∣]ct
|x|
=
1
2pi
log
(
ct+
√
(ct)2 − |x|2 )+ 1
2pi
log
1
|x| .
(11)
Then
ϕ(x, t) =
1
2pi
log(ct) +
1
2pi
log
(
1 +
√
1− (|x|/ct)2 )+ 1
2pi
log
1
|x| . (12)
Notice that in the last formula as c→∞ we have a divergent part plus a finite part which is indeed
our initial guess for this limit; moreover the divergent part has a vanishing spatial gradient meaning
that it does not effect the force which is entirely given by gradient of log(1/|x|) which is indeed the
force that ones derive from Poisson equation on R2.
This example suggests to look for the convergence of ∇ϕ rather than that of ϕ itself since the latter
quantity can give rise to divergences.
In general let us now come back to Eq. (10). This integral is performed over a cone in the space y-τ .
A little thinking shows that such integration can be rearranged as follows:
ϕ(x, t) =
1
2pi
∫
Bct(x)
(∫ ct
|y−x|
µ(y, t− τ/c)
(τ2 − |y − x|2)1/2 dτ
)
dy. (13)
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Or, equivalently, performing the change of variables z = y − x
ϕ(x, t) =
1
2pi
∫
Bct(0)
(∫ ct
|z|
µ(z + x, t− τ/c)
(τ2 − |z|2)1/2 dτ
)
dz. (14)
Since we are interested in the limit c→∞ we can expand µ(z+x, t− τ/c) in powers of 1/c around
zero:
µ(z + x, t− τ/c) = µ(z + x, t)− µt(z + x, t)τ 1
c
+ µtt(z + x, t)τ
2 1
c2
+ o(1/c2). (15)
At order zero in 1/c we have
ϕ(x, t) =
1
2pi
∫
Bct(0)
(∫ ct
|z|
1
(τ2 − |z|2)1/2 dτ
)
µ(z + x, t) dz
=
1
2pi
∫
Bct(0)
(
log(ct) + log
(
1 +
√
1− |z2|/(ct)2 )+ log 1|z|
)
µ(z + x, t) dz.
(16)
The gradient of such expression is
∇ϕ(x, t) = 1
2pi
∫
Bct(0)
(
log(ct) + log
(
1 +
√
1− |z2|/(ct)2 )+ log 1|z|
)
∇µ(z + x, t) dz. (17)
Now we can use the following version of the divergence theorem∫
Ω
f∇g dx =
∫
∂Ω
fgν dHn−1 −
∫
Ω
∇fg dx, (18)
where ν is the normal to ∂Ω. In order to prove this start from the divergence theorem for vector fields:∫
Ω
div v dx =
∫
∂Ω
v · ν dHn−1,
then choose vk = fgδki, therefore∫
Ω
f∇ig dx+
∫
Ω
∇ifg dx =
∫
Ω
div v dx =
∫
∂Ω
fgδkiνk dHn−1 =
∫
∂Ω
fgνi dHn−1,
which gives the wanted formula. If we apply such expression to Eq. (17) we get
∇ϕ(x, t) = 1
2pi
log(1)
∫
Sct(0)
µ(z + x, t)ν(z) dH1(z)
− 1
2pi
∫
Bct(0)
(
∇ log(1 +√1− |z|2/(ct)2 )+∇ log 1|z|
)
µ(z + x, t) dz.
(19)
Here we found by direct calculation (since log 1 = 0) that the boundary term is null; notice that
indeed this term must be zero also because it comes from an integral evaluated betwee |z| and ct, so
when |z| = ct the whole term is vanishing.
Expanding the gradient in the remaining term we get
∇ϕ(x, t) = 1
2pi
∫
Bct(0)
(
1
c2
z
1− |z|2/(ct)2 +√1− |z|2/(ct)2 + z|z|2
)
µ(z + x, t) dz. (20)
As we take the formal limit c→ +∞, we obtain
∇ϕ(x, t)→ 1
2pi
∫
R2
z
|z|2µ(z + x, t) dz = −
1
2pi
∫
R2
x− y
|x− y|2µ(y, t) dy, (21)
which is the wanted result.
We will now consider the generic term in (15) to show that we correctly performed the limit disre-
garding in the approximation of µ(z + x, t− τ/c) all the higher order terms in 1/c.
Let us define
Icn(ξ) :=
1
cn
∫ ct
ξ
τn
(τ2 − ξ2)1/2 dτ.
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Changing the integration variable s = τ − ξ we this quantity can be written as
Icn(ξ) =
1
cn
∫ ct−ξ
0
(s+ ξ)n
(s2 + 2sξ)1/2
ds.
And its derivative (with respect to the parameter ξ) is
Icn
′(ξ) = − t
n√
(ct)2 − ξ2 +
1
cn
∫ ct−ξ
0
(
n(s+ ξ)n−1
(s2 + 2sξ)1/2
− s(s+ ξ)
n
(s2 + 2sξ)3/2
)
ds
In the last integral let us perform the additional change of variable s = cr
Icn
′(ξ) = − t
n√
(ct)2 − ξ2 +
1
c
∫ t−ξ/c
0
(
n(r + ξ/c)n−1
(r2 + 2rξ/c)1/2
− r(r + ξ/c)
n
(r2 + 2rξ/c)3/2
)
dr
As we formally let c→ +∞ we have that the integral converges to (n− 1) ∫ t
0
rn−2. For n ≥ 2 it is
immediate to check that
Icn
′(ξ)→ 0 as c→ +∞;
for n = 1 this property can be checked by direct calculations; indeed
Ic1(ξ) =
1
c
√
(ct)2 − ξ2, Ic1 ′(ξ) = −
1
c
ξ√
(ct)2 − ξ2 .
The quantity Icn has been defined precisely so that the n-th term in the expansion in powers of 1/c of
the gradient of the potential would be
1
2pi
∫
Bct(0)
(
1
cn
∫ ct
|z|
τn
(τ2 − |z|2)1/2 dτ
)
∇∂nt µ(z+x, t) dz =
1
2pi
∫
Bct(0)
Icn(|z|)∇∂nt µ(z+x, t) dz.
(22)
Since Icn(ct) = 0 using (18) Eq. (22) becomes
− 1
2pi
∫
Bct(0)
Icn
′(|z|) z|z|∂
n
t µ(z + x, t) dz,
and this quantity for n ≥ 1 goes to 0 as c→ +∞.
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