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Optimal State Estimation with Measurements Corrupted by Laplace Noise
Farhad Farokhi, Jezdimir Milosevic, Henrik Sandberg
Abstract— Optimal state estimation for linear discrete-time
systems is considered. Motivated by the literature on differential
privacy, the measurements are assumed to be corrupted by
Laplace noise. The optimal least mean square error estimate
of the state is approximated using a randomized method. The
method relies on that the Laplace noise can be rewritten as
Gaussian noise scaled by Rayleigh random variable. The prob-
ability of the event that the distance between the approximation
and the best estimate is smaller than a constant is determined as
function of the number of parallel Kalman filters that is used in
the randomized method. This estimator is then compared with
the optimal linear estimator, the maximum a posteriori (MAP)
estimate of the state, and the particle filter.
I. INTRODUCTION
Differential privacy provides a systematic approach for
responding to statistical queries on stochastic databases while
preserving the privacy of the individuals [1]. Most often
the outcome of the query is corrupted by Laplace noise
where its scaling parameter is proportional to the sensitivity
of the outcome to individual changes in the entries of the
database. This ensures that the changes in the entries do not
create pronounced variations in the response (in terms of the
probability of observing various responses) and thus reverse
engineering techniques cannot be used. More recently, the
notion of differential privacy has been extended to dynamical
systems [2]–[5]. In [3], the notion of differential privacy was
extended to dynamical systems to preserve the privacy of the
inputs. Iterative consensus seeking algorithms that preserve
the privacy of the initial conditions of the participants were
considered in [4]. Corrupting the state measurements of
agents in a distributed control setup was explored in [5] to
keep the preferences of the agents (i.e., the way points that
need to be followed) private. All the mentioned studies pro-
pose adding Laplace noise to the transmitted measurements
or the system dynamics. Therefore, for controlling these
systems, optimal state estimation techniques are required
that can handle scenarios where the process noise and/or
the measurement noise follow the Laplace distribution.
In this paper, specifically, optimal state estimation for
linear discrete-time systems when the measurements are cor-
rupted by the Laplace noise is considered. The optimal least
mean square error estimate of the state (which is equal to the
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conditional mean of the state given the output measurements)
is approximated using a randomized algorithm. To do so, the
Laplace noise is written as Gaussian noise scaled by Rayleigh
random variable. Then, several time-varying Kalman filters
are run in parallel to generate the best estimate for various
choices of Rayleigh scales (that are selected randomly). The
outcomes of the Kalman filters are averaged to construct
an estimate. The probability of the event that the distance
between the approximation and the best estimate is bounded
by a constant is derived. This probability is a function of
the number of the parallel-running Kalman filters and the
error bound. Therefore, the performance of this filter can
be arbitrarily improved at the expense of the computational
expense of running several Kalman filters. The performance
of this filter is compared with the optimal linear estimator,
the maximum a posteriori (MAP) estimate of the state, and
the particle filter.
Non-Gaussian estimation problems have been studied ex-
tensively in the past [6], [7]. Most often particle filters, which
belong to the family of randomized methods, are utilized
to approximate the conditional density function of the state
given the measurements. Subsequently, the best estimate is
constructed using this conditional density function. However,
to the best of our knowledge, the special structure of the
Laplace random variables, i.e., the fact that a Laplace noise
can be written as a Gaussian noise scaled by a Rayleigh
random variable, has not been utilized to develop more
efficient filters. This avenue is explored in this paper.
The MAP estimator in this paper is similar, in essence,
to least absolute shrinkage and selection operator (LASSO),
which is a regression analysis method that performs both
variable selection and regularization at the same time [8].
Note that this approach was utilized earlier in [9] to state
estimation with impulsive noises. The impulsive noise was
modelled using Laplace noise and the same filter was de-
veloped. The static version of the filter for measurements
corrupted by Laplace noise was more recently used in [10].
The rest of the paper is organized as follows. First, this
section is concluded by presenting notations. The problem
formulation is introduced in Section II. A randomized algo-
rithm is developed in Section III to approximate the least
mean square error estimate of the state. The optimal linear
estimators are designed in Section IV. Section V constructs
the MAP estimate of the state. The numerical examples are
presented in Section VI and Section VII concludes the paper.
A. Notation
The sets of natural, integer, and real numbers are respec-
tively denoted by N, Z, and R. Let N0 = N ∪ {0}. The set
of non-negative real numbers is denoted by R≥0 = {x ∈
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R |x ≥ 0}. The set of positive definite matrices in Rn×n is
denoted by Sn+.
A random variable w ∈ Rn, for some n ∈ N, is said
to follow the Gaussian distribution with mean µ ∈ Rn and
variance W ∈ Sn+, or equivalently x ∼ N (µ,W ), if
P{w ∈ W} =
∫
w′∈W
[
1√
(2pi)n det(W )
× exp
(
− 1
2
(x− µ)>W−1(x− µ)
)]
dw′
for any Lebesgue-measurable set W ⊆ Rn. A scalar random
variable v ∈ R is said to follow the Laplace distribution with
mean a ∈ R and scaling parameter b ∈ R≥0, or equivalently
v ∼ L(a, b), if
P{v ∈ V} =
∫
v′∈V
[
1
2b
exp
(
−|v
′ − a|
b
)]
dv′
for any Lebesgue-measurable set V ⊆ R. Evidently, if
v ∼ L(0, b), then E{v2} = 2b2. A scalar random variable x
follows the Rayleigh distribution with scale parameter θ, or
equivalently x ∼ R(θ), if
P{x ∈ X} =
∫
x′∈X
x′
θ2
exp
(−x′2
2θ2
)
dx′
for any Lebesgue-measurable set X ⊆ R≥0.
II. PROBLEM FORMULATION
Consider the discrete-time linear dynamical system
x[k + 1] = A[k]x[k] + w[k], x[0] = x0, (1a)
y[k] = C[k]x[k] + v[k] (1b)
where x[k] ∈ Rn is the state, w[k] ∈ Rn is the process
noise, y[k] ∈ Rp is the output, and v[k] ∈ Rp is the
measurement noise. Assume that (w[k])k∈N0 is a sequence
of i.i.d.1 zero-mean Gaussian random variables with variance
W [k] at time k ∈ N0. Equivalently, w[k] ∼ N (0,W [k])
for all k ∈ N0. Motivated by the setup of differential
privacy in which the measurements are often corrupted by
Laplace noise to preserve the privacy of the individuals
(see Section I), (v[k])k∈N0 is assumed to be a sequence of
i.i.d. Laplace random variables with zero mean and variance
V [k] at time k ∈ N0. Note that vi[k] is assumed to be
statistically independent of vj [k] if i 6= j. Thus, vi[k] ∼
L(0,√Vii[k]/2). Assume that E{x0} = 0 and E{x0x>0 } =
X0 ∈ Sn+. The assumption that E{x0} = 0 can always be
satisfied by a simple change of variable and is thus without
the loss of generality. The following problem is addressed in
this paper.
Problem 1: Find the state estimate (xˆ[k])k∈N0 such that
(i) E{xˆ[k]} = E{x[k]} = 0 and (ii) the variance of error
E{‖x − xˆ‖22} = Tr(E{(x[k] − xˆ[k])(x[k] − xˆ[k])>}) is
minimized.
The solution of this problem is the conditional excep-
tion E{x[k] | y[0], . . . , y[k]}, which can be realized using
a finite-order linear system in the case where the mea-
surement noise has a Gaussian distribution. This system
1i.i.d. stands for identically and independently distributed.
is the celebrated Kalman filter. However, for more general
distributions, the least mean square estimate of the state
E{x[k] | y[0], . . . , y[k]} is, in general, not realizable by finite-
order linear systems. In this paper, the state estimate is ap-
proximated using a randomized method and its performance
is compared with that of an optimal linear estimators and
the MAP estimator. Note that MAP is not necessarily an
unbiased filter (which is a criteria of Problem 1).
III. APPROXIMATING THE OPTIMAL ESTIAMTE
In this section, a randomized method is proposed to
generate a state estimate that is close to the optimal least
mean square error estimate of the state, which is equal to
E{x[k] | (y[t])kt=0}. This filter uses the observation that the
Laplace noise can be replaced with an appropriately scaled
Gaussian noise.
Lemma 1: For b > 0, let τ ∼ R(b) and v ∼ N (0, τ2).
Then, v ∼ L(0, b).
Proof: Note that, Lebesgue-measurable set V ⊆ R, we
get
P{v ∈ V} =
∫
v′∈V
∫ +∞
τ ′=0
1√
2piτ ′
exp
(−v′2
2τ ′2
)
× τ
′
b2
exp
(−τ ′2
2b2
)
dτ ′dv′
=
∫
v′∈V
∫ +∞
τ ′=0
1√
2pib2
exp
(
− v
′2
2τ ′2
− τ
′2
2b2
)
dτ ′dv′
=
∫
v′∈V
1
2b
exp
(
−2
√
v′2
4b2
)
dv′ (2)
=
∫
v′∈V
1
2b
exp
(
−|v
′|
b
)
dv′,
where (2) follows from (5.10.10) in [11, p. 118]. This shows
that v ∼ L(0, b).
Following this observation, the output equation of the
underlying system can be redefined to be
y[k] = Cx[k] + v¯[k],
where (v¯[k])k∈N0 denotes a sequence of i.i.d. zero-
mean Gaussian random variables with variance T [k] =
diag(τ21 [k], . . . , τ
2
p [k]) where τi[k] ∼ R(
√
Vii[k]/2) for all
1 ≤ i ≤ p. Now, note that
xˆ[k] = E{x[k] | (y[t])kt=0}
= E{E{x[k] | (y[t])kt=0, (T [t])kt=0} | (y[t])kt=0}.
The estimates E{x[k]|(y[t])kt=0, (T [t])kt=0} are easy to com-
pute. In fact, a time-varying Kalman filter can be used to
calculate E{x[k]|(y[t])kt=0, (T [t])kt=0} because, for a fixed
sequence of matrices (T [t])kt=0, the problem can be translated
into optimal filtering of a discrete-time linear time-varying
system with Gaussian process and observation noises. For
all 0 ≤ ` ≤ k, define
P˜ [`] = E{(x[`]− E{x[`]|(y[t])`t=0, (T [t])`t=0})
× (x[`]− E{x[`]|(y[t])`t=0, (T [t])`t=0})> | (T [t])`t=0}.
Following the Kalman filter construction results in
E{x[`]|(y[t])`−1t=0 , (T [t])`−1t=0}
= A[`]E{x[`− 1]|(y[t])`−1t=0 , (T [t])`−1t=0},
and
E{x[`]|(y[t])`t=0, (T [t])`t=0} = E{x[`]|(y[t])`−1t=0 , (T [t])`−1t=0}
+ L[`](y[`]− C[`]E{x[`]|(y[t])`−1t=0 , (T [t])`−1t=0}),
where
L[`] = Pˆ [`]C[`]>(C[`]Pˆ [`]C[`]> + T [`])−1,
and
Pˆ [`] =E{(x[`]− E{x[`]|(y[t])`−1t=0 , (T [t])`−1t=0})
× (x[`]− E{x[`]|(y[t])`−1t=0 , (T [t])`−1t=0})> | (T [t])`t=0}
=A[`]>P˜ [`− 1]A[`] +W [`].
It can also be observed that
P˜ [`] =(I − L[`]C[`])Pˆ [`]
=Pˆ [`]− Pˆ [`]C[`]>(C[`]Pˆ [`]C[`]> + T [`])−1C[`]Pˆ [`].
The filter is initialized by E{x[0]|(y[t])−1t=0, (T [t])−1t=0} =
E{x[0]} = E{x0} = 0, and
Pˆ [0] =E{(x[0]− E{x[0]|(y[t])−1t=0, (T [t])−1t=0})
× (x[0]− E{x[0]|(y[t])−1t=0, (T [t])−1t=0})> | (T [t])−1t=0}
=E{x0x>0 } = X0.
Notice that, in this derivation, both P˜ [k] and Pˆ [k] are random
variables depending on the random variable (T [t])kt=0.
Now, at each iteration k, we may select samples T i[k],
1 ≤ i ≤ I , from the conditional density p(T [k]|(y[t])kt=0).
Following the recipe above, E{x[k]|(y[t])kt=0, (T i[t])kt=0}
can be computed easily. Define
xˆappx[k] =
1
I
I∑
i=1
E{x[k]|(y[t])kt=0, (T i[t])kt=0}.
The difficulty of this algorithm is to generate samples from
p(T [k]|(y[t])kt=0). This is discussed in detail towards the end
of this section. However, first, it is shown that this random-
ized algorithm can generate arbitrarily close approximations
of the least mean square error estimate of the state.
Theorem 1: There exists M [k] > 0 such that P{‖xˆ[k] −
xˆappx[k]‖2 ≤ } ≥ 1− δ for I = M [k]δ−1−2.
Proof: Note that xˆ[k] = E{xˆappx|(y[t])kt=0}. The
Chebyshev’s inequality [12, p. 446-451] gives
P {‖xˆappx[k]− xˆ[k]‖2 ≥ } ≤ E
{‖xˆappx[k]− xˆ[k]‖22
2
}
.
For all i 6= j, because of the statistical independence of
(T i[t])kt=0 and (T
j [t])kt=0, it can be deduced that
E
{(
E{x[k]|(y[t])kt=0, (T i[t])kt=0}−E{x[k]|(y[t])kt=0}
)
×(E{x[k]|(y[t])kt=0, (T j [t])kt=0}−E{x[k]|(y[t])kt=0})>}=0,
and, as a result,
E
{‖xˆappx[k]− xˆ[k]‖22|(y[t])kt=0}
= Tr
(
E
{
(xˆappx[k]− xˆ[k])(xˆappx[k]− xˆ[k])>|(y[t])kt=0
})
=
1
I
Tr
(
E
{
(E{x[k]|(y[t])kt=0, (T [t])kt=0} − xˆ[k])
×(E{x[k]|(y[t])kt=0, (T [t])kt=0} − xˆ[k])>|(y[t])kt=0
})
=
1
I
E
{‖E{x[k]|(y[t])kt=0, (T [t])kt=0} − xˆ[k]‖22|(y[t])kt=0} .
This gives that
E{‖xˆappx[k]− xˆ[k]‖22}
= E{E{‖xˆappx[k]− xˆ[k]‖22|(y[t])kt=0}}
=
1
I
E{E{‖E{x|(y[t])kt=0, (T [t])kt=0} − xˆ[k]‖22|(y[t])kt=0}}
=
1
I
E{‖E{x|(y[t])kt=0, (T [t])kt=0} − xˆ[k]‖22}.
Let M [k] := E
{‖E{x|(y[t])kt=0, (T [t])kt=0}−xˆ[k]‖22}.
Therefore, it can be proved that
P {‖xˆappx[k]− xˆ[k]‖2 ≤ } ≥ 1−
M [k]
I2
.
This concludes the proof.
Note that the memory required for implementing the filter
might grow with time. This is because if M [k] grows the with
time, more and more Kalman filters are required to maintain
the probability P {‖xˆappx[k]− xˆ[k]‖2 ≤ } the same as in
the previous time step. To add a new Kalman filter, all the
measurements from the past (y[t])kt=0 are required. Thus,
the complexity of implementing the filter might grow with
time as the estimator might need more Kalman filters in each
iteration. The following theorem shows that, for a family of
systems, M [k] has a constant upper bound and, thus, it is not
required to increase the number of the Kalman filters with
time.
Corollary 1: If ρ(A) < 1, there exists a finite M > 0 such
that P {‖xˆ[k]− xˆappx[k]‖2 ≤ } ≥ 1− δ for I ≥Mδ−1−2.
Proof: Notice that
E{‖E{x[k]|(y[t])kt=0, (T [t])kt=0}−xˆ[k]‖22}
≤E{‖E{x[k]|(y[t])kt=0, (T [t])kt=0}‖22}+ E{‖xˆ[k]‖22}
=E
{‖E{x[k]|(y[t])kt=0, (T [t])kt=0}‖22}
+ E
{‖E{x[k] | (y[t])kt=0}‖22}
≤2E{‖x[k]‖22}
≤2 lim
T→∞
E
{‖x[k]‖22} .
Selecting M = 2 limT→∞ E
{‖x[k]‖22} (which is bounded
due to the fact that A is stable) concludes the proof.
A. Generating Samples
The Bayes’ rule implies that
p(T [k]|(y[t])kt=0)∝p(y[k]|T [k], (y[t])k−1t=0 )p(T [k]|(y[t])k−1t=0 )
∝p(y[k]|T [k], (y[t])k−1t=0 )
× p((y[t])k−1t=0 |T [k])p(T [k])
=p(y[k]|T [k], (y[t])k−1t=0 )
× p((y[t])k−1t=0 )p(T [k])
∝p(y[k]|T [k], (y[t])k−1t=0 )p(T [k]),
where ∝ is the proportionality operator (i.e., it denotes
the fact that an appropriate factor should be multiplied
by the right-hand side to ensure that p(T [k]|(y[t])kt=0)
integrates to one for each (y[t])kt=0). It can be seen
that computing p(T [k]|(y[t])kt=0) requires the knowledge
of p(y[k]|T [k], (y[t])k−1t=0 ), which can only be calculated
by knowing p(x[k]|(y[t])k−1t=0 ). Noting that computing
p(x[k]|(y[t])k−1t=0 ) is more difficult than solving Problem 1
(i.e., it makes the sampling of T [k] as cumbersome as
the MAP filter in Section V to implement), a number of
heuristics are proposed in what follows to generate samples
that, at least, closely follow this distribution2.
1) Memory-Less Generation: This method relies on the
heuristic that if ρ(A) 1, the state of the systems is loosely
correlated in time and, thus,
p(T [k]|(y[t])kt=0) ≈ p(T [k]|y[k]).
Now, for each τi[k] from T [k] = diag(τ1[k]2, . . . , τp[k]2), it
can be observed that
p(τi[k]|y[k]) ∝p(y[k]|τi[k])p(τi[k]) ∝ p(yi[k]|τi[k])p(τi[k]).
This density function can be easily calculated noting that the
state stays Gaussian in the absence of any measurements.
That is, x[k] ∼ N (0, X[k]), where
X[k] = A[k]X[k]A[k]> +W [k], X[0] = X0.
Thus,
p(τi[k]|y[k]) ∝p(yi[k]|τi[k])p(τi[k])
∝ 1
Ci[k]X[k]Ci[k]> + τi[k]2
× exp
(
− yi[k]
2
2(Ci[k]X[k]Ci[k]> + τi[k]2)
)
× 2τi[k]
Vii[k]
exp
(
− τi[k]
2
Vii[k]
)
, (3)
where Ci[k] is the i-th row of the matrix C[k]. Re-
jection sampling [13] can be used to generate samples
that follow this density function. Let f(τi[k], y[k]) de-
note the right-hand side of (3). First, generate a Rayleigh
variable τi[k] ∼ R(
√
Vii[k]/2) and a uniform random
variable u between zero and one. The random variable
2Note that for deadbeat systems (i.e., A[k] = A such that AL = 0 for
some L ∈ N), p(x[k]|(y[t])k−1t=0 ) is equal to p(x[k]|(y[t])k−1t=k−L) and,
thus, a rolling window estimation can be utilized. However, for general
systems, such treatments provide nice heuristics.
τi[k] follows the density function p(τi[k]|y[k]) if u ≤
f(τi[k], y[k])/[2τi[k]/Vii[k] exp(−τi[k]2/Vii[k])]/$, where
$ := max
τ
1
Ci[k]X[k]Ci[k]> + τ2
× exp
( −yi[k]2
2(Ci[k]X[k]Ci[k]> + τ2)
)
.
Otherwise, repeat this procedure.
2) Aggregation over Time: In this case, a whole batch of
T := (T [t])kt=0 is generated in each time step for the ob-
served measurements y := (y[t])kt=0. Define x := (x[t])
k
t=0.
Similarly, the Bayes’ rule dictates that
p(T |y) ∝ p(y|T )p(T ) =
[ ∫
p(y|x, T )p(x|T )dx
]
p(T )
=
[ ∫
p(y|x, T )p(x)dx
]
p(T ).
With the same procedure as in the previous case, one can
generate samples that follow the density function p(T |y).
However, the size of the problem grows unbound, which
makes this approach infeasible in practice. To be able to
overcome the computational complexity and memory re-
quirements, a moving horizon can be used while assuming
that the output measurements outside of the window are
loosely correlated with those inside.
3) Gaussian Approximation: If the memory-less genera-
tion and the aggregate approach are not suitable, the density
function p(x[k]|(y[t])k−1t=0 ) can be approximated by a Gaus-
sian using the optimal linear estimators that are constructed
in Section IV. In this case, it can be assumed that
p(x[k]|(y[t])k−1t=0 )∝exp
(
− 1
2
(x− µ[k])>Xˆ[k]−1(x− µ[k])
)
.
Now, it can be proved that
p(τi[k]|(y[t])kt=0) ∝p(y[k]|τi[k], (y[t])k−1t=0 )p(τi[k])
∝p(yi[k]|τi[k], (y[t])k−1t=0 )p(τi[k])
∝ 1
Ci[k]Xˆ[k]Ci[k]> + τi[k]2
×exp
(
− yi[k]
2
2(Ci[k]Xˆ[k]Ci[k]>+τi[k]2)
)
× 2τi[k]
Vii[k]
exp
(
− τi[k]
2
Vii[k]
)
.
Similarly, the rejection sampling can be utilized to generate
samples that follow a density of this form.
IV. OPTIMAL LINEAR ESTIMATORS
In this section, optimal linear estimators are investigated.
This filter is only presented in the paper to assist with
their comparison with the estimator developed using the
randomized algorithm. It is well-known that the Kalman
filter is the optimal linear estimator (i.e., it achieves the
least variance among all the linear estimators); see, for
example, [14, p. 49] and [15, p. 10]. Therefore, the optimal
linear estimator is
xˆ[k] =A[k − 1]xˆ[k − 1]
+ L[k](y[k]−C[k]A[k − 1]xˆ[k − 1]), xˆ[0] = 0, (4)
where
L[k] =P¯ [k]C[k]>(V [k] + C[k]P¯ [k]C[k]>)−1,
P¯ [k] =A[k]Pˇ [k − 1]A[k]> +W [k],
Pˇ [k] =P¯ [k]− L[k]C[k]P¯ [k]− P¯ [k]C[k]>L[k]>
+ L[k](C[k]P¯ [k]C[k]> + V [k])L[k]>.
It is worth noting that Pˇ [k] = E{(x[k]−xˆ[k])(x[k]−xˆ[k])>}.
For constant model parameters A[k] = A, B[k] = B, C[k] =
C, W [k] = W , and V [k] = V , the optimal linear estimator
has a bounded variance if (A,C) is observable.
V. MAP ESTIMATOR
This section follows the same approach as in [9] to
construct the maximum a posteriori estimate of the state.
To do so, for a given k ∈ N, define
x =
x[1]...
x[k]
 ∈ Rnk, w =
 w[0]...
w[k − 1]
 ∈ Rnk.
It can be seen that
x = Ωx0 + Ψw,
where
Ω=
 A[0]...
A[k − 1] · · ·A[0]
 ,Ψ=
 I · · · 0... . . . ...
A[k − 1] · · ·A[1] · · · I
.
Hence, x ∼ N (0,ΩX0Ω> + ΨWΨ>), where W =
diag(W [0], . . . ,W [k − 1]). Further, define
y =
y[0]...
y[k]
 ∈ Rp(k+1), v =
v[0]...
v[k]
 ∈ Rp(k+1).
Note that
y = Cx+ v,
where C = diag(C[0], . . . , C[k − 1]). Note that vi ∼
L(0,√Vii/2), where V = diag(V [0], . . . , V [k]). Therefore,
the conditional density of y given x is given by
p(y|x) =
p(k+1)∏
i=1
1√
2Vii
exp
(
−
√
2|yi − (Cx)i|√
Vii
)
=
( p(k+1)∏
i=1
1√
2Vii
)
exp
−√2 p(k+1)∑
i=1
|yi − (Cx)i|√
Vii
 .
Now, the Bayes’ rule [16] can be used to find the conditional
density function of x given y as
p(x|y) ∝p(y|x)
[
1√
(2pi)nk det(X)
exp
(
− 1
2
x>X−1x
)]
=
1√∏p(k+1)
i=1 (2Vii)
√
(2pi)nk det(X)
× exp
(
− 1
2
x>X−1x−
√
2
p(k+1)∑
i=1
|yi − (Cx)i|√
Vii
)
where X = ΩX0Ω>+ΨWΨ>. Therefore, the MAP estimate
of the state at time k is given by
xˆ[k] =
[
0n×(k−1)n In
]
x(k)∗,
where
x(k)∗ ∈ argmin
x∈Rnk
‖Φ1x‖22 + ‖Φ1(y − Cx)‖1,
with Φ1 = (1/
√
2)X−1/2 and Φ2 =√
2 diag(V −1/211 , . . . , V
−1/2
pp ). The memory required for
this filter also grows with k because one needs to remember
the whole measurement history. For practical purposes, the
filter can be implemented on a rolling window in which
case the prior on the state at the beginning of the rolling
window can be approximated with a Gaussian distribution.
A. Scalar Measurements and Window of Length One
This subsection deals with the relatively simple, yet in-
sightful, case of a window of length one for scalar measure-
ments. In this case, the filter can be explicitly calculated.
Assume that the distribution of x[k] given the measurements,
i.e., p(x[k]|(y[t])kt=0), can be approximated by a Gaussian
distribution with mean µ[k] and variance Ξ[k]. Therefore,
the prior on x[k + 1] is best approximated by a Gaussian
distribution with mean µ′[k+1] := A[k]µ[k] and the variance
Ξ′[k + 1] := A[k]>Ξ[k]A[k] + W [k]. Similarly, it can be
proved that
p(x[k + 1]|(y[t])k+1t=0 )
∝p(y[k + 1]|x[k + 1])p(x[k + 1]|(y[t])kt=0)
≈ exp
(
− 1
2
‖Ξ′[k + 1]−1/2(x[k + 1]− µ′[k + 1])>‖22
−
√
2
V [k + 1]
‖C[k + 1]x[k + 1]− y[k + 1]‖1
)
.
Therefore, the windowed MAP estimate at k is given by
xˆ[k + 1] ∈ argmin
x∈Rn
(
− 1
2
‖Ξ′[k + 1]−1/2(x− µ′[k + 1])‖22
−
√
2
V [k + 1]
‖C[k + 1]x[k + 1]− y[k + 1]‖1
)
. (5)
Setting the derivative of the cost function of (5) with respect
to x equal to zero, for C[k + 1]x > y[k + 1], gives that
x = µ′[k + 1]−
√
2
V [k + 1]
Ξ′[k + 1]C[k + 1]>.
However, the same calculations for C[k + 1]x < y[k + 1]
results in
x = µ′[k + 1] +
√
2
V [k + 1]
Ξ′[k + 1]C[k + 1]>.
For the rest of the cases, it can be deduced that C[k+1]x =
y[k+1]. Therefore, x = (C[k+1]>C[k+1])−1C[k+1]>y[k+
1] +N [k + 1]α, where the columns of the matrix N [k + 1]
form an orthonormal basis for the null space of C[k+1] and
α ∈ Rn−1 is an arbitrary vector. In this case, substituting x
into (5) gives
α∗∈argmin
α∈Rn−1
−1
2
‖Ξ′[k+1]−1/2(x′+N [k+1]α−µ′[k+1])>‖22,
where x′ = (C[k + 1]>C[k + 1])−1C[k + 1]>y[k + 1]. By
setting the derivative of the cost function of this optimization
problem with respect to α equal to zero, it can be shown
that x′ + N [k + 1]α∗ − µ′[k + 1] = 0, and, as a result,
α∗ = N [k + 1]>µ[k + 1]′. Therefore, the windowed MAP
estimate at k is given by (6), where
ζ[k] =
√
2/V [k + 1](A[k]>Ξ[k]A[k] +W [k])C[k + 1]>.
Using the closed-form expression in (6), µ[k+1] = E{x[k+
1]} and Ξ[k+ 1] = E{(x[k+ 1]−µ[k+ 1])(x[k+ 1]−µ[k+
1])>} can be calculated. Note that, although requiring a finite
memory as in the case of the Kalman filter, the updates of
the filter are nonlinear.
VI. NUMERICAL EXAMPLE
As a numerical example, consider the discrete-time linear
time-invariant dynamical system in
x[k + 1] =
[
0.9 1.0
0.0 0.8
]
x[k] + w[k], x[0] = 0,
y[k] =
[
1.0 0.0
]
x[k] + v[k],
with W = diag(1.0, 1.5) and V = 10. Note that the pair
(A,C) is observable. The previously mentioned methods can
be utilized to construct an estimate of the state.
Fig. 1 illustrates the estimation error E{‖xˆ[k]−x[k]‖22} as
a function of time k for the some of the developed estimators.
Firstly, the black curve in Fig. 1 shows the error of the
optimal linear estimator, which is equal to Tr(Pˇ [k]). Now,
note that
E{‖xˆappx[k]− x[k]‖22}
= E
{∥∥∥∥1I
I∑
i=1
E{x[k]|(y[t])kt=0, (T i[t])kt=0} − x[k]
∥∥∥∥2
2
}
= E
{
1
I
I∑
i=1
‖E{x[k]|(y[t])kt=0, (T i[t])kt=0} − x[k]‖22
}
(7)
= E
{
1
I
I∑
i=1
E{‖E{x[k]|(y[t])kt=0, (T i[t])kt=0}
− x[k]‖22|(T i[t])kt=0}
}
,
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Fig. 1. The estimation error E{‖xˆ[k]− x[k]‖22} as a function of time k
for the optimal linear estimator (dashed blue ), the optimal least mean
square error estimator approximated using the method of Section III with
I = 1000 (solid red ), the particle filter with 1000 particles (dotted
black ), and the MAP estimator (green ).
where the equality in (7) follows from that the zero-mean
random variables E{x[k]|(y[t])kt=0, (T i[t])kt=0} − x[k] and
E{x[k]|(y[t])kt=0, (T j [t])kt=0}−x[k] are independent if i 6= j.
Let P˜ i[k] denote the covariance of the error corresponding
to the Kalman filter with (T i[t])kt=0. Thus,
E{‖xˆappx[k]− x[k]‖22} = E
{
1
I
I∑
i=1
Tr(P˜ i[k])
}
. (8)
The solid red curve in Fig. 1 shows (1/I)
∑I
i=1 Tr(P˜
i[k])
for I = 1000 as an approximation of E{‖xˆappx[k]−x[k]‖22}
when using the memory-less heuristic for generating T i[k].
This estimator is clearly the best in terms of the performance,
however, it has a higher computational load. The green
curve in Fig. 1 illustrates a Monte Carlo approximation of
E{‖xˆ[k] − x[k]‖22} for the MAP estimate with 10000 sce-
narios. The MAP estimator clearly performs worse in terms
of the variance of the error. However, such a comparison
is not entirely fair for the MAP estimator because it is not
designed to minimize the variance of the error as opposed
to the other filters. Finally, the dotted black curve shows
the variance of the error of the particle filter with 1000
particles (for a fair comparison with the optimal least mean
square error estimator approximated using the method of
Section III). The variance is constructed using a Monte Carlo
approximation with 10000 scenarios. As we can see, the
particle filter performs slightly worse. This is because the
particle filter does not fully utilizes the specific structure of
the problem (i.e., the fact that the system is linear and noise
is Laplace). This makes the particle filter a versatile tool for a
vast majority of problem; however, it makes it slightly more
conservative in specific cases. To run the particle filter, we
have used the toolbox in [17], which is based on [7].
VII. CONCLUSIONS AND FUTURE WORK
Optimal state estimation for linear discrete-time systems
with measurements corrupted by Laplace noise was con-
sidered. A randomized method was used to approximate
xˆ[k + 1] =

A[k]µ[k]− ζ[k], y[k + 1] < C[k + 1]A[k]µ[k]− C[k + 1]ζ[k],
N [k + 1]>A[k]µ[k] + (C[k + 1]>C[k + 1])−1C[k + 1]>y[k + 1],
C[k + 1]A[k]µ[k]− C[k + 1]ζ[k] ≤ y[k + 1] ≤ C[k + 1]A[k]µ[k] + C[k + 1]ζ[k],
A[k]µ[k] + ζ[k], C[k + 1]A[k]µ[k]− C[k + 1]ζ[k] < y[k + 1].
(6)
the optimal least mean square error estimate of the state.
This method also works for any other noise that can be
decomposed as a multiplication of stochastic variable with
an independently drawn Gaussian noise (e.g., Cauchy or
normal-product distributed noise). Future research can focus
on finding a tighter bound on the probability of the event that
the error between the approximate state estimate using the
randomized method and the optimal least mean square error
estimate is small. A lower bound for this probability was
constructed here using the Chebyshev’s inequality, which
does not take into account the special distribution of the
state in this problem formulation. Further work can be
dedicated to constructing efficient algorithms for sampling
in the randomized method.
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