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Resum 
Aquest document descriu el desenvolupament d’un Processador de Visió Estèreo basat en un 
dispositiu System-On-Chip Zynq-7. El processador ha de capturar un parell d’imatges de dues càmeres, 
processar les dades per obtenir un Mapa de Disparitat Dens i enviar-lo via Ethernet TCP/IP. 
S’ha implementat un algorisme de Stereo Matching basat en el Mètode Semi-Global combinant les 
funcionalitats de hardware i software del dispositiu Zynq-7. Per accelerar el procés, s’ha dissenyat i 
implementat una arquitectura de hardware amb diferents processadors en paral·lel. 
El processador treballa amb una resolució de 320x240 i té una latència total d’uns 550 ms (1.8 fps). 
L’algorisme de Visió Estèreo s’aplica correctament amb l’arquitectura de hardware proposada i el 
processador envia les dades de sortida mitjançant TCP/IP a un PC on les imatges es mostren en una 
interfície pròpia. 
Encara que la Visió Estèreo ha funcionat, el fet de capturar imatges de dues càmeres i haver d’aplicar 
Rectificació, en comptes de fer servir imatges ja rectificades, ha fet que la imatge resultant del 
processador surti distorsionada per problemes durant la fase de Rectificació. 
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Resumen 
Este documento describe el desarrollo de un Procesador de Visión Estéreo basado en un dispositivo 
System-On-Chip Zynq-7. El procesador debe capturar un par de imágenes de dos cámaras, procesarlo 
para obtener un Mapa de Disparidad Denso y enviar el resultado vía Ethernet TCP/IP. 
Se ha implementado un algoritmo de Stereo Matching basado en el Método Semi-Global combinando 
las funcionalidades de hardware y software del dispositivo Zynq-7. Para acelerar el proceso, se ha 
diseñado e implementado una arquitectura de hardware con diferentes procesadores en paralelo. 
El procesador trabaja con una resolución de 320x240 y tiene una latencia total de unos 550 ms (1.8 
fps). El algoritmo de Visión Estéreo se ha aplicado correctamente usando la arquitectura propuesta y 
el procesador envía los datos de salida mediante TCP/IP a un PC, donde se muestran las imágenes en 
una Interfaz propia. 
Aunque la Visión Estéreo se aplica correctamente, el hecho de capturar imágenes de dos cámaras y 
tener que aplicar Rectificación, en lugar de utilizar imágenes ya rectificadas, ha causado que la imagen 
resultante salga distorsionada debido a problemas en la fase de Rectificación.  
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Abstract 
This document presents the development of a self-made Stereo Vision Processor based on a Zynq-7 
System-On-Chip device. The processor must capture a pair of images from two cameras and process 
the information to output a Dense Disparity Map via Ethernet TCP/IP protocol. 
A Stereo Matching Algorithm based on the Semi-Global Method has been implemented combining the 
hardware and software capabilities of the Zynq-7 device. In order to speed-up the process, a hardware 
architecture with different independent processing cores has been designed and implemented. 
The processor works with a 320x240 resolution and has a total latency of about 550 ms (1.8 fps). The 
Stereo Vision Algorithm is applied successfully with the proposed hardware architecture and the 
processor is able to send the output data via TCP/IP to a PC, which shows images on a custom Interface. 
Although Stereo Vision is applied correctly, the fact of capturing raw images from two cameras and 
having to apply Rectification, instead of using rectified images from a dataset, has caused the output 
image to present distorted results due to problems in the Rectification step. 
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Glossary 
AXI  Advanced eXtensible Interface 
BRAM  Block RAM 
CAN  Controller Area Network 
CAN FD  CAN Flexible Data-Rate 
CDMA  Central DMA 
CLB  Configurable Logic Block 
CMOS  Complementary Metal-Oxide Semiconductor 
CSMA/CD  Carrier Sense Multiple Access with Collision Detection 
DDR  Double Data Rate (RAM) 
DMA  Direct Memory Access 
DSP   Digital Signal Processor 
ECAD  Electronic Computer-Aided Design 
ECU  Electronic Control Unit 
EDA  Electronic Design Automation 
FPGA  Field Programmable Gate Array 
FIFO  First In First Out (Memory) 
FSM  Finite State Machine 
I2C  Inter-Integrated Circuit 
IP  Internet Protocol (Communications) 
IP  Intellectual Property (Hardware Design) 
IOB  Input/Output Buffer 
lwIP  Light-weight IP 
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MAC  Medium Access Control (Address) 
MiB  Mebibyte 
Mux  Multiplexor 
OSI  Open Systems Interconnection (Model) 
PCB  Printed Circuit Board 
PL  Programmable Logic (Zynq-7) 
PPM  Perspective Projection Matrix 
PS  Processing System (Zynq-7) 
QVGA  Quarter VGA 
RAM  Random Access Memory 
SCCB  Serial Camera Control Bus 
SDRAM   Synchronous Dynamic RAM 
SPI  Serial Peripheral Interface 
SPP  Stereo Pair Peripheral 
SoC   System-On-Chip 
TCP  Transmission Control Protocol 
UART  Universal Asynchronous Receiver-Transmitter 
UDP  User Datagram Protocol 
USB  Universal Serial Bus 
VGA  Video Graphics Array 
WE  Write Enable  
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1. Preface 
When I proposed this project, I was seeking a challenge. I wanted to push my skills and knowledge 
further and develop something myself that had a state-of-the-art technological interest and a 
considerable technical difficulty. 
Back in 2017, I participated in the Xilinx Open Hardware design contest with two colleagues, and we 
developed a Computer Vision project based on an FPGA. From that time onwards, digital design using 
hardware platforms became one of my main interests. 
Simultaneously and further down the line, I participated in the Formula Student Team e-Tech Racing 
for two consecutive seasons (2017 and 2018). Besides learning how to work in complex problem 
solving with an engineering team, I had the opportunity to work on Embedded Software Design and 
Automotive Networks, which also interested me a lot. 
The current project was conceptualized based on these interests and the idea of developing something 
challenging and with an industry relevance. 
Nowadays, with the advent of the first Autonomous Vehicle systems, Computer Vision is being actively 
developed in the Automotive Industry. Going further, the field of Stereo Vision is in very intense 
research, as it can be a key to solve one of the main problems of an Autonomous system: depth 
estimation and 3D reconstruction of the environment. Besides, Stereo Vision can benefit a lot from a 
hardware implementation using an FPGA device, as the great amount of data to be processed can be 
computed in parallel to gain performance. 
This project tries to provide an integral solution to Stereo Vision: from capturing the images using two 
cameras to the computation of an output Dense Disparity Map and its transmission to a PC Interface. 
I started this ambitious project with some background on FPGA development and Software Design and 
no experience in Stereo Vision at all. It has been a very hard process, taking almost a year to finish, 
many sleepless nights and many problems to solve. However, the experience, knowledge and skill that 
I have gained over the course of this last year ultimately pays off all the headaches. 
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2. Introduction 
2.1. Project Objectives 
The main goal of the project is to design a functional Stereo Vision System based on an FPGA platform. 
This includes the following objectives: 
• Capture a pair of Images from two cameras 
• Design a hardware architecture that implements a Stereo Vision Algorithm 
• Reduce the Stereo Vision Algorithm runtime by hardware parallelization 
• Test the Processor and validate its proper functioning 
Besides of just creating a Stereo Vision Processor, this project is oriented to the Automotive sector, 
more specifically to Autonomous Driving. Therefore, two more objectives must be added: 
• Implement the Processor with a Communication System that would permit its integration on 
the Network of an Automotive System 
• Make the Processor have a small enough latency so that its implementation on a real 
Automotive System could be plausible 
2.2. Project Scope 
The project scope covers the following tasks: 
• Design of the Processor Hardware 
• Design of the Processor Software 
• Implementation of a Communication System to Interface with a PC 
• Testing of the Stereo Vision Processor 
• Design of a PC Interface to display data from the Processor 
• Design and fabrication of a Camera Socket to connect the camera pair to the Board 
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3. Stereo Vision Theoretical Background 
3.1. Epipolar Geometry 
The term Epipolar Geometry refers to the geometry of images in the particular case of Stereo Vision. 
As it is based on the Pin-hole Camera Model, let us review the different definitions given by this 
simplified model before diving into the Stereo case. 
 
Figure 3.1. Pin-hole camera model. (Source: [1]) 
The Pin-hole model [1] describes how a 3D world scene is represented in a 2D image. Considering 
Figure 3.1, the point OC is the Optical Center of the camera. The plane Π is the Image Plane, and the 
distance between this plane and the optical center is called the Focal Length (f). Two coordinate 
systems are considered: the Camera Coordinate System (with its center on the Optical Center of the 
camera) and the World Coordinate System, which is external and independent on the camera. 
In the Pin-Hole model, the points on the Image are the intersections of the Image Plane with the lines 
that connect points on the real world with the Optical Center. On Figure 3.1, for instance, the point p 
of the Image Plane is its intersection with the line that connects the 3D Point P and OC. 
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In Epipolar Geometry, two separate Pin-Hole cameras are considered, as can be seen in Figure 3.2. 
 
Figure 3.2. Epipolar geometry model. (Source: [2]) 
The line that connects the Optical Centers of the two cameras is called the Baseline (in Figure 3.2, the 
line 𝐶𝐶’̅̅ ̅̅ ). The intersections of the Baseline with the Image Planes are called the Epipoles (points e and 
e’ in the figure). 
An Epipolar Plane is the plane defined by the two Epipoles and a specific 3D point in the world. In Figure 
3.2, the Epipolar Plane would be the plane defined by X, C and C’. The Epipolar Lines are the 
intersections of the Epipolar Plane and each Image Plane, as marked in the figure. 
The most important conclusion to extract from this geometry is that, given the projection of a specific 
point on the left image, the position of the same point’s projection in the right image will always lay in 
the corresponding Epipolar Line [1]. 
Taking Figure 3.2 as an example, if the position of the projection x of the 3D Point X is known on the 
Left Image and the position of x’ on the Right Image is wanted, it is already known that the point will 
lay on the Right Epipolar Line. 
This fact is called an Epipolar Constraint and it is the base of Stereo Vision Algorithms. Its importance 
comes from the simplification that these constraints suppose, as the search for correspondence for 
each point is bound to just a line instead of the whole plane (and thus a 2D problem is transformed 
into a 1D problem). 
Note that there is a situation in which the Baseline never intersects with the Image Planes: if the Image 
Planes are parallel. In that scenario, the Baseline would be parallel to both Planes, and the Epipoles 
would be located at infinity. This disposition is called a Canonical Stereo Setup, and it has a very 
important property: all the Epipolar lines become horizontal. 
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𝐷𝑦(𝑝𝑙 , 𝑝𝑟) = 𝑝𝑟𝑦 − 𝑝𝑙𝑦 = 0 
 
In the general case (like the one depicted in Figure 3.2), the point correspondence has to be computed 
through the Epipolar Lines, but these lines are unknown, and should be extracted geometrically with 
the two Epipoles and each particular point. 
On the other hand, in the Canonical Case, the Epipolar Lines are constrained to be always horizontal, 
so the Epipolar Line of each image point is bound to be just the horizontal line that contains it. Achieving 
this special scenario is very important in Stereo Vision. 
Given the Canonical condition, the Disparity of a point is defined as the difference between the 
coordinates of the pixel in the Left and Right images. 
 
Figure 3.3. Canonical Stereo System depiction. (Source: [1]) 
Figure 3.3 represents this situation. The 3D Point P is projected into the images on points pl and pr. The 
Disparity of this point, on both x and y axes is: 
(Eq. 3.1) 
(Eq. 3.2) 
Note that, given that the Epipolar Lines are horizontal, the vertical component of the Disparity will 
always be zero. 
Assuming that both cameras are equal, this expression can be related to the distance from the Baseline 
to point P (distance Z in Figure 3.3) [1]: 
(Eq. 3.3) 
Where b is the distance between Cameras and f is the Focal Length. Knowing this, the Distance to the 
point P can be directly extracted from the Horizontal Disparity of the point: 
𝐷𝑥(𝑝𝑙, 𝑝𝑟) = 𝑝𝑟𝑥 − 𝑝𝑙𝑥 = 𝑥𝑙 − 𝑥𝑟 
 
𝐷𝑥 =
𝑏𝑓
𝑍
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 (Eq. 3.4) 
Thus, the distance to any 3D Point on the Stereo Pair of Images is inversely proportional to the 
subtraction of the horizontal positions of its projection on both images. 
As a conclusion to this brief theoretical section, the problem of Stereo Vision and Depth Estimation is 
a Correspondence (Matching) problem: the goal is to find a 1-to-1 relationship between pixels of the 
Left and Right image in order to compute their Disparity, which can be easily converted into Depth. 
Thanks to the properties of Epipolar Geometry, if the Canonical Condition is met, this problem can be 
reduced to a 1-Dimensional search. 
In this context, Stereo Vision Algorithms (or rather Stereo Matching Algorithms), constitute a set of 
techniques that tackle this correspondence problem. 
3.2. Basics of Stereo Matching 
3.2.1. State of the Art 
In computer vision, the field of Stereo Matching has been for years one of the most widely studied 
problems, and it is still a very active research area nowadays. 
The first takes on Stereo Matching Algorithms were developed in the field of photogrammetry (the 
science of taking measurements from photographs [3]) for constructing topographic elevation maps 
from several aerial images, with algorithms dating back to the 70s decade. 
While photogrammetric matching algorithms focused on aerial imagery, the field of computer vision 
adopted this problem and tried to direct it towards multiple applications such as robotic navigation 
and manipulation, image-based rendering or 3D model building, among many others [4]. 
The early Stereo Matching Algorithms were feature-based, i.e. they first extracted a set of potentially 
interesting points and then searched for correspondence only in those locations. This was in part due 
to the limitations on computational power back in the day. 
However, as advances were made in digital electronics and computer science, resulting in a great 
increase on computational power, these feature-based techniques were eventually overshadowed by 
algorithms that treated all the image pixels and generated a full map of disparity points, unlike feature-
based techniques that only treated a some selected pixels (more information about this on 3.2.2). 
𝑍 =
𝑏𝑓
𝐷𝑥
= 𝑏𝑓 (
1
𝑥1 − 𝑥𝑟
) 
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Nonetheless, it must be said that although feature-based algorithms have lost popularity, they are still 
being implemented and investigated to this day. 
Since then, a great variety of techniques, algorithms and heuristics have been proposed by many 
authors. However, stereo correspondence is still considered an open problem, and researchers are 
currently developing new takes on the subject. 
In recent years, new implementations of Stereo Matching have been performed in FPGA platforms 
(see section 5.3.2) with very fast results. On the other hand, there have also appeared algorithms based 
on Neural Networks Architectures [5] [6], as the fields of Artificial Intelligence and Machine Learning 
have experienced a big growth on popularity in recent years. 
Besides from pure computer vision research, Stereo Vision Algorithms have been implemented for a 
wide range of different applications. Figure 3.4 and Figure 3.5 show two examples. 
  
Figure 3.4. Depth map for free-swimming fish recognition. (Source: [7]) 
 
Figure 3.5. Autonomous Quadcopter with stereo vision-based obstacle avoidance. (Source: [8]) 
There also exist commercial Depth Cameras that use Stereo Vision. Some notable examples are Intel’s 
RealSense Depth Cameras [9] or the Xtion series from ASUS [10]. 
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3.2.2. Sparse vs Dense Algorithms 
From the point of view of pixel treatment, there are two main types of Stereo Matching Algorithms [4]: 
➢ Sparse matching algorithms. The algorithm is applied to a select group of pixels, and thus the 
output is a set of disperse points. This is usually the outcome of feature-based algorithms. 
 
➢ Dense matching algorithms. The algorithm is applied to the whole image. The output is a 
dense disparity graph that refers to all the pixels on the image.  
Sparse matching algorithms skip a lot of computational time compared to Dense ones, which are much 
more computationally expensive. Also, Dense matching algorithms are more challenging from a 
Computer Vision standpoint, as a correspondence must be assessed to every pixel, even in the 
presence of textureless regions or occlusions. 
However, the fact that Sparse algorithms output just a set of points is a great flaw. Moreover, the 
number of points that are treated on these algorithms will strongly depend on the actual image 
content, which is not an acceptable property for an input camera sensor on the control loop of an 
Autonomous vehicle. 
On the other hand, as explained in 3.2.1, with the great improvements on digital technologies and 
computational power of recent years, the high computational cost of Dense matching algorithms is not 
such a critical problem anymore.  
Thus, comparing the two main types of Stereo Vision Algorithms, knowing the State of the Art on 
Computer Stereo Vision and considering that this system is to be applicable to autonomous driving 
systems, it has been concluded that a Dense Matching Algorithm is more fitting. 
3.2.3. Phases of a Dense Stereo Matching Algorithm 
The Stereo Vision algorithms based on Dense Correspondence have different phases. These can vary 
from an Algorithm to another, but in general they use to cover the following parts [11]: 
0. Image Rectification. This step is usually not considered as a part of Stereo Matching but is instead  
a sort of general pre-requirement, as most algorithms assume that the input is a rectified pair of 
images. However, it must be included here because it is a very relevant point on this project. 
The process of image rectification is used to ensure the conditions of Canonical Stereo 
Configuration on both images (see 3.1). Although this could be achieved by mechanical means, in 
practice this requires very precise calibration and Rectification usually leads to better results, as 
slight deviations can make the system break the Canonical Condition. 
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Figure 3.6. Canonical Stereo Setup achieved mechanically by precise placement and calibration. (Source: [1]) 
1. Matching Cost Computation. Using a specific cost function, pairs of pixels are compared along 
horizontal lines (property of a Canonical Configuration). The more different the pixel values are, 
the higher the cost is. Sum of Absolute Differences, Sum of Squared Differences and Mutual 
Information are three examples of a large list of different possibilities in term of Cost Function [12]. 
 
2. Cost Aggregation. The process of Cost Computation leads to many ambiguities, as in the images 
there are plenty of textureless regions and pixels of the same value that cannot be distinguished 
immediately. These ambiguities must be solved before looking for the actual Disparity values. 
This Cost Aggregation is done by aggregating the costs evaluating an Energy Function [13]. This 
Function takes the calculated cost in the previous step and applies smoothness constraints 
considering the luminance variations through the image. This Function can be computed Globally 
or over a Window, which creates the distinction between Global and Local Methods: 
 
➢ Global Methods evaluate a Global Energy Function by imposing smoothness constraints 
considering the whole image to resolve ambiguities. These methods lead to very good results 
but are computationally very expensive, as they have to go through all the image pixels many 
times. 
 
➢ Local Methods, on the other hand, solve the Energy Function locally, over a window, to reduce 
the computational cost. These methods are much faster but lead to significantly worse results 
as the window gets smaller. 
 
3. Disparity Computation and Optimization. The result of the Cost Aggregation is optimized to find 
the minimum of the aggregated cost values for each pixel. The disparity corresponding to this 
minimum cost will be the selected disparity for each given pixel. 
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4. Disparity Refinement. After the first dense disparity graph is obtained, there are different methods 
to refine the image and get rid of noisy pixels or distortions due to partial occlusions. This step is 
optional. 
3.2.4. Semi-Global Matching 
Once the general taxonomy of Dense Matching Algorithms has been presented, let us discuss the 
concrete Algorithm that has been followed during this project. 
The Semi-Global Matching method was presented on 2005 by H. Hirschmüller [14]. On one hand, it 
describes a Cost Function based on Mutual Information [15], a technique that allows to calculate the 
cost of each pixel with great insensitiveness to recording or illumination changes. 
 On the other hand, it proposes a Cost Aggregation technique that is a middle ground approach 
between Global and Local methods (hence, it is called Semi-Global). Instead of aggregating the costs 
over the whole image, as a Global method would do, it uses different Cost Aggregation Paths for each 
pixel. 
 
Figure 3.7. Sixteen Cost Aggregation Paths for one pixel (Source: [14]) 
According to Hirschmüller, the number of Paths used must be at least of 8, but it is recommended to 
use 16 for a good image coverage. 
This way the Cost Aggregation Process can be applied with a good balance of the accuracy of Global 
Methods and the performance of Local Methods. The mathematical description of this Cost 
Aggregation Process will be explored in detail on section 3.3.3. 
Although the Cost Function originally proposed by Hirschmüller in [14] is Mutual Information, the Semi-
Global Aggregation can be applied with other Cost Functions. In order to simplify the processing tasks, 
the Cost Function of Birchfield and Tomasi will be used [16] (which is suggested by Hirschmüller on his 
paper as a simpler alternative). 
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3.2.5. Birchfield-Tomasi Cost Function 
This cost function was proposed by S. Birchfield and C. Tomasi in 1998 [16], and has been very widely 
used. Although nowadays it has been replaced by more modern approaches like Mutual Information, 
this function is very simple and computationally inexpensive, which is the reason why it was selected 
for this project. 
Birchfield and Tomasi’s paper defines the concept of dissimilarity (a measure of how different two 
pixels are) computed using the linearly interpolated intensity functions that surround each pixel. 
The mathematical description of this function will be described more deeply on section 3.3.2. 
3.3. Stereo Matching Algorithm 
This section describes all the different steps of the Stereo Vision Algorithm that will be applied on this 
project, from Image Acquisition to the final Disparity Map. 
3.3.1. Stereo Rectification and Calibration 
As introduced in 3.2.3, Stereo Rectification is the process from which the Image Pair is transformed to 
meet the Canonical Condition [1] (see 3.1 for more information on the Canonical Stereo Setup). 
 
Figure 3.8. Stereo Image Rectification (Source: Self-made adaptation of [1]) 
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As depicted in Figure 3.8, this implies making the image planes parallel so that the Epipoles 
(intersections of the Baseline with the planes) are located at infinity, which causes all the Epipolar Lines 
to be horizontal. 
In order to Rectify the images, a Projective Transformation must be applied to each one of them. This 
operation is the equivalent of generating the new Rectified Image Planes from Figure 3.8. 
The effect of this transformation on an image pair is shown on Figure 3.9. The top two images are the 
input pair, and the bottom ones are the output of the Rectification process. Epipolar Lines are drawn 
on the right images. Note how these lines become horizontal after Rectification. 
 
Figure 3.9. Projective transformation applied to a Stereo Pair in order to rectify it (Source: [17]) 
These projective transformations are defined by two 3x3 matrices called the Rectifying 
Transformations [17], T1 and T2. These matrices can be used to get the new coordinates of the Rectified 
Images: 
 (Eq. 3.5) 
Thus, the problem of Rectification consists on finding the values of the 3x3 matrices T1 and T2. 
There are 2 ways of solving this problem: 
• Calibrated Rectification Techniques – Algorithms that require the calibration data of the 
stereo system, that is, a description of all the camera parameters. 
 
[
𝑥1
′
𝑦1
′
1
] = 𝑻1 [
𝑥1
𝑦1
1
]   ;    [
𝑥2
′
𝑦2
′
1
] = 𝑻2 [
𝑥2
𝑦2
1
]  
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• Uncalibrated Rectification Techniques – Algorithms that do not require calibration and 
perform the rectification directly with the input images. 
The case of Uncalibrated Rectification Techniques is very convenient in many cases, as calibration data 
is not always available and in some applications calibration tests cannot be done. However, 
Uncalibrated algorithms are much more complex, and thus a Calibrated approach will be implemented 
in this project. 
Calibrated Rectification calculates the Rectifying Transformation matrices directly from the available 
information about the Stereo System. Some of this information can be given by the manufacturer, but 
often times it is incomplete or not precise enough.  
However, this information can be calculated with the process of Stereo Calibration, the objective of 
which is to parametrize a Stereo System of cameras from a set of test images. 
Any camera has two groups of associated parameters [18]: 
• Intrinsic parameters – The ones that are internal of each camera. These include: 
o Optical Center location 
o Focal length 
o Sensor matrix dimensions 
o Sensor cell size 
o Aspect ratio 
o Radial distortion parameters 
o Scaling factor 
 
• Extrinsic parameters – Corresponding to the relationship of the camera with the world 
coordinates (and also with the other camera). For instance, the rotation and translation 
vectors that relate the position of one camera with respect to the other. 
The Intrinsic Matrix (Ai), which contains information about the Intrinsic Parameters, can be defined as 
follows: 
 (Eq. 3.6) 
 
𝑨𝑖 =
[
 
 
 
 
 
𝑓𝑖
𝑒𝑖
𝑥 𝑠𝑖 𝑐𝑖
𝑥
0
𝑓𝑖
𝑒𝑖
𝑦 𝑐𝑖
𝑦
0 0 1 ]
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Where: 
 fi is the Focal Length 
 eix and eiy are the edge lengths of the camera sensor (defining the aspect ratio) 
cix and ciy are the coordinates of the Principal Point, the projection of the Optical Center in the 
Image Plane 
si is a skew parameter that models non-orthogonality in camera axes 
Analogously, the Extrinsic Matrix (Ki) can be defined as follows: 
 (Eq. 3.7) 
Where: 
 Ri is the rotation matrix (3x3) that relates the camera and the world coordinates 
 ti is the translation vector (1x3) that relates the camera and the world coordinates 
Combining the intrinsic and extrinsic parameters, the world coordinate system can be related to the 
internal Camera coordinates by a 3x4 Matrix known as the Perspective Projection Matrix (PPM) [17]: 
 (Eq. 3.8) 
The process of Stereo Calibration aims to obtain the Perspective Projection Matrices of both cameras 
by processing a series of test images with a Stereo Calibration Rig. 
 
Figure 3.10. Stereo Calibration Rig (Source: [18]) 
With several image pairs showing the Calibration Rig in different orientations, the PPMs can be 
obtained through a Stereo Calibration Algorithm. 
As long as the camera disposition remains the same, these PPMs will be constant, which means that 
the process of Stereo Calibration can be performed only once, at the beginning of a test, for example. 
𝑲𝑖 = [𝑹𝑖 | 𝒕𝑖] 
 
 
𝑷?̃? = 𝑨𝒊 [𝑹𝒊 |𝒕𝒊] = [𝑸𝒐𝒊  | 𝒒𝒐𝒊] 
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For that reason, Stereo Calibration will not be implemented in the Zynq for this project, and Calibration 
will be calculated externally. 
On the Computer Vision Toolbox of MATLAB R2018b there is an Application specific for Stereo Camera 
Calibration (the Stereo Camera Calibrator [19]). This App will be used to extract the PPMs that define 
the Stereo System of this project. 
 
Figure 3.11. Stereo Camera Calibrator App (Source: [19]) 
Thus, on the beginning of a test with the Stereo Vision Processor, a Calibration of the Stereo System 
shall be performed using a Calibration Rig. The raw input images will be imported to the PC (see section 
4) and the PPM Matrices will be extracted using the MATLAB Stereo Camera Calibrator. 
Once the parameters of the camera system are known, a Calibrated Rectification algorithm must be 
applied. A particularly simple yet effective take on this was proposed by Fusiello et al. in 2000 [17]. 
In this Algorithm, two new Perspective Projection Matrices are defined based on the given PPM 
parameters of the system. This new PPMs are constrained to be Canonical (that is, with the Epipoles 
at infinity) and they are defined as follows: 
 (Eq. 3.9) 
 (Eq. 3.10) 
With An being the new intrinsic parameters matrix, Rn being the rotation matrix that gives the position 
of the cameras (which is the same for both, as cameras are to be made parallel) and c1, c2 are the 
?̃?𝑛1 = 𝑨𝑛 [𝑹𝑛 |  − 𝑹𝑛𝒄1] = [𝑸𝑛1|𝒒𝑛1] 
 
 
?̃?𝑛2 = 𝑨𝑛 [𝑹𝑛 |  − 𝑹𝑛𝒄2] = [𝑸𝑛2|𝒒𝑛2]   
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Optical Centers of the original images. Qn1, Qn2, qn1 and qn2 are the components of the new PPMs in 
their factorized form. 
The new common intrinsic parameter matrix An can be chosen arbitrarily, as it only affects the internal 
coordinates of the new camera system. A good approach to this is to just compute the mean value of 
the original two Intrinsic matrices in order to make the images look the most like the originals, although 
any other consideration could be applied. 
The new common Rotation matrix Rn is specified by means of its row vectors, each one corresponding 
to the X, Y and Z axes of the camera reference frame: 
 (Eq. 3.11) 
The new X axis (r1) must be parallel to the baseline: 
 (Eq. 3.12) 
Let k be an arbitrary unit vector that will fix the position of the new Y axis, and that is set to be equal 
to the Z unit vector of the original left matrix. The new Y axis (r2) must be orthogonal to X and to k: 
 (Eq. 3.13) 
Lastly, the new Z axis (r3) is constrained to be orthogonal to X and Y: 
 (Eq. 3.14) 
Once the new PPMs are defined (see equations 3.9 and 3.10), the Rectifying Transformation Matrices 
are given by the following expressions: 
 (Eq. 3.15) 
 (Eq. 3.16) 
These matrices can be used to directly map the coordinates of the Original Images to the new 
coordinates of the Rectified Images. 
However, when performing image transformations, a better approach is to make an Inverse Projection: 
compute the Original Image coordinate equivalent for each one of the new Rectified Image pixels. 
𝑹𝑛 = [
𝒓1
𝑇
𝒓2
𝑇
𝒓3
𝑇
] 
 
 
𝒓1 =
𝒄1 − 𝒄2
||𝒄1 − 𝒄2||
 
 
 
𝒓2 = 𝒌 × 𝒓1 
 
𝒓3 = 𝒓1 × 𝒓2 
 
𝑻1 = 𝑸𝑛1𝑸𝑜1
−1 
 
 
𝑻2 = 𝑸𝑛2𝑸𝑜2
−1 
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3.3.2. Cost Function 
As briefly commented on section 3.2.5, the Dissimilarity measurement defined by Birchfield and 
Tomasi [16] will be used as a Cost Function for this project. 
The objective of this technique is to compute the dissimilarity between two pixels (or Cost in the 
notation of Dense Matching). This is performed by applying a specific Cost Function to successive pixels 
in a horizontal scanline and assuming that it coincides with the Epipolar Lines (that is accomplished in 
a Canonical Setup, in other words, if the image is Rectified). 
Let xj and yj be the coordinates of a certain pixel of an image (either Left or Right), and 𝐼𝑗(𝑥, 𝑦) the 
intensity value of the pixel.  
Î𝑗 is defined as the linearly interpolated function between sample points of the current scanline. From 
this, we calculate the interpolated intensity halfway between the current pixel (xj) and both its 
neighboring pixel to the left (Ij-) an to the right (Ij+): 
 (Eq. 3.17) 
 (Eq. 3.18) 
Figure 3.12 shows a graphic representation of these functions: 
 
Figure 3.12. Definition of the interpolated intensity function and the halfway values (Source: [16]) 
 
𝐼𝑗
− = Î𝑗 (𝑥𝑗 −
1
2
) =
1
2
[𝐼𝑗(𝑥𝑗) + 𝐼𝑗(𝑥𝑗 − 1)] 
 
 𝐼𝑗
+ = Î𝑗 (𝑥𝑗 +
1
2
) =
1
2
[𝐼𝑗(𝑥𝑗) + 𝐼𝑗(𝑥𝑗 + 1)] 
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Then, the quantities Imin and Imax, are defined, also for each one of the images: 
 (Eq. 3.19) 
 (Eq. 3.20) 
Afterwards, the following symmetric quantities are computed: 
 (Eq. 3.21) 
 (Eq. 3.22) 
Lastly, the pixel Dissimilarity (or Cost) is defined as the minimum of these quantities: 
 (Eq. 3.23) 
This Cost Function has to be applied to each pixel pair under analysis for each Image Row (which 
corresponds to a horizontal scanline). After the whole image has been analyzed, the complete iteration 
is repeated varying the relative position of the pixels under analysis (i.e. warping one of the images). 
This relative position of the Right and Left pixels under analysis on the scanline determine the Disparity 
Level that is being computed (see Figure 3.13). 
 
Figure 3.13. Application of the Cost Function on different Disparity Levels (Source: personal collection) 
This implies that the Cost function has to be applied for all pixels on a scanline, for all the rows 
(scanlines) of the image and also for each possible Disparity Level value. In practice, this number of 
𝐼minj = min{𝐼𝑗(𝑥𝑗), 𝐼𝑗
−, 𝐼𝑗
+} 
 
 
𝐼maxj = max{𝐼𝑗(𝑥𝑗), 𝐼𝑗
−, 𝐼𝑗
+} 
 
 
?̅?(𝑥𝐿 , 𝑥𝑅 , 𝐼𝐿, 𝐼𝑅) = max{0, 𝐼𝐿(𝑥𝐿) − 𝐼𝑚𝑎𝑥𝑅, 𝐼𝑚𝑖𝑛𝑅 − 𝐼𝐿(𝑥𝐿)} 
 
 
?̅?(𝑥𝑅 , 𝑥𝐿 , 𝐼𝑅 , 𝐼𝐿) = max{0, 𝐼𝑅(𝑥𝑅) − 𝐼𝑚𝑎𝑥𝐿, 𝐼𝑚𝑖𝑛𝐿 − 𝐼𝑅(𝑥𝑅)} 
 
 
𝑑(𝑥𝐿 , 𝑥𝑅) = min{?̅?(𝑥𝐿 , 𝑥𝑅 , 𝐼𝐿 , 𝐼𝑅), ?̅?(𝑥𝑅 , 𝑥𝐿, 𝐼𝑅 , 𝐼𝐿)} 
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Disparity Levels is bound to a constant value (see 3.5). For now, an arbitrary number D of Disparity 
Levels will be considered. 
The output of this process is a 3-Dimensional Space of values, with 2 dimensions belonging to the Image 
dimensions and an extra Disparity dimension. This space will be called, from now on, the Cost Cube, 
and will be represented with the following notation: 
 (Eq. 3.24) 
3.3.3. Cost Aggregation (SGM) 
The step that follows is the Cost Aggregation, implemented by using the Semi-Global Method proposed 
by Hirschmüller [13][14][21]. 
On this project’s own notation, and in order to differentiate it mnemotechnically from the Cost 
Computation, this process will be referred to as the Path Process, given its path-wise implementation. 
As discussed in the previous section, the Cost Cube gives a set of points that measure the dissimilarity 
between different pixel pairs separated by different Disparity Levels. However, this process is known 
to be very ambiguous, and wrong matches can easily have a smaller cost than correct ones due to 
noise, occlusions, etc. 
Therefore, an additional constraint that supports smoothness and penalizes changes of neighboring 
disparities must be added. The Semi-Global Method works by applying these smoothness constraints 
using 1-Dimensional Paths from different directions for each pixel, as briefly presented in 3.2.4. 
The new Aggregated Cost along a Path traversed in the r direction at a given Disparity level d can be 
defined recursively as: 
 
 (Eq. 3.25) 
Where p is the vector that contains the (x,y) coordinates of the current pixel, R is the current Path 
Direction and r is the vector that describes a unitary translation on the path direction given by R (see 
Figure 3.14 and Figure 3.15). 
𝐶(𝑥, 𝑦, 𝑑) 
 
 
𝐿(𝒑, 𝑑, 𝑅) = 𝐶(𝒑, 𝑑)
+ min {𝐿(𝒑 − 𝒓, 𝑑, 𝑅), 𝐿(𝒑 − 𝒓, 𝑑 − 1, 𝑅) + 𝑃1, 𝐿(𝒑 − 𝒓, 𝑑 + 1, 𝑅) + 𝑃1,
𝑚𝑖𝑛
𝑖
{𝐿(𝒑 − 𝒓, 𝑖, 𝑅) + 𝑃2}} − min
𝑘
{𝐿(𝒑 − 𝒓, 𝑘, 𝑅)} 
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P1 and P2 are Penalty terms that penalize disparity changes. These values are to be set experimentally, 
and their values will vary the performance of the algorithm against different topologies (sharp edges, 
curved surfaces, etc.). In any case, it must be ensured that 𝑃2 ≥ 𝑃1. 
Although [14] proposes to use 16 different Path Directions as the choice for optimal precision, a 
simplification using 8 Directions is considered: 
 
Figure 3.14. Eight different Path directions: 2 Horizontal, 2 Vertical and 4 Diagonal. (Source: personal collection) 
The different aggregated cost values of the pixels within a determined Path can be calculated 
recursively by following the Path direction using expression 3.29. In other words, the Cost Cube must 
be scanned 8 times, one direction at a time: 
 
Figure 3.15. Path process recursion directions. (Source: personal collection) 
The output of this process is a 4-Dimensional Space of values, with the 3 dimensions that the Cost Cube 
already had (the 2D image coordinates plus the Disparity Level) with an extra dimension accounting 
for the Path that has been followed. This 4D Space will be called, from now on, the Path Space, with 
the notation: 
 (Eq. 3.26) 
Note that the Aggregated Cost values of a specific Path line depend only on the Cost Cube values 
present on that Path line. In other words, the computation of Aggregated Cost values is independent 
through parallel Path lines. Similarly, the Aggregation on a specific direction Ri is independent of the 
𝐿(𝑥, 𝑦, 𝑑, 𝑅) 
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other directions. This is notable because it allows the algorithm to be parallelized in several possible 
ways. 
3.3.4. Energy Computation 
This step is usually considered as part of the Cost Aggregation (see 3.2.3), but in this project it will be 
considered as an additional phase. 
After the Path Space is obtained, the different Aggregated Cost values of each Path must be summed 
in order to get the Energy Function that will have to be minimized: 
 (Eq. 3.27) 
This creates a new 3-Dimensional Space of values, S(x,y,d) with the same dimensions as the Cost Cube. 
This particular space will be called from now on the Energy Cube. 
3.3.5. Optimization 
Once the Energy Function has been computed, the Disparity Image computation is reduced to an 
optimization problem in which, for each pixel location (x,y), the value of the Disparity Map at that 
position will be the Disparity Level that has the minimum Energy: 
 (Eq. 3.28) 
The 2-D space D(x,y) is the Disparity Image, that will be considered the Output of the system. These 
Disparity values can be easily converted into actual Depth values using expression 3.4 of section 3.1. 
3.3.6. Refinement 
Disparity refinement will not be contemplated in this project. It can be any image filtering technique 
that helps to improve the quality of the output Disparity Map for further processing but given that the 
aim of the project is to calculate the Disparity Image, without having to implement further processes 
for a control algorithm, this step will be skipped. 
 
𝑆(𝑥, 𝑦, 𝑑) =∑𝐿(𝑥, 𝑦, 𝑑, 𝑖)
𝑅
 
 
 
𝐷(𝑥, 𝑦) = 𝑑 | 𝑆(𝑥, 𝑦, 𝑑) = min
𝑖
{𝑆(𝑥, 𝑦, 𝑖)} 
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3.3.7. Algorithm Summary 
 
Figure 3.16. Stereo Vision Algorithm Summary. (Source: personal collection) 
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3.4. MATLAB Implementation and testing 
The full Algorithm (without Rectification) was implemented in a self-made MATLAB script in the early 
design phase of the project, in order to test and validate its proper functioning. 
The script was tested with an Image Pair of the Middlebury Dataset ([11], [22]) the well-known Tsukuba 
pair. This image pair already meets the Canonical Condition, so the MATLAB Implementation did not 
need to include the Calibration and Rectification steps. This MATLAB code can be found on annex A10. 
The script takes about 110 s to finish (almost 2 minutes) using 10 disparity levels with two input images 
of resolution 384x288. The following figures show some intermediate and final results: 
 
Figure 3.17. Input Rectified Images. (Source: [11] ,[22]) 
 
Figure 3.18. Cost Cube sliced at different values of disparity. (Source: personal collection) 
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Figure 3.19. Path Cubes in all the directions, sliced at d=5. (Source: personal collection) 
 
Figure 3.20. Energy Cube at different Disparities. (Source: personal collection) 
 
Figure 3.21. Output disparity map represented as a grayscale image. (Source: personal collection) 
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3.5. Disparity level dimensioning 
The number of Disparity Levels to use in the Algorithm is not a trivial decision. The ideal case to ensure 
the best possible correspondence would be to use as many Disparity Levels as pixels on the Scanline, 
so that all the possible pixels pairs are compared. 
However, it must be considered that the number of Disparity Levels increases both the Memory 
Resources needed and the number of Operations to perform. According to [14], the total complexity 
of the algorithm is O(W,H,D) (with W and H being the image dimensions). This means that if the number 
of disparity levels is doubled, the necessary calculations will also be approximately the double. 
In order to set this parameter, several configurations were tested using the MATLAB implementation 
of the Algorithm to check its performance upon different Disparity Level depths. 
The results of this experimentation are shown in Figure 3.22 and Table 3.1. 
 
Figure 3.22. Disparity Images obtained with different Disparity Levels. (Source: personal collection) 
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Table 3.1. Results of the experimentation with Disparity Levels. 
Disparity Levels 
MATLAB 
Computation Time 
(384x288 Image) 
Estimated 
Memory Resources 
(320x240 Image) 
5 36 s 4.6 MB 
10 110 s 8.8 MB 
15 163 s 13.1 MB 
20 258 s 17.3 MB 
100 1428 s 84.9 MB 
255 3642 s 215.8 MB 
The Memory Resources have been estimated considering the Image Resolution that will be used 
(320x240) and knowledge about the Algorithm and the different variables that have to be calculated. 
 (Eq. 3.29) 
It is assumed that all individual pixels are 8-Bit variables except in the case of the Energy Cube, in which 
16-Bits will be assumed given that it needs more memory (as it is the sum of 8-bit Aggregated Costs, 
the range of its values will be greater). 
The factor (5+11D) comes from considering how many 8-Bit images must be stored throughout the 
process: 
• 2 Raw Input images 
• 2 Rectified Images 
• 1 output Disparity image 
• D images for the Cost Cube 
• 8D images for the Path Process 
• 2D images for the Energy Cube (or D 16-Bit images) 
The following conclusions have been extracted from this study: 
1. The number of Disparity Levels to use will be set to 10, as it is the first tested value at which the 
Disparity Image starts making sense. Simplicity, memory resources and computation time have 
been prioritized over image quality. 
 
2. Increasing the number of Disparity Levels does not mean increasing the precision or performance 
of the Algorithm. Its relationship with the good performance of the algorithm is geometrical: the 
number of Disparity Levels must be large enough so that all pixel pairs can be correctly matched.  
𝑀𝑒𝑚 = 320 · 240 · (5 + 11𝐷)    [𝐵𝑦𝑡𝑒𝑠] 
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For instance, if 5 Disparity Levels are used and there is some point on the Left Image in which the 
correct Right match is separated more than 5 positions away, the pair of pixels will never be 
matched correctly. A shortage in disparity levels will mean that closer objects will not be treated 
correctly (see for instance the Lamp on Figure 3.22, D=10). 
 
However, if the number of Disparity Levels is much larger than the actual maximum pixel 
separation, there will be a many unused Levels, and the Algorithm will become much more 
inefficient. This is the case on the lower images of Figure 3.22. These were calculated with a big 
number of Disparity Levels, using a lot of computational time and memory (see Table 3.1), and 
nonetheless they look almost exactly like the D= 15 Image. 
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4. Processor Communication System 
4.1. General Considerations 
One of the objectives of the project is to implement the Processor in such a way that its implementation 
as an Electronic Control Unit (ECU) on an Automotive system is plausible.  
A very important parameter of an ECU is the Communication Protocols it has. These will determine 
how the System is be integrated into the vehicle Network in order to interact with all the other ECUs. 
As this project will not be integrated on a real vehicle, the communication protocol used will serve as 
a communication channel with a PC for testing and debugging. However, given that the project is 
oriented to the automotive sector, the protocol used must be selected accordingly. 
Two criteria have been followed in order to choose the right Communication Protocol for the Stereo 
Vision ECU: 
• The protocol must be applicable on an Automotive System. 
• It must be a High-Bandwidth protocol. 
The first criterion constrains the chosen protocol to be suitable for its implementation on a real vehicle 
Network, as previously discussed. 
The second criterion must be set because the ECU will be sending image data, which is very heavy in 
terms of Bits to transfer. Considering the 320x240 Resolution used, with 1 Byte per Pixel, a single image 
requires the transaction of 614 400 bits (76 800 Bytes). A Low-Bandwidth protocol would make the 
transfer of each image take a considerably long time, so High-Bandwidth is preferred. 
4.2. Comparative Study 
Besides from the criteria defined in 4.1, it must be considered that the Communication Protocol must 
be applicable on FPGA development Boards, as the system will be integrated in a Prototyping Board. 
Consider Table 4.1, which compares the available Communication Peripherals that most FPGA Boards 
have: 
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Table 4.1. Communication Protocol Comparison. 
Protocol Bandwidth Max Cable Length Typical Application 
SPI [23] Several Mbit/s (Low) Centimeters Inter-PCB Data transfer between ICs 
I2C [24] 3.2 Mbit/s (Low) Centimeters Inter-PCB Data transfer between ICs 
UART [25] 921 Kbit/s (Low) Tens of Meters Communication between Microcontrollers/ICs 
CAN FD [26] 8 Mbit/s (Low) Tens of Meters State-of-the-art Automotive Industry 
USB [27] 480 Mbit/s (High) Several Meters PC Peripheral Devices 
Ethernet [28] 10 Gbit/s (High) 
Hundreds of 
Meters 
PC Local Area Networks, Internet connection, 
State-of-the-art Automotive Industry 
SPI and I2C Protocols are automatically ruled out due to the fact that they have a Low-Bandwidth and 
they are specific for inter-PCB communication, and thus have very short maximum Cable Lengths, 
which makes them unfeasible to be implemented in a Vehicle Network without prior adaptation to 
another protocol. 
UART and CAN are also dismissed due to their low Bandwidth. Although CAN is the most widely used 
Communication Protocol for Automotive Networks in the industry, it falls very short in terms of speed 
when working with images. 
USB and Ethernet, on the other hand, meet the necessary requirements to be applied for this project, 
both in terms of possible Application and Bandwidth. 
Ethernet Communication has been the final choice because of its growing relevance and use on all 
sorts of Automotive equipment. 
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4.3. Ethernet TCP/IP 
The Ethernet Protocol, as such, only covers the Physical and Data Link layers of the OSI Model1. 
However, several more layers are needed to establish a successful communication. These upper layers 
often include the Internet Protocol (IP) and the Transmission Control Protocol (TCP). 
When working with Ethernet, Internet and TCP, instead of the Standard OSI Model, the Internet 
Protocol Suite (or TCP/IP Model) is used, which is more specific for Internet Protocol. The chart on 
Figure 4.1 compares these two reference models [29], [30]. 
 
Figure 4.1. OSI Model and Internet Protocol Suite. (Source: personal collection) 
In the following pages, the different Layers of Ethernet TCP/IP communication will be briefly explained. 
4.3.1. Physical Layer 
The lower level in terms of integration according to the OSI Model defines the conductive medium and 
the bit definition in terms of voltage levels, timings, etc. 
                                                          
 
1 Open Systems Interconnection Model, a reference model for communication protocols with layered 
architectures. 
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The Internet Protocol Suite does not define a specific Physical Layer, as it can be implemented through 
many types of mediums (copper, optic fiber, Wi-Fi…). 
However, there are several Standards that define possible Ethernet Physical Layers. Two significative 
examples of copper-wire Standards are: 
• IEEE 100BASE-T1 
 
o Twisted pair cable with symmetrical differential encoded voltages 
▪ Symbols are sent instead of regular bits 
o Full-Duplex communication at 100 Mbit/s 
o Intended for the Automotive Industry 
 
• IEEE 1000BASE-T 
 
o Very similar to BASE-T1 except: 
o Four twisted cable pairs to send differential encoded symbols 
o Full-Duplex communication at 1 Gbit/s 
Although all Standards are quite similar, the symbol encoding methods, conducting material (copper, 
optic fiber…), max operating length and max speed depend greatly on the specific Standard. 
Wired Standards (unlike wireless) only allow point-to-point communication, that is, the Ethernet 
Medium can only connect two devices. To create networks of more than two ECUs, Switches can be 
used, its function being to connect different devices in a Local Area Network (LAN). 
4.3.2. Data-Link Layer (MAC) 
The Data-Link layer specifies how single bits are organized in Frames and provides Arbitration and 
Access Control methods. 
Regarding Bus Access and Arbitration, Nodes have Carrier Sense to not interrupt ongoing transmissions 
and implement CSMA/CD1 to avoid multiple collisions. This is only needed if the Physical Layer does 
not support Full-Duplex data transmission, otherwise it plays a secondary role. 
                                                          
 
1 Carrier Sense Multiple Access/Collision Detection. Algorithm that, in the event of a collision with another Node  
waits a random period of time and tries to communicate again, until one of the colliding nodes is first. 
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On the other hand, the Ethernet Frames are defined. There are different specifications and standards 
that can be applied, so the Frame definition can vary slightly. 
Figure 4.3 shows an Ethernet II Frame (which is the most used in the Automotive Industry) in its two 
variants (Basic and Tagged): 
 
Figure 4.2. Ethernet Frame. (Source: Vector Informatik [31].) 
One of the most important features of the Ethernet Frame is the MAC (Medium Access Control) 
Address. A MAC Address is basically an Identifier that is unique for each Node in its Local Area Network. 
It is used to clearly state in the frame who is sending the message and to whom it is destined. 
As can be seen in Figure 4.2, the Ethernet Frame includes both the Source and Destiny MAC Addresses. 
It also includes a CRC Checksum as a method for Error diagnostics and correction. 
4.3.3. Network Layer (IP) 
In the Network Layer, the most commonly used protocol is the Internet Protocol (IP), the objective of 
which is to allow communication beyond the boundaries of a Local Area Network. In other words, it 
enables communication across multiple networks (hence the name inter-net). Different local networks 
can be interconnected with the use of Routers. 
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Figure 4.3. Interconnection of Networks through a Router. (Source: Vector Informatik [32].) 
The IP Protocol defines another standardized communication unit: the IP Packet. It is encapsulated and 
sent in several Frames, and thus the Data-Link layer is abstracted. The non-payload part of the IP Packet 
is called the Header. It introduces a new addressing identifier: the IP Address. 
There are two main implementations of the protocol that define the Header in slightly different ways, 
depending on the type of IP Address used: 
• IPv4 – Version 4 of the Internet Protocol. 
 
o 32-bit IP Addresses (e.g.: “192.186.1.10”) 
 
o The left part indicates the Network Address, and the right part indicates the Host 
Address. How many bits are dedicated to each part is defined with a Subnet Mask. 
 
• IPv6 – Version 6 of the IP. This version is meant to replace the IPv4 because the Worldwide 
Web is running out of 32-bit IP Addresses. 
 
o 128-bit addresses (e.g.: “1080:0:0:0:8:800:200C:417A”) 
 
o Just like IPv4, the leftmost bits represent the Network Address, and the rightmost 
represent the Host Address, partitioned with a defined Subnet Mask. 
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Figure 4.4 shows a representation of the IPv4 Header: 
 
Figure 4.4. IPv4 Header. (Source: Vector Informatik [35]) 
After the Header is transmitted, the IP Packet is completed with the Payload (actual Data). All of this is 
integrated by sending several consecutive Ethernet Frames. 
4.3.4. Transport Layer 
There are two main Transport Protocols that can fill the 4th Layer of the OSI Model: 
• TCP (Transmission Control Protocol) – Connection-oriented transmission 
• UDP (User Datagram Protocol) – Connectionless transmission 
In both Protocols, the information to send is partitioned into smaller divisions, called Datagrams in UDP 
and Segments in TCP. These divisions are encapsulated into smaller IP Packets and sent using the 
corresponding IP Protocol (IPv4 or IPv6). 
UDP allows the simple transmission of Datagrams without having to establish a connection with the 
receivers. As the sender does not have to perform handshakes or to wait for receiver feedback, there 
are no additional waiting times, and Broadcast communication is made much easier. However, UDP 
does not have any mechanism to guarantee correct data transmission, and Datagrams can be lost. 
TCP, on the other hand, is based on an explicit connection that must be established before the data 
transmission. This connection is established using a three-way handshake, and proper data transfer is 
checked using ACK signals within a defined period. This way, correct data transmission can be 
guaranteed. The handicap of TCP is that, as it requires an explicit connection between two nodes, only 
Unicast (point-to-point) sending of messages is possible. 
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4.3.5. Application Layer 
The Application Layer of the Internet Protocol Suite is an abstraction layer that defines a set of services 
that interface the TCP/IP Stack (i.e. all the layers that implement TCP/IP Communication) with the 
actual Software Application. Application-layer protocols define the data format transmitted by the 
Transport Layer, protocols on how to manage the network on a higher level, etc. 
An example could be the Hypertext Transfer Protocol (HTTP), which defines a protocol to exchange 
data based on a specific message format [33]. 
Another Application-level protocol example is the Dynamic Host Configuration Protocol (DHCP), which 
is a Network Management protocol that automates the task of dynamically assigning an IP address to 
any device on a Network [34]. 
4.4. TCP/IP Server Implementation 
The prototyping board used on this project, the PYNQ-Z1 (see 5.2.2), was in part selected because it 
includes an Ethernet PHY that communicates with the Zynq-7 Device. 
Besides, the Processing System of the Zynq-7 Device has an integrated Ethernet Controller (see 5.1.3), 
so the lower layer of the Internet Protocol Suite (the Network Interface) is managed automatically by 
the Controller and the PHY on a hardware level. 
Regarding the Network and Transport Layers, they are implemented as software using the lwIP (light-
weight Internet Protocol) implementation of the TCP/IP Stack [35]. The lwIP TCP/IP Stack also defines 
some Application-level services, like DHCP. See section 6.4 for more information about this software 
implementation. 
As TCP/IP Communication is used, the PC and the Stereo Vision Processor will establish a Client-Server 
relationship, in which the Stereo Vision Processor will act as the Server and the PC as a Client. 
 
Figure 4.5. Simple Client-Server Network implemented. (Source: personal collection) 
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4.4.1. Application-level data format 
The TCP/IP Protocol needs to adopt some data format in order to give context to the data that is being 
transferred. There exist many application-level services and formats that define this. 
For instance, HTML (Hyper Text Markup Language) defines how data is encapsulated in many web 
applications [36]. Another example could be the JSON (JavaScript Object Notation) format, a data 
format based on JavaScript [37]. 
However, as the number of messages that must be sent on this application is very reduced, a general-
purpose format is not necessary. Instead, a custom data format has been defined for the exchange of 
data. 
The data format used is a simple data structure based on an identifier byte, an optional index byte and 
the data content (or Payload): 
 
Figure 4.6. Custom data format. (Source: personal collection) 
The identifier byte gives context to the message, so after reading it the receiver knows what data to 
expect and how the Payload bytes are organized. The different messages used, their identifiers and the 
corresponding data layout is defined in annex A4. 
The Index byte is used only on the messages that transfer image data. As the lwIP Stack is a small 
implementation, the TCP Output Buffers are not large enough to encapsulate all the 76800 bytes of 
data that make a full image. For that reason, images are transferred in 10 subdivisions, each one of 
7680 bytes. The Index indicates to the Client which one of the 10 subdivisions has been received. 
The complete transfer of an image starts with an Image Request from the Client. The Server then 
responds by sending the first image subdivision. After it has been received, another Image Request is 
issued by the Client. This process is repeated until all the 10 image subdivisions have been imported. 
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5. Processor Hardware Design  
5.1. Background 
5.1.1. Field Programmable Gate Arrays 
From a user standpoint, an FPGA (Field Programmable Gate Array) is an Integrated Circuit (IC) with 
programmable hardware configuration. This means that FPGA programming is not about indicating 
sequences of tasks to the device (as in the typical Microcontroller programming) but rather describing 
the logic hardware structure that must be implemented on the device. 
FPGAs are semiconductor devices based around a matrix of Configurable Logic Blocks (CLBs) connected 
via programmable interconnects [38]. 
Each of these CLBs contain two blocks of components called Slices, and each slice contains a set of LUTs 
(Look-Up Tables) and FFs (Flip-Flops) [39], as can be seen in Figure 5.1. 
 
Figure 5.1. FPGA Structure Basic Concept. (Source: personal collection) 
A LUT is a combinational logic structure that performs a specific logic function defined by a given Truth 
Table (see Figure 5.2). In an FPGA device, Look-up Tables are built from a structure of Multiplexors and 
their Truth Table can be configured at will by using a set of Static RAM bits [40]. 
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Figure 5.2. LUT and Truth Table. (Source: personal collection) 
There are two types of Slices, called SLICEL and SLICEM. They have the same number of LUTs and FFs, 
and the difference between them is that SLICEMs can configure their LUTs as Shift Registers or 
Distributed Memory. 
The interconnection between internal elements of a Slice can be configured, as well as the connections 
between different Slices. This way, Look-Up Tables and Flip-Flops can be connected and cascaded to 
perform any logic operation. 
Besides CLBs, which constitute the main fabric of the device, the FPGA also integrates some dedicated 
Blocks to perform specific functions, such as: 
• Input/Output Blocks (IOB), which drive the pins of the FPGA. They can be configured in many 
aspects like Input or Output, Digital or Analog (only for analog pins), Pull-Up or Pull-Down, etc. 
They are grouped in Input/Output Banks. 
 
• Transceivers, specialized IOBs for specific communication protocols like I2C, SPI or Ethernet. 
They are more efficient than IOBs and can reach higher speeds. 
 
• Digital Signal Processor (DSP) Slices, dedicated components designed to perform signal 
processing and computation functions such as filtering or multiplying. These functions could 
also be implemented by using LUTs from the CLBs, but DSP Slices perform the operations more 
efficiently, as they are specifically designed for such purposes. 
 
• Block RAM (BRAM), which are dedicated Memory Blocks that can be configured in many 
aspects. These BRAMs can be cascaded in order to make larger RAMs. 
All these blocks have configurable interconnections, as depicted in Figure 5.3, so this system of Blocks 
and Slices can be programmed to adopt any arbitrary logic structure as long as the Block resources are 
enough. 
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Figure 5.3. FPGA Block Interconnectivity representation. (Source: personal collection) 
5.1.2. FPGAs and Microcontrollers 
Microcontrollers and FPGAs are often compared, given that they are both programmable ICs, they are 
both common on Embedded Systems and their applications tend to overlap. 
Leaving aside differences on the physical implementation of the devices, in terms of concept the main 
difference between FPGAs and Microcontrollers comes from the programmability on each of these 
devices. 
A Microcontroller is basically a semiconductor device with a specific logic architecture designed to 
make computations and follow a set of instructions. When a microcontroller is programmed, the code 
defines instructions that the device must perform. The generated code is loaded into the 
Microcontroller’s memory, and the device will follow those commands making use of the elements 
available on its defined logic architecture. 
On the other hand, FPGAs are devices with a programmable logic architecture. This means that, when 
an FPGA is programmed, the code defines the logic structure that the device must adopt by configuring 
the different interconnections between Blocks and Slices. There are no instructions involved, like in the 
case of Microcontrollers. 
This fundamental difference is key for understanding the advantages and disadvantages of each device, 
and when should each one of them be applied. 
The nature of FPGAs allows for task parallelization by creating parallel data processing structures. For 
that reason, FPGA devices are widely used in Applications where large amounts of data are treated, 
like Video Processing or Computer Vision. 
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5.1.3. Zynq-7 SoC 
A System-on-Chip (SoC) is an IC that integrates different computing hardware structures onto a single 
Chip. Among different possible topologies, the most relevant SoCs integrate a Microcontroller and an 
FPGA in the same IC. 
This is the case of the Zynq-7 Series SoC, the device that will be used in this project. A typical Zynq-7 
device features a dual-core ARM Cortex-A9 processor and an Artix-7 FPGA. 
Using these devices, the advantages of both FPGAs and Microcontrollers can be exploited. On this 
project, the FPGA performs the majority of the Computer Vision computation functionalities and the 
ARM Microcontroller is mainly oriented to implement Control and Data Path management routines, as 
well as to handle TCP/IP Communication. 
A simplified representation of the Zynq-7000 family architecture is shown on Figure 5.4. 
 
Figure 5.4. Xilinx Zynq-7000 family Architecture. (Source: Xilinx [26]) 
As can be seen in the figure above, Zynq-7 devices have two distinct regions: 
• The Processing System (PS), which contains the Microcontroller system, Flash and DRAM 
Memory controllers as well as peripheral controllers for several Communication Protocols. 
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• The Programmable Logic (PL), which is the classic FPGA. It contains all the CLB Blocks, DSPs 
and BRAMs described in 5.1.1. 
Both Systems constitute different logic entities, and they communicate with each other using AMBA 
AXI4 Protocol, which will be explained deeply in section 5.1.6. 
The Zynq-7 PS has several AXI ports which allow communication with the Programmable Logic: 
• High-Performance AXI Ports (AXI_HPx). 
o Used for big data transfers controlled by the PL 
o They have direct access to dedicated ports of the DDR Controlle 
• General Purpose AXI Master Ports (M_AXI_GPx) 
o General data transfers controlled by PS 
 
• General Purpose AXI Slave Ports (S_AXI_GPx) 
o General data transfers controlled by PL 
 
• Accelerator Coherency Port (ACP) 
o AXI Slave port with direct access to the Cache Memory of the Application Processing 
Unit (the hardware section that contains the Microcontroller system logic). 
Figure 5.5 shows a detailed schematic of the different interconnections of the Zynq7 Device, including 
the aforementioned AXI Ports that connect PL and PS. 
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Figure 5.5. Zynq-7 Interconnection system. (Source: Xilinx [42]) 
5.1.4. FPGA Programming 
FPGA devices are programmed using Hardware Description Languages (HDLs), specialized concurrent 
languages used to describe the structure and behavior of electronic circuits [43]. 
There exist many different Hardware Description Languages, but the most widely used are VHDL and 
Verilog. 
VHDL (VHSIC1 Hardware Description Language) is a strongly-typed language, whereas Verilog (or 
SystemVerilog) is weakly-typed. This means that, in practice, to describe the same system, a VHDL 
source will require more lines of code than a Verilog source. 
                                                          
 
1 VHSIC (Very High-Speed Integrated Circuit), was a 1980s United States government program aimed to research 
and develop very high-speed integrated circuits . 
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On the other hand, VHDL is always deterministic, while Verilog can be non-deterministic in some 
situations. This determinism comes from the concept of concurrent programming: in a single timestep, 
multiple signals can be updated at once, and processes that read these signals on that specific step can 
use either the updated value or the old one, leading to different possible outcomes, all of them valid. 
While VHDL has built-in determinism to avoid this, Verilog copes with this issue in such a way that the 
programmer must consider non-determinism when coding [44]. 
Another interesting difference is their geographic use. VHDL turns out to be very popular in Europe, 
while Verilog is widely used in the US and Asian countries (see Figure 5.6). 
 
Figure 5.6. VHDL and Verilog Google Searches by country, from July 2013 to July 2014. (Source: NandLand [45]). 
Despite the differences between Both Languages, in practice VHDL and Verilog can be used 
equivalently in most applications. This project has been developed entirely using VHDL, mainly because 
the author has experience with it, unlike Verilog. 
5.1.5. Xilinx Vivado environment 
Vivado is an EDA1 Software tool for FPGA hardware development, used to program devices made by 
Xilinx. It has a free-licensed version called Vivado WebPack that allows to perform all the basic 
functions needed to design, debug and program with FPGAs. 
                                                          
 
1 Electronic Design Automation, an expression that refers to the set of software tools for designing electronic 
circuits. Also known as Electronic Computer-Aided Design (ECAD). 
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Xilinx Vivado has an HDL Text editor that allows to write the source code (see Figure 5.7).  Although 
any text editor could be used to generate VHDL or Verilog code, the Vivado Text editor provides 
automatic syntax error detection, as well as other useful functionalities. 
 
Figure 5.7. Xilinx Vivado environment, with the Text Editor. (Source: screenshot of Vivado) 
Besides creating self-made HDL Sources, Vivado also gives the possibility to import IP1 Blocks and 
integrate them in a Block Design, as shown on Figure 5.8. 
IP Blocks can be extracted from the Vivado IP Repository, which includes many Xilinx IP, or downloaded 
from a specific designer. It must be noted that not all IP Blocks are free-to-use nor included on the 
WebPack version of Vivado. 
                                                          
 
1 Intellectual Property, an expression that refers to closed Hardware Modules that are owned by an individual or 
company. Not to be confused with Internet Protocol, which has the same acronym. 
FPGA-Based Stereo Vision System For Autonomous Driving  
  45 
 
Figure 5.8. IP Block Design example with Xilinx IP Blocks. (Source: screenshot of Vivado) 
Vivado also gives the option to create custom IP Blocks from self-made HDL sources, which is useful to 
export a developed system as a Black Box so that others can use it without being able to interact with 
the source code. 
After a design has been created (either with coding, using a Block Design or a combination o methods), 
Vivado has the option to display the Elaborated Design, which is the interpretation of the system using 
Logic Elements. This is very useful to check if the HDL Code is instantiating the intended elements. 
Figure 5.9 shows the elaborated design of one of the self-made HDL sources of this project. 
 
Figure 5.9. Elaborated Design example. (Source: screenshot of Vivado) 
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Vivado includes also a functionality to run Behavioral Simulations of the different modules according 
to their Elaborated Design. To do so, special HDL sources (called Testbenches) must be created to give 
stimuli to the Design. With these Simulations, the waveforms of all Signals in the system can be 
monitored through time. 
This functionality is very useful to test self-made designs, and it has been crucial for the development 
of this project.  Figure 5.10 shows an example of the Vivado Simulator Interface. 
 
Figure 5.10. Behavioral Simulation running on Vivado (Source: screenshot of Vivado) 
When the designed system is ready, it must go through the Synthesis Process, in which Vivado must 
find a configuration of LUTs, Flip-Flops, Multiplexors and all the other physical elements present in the 
FPGA silicon (see section 5.1.1) that matches the Elaborated Design in terms of functionality. 
 
Figure 5.11. Synthesized Design example. (Source: screenshot of Vivado) 
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After the Synthesis has been successfully completed, the next step is to run the Implementation 
Process. This englobes optimizing the Synthesized Design (e.g. combining several LUTs into a single one 
with the same functionality to save space), placing all the used logic elements in the FPGA Silicon and 
routing all the signals that connect through different elements. 
Before Implementation, Vivado gives the option to do Floorplanning with the FPGA silicon resources 
by restricting the Area in which the different components (LUTs, FFs, etc.) of a specific logic Block of 
the system may be placed. This feature has been very important in this project to reduce Signal Delays 
(see section 5.10.3.2). 
Once Implementation has been successful, the project can be captured into the Bitstream File, which 
contains the configuration data for the FPGA and is the file that must be loaded in the Board. 
After the Synthesis Step, Vivado also gives the option of introducing ILA (Integrated Logic Analyzer) 
Cores in the design in order to debug the system in real time. These ILA Cores monitor signals and send 
them to the PC via USB automatically. 
The signals that are being debugged can be traced with the Debugging Window of Vivado, as shown 
on Figure 5.12. 
 
Figure 5.12. Debugging with Vivado. (Source: screenshot of Vivado) 
These ILA Cores take up FPGA resources (most notably BRAM Blocks), so its use and dimensioning in a 
project where Area is a tight constraint should not be taken lightly. 
5.1.6. AMBA AXI4 Protocol 
AMBA AXI (Advanced eXtensible Interface) [46] is a high-performance, high-frequency communication 
protocol widely used for internal communications inside SoCs. It provides a standardized platform from 
which IP Blocks can be easily used and integrated. 
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In Zynq-7 devices, AXI4 protocol (the fourth generation of AMBA AXI) is critical, because it is the way 
in which data from the PS must be transferred to the PL and vice versa. 
There are 2 main types of AXI interfaces: 
1. AXI Interface 
Regular AXI Interfaces are Memory Mapped Interfaces, which means that they work with 
addresses to access the data. Thus, they are used to access RAM Memories or register banks. 
Two types of regular AXI interfaces can also be distinguished: 
 
a) AXI Full: allows transfer of data in Bursts, which makes communication faster but more 
complex, as several additional signals are needed to control the flow of data. It is used for 
big data transfers between RAM memories. 
 
b) AXI Lite: it is simpler than the Full variant and involves a smaller number of signals. It is 
used for simple transfers of small amounts of data, usually between register banks. 
 
2. AXI Stream Interface 
AXI Stream (or AXIS) is used to transfer data in Streams: on each clock cycle a new data position 
is written/read. It is used when FIFO1 Memories are involved. 
Any AXI link consists on a Master and a Slave. The Master accesses data positions that the Slave has in 
its memory, either to read or to write. A general AXI4 link has 5 Signal Channels, as shown in Figure 
5.13. 
 
Figure 5.13. AXI4 Channels. (Source: self-made adaptation of [25]). 
                                                          
 
1 FIFO (First In First Out) Memories work similarly to a Shift Register: store new data by shifting what is inside and 
read data in the same way. Therefore, they do not need addresses to access data. 
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The signals that each channel contains will be briefly described: 
• Read Address Channel (AR) 
 
o ARVALID [M to S] – (Bit) AXI Master has a valid read address in ARADDR 
o ARADDR [M to S] – Read Address 
o ARREADY [S to M] – (Bit) AXI Slave is ready to receive read address 
 
o ARLEN [M to S] – Length of the Burst operation requested (only AXI Full) 
o ARSIZE [M to S] – Number of bits sent on each transfer 
o ARID [M to S] – ID of the transaction (for multi-slave connections) 
o ARCACHE [M to S] – Used when components have a cache capability 
 
• Read Data Channel (R) 
 
o RVALID [S to M] – (Bit) AXI Slave has valid data in RDATA 
o RDATA [S to M] – Read Data 
o RREADY [M to S] – (Bit) AXI Master is ready to receive data 
 
o RRESP [S to M] – Indicates if Read Request is accepted or not and returns error code 
o RLAST [S to M] – (Bit) Indicates the last transaction of a burst 
o RID [S to M] – ID of the transaction (for multi-master connections) 
 
• Read Address Channel (AW) 
 
o AWVALID [M to S] – (Bit) AXI Master has a valid write address in AWADDR 
o AWADDR [M to S] – Write Address 
o AWREADY [S to M] – (Bit) AXI Slave is ready to receive write address 
 
o AWLEN [M to S] – Length of the Burst operation requested (only AXI Full) 
o AWSIZE [M to S] – Number of bits sent on each transfer 
o AWID [M to S] – ID of the transaction (for multi-slave connections) 
o AWCACHE [M to S] – Used when components have a cache capability 
 
• Write Data Channel (W) 
 
o WVALID [M to S] – (Bit) AXI Master has valid data in WDATA 
o WDATA [M to S] – Write Data 
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o WREADY [S to M] – (Bit) AXI Slave is ready to receive data 
 
o WSTRB [M to S] – Indicates which bytes in WDATA are valid 
o WLAST [M to S] – (Bit)  Bit that indicates the last transaction of a Burst 
 
• Write Response (B) – When a Write operation happens, the Slave must inform the Master if 
the operation has been successful. 
 
o BVALID [S to M] – (Bit) AXI Slave has valid data in BRESP 
o BRESP [S to M] – Write Response value. 0x00 means OK, other values represent an error 
code (see [47]) 
o BREADY [M to S] – AXI Master is ready to receive write response 
o BID [S to M] – ID of the transaction (for multi-master connections) 
 
• Other Signals – Signals used only on specific occasions or user-defined signals. For more 
information see AMBA AXI And ACE Protocol Specification [47]. 
In an AXI connection there can be multiple Master and Slaves Nodes, with the only restriction that 
Masters can only communicate with Slaves, and vice versa. For that reason, many IP Blocks have 
several AXI Interfaces, sometimes a Master and a Slave. 
In order to perform any AXI Connection between one or several Masters and one or several Slaves, an 
AXI Interconnect Block is needed. These blocks can be automatically generated with Vivado. 
The AXI Interfaces are clocked with the same CLK source as the logic and memory that they contain. 
That is why, at some extent, the Bandwidth of an AXI communication itself is not bounded to any 
specific maximum, as long as the timing requirements of the implemented logic are met (which is 
usually quite restrictive). 
5.2. System Physical Architecture 
5.2.1. Architecture 
The Stereo Vision System has been implemented using a Xilinx Evaluation Board, the PYNQ-Z1 (see 
5.2.2). The image sensor elements are two OV7670 Cameras from Omnivision (see 5.2.3). In order to 
properly connect these cameras to the PYNQ-Z1 Board, a Socket Board has been designed and 
fabricated. 
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Figure 5.14. Physical Architecture of the System. (Source: personal collection). 
 
Figure 5.15. Image of the Stereo Vision System with its different components. (Source: personal collection). 
The detailed connections of the cameras with the PYNQ Board are explained in section 8, as well as the 
design and implementation of the Socket PCB.  
5.2.2. PYNQ-Z1 Board 
Due to the high complexity of implementing a SoC device in a self-made PCB, it was considered that 
the best option was to use an Evaluation Board. 
At the beginning of the project, several options were contemplated. After dismissing some boards for 
being too expensive or having too few resources, the most relevant candidates were compared 
considering their hardware resources. The next table summarizes this comparative study: 
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Table 5.1. Comparison between several prototyping boards. 
Board 
Characteristics 
Nexys4 DDR PYNQ-Z1 Zybo Z7-10 
P
ro
ce
ss
o
r 
Type None 
Dual-Core 
ARM Cortex-
A9 
Dual-Core 
ARM Cortex-
A9 
Ethernet Controller None 1G Ethernet 1G Ethernet 
FP
G
A
 
Family Artix-7 Zynq-7 Zynq-7 
Part Number XC7A100T XC7Z020 XC7Z010 
LUTs 63400 53200 17600 
Flip-Flops 126800 106400 35200 
Block RAM 607 KB 630 KB 270 KB 
DSP 240 220 80 
B
o
ar
d
 
External RAM 
128 MiB1 
DDR2 
512 MiB 
DDR3 
1 GiB DDR3 
Ext. RAM Bitrate 650 Mbps 1050 Mbps 1066 Mbps 
Ethernet PHY 
10/100 
Ethernet 
Gigabit 
Ethernet 
Gigabit 
Ethernet 
Price $265.00 $199.00 $199.00 
Available at EEBE Yes No No 
It was finally concluded that the PYNQ-Z1 Board was the best option. The Zynq-7 that it integrates is a 
XC7Z020, a medium-range device from the Zynq-7 family (which is a low-cost family of SoCs). 
The PYNQ Platform provides an Application-level programming environment based on Python 
language called the Jupyter Notebook, in order to make the embedded programming easier [48]. 
This environment allows to dynamically program and debug the Zynq-7 APU, abstracting the process 
to an Application level. The FPGA development is reduced to the instantiation of Overlays (the 
abstraction of hardware blocks), which can be designed using Xilinx Vivado. 
However, this environment has not been used. Instead, the Xilinx Software Development Kit (SDK), 
which is the standard tool to program any type of Zynq, has been used to program the Zynq-7 PS (see 
section 6.1.1 for more information). 
The reasons for this are, on one hand, the fact that the Jupyter Notebook uses the TCP/IP port of the 
board to constantly communicate with the PC and maintain the programming environment, so the 
Ethernet peripheral would not be completely available to implement custom communication. On the 
                                                          
 
1 MiB stands for Mebibyte, an information unit like the Megabyte, but that uses powers of 2 instead of powers of 
10, e.g. one Mebibyte is 220 bytes (1048576 B), whereas one Megabyte is 106 bytes (1000000 B). 
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other hand, this project is mainly focused on low-level development, so using an Application-level 
environment could make the process more complex. 
 
Figure 5.16. PYNQ-Z1 Board. (Source: [49]) 
The PYNQ-Z1, as can be seen on Figure 5.16, has a set of vertical female pin connectors. These are 
connected to analog and digital Input/Output Pins of the Zynq-7, and the input pair of cameras will be 
connected to these pins through an adaptor board (see section 8). 
5.2.3. Camera OMNIVISION OV7670 
5.2.3.1. Overview 
The OV7670 integrates a low-cost CMOS camera and a preprocessor in a single chip. It has been chosen 
mainly because of its low price and simplicity to set up. Besides, the author had previous experience 
using these cameras, so the integration process was relatively fast. 
The camera captures color images with a configurable image size (VGA, CIF, etc.) and sends the data 
using an Output Format that is also configurable (RGB, YUV, etc.). 
The next Table summarizes some of the main characteristics of the OV7670: 
Table 5.2. OV7670 Main Specifications [50]. 
Property Value 
Active Array Size 640x480 
Maximum transfer rate 30 fps for VGA Format 
Sensitivity 1.3 V/(Lux·s) 
Image Area 2.36 mm x 1.76 mm 
S/N Ratio 46 dB 
Power consumption (typical, when Active) 60 mW 
Temperature Range 0 ºC to 50 ºC 
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The OV7670 Cameras are often distributed in a PCB that already includes all the basic hardware to 
make the camera work, as can be seen in Figure 5.17. 
 
Figure 5.17. OV7670 PCB. (Source: personal collection). 
The Pinout of the OV7670 PCB is described on Table 5.3. The specific function of each signal will be 
discussed in the next sections. 
Table 5.3. OV7670 Pinout [50]. 
Pin # Name Description 
1 VDD Power Supply of the Board (3.0 V – 3.6 V) 
2 GND Common Ground 
3 SIOC SCCB Bus Clock signal 
4 SIOD SCCB Bus Data signal 
5 VSYND Vertical Image Synchronization 
6 HREF Horizontal Image Synchronization 
7 PCLK Pixel Clock (same frequency as XCLK) 
8 XCLK Input Clock (10 MHz – 48 MHz) 
9-16 D7..D0 8-Bit Data Bus 
17 RESET System Reset (Active Low) 
18 PWDN Power Down Mode (Active High) 
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5.2.3.2. Camera Configuration and Setup 
The OV7670 is configured using a Serial Bus known as SCCB (Serial Camera Control Bus), a 
communication system owned by Omnivision that works very similarly to I2C (Inter-Integrated Circuit) 
Protocol [51]. 
 
Figure 5.18. SCCB Timing Diagram. (Source: [35]). 
The Signal SIOD (SDA in I2C) is the Data bit that is transferred on each cycle of  SIOC (SCL in I2C), the 
Clock Signal.  As SIOD is a tri-state signal, both the Master and the Slaves can act on it to transfer data. 
The Clock Signal, SIOC, is always driven by the Master. 
The Start of a transmission is issued by putting SIOD to Low while SIOC is High. Then, SIOC starts 
oscillating and each bit is transmitted while the Clock in on High State. After the data transfer, the Stop 
of transmission is issued by pulling SIOD to High while keeping SIOC in High. 
SCCB also defines the Write and Read transmission cycles by phases of 9 Bits each (see Figure 5.19). 
 
Figure 5.19. SCCB Phases of Transmission. (Source: [35]). 
The first 8 Bits correspond to the Byte of data that is being transferred, and the 9th Bit is called the 
“Don’t-Care Bit” (ACK bit in I2C), which is unused in this protocol. 
A data transfer can take 2 or 3 Phases, depending on whether it is a Read or a Write Operation. In a 
Write Operation, Phase 1 corresponds to the ID Address of the Slave which is being addressed; the 
second phase corresponds to the Sub-Address that is to be written (that is, the Register Address to 
access) and Phase 3 corresponds to the actual Write Data that must be written. 
 
Figure 5.20. SCCB Write Operation. (Source: [35]). 
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A Read Operation, on the other hand, is issued by the Master by sending a Read Request. It contains 
only 2 Phases: the ID Address of the Slave and the Sub-Address that is to be read. The Last Bit of the ID 
Address indicates if the Operation is a Write Operation (when the bit is High) or a Read Operation 
(when the bit is Low). 
 
Figure 5.21. SCCB Read Request Operation. (Source: [35]). 
Then, the Slave will respond by sending its ID Address followed by the actual Read Data that is 
contained on the Sub-Address that has been accessed. 
 
Figure 5.22. SCCB Read Response Operation. (Source: [35]). 
The default ID Address of an OV7670 Camera is 0x42 (that is, 0x42 for Writes and 0x43 for Reads). 
The different Sub-Addresses are defined by the Configuration Registers of the OV7670. There are more 
than 200 different Registers that can be configured (the complete list can be found in the OV7670 
Datasheet [50]). Through experimentation, the most relevant Registers for this project were configured 
with the values on the Table below: 
Table 5.4. Most Important Configuration Registers. 
Name 
Address 
 (Hex) 
Value to Write  
(Hex) 
Description 
COM3 0x0C 0x08 Scale Enable Bit = ‘1’. Enables QVGA Scaling 
COM4 0x0D 0x00 Average Option to “Full Win” 
COM7 0x12 0x10 YUV Output Format. QVGA Image Resolution 
COM7* 0x12 0x90 Reset of all Configuration Registers 
COM8 0x13 0x08 Disable AEC, AGC and AWB 
TSLB 0x3A 0x05 UV  Output Sequence to YUYV 
COM17 0x42 0x00 Average Option (Second part of COM4) 
BRIGHT 0x55 0x80 Brightness Control. Best brightness value indoors 
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CONTRAS 0x56 0x50 Contrast Control. Best contrast value 
MVFP 0x1E 0x31 Mirror and Flip Image 
HREF 0x32 0XB8 HREF Time adjustment 
COM3, COM7 and TSLB are necessary to configure the Output Format of the image. MVFP is used to 
flip and mirror the image, as due to the mechanical position of the cameras the images are upside-
down by default. Registers BRIGHT and CONTRAS are used to adjust the Brightness and Contrast.  
COM4 and COM17 set the averaging window of the Automatic Exposure control to be the full image. 
Other possible configurations allow to apply different windows to sections of the image. 
COM8 disables the Automatic Exposure Control (AEC), Automatic Gain Control (AGC) and Automatic 
White Balance (AWB). This is very important because, if enabled, these features could potentially make 
the pixel values from the left image differ from the right image values if exposed to even slightly 
different light exposures. This could affect the Cost Computation, as pairs of pixels would have very 
different luminance values. 
However, the Automatic Exposure Control must be enabled for some time at the beginning of a 
measurement in order to have an initial Exposure Control value, otherwise the image would appear 
pitch black. 
For more information about how the SCCB Bus is implemented and how the cameras are configured, 
see section 5.4. 
5.2.3.3. Output Data Waveforms 
The OV7670 Camera uses D7 to D0 (pins 9-16) to send the Image Data, while PCLK indicates with a 
rising edge when must the Byte D[7:0] be read. 
HREF marks the Data as Valid when it is on High state, and also marks the boundary between different 
image Rows. Finally, the signal VSYND marks the beginning and end of an image. These Output 
Waveforms are shown in Figure 5.23 and Figure 5.24. 
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Figure 5.23. Image Output Waveform. (Source: [50]). 
 
Figure 5.24. VGA Frame Timings. (Source: [50]). 
The Image Resolution selected for this project is QVGA (Quarter VGA Resolution, 320x240 pixels), 
which means that the actual Timings are the same as the ones depicted in Figure 5.24 for the VGA case 
(Video Graphics Array Resolution, 640x480 pixels), but both the number of Rows and Columns of the 
image are divided by two. 
The Cameras have been configured to export the data in YUV Format, which codifies the information 
of each Pixel in 3 components: Y, the Luminance of the pixel, and both U and V, which describe the 
Chrominance of the pixel. 
The Luminance of a pixel can be though as “the Grayscale component”, with information about the 
Light Intensity on that specific Pixel. The Chrominance components of the pixel, on the other hand, 
describe its color. Figure 5.25 shows an example of the color that U and V values represent, and Figure 
5.26 shows a color image split into its YUV components. 
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Figure 5.25. Example of a U-V Color Plane. (Source: Wikipedia [52]). 
 
Figure 5.26. Example of a color image and its Y, U and V Components respectively. (Source: Wikipedia [52]). 
The OV7670 Camera sends the 8-Bit Luminance component followed by one of the 8-Bit Chrominance 
components. U and V are shared between neighboring pixels and are sent alternatively, as depicted in 
Figure 5.27: 
 
Figure 5.27. YUV Output from OV7670. (Source: personal collection) 
Thus, each individual Pixel is described by 3 Bytes, but in terms of data transfer 2 Pixels are sent each 
4 Bytes, so effectively each Pixel only occupies 2 Bytes (or two PCLK cycles) on the Data Bus. 
In this project, only the Y component of the Pixels is considered, as the Processor works with Grayscale 
Images. The U and V components are ignored. 
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5.3. PL Hardware Architecture 
As presented in section 5.1.3, the Zynq-7 SoC is composed by the Processing System (PS) and the 
Programmable Logic (PL), the latter being the FPGA Fabric of the device. 
In this subsection, the design of the different Hardware Blocks designed and implemented in the PL 
Fabric will be discussed. This architecture has been implemented using VHDL, and all the code can be 
found on annex A7. 
5.3.1. Processor Concept 
The PL Hardware must be able to implement all the image operations described in section 3.3. Due to 
the characteristics of the Stereo Matching Algorithms, and in particular of the Semi-Global Method, 
the main limitations to consider is the Memory Resources. 
As discussed in 3.5, the system operates with 10 Disparity Levels, which makes the total memory usage 
of the system about 8.8 MB. 
Knowing that the BRAM Blocks of the Zynq-7 PL have a total combined memory of 630 KB, it is clear 
that the Programmable Logic is not able to store all the data at the same time. 
Instead, the External DDR3 Memory (which has a capacity of 512 MiB, or 536 MB) has been used to 
actually store the data, whereas the Internal BRAM Blocks are used as a sort of Cache Memory in order 
to perform calculations. 
 
Figure 5.28. Conceptual diagram of the System Memories. (Source: personal collection) 
This means that the DDR3 has some memory regions reserved for process data storage, in which there 
will always be the image data. The internal BRAM, on the other hand, is a temporary memory used to 
implement parallel computing. 
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The advantage of the internal BRAM is that the 630 KB of Memory are distributed into 240 independent 
Block RAMs that can be used in parallel. The DDR, on the other hand, is a single block in which the data 
must be accessed to one by one. 
The Zynq-7 PS, besides containing two ARM Processor Cores, also integrates the DDR Memory 
Controller that manages the DDR3 Memory, and for that reason it is portrayed as an intermediate step 
between the external RAM and the Internal BRAM Blocks in the diagram above. 
To implement parallel computing, the Internal BRAM of the PL will be split into several Blocks, each 
one associated with a Computing Block. Each of these pairs will be independent from the others, and 
thus the different operations will be handled in parallel. 
 
Figure 5.29. Parallel processing concept. (Source: personal collection) 
As discussed throughout section 3.3, the Stereo Vision Algorithm is suitable for parallelization. 
However, the task of splitting the data into independent blocks to be processed in parallel is not 
straight-forward due to the nature of the Semi-Global Method. 
In this project, two parallelization strategies have been defined: 
• Row Parallelization. In all the phases of the SGM Algorithm except for the Cost Aggregation 
(or Path) process, the values from a particular image row are independent from other rows. 
Taking that as an advantage, the image can be split into sub-images of several rows to be 
computed in parallel. 
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Figure 5.30. Image splitting concept during Row Parallelization. (Source: personal collection) 
It should be noted that, in some of these Phases, parallelization is also possible in the x axis 
because the values to compute do not depend on the pixel’s geometrical position on the 
image. This is the case of the Energy Computation and Optimization processes. However, the 
parallelization will still be with respect to the y axis for simplicity. 
• Directional Path Parallelization. In the case of the Process, the computation is no longer 
independent with respect of Rows. Instead, the SGM Aggregation is independent between 
consecutive lines in the Aggregation Path Direction. This means that splitting the image into 
independent sub-images is possible but not as straight-forward, because now the requirement 
is to create sub-images split in the current Path Direction. 
 
Figure 5.31. Image splitting concept during Directional Path Parallelization. (Source: personal collection) 
Note that, during the Horizontal Paths, this Directional Parallelization coincides with the Row 
Parallelization. 
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The PL Hardware Architecture has been designed with this parallelization concept in mind, as it is the 
key feature of the design presented in this project. The detailed design of the different Logic Blocks 
that implement this strategy will be discussed in the following sections. For information on how the 
Memory Organization is handled, go to 5.5. 
5.3.2. Existing FPGA Stereo Vision Processors 
Several solutions to the Stereo Vision Problem have been proposed using FPGA systems over the past 
years. However, these implementations are still a very active line of research, just like Stereo Matching 
itself (see 3.2.1). 
An example could be the system proposed by [53]: a pipeline approach which computes the Dense 
Disparity Image using Sum of Absolute Differences (SAD), with local Aggregation over a 3x3 Window. 
This system is able to output a 500x400 resolution Disparity Image at 15 fps. 
Another FPGA implementation was proposed by [54] as a solution to the recognition of Power Lines 
for Unmanned Aerial Vehicles. It is based on a local Aggregation method similar to the SGM, based on 
an horizontal and vertical aggregation over a Cross-Based support region. 
Notably, [55] introduces a Stereo Vision Core that can be scaled in terms of several parameters (the 
pixel depth, the number of disparity levels and the resolution, among others). It is a pipeline approach 
based on the Census Transform and local Aggregation over a parametrizable window. This system is 
able to output a Dense Disparity 320x240 image at 300 fps. 
The system proposed by this project, instead of implementing a window-based local Aggregation, 
tackles the problem using the Birchfield-Tomasi dissimilarity measure and the Semi Global Method 
(see 3.3), which is computationally more expensive than a Local approach. 
Also, and mainly due to the SGM implementation, the designed Processor uses an accumulator 
approach rather than a pipeline, like many implementations. 
In terms of scalability, the objective is to create a system similar to [55] so that it is scalable in terms of 
FPGA Resources. 
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5.3.3. Hardware System Architecture 
The PL is composed of 5 main Logic Blocks. The following figure depicts these Blocks as well as the 
existing connections between each other and to the Processing System: 
 
Figure 5.32. PL Hardware Architecture. (Source: personal collection) 
In the diagram above, the small arrows represent control signals, whereas the big ones represent 
processing data flow. 
Each one of these blocks has a specific role in the System: 
• Stereo Pair Peripheral (SPP). It is in charge of properly configuring and controlling the OV7670 
cameras as well as saving the YUV image input from the cameras to the BRAM Bank. 
 
• BRAM Bank. Internal Block RAM (BRAM) Memory of the device that stores all the data to be 
processed. It is split into several independent sub-blocks to allow parallel processing. 
 
• Processor Bank. Processor block that accesses the data stored in the BRAM Bank and performs 
all the operations. It is split into several independent sub-blocks, each one paired with a BRAM 
Bank sub-block. 
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• CDMA1 Cores. They are in charge of moving data from the BRAM Bank to the DDR3 Memory 
and vice-versa. There is a total of 4 CDMA Cores, one per each High-Performance AXI Slave 
port of the Processing System. 
 
• PS Interface. Intermediary block between the Processing System and the rest of the PL. It is in 
charge of converting the data sent by the PS through AXI4 into signals that the different blocks 
understand, and vice versa. It is also in charge of controlling the CDMA Cores through its AXI4 
Lite Master Ports. 
Except the CDMA Cores, all the Hardware Blocks of the System are self-made. All these Blocks, their 
structure and their design will be discussed in detail throughout the following sections. 
5.4. Stereo Pair Peripheral (SPP) Block 
The Stereo Pair Peripheral, as introduced in the previous section, is the block responsible of interacting 
with the OV7670 Camera Pair. This includes managing the SCCB Buses to Configure the Cameras as 
well as interpreting their Output Waveforms in order to read the incoming Images and save them in 
the BRAM Bank. 
This section relies heavily on the background explained in 5.2.3, so it will be referenced often. 
5.4.1. Architecture 
The Hardware Architecture of the SPP has three basic components: 
• The Data Module, which is in charge of reading the input Data and preparing it to be written 
to the Block RAM. 
 
• The SCCB Module, which controls the SCCB Bus operations. 
 
• The SPP Top Module, which contains all the sub-blocks and also has its own logic structures, 
most notably the FSM that controls the whole SPP and the generation of BRAM Addresses. 
                                                          
 
1 CDMA stands for Central Direct Memory Access. More information on section 5.6. 
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As two cameras must be managed, the sub-blocks are instantiated twice, one per camera.  Figure 5.33 
shows a Schematic representation of the SPP Architecture. 
 
Figure 5.33. SPP Architecture. (Source: personal collection) 
The Input Sync Signals Bus englobes VSYND, HREF and PCLK for each camera. These signals are used 
for pixel and row Synchronization (see 5.2.3.3). 
The BRAM Control signal contains the Address, Enable and Read/Write Control of the Block RAM (see 
5.5.4). 
The SPP Control and Camera Configuration signals are control signals from the PS Interface Block. These 
are controlled by the Processing System. 
5.4.2. SPP Top Module 
As introduced before, the SPP Top Module, besides of containing the sub-blocks of the SPP, also has 
its own Logic Structures. These Structures are, in particular, 6 Sequential Processes: 
• The SPP Main FSM 
• The XCLK Generator Process 
• Two SCCB Bus Control Processes 
• Two BRAM Control Processes 
The SPP Main FSM controls the general state of the Stereo Pair Peripheral Block. When the system is 
turned on, the PWDN signal must be held at ‘1’ during 5 ms to properly initialize the Cameras. After 
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the Power-Up sequence, the Cameras will start generating image data. However, the FSM is put into 
the IDLE State, as the input images are not needed yet. 
The system will be in IDLE until a Trigger signal is pulled to high by the PS Interface, signaling the start 
of a new global iteration. After the Trigger, the SPP waits for a new image to start (signaled by a VSYND 
Rising Edge) and starts importing data. When the image import is completed, the FSM returns to the 
IDLE State. 
 
Figure 5.34. SPP Main FSM. (Source: personal collection) 
The XCLK Generator Process is a Prescaler that converts the PL System Clock (which is set to 90.9 MHz) 
to a 22.7 MHz Clock for the Cameras. This is done by implementing a simple 2-Bit Counter to divide the 
frequency by 4. 
The SCCB Bus Control Processes fetch the concrete values that the SCCB Modules must transmit to the 
cameras and issue the Trigger signals that start a transfer. These configuration values come from the 
PS Interface, and it receives the data from the Processing System. The PS is in charge of providing the 
PL of the initial configuration values described on Table 5.4 of section 5.2.3.2. as well as configuring 
custom register configurations issued from the PC Application via TCP/IP. 
The BRAM Control Processes set up the BRAM Control Signals considering the Horizontal and Vertical 
Synchronization signals described in 5.2.3.3. This includes managing the BRAM Addresses to be written 
and controlling the Enable bit depending on whether there is valid data to write. The Read/Write 
Control, in this case, is always set to ‘Write’, as the flow of data only goes one direction. 
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The BRAM Addresses are incremented each 4 pixels, as the BRAM Bank works with a Data Depth of 32 
Bits (see 5.5 for more information). The Data Module is in charge of stacking the corresponding 4 Bytes 
into a Buffer that will be used to write the 32-Bit Data Word to the BRAM. 
5.4.3. Data Module 
The Data Module Block is responsible for retrieving the Image Data from the OV7670 Output at the 
right moment. Therefore, it must consider the Pixel Synchronization marked by the PCLK signal (which 
indicates a valid data Byte) and the Horizontal Synchronization marked by the HREF signal (which 
indicates a valid Pixel within a specific Row). 
As explained in 5.2.3.3, the OV7670 Output is in YUV Format, so in order to retrieve only the Grayscale 
information the Data Module will only read the Y (Luminance) component of each pixel, which in 
practice translates to reading only one of each pair of Bytes. Valid pixel Bytes are stacked in a 4-Byte 
Buffer that, when full, is written to the BRAM. 
 
Figure 5.35. Data Module Byte grouping. (Source: personal collection) 
5.4.4. SCCB Module 
The SCCB Module is in charge of managing the SCCB Bus signals (SIOD and SIOC) in compliance with 
OmniVision’s SCCB Protocol (see section 5.2.3.2). 
As the purpose of the SCCB control is just to Configure the camera Registers, only Write transactions 
are considered. The specific Sub-Address and Data to Write values are set by the SCCB Bus Control 
Process of the SPP Top Module. These values are then stored into a Shift Register and shifted out to 
the Bus bit by bit on SIOD. 
 
 
FPGA-Based Stereo Vision System For Autonomous Driving  
  69 
The transmission process is handled by a FSM, which is portrayed in the next diagram: 
 
Figure 5.36. SCCB FSM. (Source: personal collection) 
Figure 5.37 shows a Vivado Simulation of the SCCB Module Outputs, where the waveforms of SIOD and 
SIOC (SDA and SCL in the figure, the I2C equivalent notation) are displayed on active transmission. 
 
Figure 5.37. SCCB Module Simulation. (Source: edited Vivado screenshot) 
  Report 
70   
5.5. BRAM Bank 
The BRAM Bank is the Module that contains all the Block Memory resources used by the Processor. 
The objective has been to develop a Memory Management Block that is distributed from the point of 
view of the different Processor Blocks yet centralized from the point of view of the AXI4 Peripheral and 
the CDMA Cores. 
5.5.1. Architecture 
The BRAM Bank is mainly composed of BRAM Blocks and Multiplexors. An important point to make on 
notation before diving into the topic is the distinction between the concept of BRAM Block and Block 
RAM. 
A Block RAM (BRAM) is each one of the 140 dedicated Memory Blocks that exist in the FPGA Silicon. 
On the other hand, a BRAM Block is a group of several Block RAM in cascade. A BRAM Block also 
englobes the logic resources needed for the cascading of BRAMs. 
All the BRAM Blocks used on this project are inferred as True Dual-Port BRAM, which means that the 
Memory Blocks have two independent Interfaces that can be read and written separately.  
The BRAM Bank contains 42 BRAM Blocks, from which: 
• 2 Blocks of 20 BRAMs each (90 KB) are reserved for the Raw Input Images and have a port 
permanently connected to the SPP so that input data can be stored when is needed. The other 
port is multiplexed and can be paired with the Processor Bank or with the AXI4 Peripheral. 
 
• The 40 remaining Blocks, of 2 BRAMs each (9 KB) are used for Processing. On this project’s 
notation they are called Atom Blocks (because they are the smallest memory subdivisions). 
These blocks are grouped into subdivisions of 10 BRAM Blocks, called Path Blocks. Each one 
of these Path Blocks is connected to its corresponding Process Core from the Processor Bank 
as well as to the AXI4 Peripheral. 
 
Each Path Block has been set to contain 10 independent Atom Blocks because the system will 
work with 10 Disparity levels. This disposition will allow each Processor Core to have parallel 
access to all 10 Disparity Levels during the Path, Energy and Optimization Processes, as each 
BRAM Atom will be used for a specific Disparity. 
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The Architecture of the BRAM Bank is depicted in Figure 5.38: 
 
Figure 5.38. BRAM Bank Architecture. (Source: personal collection) 
In the Schematic above, the input arrows of each BRAM Block represent all the BRAM input signals 
(Data Input, Enable and Write Enable) in parallel and with the same structure. The output arrows 
represent the Data Output, which is the only output port of the BRAM Blocks used. 
As only 4 AXI ports are available for High-Speed communication with the PS, all the BRAM Block ports 
used to interact with the AXI4 Peripheral must be managed so that only 4 of them are actually 
connected at a time. This is done by inferring multiple Multiplexor Banks in the module. 
With this Architecture, any BRAM Block can be accessed via any of the AXI4 Ports. This allows the CDMA 
Cores to access any memory position of the System. 
The Multiplexor structure is controlled by the PS Interface. Upon instruction from the Processing 
System, it selects which one of the 42 BRAM Blocks should be connected to each AXI4 Port through 4 
signal buses of 6 Bytes each. 
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Due to the nature of the designed Multiplexor structure, each Mux needs a different control signal. 
Hence, the control input commands must be treated in order to generate the correct set of signals that 
route all selected Muxes to their corresponding AXI Port and simultaneously select the Inactive position 
on each Multiplexor that is not being selected. This is implemented with an array of Comparators and 
LUTs, arranged as shown in Figure 5.39. 
 
Figure 5.39. MUX Control Logic Structure. Example for I=37 (Source: personal collection) 
This logic structure is repeated for each Multiplexor (thus, for each one of the 42 BRAM Blocks), with 
the constant Bit Vector I changing according to each Multiplexor. 
The possibility of having multiple Ports selected for a single Multiplexor (which should not be allowed 
by the Processing System) is solved by giving different priority to the LUT inputs over the output. 
5.5.2. BRAM Memory Organization 
As discussed in section 5.3.1, the internal BRAM is used as a temporary memory to perform 
calculations. In order to implement parallel computing, the different image data to process will be split 
into several sub-blocks, each one contained inside a BRAM Atom. 
As can be expected, the Memory Positions of each BRAM Block have different meanings depending on 
the Operation that is being performed. The following Tables list the Address Regions of the individual 
Atom Blocks that will hold processing data during the different Phases of the Algorithm. 
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Table 5.5. Address Regions during Rectification and Cost Operations. 
DURING RECTIFICATION & COST 
FROM TO Belongs to: 
0x000 0x77F 
LEFT RECTIFIED (6 rows) 
0x000 0x1DF 
  
0x780 0xEFF 
RIGHT RECTIFIED (6 rows) 
0x1E0 0x3BF 
  
0xF00 0x167F 
COST AT DISPARITY d (6 rows) 
0x3C0 0x59F 
Table 5.6. Address Regions on Horizontal Paths during the Path Process. 
DURING HORIZONTAL PATHS 
FROM TO Belongs to: 
0x000 0x1DFF 
PATH r, DISPARITY d (24 rows) 
0x000 0x77F 
Table 5.7. Address Regions on Vertical Paths during the Path Process. 
DURING VERTICAL PATHS 
FROM TO Belongs to: 
0x000 0x1DFF 
PATH r, DISPARITY d (32 rows) 
0x000 0x77F 
Table 5.8. Address Regions on Diagonal  Paths during the Path Process. 
DURING DIAGONAL PATHS 
FROM TO Belongs to: 
0x000 - 
PATH r, DISPARITY d (N rows) 
0x000 - 
Table 5.9. Address Regions during Energy Computation. 
DURING ENERGY 
FROM TO Belongs to: 
0x000 0x9FF 
PATH r, DISPARITY d (8 rows) 
0x000 0x27F 
  
0xA00 0x1DFF 
ENERGY AT DISPARITY d (8 rows) 
0x280 0x77F 
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Table 5.10. Address Regions during Rectification and Cost Operations. 
DURING OPTIMIZATION 
FROM TO Belongs to: 
0x000 0x13FF 
ENERGY DISPARITY d (8 rows) 
0x000 0x4FF 
  
0x1400 0x1DFF 
DISPARITY VALUE (8 rows) 
0x500 0x77F 
Addresses in italics denote Word addresses (counting one each 32-Bit Word), whereas addresses in 
regular letters denote Byte addresses (counting Bytes instead of Words). Memory Addresses will 
normally be referenced counting Bytes, however at some points it will be interesting to use the Word 
address notation, most notably when managing the BRAM positions from the PL Logic. 
During the Rectification and Cost Cube processes, the different BRAM Atoms inside a Process Core 
store different image rows. On the other hand, during the Path, Energy and Optimization Processes, 
each one of the 10 BRAM Atoms inside a Process Core stores image data from the same row at a 
different disparity level. 
 
Figure 5.40. Image distribution concept in terms of Operation. (Source: personal collection) 
In the case of the Optimization Process, only the input Energy Data is stored as described in Figure 5.40. 
The disparity output is stored differently, see 5.8.3.7 and 6.3.4.9 for more information.  
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5.5.3. Memory Management during Path Process 
As discussed in section 5.3.1, the Path Process must be parallelized with respect to the current Path 
Direction. This means that, unlike in the other operations, during the Path Process BRAM Atoms do not 
always store groups of Image Rows. 
In this project, the 8 directions of Aggregation defined in the SGM are classified into 3 types of Path 
Directions: 
• Horizontal Paths. The direction of aggregation is parallel to the x (Pixel) axis. 
• Vertical Paths. The direction of aggregation is parallel to the y (Row) axis. 
• Diagonal Paths. The direction of aggregation is at a ±45º angle with respect to the x axis. 
 
Figure 5.41. Types of Path implemented and their corresponding BRAM divisions (Source: personal collection) 
Horizontal Paths are parallelized with respect to the Pixel axis and thus the BRAM containing them is 
organized in the same way as in the other operations: each BRAM Atom stores a set of Rows. 
Vertical Paths, on the other hand, are parallelized with respect to the Row axis, so the BRAM Atoms, 
instead of storing a set of Rows, store a set of Columns. 
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Lastly, Diagonal Paths have to be parallelized with respect to the corresponding Diagonal axis. This 
means that the BRAM Atoms will store a set of Diagonal Lines of pixels. These divisions are the most 
complicated to manage. 
The pixels on these divisions will be stored in the BRAM Atoms in a different frame of reference from 
the image reference frame, so that the x’ axis of the new reference frame is aligned with the Path 
direction. 
 
Figure 5.42. Path Process memory division concept. In blue, the Image frame of reference. In green, the new 
frame of reference. (Source: personal collection) 
In the case of the Vertical Paths, in the new frame of reference, the BRAM Bank will store several Rows 
of 240 Pixels each. In this new reference frame, there is now a total of 320 Rows to distribute between 
the different BRAM Atoms. 
The case of the Diagonal Paths is different, as the Pixel length of each Row is not constant, and the total 
number of Rows ascends to 558 Rows. In order to properly manage the case of Diagonal Paths, the 
exact distribution of Pixels per Row and total bytes per Block must be studied. 
Although there are 4 Diagonal Paths with two perpendicular pairs, they can all be studied as a general 
case, as the perpendicular pairs of Paths can be considered as a reflection of each other, and thus the 
absolute pixel dimensions of the subdivisions will not change. 
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Figure 5.43. Geometric relation between the subdivisions of the 2 different Path types. (Source: personal 
collection) 
Given that the image is not a perfect square and the Path direction is always at a 45º angle, the image 
can be divided into 3 different regions in terms of Pixels per Row: 
 
Figure 5.44. Image regions in terms of number of pixels per row (Source: personal collection) 
Written mathematically, the number of Pixels in a given Diagonal Row can be described by the 
following piecewise function: 
 (Eq. 5.1) 
In order to dimension the number of rows that can fit into each BRAM Atom, the number of bytes on 
each block must be known. Let L be the first Row of a given Memory Block and H the last one. The 
number of pixels contained on this Block can be described by the function: 
 
𝑁𝑃𝑖𝑥(𝑦) = {
𝑦 + 1,                ⩝ 𝑦 𝜖 [0, 239]
240,               ⩝ 𝑦 𝜖 [240, 319] 
599 − 𝑦, ⩝ 𝑦 𝜖 [320, 558]
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 (Eq. 5.2) 
For simplicity it has been considered that Blocks are always contained inside one of the three image 
regions defined in Figure 5.44, so that a single Block is not part of different regions at the same time. 
Expression 5.2 can be rewritten using finite summation equivalences (see demonstration in annex 
A13): 
 
  
(Eq. 5.3) 
Knowing this, the number of Bytes on a given Block of H-L Rows (which is the same as the number of 
8-bit Pixels) can be easily known. 
If we apply the condition that each BRAM Atom can contain up to 8192 Bytes (4 Bytes in each of the 
2048 different addresses), we obtain the following set of equalities: 
 (Eq. 5.4) 
These expressions can be re-written to obtain a relationship between H and L: 
 (Eq. 5.5) 
With these expressions, given the first row of a Block, we can calculate the corresponding last row that 
makes the Memory store as many data bytes as possible. That way, starting from Row 0, the whole 
image can be distributed through different BRAM Atoms filling them as much as possible. 
𝑆𝑖𝑧𝑒(𝐿, 𝐻) =
{
  
 
  
 ∑(𝑖 + 1)
𝐻
𝑖=𝐿
,                        ⩝ 𝐿, 𝐻 𝜖 [0, 239]
   240(𝐻 − 𝐿),               ⩝ 𝐿, 𝐻 𝜖 [240, 319] 
∑(599 − 𝑖)
𝐻
𝑖=𝐿
,        ⩝ 𝐿, 𝐻 𝜖 [320, 558]
  
  
 
 
𝑆𝑖𝑧𝑒(𝐿, 𝐻) =
{
 
 
 
 
1
2
(𝐻2 − 𝐿2 + 3𝐻 − 𝐿) + 1,                           ⩝ 𝐿, 𝐻 𝜖 [0, 239]
   240(𝐻 − 𝐿),                  ⩝ 𝐿, 𝐻 𝜖 [240, 319] 
  
1
2
(𝐿2 −𝐻2 + 1117𝐻 − 1119𝐿) + 559,        ⩝ 𝐿, 𝐻 𝜖 [320, 558]
  
 
 
{
 
 
 
 
1
2
(𝐻2 − 𝐿2 + 3𝐻 − 𝐿) + 1 = 8192
240(𝐻 − 𝐿) = 8192
  
1
2
(𝐿2 −𝐻2 + 1117𝐻 − 1119𝐿) + 559 = 8192
 
  
 
 
{
𝐻 = √𝐿2 + 𝐿 + 16384.25 − 1.5
𝐻 = 34.13 + 𝐿 
  𝐻 = 558.5 − √𝐿2 − 1119𝐿 + 296656.25
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With this at hand, the upper and lower rows of each BRAM Atom to use have been calculated, and the 
BRAM Atoms to use have been dimensioned for the whole image. The following tables show the 
results: 
Table 5.11. BRAM subdivisions during Diagonal Paths, Increasing Zone . 
INCREASING ZONE 
Atom # L H calc H actual Bytes Row Size Offset 
0 0 126.501 126 8128 127 0 
1 127 179.166 179 8162 53 8128 
2 180 219.779 219 8020 40 16290 
3 220 253.459 239 4610 20 24310 
 Table 5.12. BRAM subdivisions during Diagonal Paths, Constant Zone. 
CONSTANT ZONE 
Index L H actual Bytes Row Size Offset 
4 240 271 7680 32 28920 
5 272 303 7680 32 36600 
6 304 319 7680 16 44280 
Table 5.13. BRAM subdivisions during Diagonal Paths, Decreasing Zone. 
DECREASING ZONE 
Index L H calc H actual Bytes Row Size Offset 
7 320 356.074 356 8177 36 48120 
8 357 401.585 401 8100 44 56297 
9 402 466.727 466 8125 64 64397 
10 467 - 558 4278 91 72522 
As expected, near the corners of the image the number of stored Rows is larger, as they contain less 
pixels. To simplify the distribution task, some Blocks at the boundaries of the Regions have been forced 
to contain a sub-optimal number of Bytes so that no Block corresponds to two different Image Regions. 
With this organization of the BRAM Bank during Path Process, the Process Cores, which have to 
implement all the calculations, become transparent to the Path Direction. 
Thanks to the change of reference frame that makes the x axis of the Memory Blocks become parallel 
to the Path Direction, the Process Cores only have to process the Data scanning the content of the 
BRAM Atom horizontally (either forwards or backwards) independently on the current Path Direction. 
Figure 5.45 shows a graphic representation of this feature. 
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Figure 5.45. Process directivity representation. (Source: personal collection) 
This simplifies the task of the Processor Bank because it does not need to consider the actual Path 
geometry: it will be given by the Memory Organization itself. As a result, the logic resources taken up 
by the Process Cores can be reduced. 
The only information relevant to the Processor Bank about the current Path geometry will be the sign 
(positive or negative, aka forwards or backwards) of the current Path and the number of pixels per row 
so that the Process Cores are aware of when does a Row end. For more information on the actual 
processing logic, see 5.8.3. 
5.5.4. Block RAM inference 
The BRAM Blocks of the system are inferred by VHDL, in their true dual-port implementation. The 
inference, if done right, tells Vivado that BRAM primitives must be used to implement the module. The 
VHDL Code that implements this can be found in the annex A7. 
Each BRAM primitive (RAMB36E1) configured with a 32-bit data bus width (the word format used in 
the Processor) has a memory depth of 1024 positions. 
The BRAM Atoms are inferred as Memory Blocks composed by 2 BRAMs, so each Block has a data 
depth of 2048 words (8192 bytes). 
On the other hand, the Raw Input Image Blocks (Left and Right) are inferred as Blocks of 20 BRAMs, so 
each of them has a data depth of 20480 words (81920 bytes). This Blocks must be able to store the 
76800 bytes of each input image. 
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A notable issue when inferring BRAM is that inference by VHDL can only create a Memory Block 
composed of a power of two BRAMs (2, 4, 8, etc.). Any other configuration is considered a sub-optimal 
inference of BRAM, and it is not supported for automatic inference for the 7 Series devices [56]. The 
sub-optimal expression comes from the fact that in these configurations not all the possible address 
values are used, as each new address bit gives access to double the amount of memory  (so only powers 
of two will always occupy all the address values). 
In the context of this project, BRAM usage is very critical, so a sub-optimal inference that adjusts the 
BRAMs used to the necessary memory is preferred. The workaround to this issue is to infer several 
sub-blocks composed by a power of two number of BRAMs and then concatenate them to create the 
Memory Block. 
This is used to infer the Raw Input Image Blocks, that are inferred as one Block of 16 BRAMs 
concatenated with another one of 4 BRAMs. The concatenation of RAM Blocks in parallel is performed 
as shown in Figure 5.46: 
 
Figure 5.46. Concatenation of parallel BRAM Blocks. (Source: personal collection) 
5.5.5. AXI4 Peripheral 
The function of this sub-module is to act as an AXI4 Interface for the BRAM Bank so that the CDMA 
Cores can perform Data movements between the BRAM and the external DDR3. 
It is composed of 4 parallel AXI4 Slave Ports, each one of them associated to a BRAM Port connected 
to the BRAM Bank (see Figure 5.38). 
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Figure 5.47.  BRAM Bank AXI4 Peripheral Architecture. (Source: personal collection) 
For the AXI4 Slaves design, an AXI4 Slave Template1 provided by Vivado has been used as a base. This 
Template implements a fully operational basic AXI4 Slave on HDL. The Template has been modified to 
be able to properly interface with the BRAM Blocks 
5.6. Central Direct Memory Access (CDMA) Controllers 
The CDMA Cores are the logic blocks responsible for moving Data between the BRAM Bank and the 
DDR3 External Memory. There are 4 CDMAs implemented in the System, in order to take advantage of 
the 4 High Performance AXI Slaves that the PS has. 
The HP AXI Slave Ports present on the PS can be used in parallel thanks to the Zynq-7 Interconnection 
System and the integrated DDR3 Controller (see Figure 5.5 on section 5.1.3). These blocks manage the 
4 streams of data to be transferred correctly to the DDR3 Memory despite it is not a distributed 
Memory but a single Memory Block. 
5.6.1. AXI CDMA IP Block 
The Xilinx IP Block AXI Central Direct Memory Access (CDMA) provides high-bandwidth Direct Memory 
Access between a memory-mapped source address and a memory-mapped destination address using 
the AXI4 protocol [57]. 
                                                          
 
1 In order to access these Templates in Vivado, go to the menu Tools -> Create and Package New IP and select 
“Create a New AXI4 Peripheral”. After following the Wizard’s instructions, a new sub-project will open with the 
generated Template. The HDL Source can be copied into the main project instead of exporting it as an IP. 
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Figure 5.48. AXI CDMA instantiated on a Block Design. (Source: screenshot of Vivado) 
As can be seen in the figure above, the AXI CDMA Block has two AXI Interfaces: an AXI Slave Lite that 
is used to control the Block and an AXI Master which performs the data movements. 
The AXI Master Port of the CDMA Cores has to be connected to one or more AXI Slave Ports (through 
an Interconnect Block, which always needs to be present) in order to perform memory movements. 
When connected to different memory sources, each block has a specific Address Offset that 
differentiates it from the rest. 
Once configured to make a specific transaction, the CDMA will read data from one Address Offset and 
write it to another: 
 
Figure 5.49. Concept of a CDMA transaction between two memory sources. (Source: personal collection) 
In the image above, the CDMA Core will start a Read Transaction on Memory 0 and, at the same time, 
a Write Transaction on Memory 1. Then, the output data from Memory 0 will be forwarded directly to 
the input data port of Memory 1, and thus the information will be moved from one Memory Block to 
the other. The read/write commands are performed in several Bursts of data. The size of each Burst 
can be configured to be up to 255 Words. 
Memory movements can be performed between different memory sources but also between different 
address offsets from the same memory source. 
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The CDMA has several Control Registers associated to its AXI Slave Lite Interface that are accessed by 
an external AXI Master in order to configure and control the Block. The configuration process will be 
discussed in the following section. 
5.6.2. Configuration 
The AXI Central Direct Memory Access IP Block has two configuration modes: 
• Simple Mode. In this mode, the block has to be configured once for each memory movement 
to be performed. After finishing the transaction, the CDMA Core will enter Idle Mode until a 
new memory movement is demanded. 
 
• Scatter-Gather Mode. In SG (Scatter-Gather) Mode, the CDMA Core will automatically read 
the transactions to do from a BRAM Block, through an additional AXI Master Port (only enabled 
when using this mode). The configuration data for each transaction is called its Descriptor. In 
this mode, the CDMA will perform all the operations described in its control memory without 
external interaction and will enter the Idle Mode only when the last Descriptor has been read. 
The advantage of the Scatter-Gather Mode is that the Processing System (which is usually the Master 
of the CDMA Blocks) only has to configure the Descriptors once, when writing them to the control 
BRAM, and then the CDMA will perform all the defined operations. 
However, the SG Mode implies using extra BRAM Resources on the CDMA Blocks, which are very 
valuable in this project. Besides, the number of different operations and Descriptors to configure is too 
large to fit in a small number of BRAM Blocks (see 6.3.4), so in order to implement Scatter-Gather Mode 
we could either define large BRAM Blocks (which is not acceptable), or constantly configure the same 
small BRAM Blocks over and over, which is not very different from the Simple Mode. 
For that reason, the CDMA Cores will be used in Simple Mode. A self-made intermediary circuit with 
some extra PL Logic is used to give the Processing System more slack to configure the CDMA Cores, as 
will be explained in the next section (5.6.3). 
As introduced previously, the CDMA Core has a set of Control Registers for its configuration. The 
following image, extracted from the CDMA Reference Guide from Xilinx [57], lists these registers and 
their Address Offsets: 
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Figure 5.50. CDMA Register Space. (Source: [57]) 
The most important registers for Simple Mode Configuration are the CDMACR, SA, DA and BTT. 
Registers from address 0x08 to 0x14 only apply in Scatter-Gather Mode. 
• The CDMACR register (0x00) configures a set of options for the transactions to perform. 
Among other options, it specifies if the current operation is in Simple Mode or Scatter-Gather, 
if the Interrupt Generation is Enabled and in what case (upon error, completion, timeout, or 
all of them). 
 
• The SA register (0x18) contains the Source Address of the Data to move. This will be the 
address that must be read. 
 
• The DA register (0x20) contains the Destination Address of the Data to move. This address will 
be written to with the output from the SA Address. 
 
• The BTT register (0x28) contains the number of Bytes that must be transferred from SA to DA. 
When this register is set, the CDMA will start the transaction. Therefore, it must be the last 
register to configure. 
The complete description of the Configuration Registers of the AXI CDMA IP Blocks can be found on its 
official Xilinx documentation [57]. 
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5.6.3. Control of the AXI Slave Ports 
The CDMA Cores are configured by the PS Interface Block AXI Master Ports, with the information 
provided by the Processing System Software. 
The PS could be set to directly control the CDMAs through its AXI Master Ports without having any 
intermediary PL Logic. However, the PS Interface is used to give the Processing System more time to 
respond to the completion interrupt while making the CDMA Cores be on active state much more often 
(see section 5.7.4). 
The PS Interface controls an Interrupt Signal connected to the Processing System. Besides other 
functionalities, this Interrupt Signal is used to ask the Processing System for new configuration data.  
However, unlike the direct CDMA Core Configuration, the PS Interface will ask for new configuration 
right after starting a CDMA Memory transaction. This way, the Processing System has time to respond 
until the current memory transaction is finished. Figure 5.52 depicts this control concept in 
contraposition to the Direct Configuration, which would be less efficient. 
 
Figure 5.51. CDMA control concept through the PS Interface Block. (Source: [57]) 
5.6.4. Deadlock State 
When using several parallel CDMA Cores pointing to the same Memory, the Cores can enter a Deadlock 
State, which will make them stop working correctly. The proposed hardware architecture is actually 
susceptible to this problem, as the High-Performance AXI Ports of the PS all end up pointing to the 
same DDR3 Memory. 
A CDMA Core starts a transaction by issuing a Read Command in the Source Address and a Write 
Command in the Destination address. Then, data starts flowing from Source to Destination (see Figure 
5.49). The Deadlock State occurs when, at some point, several CDMA Cores try to start an operation 
simultaneously with the same target.  
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In this scenario, it is possible that one of the Cores wins arbitration for the Read Address while the 
other wins for the Write Address. If this happens, the CDMA that has lost Read arbitration does not 
have available data to write, while the other one cannot write the data it is reading. After that, they 
will enter the Deadlock state. 
This problem appeared when starting to configure the whole Data Path of the processor. Apparently, 
the CDMA Cores worked correctly during several iterations, but at some point they stopped generating 
Interrupt signals as if they were stuck transmitting forever. Once the system is in Deadlock, the whole 
Processing System must be reset in order to restore its normal state. 
The Deadlock problem is an identified issue with the CDMA Cores that can be solved by enabling the 
“CDMA Store and Forward” option on the Core Customization GUI [58][59][60]. 
This option prevents Deadlock by creating an internal Buffer inside the CDMA where the Read Data is 
stored temporarily before issuing a Write operation. This means that the CDMA Core will never issue 
a Read and a Write operation simultaneously. 
 
Figure 5.52. Concept of a CDMA transaction between with Store and Forward. (Source: personal collection) 
It must be noted that this Read-Write Cycle is issued once each Burst, so a maximum of 255 Words will 
be stored in the AXI CDMA Buffer at once. 
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5.7. PS Interface Block 
The PS Interface Block provides a communication mechanism with the Processing System and is 
responsible for controlling the CDMAs with the corresponding commands from the PS. It also contains 
the Monitorization Timers that are used to measure the processing time of each one of the Algorithm 
Phases. 
5.7.1. Architecture 
The PS Interface is composed by an AXI Lite Slave to communicate with the Processing System, four 
AXI Lite Masters to control each CDMA Core and a block of Timers to monitor the process latencies. 
 
Figure 5.53. PS Interface Architecture. (Source: personal collection) 
It also has an Interrupt signal connected to the Interrupt Controller of the Processing System that 
makes the PS Software enter an Interrupt Handling Routine. This Interrupt signal is pulled high when 
one of the following events occur: 
• An input image pair has been successfully saved by the SPP. 
• A CDMA Core has started a transfer and needs new configuration for the next one. 
• A Processor Core has finished an operation and requests new data. 
After going into the Interrupt Handling Routine, the Processing System will check the interrupt source 
by reading the Registers of the AXI Lite Slave integrated in the PS Interface Block. 
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5.7.2. AXI Lite Slave 
The AXI Lite Slave Block is a modification of the AXI4 Slave Lite Template provided by Xilinx. Besides 
from implementing the AXI4 Lite Protocol it creates a set of registers to store the communication data. 
A total of 41 Registers are implemented for Control and Status signals. The Address Offset of these 
Registers and the signals that they contain are described in annex A3. 
5.7.3. Algorithm Monitorization Timers 
The block of Monitorization Timers contains 3 Timers, each one configured with a Prescaler so that 
they increment every 100 Clock Cycles (1,1 us).  
Timer0 is used to keep track of the processing time of each one of the general Algorithm Phases 
(Rectification, Cost Cube Computation, Path Process, etc.). Timer1 is used to monitor the total Latency 
of the processor (and thus, it must work in parallel to Timer0), and Timer2 temporizes the time it takes 
for the Processing System to reorganize the Cost Cube and Path Space into the Path Directions (see 
6.3.4.5 and 6.3.4.7). 
These Timers are controlled by the PS Interface Top Module according to the current State of the 
Algorithm, which is provided by the Processing System through the AXI Slave Lite. 
The time monitoring data is saved into the AXI Slave Register Space and, after every iteration, it is read 
by the PS so it can be sent to the PC Interface via TCP/IP (see 6.4 and 7.2). 
5.7.4. AXI Lite Masters 
The AXI Lite Master Block is a modification of the AXI4 Master Lite Template provided by Xilinx. It has 
been modified to properly configure the CDMA Blocks through the AXI Bus, giving the Processing 
System more time to respond to the Interrupt Signal, as discussed in 5.6.3. 
Besides configuring the CDMA Cores, the AXI Lite Masters must also send the Mux Control signal to the 
BRAM Bank so that the correct BRAM Atom is selected (see 5.5.1), as this control value must always 
agree and be simultaneous with the CDMA Configuration and the intended Data Path Movement. 
This whole process is implemented by creating two additional FSMs to control the AXI Master Lite logic 
structure that the Template habilitates. 
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The first FSM is the AXI Master Control FSM, which is in charge of setting up the AXI Master Lite 
configuration signals to write data to all the necessary registers of the CDMA Core. Its state flow is 
depicted on the following diagram: 
 
Figure 5.54. AXI Lite Master Control FSM. (Source: personal collection) 
On a higher abstraction level there is the Transfer Handle FSM, which has been designed to monitor 
the state of the CDMA Transfers as well as to prepare the data to configure and to generate the Flags 
that activate the PS Interrupt signal whenever new configuration data is needed. 
 
Figure 5.55. Transfer Handle FSM. (Source: personal collection) 
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It is important to “free” the BRAM Mux Control signal (AXI Mux Select) after a transaction is completed 
by writing ‘1’ to all the signal bits (which will select no Multiplexor). Otherwise the current Multiplexor 
would still be selected during the Idle State, and it could lead to errors if another CDMA Core with less 
priority (see 5.5.1 and Figure 5.39) is configured for that Mux. 
5.8. Processor Bank 
The Processor Bank is the block in charge of accessing the BRAM data and performing the Stereo Vision 
Algorithm computations. As its name suggests, just like the BRAM Bank, it contains several parallel 
processing blocks to perform independent calculations. 
5.8.1. Architecture 
The Processor Bank integrates 4 Processing Cores, which perform all the SGM Computations, and 2 
Rectification Cores that apply the Rectifying Transformation required to perform a Calibrated 
Rectification on the image. 
 
Figure 5.56. Processor Bank Architecture. (Source: personal collection) 
During the Rectification process, the Rectification Cores read the raw Input Image pixels and save the 
processed output to the BRAM Bank Path Blocks. To do so, instead of multiplexing all the BRAM signals 
(which would be expensive in terms of LUTs) the Processing Cores act as a bypass during this process, 
copying the data and distributing it through the different Path Blocks of the BRAM Bank. 
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5.8.2. Rectification Core 
The Rectification Cores perform the Inverse Projection described in 3.3.1, in order to obtain the 
Rectified equivalent of the Raw Images. The values of the Rectifying Transformation Matrices come 
from the PS Interface Block, as they are obtained via TCP/IP after the Calibration (see 3.3.1). 
5.8.2.1. Architecture 
The Rectification Core integrates several Sequential Processes as logic blocks distributed through its 
top level, which include the Main FSM, BRAM Control, and other Control Logic processes. Besides of 
this, it also contains two sub-blocks: the Rectifying Calculator Block and the Offset Multiplier.  
 
Figure 5.57. Rectification Core Architecture. (Source: personal collection) 
The Rectifying Calculator is a self-made block that performs the arithmetic operations of inverse 
projection. From the desired destination coordinates (Pixel and Row) of the Rectified Image it 
computes the equivalent source coordinates of the Raw Image by applying the Inverse Transform 
generated during the Calibration process. After that, the content of the new source coordinates is 
copied into the current destination (Rectified) coordinates. 
The output of the Rectifying Calculator is a Pixel and a Row Value. In order to point at the exact BRAM 
position of this vector, the Address Offset of these particular coordinates must be computed. This 
Offset can be computed from an arbitrary set of image coordinates with the following expression: 
 (Eq. 5.6) 𝑂𝑓𝑓𝑠𝑒𝑡(𝑃𝑖𝑥, 𝑅𝑜𝑤) = ⌊
1
4
𝑃𝑖𝑥⌋ + 80 𝑅𝑜𝑤 
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This equation comes from the fact that pixels are stored contiguously in 32-bit Memory Positions. This 
means that each Memory Position contains four 8-bit pixels, and hence the Offset must be 
incremented every 4 contiguous pixels. As the images have 320x240 resolution, incrementing 320 
pixels is equivalent to incrementing one Row. Thus, the Row component is multiplied by 80, factoring 
in the 4 pixels per BRAM position. 
The Pixel component of the equation is very easy to compute: a two-position Right Shift will give the 
integer division by 4. However, the multiplication by a factor of 80 is not simple, so an additional sub-
block with a Multiplier was added, the Offset Multiplier. 
The exact position of the target 8-bit pixel from the 32-bit word that is stored in the calculated BRAM 
Offset can be known with the first two bits of the Pixel variable, which corresponds to the remainder 
of the division by 4 (performed by the Right Shift). 
Once the position of the calculated coordinates in the memory is known, the pixel value of this specific 
memory position is read from the corresponding Input Image BRAM (Left or Right) and copied to the 
current BRAM Atom pixel position on the current Path Block. 
 
Figure 5.58. Representation of the Rectification Process. (Source: personal collection) 
5.8.2.2. Control Logic 
The Control Logic implemented on the Rectification Core consists on a FSM and several sequential 
processes that manage the data flow. 
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Figure 5.59. Rectification Core FSM. (Source: personal collection) 
The Main FSM of the Rectification Core is cyclical and sets up 4 control states: READ_L, WRITE_L, 
READ_R and WRITE_R. The names of these states represent the behavior of the Memory Management. 
However, there is also a computation process happening in parallel, as shown in Figure 5.60. 
 
Figure 5.60. Rectification Core control phases. (Source: personal collection) 
While the current rectified coordinates of one image go through the Rectifying Calculator to determine 
the new memory position to be read, data from the other image is being read (with the previously 
calculated coordinates) and saved into the corresponding BRAM position. 
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This strategy is implemented so that the Rectifying Calculation Block is always processing new data, 
avoiding unnecessary delays. Note that the calculation process takes 6 CLK periods. 
Both Rectification Cores are connected to different Path Blocks from the BRAM Bank, which means 
that they can write the output data without any risk of collision. However, this is not the case for the 
Read transactions: both cores are connected to the same set of control signals for the Left and Right 
BRAM Blocks (see Figure 5.56), which are multiplexed. 
In order to properly Read the information of the Left and Right BRAM Blocks, these control signals’ 
multiplexors are controlled using the LR Bit from Core 0, the bit that monitors if the core is processing 
the Left or Right image. 
The other Rectification Core is configured so that its LR Bit (and by extension its Main FSM) is 
complementary to the LR Bit from the Core 0. This way, when one Core is working with the Left Image, 
the other works with the Right one, and vice versa. 
 
Figure 5.61. Parallel processing management concept for the Rectification Cores. (Source: personal collection) 
This multiplexing strategy ensures that each Input Image BRAM Block is always being accessed by a 
Rectification Core, avoiding additional delays and improving efficiency. 
Besides this computation control logic, the Rectification Core top module also contains a sequential 
process that, after the calculation of the Pixel and Row variables is performed, checks if the obtained 
coordinates are out of the scope of the image. If that is the case, the current position is marked as 
Invalid, and a value of zero is written. 
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5.8.2.3. Rectifying Calculator 
The Rectifying Calculator block is in charge of computing the new source coordinates from the desired 
destination pixel and row. In order to perform this operation, the following computation must be 
applied: 
 (Eq. 5.7) 
Where x1 and y1 are the source coordinates to obtain, x1’ and y1’ are the desired coordinates of the 
rectification image and parameters A to F are Parameters given by the user after the Calibration 
process via TCP/IP. 
The Calibration process is performed by capturing a set of test images using a Calibration Rig and 
calculating the Rectifying Transformation Matrices by using the Stereo Camera Calibrator App from 
MATLAB’s Computer Vision Toolbox (see 3.3.1). 
 
Figure 5.62. Stereo Camera Calibrator App with test images. (Source: personal collection) 
The logic architecture designed to compute these operations is based on the use of the DSP48 blocks 
of the PL Fabric as Multipliers and the implementation of Adders with LUTs. The following image shows 
the architecture of the Rectifying Calculator Block: 
{
𝑥1 = 𝐴𝑥1
′ + 𝐵𝑦1
′ + 𝐶
𝑦1 = 𝐷𝑥1
′ + 𝐸𝑦1
′ + 𝐹
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Figure 5.63. Rectifying Calculator Block Architecture. (Source: personal collection) 
As Calibration Parameters use to be decimal values between 0 and 1, it is crucial to take into account 
the decimal places of the parameters and variables. 
One way to do this would be to use Floating-point numbers to perform the calculations. However, 
floats require more logic resources than Signed Integers in all arithmetic operations and are more 
difficult to work with at low level. 
Besides, the objective of the use of floating-point numbers is to have a Data Type that is flexible and 
can adapt to a great scope of numbers. This approach makes sense in general-purpose computing 
structures, where the values can be completely arbitrary. However, in this case we can bound the 
scope of the numbers to work with. 
For that reason, the Rectifying Calculator uses a fixed-point approach to decimal places: the values are 
scaled 28 bits to the left, operations are performed, and the results are scaled back to integers by 
making a right shift of 28 bits. 
  Report 
98   
 
Figure 5.64. Fixed-point scaling approach representation using an example. (Source: personal collection) 
The Pixel and Row input values must not be scaled, as they will be multiplied by a coefficient that 
already has the scaling factor contemplated. Written mathematically, this approach is the same as: 
 (Eq. 5.8) 
A problem with this approach as it has been presented is that the floor function will make the final 
value be always rounded down, which can lead to significant errors on decimal values near 1. 
To solve this issue, the first decimal bit (position 27) is checked. If this bit equals ‘0’, the value is rounded 
down, and if it is ‘1’ the value is rounded up by summing 1. This is equivalent to rounding to the nearest 
integer, as the first decimal bit corresponds to the 0.5 factor of the fixed-point number and thus, if its 
value is 0, it can be ensured that the decimal places are smaller than 0.5 and vice versa. The logic circuit 
that implements this is shown on Figure 5.65. 
 
Figure 5.65. Logic circuit to apply a rounding to the nearest integer. (Source: personal collection) 
Besides the Calibration Coefficients, two new parameters have been added: Offset X and Offset Y. 
These values are added directly to the result of equation 5.7 and they are used to adjust the vertical 
and horizontal displacement of the image if needed and requested by the user. 
𝑥 ≅
1
228
· (𝑥′ · ⌊𝐴 · 228⌋ + 𝑦′ · ⌊𝐵 · 228⌋ + ⌊𝐶 · 228⌋ + ⌊𝑂𝑓𝑓𝑋 · 2
28⌋) 
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The DSP48-Based Multipliers are sequential blocks that perform the multiplication operation in 1 CLK 
period. There are also intermediate Register Blocks in order to comply with the system timing 
requirements (see 5.10.3). Thus, in total, the Rectifying Calculator provides new calculated data 3 CLK 
periods after new input data is provided. 
5.8.2.4. Offset Multiplier 
As mentioned earlier, the Offset Multiplier’s role is to multiply the Row output of the Rectifying 
Calculator by a factor of 80 in order to find the BRAM Offset equivalent of that row (see equation 5.6 
on section 5.8.3.1). 
This is accomplished by inferring an additional DSP48 Block that multiplies the input by a constant value 
of 80 (or 0x50 in hexadecimal). 
 
Figure 5.66. Offset Multiplier Block Architecture. (Source: personal collection) 
It is very important to note that the input Row must be the non-scaled value (after right shifting it 22 
bits), as this transformation is only used for addressing and taking decimal places into account would 
lead to erroneous results. 
5.8.3. Process Core 
The Process Cores are responsible for the application of all the Stereo Vision Algorithm computations. 
As explained throughout this document, these Cores are independent from each other and run the 
calculations in parallel. Each one is coupled with a Path Block, composed by 10 BRAM Atoms, which 
will store the calculation data. 
5.8.3.1. Architecture 
Most of the control and calculation functions of the Process Core are implemented by sequential 
processes distributed through the top level. Besides these, the Cores include three sub-blocks:  the 
Energy Adder Block, the Sorting Block and the Control LUTs Block. 
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Figure 5.67. Process Core Architecture. (Source: personal collection) 
These sub-blocks perform very specific functions in several phases of the Algorithm. The Energy Adders 
and the Sorting Block have computational purposes, while the Control LUTs are part of the Control 
Logic.  
As the Algorithm Phases differ very much from one another, the Process Core will have to perform 
different operations depending on the current Algorithm Phase. For that reason, some logic blocks are 
specific to a single Algorithm Phase and are only active then. 
5.8.3.2. Control Logic 
The Process Core Block’s general flow is controlled by its Main FSM, which is the same throughout the 
phases of the Algorithm. However, the transition conditions as well as the order of  the States vary in 
function of the current Algorithm State. Figure 5.68 shows the State Diagram of the Main FSM. 
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Figure 5.68. Main FSM State Diagram. (Source: personal collection) 
The Main FSM is reset to IDLE state whenever there is a change on the OPCODE signal, which indicates 
the current Algorithm Phase. While the Core is in IDLE, it waits until a Trigger signal is pulled high by 
the PS Interface block (for the Rectification and Cost Cube phases) or the DP_ACTIVE signal falls from 
high to low, which indicates that the BRAM Bank has been filled with new DDR Data (for the Path, 
Energy and Optimization phases). 
The IDLE State always transitions to the START state, in which the Core is initialized and prepares to 
start computing. If the current OPCODE marks that the phase is Rectification, the Main FSM will jump 
directly to the UPDATE state. Otherwise it will pass to the PREP_NEXT state. 
In the PREP_NEXT state, the sequential counters that keep track of the current Pixel, Row, Block, 
Disparity level and Path are activated during a CLK cycle. The FSM will decide which State will be the 
next based on the values of this signals and the specific necessities of the current Algorithm Phase. 
The FETCH state activates the sequential processes that gather all the data values needed to start 
computing from the BRAM Bank and prepare them. This state is only used in the Cost Cube and Energy 
processes. 
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The COMPUTE state, as its name implies, activates the sequential processes that perform the actual 
operations to the current data. In the case of the Cost Cube and Path processes, which have to 
implement complicated operations, the COMPUTE state enables a secondary FSM that manages the 
computations. After the COMPUTE state, the Core will enter the UPDATE state in case the Write Buffer 
is full and ready to be written to the BRAM. Otherwise it will go back to PREP_NEXT and seek the next 
image position. 
In the UPDATE state, the Core is enabled to Write the data stored on its Write Buffers to the current 
BRAM Bank address. After 2 CLK cycles (one to give enough time for the newest changes to be updated 
and another one to write), the core goes back to the PREP_NEXT state. In the case of the Rectification 
Process, as the Process Core must act as a bypass for the BRAM Control of the Rectification Cores (see 
5.8.2), the FSM will be on the UPDATE state until the OPCODE changes. 
If in the PREP_NEXT State the Core detects that the last Write operation used the last position from 
the current BRAM content, the FSM will enter the FINISH state. In this state, the processor pulls high a 
signal connected to the PS Interface (DONE), which will rise an Interrupt Signal and tell the Processing 
System that the current operation has been completed (see 5.7). Afterwards, the FSM will transition 
into the WAIT_DDRStart State. 
In the WAIT_DDRStart State, the Core waits until the Processing System pulls the signal DP_ACTIVE 
high, indicating that the just computed BRAM Data is being exported to the DDR and (in the case of the 
Path, Energy and Optimization States) new data from the DDR is being imported for further processing. 
After the DP_ACTIVE signal indicates this, the FSM will enter the WAIT_DDRFinish State. As its name 
implies, the Core will wait until the memory transactions are completed, which is signaled by a falling 
edge. After that, the Core will go back to the START State. 
Besides from the Main FSM, the Process Core integrates several other sequential control processes 
that, together, make the system work as intended. The following list briefly summarizes the most 
important ones: 
• StartConstants process: in the START State and when enabled, it gets the current set of 
Constants that will drive the control System based on the current Algorithm State, such as the 
Max Row and Pixel, the Write Offset, etc. 
 
• SorterInpts process: it manages the Input Buffer of the Sorting Block based on the current 
Algorithm State and the phases of the Main FSM and secondary FSMs. 
 
• PixelandRowCount process: it monitors the current Pixel, Row and BR_Itr signal (the current 
position inside the 4-byte space of a BRAM Address) and increments them when enabled. 
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• DispCount process: it monitors the current Disparity Level and increments it when enabled. 
 
• BlockCount process: it monitors the current BRAM Atom that is pointed to for Write 
operations and increments it when enabled. Some Algorithm phases do not use it, as they 
point to all 10 Blocks at the same time (Energy and Optimization). 
 
• BRAM_Off process: it controls the current BRAM Offset pointed to by the Core and increments 
it when enabled. In the Path Process it can count up or down depending on the Path direction. 
 
• Enrg_BRAM_Off process: as the Energy data occupies 2 Bytes in the BRAM instead of one, 
there is an additional process to control its BRAM Offset. This is only used in the Energy and 
Optimization operations. 
 
• BRAM_OutBuff process: when enabled, it fills the BRAM Write Buffer with the output data 
from the current operation. 
 
• BRAM_Control process: it manages the BRAM Control signals of all the BRAM Atoms 
associated with the Process Core. 
Besides these sequential processes, the Control Logic of the Process Core also includes some 
combinational logic. Most notably the Control Flags, one-bit signals generated by combinational logic 
that indicate specific events or conditions to activate sequential processes. 
Another important combinational control block is the Control LUTs Block, which integrates a series of 
Lookup Tables that provide control information required for the Path Process, as some control 
variables from the diagonal paths cannot be easily computed. 
5.8.3.3. Rectification Process Logic 
During the Rectification Process, as mentioned in earlier sections (see 5.8.2), the Process Core acts as 
a sort of bypass between the Rectification Core output and the BRAM Bank. In order to achieve this, 
the Main FSM will always be on the UPDATE state, and the BRAM Control process will forward the 
BRAM Control signals and the data to write from the Rectification Core to the corresponding BRAM 
Atom. 
In order to identify which BRAM Atom must be written to, the group of Signals that the Rectification 
Core passes to the Process Cores includes an additional signal (M_Block) that indicates the target BRAM 
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Atom that must be pointed to. The control is performed by pulling high only the Enable and Write 
Enable signals of the target BRAM Atom. 
 
Figure 5.69. Representation of the BRAM Control bypass. (Source: personal collection) 
Figure 5.69 shows a representation of the logic circuit that handles this process (for simplicity, the 
sequential buffers and control signals have not been drawn). Note that the BRAM Din and Address 
signals have not been demultiplexed. This is because only one BRAM Atom will be enabled at a time, 
so the input data and address values are indifferent to all the others. 
5.8.3.4. Cost Cube Computation Logic 
The Cost Cube Process is the first step in the Algorithm after the Rectified Pair is obtained. As 
mentioned earlier in this document (see 3.3.2) the Cost Cube function is a Hardware Implementation 
of the Birchfield-Tomasi dissimilarity measure [16]. 
During the Cost Cube Process each one of the BRAM Atoms associated with the Process Core has the 
following Offset Regions: 
Table 5.14. Address Regions during Rectification and Cost Operations. 
DURING RECTIFICATION & COST 
FROM TO Belongs to: 
0x000 0x77F 
LEFT RECTIFIED (6 rows) 
0x000 0x1DF 
  
0x780 0xEFF 
RIGHT RECTIFIED (6 rows) 
0x1E0 0x3BF 
  
0xF00 0x167F 
COST AT DISPARITY d (6 rows) 
0x3C0 0x59F 
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Which means that the Core will read from the Offsets 0x00 and 0x1E0 (depending if the wanted pixel 
is from the Left or Right Images) and will write to the Offset 0x3C0. 
When the Process Core is in the Cost Cube Phase, the COMPUTE State of the Main FSM must calculate 
the Birchfield-Tomasi Cost Function. To do so, during this state, a secondary FSM becomes active: the 
Cost Cube FSM, which implements several steps to manage the computation (see Figure 5.70). 
 
Figure 5.70. Cost Cube FSM State Diagram and operations. (Source: personal collection) 
The actual computation is performed using the structure of combinational logic and sequential buffers 
shown in Figure 5.71. 
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Figure 5.71. Cost Cube computing architecture. (Source: personal collection) 
The complete implementation of the Cost Function Computation follows these steps: 
1. During the FETCH state of the Main FSM, the input buffers (imL, imLnext, imR, etc.) are filled 
with new data from the BRAM. There is a specific sequential process that implements these 
fetch movements (CostFetch process). As each BRAM position contains 4 contiguous pixels, in 
some iterations there is no need to look for new BRAM addresses, so the duration of this 
CostFetch process is variable. 
 
Figure 5.72. Cost Fetch of input data at BRAM Offset boundaries. (Source: personal collection) 
2. After fetching the data, during the SUBPIXEL state of the Cost Cube FSM, the value of the 
contiguous pixels (imXnext, imXprev) is added to the current pixel value (imX) and saved in the 
registers IlP, IlN, IrP and IrN. According to the Birchfield-Tomasi Cost Function this value should 
be the mean and not the addition. 
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To account for this, from this point of the computation onwards, the values are considered as 
fixed-point integers with one decimal bit. For that reason, the values of the imX registers are 
read with a concatenated zero (which is equivalent to shifting the data 1 position to the left or 
multiplying by 2). 
 
3. During the SORT0 state, the values of the imX, IxP and IxN registers are charged into the input 
buffers of the Sorter Block in order to obtain the Max and Min values. The sorter outputs are 
saved in the IxMax and IxMin registers. For more information on how the Sorter computation 
is managed, go to section 5.8.3.8. 
 
4. The SORT1 state is very similar to the previous one, the main difference being that now the 
Sorter Block input is the result of two combinational subtractions. In this state, the inputs are 
compared with zero to get the Maximum value. The results are saved in the dL and dR 
registers. 
 
5. Finally, the COST state implements the last MIN operation. As it is a comparison between only 
two signals, the Minimum operation is performed directly with combinational logic, without 
using the Sorting Block. The output value is saved in the BRAM Write Buffer. 
Besides from the Cost Cube FSM and CostFetch process, the Cost operation also has some other 
sequential processes associated with it exclusively. The most important of those are the PixelR and 
BRAMR processes, which manage the Pixel counting and addressing of the Right Rectified image. 
This is necessary because, as explained in 3.3.2, the Right image is warped one position to the right on 
each disparity level. This means that the current Pixel being processed (and thus, the Address Offset) 
will be different between right and left images for all disparities different than zero. 
 
Figure 5.73. Pixel progression on different disparity levels during the Cost Cube Process. (Source: personal 
collection) 
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5.8.3.5. Path Process Computation Logic 
As mentioned in earlier sections (see 3.3.3), the Cost Aggregation Function (aka Path Process) used is 
a Hardware Implementation of the Semi-Global Method developed by H. Hirschmueller [21]. 
During the Path Process, the BRAM Atoms are used on their entirety to store Cost data, without the 
need for splitting each BRAM Atom block in several Offset Regions. Before processing, this Cost data is 
just pixel values from the Cost Cube. These values go through the Cost Aggregation process and then 
are updated to the same address, overwriting the “Raw Cost” from the Cost Cube operation. 
The content of the BRAM Atoms during the Path Process, as explained in section 5.5.3, is managed so 
that the x axis of the image data stored in the BRAM is parallel to the Path direction regardless of the 
Path being computed. For more information on how the Cost Cube data is reorganized to achieve this, 
see sections 6.3.4.5 and 6.3.4.6. 
Thanks to this, the Process Core can perform the path-wise Cost Aggregation accessing contiguous 
BRAM Positions independently on the current Path. Thus, the control logic of the Process Core is 
simplified. 
On the other hand, during this operation each Path Block of the BRAM Bank contains the same set of 
image rows in their 10 different disparity values so that the Process Core can access to the Cost values 
of all disparity levels simultaneously. 
During the Path Process, in order to optimize the number of BRAM Reads to perform, the progression 
of the Algorithm is to first go through all the disparities before advancing to the next pixel. This way, 
the same BRAM address can be used during 40 iterations. 
 
Figure 5.74. Disparity and pixel progression during the Path Process. (Source: personal collection) 
Similar to the Cost Cube operation, during the Path Process a secondary FSM becomes active, the Path 
Process FSM, which implements the Cost Aggregation function defined by the SGM. 
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Figure 5.75. Path Process FSM State Diagram and operations. (Source: personal collection) 
This FSM, with the aid of several additional Control Registers, manages the Cost Aggregation process, 
which is computed using the following architecture: 
 
Figure 5.76. Path Process computing architecture. (Source: personal collection) 
As defined in the algorithm itself, the Aggregated value of a given Cost is computed using the current 
Cost value and the previous Aggregated data. However, when computing, it is more useful to consider 
the previously Aggregated data as the current BRAM pointer and the Cost to be rewritten as the next 
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BRAM position. Keep in mind that this is the notation that is used in Figure 5.76 as well as the following 
pages. 
The implementation of the Cost Aggregation (aka Path Process) follows these steps: 
1. When entering the MIN DISP state of the Path Process FSM, the Cost values of the current 
image position on all the Disparity Levels are charged in the input Buffer of the Sorting Block. 
These values can be directly extracted from the output data of the BRAM Atoms, as they store 
the values of the same rows at different disparities. The output of the Sorter is saved into the 
MinCost register and, after adding the penalty parameter P2, in the OtherCost register as well. 
This operation is only performed upon a change of Pixel position, on the Disparity 0, because 
the minimum value will be the same throughout the other disparities. When not needed, this 
step is skipped after 1 CLK period. 
 
2. After the MIN DISP state has been completed, the SUMS state enables the LowerCost and 
UpperCost registers that store the Cost data from the contiguous lower (d-1) and upper (d+1) 
disparity levels with an added penalty parameter P1. If the current disparity level being 
computed is on a boundary (either d=0 or d=9), the non-existing contiguous value is set to 255 
(the maximum possible value), so that it is never chosen as the minimum value. 
 
3. On the SORT state of the Path Process, the values of the HigherCost, LowerCost and OtherCost 
registers as well as the value of the next “Raw” Cost position (that is what will be written to) 
are charged into the Input Buffer of the Sorting Block. After the Sorter has finished computing, 
the FSM advances to the next state. 
 
4. Finally, on the PATH state of the Path Process, the MIN output of the Sorting Block is added to 
the next “Raw” Cost position, and the content of the MinCost register is subtracted from the 
adder output. The result is saved into the COMP_OUTPUT register, from where it will be 
transferred to the BRAM Write Buffer. After all disparity levels are computed, the new values 
will overwrite the next “Raw” Cost that is read on this state. 
After all the Memory positions have been processed, the Main FSM will enter the FINISHED State and 
wait until the current BRAM Data is exported and “fresh” Cost Cube data is imported to the BRAM. 
Thanks to the fact that the Data is reorganized in the BRAM Atoms so that its Path direction is aligned 
with the Memory Block x axis, the Process Core is transparent to the current Path Direction and 
performs all operations in the same way regardless of the current Path. 
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However, the control logic of the Process Cores has to know which Path is being computed as well as 
some additional information in the case of Diagonal Paths because the topology of the Image Block 
stored is different. The variables that change depending on the Path and thus must be updated are the 
following: 
• The number of Pixels per Row and the number of Rows per Atom 
• The size in bytes of the BRAM Memory on actual usage 
• The Path sense (either positive or negative) 
The Path sense will always be positive for even Path directions and negative for odd Path directions. 
This has an effect on the sense in which the BRAM pointer advances: during positive Paths this pointer 
will start at 0 and increment until the maximum Offset, and during negative Paths it will start from the 
maximum Offset and decrement until it reaches 0. 
 
Figure 5.77. BRAM Pointer increment/decrement on positive and negative paths. (Source: personal collection) 
As the rest of the variables defined above are constant values throughout the computation in the case 
of Horizontal and Vertical Paths, in these states just by knowing the current Path provides all the 
necessary information. 
However, during the Diagonal Paths, the Pixels per Row, Rows per Atom and the size of used memory 
are not constant: they change depending on the concrete Image Subdivision that is being processed. 
For this reason, during the Diagonal Paths, the Processing System will fill-up a set of registers (one per 
Process Core) that contain the number of the current Image Subdivision to be processed before the 
DP_Active Flag is pulled to low and the Core starts computing. This subdivision is codified as a number 
from 0 to 10, representing the index of Table 5.11 from section 5.5.3. 
This subdivision code (named DiagonalCounter) is the input of the block’s Control LUTs, which have 
the information of Table 5.11 implemented as a Look-up Table. This way the Process Core always has 
the necessary context data to process any Image Subdivision. 
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In order for the pixel and row monitoring processes to adapt to data from any given Path, the values 
that represent the Maximum Pixel of each Row and the Maximum Row of each Atom are variable. 
In the case of the Horizontal and Vertical paths these values will be constant throughout the process, 
as explained before. The diagonal Paths, however, have the condition that, in the Increasing and 
Decreasing Zones of the Image (see 5.5.3) the pixels per row vary from one row to the next one. This is 
solved by starting off from an initial Pixel value from the Control LUTs and update the Max Pixel signal 
after each row is finished. 
Figure 5.78 represents how the control signals look like with this considered. Note that on the Diagonal 
Paths, the maximum pixel changes from one row to the next. 
 
Figure 5.78. Pixel counter management depending on the Path. (Source: personal collection) 
5.8.3.6. Energy Computation Logic 
On the Energy Process, the Aggregated Cost values must be summed across the Path directions. During 
this process, the BRAM Atoms are composed by two regions: one that stores 8 Path Rows and another 
one that stores the resulting 8 Energy Rows. 
It must be noted that Energy data, as it is the sum of 8 Path values, must occupy more than 8 bits per 
pixel in order to avoid overflows. The maximum value that a sum of 8 bytes can generate is 0x7F8, so 
each position must be described by 11 bits. However, to make memory operations simpler, each 12-
bit pixel value is stored in 16-bit BRAM positions. 
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Table 5.15. Address Regions during Rectification and Cost Operations. 
DURING ENERGY 
FROM TO Belongs to: 
0x000 0x9FF 
PATH r, DISPARITY d (8 rows) 
0x000 0x27F 
  
0xA00 0x1DFF 
ENERGY AT DISPARITY d (8 rows) 
0x280 0x77F 
The process of summing the Aggregated Costs over the 8 Path directions is performed as follows: 
1. The Aggregated Cost data from a given Path is imported from the DDR to Offset 0x0 of the 
BRAM Atoms. 
 
2. All the values from the Path Memory Region are summed with the current content of the 
Energy Region, and the result is saved into the latter (overwriting the previous value). 
 
3. The Aggregated Cost data from the next Path is imported, and the process is repeated until all 
7 Paths have been imported and summed. After that, the Energy data is exported. 
The import-export of data from the DDR is managed by the Processing System. Go to section 6.3.4.8 
for more information. 
From the point of view of the Process Core, its function is simple: it only has to read data from two 
memory positions (current Energy value and new Path value), perform an addition,  write the output 
to a specific BRAM address and repeat the operation until the BRAM Pointer has reached the last value. 
Prior to this process, the output data from the Path Process must be reorganized and transformed back 
into the original Image axes. For more information on how this is done, see section 6.3.4.7. 
In order to speed up this process, the sums are performed in parallel: all 10 BRAM Atoms (which store 
the values of the current Image Subdivision at the 10 different disparities) are added in parallel using 
the Energy Adders. 
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Figure 5.79. Energy process computing architecture. (Source: personal collection) 
The Energy Registers are filled with the BRAM data in the FETCH State of the Main FSM. The auxiliary 
registers that hold the Path data are written in the COMPUTE State. Just after that, the sum is 
performed combinationally and the output is stored in the BRAM Write Buffers. 
A particular case happens during the first imported Path. The Energy Memory Region will be filled with 
outdated values from the previous operation, so it must not be added to the imported Path data. 
During that period, the output of the Energy Registers is replaced with a constant 0 value (selecting the 
0 input of the multiplexors shown on Figure 5.79). 
This way, the outdated data from the Energy Memory region will be overwritten by the Aggregated 
Cost data from the first Path. After this first iteration, the Processor Core will be ready to start summing 
when data from the other Paths is imported. 
The Energy Process enables some additional sequential control logic, most importantly for the Energy 
BRAM Offset control. This is due to the fact that Energy data is stored in 16-bit positions, so each BRAM 
Offset will contain two pixel positions instead of four. In parallel, though, the regular BRAM Offset 
Control is also used for the Path Memory region. 
 
Figure 5.80. BRAM Offset management during the Energy Process. (Source: personal collection) 
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5.8.3.7. Optimization Logic 
After the Energy Cube has been computed, the final Disparity Image is obtained from the disparity 
values associated to the minimum energy. 
The BRAM Atoms during the Optimization process are split in two Memory Regions: 
Table 5.16. Address Regions during Optimization Operation. 
DURING OPTIMIZATION 
FROM TO Belongs to: 
0x000 0x13FF 
ENERGY DISPARITY d (8 rows) 
0x000 0x4FF 
  
0x1400 0x1DFF 
DISPARITY VALUE (8 rows) 
0x500 0x77F 
The process of Optimization consists on fetching the Energy data readings of all BRAM Atoms (each 
one corresponding to one disparity) to the Sorting Block Input Buffer and calculating the minimum. An 
additional output of the Sorting block is used to get the position of the minimum value instead of the 
actual minimum value, as we are interested on the disparity level that has a minimum Energy, not in 
the specific Energy value. 
 
Figure 5.81. Optimization process computing architecture. (Source: personal collection) 
Similar to the Path and Energy processes, the imported data corresponds to a given Image Subdivision 
in all its disparity values (one disparity per BRAM Atom). Given that each BRAM Atom stores 8 Energy 
Rows, this means that the 10 BRAM Atoms that form that specific Path Block contain 8 Energy Cube 
rows on its different disparity levels. 
This is important because the output Disparity data has only two dimensions, and thus 8 Disparity Rows 
only need a single BRAM Atom to be stored. This is taken advantage of by storing outputs of different 
BRAM imports on different BRAM Atoms, as shown on Figure 5.82. 
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Figure 5.82. BRAM Atom management during Optimization. (Source: personal collection) 
Thanks to this, there is enough Memory through all the BRAM Atoms to hold the entire Disparity Image 
(each Path Block can store 80 rows), so only one data export is needed at the very end of the 
Calculation. 
5.8.3.8. Sorting Block 
The sorting Block is responsible for calculating Maximum and Minimum operations throughout the 
Algorithm application. This Block has 10 Data Inputs of 12 bits each to sort. The input data is considered 
signed. On the output side, the Block gives three values: the Maximum value (12 bits), the Minimum 
value (12 bits) and the Minimum Position (4 bits, scope of 0 to 9). 
The architecture of this block is based on 3 Sub-Blocks that are repeated and concatenated: 
• The Max Block is a combinational block that, from two data inputs, outputs the Maximum 
value. 
 
Figure 5.83. Max Block Architecture. (Source: personal collection) 
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• The Min Block is a combinational block very similar to the Max Block, but for the 
complementary operation. It also has a Position input to propagate the Minimum Position 
value. 
 
Figure 5.84. Min Block Architecture. (Source: personal collection) 
• The Register Block is just a sequential Buffer used to control the total combinational delay of 
the system. 
 
Figure 5.85. Register Block Architecture. (Source: personal collection) 
These three Blocks are concatenated and arranged to form the Sorting Block Architecture. Figure 5.86 
shows the architecture of the minimum chain (the logic that performs the Min operation) and Figure 
5.87 shows the maximum chain. 
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Figure 5.86. Sorting Block minimum chain Architecture. (Source: personal collection) 
 
Figure 5.87. Sorting Block maximum chain Architecture. (Source: personal collection) 
The Stereo Vision algorithm only applies the MAX operation during the Cost Cube, and with at most 4 
inputs. For that reason, the maximum chain only uses the four first Input values of the Sorting Block. 
As can be seen on the figures above, there is a sequential buffer every 3 MIN/MAX Blocks on each 
chain. This element is very important to ensure that the timing requirements of the system are met. 
For more information on this problem, see section 5.10.3. 
The number of MIN/MAX Blocks per sequential buffer is configurable with Generics (VHDL Macros), 
and through trial and error it was determined that 3 Blocks per buffer was the minimum number that 
produced acceptable timing results. 
In the Minimum chain architecture, the additional buffers on the Input data are used to ensure that 
each section of MIN Blocks gets new data in the same CLK Period. It these extra buffers were not 
included, MIN Blocks from the second sequential section would have new input data before the first 
one has completed its operation, and thus they would read invalid or outdated data.  
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Thanks to this, the Sorting Block can be used as a computational pipeline¸ and several inputs can be 
passed to the Sorter to be retrieved later in order, as if the block was a sort of FIFO. 
 
Figure 5.88. Sorting Block pipeline behavior. (Source: personal collection) 
This behavior is very useful to optimize the process delay when several sorting operations are needed 
at the same time. Instead of waiting for one operation to complete, the different groups of signals to 
process can be written to the Sorting Block sequentially one after the other to reduce the total 
computation time. The output data must be read in the correct moment, otherwise it will be lost. 
The Sorting Block is used as a common processing block throughout the Stereo Vision Algorithm. As 
the input data is variable depending on the Algorithm state, the Sorter inputs are ten 12-bit Signed 
Integer signals in order to cover the most restrictive case. 
To make the system work properly in all the computation scenarios, there are several techniques that 
must can be used to correctly find the extrema in all cases. 
• When inputs are smaller than 12 bits: the workaround is to concatenate zeroes at the end of 
each input to make the resulting bit vector 12-bit wide. This will maintain the sign of the data, 
as the MSB will be the same, and scale the value by a factor of 2N (if N zeroes have been added). 
As the operation consists on sorting, it is irrelevant to scale up all the inputs by the same 
amount. 
 
• When input data is unsigned: in that case one zero must be concatenated at the beginning of 
the bit vector to make the resulting number have a ‘0’ in the MSB, which indicates that the 
signed integer is positive. 
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• When not all 10 inputs are needed: the unused positions must be filled with dummy values 
that will never affect the desired output. These dummy values to insert depend on the wanted 
output: 
 
o If a MAX computation is being issued, write 0x800 to the unused inputs. This 
corresponds to -2048, the smallest 12-bit signed value possible. 
o If a MIN computation is being issued, write 0x7FF to the unused inputs. This 
corresponds to 2048, the largest 12-bit signed value possible. 
o If both the MIN and MAX values are wanted, fill the unused inputs with the mean 
value of two of the used inputs. This value can be easily obtained without any 
additional delay by adding two numbers and shifting to the right. 
The sequential process from the Process Core that fills-up the Sorter Block inputs (the SorterInpts 
process) is in charge of applying these techniques depending on which input data is being processed. 
5.9. Processor Scalability 
One of the main Strengths of the Hardware Architecture proposed on this project is that the Processor 
Bank and the BRAM Bank are scalable due to the fact that they are composed by a set of independent 
blocks the number of which can potentially be incremented as long as it the available FPGA resources 
can hold it. 
Using the Zynq-7020, the maximum number of Process Cores that can be implemented is 4 due to the 
available resources of the device (see 5.10.2 for more information about Space consumption), which 
means that the Algorithm will be computed in parallel by these four Cores. 
However, if another device was used with more resources, the number of Process Cores (and also Path 
Blocks) could be incremented as much as the FPGA Capacity allowed them to. Analogously, if a device 
with less resources had to be used, the number of Process Cores could also be reduced. 
An increment in the number of Process Cores could lead to a much smaller processing time or to the 
possibility of using images of bigger resolution or larger numbers of Disparity Levels without the 
runtime being greatly increased. 
In order to scale the Processor, the following considerations must be followed: 
1. The number of Path Blocks in the BRAM Bank must be equal to the number of Process Cores, 
so that each Core has its own independent internal BRAM. 
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2. The number of BRAM Atoms inside each Path Block must be equal to the number of disparity 
levels to be used. 
 
3. Generally, the main restriction tends to be the BRAM, so it is a good idea to dimension first the 
number of BRAM Atoms and the number of Path Blocks. 
5.10. PL Design Implementation 
So far, the hardware design of the Processor has been covered. This design must come to reality by 
implementing it into the actual device. However, there are several important considerations to have 
when implementing the design regarding both the design itself and how to instruct Vivado to 
implement it. These considerations will be explained in this section. 
5.10.1. System Block Design 
In order to implement a Zynq-7 project with Vivado, a Block Design containing the hardware 
architecture must be created (see 5.1.5 for more information about the Vivado tool and the concept 
of a Block Design). 
In this Block Design, the Processing System is considered as an IP Block, which can be configured with 
Vivado through a Wizard. In the Block Design, all the hardware resources to use must be included either 
as IP Blocks or HDL Modules. 
The Xilinx IP Blocks used (AXI4 CDMA, AXI Interconnects, AXI GPIO etc.) have obviously been included 
as IP Blocks from the Xilinx library. However, the self-made VHDL Modules have been instantiated as 
an HDL Module. The option of exporting them as a self-made IP Block is also feasible but using HDL 
Modules for the self-developed VHDL Sources is much more convenient, as the sub-blocks of the HDL 
Module can be modified and tested in the same project. 
The following image shows the System Block Design that implements the PL Hardware Architecture: 
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Figure 5.89. PL Hardware Block Design. (Source: personal collection) 
FPGA-Based Stereo Vision System For Autonomous Driving  
  123 
The self-made HDL modules are encapsulated in the block called SVP_0 (marked in purple). Besides 
the CDMA Cores (marked in red) and the Zynq-PS (green), there are additional blocks needed to 
implement the system. 
The AXI4 Interconnect blocks are needed to perform the AXI Links between any Master and Slave (see 
5.1.6). On the other hand, the Reset Generator block is created automatically by Vivado to provide a 
reset signal to both the PL and PS. Finally, the AXI4 GPIO is used so that the RGB LEDs of the PYNQ-Z1 
Board can be controlled by the Processing System. 
5.10.2. Space Resources 
Space considerations are very important when working with FPGA Devices. If the implemented design 
takes too much LUTs, Flip-Flops, BRAMs or DSP Blocks, it cannot be implemented into the device. The 
only solution is to either optimize the design to occupy less resources or get a bigger FPGA. 
Apart from that, if the Resource Utilization is very close to 100% timing problems are amplified (see 
5.10.3 for a closer look about that topic), so usually it is not a very good approach to take the resources 
to the limit. 
The following table summarizes all the Resources taken up by the designed system, with breakdowns 
of each Module and its most important elements. 
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Table 5.17. Table of Resource Utilization of the system. 
 
5.10.3. Timing Requirements 
In an FPGA project, the Timing of the System is the state of all the implemented nets in terms of their 
path delays. A net is any given electrical connection inside the FPGA Fabric. Signals used in VHDL 
modules end up representing nets or groups of nets. 
When the system implemented in the FPGA is sequential (it has at least one Clock that controls its 
execution), a path of nets is defined from a sequential block to the next, and its delay is the time it 
takes for a signal to arrive to a specific sequential destination. 
The delay of a path can be computed as the sum of the logic delays of the combinational elements it 
passes through and the delays of its nets. 
Value % sub %total Value % sub %total Value % sub %total Value % sub %total Value % sub %total
- TOTAL FPGA 13300 100% 100% 53200 100% 100% 106400 100% 100% 140 100% 100% 220 100% 100%
0 Full Processor 12656 95% 95% 40399 76% 76% 29233 27% 27% 130 93% 93% 16 7% 7%
1 CDMAs 1654 13% 12% 4227 10% 8% 4968 17% 5% 10 8% 7% 0 0% 0%
2 CDMA_0 417 25% 3% 1054 25% 2% 1242 25% 1% 2.5 25% 2% 0 0% 0%
1 SMCs 4832 38% 36% 12748 32% 24% 12768 44% 12% 0 0% 0% 0 0% 0%
2 SMC_0 1208 25% 9% 3187 25% 6% 3192 25% 3% 0 0% 0% 0 0% 0%
1 AXI Peripherals 563 4% 4% 1192 3% 2% 1097 4% 1% 0 0% 0% 0 0% 0%
1 SVP 6892 54% 52% 22183 55% 42% 10271 35% 10% 120 92% 86% 16 7% 7%
2 PS Interface 2447 36% 18% 5998 27% 11% 2058 20% 2% 0 0% 0% 0 0% 0%
2 SPP 156 2% 1% 322 1% 1% 382 4% 0% 0 0% 0% 0 0% 0%
2 BRAM Bank 1988 29% 15% 4242 19% 8% 0 0% 0% 120 100% 86% 0 0% 0%
3 Full Image Block 53 3% 0% 128 3% 0% 0 0% 0% 40 33% 29% 0 0% 0%
3 PATH Block 0 478 24% 4% 945 22% 2% 0 0% 0% 20 17% 14% 0 0% 0%
4 BRAM ATOM 0 28 6% 0% 37 4% 0% 0 0% 0% 2 10% 1% 0 0% 0%
2 Processor Bank 4273 62% 32% 10986 50% 21% 7543 73% 7% 0 0% 0% 16 100% 7%
3 Rectification Cores 562 13% 4% 1313 12% 2% 970 13% 1% 0 0% 0% 16 100% 7%
4 Rectification Core 0 277 49% 2% 670 51% 1% 485 50% 0% 0 0% 0% 8 50% 4%
3 Process Cores 3759 88% 28% 9675 88% 18% 6570 87% 6% 0 0% 0% 0 0% 0%
4 Process Core 0 991 26% 7% 2354 24% 4% 1639 25% 2% 0 0% 0% 0 0% 0%
5 Sorting Block 66 7% 0% 206 9% 0% 203 12% 0% 0 0% 0% 0 0% 0%
BRAM DSP
Hier. Module
Slices Slice LUTs Slice Registers
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Figure 5.90. Concept of path delay. (Source: personal collection) 
The Timing Requirements of the system impose that the total delay of any path must be smaller than 
the CLK period. This is a necessary condition to ensure that all the electrical signals of the system have 
enough time to propagate between a CLK event and the next one. 
Xilinx Vivado is able to perform timing simulations over all the nets implemented in the design and will 
display an error message if it detects any path with a delay bigger than the CLK period, what is known 
as a timing violation. 
Over the course of this project, the timing requirements of the System have been a recurring issue. The 
following subsections will try to explain how have timing problems been solved and how can they be 
avoided. 
5.10.3.1. Strategies during the design 
Most of the times, timing problems can be solved by adding sequential elements between large groups 
of combinational elements. 
As an illustrative example, the Sorting Block (see 5.8.3) was firstly implemented as a purely 
combinational block. From a logic standpoint there is no problem: the logic function works with no 
problem. However, when trying to implement the system there were massive timing violations on that 
specific section of the device, as the number of combinational blocks the net path needed to go 
through was too large. 
In order to solve this, several sequential buffers were inserted in between the combinational blocks 
(see Figure 5.86). This way, the total path is divided into several sections, each one with a smaller delay. 
Through experimentation it was concluded that three equidistant sequential buffers was the minimum 
number of sequential elements that prevented the system from failing timing requirements. 
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However, the downside of adding sequential buffers, besides taking up more Flip-Flop resources (in 
this case a neglectable amount), is that the resulting computation will be performed over the course 
of several CLK periods, so it will be slower than a combinational application. 
To sum it up, the use of sequential buffers can be very useful to solve timing problems, but there is a 
compromise between this and the runtime performance of the system. The most efficient strategy in 
these cases is to use the smallest number of sequential elements that makes the system pass the timing 
requirements consistently. 
Another design option to make timings easier is to just use lower CLK frequencies. Larger clock periods 
imply that bigger delays can be accepted. This is obviously not a very efficient strategy to use right 
away at the first sign of timing problems, but sometimes it is necessary. 
At the beginning of the project, the CLK frequency of the PL was set to 100 MHz (10 ns period), but at 
some point it had to be lowered to 90.9 MHz (11 ns period) in order to comply with the timing 
requirements. The PL Clock is driven by a PLL frequency multiplier from the Processing System and can 
be easily configured on the System Block  Design by changing the PS options. 
5.10.3.2. Space strategies and Floorplanning 
In FPGA projects that use near 100% of the Slices, timing problems tend to be amplified because, due 
to the lack of available space Vivado, cannot route all the nets in an optimal way with respect to 
timings. 
This causes some paths with reasonable amounts of combinational delays (that “normally” should not 
cause timing problems) to produce timing violations because the net delays become very large, as 
sometimes Vivado is forced to put connected logic blocks far away from each other in order to make 
them fit in the FPGA Fabric. 
This issue can be solved by trying to reduce the resource usage, but for some applications that may not 
be possible. Another way to mitigate this issue is to do Floorplanning with the FPGA fabric. 
Floorplanning consists on constraining the area in which a Logic Block must to be implemented so that 
Vivado only places the resources from this specific block in the delimited area. 
If no Floorplanning is done, Vivado will try to determine how to place the elements using a series of 
algorithms. However, in most cases the best results are achieved if the user defines the areas, because 
the number of variables and possibilities that these algorithms must deal with is so massive that they 
will unlikely restrain the areas as well as the designer. 
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In this project, Floorplanning has been performed with the most conflicting areas in terms of timing 
problems: the Processor Bank and the BRAM Bank. The following two images show the area constraints 
created for these blocks: 
 
Figure 5.91. Device Floorplanning view. (Source: edited screenshot of Vivado) 
 
Figure 5.92. Close-up of the Processor Core 0 Floorplanning. The colored areas mark the different constraints. 
(Source: edited screenshot of Vivado) 
These Floorplanning constrains were defined trying to make it easier for Vivado to route all the nets 
and to minimize the distance between elements that share nets. Some of the considerations taken 
were: 
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• The Sorting Block must have a small enough area so that internal net delays are minimized. 
• The Process Core must surround as much as possible the BRAMs and the computation blocks 
(Sorter and Energy Adders) because it manages their inputs and outputs and there must be 
flexibility on its placement. 
• The Process Core constraints must not be very restrictive (the area must be large) so Vivado 
has enough flexibility to place all the elements in the most convenient positions. 
• The Rectification Cores must be close to all the Process Blocks they interact with so that Vivado 
is able to place the buffers close enough to minimize the net delays on the boundaries (that is 
why there is a vertical flange of Rectification Core at the right). 
 
Figure 5.93. Floorplanning view after the design implementation. The blue areas are utilized resources. (Source: 
screenshot of Vivado) 
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6. Processor Software Design 
6.1. Background 
6.1.1. Zynq-7 PS Programming 
As introduced earlier in this document, the Zynq-7 integrates a dual-core ARM Cortex A9 
Microcontroller on its Processing System which can be programmed using the Xilinx SDK (Software 
Development Kit) provided with Vivado. 
The PS can be programmed using C language or C++. All the software created in this project was 
programmed in C, mainly because it is simpler. 
Besides from the basic functionalities of the C language, Xilinx SDK includes libraries with specific 
functions for the Zynq-7 as well as several code templates from which an application can be developed. 
6.1.2. C Program Memory Layout 
A C program divides the RAM memory of the microcontroller into several sections [61], [62]: 
1. Text segment. It contains the code instructions of the C program. 
 
2. Initialized data segment. Stores the global and static variables that have been initialized by 
the programmer. 
 
3. Uninitialized data segment. Stores the global and static variables that are not initialized by the 
software and are automatically initialized to 0. 
 
4. Stack. Contains the section of the memory where local variables are stored. When a function 
is called, it allocates a certain Stack area to place its variables. Thus, unlike the previous 
segments, the size of the Stack changes dynamically with the program execution, as new 
functions are called and old functions return. This memory allocations are managed 
automatically, so the access to the Stack is quite fast. 
An important detail to keep in mind about the Stack is that there is a limit in the size of data 
that can be stored in it. 
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5. Heap. It is a memory region that is not automatically managed by the CPU. In order to use this 
region, memory must be allocated by the software using built-in C functions (malloc(), calloc() 
and realloc()), and it can only be accessed using Pointers. 
However, the Heap has an advantage: it does not have size restrictions apart from the physical 
size of the RAM Memory, so it can be used to store large pieces of data. Values stored in the 
Heap are not local, so they can be accessed from any function or library. 
These concepts, specially the Stack and Heap will be very important on section 6.3. 
6.2. Software concept 
6.2.1. Functionalities 
The PS Software has a very important role in the course of the Algorithm. Its tasks can be divided into 
two groups: Control & Data Management and TCP/IP Communication. 
The Control & Data Management involves the following tasks: 
• Implementation of the Algorithm State Machine 
• Configuration of the CDMA Cores to move data from the BRAM to the DDR and vice versa 
• Data Path Management (i.e. configuring the correct transfers between BRAM and DDR) 
• Image data Reorganizations 
• Generation of the PL Control signals that will be passed to the PS Interface (see 5.7) 
The TCP/IP Communication involves: 
• Implementation of a TCP/IP Stack 
• On top of the TCP Stack, implement the Application-level Protocol 
These tasks are implemented using bare-metal programming. With Xilinx SDK there is also the option 
to use an Operating System such as Linux or FreeRTOS, but the bare-metal approach was chosen 
because it is simpler and does not need to be familiar with any specific OS. 
All the C Code created can be found on annex A8, and the Flow Diagrams of the most critical software 
parts can be found on A5. 
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6.2.2. General program flow 
The following diagram illustrates the general flow of the PS Software: 
 
Figure 6.1. Application program flow. (Source: personal collection) 
After Initialization, the PS will wait until a Client message is received. When the Start Flag is received 
from the Client, the system will start a new Iteration of the Stereo Vision Algorithm. Upon completion, 
the PS will send a Finish Flag to the TCP Client and return to the Idle state. 
6.3. Processor Control & Data Management 
6.3.1. DDR Memory Management 
The external DDR Memory is a shared resource between PS and PL. The Processing System needs it to 
store the C program and its variables, using the Memory Layout explained on 6.1.2. On the other hand, 
the DDR Memory is also used to store all the image data that the Programmable Logic must process 
(see 5.3.1). 
In order for these two memory functionalities to coexist, the DDR Memory Space must be managed to 
avoid collisions that could corrupt the data (some image data overwriting program variables, or vice 
versa). 
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If the Memory Space is seen from the perspective of a C program Layout, the memory to be used for 
the images could be defined as an array of 8-bit variables to prevent the C program from overwriting 
the memory locations occupied by the array. 
However, that would imply declaring the array as a static variable (i.e. a variable that is not temporal 
and is maintained during the whole program lifespan), which would be allocated on the Uninitialized 
data segment (see 6.1.2). This memory segment has a limited capacity, way smaller than what is 
needed to store all 115 Image Slices of 320x240 resolution that are needed to perform the algorithm. 
On the other hand, the Stack should not be used either because its role is to store local variables that 
are constantly allocated and de-allocated automatically by the CPU, and the image data should be 
defined as static so it is durable throughout the whole program and can be accessed from different 
functions. Besides, the program Stack has limited capacity, which is not good for storing massive 
amounts of image data. 
The Heap memory region, however, does not have virtual size limitations, so it can store large amounts 
of data (as long as the physical DDR Memory capacity can support it) and the allocated memory will 
remain until it is de-allocated. Besides, this memory region can be accessed from any function as long 
as it has access to its pointer. The downside is that the Heap only accepts dynamic memory allocation 
and access to this memory can only be done through Pointers. 
Thus, the image data is stored in a dynamically allocated memory region of the Heap. This region is 
allocated at the beginning of the program and will last until the end (so it will not be freed). 
6.3.2. Communication with the PL 
As discussed on previous sections of the document, the PS and PL are able to exchange control data 
using the PS Interface Block (see section 5.7), which has an AXI4 Lite Slave controlled by one of the 
Processing System’s AXI4 Lite Masters. 
In the Processing System, AXI4 Ports are treated as memory addresses accessible by pointers, in 
address offsets out of the scope of the DDR. The following table from the Zynq-7000 Soc Technical 
Reference Manual [42] shows the different address regions that exist: 
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Table 6.1. System Address Map [42]. 
 
The DDR Memory spans from address 0x00000000 to 0x3FFFFFF (it has 512 MiB of capacity), and the 
two AXI General-Purpose (GP) Master Ports of the PS can interface with the PL using the address range 
that spans from 0x40000000 to 0xBFFFFFFF. 
The addresses that the Master Ports can access represent AXI4 Slave Addresses from any AX4 Slave 
Ports present in the PL. These Slave addresses can be configured by Vivado on the Address Editor tab 
from the Block Design. 
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Figure 6.2. Address Editor tab with some of the System Addresses. (Source: screenshot of Vivado) 
As can be seen on Figure 6.2, the Processing System can access to several AXI Slaves. The SVP (Stereo 
Vision Processor) is the HDL Module that contains the self-made sources, and this Slave Port is 
connected to the PS Interface Block. In order to access it, the PS can use the Addresses 0x83C00000 to 
0x83C0FFFF. 
The PS Master Port is also connected to the CDMA Cores. Although they are controlled by the PS 
Interface, it is useful to have a PS Master connected to their AXI Slave as well in order to quickly read 
the status registers if needed. 
In order to read or write to these AXI4 Slaves, a Pointer to the desired address must be used. The actual 
management of the AXI Ports is handled automatically by the Processing System hardware controllers. 
Something to keep in mind is that, by default, the ARM Cores will use their Cache Memory to execute 
the program commands instead of actually forwarding the data to the AXI Masters or the DDR. For that 
reason, it is important to Invalidate the cache region before reading and to Flush the cache region after 
writing. 
Invalidating the cache tells the CPU that it must not use the cached value to read from that position, 
and Flushing the cache instructs the CPU to save the written data into the actual memory position (DDR 
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or AXI Slave). Thus, the C code for reading a memory position from a PL AXI Slave looks like the 
following: 
    u32 *OffsetPtr = (u32*) 0x83C00000; // Init pointer 
 
    Xil_DCacheInvalidateRange( (u32) OffsetPtr, 4); // Invalidate cache 
    Value = *(OffsetPtr); // Read from pointer 
         
    *(OffsetPtr) = Value+1; // Write to pointer 
    Xil_DCacheFlushRange((u32) OffsetPtr, 4); // Flush cache 
Xil_DCacheInvalidateRange() and Xil_DCacheFlushRange() are functions from Xilinx SDK’s cache 
libraries that allow to invalidate or flush a set of bytes (4 in the example) from a given offset address. 
The PS Interface Block contains a set of 41 registers of 32-bits that occupy the memory addresses from 
0x83C00000 to 0x83C000a3. The address map of these registers as well as the signals they contain can 
be found in annex A3. 
A .c library that implements read and write operations to these PL Address positions as functions was 
created in order to ease the process of communication with the PL. 
6.3.3. CDMA Configuration 
The CDMA Cores are in charge of performing data transfers between the BRAM Bank of the PL and the 
DDR Memory (see 5.6 for more information), more specifically the allocated region of the Heap used 
to store image data. 
Although the AXI Slave ports of the CDMA Cores are managed by the PL in order to respond faster to 
the completion interrupts of the CDMAs (see 5.6.3), the actual configuration values are set by the 
Processing System software, according to the memory transaction that is required on each step of the 
Data Path. 
These configuration values are passed to the PS Interface block of the PL by writing to the 
corresponding registers of its AXI4 Slave (see 5.7).  
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6.3.4. Data Path Control 
The Data Path of the Processor is the flow of image data that must occur between the PL BRAM and 
the DDR Memory in order to perform the Stereo Vision Algorithm. As explained in section 5.3.1, the PL 
Logic computes Subdivisions of the full image data space, which is stored in the DDR Memory. 
The Processing System is in charge of keeping track of which Subdivisions are being currently computed 
by the 4 parallel Process Cores, the correlation of these subdivisions with DDR Offset regions of the 
complete image data space and what Subdivisions must be processed after the current operations are 
complete. 
Knowing this information, when a memory transaction is needed, the Processing System will configure 
the CDMA Cores with the necessary control data to perform the required memory movement. 
As it can be expected, each phase of the Algorithm requires a different set of data movements. In the 
following subsections, all the necessary data transactions throughout the Algorithm and their 
management from the point of view of the PS will be explained. 
6.3.4.1. Image Input 
The first phase of the Data Path is to import the pair of Input Images by saving the YUV input data from 
the OV7670 Cameras into the memory blocks of the BRAM Bank reserved for this purpose. This process 
is completely managed by hardware (see 5.4). However, in order to start saving image data, the SPP 
Block must receive a Trigger signal from the PS Interface that marks the start of a new import. 
This Trigger is used so that the SPP only works when new input data is needed, remaining in IDLE state 
during the computations. The Processing System software sets this Trigger when a new computation 
request is received on the TCP Stack, which marks the start of a new iteration of the Algorithm (see 
6.2.2). 
 
Figure 6.3. Active elements of the system during the Image Input. (Source: personal collection) 
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6.3.4.2. Input Image Export 
After the input images have been correctly imported, they are exported from the BRAM Bank to the 
DDR Memory so that the input pair can be sent via TCP/IP upon request of a client. 
In order to do this, two of the CDMA Cores are issued to move all the data from the BRAM Bank Input 
Image Blocks to the DDR Memory (on two different memory offsets). 
 
Figure 6.4. Active elements of the system during the Input Image Export. (Source: personal collection) 
6.3.4.3. Rectification and Rectified Image Export 
The Rectification process reads data from the Input Image Blocks of the BRAM Bank and, after 
processing, saves the output to the BRAM Atoms. 
Thus, the data flow is handled completely by hardware and the only interaction with the PS that is 
required is a Trigger signal that the Processing System must set for the Rectification Cores to start the 
process. 
 
Figure 6.5. Active elements of the system during Rectification. (Source: personal collection) 
However, when the Rectification Process is finished, the Rectified Image Pair generated must also be 
exported to the DDR Memory. This is not compulsory for the development of the Algorithm, but it 
allows the Rectified Pair to be exported via TCP/IP upon request. 
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During the Rectification Process, each BRAM Atom stores 6 Left Rectified Image Rows and 6 Right 
Rectified Image Rows. So, each one of the compete Rectified Images has its 240 Rows distributed 
through the 40 BRAM Atoms, in an ordered fashion. 
 
Figure 6.6. Distribution of the Rectified Image rows on the BRAM Bank. (Source: personal collection) 
The Processing System has to take this into account and Reconstruct the full image on the DDR Memory 
by making the CDMA Cores export the content of the different BRAM Atoms into the corresponding 
DDR Area so that all the rows end up correctly concatenated to form the full image. 
 
Figure 6.7. Rectified Image Export concept. (Source: personal collection) 
This implies configuring the CDMA Cores with the correct BRAM Address Offsets  and DDR Address 
Offsets to properly reconstruct the image. 
Besides, the Processing System must also set the BRAM AXI Selector signals that control the 
Multiplexor structure of the BRAM Bank to the corresponding value of the current BRAM Atom (see 
5.5 for more information). 
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6.3.4.4. Cost Cube Process 
After the Rectified Image Pair has been exported to the DDR, the Processing System will set a Trigger 
Signal (the same one used for the Rectification process) to make the Processor Cores start the Cost 
Cube Process. 
During the Cost Cube process, the Processor Cores take the Rectified Image information already 
contained on the BRAM Atoms, compute the Cost of each pair of pixels and save it into the same BRAM 
Blocks, on a higher address offset (see section 5.8.3.4) that stores 6 rows of Cost data. 
When all the Process Cores have finished processing all the positions of their corresponding BRAM 
Atoms, the BRAM Bank contains one Cost Cube slice at a given disparity distributed throughout the PL 
BRAM Blocks. 
At this moment, the Process Cores need the CDMAs to export the current Cost Cube slice so that they 
can compute the next disparity and overwrite the current Cost data. Thus, when any given Process 
Core has finished computing, the Processing System will configure the CDMAs to export the data in its 
associated BRAM Atoms to the DDR Memory so it can resume the computation. 
This memory export is completely analogous to the Rectified Image Export: the Processing System will 
reconstruct the full image on the DDR by configuring the CDMA Cores with the right Offsets. After all 
rows of a given disparity have been exported, the first row of the next disparity level will be placed in 
the contiguous position. 
 
Figure 6.8. Active elements of the system during the Cost Cube process. (Source: personal collection) 
6.3.4.5. Cost Cube Reorganization 
When the Cost Cube has been successfully computed on all disparity levels, the next step in the 
Algorithm is the Path Process. However, as explained in sections 5.3.1 and 5.5.3, this process requires 
splitting the image space in subdivisions that are not horizontal. 
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The issue is that the CDMA Cores work by reading and writing bursts of consecutive bytes of data: from 
a given Address Offset and the number of pixels to transfer, they move a region of contiguous data 
positions. 
As consecutive image pixels in the x axis are saved in consecutive bytes, all the Algorithm Phases that 
work with Row (horizontal) Parallelization are fine. However, in the case of Path Parallelization, when 
the current Path is not horizontal, this becomes a problem. 
In order to make the CDMA Cores transfer, for instance, a vertical column of image data from the DDR 
to the BRAM Bank, the DDR Offset should be re-configured on every pixel, as the next byte on the 
vertical axis would not be in the contiguous address but 320 addresses higher. That is not a feasible 
option in terms of efficiency and runtime. 
One workaround to this problem is to make the ARM Core redistribute the image space pixels into 
different Reorganized Cost Cube Spaces so that consecutive pixels on the path direction are saved in 
consecutive memory positions. This concept is illustrated in Figure 6.9. 
 
Figure 6.9. Cost Cube Reorganization Concept. (Source: personal collection) 
In the figure above, indexes in Black represent the actual positions of the pixels on the image space, 
whereas the green indexes represent the memory positions that they occupy in the DDR Memory once 
reorganized, relative to their start Address Offset. 
This operation is done by the ARM Core of the PS, that reads the DDR Memory positions of the original 
Cost Cube Region and writes them one by one to a new DDR Region that will have the same pixel values 
in a different order. The image data is stored on the Heap memory (see 6.3.1), so it can be accessed by 
the software using Pointers. 
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Figure 6.10. Active elements of the system during the Cost Cube Reorganization. (Source: personal collection) 
A total of 3 additional DDR Regions must be created to hold the Reorganized Cost values: one for the 
Vertical Paths, and two for the Diagonal Paths. The Path sign is handled by the Process Cores, so the 
Reorganization of the Cost Cube only has to account for the direction (and thus 3 regions are created 
instead of 6). 
As the two first Path Directions are horizontal (and thus the calculations use the original Cost Cube as 
is), if the software was implemented over some Operational System that allowed to use both ARM 
Cores to perform parallel tasks, this process could be handled parallelly to the Path Process calculation, 
which would reduce the runtime considerably (see section 9.3). 
However, for simplicity and due to the time limitations of the project, a Bare Metal implementation 
with only one operational ARM Core has been implemented, so this parallelization has not been 
exploited, although it would be feasible. 
6.3.4.6. Path Process 
The Path Process starts after the Cost Cube Redistribution has been completed. During this process, 
each BRAM Atom will be used in its entirety to store Cost Data, which will be treated and then 
overwritten. The number of Rows per BRAM depends on the current Path Direction and in some cases 
on the current starting row, as explained in section 5.5.3. 
During the Path Process, unlike in the Cost Cube case, the different BRAM Atoms of each Path Block 
store cost values at different disparity levels. Therefore, the total number of rows being processed at 
the same time will be significantly smaller than previously, in exchange of having all the disparity levels 
processed at the same time. 
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Figure 6.11. Distribution of data during the Path Process on the BRAM Bank. (Source: personal collection) 
This internal distribution of the Path Blocks makes the task of reconstructing the image on the DDR a 
bit more challenging, as now the data of contiguous BRAM Atoms must be exported to different 
locations in the DDR path data space, as each Atom contains the information on a specific Disparity. 
 
Figure 6.12. Path data Export concept. (Source: personal collection) 
Also unlike in the Cost Cube Process, in this phase the input data has to be imported from the DDR 
Memory before starting the calculation. Thus, the Process Cores of the PL will only start computing 
after new data has been imported to the BRAM Bank. Due to this behavior, the Data Path is 
implemented on three different phases during the Path Process: 
• Import-Only Phase. At the beginning of the current Path, no Process Core will have valid data 
to compute, so the CDMA Cores will be configured to import data from the DDR to all the 40 
BRAM Atoms, one after the other. 
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Figure 6.13. Import-only phase concept. (Source: personal collection) 
• Import-Export Phase. After a Process Core has finished at least one computation, there will be 
data to export in its BRAM Atoms, so an export to the DDR will be issued. However, after the 
computed data has been exported, the CDMA Cores must be configured again to import new 
data to the BRAM Atoms associated with the current Process Core so it can resume the 
computation as soon as possible. 
 
 
Figure 6.14. Import-export phase concept. (Source: personal collection) 
• Export-Only Phase. After the last row of the current Path has been imported, when a Process 
Core finishes processing, the computed data will be imported but there will not be an 
additional import. After all Process Cores have exported their processed data, the system will 
proceed to the next Path, and the Data Path will go back to its Import-Only Phase. 
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Figure 6.15. Export-only phase concept. (Source: personal collection) 
An additional difficulty during the Path Process is that, as explained in section 5.5.3, during the diagonal 
Paths the size of the used Bytes from the BRAM Atoms is variable depending on the current start row. 
A set of software-based Look-Up tables (i.e. an array of constant values saved in the memory) is used 
to determine the current starting Row and the number of Bytes that the CDMAs have to transfer at 
any moment. 
The logic blocks active during the Path Process are the same as in the Cost Cube process, see Figure 
6.8. 
6.3.4.7. Path Space Reorganization 
After the Path Process has been completed, the DDR Areas that correspond to the non-horizontal Paths 
must be transformed back into the common image storage configuration, i.e. with the contiguous 
pixels on the x axis being in contiguous memory positions. Thus, the inverse process to the Cost 
Reorganization explained in 6.3.4.5 must be performed. 
The difference is that now there are 6 source memory regions to transform, and all of them need to 
be reorganized. In the Cost Cube Reorganization, the process could be simplified to just doing it 3 times, 
but due to the fact that now the sources of data are different, this can no longer be applied. Therefore, 
it is expected that this Path Reorganization will take more time than the Cost Cube case. 
The active logic blocks during this operation are the same as the ones of Cost Cube Reorganization, see 
Figure 6.10. 
6.3.4.8. Energy Cube Process 
The Energy Cube process starts when the Path Space Reorganization ends. Just like the case of the Cost 
Cube Reorganization, this process could be parallelized if the second ARM Core of the Processing 
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System was used in parallel, but this parallelization has not been exploited in this project either, 
although it would be possible. 
The BRAM internal organization of data defines two regions: one to store 8 rows of input data of the 
current Path to be added and another one on a higher offset to store 8 rows the accumulated sum. 
Like in the Path Process case, different BRAM Atoms represent different disparity levels. This is not 
strictly necessary on this operation, as the order in which the pixels are added is irrelevant, but it has 
been maintained from the Path Process distribution for consistency. 
 
Figure 6.16. Distribution of data during the Energy Process on the BRAM Bank. (Source: personal collection) 
During the Energy Process, data from the 8 aggregation Paths must be imported sequentially into the 
BRAM Bank so it can be summed. After the 8 Paths have been imported and accumulated, the result 
is exported to the DDR, and the imports start over with new DDR positions. 
 
Figure 6.17. Energy process Data Path concept. (Source: personal collection) 
The imports are handled similarly to the import-only phase of the Path Process (see Figure 6.13), with 
the only difference that the PS must always wait for a Process Core to generate the corresponding 
Interrupt before starting a new import. Regarding exports, they are handled exactly in the same way 
as the export-only phase of the Path Process (see Figure 6.15). 
The logic blocks active during the Energy Cube Process are the same as in the Cost Cube and Path 
processes, see Figure 6.8. 
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6.3.4.9. Optimization Process 
After the Energy Process is completed, the Optimization Phase starts. During this phase, the BRAM 
Atoms are split in two regions: one that stores 8 rows of Energy data to be optimized, and another one 
at a higher Offset that stores 8 rows of Disparity values. 
However, as explained in section 5.8.3.7 (see Figure 5.82), the output Disparity data can be stored using 
different BRAM Atoms from the same Path Block throughout the Optimization Process, so a disparity 
export will only be needed once. 
Therefore, the Data Path during the optimization process is very similar to the Energy Cube case (see 
Figure 6.17), although the Optimization has to handle a much smaller amount of data, and because of 
that it only needs to export the data once, as the full Disparity Image fits completely into the BRAM 
memory. 
However, the exported data must be handled with care as contiguous BRAM Atoms do not correspond 
to contiguous rows due to how these are written with respect to the imports (see 5.8.3.7). 
 
Figure 6.18. Distribution of the Disparity Data through the BRAM Bank. (Source: personal collection) 
It must be noted that some BRAM Atoms are unused due to the fact that the Disparity image rows are 
not big enough to fill all of them. 
The logic blocks active during the Optimization Process are the same as in the last processes, see Figure 
6.8. 
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6.4. lwIP (Light-weight IP) TCP/IP Server 
The TCP/IP Stack implementation used is based on one of the Application Templates provided by Xilinx 
SDK. This template sets up a lwIP (light-weight IP) TCP/IP Stack and configures it as an Echo Server: a 
server that repeats all the messages sent by the Client. 
lwIP is an implementation of the TCP/IP protocol originally developed by Adam Dunkels at the 
Computer and Networks Architecture lab of the Swedish Institute of Computer Science. It is nowadays 
being actively developed by a world-wide developer team [35], [63]. 
The objective of lwIP is to reduce the RAM usage of the TCP protocol while having a full-scale TCP/IP 
Stack, which is very useful for embedded systems with limited resources. The lwIP Stack defines the 
Network (IP) and Transport (UDP,TCP) layers as well as some Application-level services (DHCP, DNS). 
The Echo Server provided by Xilinx has been modified to implement the Application-level software, 
which is written on top of the lwIP TCP Stack. It implements the custom data format described in 4.4.1. 
The software source code can be found in annex A8. 
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7. PC Interface 
7.1. Background & Considerations 
7.1.1. Visual Studio 
The PC Application that will act as a Client to communicate with the Stereo Vision Processor has been 
developed using Visual Studio 2017 and C++.  
Visual Studio is a development platform for Windows OS that allows to create Windows Applications 
easily and fast [64]. It also simplifies the task of creating simple User Interfaces with Windows Forms. 
Windows Forms Applications are normally written in C# language. However, in order to use the SDL 
Libraries, the standard project has been modified to work with C++ [65]. 
7.1.2. Simple Directmedia Layer (SDL) 
The Simple DirectMedia Layer (SDL) Libraries [66] are free-to-use, cross-platform development libraries 
that provide low-level access to graphics hardware. SDL is widely used by videogame creators, and its 
implementation language is C++. 
These libraries are needed in order to display the images from the data received through TCP, which is 
not trivial. In the Internet there are plenty of guides and tutorials from which any person with a 
programming background can learn to use SDL [67][68]. 
7.1.3. TCP/IP Implementation 
In order to implement a custom TCP Client with the Interface, the Winsock (Windows Socket) libraries 
provided by Visual Studio have been used. Like with SDL, Winsock can be learnt from several tutorials 
and articles that can be found on the Internet [69][70]. 
7.2. Interface Design 
The User Interface design has been implemented using Windows Forms. It is a functional design 
intended to provide the necessary functionalities to communicate with the Stereo Vision Processor, 
control its execution and monitor its processing time. Figure 7.1 shows the Interface Window. 
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Figure 7.1. PC Interface Main Window. (Source: personal collection) 
The Interface has 6 different areas: 
1. Processor Command. It allows the user to send a Step Flag to the Processor to make it start a 
computation, change the Running Mode (Step or Continuous) and control which images are 
being imported. 
 
2. Ethernet Transactions. This area allows the user to connect and disconnect from the Server. 
It also includes a Console communication errors or certain TCP Transactions. 
 
3. Interface Dashboard. It shows relevant information about the state of the Interface and the 
requested operations. If any error occurs, it will be displayed here. 
 
4. Diagnostics area. In this area, the processing time diagnostics generated by the Processor are 
displayed so the User can keep track of the different  
 
5. Camera Configurator. It allows the user to send configuration data for the OV7670 Cameras. 
 
6. Camera Calibration. This area is used to input the Parameters that will be sent to the Stereo 
Vision Processor to configure the Rectifying Transformation it uses for Image Rectification, 
obtained from Calibration data (see section 3.3.1 for more information). 
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By pressing the Step Button of the Processor Command area, a message is sent via TCP with a Flag that 
tells the processor it must start an Algorithm iteration. If the Continuous Mode is selected, this button 
is disabled, and the Flag is sent continuously. 
The Image Checkboxes (Output, Left Input and Right Input) will open a SDL Window when Checked. 
This window will display the corresponding image, imported from the processor via TCP/IP. 
 
Figure 7.2. Left and Right Image Windows. (Source: personal collection) 
In the case of the Input Images, the user can select if the Raw image of the Rectified image is selected. 
On the other hand, in the case of the Output Images, the user is able to select any image generated by 
the Stereo Vision Algorithm. In the case that the selection is not the Disparity Image, the output will be 
a specific Slice at a given Disparity and Path. This way the user can explore the transformations made 
by the algorithm at each step. 
 
Figure 7.3. Disparity Image shown on the Output Window. (Source: personal collection) 
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Figure 7.4. Cost Cube Slice (Disp=7) shown on the Output Window. (Source: personal collection) 
Annex 0 provides a User Manual for the Processor that, among other indications, contains details about 
the utilization of the PC Interface from a user standpoint. 
7.3. Program Flow 
The main program controlling the Windows Form interactions works based on events: it executes 
certain parts of the code in case of certain events happening. However, at some points on the program 
there are functions that must be executed continuously during a considerable amount of time. If the 
same program controlling the Windows Form is used for these purposes, the interface would freeze, 
as it would not have any process handling user interaction. 
Therefore, some kind of parallel programming must be implemented to have processes working in the 
background, while the Application is kept running. This is performed using BackgroundWorkers. 
The BackgroundWorker Class allows to run a section of the code in a separate thread from the main 
program execution [71], [72]. A BackgroundWorker can be instantiated, put to work for several 
seconds and, when it has finished its task, be destroyed to free CPU resources. 
A total of 5 BackgroundWorkers are used during the code: 
• TCP/IP BackgroundWorker – Its function is to manage TCP/IP Communication. After a Request 
to the server, it listens to the Network until the server responds, from which point starts saving 
the incoming data. It is inactive if there are no pending TCP transactions. 
 
• Image BackgroundWorkers (x3) – Their function is to update the images displayed on screen 
whenever new image information arrives to the PC. There is one BackgroundWorker for each 
Image Window (one for the Output Window, another one for the Left Image Window and a 
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third for the Right Image Window).  These BackgroundWorkers are put to work when new 
images are received via TCP and are destroyed once the SDL Windows have been updated. 
 
• TCP Client Requests BackgroundWorker – It manages the flow of Requests that must be sent 
to the Server on each Step of the Processor. In Step Mode, this BackgroundWorker becomes 
active when the Step button is pressed and is destroyed when a complete iteration has been 
completed. During Continuous Mode, this BackgroundWorker is always active. The following 
image shows the State Flow of this process. 
An important consideration is that BackgroundWorkers should not use the same global variables as 
the main program. When programming parallel processes, there can be problems if one process 
decides to write to a variable while another one is reading from it, and vice versa. 
This issue is solved by using queues to transfer data among BackgroundWorkers or between the 
parallel processes and the main program. A queue is basically a FIFO-like data structure that allows to 
pass parameters from a thread to another one in a safer way [73]. 
Annex 0 contains the flux diagrams that describe the behavior of the BackgroundWorkers, and annex 
A9 contains the C++ Code. 
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8. Camera Socket PCB Design 
The OV7670 Cameras have a 18-pin Through-Hole connector with a specific Pinout that is not 
compatible with the PYNQ-Z1 Board pins. For that reason, some kind of adaptor had to be created to 
properly connect all the cameras signals to the Board. 
As some of these pins correspond to 25 MHz digital clocks and signals, not any type of connection will 
be applicable. Connecting the cameras with cables is not considered because of the possible 
attenuation and reflection problems that could arise, and an implementation using a Proto-board or 
similar, besides of having a very poor robustness, could result on Cross-talk problems due to the poor 
isolation between data lines. Thus, the use of an adaptor PCB is preferred. 
The software used for both Schematic and Layout design of the PCB is TARGET3001! [74]. It is a 
professional PCB design program that has a free limited version for non-commercial applications. It has 
been chosen because the author has previous experience with it, so no additional formation on how 
to design PCBs with it was needed, which made the process much faster. 
8.1. Layout Considerations 
The design concept has been to create a PCB Socket with several connection options so that the 
cameras can be placed at different distances. Stereo Vision is very dependent on the separation 
between cameras, so it makes sense to have different testing options. 
The only components present on the PCB are connectors, as its function is just to serve as a socket. 
Components such as supply voltage regulators, EMI filters and ESD protections are already integrated 
in the PYNQ-Z1. 
The PCB Layout has been designed considering that EMI problems such as cross-talk and reflection can 
raise, as there are several signals of frequencies up to 25 MHz. The following considerations have been 
followed when routing the different signals: 
1. Track lengths must be minimized. This will avoid reflection problems on the signals. 
 
2. Spacing between tracks must be as big as possible, taking consideration 1 into account. This 
will minimize parasitic capacitive coupling between contiguous tracks, which can cause cross-
talk problems. 
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3. When possible, segments of the GND plane will be placed between parallel tracks, so that the 
signals couple to ground and not to each other (to minimize capacitive coupling even further). 
Besides from these design considerations, the PCB also has manufacturing limitations that must be 
assessed. The Boards were manufactured on the enterprise PCBWay, a low-cost PCB prototyping 
business that imposed the following requirements: 
• 1 or 2 copper layers 
• PCB Thickness: 1.6 mm 
• Min track width: 0.1524 mm (6 mil) 
• Min track spacing: 0.1524 mm (6 mil) 
• Maximum size: 100 mm x 100 mm 
The PCB Layout has been designed trying to follow these requirements and the EMI considerations as 
much as possible. The Schematics of the PCB can be found in annex A11 and images of the PCB Layers 
can be found on A12. 
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9. Testing and Results 
9.1. Image debugging 
After the first successful implementation of the full Algorithm with the Processor, there were severe 
distortions and misplacements in the intermediate images of the process, due to slight implementation 
errors on both the Processor Hardware and Software. These errors were analyzed and debugged 
successfully, until there were no apparent distortions on the intermediate steps of the Algorithm. 
The next three figures show some examples of images to debug: 
      
Figure 9.1. Cost Cube Slice (Disp=5) with horizontal artifacts (Left), Reorganized Path Slice (Disp=5, Path=6) with 
horizontal artifacts and diagonal distortion (Right). (Source: personal collection) 
 
Figure 9.2. Disparity image with rows that have completely random values. (Source: personal collection) 
This debugging process went on until the bugs of the system were solved and the process images 
presented no apparent artifacts, distortions or severe problems. 
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9.2. Experimental results 
Once the system was ready, the processor was tested, and the generated images were analyzed to 
assess if the system works correctly. The following figures show some of the images obtained during a 
test measurement: 
     
Figure 9.3. Rectified Left and Right Images. (Source: personal collection) 
 
Figure 9.4. Cost Cube Slice at Disp=5. (Source: personal collection) 
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Figure 9.5. Path Slices at Disp=5 and Path=1 (Left) and Path=3 (Right). (Source: personal collection) 
 
Figure 9.6. Energy Slice at Disp=3. (Source: personal collection) 
 
Figure 9.7. Output Disparity Image obtained with the Processor. (Source: personal collection) 
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The intermediate processing image slices from the Cost Cube, Path Space and Energy Cube do not 
present any artifacts or apparent distortion. However, the output image appears to be very distorted, 
as can be clearly seen in Figure 9.7. 
Nevertheless, if the same Rectified Pair of images (see Figure 9.3) is used as input to the MATLAB 
implementation of the Stereo Vision Algorithm described in 3.4, the result is very similar to the one 
obtained from the processor: 
 
Figure 9.8. Output Disparity Image obtained with MATLAB (Left) and with the Processor (Right). (Source: 
personal collection) 
Likewise, the Disparity Image that results from the MATLAB Algorithm (which is known to work 
properly, see 3.4) also appears very distorted. From this observation it has been deduced that: 
1. The designed Processor applies roughly the same transformation than the MATLAB 
implementation in terms of Stereo Vision. Therefore, the error does come from the Stereo 
Vision Algorithm itself. 
 
2. The reason why the Disparity image is not correct lies before the images used as input on the 
MATLAB implementation. Therefore, the Rectification Step must be faulty, and for that reason 
the Disparity Image is not as it should. 
Upon analysis of the Rectified Images it can be observed that features on the images are not well 
aligned with respect to the x axis: 
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Figure 9.9. Rectified Images with horizontal lines that should correspond to the Epipolar Lines. (Source: personal 
collection) 
Thus, the Epipolar lines of the images are not horizontal, which implies that, indeed, the Rectification 
Step is not being performed correctly. 
Upon inspection of the Rectification Process it has been concluded that the reason behind this 
erroneous behavior is that an Affine Transformation is being performed to the Raw Input Images 
instead of a Projective Transformation. With an Affine Transformation, the input images can never be 
transformed to have horizontal Epipolar Lines, because a Projection is needed. 
This is a known conceptual error of the project that, unfortunately, was detected too late on its 
development to be fixed. In order to solve this issue, the following changes should be applied to the 
system: 
• Modification of the Rectification Block Architecture to compute a Projective Transformation. 
• Modification of PC Interface Software to send via TCP/IP 18 calibration parameters instead of 
12 to properly perform the Projection. 
• Modification of the Processor Software to correctly pass the new parameters to the PL 
Registers. 
9.3. Process latency 
The total processor latency, which is a diagnostic variable shown on the PC Interface for each Algorithm 
Iteration, has a mean value of 552 ms. The mean values of all the partial latencies that add up to this 
total time are shown in the following table: 
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Table 9.1. Processor latency table. 
Process Latency (ms) 
Full Algorithm 551.90 
Idle 38.44 
Rectification 4.89 
Cost 37.80 
Path 299.11 
Energy 168.64 
Optimization 3.05 
Cost Reorganization 92.75 
Path Reorganization 151.36 
The first observation to extract from these values is that the designed Hardware Implementation is 
much faster than the MATLAB implementation (see 3.4), taking several orders of magnitude less time 
to process the same Algorithm with the same number of disparity levels. 
The second observation is that the implemented Processor is too slow for a real Automotive system. 
For a vehicle running at 100 km/h, a delay of 550 ms implies that the vehicle would have moved about 
15 meters before the output image is even ready, which is obviously not acceptable. 
Moreover, the Processor is also considerably slower than the state-of-the-art implementations 
presented in 5.3.2. 
However, the Processor Architecture designed could potentially have a lower latency due to its 
possible Scalability in terms of parallel Processing Cores. This will be explored in section 9.4. 
Besides, to reduce the total latency of the system, several optimizations could be performed to the 
Stereo Vision Processor without even having to change the device. These changes could have been 
applied to the current project but were dismissed because of time limitations. However, they should 
be acknowledged and discussed for future improvements. 
The Idle time could be suppressed completely with the Processor working continuously. This delay is 
the time that passes between the reception of the TCP Start Flag and an Input Image Pair ready in the 
BRAM. Thus, it is the sum of the time it takes for a new image frame to start after the Flag and the 
actual image import time (which is about 30 ms).  
If the Processor is set to run continuously, the Image Import could be enabled during the Path or Energy 
processes, so that when the Optimization process finished a new Image Pair was already prepared in 
the BRAM. 
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On the other hand, the Cost reorganization delay could be potentially suppressed if both ARM Cores 
were used in the PS. The Cost Reorganization prepares the Cost Cube data for the Vertical and Diagonal 
Paths, but the Horizontal Paths do not need further transformation. Thus, while one ARM Core 
performed the reorganizations, the other could start the Path Process with the Horizontal Paths in 
parallel. 
Considering that the Path Process, subtracting the Cost reorganization delay, lasts for approximately 
210 ms and that it involves a total of 8 Paths, it can be estimated that one Horizontal Path takes about 
26 ms (therefore, both Horizontal Paths take 52 ms). On the other hand, considering that the 
Reorganization is performed 3 times (one for the Vertical Paths, and twice for the Diagonals), the time 
it takes to prepare one type of Path is around 30 ms. 
Therefore, if the ARM Core parallelization was applied, the first Reorganization could be performed 
before the Horizontal Paths finished, which would allow to perform the next Reorganization during the 
Vertical Paths, and so on, potentially suppressing this additional delay by making the whole process 
run parallelly. 
Finally, the Path reorganization delay and the Energy process time could be potentially reduced by 
also applying ARM Core parallelization. 
In the case of the Energy Process, the computation can only start if all Paths are reorganized. However, 
instead of reordering all the rows of a Path direction at once, the Path Space could be reorganized 8 
rows of each disparity and Path at a time. 
If the secondary ARM Core was set to perform this parallelly, the primary Core could set the PL to start 
the computation after 8 new rows (of each disparity and each Path) have been reorganized. 
Given that the total Path reorganization delay lasts 151 ms and that it involves reordering 240 rows, it 
can be estimated that the time it would take to reorganize 8 rows would be about 5 ms. Considering 
that the Energy Process Time, subtracting the reorganization, is only 17 ms, the time it takes for the PL 
to complete 8 rows can be estimated to be around 0.6 ms, which would be much faster than the 
reorganization. Therefore, the PL would be left waiting in IDLE for some time until a new group of 8 
rows is ready. 
However, the processes would occur at the same time, so the equivalent total time would be equal to 
the bottleneck: the path reorganization delay. This is equivalent to say that the Energy Computation 
time could be potentially suppressed. 
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Taking all these points into account, if all these optimizations were applied, the Stereo Vision Processor 
could potentially have a total latency of about 400 ms, eliminating the Idle, Cost reorganization and 
the hardware component of the Energy Computation delays.  
This latency is still too large for a real autonomous vehicle implementation (at 100 km/h the car would 
have moved about 11 meters between two frames), but it would be faster and more efficient. 
9.4. Scalability possibilities 
As explained in 5.9, the Processor Bank and the BRAM Bank of the PL can be scaled in terms of number 
of independent processors to adjust to the available resources on the device. 
Increasing the number of parallel Process Cores would imply a faster calculation of the Algorithm and 
therefore the process latencies could be reduced and/or higher resolution images could be used. 
Let us look at Figure 9.10, extracted from the Zynq-7000 SoC Data Sheet Overview [75], which shows 
the different System on Chips from the Zynq-7000 family: 
 
Figure 9.10. Zynq-7 family of SoCs and their logic resources. (Source:[75]) 
The SoC marked in green (Z-7020) is the device that has been used in this project. Note that it is a 
middle-class device in the Zynq-7000 family. Let us take the device Z-7100, the most powerful of the 
family in terms of resources, as an example to scale the processor in a thought experiment. It will be 
assumed that the resolution and the disparity levels to use are the same as the used throughout the 
project. 
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The Hardware Architecture has some resource usage that is independent from the Process Core 
Scaling, such as the CDMA Cores, the AXI Interconnects or the Rectification Cores. From section 5.10.2 
it can be extracted that, taking out the Resources from Process Cores and the scalable part of the BRAM 
Bank, the system has the following constant resource usage: 
Table 9.2. Resource utilization, constant term. 
Slice LUTs Slice Registers BRAM DSP 
25928 22243 50 16 
On the other hand, the resource usage related to one Process Core and one Path Block must be 
estimated. From 5.10.2 we know that the resource usage from a Process Core – Path Block pair is: 
Table 9.3. Variable resource utilization (per Process Core – Path Block pair).  
Slice LUTs Slice Registers BRAM DSP 
3448 1643 20 0 
Considering both the constant term and the variable, it has been estimated that the Z-7100 could be 
able to contain a maximum of 35 pairs of Process Cores – Path Blocks (8.5 times more). The following 
table shows the estimated Resource Utilization on this device: 
Table 9.4. Estimated resource utilization applying 35 Process Cores on a Zynq Z-7100.  
Slice LUTs Slice Registers BRAM DSP 
Value % Value % Value % Value % 
146608 53% 79748 14% 750 99% 16 1% 
From Table 9.4 it can be concluded that BRAM would be the most limiting factor, taking up 750 from 
the 755 available blocks. As per the rest of resources, the design would take a much smaller percent, 
with the Slice LUTs used barely passing the 50% of usage. 
The relaxed usage of LUTs and Slice Registers would make the system be much easier to comply with 
the Timing Requirements given that, as explained in 5.10.3, tight designs in terms of usage have worse 
net delay problems. This could potentially allow to make the PL frequency higher, incrementing the 
overall speed of the processor. 
On the other hand, an increment of the Process Cores by a factor of 8.5 would make the calculations 
that only depend on Process Cores about 8.5 times faster.  
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With this consideration we can estimate the Process Latencies that could be obtained with this new 
arrangement of parallel Process Cores: 
Table 9.5. Estimated processor latencies using 35 Cores. 
Process Latency (ms) 
Full Algorithm 318.95 
Idle 38.44 
Rectification 4.89 
Cost 4.45 
Path 117.45 
Energy 153.36 
Optimization 0.36 
Path (only PL) 24.70 
Energy (only PL) 2.00 
Cost Reorganization 92.75 
Path Reorganization 151.36 
The Idle, Rectification and Reorganization delays (the latter adding up to the total Cost and Path 
delays), do not depend on the Process Cores, so their values would be the same. Unchanged values are 
marked in italics in Table 9.5. 
As can be deduced from the table above, the Reorganization delays end up being the main limiting 
factor of the algorithm, as they would take up 76% of the total process latency. The issue with these 
two processes is that they are handled by the PS, so they cannot be scaled at all. 
This thought experiment has considered that the number of Disparity Levels used with the Z-7100 is 
10 and the image resolution is maintained at QVGA (320x240), but these parameters could be 
modified, which would obviously have an effect on the Resources and Latencies. 
Increasing the number of disparity levels would imply having more BRAM per Process Core-Path Block 
pair (as each Path Block must have a BRAM Atom for each disparity). There is also the possibility of 
scaling the BRAM Atom size: currently, each Atom has 2 BRAMs, but this could be modified. For 
instance, 1 BRAM per Atom could be used, and the resource usage of Table 9.3 would still be valid for 
20 disparity levels. 
On the other hand, increasing the image resolution would only affect the constant terms of Table 9.2, 
as these contain the Full Image BRAM Blocks. The image would have to be split anyway, so the 
Processor Cores would work in the same way as long as all the pixels from one image Row can be saved 
in one BRAM Atom. Otherwise the BRAM Atoms should be modified too. 
FPGA-Based Stereo Vision System For Autonomous Driving  
  165 
10. Future Work 
This project, being as extensive as it is, presents many possibilities of improvement, expansion and 
possible optimizations. Some highlights are listed in this section. 
• Fix the Image Rectification Step by properly applying a Projective Transformation instead of an 
Affine Transformation. This change would make the Disparity Image be much more correct. 
 
• Implement and test more sophisticated Cost Functions, like Mutual Information, as proposed 
originally by Hirschmueller in the SGM [21]. This could lead to better Disparity Image results. 
 
• Use a Local Cost Aggregation Method and try to implement a pipeline approach to the 
calculations. This could potentially make the implementation much faster. A very interesting 
approach is presented by [76], which uses a modified version of the SGM to implement a 
pipeline. 
 
• Implement an Uncalibrated Rectification algorithm, which would suppress the need of 
calibrating the stereo pair before starting a measurement. 
 
• Perform some post-processing steps to the Disparity Images to improve the quality. 
 
• Upgrade the OV7670 Cameras to a better-quality camera pair. 
 
• Implement the PS Software using an Operating System instead of programming in bare-metal. 
Xilinx SDK provides the option to implement applications in Linux and FreeRTOS. 
 
• Perform the optimizations explained in 9.3 to reduce the total latency with the ARM Cores 
working in parallel. 
 
• Implement the system in a more powerful SoC and test the scaling of the system by increasing 
the number of Processor Cores. 
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11. Environmental Impact 
This project is mainly oriented to the development of Embedded Hardware and Software Intellectual 
Property, which is non-tangible information. In any case, the environmental impact of this project 
comes from the materials used on the prototype. 
The physical materials used are the PYNQ-Z1 Board, the designed and fabricated Socket PCB and the 
OV7675 Cameras. These components do not emit any kind of substance or radiation that can be 
harmful to any person or the environment during their operation. 
Regarding their composition, all of them are RoHS compliant [77][78][79], meaning that they contain 
low levels of the 10 restricted substances of the directive [80]. This ensures that these components do 
not contain hazardous materials that can have a negative environmental impact during manufacturing 
and recycling. 
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Conclusions 
The Stereo Vision System has been shown to give the very similar experimental results as the MATLAB 
implementation of the Algorithm, which works properly. Therefore, the objective of designing a Stereo 
Vision Processor on a hardware platform has been accomplished. However, the Disparity Map does 
not provide good results when using input images from the cameras, due to problems with the 
Rectification step. 
To make the system simpler and easier to implement and debug, the Processor Software has ended 
up having more weight than initially intended. Nonetheless, all the computations of the Algorithm have 
been implemented by Hardware. 
The total latency of the Processor is much smaller than the processing time of the MATLAB 
implementation of the Algorithm, mainly thanks to the parallelization strategies followed with the 
hardware implementation. Therefore, the objective of reducing the total latency is considered fulfilled. 
However, the latency of the system is too high for its plausible implementation on an Automotive 
System. Besides, the processor is slower than most state-of-the-art FPGA-based implementations. The 
main reason is that the proposed Hardware Architecture is based on an Accumulator structure instead 
of a Pipeline. This Accumulator structure has been followed due to the characteristics of the classic 
Semi-Global Method the Processor is based on, which is not a Local Method. 
The Stereo Vision Processor includes a Communication System based on TCP/IP that has been tested 
with a PC. This Communication System is suitable to be integrated in a real Automotive Network. 
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Budget & Economic Analysis 
This section will present an economic analysis of the project costs. It must be considered that, as this 
project is a Prototype, its costs will be much higher than their mass-production counterparts. 
The following table contains the costs of the whole project in terms of materials. 
Concept Price/Unit Units Total price Total+VAT 
PYNQ-Z1 Board        177.16 €  1        177.16 €         214.36 €  
PYNQ-Z1 Shipping costs  -  -           44.51 €            53.86 €  
Ethernet Cable             5.33 €  1             5.33 €              6.45 €  
OV7670             1.69 €  5             8.45 €            10.22 €  
Camera Shipping costs  -  -             2.34 €              2.83 €  
Socket PCB (x5)             4.45 €  1             4.45 €              5.38 €  
PCB Shipping costs  -  -           20.00 €            24.20 €  
Vertical pin sockets (x9)             1.13 €  10           11.30 €            13.67 €  
Vertical pin-headers             0.04 €  100             4.00 €              4.84 €  
TOTAL        335.82 €  
The costs of the licenses for the used Software must also be contemplated: 
Software License Price Total+VAT 
Xilinx Vivado  WebPack (free)  0 €                  -   €  
Matlab R2018b  Student Suite       69.00 €            83.49 €  
Visual Studio 2017  Community (free)  0 €                  -   €  
TARGET3001!  Discover (free)  0 €                  -   €  
TOTAL        335.82 €  
Lastly, the dedicated engineering hours must also be added. A 6.25 €/h salary has been assumed, as it 
is a typical salary for an intern engineer. 
Activity Total hours Total cost 
Research and conceptualization 150            937.50 €  
VHDL Development 500        3,125.00 €  
C Programming 300        1,875.00 €  
PC interface programming 150            937.50 €  
PCB Design 30            187.50 €  
PCB Soldering 2              12.50 €  
Testing 100            625.00 €  
TOTAL 1232        7,700.00 €  
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Adding everything up, the total costs of the project ascend to 8119.31 € for the design, production and 
implementation of the Stereo Vision Processor prototype. 
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Annex A 
A1. Stereo Vision Processor specifications 
The following table summarizes the main specifications of the Stereo Vision Processor implemented: 
Image Sensors OmniVision OV7670 
Image Resolution 320x240 (QVGA) 
Disparity levels 10 
Stereo Calibration needed Yes 
Total Processor Latency 552 ms 
SoC Device XILINX Zynq-7000 (XC7Z020) 
# of Parallel Processors 4 
Processor Scalability Yes 
Base Evaluation Board PYNQ-Z1 
Communication Ethernet TCP/IP 
Camera Socket PCB Custom 
Socket positions (R) 3 
Board Supply Voltage 7..15 VDC 
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A2. User’s Manual 
This section contains a list of instructions that describes step by step how to set up and operate the 
Stereo Vision Processor to start a measurement. 
1. Board Assembly 
First of all, if not already done, the Board components must be assembled. Make sure that the following 
components are assembled on the PYNQ-Z1 Board: 
• The Camera Socket PCB 
• Two OmniVision OV7670 Cameras 
• A base or holder like the one shown at the image to keep the Board straight 
       
IMPORTANT – Make sure that one OV7670 Camera is mounted on the Left Camera socket and the 
other on one of the Right Camera sockets. More than one camera shall never be mounted on two Right 
Camera positions simultaneously. 
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Before powering-up the board, make sure that the JP4 Jumper is on the QSPI position. 
 
2. Powering the Board 
The PYNQ-Z1 Board can be powered by connecting its Micro-USB Connector to a USB port of a 
Computer or by connecting a Voltage Source between 7 and 15 Volts on its Power Connector.  
 
If the USB option is used, make sure that the Jumper JP5 is on the USB position. Otherwise, if the 
Voltage Source is used, put the JP5 on the REG position.  
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After the Power Supply has been connected and prepared as indicated, turn on the board by switching 
on the POWER switch at the corner of the PYNQ-Z1. 
  
3. Connect to the TCP Server 
After turning on the board, the LD5 LED will start shining in Red Color. This indicates that the Processor 
is initializing. Wait until this LED turns Green: this will indicate that the Processor is ready for a new 
connection. 
 
Open the PC Interface program (should be provided with the Processor) and, once the PYNQ-Z1 LED 
has turned green, click the Connect Button. 
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4. Calibrate the Cameras 
If not done already, the Cameras must be calibrated. To perform the calibration process, follow these 
steps: 
1. Activate the Left Input Image and Right Input Image Checkboxes of the Interface. Two new 
Windows should open. 
2. With the Algorithm in Step Mode, click on the Step Button. The images captured by the 
OV7670 Cameras should appear on the new windows. 
 
3. With a Calibration Rig (should be provided with the Processor), start taking images of the Rig 
in different Positions on the image frame. To quickly save both Input Images, use the “Save all 
active” Button. 10 to 20 images should be taken, with the following considerations in mind: 
 
• The Rig should be located approximately at the same distance as the objects to 
measure. 
• The Rig must appear on different locations, orientations and inclinations. The more 
variety the better. 
• All the Rig squares must be always clearly visible. 
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4. After generating the test images, go to the directory in which the .exe of the PC Interface is 
located and look for a Folder named SCREENSHOTS. All the captured images should be there, 
named iteratively as LX and RX (with “X” ordering the images chronologically). 
 
 
 
5. Create two folders, one for the Left Images and another one for the Right Images and move 
the corresponding images to each one. 
 
6. Open MATLAB, go to the APPS Tab and open the Stereo Camera Calibrator. Once there, click 
on the Add Images Button, and a Pop-Up will Appear.  
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7. Select the Folders that contain the Left and Right images captured previously. The size of the 
squares of the Calibration Rig provided is 46 mm. Afterwards, click OK. 
 
8. Then, MATLAB will search for the Calibration Rig squares. After this process, MATLAB can 
reject some image pairs if the squares are not clearly distinguishable. If everything went right, 
the image pairs will be shown on screen. 
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9. Check the “3 Coefficients”, “Skew” and “Tangential Distortion” boxes and click on Calibrate. 
After the Calibration has been successfully performed, click on Export Camera Parameters. The 
Intrinsic and Extrinsic parameters of the camera pair are now saved in the MATLAB Workspace. 
 
10. Maintaining the Camera Parameters in the Workspace, open the PPMComputation.m 
MATLAB Script provided with the Processor and click on RUN. The calibration coefficients that 
must be sent to the Processor via TCP/IP will be shown on the MATLAB Output Window. 
 
5. Apply the Calibration data and Start the measurement 
After performing the Calibration Step (or, equivalently, if calibration data is already available for the 
current position of the Camera Pair), input the calibration coefficients in the Text Boxes of the Camera 
Calibration area and send them through TCP/IP: 
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After this, the Rectification process of the Processor will start using the Calibration data to rectify the 
input images. At this moment, the Stereo Vision measurement can start. In order to visualize any 
output, activate the Output Image Checkbox. When the Step button is pressed, the Processor will start 
a calculation and a new Disparity Image will be shown on the Output Window. 
 
6. Analysis and diagnostic functionalities 
During a measurement, besides from the output Disparity Image, any intermediate image slice from 
the Algorithm can be selected with the Output Image Combo Box. As the intermediary data has one or 
two additional dimensions (Disparity Levels and Path), the concrete values must be selected using the 
Combo Boxes below in order to display a specific image slice. 
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Analogously, the Left and Right images can be selected between the Raw Images captured by the 
cameras of the Rectified Images. 
 
Regarding the Algorithm execution, the Processor can be configured to measure data continuously 
with the Algorithm Command Combo Box. If “Continuous Mode” is selected, the Processor will run 
continuously, and the Step Button will be disabled. If the “Step Mode” is selected, the Processor will 
go back to only applying the calculations when clicking the Step Button. 
 
Regarding the Diagnostic Information provided by the Processor, which shows the latencies of the 
process on its different stages, it can be selected if the values shown are the current iteration values or 
the mean values of the whole measurement. 
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7. Camera configuration functionalities 
The PC Interface also gives the option to configure the registers of the OV7670 Cameras. In order to do 
so, it must be selected if the configuration value corresponds to the Left Camera, the Right one or to 
both. The use of the “Processor” selection is reserved. 
 
After selecting which camera is to be configured, write the ID of the Register in the left Text Box and 
the value to set in the right one. The values must be input in Hexadecimal notation. After that, click the 
Configure Button. 
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A3. Processor PL AXI Slave Registers 
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Register Signal Description 
Reg Signal Name Description 
0 
OPCODE Signal that codifies the current operation to perform 
PATH Current Path being computed 
GEN TRIG General trigger signal for the PL system that starts an iteration 
PATH_CntN Counters used during the computation of Diagonal Paths 
Reorg FLAG Flag that indicates the start of a Reorganization process by the PS 
Enrg RST inp N 
Flags that indicate to the process cores that the current accumulated Energy values 
must be reset 
Proc Trig Trigger signal for the process cores 
1 
P CLR N Clear signals for the Process Interrupts  (cleared automatically) 
IMG CLR Clear signal for the Image Interrupt  (cleared automatically) 
DP Active N Signals that indicate an ongoing data transaction for each process core 
2 
REG ID Identifier of the OV7670 Register to configure 
REG DATA Value to write to the OV7670 Register 
SERIAL LRB 
Selector signal that indicates if the operation is for the Left camera, the Right one or 
both 
TRIG Trigger signal to request a camera configuration (cleared automatically) 
2..8, 
35..4
0 
CALIBRATION 
PARAMETER N 
Calibration parameters to perform the image Rectification 
9, 13, 
17, 
21 
CDMACRCon_N Configuration data for the CDMA Cores 
10, 
14, 
18, 
22 
AXI_MUX_SEL_N Selector signals for the BRAM Bank Multiplexors 
BRAM_AD_CDMA
N 
BRAM Address of the memory transaction to be performed by the CDMAs 
Config ReadyN Flags that indicate that new configuration data is ready (cleared automatically) 
EXPRTN Flags that indicate if the transaction to perform is an Export or an Import 
RSTN Flags that indicate a RST request for each CDMA Core 
DMA CLRN Flags that indicate a CLR request for each CDMA Core 
11, 
15, 
19, 
23 
DDR_AD_CDMAN DDR Address of the memory transaction to be performed by the CDMAs 
12, 
16, 
20, 
24 
BTT_CDMAN Bytes to be transferred in the memory transaction to be performed by the CDMAs 
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25 
PN Irq Process Core Interrupt Flags 
DMAN Irq CDMA Interrupt Flags 
IMG Irq Image Interrupt Flag 
26 IDLE TIME Output of the Monitoring Timer after the IDLE operation 
26, 
27 
RECTIFICATION 
TIME 
Output of the Monitoring Timer after the RECTIFICATION operation 
27, 
28 
COST TIME Output of the Monitoring Timer after the COST CUBE operation 
28 
PATH PROCESS 
TIME 
Output of the Monitoring Timer after the PATH PROCESS operation 
29 ENERGY TIME Output of the Monitoring Timer after the ENERGY operation 
30 
OPTIMIZATION 
TIME 
Output of the Monitoring Timer after the OPTIMIZATION operation 
31 TOTAL TIME Output of the Monitoring Timer after a full iteration 
32 COST REORG TIME Output of the Monitoring Timer after the reorganization of the Cost Cube 
33 
PATH REORG 
TIME 
Output of the Monitoring Timer after the reorganization of the Path Space 
34 
X OFFSET Additional X Offset for the Image Rectification 
Y OFFSET Additional Y Offset for the Image Rectification 
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A4. TCP/IP Application-level messages 
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A5. Processor Software flow diagrams 
Main program 
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Algorithm Check State 
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Data Path (General) 
 
Data Path (Export Raw) 
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Data Path (Export Rectified) 
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Data Path (Cost Cube) 
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Data Path (Path Process) 
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Data Path (Energy Process) 
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Data Path (Optimization Process) 
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TCP Server Receive Callback 
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A6. PC Interface Software flow diagrams 
TCP BackgroundWorker 
 
  Annexos 
204   
Image BackgroundWorkers 
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TCP Client Requests BackgroundWorker 
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A7. VHDL Source Code 
File Hierarchy 
• StereoVisionProcessor.vhd 
• PS_INTERFACE.vhd 
• MoniTimer_Intf.vhd 
• AXI4_Driver.vhd 
• AXI4_Slave.vhd 
• AXI4_Master.vhd 
• ProcessorBank.vhd 
• RectifierProcessBlockOPT.vhd 
• PROJECTIVE_CALC_infer.vhd 
• MULT_infer.vhd 
• ProcessBlockOPT.vhd 
• SORTER_simplified.vhd 
• MinBlock.vhd 
• RegBlock.vhd 
• MaxBlock.vhd 
• ENERGY_ADDER_infer.vhd 
• CONTROL_LUTS.vhd 
• AXI4_BBank_Con.vhd 
• AXI4_BramBankSlave.vhd 
• BramBank.vhd 
• FIMG_PAIR.vhd 
• FIMG_BRAM_infer.vhd 
• BRAM16BLOCK.vhd 
• BRAM4BLOCK.vhd 
• PATH_BLOCK.vhd 
• BRAM_ATOM_infer.vhd 
• SPP.vhd 
• SCCB_MOD.vhd 
• DATA_MOD.vhd 
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-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: StereoVisionProcessor.vhd 
 
-- Module name: Stereo Vision Processor 
 
-- Description: Top level source of the self-made Architecture 
--              of the Stereo Vision Processor 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
 
entity SVP is 
 generic ( 
            ENABLE_ExportRectified: STD_LOGIC := '1'; 
             
            CDMA0_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"7e200000"; 
            CDMA1_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"7e210000"; 
            CDMA2_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"7e220000"; 
            CDMA3_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"7e230000"; 
             
            CDMA0_BRAM_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"20000000"; 
            CDMA1_BRAM_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"21000000"; 
            CDMA2_BRAM_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"22000000"; 
            CDMA3_BRAM_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"23000000"; 
             
            DDR_BASEADDR_LIMG : STD_LOGIC_VECTOR(31 downto 0)              := x"07000000"; 
            DDR_BASEADDR_RIMG : STD_LOGIC_VECTOR(31 downto 0)              := x"0b000000"; 
             
            CDMA_DDR_BASEADDR_L_RECT : STD_LOGIC_VECTOR(31 downto 0)       := x"00700000"; 
            CDMA_DDR_BASEADDR_R_RECT : STD_LOGIC_VECTOR(31 downto 0)       := x"00800000"; 
            CDMA_DDR_BASEADDR_COST : STD_LOGIC_VECTOR(31 downto 0)         := x"01000000"; 
            CDMA_DDR_BASEADDR_PATH : STD_LOGIC_VECTOR(31 downto 0)         := x"02000000"; 
            CDMA_DDR_BASEADDR_ENERGY : STD_LOGIC_VECTOR(31 downto 0)       := x"03000000"; 
            CDMA_DDR_BASEADDR_DISPARITY : STD_LOGIC_VECTOR(31 downto 0)    := x"04000000"; 
             
            constant disp_levels : integer := 10; 
            constant PBlocks : integer := 4;     
             
            AXI_DATA_WIDTH    : integer    := 32; 
            AXI_FULL_ADDR_WIDTH    : integer    := 32; 
            C_S_AXI_ID_WIDTH    : integer    := 1; 
            AXI_ADDR_WIDTH    : integer    := 8 
            ); 
Port ( 
 
        CLK : in STD_LOGIC; 
        CDMA0_intr : in STD_LOGIC; 
        CDMA1_intr : in STD_LOGIC; 
        CDMA2_intr : in STD_LOGIC; 
        CDMA3_intr : in STD_LOGIC; 
        PS_Intr: out STD_LOGIC; 
        s00_axi_aclk : in std_logic; 
        s00_axi_aresetn    : in std_logic; 
        s00_axi_awaddr    : in std_logic_vector(AXI_ADDR_WIDTH-1 downto 0); 
        s00_axi_awprot    : in std_logic_vector(2 downto 0); 
        s00_axi_awvalid    : in std_logic; 
        s00_axi_awready    : out std_logic; 
        s00_axi_wdata    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        s00_axi_wstrb    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        s00_axi_wvalid    : in std_logic; 
        s00_axi_wready    : out std_logic; 
        s00_axi_bresp    : out std_logic_vector(1 downto 0); 
        s00_axi_bvalid    : out std_logic; 
        s00_axi_bready    : in std_logic; 
        s00_axi_araddr    : in std_logic_vector(AXI_ADDR_WIDTH-1 downto 0); 
        s00_axi_arprot    : in std_logic_vector(2 downto 0); 
        s00_axi_arvalid    : in std_logic; 
        s00_axi_arready    : out std_logic; 
        s00_axi_rdata    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        s00_axi_rresp    : out std_logic_vector(1 downto 0); 
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        s00_axi_rvalid    : out std_logic; 
        s00_axi_rready    : in std_logic; 
        S0_AXI_ACLK    : in std_logic; 
        S0_AXI_ARESETN    : in std_logic; 
        S0_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S0_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        S0_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S0_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        S0_AXI_AWLOCK    : in std_logic; 
        S0_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S0_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S0_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S0_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S0_AXI_AWVALID    : in std_logic; 
        S0_AXI_AWREADY    : out std_logic; 
        S0_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S0_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S0_AXI_WLAST    : in std_logic; 
        S0_AXI_WVALID    : in std_logic; 
        S0_AXI_WREADY    : out std_logic; 
        S0_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S0_AXI_BVALID    : out std_logic; 
        S0_AXI_BREADY    : in std_logic; 
        S0_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S0_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S0_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S0_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S0_AXI_ARLOCK    : in std_logic; 
        S0_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S0_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S0_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        S0_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S0_AXI_ARVALID    : in std_logic; 
        S0_AXI_ARREADY    : out std_logic; 
        S0_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S0_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S0_AXI_RLAST    : out std_logic; 
        S0_AXI_RVALID    : out std_logic; 
        S0_AXI_RREADY    : in std_logic; 
         
         S1_AXI_ACLK    : in std_logic; 
        S1_AXI_ARESETN    : in std_logic; 
        S1_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S1_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S1_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        S1_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S1_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        S1_AXI_AWLOCK    : in std_logic; 
        S1_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S1_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S1_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S1_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S1_AXI_AWVALID    : in std_logic; 
        S1_AXI_AWREADY    : out std_logic; 
        S1_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S1_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S1_AXI_WLAST    : in std_logic; 
        S1_AXI_WVALID    : in std_logic; 
        S1_AXI_WREADY    : out std_logic; 
        S1_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S1_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S1_AXI_BVALID    : out std_logic; 
        S1_AXI_BREADY    : in std_logic; 
        S1_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S1_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S1_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S1_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S1_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S1_AXI_ARLOCK    : in std_logic; 
        S1_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S1_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S1_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        S1_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S1_AXI_ARVALID    : in std_logic; 
        S1_AXI_ARREADY    : out std_logic; 
        S1_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
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        S1_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S1_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S1_AXI_RLAST    : out std_logic; 
        S1_AXI_RVALID    : out std_logic; 
        S1_AXI_RREADY    : in std_logic; 
         
         S2_AXI_ACLK    : in std_logic; 
        S2_AXI_ARESETN    : in std_logic; 
        S2_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S2_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        S2_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S2_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        S2_AXI_AWLOCK    : in std_logic; 
        S2_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S2_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S2_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S2_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S2_AXI_AWVALID    : in std_logic; 
        S2_AXI_AWREADY    : out std_logic; 
        S2_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S2_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S2_AXI_WLAST    : in std_logic; 
        S2_AXI_WVALID    : in std_logic; 
        S2_AXI_WREADY    : out std_logic; 
        S2_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S2_AXI_BVALID    : out std_logic; 
        S2_AXI_BREADY    : in std_logic; 
        S2_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S2_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S2_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S2_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S2_AXI_ARLOCK    : in std_logic; 
        S2_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S2_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S2_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        S2_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S2_AXI_ARVALID    : in std_logic; 
        S2_AXI_ARREADY    : out std_logic; 
        S2_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S2_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S2_AXI_RLAST    : out std_logic; 
        S2_AXI_RVALID    : out std_logic; 
        S2_AXI_RREADY    : in std_logic; 
         
         S3_AXI_ACLK    : in std_logic; 
        S3_AXI_ARESETN    : in std_logic; 
        S3_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S3_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        S3_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S3_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        S3_AXI_AWLOCK    : in std_logic; 
        S3_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S3_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S3_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S3_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S3_AXI_AWVALID    : in std_logic; 
        S3_AXI_AWREADY    : out std_logic; 
        S3_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S3_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S3_AXI_WLAST    : in std_logic; 
        S3_AXI_WVALID    : in std_logic; 
        S3_AXI_WREADY    : out std_logic; 
        S3_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S3_AXI_BVALID    : out std_logic; 
        S3_AXI_BREADY    : in std_logic; 
        S3_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S3_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S3_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S3_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S3_AXI_ARLOCK    : in std_logic; 
        S3_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S3_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S3_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
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        S3_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S3_AXI_ARVALID    : in std_logic; 
        S3_AXI_ARREADY    : out std_logic; 
        S3_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S3_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S3_AXI_RLAST    : out std_logic; 
        S3_AXI_RVALID    : out std_logic; 
        S3_AXI_RREADY    : in std_logic; 
         
        CAM_DATA_L : in STD_LOGIC_VECTOR (7 downto 0); 
        CAM_PCLK_L : in STD_LOGIC; 
        CAM_HREF_L : in STD_LOGIC; 
        CAM_VSYNC_L : in STD_LOGIC; 
        CAM_SDA_L : out STD_LOGIC; 
        CAM_SCL_L : out STD_LOGIC; 
        CAM_DATA_R : in STD_LOGIC_VECTOR (7 downto 0); 
        CAM_PCLK_R : in STD_LOGIC; 
        CAM_HREF_R : in STD_LOGIC; 
        CAM_VSYNC_R : in STD_LOGIC; 
        CAM_SDA_R : out STD_LOGIC; 
        CAM_SCL_R : out STD_LOGIC; 
        CAM_XCLK : out STD_LOGIC; 
        CAM_PWDN : out STD_LOGIC; 
        CAM_RST : out STD_LOGIC; 
        RST : in STD_LOGIC; 
         
        M0_AXI_ACLK : in std_logic; 
        M0_AXI_ARESETN    : in std_logic; 
        M0_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_AWVALID    : out std_logic; 
        M0_AXI_AWREADY    : in std_logic; 
        M0_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M0_AXI_WVALID    : out std_logic; 
        M0_AXI_WREADY    : in std_logic; 
        M0_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_BVALID    : in std_logic; 
        M0_AXI_BREADY    : out std_logic; 
        M0_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_ARVALID    : out std_logic; 
        M0_AXI_ARREADY    : in std_logic; 
        M0_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_RVALID    : in std_logic; 
        M0_AXI_RREADY    : out std_logic; 
         
        M1_AXI_ACLK : in std_logic; 
        M1_AXI_ARESETN    : in std_logic; 
        M1_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M1_AXI_AWVALID    : out std_logic; 
        M1_AXI_AWREADY    : in std_logic; 
        M1_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M1_AXI_WVALID    : out std_logic; 
        M1_AXI_WREADY    : in std_logic; 
        M1_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_BVALID    : in std_logic; 
        M1_AXI_BREADY    : out std_logic; 
        M1_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M1_AXI_ARVALID    : out std_logic; 
        M1_AXI_ARREADY    : in std_logic; 
        M1_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_RVALID    : in std_logic; 
        M1_AXI_RREADY    : out std_logic; 
         
        M2_AXI_ACLK : in std_logic; 
        M2_AXI_ARESETN    : in std_logic; 
        M2_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_AWVALID    : out std_logic; 
        M2_AXI_AWREADY    : in std_logic; 
        M2_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M2_AXI_WVALID    : out std_logic; 
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        M2_AXI_WREADY    : in std_logic; 
        M2_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_BVALID    : in std_logic; 
        M2_AXI_BREADY    : out std_logic; 
        M2_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_ARVALID    : out std_logic; 
        M2_AXI_ARREADY    : in std_logic; 
        M2_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_RVALID    : in std_logic; 
        M2_AXI_RREADY    : out std_logic; 
        
        M3_AXI_ACLK : in std_logic; 
        M3_AXI_ARESETN    : in std_logic; 
        M3_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_AWVALID    : out std_logic; 
        M3_AXI_AWREADY    : in std_logic; 
        M3_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M3_AXI_WVALID    : out std_logic; 
        M3_AXI_WREADY    : in std_logic; 
        M3_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_BVALID    : in std_logic; 
        M3_AXI_BREADY    : out std_logic; 
        M3_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_ARVALID    : out std_logic; 
        M3_AXI_ARREADY    : in std_logic; 
        M3_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_RVALID    : in std_logic; 
        M3_AXI_RREADY    : out std_logic 
); 
end SVP; 
 
architecture Behavioral of SVP is 
 
component PS_INTERFACE is 
 generic ( 
      AXI_DATA_WIDTH : integer := 32; 
            AXI_FULL_ADDR_WIDTH : integer := 32; 
            AXI_ADDR_WIDTH    : integer    := 8 
 ); 
 port ( 
 
        CLK : in STD_LOGIC; 
        RST : in STD_LOGIC; 
         
        PS_Intr: out STD_LOGIC; 
         
        BBCon_AXI0_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        BBCon_AXI1_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        BBCon_AXI2_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        BBCon_AXI3_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
         
        PROC_DONE : in STD_LOGIC_VECTOR(3 downto 0); 
        IMG_DONE : in STD_LOGIC; 
         
        ALG_OPCODE : out STD_LOGIC_VECTOR(3 downto 0); 
        DP_Active : out STD_LOGIC_VECTOR(3 downto 0); 
        PATH_Cnt: out STD_LOGIC_VECTOR(4*4-1 downto 0);  
        CURR_PATH: out STD_LOGIC_VECTOR(2 downto 0); 
        CD_Transition: out STD_LOGIC_VECTOR(3 downto 0); 
        Energy_InputRST: out STD_LOGIC_VECTOR(3 downto 0); 
        CALIBRATION_PARAMS : out STD_LOGIC_VECTOR(32*12-1 downto 0); -- 12 Parameters, 6 for each transformation 
        CALIBRATION_OFFX: out STD_LOGIC_VECTOR(15 downto 0); 
        CALIBRATION_OFFY: out STD_LOGIC_VECTOR(15 downto 0); 
        Alg_ProcTrigger: out STD_LOGIC; 
        CDMA0_intr: in STD_LOGIC; 
        CDMA1_intr: in STD_LOGIC; 
        CDMA2_intr: in STD_LOGIC; 
        CDMA3_intr: in STD_LOGIC; 
        STEP_TRIGGER : out STD_LOGIC; 
        SPP_START_FLAG_L : in STD_LOGIC; 
        SPP_START_FLAG_R : in STD_LOGIC; 
        SPPCon_SERIAL_LRB : out STD_LOGIC_VECTOR(2 downto 0); 
        SPPCon_REG_ID : out STD_LOGIC_VECTOR(7 downto 0); 
        SPPCon_REG_DATA : out STD_LOGIC_VECTOR(7 downto 0); 
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        SPPCon_SERIAL_TRIG : out STD_LOGIC; 
        SPPCon_SERIAL_BUSY_L : in STD_LOGIC; 
        SPPCon_SERIAL_BUSY_R : in STD_LOGIC; 
         
                -- WE WILL THINK ABOUT THIS ONE 
         
        M0_AXI_ACLK    : in std_logic; 
        M0_AXI_ARESETN    : in std_logic; 
        M0_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_AWVALID    : out std_logic; 
        M0_AXI_AWREADY    : in std_logic; 
        M0_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M0_AXI_WVALID    : out std_logic; 
        M0_AXI_WREADY    : in std_logic; 
        M0_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_BVALID    : in std_logic; 
        M0_AXI_BREADY    : out std_logic; 
        M0_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_ARVALID    : out std_logic; 
        M0_AXI_ARREADY    : in std_logic; 
        M0_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_RVALID    : in std_logic; 
        M0_AXI_RREADY    : out std_logic; 
         
        M1_AXI_ACLK    : in std_logic; 
        M1_AXI_ARESETN    : in std_logic; 
        M1_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M1_AXI_AWVALID    : out std_logic; 
        M1_AXI_AWREADY    : in std_logic; 
        M1_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M1_AXI_WVALID    : out std_logic; 
        M1_AXI_WREADY    : in std_logic; 
        M1_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_BVALID    : in std_logic; 
        M1_AXI_BREADY    : out std_logic; 
        M1_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M1_AXI_ARVALID    : out std_logic; 
        M1_AXI_ARREADY    : in std_logic; 
        M1_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_RVALID    : in std_logic; 
        M1_AXI_RREADY    : out std_logic; 
         
        M2_AXI_ACLK    : in std_logic; 
        M2_AXI_ARESETN    : in std_logic; 
        M2_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_AWVALID    : out std_logic; 
        M2_AXI_AWREADY    : in std_logic; 
        M2_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M2_AXI_WVALID    : out std_logic; 
        M2_AXI_WREADY    : in std_logic; 
        M2_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_BVALID    : in std_logic; 
        M2_AXI_BREADY    : out std_logic; 
        M2_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_ARVALID    : out std_logic; 
        M2_AXI_ARREADY    : in std_logic; 
        M2_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_RVALID    : in std_logic; 
        M2_AXI_RREADY    : out std_logic; 
        
        M3_AXI_ACLK    : in std_logic; 
        M3_AXI_ARESETN    : in std_logic; 
        M3_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_AWVALID    : out std_logic; 
        M3_AXI_AWREADY    : in std_logic; 
        M3_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
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        M3_AXI_WVALID    : out std_logic; 
        M3_AXI_WREADY    : in std_logic; 
        M3_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_BVALID    : in std_logic; 
        M3_AXI_BREADY    : out std_logic; 
        M3_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_ARVALID    : out std_logic; 
        M3_AXI_ARREADY    : in std_logic; 
        M3_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_RVALID    : in std_logic; 
        M3_AXI_RREADY    : out std_logic; 
         
        -- INDEED WE WILL 
         
  s00_axi_aclk : in std_logic; 
  s00_axi_aresetn : in std_logic; 
  s00_axi_awaddr : in std_logic_vector(AXI_ADDR_WIDTH-1 downto 0); 
  s00_axi_awprot : in std_logic_vector(2 downto 0); 
  s00_axi_awvalid : in std_logic; 
  s00_axi_awready : out std_logic; 
  s00_axi_wdata : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
  s00_axi_wstrb : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
  s00_axi_wvalid : in std_logic; 
  s00_axi_wready : out std_logic; 
  s00_axi_bresp : out std_logic_vector(1 downto 0); 
  s00_axi_bvalid : out std_logic; 
  s00_axi_bready : in std_logic; 
  s00_axi_araddr : in std_logic_vector(AXI_ADDR_WIDTH-1 downto 0); 
  s00_axi_arprot : in std_logic_vector(2 downto 0); 
  s00_axi_arvalid : in std_logic; 
  s00_axi_arready : out std_logic; 
  s00_axi_rdata : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
  s00_axi_rresp : out std_logic_vector(1 downto 0); 
  s00_axi_rvalid : out std_logic; 
  s00_axi_rready : in std_logic 
 ); 
end component PS_INTERFACE; 
 
component ProcessorBank is 
generic( 
    constant disp_levels : integer := 10; 
    constant PBlocks : integer := 4          -- CHECK THAT PBlocks*DispLevels is AT MOST 100 !!! 
); 
Port ( 
       CLK: in STD_LOGIC; 
       RST: in STD_LOGIC; 
       MEAS_MainFSM : out STD_LOGIC_VECTOR(3 downto 0); 
       MEAS_CostCubeFSM : out STD_LOGIC_VECTOR(2 downto 0); 
       MEAS_PathProcessFSM : out STD_LOGIC_VECTOR(2 downto 0); 
       MEAS_CurrentPixel : out STD_LOGIC_VECTOR(8 downto 0); 
       MEAS_CurrentRow : out STD_LOGIC_VECTOR(9 downto 0); 
       MEAS_CurrentDisp : out STD_LOGIC_VECTOR(3 downto 0); 
       MEAS_CurrentBlock : out STD_LOGIC_VECTOR(3 downto 0); 
       TRIGGER: in STD_LOGIC; 
       DP_ACTIVE: in STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
       OPCODE: in STD_LOGIC_VECTOR(3 downto 0); 
       DONE: out STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
       PATH_Cnt: in STD_LOGIC_VECTOR(4*PBlocks-1 downto 0);  
       CURR_PATH: in STD_LOGIC_VECTOR(2 downto 0); 
       Energy_InputRST: in STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
       CD_Transition: in STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
       CALIBRATION_PARAMS : in STD_LOGIC_VECTOR(32*12-1 downto 0); -- 18 Parameters, 9 for each transformation 
       CALIBRATION_OFFX: in STD_LOGIC_VECTOR(15 downto 0); 
       CALIBRATION_OFFY: in STD_LOGIC_VECTOR(15 downto 0); 
       P_BRAM_addr : out STD_LOGIC_VECTOR(15*PBlocks*disp_levels-1 downto 0); 
       P_BRAM_din : out STD_LOGIC_VECTOR(32*PBlocks*disp_levels-1 downto 0); 
       P_BRAM_dout : in STD_LOGIC_VECTOR(32*PBlocks*disp_levels-1 downto 0); 
       P_BRAM_en : out STD_LOGIC_VECTOR(PBlocks*disp_levels-1 downto 0); 
       P_BRAM_we : out STD_LOGIC_VECTOR(4*PBlocks*disp_levels-1 downto 0); 
       L_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0); 
       L_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
       L_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
       L_BRAM_en : out STD_LOGIC; 
       L_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0); 
       R_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0); 
       R_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
       R_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
       R_BRAM_en : out STD_LOGIC; 
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       R_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0) 
); 
end component ProcessorBank; 
 
component AXI4_BBank_Con is 
Generic( 
        ACTUAL_ADDR_BITS: integer := 15; 
        C_S_AXI_ID_WIDTH    : integer    := 1; 
        C_S_AXI_DATA_WIDTH    : integer    := 32; 
        C_S_AXI_ADDR_WIDTH    : integer    := 32 
); 
Port ( 
        AXI0_BRAM_DIN : out STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI0_BRAM_DOUT : in STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI0_BRAM_WE : out STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI0_BRAM_EN : out STD_LOGIC; 
        AXI0_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
        AXI1_BRAM_DIN : out STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI1_BRAM_DOUT : in STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI1_BRAM_WE : out STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI1_BRAM_EN : out STD_LOGIC; 
        AXI1_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
        AXI2_BRAM_DIN : out STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI2_BRAM_DOUT : in STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI2_BRAM_WE : out STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI2_BRAM_EN : out STD_LOGIC; 
        AXI2_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
        AXI3_BRAM_DIN : out STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI3_BRAM_DOUT : in STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0); 
        AXI3_BRAM_WE : out STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI3_BRAM_EN : out STD_LOGIC; 
        AXI3_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
        S0_AXI_ACLK    : in std_logic; 
        S0_AXI_ARESETN    : in std_logic; 
        S0_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S0_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        S0_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S0_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        S0_AXI_AWLOCK    : in std_logic; 
        S0_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S0_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S0_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S0_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S0_AXI_AWVALID    : in std_logic; 
        S0_AXI_AWREADY    : out std_logic; 
        S0_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S0_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S0_AXI_WLAST    : in std_logic; 
        S0_AXI_WVALID    : in std_logic; 
        S0_AXI_WREADY    : out std_logic; 
        S0_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S0_AXI_BVALID    : out std_logic; 
        S0_AXI_BREADY    : in std_logic; 
        S0_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S0_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S0_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S0_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S0_AXI_ARLOCK    : in std_logic; 
        S0_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S0_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S0_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        S0_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S0_AXI_ARVALID    : in std_logic; 
        S0_AXI_ARREADY    : out std_logic; 
        S0_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S0_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S0_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S0_AXI_RLAST    : out std_logic; 
        S0_AXI_RVALID    : out std_logic; 
        S0_AXI_RREADY    : in std_logic; 
         S1_AXI_ACLK    : in std_logic; 
        S1_AXI_ARESETN    : in std_logic; 
        S1_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S1_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S1_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        S1_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S1_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
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        S1_AXI_AWLOCK    : in std_logic; 
        S1_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S1_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S1_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S1_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S1_AXI_AWVALID    : in std_logic; 
        S1_AXI_AWREADY    : out std_logic; 
        S1_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S1_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S1_AXI_WLAST    : in std_logic; 
        S1_AXI_WVALID    : in std_logic; 
        S1_AXI_WREADY    : out std_logic; 
        S1_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S1_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S1_AXI_BVALID    : out std_logic; 
        S1_AXI_BREADY    : in std_logic; 
        S1_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S1_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S1_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S1_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S1_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S1_AXI_ARLOCK    : in std_logic; 
        S1_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S1_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S1_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        S1_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S1_AXI_ARVALID    : in std_logic; 
        S1_AXI_ARREADY    : out std_logic; 
        S1_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S1_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S1_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S1_AXI_RLAST    : out std_logic; 
        S1_AXI_RVALID    : out std_logic; 
        S1_AXI_RREADY    : in std_logic; 
         S2_AXI_ACLK    : in std_logic; 
        S2_AXI_ARESETN    : in std_logic; 
        S2_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S2_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        S2_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S2_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        S2_AXI_AWLOCK    : in std_logic; 
        S2_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S2_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S2_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S2_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S2_AXI_AWVALID    : in std_logic; 
        S2_AXI_AWREADY    : out std_logic; 
        S2_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S2_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S2_AXI_WLAST    : in std_logic; 
        S2_AXI_WVALID    : in std_logic; 
        S2_AXI_WREADY    : out std_logic; 
        S2_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S2_AXI_BVALID    : out std_logic; 
        S2_AXI_BREADY    : in std_logic; 
        S2_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S2_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S2_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S2_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S2_AXI_ARLOCK    : in std_logic; 
        S2_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S2_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S2_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        S2_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S2_AXI_ARVALID    : in std_logic; 
        S2_AXI_ARREADY    : out std_logic; 
        S2_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S2_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S2_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S2_AXI_RLAST    : out std_logic; 
        S2_AXI_RVALID    : out std_logic; 
        S2_AXI_RREADY    : in std_logic; 
         S3_AXI_ACLK    : in std_logic; 
        S3_AXI_ARESETN    : in std_logic; 
        S3_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_AWADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S3_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
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        S3_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        S3_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        S3_AXI_AWLOCK    : in std_logic; 
        S3_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        S3_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        S3_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        S3_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        S3_AXI_AWVALID    : in std_logic; 
        S3_AXI_AWREADY    : out std_logic; 
        S3_AXI_WDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S3_AXI_WSTRB    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        S3_AXI_WLAST    : in std_logic; 
        S3_AXI_WVALID    : in std_logic; 
        S3_AXI_WREADY    : out std_logic; 
        S3_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        S3_AXI_BVALID    : out std_logic; 
        S3_AXI_BREADY    : in std_logic; 
        S3_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_ARADDR    : in std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        S3_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        S3_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        S3_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        S3_AXI_ARLOCK    : in std_logic; 
        S3_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        S3_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        S3_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        S3_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        S3_AXI_ARVALID    : in std_logic; 
        S3_AXI_ARREADY    : out std_logic; 
        S3_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        S3_AXI_RDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        S3_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        S3_AXI_RLAST    : out std_logic; 
        S3_AXI_RVALID    : out std_logic; 
        S3_AXI_RREADY    : in std_logic 
); 
end component AXI4_BBank_Con; 
 
component BramBank is 
 
generic( 
 
    constant disp_levels : integer := 10; 
    constant PBlocks : integer := 4          -- CHECK THAT PBlocks*DispLevels is AT MOST 100 !!! 
); 
 
Port ( 
 
    CLK : in STD_LOGIC; 
    AXI0_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
    AXI1_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
    AXI2_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
    AXI3_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
    L_BRAM_IN_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    L_BRAM_IN_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_IN_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_IN_en : in STD_LOGIC; 
    L_BRAM_IN_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    R_BRAM_IN_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    R_BRAM_IN_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_IN_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_IN_en : in STD_LOGIC; 
    R_BRAM_IN_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    L_BRAM_OUT_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    L_BRAM_OUT_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_OUT_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_OUT_en : in STD_LOGIC; 
    L_BRAM_OUT_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    R_BRAM_OUT_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    R_BRAM_OUT_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_OUT_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_OUT_en : in STD_LOGIC; 
    R_BRAM_OUT_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    PB_BRAM_PORTA_addr : in STD_LOGIC_VECTOR ( (15*disp_levels*PBlocks)-1 downto 0 );   -- ONLY 10 EFFECTIVE 
    PB_BRAM_PORTA_din : in STD_LOGIC_VECTOR ( (32*disp_levels*PBlocks)-1 downto 0 ); 
    PB_BRAM_PORTA_dout : out STD_LOGIC_VECTOR ( (32*disp_levels*PBlocks)-1 downto 0 ); 
    PB_BRAM_PORTA_en : in STD_LOGIC_VECTOR(disp_levels*PBlocks-1 downto 0); 
    PB_BRAM_PORTA_we : in STD_LOGIC_VECTOR(4*disp_levels*PBlocks-1 downto 0); 
    AXI_BRAM_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
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    AXI_BRAM_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_0_en : in STD_LOGIC; 
    AXI_BRAM_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    AXI_BRAM_1_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    AXI_BRAM_1_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_1_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_1_en : in STD_LOGIC; 
    AXI_BRAM_1_we : in STD_LOGIC_VECTOR( 3 downto 0 ); 
    AXI_BRAM_2_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    AXI_BRAM_2_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_2_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_2_en : in STD_LOGIC; 
    AXI_BRAM_2_we : in STD_LOGIC_VECTOR( 3 downto 0 ); 
    AXI_BRAM_3_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    AXI_BRAM_3_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_3_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_3_en : in STD_LOGIC; 
    AXI_BRAM_3_we : in STD_LOGIC_VECTOR( 3 downto 0 ) 
); 
end component BramBank; 
 
component SPP is 
    Port ( 
           CLK : in STD_LOGIC; 
           RST : in STD_LOGIC; 
           ALG_OPCODE : in STD_LOGIC_VECTOR(3 downto 0); 
           SERIAL_LRB : in STD_LOGIC_VECTOR(2 downto 0);    -- "001" => Left, "010" => Right, "011" => Both 
           REG_ID : in STD_LOGIC_VECTOR(7 downto 0); 
           REG_DATA : in STD_LOGIC_VECTOR(7 downto 0); 
           SERIAL_TRIG : in STD_LOGIC; 
           SERIAL_BUSY_L : out STD_LOGIC; 
           SERIAL_BUSY_R : out STD_LOGIC; 
           STEP_TRIGGER : in STD_LOGIC; 
           IMG_DONE : out STD_LOGIC; 
           L_BRAM_ADDRA : out STD_LOGIC_VECTOR (14 downto 0); 
           L_BRAM_CLKA : out STD_LOGIC; 
           L_BRAM_DINA : out STD_LOGIC_VECTOR (31 downto 0); 
           L_BRAM_ENA : out STD_LOGIC; 
           L_BRAM_RSTA : out STD_LOGIC; 
           L_BRAM_WEA : out STD_LOGIC_VECTOR(3 downto 0); 
           R_BRAM_ADDRA : out STD_LOGIC_VECTOR (14 downto 0); 
           R_BRAM_CLKA : out STD_LOGIC; 
           R_BRAM_DINA : out STD_LOGIC_VECTOR (31 downto 0); 
           R_BRAM_ENA : out STD_LOGIC; 
           R_BRAM_RSTA : out STD_LOGIC; 
           R_BRAM_WEA : out STD_LOGIC_VECTOR(3 downto 0); 
           CAM_DATA_L : in STD_LOGIC_VECTOR (7 downto 0); 
           CAM_PCLK_L : in STD_LOGIC; 
           CAM_HREF_L : in STD_LOGIC; 
           CAM_VSYNC_L : in STD_LOGIC; 
           CAM_SDA_L : out STD_LOGIC; 
           CAM_SCL_L : out STD_LOGIC; 
           CAM_DATA_R : in STD_LOGIC_VECTOR (7 downto 0); 
           CAM_PCLK_R : in STD_LOGIC; 
           CAM_HREF_R : in STD_LOGIC; 
           CAM_VSYNC_R : in STD_LOGIC; 
           CAM_SDA_R : out STD_LOGIC; 
           CAM_SCL_R : out STD_LOGIC; 
           CAM_XCLK : out STD_LOGIC; 
           CAM_PWDN : out STD_LOGIC; 
           CAM_RST : out STD_LOGIC 
); 
            
end component SPP; 
 
signal BBCon_AXI0_MUX_SEL : STD_LOGIC_VECTOR(6 downto 0) := (others=>'0'); 
signal BBCon_AXI1_MUX_SEL : STD_LOGIC_VECTOR(6 downto 0):= (others=>'0'); 
signal BBCon_AXI2_MUX_SEL : STD_LOGIC_VECTOR(6 downto 0):= (others=>'0'); 
signal BBCon_AXI3_MUX_SEL : STD_LOGIC_VECTOR(6 downto 0):= (others=>'0'); 
signal PROC_DONE : STD_LOGIC_VECTOR(PBlocks-1 downto 0):= (others=>'0'); 
signal ALG_OPCODE : STD_LOGIC_VECTOR(3 downto 0):= (others=>'0'); 
signal DP_Active : STD_LOGIC_VECTOR(PBlocks-1 downto 0):= (others=>'0'); 
signal Path_Cnt : STD_LOGIC_VECTOR(4*PBlocks-1 downto 0):= (others=>'0'); 
signal CURR_PATH: STD_LOGIC_VECTOR(2 downto 0):= (others=>'0'); 
signal CD_Transition: STD_LOGIC_VECTOR(PBlocks-1 downto 0):= (others=>'0'); 
signal Energy_InputRST: STD_LOGIC_VECTOR(PBlocks-1 downto 0):= (others=>'0'); 
signal CALIBRATION_PARAMS : STD_LOGIC_VECTOR(32*12-1 downto 0):= (others=>'0'); -- 18 Parameters, 9 for each 
transformation 
signal CALIBRATION_OFFX: STD_LOGIC_VECTOR(15 downto 0):= (others=>'0'); 
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signal CALIBRATION_OFFY: STD_LOGIC_VECTOR(15 downto 0):= (others=>'0'); 
signal Alg_ProcTrigger: STD_LOGIC:= '0'; 
signal SPP_START_FLAG_L : STD_LOGIC:= '0'; 
signal SPP_START_FLAG_R : STD_LOGIC:= '0'; 
signal SPPCon_SERIAL_LRB : STD_LOGIC_VECTOR(2 downto 0):= (others=>'0'); 
signal SPPCon_REG_ID : STD_LOGIC_VECTOR(7 downto 0):= (others=>'0'); 
signal SPPCon_REG_DATA : STD_LOGIC_VECTOR(7 downto 0):= (others=>'0'); 
signal SPPCon_SERIAL_TRIG : STD_LOGIC:= '0'; 
signal SPPCon_SERIAL_BUSY_L : STD_LOGIC:= '0'; 
signal SPPCon_SERIAL_BUSY_R : STD_LOGIC:= '0'; 
signal SPP_IMG_DONE : STD_LOGIC:= '0'; 
signal SPP_STEP_TRIGGER : STD_LOGIC:='0'; 
 
signal AXI0_BRAM_DIN : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI0_BRAM_DOUT : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI0_BRAM_WE : STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0):= (others=>'0'); 
signal AXI0_BRAM_EN : STD_LOGIC:= '0'; 
signal AXI0_BRAM_ADDR : STD_LOGIC_VECTOR(15-1 downto 0):= (others=>'0'); 
signal AXI1_BRAM_DIN : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI1_BRAM_DOUT : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI1_BRAM_WE : STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0):= (others=>'0'); 
signal AXI1_BRAM_EN : STD_LOGIC:= '0'; 
signal AXI1_BRAM_ADDR : STD_LOGIC_VECTOR(15-1 downto 0):= (others=>'0'); 
signal AXI2_BRAM_DIN : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI2_BRAM_DOUT : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI2_BRAM_WE : STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0):= (others=>'0'); 
signal AXI2_BRAM_EN : STD_LOGIC:= '0'; 
signal AXI2_BRAM_ADDR : STD_LOGIC_VECTOR(15-1 downto 0):= (others=>'0'); 
signal AXI3_BRAM_DIN : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI3_BRAM_DOUT : STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0):= (others=>'0'); 
signal AXI3_BRAM_WE : STD_LOGIC_VECTOR((AXI_DATA_WIDTH/8)-1 downto 0):= (others=>'0'); 
signal AXI3_BRAM_EN : STD_LOGIC:= '0'; 
signal AXI3_BRAM_ADDR : STD_LOGIC_VECTOR(15-1 downto 0):= (others=>'0'); 
 
signal L_BRAM_IN_addr : STD_LOGIC_VECTOR ( 14 downto 0 ):= (others=>'0'); 
signal L_BRAM_IN_din : STD_LOGIC_VECTOR ( 31 downto 0 ):= (others=>'0'); 
signal L_BRAM_IN_en : STD_LOGIC:= '0'; 
signal L_BRAM_IN_we : STD_LOGIC_VECTOR ( 3 downto 0 ):= (others=>'0'); 
signal R_BRAM_IN_addr : STD_LOGIC_VECTOR ( 14 downto 0 ):= (others=>'0'); 
signal R_BRAM_IN_din : STD_LOGIC_VECTOR ( 31 downto 0 ):= (others=>'0'); 
signal R_BRAM_IN_en : STD_LOGIC:= '0'; 
signal R_BRAM_IN_we : STD_LOGIC_VECTOR ( 3 downto 0 ):= (others=>'0'); 
signal L_BRAM_OUT_addr : STD_LOGIC_VECTOR ( 14 downto 0 ):= (others=>'0'); 
signal L_BRAM_OUT_din : STD_LOGIC_VECTOR ( 31 downto 0 ):= (others=>'0'); 
signal L_BRAM_OUT_dout : STD_LOGIC_VECTOR ( 31 downto 0 ):= (others=>'0'); 
signal L_BRAM_OUT_en : STD_LOGIC:= '0'; 
signal L_BRAM_OUT_we : STD_LOGIC_VECTOR ( 3 downto 0 ):= (others=>'0'); 
signal R_BRAM_OUT_addr : STD_LOGIC_VECTOR ( 14 downto 0 ):= (others=>'0'); 
signal R_BRAM_OUT_din : STD_LOGIC_VECTOR ( 31 downto 0 ):= (others=>'0'); 
signal R_BRAM_OUT_dout : STD_LOGIC_VECTOR ( 31 downto 0 ):= (others=>'0'); 
signal R_BRAM_OUT_en : STD_LOGIC:= '0'; 
signal R_BRAM_OUT_we : STD_LOGIC_VECTOR ( 3 downto 0 ):= (others=>'0'); 
signal PB_BRAM_PORTA_addr : STD_LOGIC_VECTOR ( (15*disp_levels*PBlocks)-1 downto 0 ):= (others=>'0');   -- ONLY 10 
EFFECTIVE 
signal PB_BRAM_PORTA_din : STD_LOGIC_VECTOR ( (32*disp_levels*PBlocks)-1 downto 0 ):= (others=>'0'); 
signal PB_BRAM_PORTA_dout : STD_LOGIC_VECTOR ( (32*disp_levels*PBlocks)-1 downto 0 ):= (others=>'0'); 
signal PB_BRAM_PORTA_en : STD_LOGIC_VECTOR(disp_levels*PBlocks-1 downto 0):= (others=>'0'); 
signal PB_BRAM_PORTA_we : STD_LOGIC_VECTOR(4*disp_levels*PBlocks-1 downto 0):= (others=>'0'); 
 
begin 
 
PS_INTERFACE_inst: PS_INTERFACE 
generic map( 
        AXI_DATA_WIDTH=> AXI_DATA_WIDTH, 
        AXI_ADDR_WIDTH=> AXI_ADDR_WIDTH, 
        AXI_FULL_ADDR_WIDTH => AXI_FULL_ADDR_WIDTH  
) 
port map( 
        CLK =>CLK, 
        RST =>RST, 
         
        BBCon_AXI0_MUX_SEL =>BBCon_AXI0_MUX_SEL, 
        BBCon_AXI1_MUX_SEL =>BBCon_AXI1_MUX_SEL, 
        BBCon_AXI2_MUX_SEL =>BBCon_AXI2_MUX_SEL, 
        BBCon_AXI3_MUX_SEL =>BBCon_AXI3_MUX_SEL, 
        PROC_DONE =>PROC_DONE, 
        IMG_DONE => SPP_IMG_DONE, 
        ALG_OPCODE =>ALG_OPCODE, 
        DP_Active =>DP_Active, 
        PATH_Cnt => PATH_Cnt, 
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        CURR_PATH=>CURR_PATH, 
        CD_Transition=>CD_Transition, 
        Energy_InputRST=>Energy_InputRST, 
        CALIBRATION_PARAMS =>CALIBRATION_PARAMS, 
        CALIBRATION_OFFX => CALIBRATION_OFFX, 
        CALIBRATION_OFFY => CALIBRATION_OFFY, 
        Alg_ProcTrigger=>Alg_ProcTrigger, 
        CDMA0_intr=>CDMA0_intr, 
        CDMA1_intr=>CDMA1_intr, 
        CDMA2_intr=>CDMA2_intr, 
        CDMA3_intr=>CDMA3_intr, 
        PS_Intr => PS_Intr, 
        STEP_TRIGGER =>SPP_STEP_TRIGGER, 
        SPP_START_FLAG_L =>SPP_START_FLAG_L, 
        SPP_START_FLAG_R =>SPP_START_FLAG_R, 
        SPPCon_SERIAL_LRB =>SPPCon_SERIAL_LRB, 
        SPPCon_REG_ID =>SPPCon_REG_ID, 
        SPPCon_REG_DATA =>SPPCon_REG_DATA, 
        SPPCon_SERIAL_TRIG =>SPPCon_SERIAL_TRIG, 
        SPPCon_SERIAL_BUSY_L =>SPPCon_SERIAL_BUSY_L, 
        SPPCon_SERIAL_BUSY_R =>SPPCon_SERIAL_BUSY_R, 
         
        M0_AXI_ACLK     =>M0_AXI_ACLK, 
        M0_AXI_ARESETN    =>M0_AXI_ARESETN   , 
        M0_AXI_AWADDR    =>M0_AXI_AWADDR   , 
        M0_AXI_AWPROT    =>M0_AXI_AWPROT   , 
        M0_AXI_AWVALID    =>M0_AXI_AWVALID   , 
        M0_AXI_AWREADY    =>M0_AXI_AWREADY   , 
        M0_AXI_WDATA    =>M0_AXI_WDATA   , 
        M0_AXI_WSTRB    =>M0_AXI_WSTRB   , 
        M0_AXI_WVALID    =>M0_AXI_WVALID   , 
        M0_AXI_WREADY    =>M0_AXI_WREADY   , 
        M0_AXI_BRESP    =>M0_AXI_BRESP   , 
        M0_AXI_BVALID    =>M0_AXI_BVALID   , 
        M0_AXI_BREADY    =>M0_AXI_BREADY   , 
        M0_AXI_ARADDR    =>M0_AXI_ARADDR   , 
        M0_AXI_ARPROT    =>M0_AXI_ARPROT   , 
        M0_AXI_ARVALID    =>M0_AXI_ARVALID   , 
        M0_AXI_ARREADY    =>M0_AXI_ARREADY   , 
        M0_AXI_RDATA    =>M0_AXI_RDATA   , 
        M0_AXI_RRESP    =>M0_AXI_RRESP   , 
        M0_AXI_RVALID    =>M0_AXI_RVALID   , 
        M0_AXI_RREADY    =>M0_AXI_RREADY   , 
        M1_AXI_ACLK     =>M1_AXI_ACLK, 
        M1_AXI_ARESETN    =>M1_AXI_ARESETN   , 
        M1_AXI_AWADDR    =>M1_AXI_AWADDR   , 
        M1_AXI_AWPROT    =>M1_AXI_AWPROT   , 
        M1_AXI_AWVALID    =>M1_AXI_AWVALID   , 
        M1_AXI_AWREADY    =>M1_AXI_AWREADY   , 
        M1_AXI_WDATA    =>M1_AXI_WDATA   , 
        M1_AXI_WSTRB    =>M1_AXI_WSTRB   , 
        M1_AXI_WVALID    =>M1_AXI_WVALID   , 
        M1_AXI_WREADY    =>M1_AXI_WREADY   , 
        M1_AXI_BRESP    =>M1_AXI_BRESP   , 
        M1_AXI_BVALID    =>M1_AXI_BVALID   , 
        M1_AXI_BREADY    =>M1_AXI_BREADY   , 
        M1_AXI_ARADDR    =>M1_AXI_ARADDR   , 
        M1_AXI_ARPROT    =>M1_AXI_ARPROT   , 
        M1_AXI_ARVALID    =>M1_AXI_ARVALID   , 
        M1_AXI_ARREADY    =>M1_AXI_ARREADY   , 
        M1_AXI_RDATA    =>M1_AXI_RDATA   , 
        M1_AXI_RRESP    =>M1_AXI_RRESP   , 
        M1_AXI_RVALID    =>M1_AXI_RVALID   , 
        M1_AXI_RREADY    =>M1_AXI_RREADY   , 
        M2_AXI_ACLK     =>M2_AXI_ACLK, 
        M2_AXI_ARESETN    =>M2_AXI_ARESETN   , 
        M2_AXI_AWADDR    =>M2_AXI_AWADDR   , 
        M2_AXI_AWPROT    =>M2_AXI_AWPROT   , 
        M2_AXI_AWVALID    =>M2_AXI_AWVALID   , 
        M2_AXI_AWREADY    =>M2_AXI_AWREADY   , 
        M2_AXI_WDATA    =>M2_AXI_WDATA   , 
        M2_AXI_WSTRB    =>M2_AXI_WSTRB   , 
        M2_AXI_WVALID    =>M2_AXI_WVALID   , 
        M2_AXI_WREADY    =>M2_AXI_WREADY   , 
        M2_AXI_BRESP    =>M2_AXI_BRESP   , 
        M2_AXI_BVALID    =>M2_AXI_BVALID   , 
        M2_AXI_BREADY    =>M2_AXI_BREADY   , 
        M2_AXI_ARADDR    =>M2_AXI_ARADDR   , 
        M2_AXI_ARPROT    =>M2_AXI_ARPROT   , 
        M2_AXI_ARVALID    =>M2_AXI_ARVALID   , 
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        M2_AXI_ARREADY    =>M2_AXI_ARREADY   , 
        M2_AXI_RDATA    =>M2_AXI_RDATA   , 
        M2_AXI_RRESP    =>M2_AXI_RRESP   , 
        M2_AXI_RVALID    =>M2_AXI_RVALID   , 
        M2_AXI_RREADY    =>M2_AXI_RREADY   , 
        M3_AXI_ACLK     =>M3_AXI_ACLK, 
        M3_AXI_ARESETN    =>M3_AXI_ARESETN   , 
        M3_AXI_AWADDR    =>M3_AXI_AWADDR   , 
        M3_AXI_AWPROT    =>M3_AXI_AWPROT   , 
        M3_AXI_AWVALID    =>M3_AXI_AWVALID   , 
        M3_AXI_AWREADY    =>M3_AXI_AWREADY   , 
        M3_AXI_WDATA    =>M3_AXI_WDATA   , 
        M3_AXI_WSTRB    =>M3_AXI_WSTRB   , 
        M3_AXI_WVALID    =>M3_AXI_WVALID   , 
        M3_AXI_WREADY    =>M3_AXI_WREADY   , 
        M3_AXI_BRESP    =>M3_AXI_BRESP   , 
        M3_AXI_BVALID    =>M3_AXI_BVALID   , 
        M3_AXI_BREADY    =>M3_AXI_BREADY   , 
        M3_AXI_ARADDR    =>M3_AXI_ARADDR   , 
        M3_AXI_ARPROT    =>M3_AXI_ARPROT   , 
        M3_AXI_ARVALID    =>M3_AXI_ARVALID   , 
        M3_AXI_ARREADY    =>M3_AXI_ARREADY   , 
        M3_AXI_RDATA    =>M3_AXI_RDATA   , 
        M3_AXI_RRESP    =>M3_AXI_RRESP   , 
        M3_AXI_RVALID    =>M3_AXI_RVALID   , 
        M3_AXI_RREADY    =>M3_AXI_RREADY   , 
         
        s00_axi_aclk    =>s00_axi_aclk, 
        s00_axi_aresetn =>s00_axi_aresetn, 
        s00_axi_awaddr  =>s00_axi_awaddr, 
        s00_axi_awprot  =>s00_axi_awprot, 
        s00_axi_awvalid =>s00_axi_awvalid, 
        s00_axi_awready =>s00_axi_awready, 
        s00_axi_wdata   =>s00_axi_wdata, 
        s00_axi_wstrb   =>s00_axi_wstrb, 
        s00_axi_wvalid  =>s00_axi_wvalid, 
        s00_axi_wready  =>s00_axi_wready, 
        s00_axi_bresp   =>s00_axi_bresp, 
        s00_axi_bvalid  =>s00_axi_bvalid, 
        s00_axi_bready  =>s00_axi_bready, 
        s00_axi_araddr  =>s00_axi_araddr, 
        s00_axi_arprot  =>s00_axi_arprot, 
        s00_axi_arvalid =>s00_axi_arvalid, 
        s00_axi_arready =>s00_axi_arready, 
        s00_axi_rdata   =>s00_axi_rdata, 
        s00_axi_rresp   =>s00_axi_rresp, 
        s00_axi_rvalid  =>s00_axi_rvalid, 
        s00_axi_rready  =>s00_axi_rready 
); 
 
ProcessorBank_inst: ProcessorBank 
generic map( 
            disp_levels => disp_levels, 
            PBlocks => PBlocks 
) 
port map( 
        CLK=>CLK, 
        RST=>RST, 
        TRIGGER=>Alg_ProcTRIGGER, 
        DP_ACTIVE=>DP_ACTIVE, 
        OPCODE=>Alg_OPCODE, 
        DONE=>Proc_DONE, 
        PATH_Cnt => PATH_Cnt, 
        CURR_PATH=>CURR_PATH, 
        Energy_InputRST=>Energy_InputRST, 
        CD_Transition=>CD_Transition, 
        CALIBRATION_PARAMS =>CALIBRATION_PARAMS, 
        CALIBRATION_OFFX => CALIBRATION_OFFX, 
        CALIBRATION_OFFY => CALIBRATION_OFFY, 
        P_BRAM_addr =>PB_BRAM_PORTA_addr, 
        P_BRAM_din =>PB_BRAM_PORTA_din, 
        P_BRAM_dout =>PB_BRAM_PORTA_dout, 
        P_BRAM_en =>PB_BRAM_PORTA_en, 
        P_BRAM_we =>PB_BRAM_PORTA_we, 
        L_BRAM_addr =>L_BRAM_OUT_addr, 
        L_BRAM_din =>L_BRAM_OUT_din, 
        L_BRAM_dout =>L_BRAM_OUT_dout, 
        L_BRAM_en =>L_BRAM_OUT_en, 
        L_BRAM_we =>L_BRAM_OUT_we, 
        R_BRAM_addr =>R_BRAM_OUT_addr, 
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        R_BRAM_din =>R_BRAM_OUT_din, 
        R_BRAM_dout =>R_BRAM_OUT_dout, 
        R_BRAM_en =>R_BRAM_OUT_en, 
        R_BRAM_we =>R_BRAM_OUT_we 
); 
 
AXI4_BBank_Con_inst: AXI4_BBank_Con 
generic map( 
        ACTUAL_ADDR_BITS => 15, 
        C_S_AXI_ID_WIDTH => C_S_AXI_ID_WIDTH, 
        C_S_AXI_DATA_WIDTH  => AXI_DATA_WIDTH, 
        C_S_AXI_ADDR_WIDTH    => AXI_FULL_ADDR_WIDTH         
) 
port map 
( 
        AXI0_BRAM_DIN =>AXI0_BRAM_DIN, 
        AXI0_BRAM_DOUT =>AXI0_BRAM_DOUT, 
        AXI0_BRAM_WE =>AXI0_BRAM_WE, 
        AXI0_BRAM_EN =>AXI0_BRAM_EN, 
        AXI0_BRAM_ADDR =>AXI0_BRAM_ADDR, 
        AXI1_BRAM_DIN =>AXI1_BRAM_DIN, 
        AXI1_BRAM_DOUT =>AXI1_BRAM_DOUT, 
        AXI1_BRAM_WE =>AXI1_BRAM_WE, 
        AXI1_BRAM_EN =>AXI1_BRAM_EN, 
        AXI1_BRAM_ADDR =>AXI1_BRAM_ADDR, 
        AXI2_BRAM_DIN =>AXI2_BRAM_DIN, 
        AXI2_BRAM_DOUT =>AXI2_BRAM_DOUT, 
        AXI2_BRAM_WE =>AXI2_BRAM_WE, 
        AXI2_BRAM_EN =>AXI2_BRAM_EN, 
        AXI2_BRAM_ADDR =>AXI2_BRAM_ADDR, 
        AXI3_BRAM_DIN =>AXI3_BRAM_DIN, 
        AXI3_BRAM_DOUT =>AXI3_BRAM_DOUT, 
        AXI3_BRAM_WE =>AXI3_BRAM_WE, 
        AXI3_BRAM_EN =>AXI3_BRAM_EN, 
        AXI3_BRAM_ADDR =>AXI3_BRAM_ADDR, 
        S0_AXI_ACLK    =>S0_AXI_ACLK   , 
        S0_AXI_ARESETN    =>S0_AXI_ARESETN   , 
        S0_AXI_AWID    =>S0_AXI_AWID   , 
        S0_AXI_AWADDR    =>S0_AXI_AWADDR   , 
        S0_AXI_AWLEN    =>S0_AXI_AWLEN   , 
        S0_AXI_AWSIZE    =>S0_AXI_AWSIZE   , 
        S0_AXI_AWBURST    =>S0_AXI_AWBURST   , 
        S0_AXI_AWLOCK    =>S0_AXI_AWLOCK   , 
        S0_AXI_AWCACHE    =>S0_AXI_AWCACHE   , 
        S0_AXI_AWPROT    =>S0_AXI_AWPROT   , 
        S0_AXI_AWQOS    =>S0_AXI_AWQOS   , 
        S0_AXI_AWREGION    =>S0_AXI_AWREGION   , 
        S0_AXI_AWVALID    =>S0_AXI_AWVALID   , 
        S0_AXI_AWREADY    =>S0_AXI_AWREADY   , 
        S0_AXI_WDATA    =>S0_AXI_WDATA   , 
        S0_AXI_WSTRB    =>S0_AXI_WSTRB   , 
        S0_AXI_WLAST    =>S0_AXI_WLAST   , 
        S0_AXI_WVALID    =>S0_AXI_WVALID   , 
        S0_AXI_WREADY    =>S0_AXI_WREADY   , 
        S0_AXI_BID    =>S0_AXI_BID   , 
        S0_AXI_BRESP    =>S0_AXI_BRESP   , 
        S0_AXI_BVALID    =>S0_AXI_BVALID   , 
        S0_AXI_BREADY    =>S0_AXI_BREADY   , 
        S0_AXI_ARID    =>S0_AXI_ARID   , 
        S0_AXI_ARADDR    =>S0_AXI_ARADDR   , 
        S0_AXI_ARLEN    =>S0_AXI_ARLEN   , 
        S0_AXI_ARSIZE    =>S0_AXI_ARSIZE   , 
        S0_AXI_ARBURST    =>S0_AXI_ARBURST   , 
        S0_AXI_ARLOCK    =>S0_AXI_ARLOCK   , 
        S0_AXI_ARCACHE    =>S0_AXI_ARCACHE   , 
        S0_AXI_ARPROT    =>S0_AXI_ARPROT   , 
        S0_AXI_ARQOS    =>S0_AXI_ARQOS   , 
        S0_AXI_ARREGION    =>S0_AXI_ARREGION   , 
        S0_AXI_ARVALID    =>S0_AXI_ARVALID   , 
        S0_AXI_ARREADY    =>S0_AXI_ARREADY   , 
        S0_AXI_RID    =>S0_AXI_RID   , 
        S0_AXI_RDATA    =>S0_AXI_RDATA   , 
        S0_AXI_RRESP    =>S0_AXI_RRESP   , 
        S0_AXI_RLAST    =>S0_AXI_RLAST   , 
        S0_AXI_RVALID    =>S0_AXI_RVALID   , 
        S0_AXI_RREADY    =>S0_AXI_RREADY   , 
        S1_AXI_ACLK    =>S1_AXI_ACLK   , 
        S1_AXI_ARESETN    =>S1_AXI_ARESETN   , 
        S1_AXI_AWID    =>S1_AXI_AWID   , 
        S1_AXI_AWADDR    =>S1_AXI_AWADDR   , 
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        S1_AXI_AWLEN    =>S1_AXI_AWLEN   , 
        S1_AXI_AWSIZE    =>S1_AXI_AWSIZE   , 
        S1_AXI_AWBURST    =>S1_AXI_AWBURST   , 
        S1_AXI_AWLOCK    =>S1_AXI_AWLOCK   , 
        S1_AXI_AWCACHE    =>S1_AXI_AWCACHE   , 
        S1_AXI_AWPROT    =>S1_AXI_AWPROT   , 
        S1_AXI_AWQOS    =>S1_AXI_AWQOS   , 
        S1_AXI_AWREGION    =>S1_AXI_AWREGION   , 
        S1_AXI_AWVALID    =>S1_AXI_AWVALID   , 
        S1_AXI_AWREADY    =>S1_AXI_AWREADY   , 
        S1_AXI_WDATA    =>S1_AXI_WDATA   , 
        S1_AXI_WSTRB    =>S1_AXI_WSTRB   , 
        S1_AXI_WLAST    =>S1_AXI_WLAST   , 
        S1_AXI_WVALID    =>S1_AXI_WVALID   , 
        S1_AXI_WREADY    =>S1_AXI_WREADY   , 
        S1_AXI_BID    =>S1_AXI_BID   , 
        S1_AXI_BRESP    =>S1_AXI_BRESP   , 
        S1_AXI_BVALID    =>S1_AXI_BVALID   , 
        S1_AXI_BREADY    =>S1_AXI_BREADY   , 
        S1_AXI_ARID    =>S1_AXI_ARID   , 
        S1_AXI_ARADDR    =>S1_AXI_ARADDR   , 
        S1_AXI_ARLEN    =>S1_AXI_ARLEN   , 
        S1_AXI_ARSIZE    =>S1_AXI_ARSIZE   , 
        S1_AXI_ARBURST    =>S1_AXI_ARBURST   , 
        S1_AXI_ARLOCK    =>S1_AXI_ARLOCK   , 
        S1_AXI_ARCACHE    =>S1_AXI_ARCACHE   , 
        S1_AXI_ARPROT    =>S1_AXI_ARPROT   , 
        S1_AXI_ARQOS    =>S1_AXI_ARQOS   , 
        S1_AXI_ARREGION    =>S1_AXI_ARREGION   , 
        S1_AXI_ARVALID    =>S1_AXI_ARVALID   , 
        S1_AXI_ARREADY    =>S1_AXI_ARREADY   , 
        S1_AXI_RID    =>S1_AXI_RID   , 
        S1_AXI_RDATA    =>S1_AXI_RDATA   , 
        S1_AXI_RRESP    =>S1_AXI_RRESP   , 
        S1_AXI_RLAST    =>S1_AXI_RLAST   , 
        S1_AXI_RVALID    =>S1_AXI_RVALID   , 
        S1_AXI_RREADY    =>S1_AXI_RREADY   , 
        S2_AXI_ACLK    =>S2_AXI_ACLK   , 
        S2_AXI_ARESETN    =>S2_AXI_ARESETN   , 
        S2_AXI_AWID    =>S2_AXI_AWID   , 
        S2_AXI_AWADDR    =>S2_AXI_AWADDR   , 
        S2_AXI_AWLEN    =>S2_AXI_AWLEN   , 
        S2_AXI_AWSIZE    =>S2_AXI_AWSIZE   , 
        S2_AXI_AWBURST    =>S2_AXI_AWBURST   , 
        S2_AXI_AWLOCK    =>S2_AXI_AWLOCK   , 
        S2_AXI_AWCACHE    =>S2_AXI_AWCACHE   , 
        S2_AXI_AWPROT    =>S2_AXI_AWPROT   , 
        S2_AXI_AWQOS    =>S2_AXI_AWQOS   , 
        S2_AXI_AWREGION    =>S2_AXI_AWREGION   , 
        S2_AXI_AWVALID    =>S2_AXI_AWVALID   , 
        S2_AXI_AWREADY    =>S2_AXI_AWREADY   , 
        S2_AXI_WDATA    =>S2_AXI_WDATA   , 
        S2_AXI_WSTRB    =>S2_AXI_WSTRB   , 
        S2_AXI_WLAST    =>S2_AXI_WLAST   , 
        S2_AXI_WVALID    =>S2_AXI_WVALID   , 
        S2_AXI_WREADY    =>S2_AXI_WREADY   , 
        S2_AXI_BID    =>S2_AXI_BID   , 
        S2_AXI_BRESP    =>S2_AXI_BRESP   , 
        S2_AXI_BVALID    =>S2_AXI_BVALID   , 
        S2_AXI_BREADY    =>S2_AXI_BREADY   , 
        S2_AXI_ARID    =>S2_AXI_ARID   , 
        S2_AXI_ARADDR    =>S2_AXI_ARADDR   , 
        S2_AXI_ARLEN    =>S2_AXI_ARLEN   , 
        S2_AXI_ARSIZE    =>S2_AXI_ARSIZE   , 
        S2_AXI_ARBURST    =>S2_AXI_ARBURST   , 
        S2_AXI_ARLOCK    =>S2_AXI_ARLOCK   , 
        S2_AXI_ARCACHE    =>S2_AXI_ARCACHE   , 
        S2_AXI_ARPROT    =>S2_AXI_ARPROT   , 
        S2_AXI_ARQOS    =>S2_AXI_ARQOS   , 
        S2_AXI_ARREGION    =>S2_AXI_ARREGION   , 
        S2_AXI_ARVALID    =>S2_AXI_ARVALID   , 
        S2_AXI_ARREADY    =>S2_AXI_ARREADY   , 
        S2_AXI_RID    =>S2_AXI_RID   , 
        S2_AXI_RDATA    =>S2_AXI_RDATA   , 
        S2_AXI_RRESP    =>S2_AXI_RRESP   , 
        S2_AXI_RLAST    =>S2_AXI_RLAST   , 
        S2_AXI_RVALID    =>S2_AXI_RVALID   , 
        S2_AXI_RREADY    =>S2_AXI_RREADY   , 
        S3_AXI_ACLK    =>S3_AXI_ACLK   , 
        S3_AXI_ARESETN    =>S3_AXI_ARESETN   , 
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        S3_AXI_AWID    =>S3_AXI_AWID   , 
        S3_AXI_AWADDR    =>S3_AXI_AWADDR   , 
        S3_AXI_AWLEN    =>S3_AXI_AWLEN   , 
        S3_AXI_AWSIZE    =>S3_AXI_AWSIZE   , 
        S3_AXI_AWBURST    =>S3_AXI_AWBURST   , 
        S3_AXI_AWLOCK    =>S3_AXI_AWLOCK   , 
        S3_AXI_AWCACHE    =>S3_AXI_AWCACHE   , 
        S3_AXI_AWPROT    =>S3_AXI_AWPROT   , 
        S3_AXI_AWQOS    =>S3_AXI_AWQOS   , 
        S3_AXI_AWREGION    =>S3_AXI_AWREGION   , 
        S3_AXI_AWVALID    =>S3_AXI_AWVALID   , 
        S3_AXI_AWREADY    =>S3_AXI_AWREADY   , 
        S3_AXI_WDATA    =>S3_AXI_WDATA   , 
        S3_AXI_WSTRB    =>S3_AXI_WSTRB   , 
        S3_AXI_WLAST    =>S3_AXI_WLAST   , 
        S3_AXI_WVALID    =>S3_AXI_WVALID   , 
        S3_AXI_WREADY    =>S3_AXI_WREADY   , 
        S3_AXI_BID    =>S3_AXI_BID   , 
        S3_AXI_BRESP    =>S3_AXI_BRESP   , 
        S3_AXI_BVALID    =>S3_AXI_BVALID   , 
        S3_AXI_BREADY    =>S3_AXI_BREADY   , 
        S3_AXI_ARID    =>S3_AXI_ARID   , 
        S3_AXI_ARADDR    =>S3_AXI_ARADDR   , 
        S3_AXI_ARLEN    =>S3_AXI_ARLEN   , 
        S3_AXI_ARSIZE    =>S3_AXI_ARSIZE   , 
        S3_AXI_ARBURST    =>S3_AXI_ARBURST   , 
        S3_AXI_ARLOCK    =>S3_AXI_ARLOCK   , 
        S3_AXI_ARCACHE    =>S3_AXI_ARCACHE   , 
        S3_AXI_ARPROT    =>S3_AXI_ARPROT   , 
        S3_AXI_ARQOS    =>S3_AXI_ARQOS   , 
        S3_AXI_ARREGION    =>S3_AXI_ARREGION   , 
        S3_AXI_ARVALID    =>S3_AXI_ARVALID   , 
        S3_AXI_ARREADY    =>S3_AXI_ARREADY   , 
        S3_AXI_RID    =>S3_AXI_RID   , 
        S3_AXI_RDATA    =>S3_AXI_RDATA   , 
        S3_AXI_RRESP    =>S3_AXI_RRESP   , 
        S3_AXI_RLAST    =>S3_AXI_RLAST   , 
        S3_AXI_RVALID    =>S3_AXI_RVALID   , 
        S3_AXI_RREADY    =>S3_AXI_RREADY 
); 
 
BramBank_inst: BramBank 
generic map( 
            disp_levels => disp_levels, 
            PBlocks => PBlocks 
) 
port map( 
        CLK =>CLK, 
        AXI0_MUX_SEL =>BBCon_AXI0_MUX_SEL, 
        AXI1_MUX_SEL =>BBCon_AXI1_MUX_SEL, 
        AXI2_MUX_SEL =>BBCon_AXI2_MUX_SEL, 
        AXI3_MUX_SEL =>BBCon_AXI3_MUX_SEL, 
        L_BRAM_IN_addr =>L_BRAM_IN_addr, 
        L_BRAM_IN_din =>L_BRAM_IN_din, 
        L_BRAM_IN_en =>L_BRAM_IN_en, 
        L_BRAM_IN_we =>L_BRAM_IN_we, 
        R_BRAM_IN_addr =>R_BRAM_IN_addr, 
        R_BRAM_IN_din =>R_BRAM_IN_din, 
        R_BRAM_IN_en =>R_BRAM_IN_en, 
        R_BRAM_IN_we =>R_BRAM_IN_we, 
        L_BRAM_OUT_addr =>L_BRAM_OUT_addr, 
        L_BRAM_OUT_din =>L_BRAM_OUT_din, 
        L_BRAM_OUT_dout =>L_BRAM_OUT_dout, 
        L_BRAM_OUT_en =>L_BRAM_OUT_en, 
        L_BRAM_OUT_we =>L_BRAM_OUT_we, 
        R_BRAM_OUT_addr =>R_BRAM_OUT_addr, 
        R_BRAM_OUT_din =>R_BRAM_OUT_din, 
        R_BRAM_OUT_dout =>R_BRAM_OUT_dout, 
        R_BRAM_OUT_en =>R_BRAM_OUT_en, 
        R_BRAM_OUT_we =>R_BRAM_OUT_we, 
        PB_BRAM_PORTA_addr =>PB_BRAM_PORTA_addr, 
        PB_BRAM_PORTA_din =>PB_BRAM_PORTA_din, 
        PB_BRAM_PORTA_dout =>PB_BRAM_PORTA_dout, 
        PB_BRAM_PORTA_en =>PB_BRAM_PORTA_en, 
        PB_BRAM_PORTA_we =>PB_BRAM_PORTA_we, 
        AXI_BRAM_0_addr =>AXI0_BRAM_addr, 
        AXI_BRAM_0_din =>AXI0_BRAM_din, 
        AXI_BRAM_0_dout =>AXI0_BRAM_dout, 
        AXI_BRAM_0_en =>AXI0_BRAM_en, 
        AXI_BRAM_0_we =>AXI0_BRAM_we, 
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        AXI_BRAM_1_addr =>AXI1_BRAM_addr, 
        AXI_BRAM_1_din =>AXI1_BRAM_din, 
        AXI_BRAM_1_dout =>AXI1_BRAM_dout, 
        AXI_BRAM_1_en =>AXI1_BRAM_en, 
        AXI_BRAM_1_we =>AXI1_BRAM_we, 
        AXI_BRAM_2_addr =>AXI2_BRAM_addr, 
        AXI_BRAM_2_din =>AXI2_BRAM_din, 
        AXI_BRAM_2_dout =>AXI2_BRAM_dout, 
        AXI_BRAM_2_en =>AXI2_BRAM_en, 
        AXI_BRAM_2_we =>AXI2_BRAM_we, 
        AXI_BRAM_3_addr =>AXI3_BRAM_addr, 
        AXI_BRAM_3_din =>AXI3_BRAM_din, 
        AXI_BRAM_3_dout =>AXI3_BRAM_dout, 
        AXI_BRAM_3_en =>AXI3_BRAM_en, 
        AXI_BRAM_3_we =>AXI3_BRAM_we 
); 
 
SPP_inst: SPP 
port map( 
        CLK =>CLK, 
        RST =>RST, 
        ALG_OPCODE => ALG_OPCODE, 
        SERIAL_LRB =>SPPCon_SERIAL_LRB, 
        REG_ID =>SPPCon_REG_ID, 
        REG_DATA =>SPPCon_REG_DATA, 
        SERIAL_TRIG =>SPPCon_SERIAL_TRIG, 
        SERIAL_BUSY_L =>SPPCon_SERIAL_BUSY_L, 
        SERIAL_BUSY_R =>SPPCon_SERIAL_BUSY_R, 
        STEP_TRIGGER =>SPP_STEP_TRIGGER, 
        IMG_DONE => SPP_IMG_DONE, 
        L_BRAM_ADDRA =>L_BRAM_IN_ADDR, 
        L_BRAM_DINA =>L_BRAM_IN_DIN, 
        L_BRAM_ENA =>L_BRAM_IN_EN, 
        L_BRAM_WEA =>L_BRAM_IN_WE, 
        R_BRAM_ADDRA =>R_BRAM_IN_ADDR, 
        R_BRAM_DINA =>R_BRAM_IN_DIN, 
        R_BRAM_ENA =>R_BRAM_IN_EN, 
        R_BRAM_WEA =>R_BRAM_IN_WE, 
        CAM_DATA_L =>CAM_DATA_L, 
        CAM_PCLK_L =>CAM_PCLK_L, 
        CAM_HREF_L =>CAM_HREF_L, 
        CAM_VSYNC_L =>CAM_VSYNC_L, 
        CAM_SDA_L =>CAM_SDA_L, 
        CAM_SCL_L =>CAM_SCL_L, 
        CAM_DATA_R =>CAM_DATA_R, 
        CAM_PCLK_R =>CAM_PCLK_R, 
        CAM_HREF_R =>CAM_HREF_R, 
        CAM_VSYNC_R =>CAM_VSYNC_R, 
        CAM_SDA_R =>CAM_SDA_R, 
        CAM_SCL_R =>CAM_SCL_R, 
        CAM_XCLK =>CAM_XCLK, 
        CAM_PWDN =>CAM_PWDN, 
        CAM_RST =>CAM_RST 
); 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: PS_INTERFACE.vhd 
 
-- Module name: PS INTERFACE 
 
-- Description: Interface module with the Zynq-7 PS 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
 
entity PS_INTERFACE is 
generic ( 
        AXI_DATA_WIDTH    : integer     := 32; 
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        AXI_FULL_ADDR_WIDTH : integer   := 32; 
        AXI_ADDR_WIDTH    : integer     := 8 
); 
Port ( 
        CLK : in STD_LOGIC; 
        RST : in STD_LOGIC; 
         
        PS_Intr: out STD_LOGIC; 
         
        BBCon_AXI0_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        BBCon_AXI1_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        BBCon_AXI2_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        BBCon_AXI3_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
         
        PROC_DONE : in STD_LOGIC_VECTOR(3 downto 0); 
        IMG_DONE : in STD_LOGIC; 
         
        ALG_OPCODE : out STD_LOGIC_VECTOR(3 downto 0); 
        DP_Active : out STD_LOGIC_VECTOR(3 downto 0); 
        PATH_Cnt: out STD_LOGIC_VECTOR(4*4-1 downto 0);  
        CURR_PATH: out STD_LOGIC_VECTOR(2 downto 0); 
        CD_Transition: out STD_LOGIC_VECTOR(3 downto 0); 
        Energy_InputRST: out STD_LOGIC_VECTOR(3 downto 0); 
        CALIBRATION_PARAMS : out STD_LOGIC_VECTOR(32*12-1 downto 0); -- 18 Parameters, 9 for each transformation 
        CALIBRATION_OFFX: out STD_LOGIC_VECTOR(15 downto 0); 
        CALIBRATION_OFFY: out STD_LOGIC_VECTOR(15 downto 0); 
        Alg_ProcTrigger: out STD_LOGIC; 
        CDMA0_intr: in STD_LOGIC; 
        CDMA1_intr: in STD_LOGIC; 
        CDMA2_intr: in STD_LOGIC; 
        CDMA3_intr: in STD_LOGIC; 
        STEP_TRIGGER : out STD_LOGIC; 
        SPP_START_FLAG_L : in STD_LOGIC; 
        SPP_START_FLAG_R : in STD_LOGIC; 
        SPPCon_SERIAL_LRB : out STD_LOGIC_VECTOR(2 downto 0); 
        SPPCon_REG_ID : out STD_LOGIC_VECTOR(7 downto 0); 
        SPPCon_REG_DATA : out STD_LOGIC_VECTOR(7 downto 0); 
        SPPCon_SERIAL_TRIG : out STD_LOGIC; 
        SPPCon_SERIAL_BUSY_L : in STD_LOGIC; 
        SPPCon_SERIAL_BUSY_R : in STD_LOGIC; 
         
        -- 
         
        M0_AXI_ACLK : in std_logic; 
        M0_AXI_ARESETN    : in std_logic; 
        M0_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_AWVALID    : out std_logic; 
        M0_AXI_AWREADY    : in std_logic; 
        M0_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M0_AXI_WVALID    : out std_logic; 
        M0_AXI_WREADY    : in std_logic; 
        M0_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_BVALID    : in std_logic; 
        M0_AXI_BREADY    : out std_logic; 
        M0_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_ARVALID    : out std_logic; 
        M0_AXI_ARREADY    : in std_logic; 
        M0_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_RVALID    : in std_logic; 
        M0_AXI_RREADY    : out std_logic; 
         
        M1_AXI_ACLK    : in std_logic; 
        M1_AXI_ARESETN    : in std_logic; 
        M1_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M1_AXI_AWVALID    : out std_logic; 
        M1_AXI_AWREADY    : in std_logic; 
        M1_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M1_AXI_WVALID    : out std_logic; 
        M1_AXI_WREADY    : in std_logic; 
        M1_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_BVALID    : in std_logic; 
        M1_AXI_BREADY    : out std_logic; 
        M1_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
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        M1_AXI_ARVALID    : out std_logic; 
        M1_AXI_ARREADY    : in std_logic; 
        M1_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_RVALID    : in std_logic; 
        M1_AXI_RREADY    : out std_logic; 
         
        M2_AXI_ACLK    : in std_logic; 
        M2_AXI_ARESETN    : in std_logic; 
        M2_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_AWVALID    : out std_logic; 
        M2_AXI_AWREADY    : in std_logic; 
        M2_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M2_AXI_WVALID    : out std_logic; 
        M2_AXI_WREADY    : in std_logic; 
        M2_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_BVALID    : in std_logic; 
        M2_AXI_BREADY    : out std_logic; 
        M2_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_ARVALID    : out std_logic; 
        M2_AXI_ARREADY    : in std_logic; 
        M2_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_RVALID    : in std_logic; 
        M2_AXI_RREADY    : out std_logic; 
        
        M3_AXI_ACLK    : in std_logic; 
        M3_AXI_ARESETN    : in std_logic; 
        M3_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_AWVALID    : out std_logic; 
        M3_AXI_AWREADY    : in std_logic; 
        M3_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M3_AXI_WVALID    : out std_logic; 
        M3_AXI_WREADY    : in std_logic; 
        M3_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_BVALID    : in std_logic; 
        M3_AXI_BREADY    : out std_logic; 
        M3_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_ARVALID    : out std_logic; 
        M3_AXI_ARREADY    : in std_logic; 
        M3_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_RVALID    : in std_logic; 
        M3_AXI_RREADY    : out std_logic; 
         
        -- 
         
        s00_axi_aclk    : in std_logic; 
        s00_axi_aresetn    : in std_logic; 
        s00_axi_awaddr    : in std_logic_vector(AXI_ADDR_WIDTH-1 downto 0); 
        s00_axi_awprot    : in std_logic_vector(2 downto 0); 
        s00_axi_awvalid    : in std_logic; 
        s00_axi_awready    : out std_logic; 
        s00_axi_wdata    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        s00_axi_wstrb    : in std_logic_vector((AXI_DATA_WIDTH/8)-1 downto 0); 
        s00_axi_wvalid    : in std_logic; 
        s00_axi_wready    : out std_logic; 
        s00_axi_bresp    : out std_logic_vector(1 downto 0); 
        s00_axi_bvalid    : out std_logic; 
        s00_axi_bready    : in std_logic; 
        s00_axi_araddr    : in std_logic_vector(AXI_ADDR_WIDTH-1 downto 0); 
        s00_axi_arprot    : in std_logic_vector(2 downto 0); 
        s00_axi_arvalid    : in std_logic; 
        s00_axi_arready    : out std_logic; 
        s00_axi_rdata    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        s00_axi_rresp    : out std_logic_vector(1 downto 0); 
        s00_axi_rvalid    : out std_logic; 
        s00_axi_rready    : in std_logic 
); 
end PS_INTERFACE; 
 
architecture Behavioral of PS_INTERFACE is 
 
component MoniTimer_Intf is 
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Port ( 
        CLK: in STD_LOGIC; 
        RST: in STD_LOGIC; 
        STARTSTOP: in STD_LOGIC; 
         
        OUTPUT_TRIG: out STD_LOGIC; 
        OUTPUT: out STD_LOGIC_VECTOR(23 downto 0) 
); 
end component MoniTimer_Intf; 
 
component AXI4_Driver is 
generic ( 
    AXI_FULL_ADDR_WIDTH : integer := 32; 
    AXI_DATA_WIDTH : integer := 32; 
     
    C_S_AXI_DATA_WIDTH    : integer    := 32; 
    C_S_AXI_ADDR_WIDTH    : integer    := 8 
); 
 
port ( 
 
    CDMA_Intr0 : in STD_LOGIC; 
    PS_Intr0: out STD_LOGIC; 
    CDMA_Intr1 : in STD_LOGIC; 
    PS_Intr1: out STD_LOGIC; 
    CDMA_Intr2 : in STD_LOGIC; 
    PS_Intr2: out STD_LOGIC; 
    CDMA_Intr3 : in STD_LOGIC; 
    PS_Intr3: out STD_LOGIC; 
 
    REG00: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG01: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG02: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG03: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG04: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG05: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG06: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG07: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG08: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG09: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG10: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG11: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG12: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG13: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG14: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG15: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG16: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG17: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG18: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG19: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG20: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG21: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG22: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG23: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG24: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG25: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG26: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG27: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG28: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG29: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG30: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG31: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG32: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG33: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG34: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG35: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG36: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG37: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG38: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG39: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
    REG40: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
     
    CAM_CONFIG_ENRST : in STD_LOGIC; 
     
    AXI0_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
    AXI1_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
    AXI2_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
    AXI3_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
     
    M0_AXI_ACLK : in std_logic; 
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    M0_AXI_ARESETN    : in std_logic; 
    M0_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M0_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
    M0_AXI_AWVALID    : out std_logic; 
    M0_AXI_AWREADY    : in std_logic; 
    M0_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M0_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
    M0_AXI_WVALID    : out std_logic; 
    M0_AXI_WREADY    : in std_logic; 
    M0_AXI_BRESP    : in std_logic_vector(1 downto 0); 
    M0_AXI_BVALID    : in std_logic; 
    M0_AXI_BREADY    : out std_logic; 
    M0_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M0_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
    M0_AXI_ARVALID    : out std_logic; 
    M0_AXI_ARREADY    : in std_logic; 
    M0_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M0_AXI_RRESP    : in std_logic_vector(1 downto 0); 
    M0_AXI_RVALID    : in std_logic; 
    M0_AXI_RREADY    : out std_logic; 
     
    M1_AXI_ACLK    : in std_logic; 
    M1_AXI_ARESETN    : in std_logic; 
    M1_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M1_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
    M1_AXI_AWVALID    : out std_logic; 
    M1_AXI_AWREADY    : in std_logic; 
    M1_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M1_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
    M1_AXI_WVALID    : out std_logic; 
    M1_AXI_WREADY    : in std_logic; 
    M1_AXI_BRESP    : in std_logic_vector(1 downto 0); 
    M1_AXI_BVALID    : in std_logic; 
    M1_AXI_BREADY    : out std_logic; 
    M1_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M1_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
    M1_AXI_ARVALID    : out std_logic; 
    M1_AXI_ARREADY    : in std_logic; 
    M1_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M1_AXI_RRESP    : in std_logic_vector(1 downto 0); 
    M1_AXI_RVALID    : in std_logic; 
    M1_AXI_RREADY    : out std_logic; 
     
    M2_AXI_ACLK    : in std_logic; 
    M2_AXI_ARESETN    : in std_logic; 
    M2_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M2_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
    M2_AXI_AWVALID    : out std_logic; 
    M2_AXI_AWREADY    : in std_logic; 
    M2_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M2_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
    M2_AXI_WVALID    : out std_logic; 
    M2_AXI_WREADY    : in std_logic; 
    M2_AXI_BRESP    : in std_logic_vector(1 downto 0); 
    M2_AXI_BVALID    : in std_logic; 
    M2_AXI_BREADY    : out std_logic; 
    M2_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M2_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
    M2_AXI_ARVALID    : out std_logic; 
    M2_AXI_ARREADY    : in std_logic; 
    M2_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M2_AXI_RRESP    : in std_logic_vector(1 downto 0); 
    M2_AXI_RVALID    : in std_logic; 
    M2_AXI_RREADY    : out std_logic; 
    
    M3_AXI_ACLK    : in std_logic; 
    M3_AXI_ARESETN    : in std_logic; 
    M3_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M3_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
    M3_AXI_AWVALID    : out std_logic; 
    M3_AXI_AWREADY    : in std_logic; 
    M3_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M3_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
    M3_AXI_WVALID    : out std_logic; 
    M3_AXI_WREADY    : in std_logic; 
    M3_AXI_BRESP    : in std_logic_vector(1 downto 0); 
    M3_AXI_BVALID    : in std_logic; 
    M3_AXI_BREADY    : out std_logic; 
    M3_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
    M3_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
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    M3_AXI_ARVALID    : out std_logic; 
    M3_AXI_ARREADY    : in std_logic; 
    M3_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
    M3_AXI_RRESP    : in std_logic_vector(1 downto 0); 
    M3_AXI_RVALID    : in std_logic; 
    M3_AXI_RREADY    : out std_logic; 
     
    S_AXI_ACLK : in std_logic; 
    S_AXI_ARESETN : in std_logic; 
    S_AXI_AWADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
    S_AXI_AWPROT : in std_logic_vector(2 downto 0); 
    S_AXI_AWVALID : in std_logic; 
    S_AXI_AWREADY : out std_logic; 
    S_AXI_WDATA : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
    S_AXI_WSTRB : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
    S_AXI_WVALID : in std_logic; 
    S_AXI_WREADY : out std_logic; 
    S_AXI_BRESP : out std_logic_vector(1 downto 0); 
    S_AXI_BVALID : out std_logic; 
    S_AXI_BREADY : in std_logic; 
    S_AXI_ARADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
    S_AXI_ARPROT : in std_logic_vector(2 downto 0); 
    S_AXI_ARVALID : in std_logic; 
    S_AXI_ARREADY : out std_logic; 
    S_AXI_RDATA : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
    S_AXI_RRESP : out std_logic_vector(1 downto 0); 
    S_AXI_RVALID : out std_logic; 
    S_AXI_RREADY : in std_logic 
); 
end component AXI4_Driver; 
 
signal REG00: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG01: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG02: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG03: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG04: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG05: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG06: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG07: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG08: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG09: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG10: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG11: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG12: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG13: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG14: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG15: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG16: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG17: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG18: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG19: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG20: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG21: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG22: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG23: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG24: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG25: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG26: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG27: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG28: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG29: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG30: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG31: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG32: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG33: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG34: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG35: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG36: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG37: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG38: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG39: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
signal REG40: STD_LOGIC_VECTOR(AXI_DATA_WIDTH-1 downto 0) := (others=>'0'); 
 
signal CAM_CONFIG_ENRST : STD_LOGIC := '0'; 
 
signal CAM_CONFIG_Trig : STD_LOGIC :='0'; 
signal CAM_CONFIG_Trig_aux : STD_LOGIC := '0'; 
signal SERIAL_TRIG : STD_LOGIC := '0'; 
signal SERIAL_WORKING : STD_LOGIC := '0'; 
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signal IDLE_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
signal RECTIFY_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
signal COST_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
signal PATH_PROC_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
signal ENERGY_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
signal OPTIMIZATION_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
 
signal COST_REORG_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
signal PATH_REORG_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
 
signal TOTAL_TIME: STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
 
signal Timer0_Con : STD_LOGIC := '1'; 
signal Timer0_OutTrig : STD_LOGIC := '0'; 
signal Timer0_Output : STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
 
signal Timer1_Con : STD_LOGIC := '1'; 
signal Timer1_OutTrig : STD_LOGIC := '0'; 
signal Timer1_Output : STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
 
signal Timer2_Con : STD_LOGIC := '0'; 
signal Timer2_OutTrig : STD_LOGIC := '0'; 
signal Timer2_Output : STD_LOGIC_VECTOR(23 downto 0) := (others=>'0'); 
 
signal OPCODE_aux : STD_LOGIC_VECTOR(3 downto 0) := (others=>'0'); 
signal OPCODE_dly : STD_LOGIC_VECTOR(3 downto 0) := (others=>'0'); 
 
signal DMA_Intr0 : STD_LOGIC := '0'; 
signal DMA_Intr1 : STD_LOGIC := '0'; 
signal DMA_Intr2 : STD_LOGIC := '0'; 
signal DMA_Intr3 : STD_LOGIC := '0'; 
 
signal P_Intr0 : STD_LOGIC := '0'; 
signal P_Intr0_CLR : STD_LOGIC := '0'; 
signal P_Intr1 : STD_LOGIC := '0'; 
signal P_Intr1_CLR : STD_LOGIC := '0'; 
signal P_Intr2 : STD_LOGIC := '0'; 
signal P_Intr2_CLR : STD_LOGIC := '0'; 
signal P_Intr3 : STD_LOGIC := '0'; 
signal P_Intr3_CLR : STD_LOGIC := '0'; 
signal P_Intr4 : STD_LOGIC := '0'; 
signal P_Intr4_CLR : STD_LOGIC := '0'; 
 
signal IMG_Intr : STD_LOGIC := '0'; 
signal IMG_Intr_CLR : STD_LOGIC := '0'; 
 
--signal PROC_DONE_aux : STD_LOGIC_VECTOR(4 downto 0):= (others=>'0'); 
signal PROC_DONE_aux : STD_LOGIC_VECTOR(3 downto 0):= (others=>'0'); 
signal IMG_DONE_aux : STD_LOGIC := '0'; 
 
signal GENERAL_TRIG : STD_LOGIC := '0'; 
signal GENERAL_TRIG_aux : STD_LOGIC := '0'; 
 
signal REORG_FLAG : STD_LOGIC :='0'; 
signal REORG_FLAG_aux : STD_LOGIC :='0'; 
 
begin 
 
ALG_OPCODE <= OPCODE_aux; 
 
PS_Intr <= P_Intr0 or P_Intr1 or P_Intr2 or P_Intr3 or DMA_Intr0 or DMA_Intr1 or DMA_Intr2 or DMA_Intr3 or IMG_Intr; 
 
MoniTimer_0: MoniTimer_Intf 
port map( 
    CLK => CLK, 
    RST => RST, 
    STARTSTOP => Timer0_Con, 
     
    OUTPUT_TRIG => Timer0_OutTrig, 
    OUTPUT => Timer0_Output 
); 
 
MoniTimer_1: MoniTimer_Intf 
port map( 
    CLK => CLK, 
    RST => RST, 
    STARTSTOP => Timer1_Con, 
     
    OUTPUT_TRIG => Timer1_OutTrig, 
    OUTPUT => Timer1_Output 
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); 
 
MoniTimer_2: MoniTimer_Intf 
port map( 
    CLK => CLK, 
    RST => RST, 
    STARTSTOP => Timer2_Con, 
     
    OUTPUT_TRIG => Timer2_OutTrig, 
    OUTPUT => Timer2_Output 
); 
 
TimerControl: process(CLK) 
variable TimerStartPending : STD_LOGIC := '0'; 
begin 
    if(rising_edge(CLK))then 
     
        OPCODE_dly <= OPCODE_aux; 
        GENERAL_TRIG_aux <= GENERAL_TRIG; 
         
        REORG_FLAG_aux <= REORG_FLAG; 
     
        if(OPCODE_dly/=OPCODE_aux)then 
            Timer0_Con<='0'; 
             
            if(OPCODE_aux=x"0")then 
                Timer1_Con<='0'; 
            end if; 
             
        end if; 
         
        if(REORG_FLAG = '1' and REORG_FLAG_aux = '0') then 
            Timer2_Con<='1'; 
        end if; 
         
        if(REORG_FLAG = '0' and REORG_FLAG_aux = '1') then 
            Timer2_Con<='0'; 
        end if; 
         
        if(GENERAL_TRIG_aux = '0' and GENERAL_TRIG = '1')then 
            STEP_TRIGGER <= '1'; 
        else 
            STEP_TRIGGER <= '0'; 
        end if; 
             
        if(Timer0_OutTrig='1')then 
                         
            case(OPCODE_aux)is 
             
                when x"0" => OPTIMIZATION_TIME <= Timer0_Output; 
                                 
                when x"2" => RECTIFY_TIME <= Timer0_Output; 
                             Timer0_Con<='1'; 
                 
                when x"3" => COST_TIME <= Timer0_Output;  
                             Timer0_Con<='1'; 
                 
                when x"4" => PATH_PROC_TIME <= Timer0_Output; 
                             Timer0_Con<='1'; 
                 
                when x"5" => ENERGY_TIME <= Timer0_Output; 
                             Timer0_Con<='1'; 
                 
                when others => IDLE_TIME <= Timer0_Output; 
                               Timer0_Con<='1'; 
             
            end case; 
             
        end if; 
         
        if(Timer1_OutTrig='1')then 
            TOTAL_TIME <= Timer1_Output;    
            TimerStartPending := '1';          
        end if; 
         
        if(TimerStartPending = '1' and GENERAL_TRIG='1' and GENERAL_TRIG_aux = '0')then 
            TimerStartPending := '0';   
            Timer0_Con<='1'; 
            Timer1_Con<='1'; 
        end if; 
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        if(Timer2_OutTrig='1')then 
         
            if(OPCODE_aux = x"3")then 
                COST_REORG_TIME <= Timer2_Output; 
            else 
                PATH_REORG_TIME <= Timer2_Output; 
            end if; 
        end if; 
         
    end if; 
end process; 
 
AXI4_Driver_inst: AXI4_Driver 
generic map( 
    AXI_FULL_ADDR_WIDTH => AXI_FULL_ADDR_WIDTH, 
    AXI_DATA_WIDTH => AXI_DATA_WIDTH, 
    C_S_AXI_DATA_WIDTH => AXI_DATA_WIDTH, 
    C_S_AXI_ADDR_WIDTH => AXI_ADDR_WIDTH 
) 
port map( 
    CDMA_Intr0 => CDMA0_intr, 
    PS_Intr0 => DMA_Intr0, 
    CDMA_Intr1 => CDMA1_intr, 
    PS_Intr1 => DMA_Intr1, 
    CDMA_Intr2 => CDMA2_intr, 
    PS_Intr2 => DMA_Intr2, 
    CDMA_Intr3 => CDMA3_intr, 
    PS_Intr3 => DMA_Intr3, 
    REG00=>REG00, 
    REG01=>REG01, 
    REG02=>REG02, 
    REG03=>REG03, 
    REG04=>REG04, 
    REG05=>REG05, 
    REG06=>REG06, 
    REG07=>REG07, 
    REG08=>REG08, 
    REG09=>REG09, 
    REG10=>REG10, 
    REG11=>REG11, 
    REG12=>REG12, 
    REG13=>REG13, 
    REG14=>REG14, 
    REG15=>REG15, 
    REG16=>REG16, 
    REG17=>REG17, 
    REG18=>REG18, 
    REG19=>REG19, 
    REG20=>REG20, 
    REG21=>REG21, 
    REG22=>REG22, 
    REG23=>REG23, 
    REG24=>REG24, 
    REG25=>REG25, 
    REG26=>REG26, 
    REG27=>REG27, 
    REG28=>REG28, 
    REG29=>REG29, 
    REG30=>REG30, 
    REG31=>REG31, 
    REG32=>REG32, 
    REG33=>REG33, 
    REG34=>REG34, 
    REG35=>REG35, 
    REG36=>REG36, 
    REG37=>REG37, 
    REG38=>REG38, 
    REG39=>REG39, 
    REG40=>REG40, 
     
    CAM_CONFIG_ENRST =>CAM_CONFIG_ENRST, 
     
    AXI0_MUX_SEL => BBCon_AXI0_MUX_SEL, 
    AXI1_MUX_SEL => BBCon_AXI1_MUX_SEL, 
    AXI2_MUX_SEL => BBCon_AXI2_MUX_SEL, 
    AXI3_MUX_SEL => BBCon_AXI3_MUX_SEL, 
     
    M0_AXI_ACLK      =>M0_AXI_ACLK, 
    M0_AXI_ARESETN   =>M0_AXI_ARESETN, 
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    M0_AXI_AWADDR    =>M0_AXI_AWADDR, 
    M0_AXI_AWPROT    =>M0_AXI_AWPROT, 
    M0_AXI_AWVALID   =>M0_AXI_AWVALID, 
    M0_AXI_AWREADY   =>M0_AXI_AWREADY, 
    M0_AXI_WDATA     =>M0_AXI_WDATA, 
    M0_AXI_WSTRB     =>M0_AXI_WSTRB, 
    M0_AXI_WVALID    =>M0_AXI_WVALID, 
    M0_AXI_WREADY    =>M0_AXI_WREADY, 
    M0_AXI_BRESP     =>M0_AXI_BRESP, 
    M0_AXI_BVALID    =>M0_AXI_BVALID, 
    M0_AXI_BREADY    =>M0_AXI_BREADY, 
    M0_AXI_ARADDR    =>M0_AXI_ARADDR, 
    M0_AXI_ARPROT    =>M0_AXI_ARPROT, 
    M0_AXI_ARVALID   =>M0_AXI_ARVALID, 
    M0_AXI_ARREADY   =>M0_AXI_ARREADY, 
    M0_AXI_RDATA     =>M0_AXI_RDATA, 
    M0_AXI_RRESP     =>M0_AXI_RRESP, 
    M0_AXI_RVALID    =>M0_AXI_RVALID, 
    M0_AXI_RREADY    =>M0_AXI_RREADY, 
     
    M1_AXI_ACLK      =>M1_AXI_ACLK, 
    M1_AXI_ARESETN   =>M1_AXI_ARESETN, 
    M1_AXI_AWADDR    =>M1_AXI_AWADDR, 
    M1_AXI_AWPROT    =>M1_AXI_AWPROT, 
    M1_AXI_AWVALID   =>M1_AXI_AWVALID, 
    M1_AXI_AWREADY   =>M1_AXI_AWREADY, 
    M1_AXI_WDATA     =>M1_AXI_WDATA, 
    M1_AXI_WSTRB     =>M1_AXI_WSTRB, 
    M1_AXI_WVALID    =>M1_AXI_WVALID, 
    M1_AXI_WREADY    =>M1_AXI_WREADY, 
    M1_AXI_BRESP     =>M1_AXI_BRESP, 
    M1_AXI_BVALID    =>M1_AXI_BVALID, 
    M1_AXI_BREADY    =>M1_AXI_BREADY, 
    M1_AXI_ARADDR    =>M1_AXI_ARADDR, 
    M1_AXI_ARPROT    =>M1_AXI_ARPROT, 
    M1_AXI_ARVALID   =>M1_AXI_ARVALID, 
    M1_AXI_ARREADY   =>M1_AXI_ARREADY, 
    M1_AXI_RDATA     =>M1_AXI_RDATA, 
    M1_AXI_RRESP     =>M1_AXI_RRESP, 
    M1_AXI_RVALID    =>M1_AXI_RVALID, 
    M1_AXI_RREADY    =>M1_AXI_RREADY, 
     
    M2_AXI_ACLK      =>M2_AXI_ACLK, 
    M2_AXI_ARESETN   =>M2_AXI_ARESETN, 
    M2_AXI_AWADDR    =>M2_AXI_AWADDR, 
    M2_AXI_AWPROT    =>M2_AXI_AWPROT, 
    M2_AXI_AWVALID   =>M2_AXI_AWVALID, 
    M2_AXI_AWREADY   =>M2_AXI_AWREADY, 
    M2_AXI_WDATA     =>M2_AXI_WDATA, 
    M2_AXI_WSTRB     =>M2_AXI_WSTRB, 
    M2_AXI_WVALID    =>M2_AXI_WVALID, 
    M2_AXI_WREADY    =>M2_AXI_WREADY, 
    M2_AXI_BRESP     =>M2_AXI_BRESP, 
    M2_AXI_BVALID    =>M2_AXI_BVALID, 
    M2_AXI_BREADY    =>M2_AXI_BREADY, 
    M2_AXI_ARADDR    =>M2_AXI_ARADDR, 
    M2_AXI_ARPROT    =>M2_AXI_ARPROT, 
    M2_AXI_ARVALID   =>M2_AXI_ARVALID, 
    M2_AXI_ARREADY   =>M2_AXI_ARREADY, 
    M2_AXI_RDATA     =>M2_AXI_RDATA, 
    M2_AXI_RRESP     =>M2_AXI_RRESP, 
    M2_AXI_RVALID    =>M2_AXI_RVALID, 
    M2_AXI_RREADY    =>M2_AXI_RREADY, 
     
    M3_AXI_ACLK      =>M3_AXI_ACLK, 
    M3_AXI_ARESETN   =>M3_AXI_ARESETN, 
    M3_AXI_AWADDR    =>M3_AXI_AWADDR, 
    M3_AXI_AWPROT    =>M3_AXI_AWPROT, 
    M3_AXI_AWVALID   =>M3_AXI_AWVALID, 
    M3_AXI_AWREADY   =>M3_AXI_AWREADY, 
    M3_AXI_WDATA     =>M3_AXI_WDATA, 
    M3_AXI_WSTRB     =>M3_AXI_WSTRB, 
    M3_AXI_WVALID    =>M3_AXI_WVALID, 
    M3_AXI_WREADY    =>M3_AXI_WREADY, 
    M3_AXI_BRESP     =>M3_AXI_BRESP, 
    M3_AXI_BVALID    =>M3_AXI_BVALID, 
    M3_AXI_BREADY    =>M3_AXI_BREADY, 
    M3_AXI_ARADDR    =>M3_AXI_ARADDR, 
    M3_AXI_ARPROT    =>M3_AXI_ARPROT, 
    M3_AXI_ARVALID   =>M3_AXI_ARVALID, 
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    M3_AXI_ARREADY   =>M3_AXI_ARREADY, 
    M3_AXI_RDATA     =>M3_AXI_RDATA, 
    M3_AXI_RRESP     =>M3_AXI_RRESP, 
    M3_AXI_RVALID    =>M3_AXI_RVALID, 
    M3_AXI_RREADY    =>M3_AXI_RREADY, 
     
    S_AXI_ACLK      =>S00_AXI_ACLK, 
    S_AXI_ARESETN   =>S00_AXI_ARESETN, 
    S_AXI_AWADDR    =>S00_AXI_AWADDR, 
    S_AXI_AWPROT    =>S00_AXI_AWPROT, 
    S_AXI_AWVALID   =>S00_AXI_AWVALID, 
    S_AXI_AWREADY   =>S00_AXI_AWREADY, 
    S_AXI_WDATA     =>S00_AXI_WDATA, 
    S_AXI_WSTRB     =>S00_AXI_WSTRB, 
    S_AXI_WVALID    =>S00_AXI_WVALID, 
    S_AXI_WREADY    =>S00_AXI_WREADY, 
    S_AXI_BRESP     =>S00_AXI_BRESP, 
    S_AXI_BVALID    =>S00_AXI_BVALID, 
    S_AXI_BREADY    =>S00_AXI_BREADY, 
    S_AXI_ARADDR    =>S00_AXI_ARADDR, 
    S_AXI_ARPROT    =>S00_AXI_ARPROT, 
    S_AXI_ARVALID   =>S00_AXI_ARVALID, 
    S_AXI_ARREADY   =>S00_AXI_ARREADY, 
    S_AXI_RDATA     =>S00_AXI_RDATA, 
    S_AXI_RRESP     =>S00_AXI_RRESP, 
    S_AXI_RVALID    =>S00_AXI_RVALID, 
    S_AXI_RREADY    =>S00_AXI_RREADY 
); 
 
-- INPUT REGISTERS (PS - PL) 
 
OPCODE_aux      <=  REG00(3 downto 0);  
CURR_PATH       <=  REG00(6 downto 4); 
GENERAL_TRIG    <=  REG00(7); 
PATH_Cnt        <=  REG00(23 downto 8); -- All 4 included 
REORG_FLAG      <=  REG00(24); 
Energy_InputRST <=  REG00(28 downto 25); 
Alg_ProcTrigger <=  REG00(30); 
 
P_Intr0_CLR     <= REG01(0); 
P_Intr1_CLR     <= REG01(1); 
P_Intr2_CLR     <= REG01(2); 
P_Intr3_CLR     <= REG01(3); 
IMG_Intr_CLR    <= REG01(5); 
DP_Active       <= REG01(11 downto 8); 
 
SPPCon_REG_ID       <= REG02(7 downto 0); 
SPPCon_REG_DATA     <= REG02(15 downto 8); 
SPPCon_SERIAL_LRB   <= REG02(18 downto 16); 
CAM_CONFIG_Trig     <= REG02(19); 
 
CALIBRATION_PARAMS(31+32*0 downto 32*0)     <= REG03;       -- A (L) 
CALIBRATION_PARAMS(31+32*1 downto 32*1)     <= REG04;       -- B 
 
CALIBRATION_PARAMS(31+32*2 downto 32*2)     <= REG05;       -- C 
CALIBRATION_PARAMS(31+32*3 downto 32*3)     <= REG06;       -- D 
 
CALIBRATION_PARAMS(31+32*4 downto 32*4)     <= REG07;       -- E 
CALIBRATION_PARAMS(31+32*5 downto 32*5)     <= REG08;       -- F 
 
CALIBRATION_PARAMS(31+32*6 downto 32*6)     <= REG35;       -- G (R) 
CALIBRATION_PARAMS(31+32*7 downto 32*7)     <= REG36;       -- H 
 
CALIBRATION_PARAMS(31+32*8 downto 32*8)     <= REG37;       -- I 
CALIBRATION_PARAMS(31+32*9 downto 32*9)     <= REG38;       -- J 
 
CALIBRATION_PARAMS(31+32*10 downto 32*10)   <= REG39;       -- K 
CALIBRATION_PARAMS(31+32*11 downto 32*11)   <= REG40;       -- L 
     
CALIBRATION_OFFX <= REG34(15 downto 0); 
CALIBRATION_OFFY <= REG34(31 downto 16); 
 
-- OUTPUT REGISTERS (PL - PS) 
 
REG25(0) <= P_Intr0; 
REG25(1) <= P_Intr1; 
REG25(2) <= P_Intr2; 
REG25(3) <= P_Intr3; 
--REG25(4) <= P_Intr4; 
REG25(5) <= DMA_Intr0; 
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REG25(6) <= DMA_Intr1; 
REG25(7) <= DMA_Intr2; 
REG25(8) <= DMA_Intr3; 
REG25(9) <= IMG_Intr; 
 
REG26(23 downto 0)      <= IDLE_TIME; 
REG26(31 downto 24)     <= RECTIFY_TIME(23 downto 16); 
 
REG27(15 downto 0)      <= RECTIFY_TIME(15 downto 0); 
REG27(31 downto 16)     <= COST_TIME(23 downto 8); 
 
REG28(7 downto 0)       <= COST_TIME(7 downto 0); 
REG28(31 downto 8)      <= PATH_PROC_TIME; 
 
REG29(23 downto 0)      <= ENERGY_TIME; 
REG29(31 downto 24)     <= OPTIMIZATION_TIME(23 downto 16); 
 
REG30(15 downto 0)      <= OPTIMIZATION_TIME(15 downto 0); 
 
REG31(23 downto 0)      <= TOTAL_TIME; 
 
REG32(23 downto 0)      <= COST_REORG_TIME; 
REG33(23 downto 0)      <= PATH_REORG_TIME; 
 
-- INTERRUPT TREATMENT 
 
ProcessAndImageInterrupts: process(CLK) 
begin 
    if(rising_edge(CLK))then 
     
        PROC_DONE_aux <= PROC_DONE; 
        IMG_DONE_aux <= IMG_DONE; 
         
        if(P_Intr0_CLR = '1') then 
            P_Intr0 <= '0'; 
        elsif(PROC_DONE(0) = '1' and PROC_DONE_aux(0) = '0')then 
            P_Intr0 <= '1'; 
        end if; 
         
        if(P_Intr1_CLR = '1') then 
            P_Intr1 <= '0'; 
        elsif(PROC_DONE(1) = '1' and PROC_DONE_aux(1) = '0')then 
            P_Intr1 <= '1'; 
        end if; 
         
        if(P_Intr2_CLR = '1') then 
            P_Intr2 <= '0'; 
        elsif(PROC_DONE(2) = '1' and PROC_DONE_aux(2) = '0')then 
            P_Intr2 <= '1'; 
        end if; 
         
        if(P_Intr3_CLR = '1') then 
            P_Intr3 <= '0'; 
        elsif(PROC_DONE(3) = '1' and PROC_DONE_aux(3) = '0')then 
            P_Intr3 <= '1'; 
        end if; 
         
        if(IMG_Intr_CLR = '1') then 
            IMG_Intr <= '0'; 
        elsif(IMG_DONE = '1' and IMG_DONE_aux = '0')then 
            IMG_Intr <= '1'; 
        end if; 
 
    end if; 
end process; 
 
-- INPUT TREATMENT 
 
SPPCon_SERIAL_TRIG <= SERIAL_TRIG; 
 
Config_Signal_Conditioning: process(CLK) 
begin 
    if (rising_edge (CLK)) then 
     
        CAM_CONFIG_Trig_aux<=CAM_CONFIG_Trig; 
         
        -- Trigger generation 
         
        if(CAM_CONFIG_Trig='1' and CAM_CONFIG_Trig_aux='0') then 
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            if(REG02(18 downto 16)<"100") then 
                SERIAL_TRIG<='1'; 
            end if; 
        end if; 
         
        -- Configuration acknowledged 
         
        if(SPPCon_SERIAL_BUSY_L='1' or SPPCon_SERIAL_BUSY_L='1') then 
            SERIAL_WORKING <= '1'; 
        end if; 
         
        -- Configuration finished 
 
        if(SERIAL_WORKING = '1' and SPPCon_SERIAL_BUSY_L='0' and SPPCon_SERIAL_BUSY_L='0') then 
            SERIAL_WORKING <= '0'; 
            CAM_CONFIG_ENRST<='1'; 
        end if; 
         
        -- Config Reset Pulse 
         
        if(CAM_CONFIG_ENRST = '1' and CAM_CONFIG_Trig = '0') then 
            CAM_CONFIG_ENRST<='0'; 
        end if; 
         
        -- Serial Trigger Pulse 
        if(SERIAL_TRIG='1')then 
            SERIAL_TRIG<='0'; 
        end if; 
 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: MoniTimer_Intf.vhd 
 
-- Module name: Monitorization Timer 
 
-- Description: Monitoring timer that measures process 
--              times of the Algorithm 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
 
entity MoniTimer_Intf is 
Port ( 
 
        CLK: in STD_LOGIC; 
        RST: in STD_LOGIC; 
        STARTSTOP: in STD_LOGIC; 
         
        OUTPUT_TRIG: out STD_LOGIC; 
        OUTPUT: out STD_LOGIC_VECTOR(23 downto 0) 
 
); 
end MoniTimer_Intf; 
 
architecture Behavioral of MoniTimer_Intf is 
 
signal Prescaler : STD_LOGIC_VECTOR(6 downto 0); 
signal COUNTER: STD_LOGIC_VECTOR(23 downto 0); 
 
signal STARTSTOP_aux : STD_LOGIC; 
signal OUTPUT_TRIG_aux : STD_LOGIC; 
 
begin 
 
OUTPUT_TRIG <= OUTPUT_TRIG_aux; 
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CTR: process(CLK) 
 
    variable Count_EN : STD_LOGIC :='0'; 
 
begin 
    if(rising_edge(CLK))then 
     
        if(RST='0')then 
         
            Count_EN := '0'; 
            Prescaler<=(others=>'0'); 
            COUNTER<=(others=>'0'); 
            OUTPUT<=(others=>'0'); 
            OUTPUT_TRIG_aux<='0'; 
     
        else 
     
            STARTSTOP_aux <= STARTSTOP; 
     
            if(OUTPUT_TRIG_aux='1')then 
                OUTPUT_TRIG_aux<='0'; 
            end if; 
     
            if(STARTSTOP='1' and STARTSTOP_aux='0')then 
                Count_EN := '1'; 
                Prescaler<=(others=>'0'); 
                COUNTER<=(others=>'0'); 
            end if; 
             
            if(STARTSTOP='0' and STARTSTOP_aux='1')then 
                Count_EN := '0'; 
                Prescaler<=(others=>'0'); 
                OUTPUT<=COUNTER; 
                OUTPUT_TRIG_aux<='1'; 
            end if; 
             
            if(Count_EN='1')then 
             
                Prescaler<=Prescaler+1; 
                 
                if(Prescaler=99)then 
                    Prescaler<=(others=>'0'); 
                    COUNTER<=COUNTER+1; 
                     
                    if(COUNTER=x"FFFFFF")then  -- OVERFLOW -> Counter stuck to FFFFFF 
                        Count_EN := '0'; 
                        COUNTER<=x"FFFFFF"; 
                    end if; 
                     
                end if; 
 
            end if; 
        end if; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: AXI4_Driver.vhd 
 
-- Module name: AXI4 Driver 
 
-- Description: Top-level source that contains the AXI4 
--              Blocks that link the PS with the PL 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library ieee; 
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
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entity AXI4_Driver is 
 generic ( 
     AXI_FULL_ADDR_WIDTH : integer := 32; 
     AXI_DATA_WIDTH : integer := 32; 
  
  C_S_AXI_DATA_WIDTH : integer := 32; 
  C_S_AXI_ADDR_WIDTH : integer := 8 
 ); 
 port ( 
  
        CDMA_Intr0 : in STD_LOGIC; 
        PS_Intr0: out STD_LOGIC; 
        CDMA_Intr1 : in STD_LOGIC; 
        PS_Intr1: out STD_LOGIC; 
        CDMA_Intr2 : in STD_LOGIC; 
        PS_Intr2: out STD_LOGIC; 
        CDMA_Intr3 : in STD_LOGIC; 
        PS_Intr3: out STD_LOGIC; 
  
        REG00: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG01: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG02: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG03: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG04: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG05: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG06: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG07: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG08: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG09: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG10: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG11: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG12: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG13: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG14: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG15: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG16: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG17: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG18: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG19: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG20: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG21: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG22: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG23: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG24: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG25: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG26: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG27: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG28: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG29: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG30: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG31: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG32: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG33: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG34: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG35: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG36: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG37: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG38: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG39: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG40: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
         
        AXI0_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        AXI1_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        AXI2_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
        AXI3_MUX_SEL : out STD_LOGIC_VECTOR(6 downto 0); 
         
        CAM_CONFIG_ENRST : in STD_LOGIC; 
         
        -- 
         
        M0_AXI_ACLK : in std_logic; 
        M0_AXI_ARESETN    : in std_logic; 
        M0_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_AWVALID    : out std_logic; 
        M0_AXI_AWREADY    : in std_logic; 
        M0_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M0_AXI_WVALID    : out std_logic; 
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        M0_AXI_WREADY    : in std_logic; 
        M0_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_BVALID    : in std_logic; 
        M0_AXI_BREADY    : out std_logic; 
        M0_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M0_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M0_AXI_ARVALID    : out std_logic; 
        M0_AXI_ARREADY    : in std_logic; 
        M0_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M0_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M0_AXI_RVALID    : in std_logic; 
        M0_AXI_RREADY    : out std_logic; 
         
        M1_AXI_ACLK    : in std_logic; 
        M1_AXI_ARESETN    : in std_logic; 
        M1_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M1_AXI_AWVALID    : out std_logic; 
        M1_AXI_AWREADY    : in std_logic; 
        M1_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M1_AXI_WVALID    : out std_logic; 
        M1_AXI_WREADY    : in std_logic; 
        M1_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_BVALID    : in std_logic; 
        M1_AXI_BREADY    : out std_logic; 
        M1_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M1_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M1_AXI_ARVALID    : out std_logic; 
        M1_AXI_ARREADY    : in std_logic; 
        M1_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M1_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M1_AXI_RVALID    : in std_logic; 
        M1_AXI_RREADY    : out std_logic; 
         
        M2_AXI_ACLK    : in std_logic; 
        M2_AXI_ARESETN    : in std_logic; 
        M2_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_AWVALID    : out std_logic; 
        M2_AXI_AWREADY    : in std_logic; 
        M2_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M2_AXI_WVALID    : out std_logic; 
        M2_AXI_WREADY    : in std_logic; 
        M2_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_BVALID    : in std_logic; 
        M2_AXI_BREADY    : out std_logic; 
        M2_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M2_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M2_AXI_ARVALID    : out std_logic; 
        M2_AXI_ARREADY    : in std_logic; 
        M2_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M2_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M2_AXI_RVALID    : in std_logic; 
        M2_AXI_RREADY    : out std_logic; 
        
        M3_AXI_ACLK    : in std_logic; 
        M3_AXI_ARESETN    : in std_logic; 
        M3_AXI_AWADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_AWPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_AWVALID    : out std_logic; 
        M3_AXI_AWREADY    : in std_logic; 
        M3_AXI_WDATA    : out std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_WSTRB    : out std_logic_vector(AXI_DATA_WIDTH/8-1 downto 0); 
        M3_AXI_WVALID    : out std_logic; 
        M3_AXI_WREADY    : in std_logic; 
        M3_AXI_BRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_BVALID    : in std_logic; 
        M3_AXI_BREADY    : out std_logic; 
        M3_AXI_ARADDR    : out std_logic_vector(AXI_FULL_ADDR_WIDTH-1 downto 0); 
        M3_AXI_ARPROT    : out std_logic_vector(2 downto 0); 
        M3_AXI_ARVALID    : out std_logic; 
        M3_AXI_ARREADY    : in std_logic; 
        M3_AXI_RDATA    : in std_logic_vector(AXI_DATA_WIDTH-1 downto 0); 
        M3_AXI_RRESP    : in std_logic_vector(1 downto 0); 
        M3_AXI_RVALID    : in std_logic; 
        M3_AXI_RREADY    : out std_logic; 
         
        -- 
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  S_AXI_ACLK : in std_logic; 
  S_AXI_ARESETN : in std_logic; 
  S_AXI_AWADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  S_AXI_AWPROT : in std_logic_vector(2 downto 0); 
  S_AXI_AWVALID : in std_logic; 
  S_AXI_AWREADY : out std_logic; 
  S_AXI_WDATA : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  S_AXI_WSTRB : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
  S_AXI_WVALID : in std_logic; 
  S_AXI_WREADY : out std_logic; 
  S_AXI_BRESP : out std_logic_vector(1 downto 0); 
  S_AXI_BVALID : out std_logic; 
  S_AXI_BREADY : in std_logic; 
  S_AXI_ARADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  S_AXI_ARPROT : in std_logic_vector(2 downto 0); 
  S_AXI_ARVALID : in std_logic; 
  S_AXI_ARREADY : out std_logic; 
  S_AXI_RDATA : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  S_AXI_RRESP : out std_logic_vector(1 downto 0); 
  S_AXI_RVALID : out std_logic; 
  S_AXI_RREADY : in std_logic 
 ); 
end AXI4_Driver; 
 
architecture arch_imp of AXI4_Driver is 
 
component AXI4_Slave is 
 generic ( 
  C_S_AXI_DATA_WIDTH : integer := 32; 
  C_S_AXI_ADDR_WIDTH : integer := 8 
 ); 
 port ( 
        REG00: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG01: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG02: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG03: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG04: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG05: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG06: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG07: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG08: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG09: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG10: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG11: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG12: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG13: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG14: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG15: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG16: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG17: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG18: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG19: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG20: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG21: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG22: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG23: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG24: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG25: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG26: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG27: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG28: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG29: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG30: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG31: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG32: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG33: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG34: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG35: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG36: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG37: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG38: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG39: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG40: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        CAM_CONFIG_ENRST : in STD_LOGIC; 
        RegCLR_ConfigReady0 : in STD_LOGIC; 
        RegCLR_ConfigReady1 : in STD_LOGIC; 
        RegCLR_ConfigReady2 : in STD_LOGIC; 
        RegCLR_ConfigReady3 : in STD_LOGIC; 
        RegCLR_RST0 : in STD_LOGIC; 
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        RegCLR_RST1 : in STD_LOGIC; 
        RegCLR_RST2 : in STD_LOGIC; 
        RegCLR_RST3 : in STD_LOGIC; 
        RegCLR_CLR0 : in STD_LOGIC; 
        RegCLR_CLR1 : in STD_LOGIC; 
        RegCLR_CLR2 : in STD_LOGIC; 
        RegCLR_CLR3 : in STD_LOGIC; 
  S_AXI_ACLK : in std_logic; 
  S_AXI_ARESETN : in std_logic; 
  S_AXI_AWADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  S_AXI_AWPROT : in std_logic_vector(2 downto 0); 
  S_AXI_AWVALID : in std_logic; 
  S_AXI_AWREADY : out std_logic; 
  S_AXI_WDATA : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  S_AXI_WSTRB : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
  S_AXI_WVALID : in std_logic; 
  S_AXI_WREADY : out std_logic; 
  S_AXI_BRESP : out std_logic_vector(1 downto 0); 
  S_AXI_BVALID : out std_logic; 
  S_AXI_BREADY : in std_logic; 
  S_AXI_ARADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  S_AXI_ARPROT : in std_logic_vector(2 downto 0); 
  S_AXI_ARVALID : in std_logic; 
  S_AXI_ARREADY : out std_logic; 
  S_AXI_RDATA : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  S_AXI_RRESP : out std_logic_vector(1 downto 0); 
  S_AXI_RVALID : out std_logic; 
  S_AXI_RREADY : in std_logic 
 ); 
end component AXI4_Slave; 
 
component AXI4_Master is 
 generic ( 
        CDMA_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"7e200000"; 
        BRAM_BASEADDR_msbs : STD_LOGIC_VECTOR(11 downto 0) := x"200"; 
  C_M_AXI_ADDR_WIDTH : integer := 32; 
  C_M_AXI_DATA_WIDTH : integer := 32 
 ); 
 port ( 
        DMA_ConfigReady : in STD_LOGIC; 
        RST_Req : in STD_LOGIC; 
         
        CDMA_Intr : in STD_LOGIC; 
        PS_Intr : out STD_LOGIC; 
        CLR_Req : in STD_LOGIC; 
     
        EXPORTING: in STD_LOGIC; 
        CDMACRCon : in STD_LOGIC_VECTOR(11 downto 0); 
        DDR_ADDR : in STD_LOGIC_VECTOR(31 downto 0); 
        BRAM_ADDR : in STD_LOGIC_VECTOR(12 downto 0); 
        BTT : in STD_LOGIC_VECTOR(31 downto 0); 
         
        RegCLR_ConfigReady : out STD_LOGIC; 
        RegCLR_RST : out STD_LOGIC; 
        RegCLR_CLR : out STD_LOGIC; 
         
        AXI_MUX_SEL_i : in STD_LOGIC_VECTOR(6 downto 0); 
        AXI_MUX_SEL_o : out STD_LOGIC_VECTOR(6 downto 0); 
         
  M_AXI_ACLK : in std_logic; 
  M_AXI_ARESETN : in std_logic; 
  M_AXI_AWADDR : out std_logic_vector(C_M_AXI_ADDR_WIDTH-1 downto 0); 
  M_AXI_AWPROT : out std_logic_vector(2 downto 0); 
  M_AXI_AWVALID : out std_logic; 
  M_AXI_AWREADY : in std_logic; 
  M_AXI_WDATA : out std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
  M_AXI_WSTRB : out std_logic_vector(C_M_AXI_DATA_WIDTH/8-1 downto 0); 
  M_AXI_WVALID : out std_logic; 
  M_AXI_WREADY : in std_logic; 
  M_AXI_BRESP : in std_logic_vector(1 downto 0); 
  M_AXI_BVALID : in std_logic; 
  M_AXI_BREADY : out std_logic; 
  M_AXI_ARADDR : out std_logic_vector(C_M_AXI_ADDR_WIDTH-1 downto 0); 
  M_AXI_ARPROT : out std_logic_vector(2 downto 0); 
  M_AXI_ARVALID : out std_logic; 
  M_AXI_ARREADY : in std_logic; 
  M_AXI_RDATA : in std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
  M_AXI_RRESP : in std_logic_vector(1 downto 0); 
  M_AXI_RVALID : in std_logic; 
  M_AXI_RREADY : out std_logic 
  Annexos 
242   
 ); 
end component AXI4_Master; 
 
signal DMA_ConfigReady0 : STD_LOGIC; 
signal DMA_ConfigReady1 : STD_LOGIC; 
signal DMA_ConfigReady2 : STD_LOGIC; 
signal DMA_ConfigReady3 : STD_LOGIC; 
 
signal RST_Req0 : STD_LOGIC; 
signal RST_Req1 : STD_LOGIC; 
signal RST_Req2 : STD_LOGIC; 
signal RST_Req3 : STD_LOGIC; 
 
signal CLR_Req0 : STD_LOGIC; 
signal CLR_Req1 : STD_LOGIC; 
signal CLR_Req2 : STD_LOGIC; 
signal CLR_Req3 : STD_LOGIC; 
 
signal EXPORTING0 : STD_LOGIC; 
signal EXPORTING1 : STD_LOGIC; 
signal EXPORTING2 : STD_LOGIC; 
signal EXPORTING3 : STD_LOGIC; 
 
signal CDMACRCon0 : STD_LOGIC_VECTOR(11 downto 0); 
signal CDMACRCon1 : STD_LOGIC_VECTOR(11 downto 0); 
signal CDMACRCon2 : STD_LOGIC_VECTOR(11 downto 0); 
signal CDMACRCon3 : STD_LOGIC_VECTOR(11 downto 0); 
 
signal DDR_ADDR0 : STD_LOGIC_VECTOR(31 downto 0); 
signal DDR_ADDR1 : STD_LOGIC_VECTOR(31 downto 0); 
signal DDR_ADDR2 : STD_LOGIC_VECTOR(31 downto 0); 
signal DDR_ADDR3 : STD_LOGIC_VECTOR(31 downto 0); 
 
signal BRAM_ADDR0 : STD_LOGIC_VECTOR(12 downto 0); 
signal BRAM_ADDR1 : STD_LOGIC_VECTOR(12 downto 0); 
signal BRAM_ADDR2 : STD_LOGIC_VECTOR(12 downto 0); 
signal BRAM_ADDR3 : STD_LOGIC_VECTOR(12 downto 0); 
 
signal BTT0 : STD_LOGIC_VECTOR(31 downto 0); 
signal BTT1 : STD_LOGIC_VECTOR(31 downto 0); 
signal BTT2 : STD_LOGIC_VECTOR(31 downto 0); 
signal BTT3 : STD_LOGIC_VECTOR(31 downto 0); 
 
signal RegCLR_ConfigReady0 : STD_LOGIC; 
signal RegCLR_ConfigReady1 : STD_LOGIC; 
signal RegCLR_ConfigReady2 : STD_LOGIC; 
signal RegCLR_ConfigReady3 : STD_LOGIC; 
 
signal RegCLR_RST0 : STD_LOGIC; 
signal RegCLR_RST1 : STD_LOGIC; 
signal RegCLR_RST2 : STD_LOGIC; 
signal RegCLR_RST3 : STD_LOGIC; 
 
signal RegCLR_CLR0 : STD_LOGIC; 
signal RegCLR_CLR1 : STD_LOGIC; 
signal RegCLR_CLR2 : STD_LOGIC; 
signal RegCLR_CLR3 : STD_LOGIC; 
 
signal AXI0_MUX_SEL_i : STD_LOGIC_VECTOR(6 downto 0); 
signal AXI1_MUX_SEL_i : STD_LOGIC_VECTOR(6 downto 0); 
signal AXI2_MUX_SEL_i : STD_LOGIC_VECTOR(6 downto 0); 
signal AXI3_MUX_SEL_i : STD_LOGIC_VECTOR(6 downto 0); 
 
signal REG09_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG10_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG11_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG12_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG13_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG14_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG15_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG16_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG17_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG18_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG19_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG20_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG21_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG22_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG23_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
signal REG24_aux: STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
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begin 
 
REG09 <= REG09_aux; 
REG10 <= REG10_aux; 
REG11 <= REG11_aux; 
REG12 <= REG12_aux; 
REG13 <= REG13_aux; 
REG14 <= REG14_aux; 
REG15 <= REG15_aux; 
REG16 <= REG16_aux; 
REG17 <= REG17_aux; 
REG18 <= REG18_aux; 
REG19 <= REG19_aux; 
REG20 <= REG20_aux; 
REG21 <= REG21_aux; 
REG22 <= REG22_aux; 
REG23 <= REG23_aux; 
REG24 <= REG24_aux; 
 
CDMACRCon0          <= REG09_aux(11 downto 0); 
AXI0_MUX_SEL_i      <= REG10_aux(6 downto 0); 
BRAM_ADDR0          <= REG10_aux(20 downto 8); 
DMA_ConfigReady0    <= REG10_aux(21); 
EXPORTING0          <= REG10_aux(22); 
RST_Req0            <= REG10_aux(23); 
CLR_Req0            <= REG10_aux(24); 
DDR_ADDR0           <= REG11_aux; 
BTT0                <= REG12_aux; 
 
CDMACRCon1          <= REG13_aux(11 downto 0); 
AXI1_MUX_SEL_i      <= REG14_aux(6 downto 0); 
BRAM_ADDR1          <= REG14_aux(20 downto 8); 
DMA_ConfigReady1    <= REG14_aux(21); 
EXPORTING1          <= REG14_aux(22); 
RST_Req1            <= REG14_aux(23); 
CLR_Req1            <= REG14_aux(24); 
DDR_ADDR1           <= REG15_aux; 
BTT1                <= REG16_aux; 
 
CDMACRCon2          <= REG17_aux(11 downto 0); 
AXI2_MUX_SEL_i      <= REG18_aux(6 downto 0); 
BRAM_ADDR2          <= REG18_aux(20 downto 8); 
DMA_ConfigReady2    <= REG18_aux(21); 
EXPORTING2          <= REG18_aux(22); 
RST_Req2            <= REG18_aux(23); 
CLR_Req2            <= REG18_aux(24); 
DDR_ADDR2           <= REG19_aux; 
BTT2                <= REG20_aux; 
 
CDMACRCon3          <= REG21_aux(11 downto 0); 
AXI3_MUX_SEL_i      <= REG22_aux(6 downto 0); 
BRAM_ADDR3          <= REG22_aux(20 downto 8); 
DMA_ConfigReady3    <= REG22_aux(21); 
EXPORTING3          <= REG22_aux(22); 
RST_Req3            <= REG22_aux(23); 
CLR_Req3            <= REG22_aux(24); 
DDR_ADDR3           <= REG23_aux; 
BTT3                <= REG24_aux; 
 
AXI_Slave: AXI4_Slave 
generic map ( 
C_S_AXI_DATA_WIDTH => C_S_AXI_DATA_WIDTH, 
C_S_AXI_ADDR_WIDTH => C_S_AXI_ADDR_WIDTH 
) 
port map( 
REG00=>REG00, 
REG01=>REG01, 
REG02=>REG02, 
REG03=>REG03, 
REG04=>REG04, 
REG05=>REG05, 
REG06=>REG06, 
REG07=>REG07, 
REG08=>REG08, 
REG09=>REG09_aux, 
REG10=>REG10_aux, 
REG11=>REG11_aux, 
REG12=>REG12_aux, 
REG13=>REG13_aux, 
REG14=>REG14_aux, 
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REG15=>REG15_aux, 
REG16=>REG16_aux, 
REG17=>REG17_aux, 
REG18=>REG18_aux, 
REG19=>REG19_aux, 
REG20=>REG20_aux, 
REG21=>REG21_aux, 
REG22=>REG22_aux, 
REG23=>REG23_aux, 
REG24=>REG24_aux, 
REG25=>REG25, 
REG26=>REG26, 
REG27=>REG27, 
REG28=>REG28, 
REG29=>REG29, 
REG30=>REG30, 
REG31=>REG31, 
REG32=>REG32, 
REG33=>REG33, 
REG34=>REG34, 
REG35=>REG35, 
REG36=>REG36, 
REG37=>REG37, 
REG38=>REG38, 
REG39=>REG39, 
REG40=>REG40, 
CAM_CONFIG_ENRST =>CAM_CONFIG_ENRST, 
RegCLR_ConfigReady0 => RegCLR_ConfigReady0, 
RegCLR_ConfigReady1 => RegCLR_ConfigReady1, 
RegCLR_ConfigReady2 => RegCLR_ConfigReady2, 
RegCLR_ConfigReady3 => RegCLR_ConfigReady3, 
RegCLR_RST0 => RegCLR_RST0, 
RegCLR_RST1 => RegCLR_RST1, 
RegCLR_RST2 => RegCLR_RST2, 
RegCLR_RST3 => RegCLR_RST3, 
RegCLR_CLR0 => RegCLR_CLR0, 
RegCLR_CLR1 => RegCLR_CLR1, 
RegCLR_CLR2 => RegCLR_CLR2, 
RegCLR_CLR3 => RegCLR_CLR3, 
S_AXI_ACLK      =>S_AXI_ACLK, 
S_AXI_ARESETN   =>S_AXI_ARESETN, 
S_AXI_AWADDR    =>S_AXI_AWADDR, 
S_AXI_AWPROT    =>S_AXI_AWPROT, 
S_AXI_AWVALID   =>S_AXI_AWVALID, 
S_AXI_AWREADY   =>S_AXI_AWREADY, 
S_AXI_WDATA     =>S_AXI_WDATA, 
S_AXI_WSTRB     =>S_AXI_WSTRB, 
S_AXI_WVALID    =>S_AXI_WVALID, 
S_AXI_WREADY    =>S_AXI_WREADY, 
S_AXI_BRESP     =>S_AXI_BRESP, 
S_AXI_BVALID    =>S_AXI_BVALID, 
S_AXI_BREADY    =>S_AXI_BREADY, 
S_AXI_ARADDR    =>S_AXI_ARADDR, 
S_AXI_ARPROT    =>S_AXI_ARPROT, 
S_AXI_ARVALID   =>S_AXI_ARVALID, 
S_AXI_ARREADY   =>S_AXI_ARREADY, 
S_AXI_RDATA     =>S_AXI_RDATA, 
S_AXI_RRESP     =>S_AXI_RRESP, 
S_AXI_RVALID    =>S_AXI_RVALID, 
S_AXI_RREADY    =>S_AXI_RREADY 
); 
 
AXI_Master_CDMA0: AXI4_Master 
generic map( 
CDMA_BASEADDR => x"7e200000", 
BRAM_BASEADDR_msbs => x"200", 
C_M_AXI_ADDR_WIDTH => 32, 
C_M_AXI_DATA_WIDTH => 32 
) 
port map( 
DMA_ConfigReady => DMA_ConfigReady0, 
RST_Req => RST_Req0, 
CDMA_Intr => CDMA_Intr0, 
PS_Intr => PS_Intr0, 
CLR_Req => CLR_Req0, 
EXPORTING => EXPORTING0, 
CDMACRCon => CDMACRCon0, 
DDR_ADDR => DDR_ADDR0, 
BRAM_ADDR => BRAM_ADDR0, 
BTT => BTT0, 
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RegCLR_ConfigReady => RegCLR_ConfigReady0, 
RegCLR_RST => RegCLR_RST0, 
RegCLR_CLR => RegCLR_CLR0, 
AXI_MUX_SEL_i => AXI0_MUX_SEL_i, 
AXI_MUX_SEL_o => AXI0_MUX_SEL, 
 
M_AXI_ACLK      =>M0_AXI_ACLK, 
M_AXI_ARESETN   =>M0_AXI_ARESETN, 
M_AXI_AWADDR    =>M0_AXI_AWADDR, 
M_AXI_AWPROT    =>M0_AXI_AWPROT, 
M_AXI_AWVALID   =>M0_AXI_AWVALID, 
M_AXI_AWREADY   =>M0_AXI_AWREADY, 
M_AXI_WDATA     =>M0_AXI_WDATA, 
M_AXI_WSTRB     =>M0_AXI_WSTRB, 
M_AXI_WVALID    =>M0_AXI_WVALID, 
M_AXI_WREADY    =>M0_AXI_WREADY, 
M_AXI_BRESP     =>M0_AXI_BRESP, 
M_AXI_BVALID    =>M0_AXI_BVALID, 
M_AXI_BREADY    =>M0_AXI_BREADY, 
M_AXI_ARADDR    =>M0_AXI_ARADDR, 
M_AXI_ARPROT    =>M0_AXI_ARPROT, 
M_AXI_ARVALID   =>M0_AXI_ARVALID, 
M_AXI_ARREADY   =>M0_AXI_ARREADY, 
M_AXI_RDATA     =>M0_AXI_RDATA, 
M_AXI_RRESP     =>M0_AXI_RRESP, 
M_AXI_RVALID    =>M0_AXI_RVALID, 
M_AXI_RREADY    =>M0_AXI_RREADY 
); 
 
AXI_Master_CDMA1: AXI4_Master 
generic map( 
CDMA_BASEADDR => x"7e210000", 
BRAM_BASEADDR_msbs => x"210", 
C_M_AXI_ADDR_WIDTH => 32, 
C_M_AXI_DATA_WIDTH => 32 
) 
port map( 
DMA_ConfigReady => DMA_ConfigReady1, 
RST_Req => RST_Req1, 
CDMA_Intr => CDMA_Intr1, 
PS_Intr => PS_Intr1, 
CLR_Req => CLR_Req1, 
EXPORTING => EXPORTING1, 
CDMACRCon => CDMACRCon1, 
DDR_ADDR => DDR_ADDR1, 
BRAM_ADDR => BRAM_ADDR1, 
BTT => BTT1, 
RegCLR_ConfigReady => RegCLR_ConfigReady1, 
RegCLR_RST => RegCLR_RST1, 
RegCLR_CLR => RegCLR_CLR1, 
AXI_MUX_SEL_i => AXI1_MUX_SEL_i, 
AXI_MUX_SEL_o => AXI1_MUX_SEL, 
 
M_AXI_ACLK      =>M1_AXI_ACLK, 
M_AXI_ARESETN   =>M1_AXI_ARESETN, 
M_AXI_AWADDR    =>M1_AXI_AWADDR, 
M_AXI_AWPROT    =>M1_AXI_AWPROT, 
M_AXI_AWVALID   =>M1_AXI_AWVALID, 
M_AXI_AWREADY   =>M1_AXI_AWREADY, 
M_AXI_WDATA     =>M1_AXI_WDATA, 
M_AXI_WSTRB     =>M1_AXI_WSTRB, 
M_AXI_WVALID    =>M1_AXI_WVALID, 
M_AXI_WREADY    =>M1_AXI_WREADY, 
M_AXI_BRESP     =>M1_AXI_BRESP, 
M_AXI_BVALID    =>M1_AXI_BVALID, 
M_AXI_BREADY    =>M1_AXI_BREADY, 
M_AXI_ARADDR    =>M1_AXI_ARADDR, 
M_AXI_ARPROT    =>M1_AXI_ARPROT, 
M_AXI_ARVALID   =>M1_AXI_ARVALID, 
M_AXI_ARREADY   =>M1_AXI_ARREADY, 
M_AXI_RDATA     =>M1_AXI_RDATA, 
M_AXI_RRESP     =>M1_AXI_RRESP, 
M_AXI_RVALID    =>M1_AXI_RVALID, 
M_AXI_RREADY    =>M1_AXI_RREADY 
); 
 
AXI_Master_CDMA2: AXI4_Master 
generic map( 
CDMA_BASEADDR => x"7e220000", 
BRAM_BASEADDR_msbs => x"220", 
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C_M_AXI_ADDR_WIDTH => 32, 
C_M_AXI_DATA_WIDTH => 32 
) 
port map( 
DMA_ConfigReady => DMA_ConfigReady2, 
RST_Req => RST_Req2, 
CDMA_Intr => CDMA_Intr2, 
PS_Intr => PS_Intr2, 
CLR_Req => CLR_Req2, 
EXPORTING => EXPORTING2, 
CDMACRCon => CDMACRCon2, 
DDR_ADDR => DDR_ADDR2, 
BRAM_ADDR => BRAM_ADDR2, 
BTT => BTT2, 
RegCLR_ConfigReady => RegCLR_ConfigReady2, 
RegCLR_RST => RegCLR_RST2, 
RegCLR_CLR => RegCLR_CLR2, 
AXI_MUX_SEL_i => AXI2_MUX_SEL_i, 
AXI_MUX_SEL_o => AXI2_MUX_SEL, 
 
M_AXI_ACLK      =>M2_AXI_ACLK, 
M_AXI_ARESETN   =>M2_AXI_ARESETN, 
M_AXI_AWADDR    =>M2_AXI_AWADDR, 
M_AXI_AWPROT    =>M2_AXI_AWPROT, 
M_AXI_AWVALID   =>M2_AXI_AWVALID, 
M_AXI_AWREADY   =>M2_AXI_AWREADY, 
M_AXI_WDATA     =>M2_AXI_WDATA, 
M_AXI_WSTRB     =>M2_AXI_WSTRB, 
M_AXI_WVALID    =>M2_AXI_WVALID, 
M_AXI_WREADY    =>M2_AXI_WREADY, 
M_AXI_BRESP     =>M2_AXI_BRESP, 
M_AXI_BVALID    =>M2_AXI_BVALID, 
M_AXI_BREADY    =>M2_AXI_BREADY, 
M_AXI_ARADDR    =>M2_AXI_ARADDR, 
M_AXI_ARPROT    =>M2_AXI_ARPROT, 
M_AXI_ARVALID   =>M2_AXI_ARVALID, 
M_AXI_ARREADY   =>M2_AXI_ARREADY, 
M_AXI_RDATA     =>M2_AXI_RDATA, 
M_AXI_RRESP     =>M2_AXI_RRESP, 
M_AXI_RVALID    =>M2_AXI_RVALID, 
M_AXI_RREADY    =>M2_AXI_RREADY 
); 
 
AXI_Master_CDMA3: AXI4_Master 
generic map( 
CDMA_BASEADDR => x"7e230000", 
BRAM_BASEADDR_msbs => x"230", 
C_M_AXI_ADDR_WIDTH => 32, 
C_M_AXI_DATA_WIDTH => 32 
) 
port map( 
DMA_ConfigReady => DMA_ConfigReady3, 
RST_Req => RST_Req3, 
CDMA_Intr => CDMA_Intr3, 
PS_Intr => PS_Intr3, 
CLR_Req => CLR_Req3, 
EXPORTING => EXPORTING3, 
CDMACRCon => CDMACRCon3, 
DDR_ADDR => DDR_ADDR3, 
BRAM_ADDR => BRAM_ADDR3, 
BTT => BTT3, 
RegCLR_ConfigReady => RegCLR_ConfigReady3, 
RegCLR_RST => RegCLR_RST3, 
RegCLR_CLR => RegCLR_CLR3, 
AXI_MUX_SEL_i => AXI3_MUX_SEL_i, 
AXI_MUX_SEL_o => AXI3_MUX_SEL, 
 
M_AXI_ACLK      =>M3_AXI_ACLK, 
M_AXI_ARESETN   =>M3_AXI_ARESETN, 
M_AXI_AWADDR    =>M3_AXI_AWADDR, 
M_AXI_AWPROT    =>M3_AXI_AWPROT, 
M_AXI_AWVALID   =>M3_AXI_AWVALID, 
M_AXI_AWREADY   =>M3_AXI_AWREADY, 
M_AXI_WDATA     =>M3_AXI_WDATA, 
M_AXI_WSTRB     =>M3_AXI_WSTRB, 
M_AXI_WVALID    =>M3_AXI_WVALID, 
M_AXI_WREADY    =>M3_AXI_WREADY, 
M_AXI_BRESP     =>M3_AXI_BRESP, 
M_AXI_BVALID    =>M3_AXI_BVALID, 
M_AXI_BREADY    =>M3_AXI_BREADY, 
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M_AXI_ARADDR    =>M3_AXI_ARADDR, 
M_AXI_ARPROT    =>M3_AXI_ARPROT, 
M_AXI_ARVALID   =>M3_AXI_ARVALID, 
M_AXI_ARREADY   =>M3_AXI_ARREADY, 
M_AXI_RDATA     =>M3_AXI_RDATA, 
M_AXI_RRESP     =>M3_AXI_RRESP, 
M_AXI_RVALID    =>M3_AXI_RVALID, 
M_AXI_RREADY    =>M3_AXI_RREADY 
); 
 
 
 
end arch_imp; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: AXI4_Slave.vhd 
 
-- Module name: AXI4 Slave 
 
-- Description: AXI4 Lite Slave based on the templates 
--              provided by Xilinx 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library ieee; 
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
 
entity AXI4_Slave is 
 generic ( 
  C_S_AXI_DATA_WIDTH : integer := 32; 
  C_S_AXI_ADDR_WIDTH : integer := 8 
 ); 
 port ( 
  
        REG00: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG01: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG02: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG03: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG04: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG05: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG06: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG07: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG08: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG09: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG10: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG11: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG12: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG13: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG14: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG15: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG16: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG17: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG18: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG19: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG20: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG21: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG22: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG23: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG24: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG25: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG26: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG27: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG28: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG29: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG30: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG31: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG32: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG33: in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG34: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG35: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG36: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
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        REG37: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG38: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG39: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        REG40: out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
         
        CAM_CONFIG_ENRST : in STD_LOGIC; 
        RegCLR_ConfigReady0 : in STD_LOGIC; 
        RegCLR_ConfigReady1 : in STD_LOGIC; 
        RegCLR_ConfigReady2 : in STD_LOGIC; 
        RegCLR_ConfigReady3 : in STD_LOGIC; 
        RegCLR_RST0 : in STD_LOGIC; 
        RegCLR_RST1 : in STD_LOGIC; 
        RegCLR_RST2 : in STD_LOGIC; 
        RegCLR_RST3 : in STD_LOGIC; 
        RegCLR_CLR0 : in STD_LOGIC; 
        RegCLR_CLR1 : in STD_LOGIC; 
        RegCLR_CLR2 : in STD_LOGIC; 
        RegCLR_CLR3 : in STD_LOGIC; 
         
  -- Global Clock Signal 
  S_AXI_ACLK : in std_logic; 
  -- Global Reset Signal. This Signal is Active LOW 
  S_AXI_ARESETN : in std_logic; 
  -- Write address (issued by master, acceped by Slave) 
  S_AXI_AWADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  -- Write channel Protection type. This signal indicates the 
      -- privilege and security level of the transaction, and whether 
      -- the transaction is a data access or an instruction access. 
  S_AXI_AWPROT : in std_logic_vector(2 downto 0); 
  -- Write address valid. This signal indicates that the master signaling 
      -- valid write address and control information. 
  S_AXI_AWVALID : in std_logic; 
  -- Write address ready. This signal indicates that the slave is ready 
      -- to accept an address and associated control signals. 
  S_AXI_AWREADY : out std_logic; 
  -- Write data (issued by master, acceped by Slave)  
  S_AXI_WDATA : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  -- Write strobes. This signal indicates which byte lanes hold 
      -- valid data. There is one write strobe bit for each eight 
      -- bits of the write data bus.     
  S_AXI_WSTRB : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
  -- Write valid. This signal indicates that valid write 
      -- data and strobes are available. 
  S_AXI_WVALID : in std_logic; 
  -- Write ready. This signal indicates that the slave 
      -- can accept the write data. 
  S_AXI_WREADY : out std_logic; 
  -- Write response. This signal indicates the status 
      -- of the write transaction. 
  S_AXI_BRESP : out std_logic_vector(1 downto 0); 
  -- Write response valid. This signal indicates that the channel 
      -- is signaling a valid write response. 
  S_AXI_BVALID : out std_logic; 
  -- Response ready. This signal indicates that the master 
      -- can accept a write response. 
  S_AXI_BREADY : in std_logic; 
  -- Read address (issued by master, acceped by Slave) 
  S_AXI_ARADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  -- Protection type. This signal indicates the privilege 
      -- and security level of the transaction, and whether the 
      -- transaction is a data access or an instruction access. 
  S_AXI_ARPROT : in std_logic_vector(2 downto 0); 
  -- Read address valid. This signal indicates that the channel 
      -- is signaling valid read address and control information. 
  S_AXI_ARVALID : in std_logic; 
  -- Read address ready. This signal indicates that the slave is 
      -- ready to accept an address and associated control signals. 
  S_AXI_ARREADY : out std_logic; 
  -- Read data (issued by slave) 
  S_AXI_RDATA : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  -- Read response. This signal indicates the status of the 
      -- read transfer. 
  S_AXI_RRESP : out std_logic_vector(1 downto 0); 
  -- Read valid. This signal indicates that the channel is 
      -- signaling the required read data. 
  S_AXI_RVALID : out std_logic; 
  -- Read ready. This signal indicates that the master can 
      -- accept the read data and response information. 
  S_AXI_RREADY : in std_logic 
 ); 
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end AXI4_Slave; 
 
architecture arch_imp of AXI4_Slave is 
 
 -- AXI4LITE signals 
 signal axi_awaddr : std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
 signal axi_awready : std_logic; 
 signal axi_wready : std_logic; 
 signal axi_bresp : std_logic_vector(1 downto 0); 
 signal axi_bvalid : std_logic; 
 signal axi_araddr : std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
 signal axi_arready : std_logic; 
 signal axi_rdata : std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal axi_rresp : std_logic_vector(1 downto 0); 
 signal axi_rvalid : std_logic; 
 
 constant ADDR_LSB  : integer := (C_S_AXI_DATA_WIDTH/32)+ 1; 
 constant OPT_MEM_ADDR_BITS : integer := 5; 
  
 ------------------------------------------------ 
 ---- Signals for user logic register space example 
 -------------------------------------------------- 
 ---- Number of Slave Registers 24 
 signal slv_reg0 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);      
 signal slv_reg1 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);      
 signal slv_reg2 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg3 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg4 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg5 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg6 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg7 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg8 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg9 :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg10:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg11:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg12:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);      
 signal slv_reg13:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg14:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg15:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);      
 signal slv_reg16:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg17:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);      
 signal slv_reg18:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);      
 signal slv_reg19:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg20:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);      
 signal slv_reg21:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg22:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0);       
 signal slv_reg23:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg24:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg25:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg26:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg27:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg28:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg29:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg30:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg31:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg32:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg33:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg34:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg35:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg36:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg37:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg38:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg39:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal slv_reg40:std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  
 -- USER CLEAR SIGNALS 
  
 signal PCLR0_CLR : STD_LOGIC := '0'; 
 signal PCLR1_CLR : STD_LOGIC := '0'; 
 signal PCLR2_CLR : STD_LOGIC := '0'; 
 signal PCLR3_CLR : STD_LOGIC := '0'; 
 signal PCLR4_CLR : STD_LOGIC := '0'; 
  
 signal IMGCLR_CLR : STD_LOGIC := '0'; 
     
 signal slv_reg_rden : std_logic; 
 signal slv_reg_wren : std_logic; 
 signal reg_data_out :std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal byte_index : integer; 
 signal aw_en : std_logic; 
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begin 
 -- I/O Connections assignments 
 
 S_AXI_AWREADY <= axi_awready; 
 S_AXI_WREADY <= axi_wready; 
 S_AXI_BRESP <= axi_bresp; 
 S_AXI_BVALID <= axi_bvalid; 
 S_AXI_ARREADY <= axi_arready; 
 S_AXI_RDATA <= axi_rdata; 
 S_AXI_RRESP <= axi_rresp; 
 S_AXI_RVALID <= axi_rvalid; 
 -- Implement axi_awready generation 
 -- axi_awready is asserted for one S_AXI_ACLK clock cycle when both 
 -- S_AXI_AWVALID and S_AXI_WVALID are asserted. axi_awready is 
 -- de-asserted when reset is low. 
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_awready <= '0'; 
       aw_en <= '1'; 
     else 
       if (axi_awready = '0' and S_AXI_AWVALID = '1' and S_AXI_WVALID = '1' and aw_en = '1') then 
         -- slave is ready to accept write address when 
         -- there is a valid write address and write data 
         -- on the write address and data bus. This design  
         -- expects no outstanding transactions.  
         axi_awready <= '1'; 
         elsif (S_AXI_BREADY = '1' and axi_bvalid = '1') then 
             aw_en <= '1'; 
          axi_awready <= '0'; 
       else 
         axi_awready <= '0'; 
       end if; 
     end if; 
   end if; 
 end process; 
 
 -- Implement axi_awaddr latching 
 -- This process is used to latch the address when both  
 -- S_AXI_AWVALID and S_AXI_WVALID are valid.  
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_awaddr <= (others => '0'); 
     else 
       if (axi_awready = '0' and S_AXI_AWVALID = '1' and S_AXI_WVALID = '1' and aw_en = '1') then 
         -- Write Address latching 
         axi_awaddr <= S_AXI_AWADDR; 
       end if; 
     end if; 
   end if;                    
 end process;  
 
 -- Implement axi_wready generation 
 -- axi_wready is asserted for one S_AXI_ACLK clock cycle when both 
 -- S_AXI_AWVALID and S_AXI_WVALID are asserted. axi_wready is  
 -- de-asserted when reset is low.  
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_wready <= '0'; 
     else 
       if (axi_wready = '0' and S_AXI_WVALID = '1' and S_AXI_AWVALID = '1' and aw_en = '1') then 
           -- slave is ready to accept write data when  
           -- there is a valid write address and write data 
           -- on the write address and data bus. This design  
           -- expects no outstanding transactions.            
           axi_wready <= '1'; 
       else 
         axi_wready <= '0'; 
       end if; 
     end if; 
   end if; 
FPGA-Based Stereo Vision System For Autonomous Driving  
  251 
 end process;  
 
 -- Implement memory mapped register select and write logic generation 
 -- The write data is accepted and written to memory mapped registers when 
 -- axi_awready, S_AXI_WVALID, axi_wready and S_AXI_WVALID are asserted. Write strobes are used to 
 -- select byte enables of slave registers while writing. 
 -- These registers are cleared when reset (active low) is applied. 
 -- Slave register write enable is asserted when valid address and data are available 
 -- and the slave is ready to accept the write address and write data. 
 slv_reg_wren <= axi_wready and S_AXI_WVALID and axi_awready and S_AXI_AWVALID ; 
 
 process (S_AXI_ACLK) 
    variable loc_addr :std_logic_vector(OPT_MEM_ADDR_BITS downto 0);  
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       slv_reg0 <= (others => '0'); 
       slv_reg1 <= (others => '0'); 
       slv_reg2 <= (others => '0'); 
       slv_reg3 <= x"10000000"; 
       slv_reg4 <= x"00000000"; 
       slv_reg5 <= x"00000000"; 
       slv_reg6 <= x"00000000"; 
       slv_reg7 <= x"10000000"; 
       slv_reg8 <= x"00000000"; 
       slv_reg34 <= x"00000000"; 
       slv_reg35 <= x"10000000"; 
       slv_reg36 <= x"00000000"; 
       slv_reg37 <= x"00000000"; 
       slv_reg38 <= x"00000000"; 
       slv_reg39 <= x"10000000"; 
       slv_reg40 <= x"00000000"; 
       slv_reg9 <= (others => '0'); 
       slv_reg10 <= (others => '0'); 
       slv_reg11 <= (others => '0'); 
       slv_reg12 <= (others => '0'); 
       slv_reg13 <= (others => '0'); 
       slv_reg14 <= (others => '0'); 
       slv_reg15 <= (others => '0'); 
       slv_reg16 <= (others => '0'); 
       slv_reg17 <= (others => '0'); 
       slv_reg18 <= (others => '0'); 
       slv_reg19 <= (others => '0'); 
       slv_reg20 <= (others => '0'); 
       slv_reg21 <= (others => '0'); 
       slv_reg22 <= (others => '0'); 
       slv_reg23 <= (others => '0'); 
       slv_reg24 <= (others => '0'); 
          slv_reg25 <= (others => '0');        
       slv_reg26 <= (others => '0'); 
          slv_reg27 <= (others => '0'); 
       slv_reg28 <= (others => '0'); 
          slv_reg29 <= (others => '0'); 
       slv_reg30 <= (others => '0'); 
          slv_reg31 <= (others => '0'); 
          slv_reg32 <= (others => '0');    
          slv_reg33 <= (others => '0');                         
     else     
         
       slv_reg25 <= REG25; 
       slv_reg26 <= REG26; 
       slv_reg27 <= REG27; 
       slv_reg28 <= REG28; 
       slv_reg29 <= REG29; 
       slv_reg30 <= REG30; 
       slv_reg31 <= REG31; 
       slv_reg32 <= REG32; 
       slv_reg33 <= REG33; 
        
       loc_addr := axi_awaddr(ADDR_LSB + OPT_MEM_ADDR_BITS downto ADDR_LSB); 
       if (slv_reg_wren = '1') then 
         case loc_addr is 
           -- 0 
           when "000000" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 0 
                 slv_reg0(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
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               end if; 
             end loop; 
           -- 1 
           when "000001" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 1 
                    slv_reg1(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
               end if; 
             end loop; 
           -- 2 
           when "000010" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 2 
                 slv_reg2(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
               end if; 
             end loop; 
           -- 3 
           when "000011" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 3 
                 slv_reg3(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
               end if; 
             end loop; 
           -- 4 
           when "000100" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 4 
                 slv_reg4(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
               end if; 
             end loop; 
           -- 5 
           when "000101" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 5 
                 slv_reg5(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
               end if; 
             end loop; 
           -- 6 
           when "000110" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 6 
                 slv_reg6(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
               end if; 
             end loop; 
           -- 7 
           when "000111" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 7 
                 slv_reg7(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
               end if; 
             end loop; 
           -- 8 
           when "001000" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 8 
                 slv_reg8(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto 
byte_index*8); 
               end if; 
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             end loop; 
           -- 9 
           when "001001" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 9 
                    slv_reg9(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
               end if; 
             end loop; 
           -- 10 
           when "001010" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 10 
                    slv_reg10(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
               end if; 
             end loop; 
           -- 11 
           when "001011" => 
             for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
               if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                 -- Respective byte enables are asserted as per write strobes                    
                 -- slave registor 11 
                    slv_reg11(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
               end if; 
             end loop; 
           -- 12 
              when "001100" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg12(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
           -- 13 
                when "001101" => 
                for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                  if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                    -- Respective byte enables are asserted as per write strobes                    
                    -- slave registor 11 
                    slv_reg13(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                  end if; 
                end loop; 
           -- 14 
                when "001110" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg14(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
              -- 15 
              when "001111" => 
                for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                  if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                    -- Respective byte enables are asserted as per write strobes                    
                    -- slave registor 11 
                    slv_reg15(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                  end if; 
                end loop; 
              -- 16 
              when "010000" => 
                for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                  if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                    -- Respective byte enables are asserted as per write strobes                    
                    -- slave registor 11 
                    slv_reg16(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                  end if; 
                end loop; 
              -- 17 
                when "010001" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg17(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
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                    end if; 
                  end loop;                 
              -- 18 
              when "010010" => 
                for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                  if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                    -- Respective byte enables are asserted as per write strobes                    
                    -- slave registor 11 
                    slv_reg18(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                  end if; 
                end loop; 
              -- 19 
                when "010011" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg19(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop;                     
              -- 20 
              when "010100" => 
                for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                  if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                    -- Respective byte enables are asserted as per write strobes                    
                    -- slave registor 11 
                    slv_reg20(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                  end if; 
                end loop;                     
              -- 21 
                when "010101" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg21(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
              -- 22 
              when "010110" => 
                for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                  if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                    -- Respective byte enables are asserted as per write strobes                    
                    -- slave registor 11 
                    slv_reg22(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                  end if; 
                end loop; 
              -- 23 
                when "010111" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg23(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
              -- 24 
                when "011000" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg24(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
                   
              -- 34 
                when "100010" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg34(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
                   
              -- 35 
                when "100011" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
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                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg35(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
                       
              -- 36 
                when "100100" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg36(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop;                       
                       
              -- 37 
                when "100101" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg37(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop;                       
                       
              -- 38 
                when "100110" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg38(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop;                       
                       
              -- 39 
                when "100111" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg39(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
                                       
                                       
              -- 40 
                when "101000" => 
                  for byte_index in 0 to (C_S_AXI_DATA_WIDTH/8-1) loop 
                    if ( S_AXI_WSTRB(byte_index) = '1' ) then 
                      -- Respective byte enables are asserted as per write strobes                    
                      -- slave registor 11 
                      slv_reg40(byte_index*8+7 downto byte_index*8) <= S_AXI_WDATA(byte_index*8+7 downto byte_index*8); 
                    end if; 
                  end loop; 
                                                                                                     
           when others => 
             slv_reg0 <= slv_reg0; 
             slv_reg1 <= slv_reg1; 
             slv_reg2 <= slv_reg2; 
             slv_reg3 <= slv_reg3; 
             slv_reg4 <= slv_reg4; 
             slv_reg5 <= slv_reg5; 
             slv_reg6 <= slv_reg6; 
             slv_reg7 <= slv_reg7; 
             slv_reg8 <= slv_reg8; 
             slv_reg9 <= slv_reg9; 
             slv_reg10 <= slv_reg10; 
             slv_reg11 <= slv_reg11; 
             slv_reg12 <= slv_reg12; 
             slv_reg13 <= slv_reg13; 
             slv_reg14 <= slv_reg14; 
             slv_reg15 <= slv_reg15; 
             slv_reg16 <= slv_reg16; 
             slv_reg17 <= slv_reg17; 
             slv_reg18 <= slv_reg18; 
             slv_reg19 <= slv_reg19; 
             slv_reg20 <= slv_reg20; 
             slv_reg21 <= slv_reg21; 
  Annexos 
256   
             slv_reg22 <= slv_reg22; 
             slv_reg23 <= slv_reg23; 
             slv_reg24 <= slv_reg24; 
             slv_reg34 <= slv_reg34; 
             slv_reg35 <= slv_reg35; 
             slv_reg36 <= slv_reg36; 
             slv_reg37 <= slv_reg37; 
             slv_reg38 <= slv_reg38; 
             slv_reg39 <= slv_reg39; 
             slv_reg40 <= slv_reg40; 
                            
         end case; 
       end if; 
        
      -- Camera Configuration Clear bit 
        
      if (CAM_CONFIG_ENRST='1') then 
              slv_reg2(19)<='0'; 
         end if; 
           
        -- CDMA0 Clear bit 
           
        if (RegCLR_ConfigReady0='1') then 
            slv_reg10(21)<='0'; 
        end if; 
        if (RegCLR_RST0='1') then 
            slv_reg10(23)<='0'; 
        end if; 
        if (RegCLR_CLR0='1') then 
            slv_reg10(24)<='0'; 
        end if; 
         
        -- CDMA1 Clear bit 
         
        if (RegCLR_ConfigReady1='1') then 
            slv_reg14(21)<='0'; 
        end if; 
        if (RegCLR_RST1='1') then 
            slv_reg14(23)<='0'; 
        end if; 
        if (RegCLR_CLR1='1') then 
            slv_reg14(24)<='0'; 
        end if; 
         
        -- CDMA2 Clear bit 
         
        if (RegCLR_ConfigReady2='1') then 
            slv_reg18(21)<='0'; 
        end if; 
        if (RegCLR_RST2='1') then 
            slv_reg18(23)<='0'; 
        end if; 
        if (RegCLR_CLR2='1') then 
            slv_reg18(24)<='0'; 
        end if; 
         
        -- CDMA3 Clear bit 
         
        if (RegCLR_ConfigReady3='1') then 
            slv_reg22(21)<='0'; 
        end if; 
        if (RegCLR_RST3='1') then 
            slv_reg22(23)<='0'; 
        end if; 
        if (RegCLR_CLR3='1') then 
            slv_reg22(24)<='0'; 
        end if; 
         
        -- PROCESS CLEAR BITS 
         
        if(PCLR0_CLR = '1')then 
            slv_reg1(0)<='0'; 
        end if; 
         
        if(PCLR1_CLR = '1')then 
            slv_reg1(1)<='0'; 
        end if; 
         
        if(PCLR2_CLR = '1')then 
            slv_reg1(2)<='0'; 
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        end if; 
         
        if(PCLR3_CLR = '1')then 
            slv_reg1(3)<='0'; 
        end if; 
         
        if(PCLR4_CLR = '1')then 
            slv_reg1(4)<='0'; 
        end if; 
         
        -- IMAGE CLEAR BIT 
         
        if(IMGCLR_CLR = '1')then 
            slv_reg1(5)<='0'; 
        end if; 
        
     end if; 
   end if;                    
 end process;  
 
 -- Implement write response logic generation 
 -- The write response and response valid signals are asserted by the slave  
 -- when axi_wready, S_AXI_WVALID, axi_wready and S_AXI_WVALID are asserted.   
 -- This marks the acceptance of address and indicates the status of  
 -- write transaction. 
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_bvalid  <= '0'; 
       axi_bresp   <= "00"; --need to work more on the responses 
     else 
       if (axi_awready = '1' and S_AXI_AWVALID = '1' and axi_wready = '1' and S_AXI_WVALID = '1' and axi_bvalid 
= '0'  ) then 
         axi_bvalid <= '1'; 
         axi_bresp  <= "00";  
       elsif (S_AXI_BREADY = '1' and axi_bvalid = '1') then   --check if bready is asserted while bvalid is 
high) 
         axi_bvalid <= '0';                                 -- (there is a possibility that bready is always 
asserted high) 
       end if; 
     end if; 
   end if;                    
 end process;  
 
 -- Implement axi_arready generation 
 -- axi_arready is asserted for one S_AXI_ACLK clock cycle when 
 -- S_AXI_ARVALID is asserted. axi_awready is  
 -- de-asserted when reset (active low) is asserted.  
 -- The read address is also latched when S_AXI_ARVALID is  
 -- asserted. axi_araddr is reset to zero on reset assertion. 
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_arready <= '0'; 
       axi_araddr  <= (others => '1'); 
     else 
       if (axi_arready = '0' and S_AXI_ARVALID = '1') then 
         -- indicates that the slave has acceped the valid read address 
         axi_arready <= '1'; 
         -- Read Address latching  
         axi_araddr  <= S_AXI_ARADDR;            
       else 
         axi_arready <= '0'; 
       end if; 
     end if; 
   end if;                    
 end process;  
 
 -- Implement axi_arvalid generation 
 -- axi_rvalid is asserted for one S_AXI_ACLK clock cycle when both  
 -- S_AXI_ARVALID and axi_arready are asserted. The slave registers  
 -- data are available on the axi_rdata bus at this instance. The  
 -- assertion of axi_rvalid marks the validity of read data on the  
 -- bus and axi_rresp indicates the status of read transaction.axi_rvalid  
 -- is deasserted on reset (active low). axi_rresp and axi_rdata are  
 -- cleared to zero on reset (active low).   
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 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then 
     if S_AXI_ARESETN = '0' then 
       axi_rvalid <= '0'; 
       axi_rresp  <= "00"; 
     else 
       if (axi_arready = '1' and S_AXI_ARVALID = '1' and axi_rvalid = '0') then 
         -- Valid read data is available at the read data bus 
         axi_rvalid <= '1'; 
         axi_rresp  <= "00"; -- 'OKAY' response 
       elsif (axi_rvalid = '1' and S_AXI_RREADY = '1') then 
         -- Read data is accepted by the master 
         axi_rvalid <= '0'; 
       end if;             
     end if; 
   end if; 
 end process; 
 
 -- Implement memory mapped register select and read logic generation 
 -- Slave register read enable is asserted when valid address is available 
 -- and the slave is ready to accept the read address. 
 slv_reg_rden <= axi_arready and S_AXI_ARVALID and (not axi_rvalid) ; 
 
 process (slv_reg0, slv_reg1, slv_reg2, slv_reg3, slv_reg4, slv_reg5, slv_reg6, slv_reg7, slv_reg8, slv_reg9, 
slv_reg10, slv_reg11, slv_reg12, slv_reg13, 
 slv_reg14, slv_reg15, slv_reg16, slv_reg17, slv_reg18, slv_reg19, slv_reg20, slv_reg21, slv_reg22, slv_reg23, 
slv_reg24, slv_reg25, slv_reg26, slv_reg27, 
 slv_reg28, slv_reg29, slv_reg30, slv_reg31, slv_reg32, slv_reg33, slv_reg34, slv_reg35, slv_reg36, slv_reg37, 
slv_reg38, slv_reg39, slv_reg40, 
 axi_araddr, S_AXI_ARESETN, slv_reg_rden) 
  
 variable loc_addr :std_logic_vector(OPT_MEM_ADDR_BITS downto 0); 
 begin 
     -- Address decoding for reading registers 
     loc_addr := axi_araddr(ADDR_LSB + OPT_MEM_ADDR_BITS downto ADDR_LSB); 
     case loc_addr is 
       when b"000000" => 
         reg_data_out <= slv_reg0; 
       when b"000001" => 
         reg_data_out <= slv_reg1; 
       when b"000010" => 
         reg_data_out <= slv_reg2; 
       when b"000011" => 
         reg_data_out <= slv_reg3; 
       when b"000100" => 
         reg_data_out <= slv_reg4; 
       when b"000101" => 
         reg_data_out <= slv_reg5; 
       when b"000110" => 
         reg_data_out <= slv_reg6; 
       when b"000111" => 
         reg_data_out <= slv_reg7; 
       when b"001000" => 
         reg_data_out <= slv_reg8; 
       when b"001001" => 
         reg_data_out <= slv_reg9; 
       when b"001010" => 
         reg_data_out <= slv_reg10; 
       when b"001011" => 
         reg_data_out <= slv_reg11; 
       when b"001100" => 
         reg_data_out <= slv_reg12; 
       when b"001101" => 
         reg_data_out <= slv_reg13; 
       when b"001110" => 
         reg_data_out <= slv_reg14; 
       when b"001111" => 
         reg_data_out <= slv_reg15; 
       when b"010000" => 
         reg_data_out <= slv_reg16; 
       when b"010001" => 
         reg_data_out <= slv_reg17; 
       when b"010010" => 
         reg_data_out <= slv_reg18; 
       when b"010011" => 
         reg_data_out <= slv_reg19; 
       when b"010100" => 
         reg_data_out <= slv_reg20; 
       when b"010101" => 
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         reg_data_out <= slv_reg21; 
       when b"010110" => 
         reg_data_out <= slv_reg22; 
       when b"010111" => 
         reg_data_out <= slv_reg23; 
       when b"011000" => 
            reg_data_out <= slv_reg24;          
       when b"011001" => 
            reg_data_out <= slv_reg25;          
       when b"011010" => 
            reg_data_out <= slv_reg26; 
       when b"011011" => 
            reg_data_out <= slv_reg27;                   
       when b"011100" => 
            reg_data_out <= slv_reg28; 
       when b"011101" => 
            reg_data_out <= slv_reg29;                       
       when b"011110" => 
            reg_data_out <= slv_reg30; 
       when b"011111" => 
            reg_data_out <= slv_reg31; 
          when b"100000" => 
            reg_data_out <= slv_reg32; 
          when b"100001" => 
            reg_data_out <= slv_reg33; 
          when b"100010" => 
            reg_data_out <= slv_reg34; 
          when b"100011" => 
            reg_data_out <= slv_reg35; 
          when b"100100" => 
            reg_data_out <= slv_reg36; 
          when b"100101" => 
            reg_data_out <= slv_reg37; 
          when b"100110" => 
            reg_data_out <= slv_reg38; 
          when b"100111" => 
            reg_data_out <= slv_reg39; 
          when b"101000" => 
            reg_data_out <= slv_reg40; 
                                                                
       when others => 
         reg_data_out  <= (others => '0'); 
     end case; 
 end process;  
 
 -- Output register or memory read data 
 process( S_AXI_ACLK ) is 
 begin 
   if (rising_edge (S_AXI_ACLK)) then 
     if ( S_AXI_ARESETN = '0' ) then 
       axi_rdata  <= (others => '0'); 
     else 
       if (slv_reg_rden = '1') then 
         -- When there is a valid read address (S_AXI_ARVALID) with  
         -- acceptance of read address by the slave (axi_arready),  
         -- output the read dada  
         -- Read address mux 
           axi_rdata <= reg_data_out;     -- register read data 
       end if;    
     end if; 
   end if; 
 end process; 
 
 -- Add user logic here 
       
      REG00 <= slv_reg0; 
      REG01 <= slv_reg1; 
      REG02 <= slv_reg2; 
      REG03 <= slv_reg3; 
      REG04 <= slv_reg4; 
      REG05 <= slv_reg5; 
      REG06 <= slv_reg6; 
      REG07 <= slv_reg7; 
      REG08 <= slv_reg8; 
      REG09 <= slv_reg9; 
      REG10 <= slv_reg10; 
      REG11 <= slv_reg11; 
      REG12 <= slv_reg12; 
      REG13 <= slv_reg13; 
      REG14 <= slv_reg14; 
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      REG15 <= slv_reg15; 
      REG16 <= slv_reg16; 
      REG17 <= slv_reg17; 
      REG18 <= slv_reg18; 
      REG19 <= slv_reg19; 
      REG20 <= slv_reg20; 
      REG21 <= slv_reg21; 
      REG22 <= slv_reg22; 
      REG23 <= slv_reg23; 
      REG24 <= slv_reg24; 
      REG34 <= slv_reg34; 
      REG35 <= slv_reg35; 
      REG36 <= slv_reg36; 
      REG37 <= slv_reg37; 
      REG38 <= slv_reg38; 
      REG39 <= slv_reg39; 
      REG40 <= slv_reg40; 
 
-- CLEAR BITS PROCESS 
process(S_AXI_ACLK) 
begin 
    if(rising_edge(S_AXI_ACLK))then 
         
        if(slv_reg1(0) = '1')then 
            PCLR0_CLR <= '1'; 
        else 
            PCLR0_CLR <= '0'; 
        end if; 
         
        if(slv_reg1(1) = '1')then 
            PCLR1_CLR <= '1'; 
        else 
            PCLR1_CLR <= '0'; 
        end if; 
         
        if(slv_reg1(2) = '1')then 
            PCLR2_CLR <= '1'; 
        else 
            PCLR2_CLR <= '0'; 
        end if; 
         
        if(slv_reg1(3) = '1')then 
            PCLR3_CLR <= '1'; 
        else 
            PCLR3_CLR <= '0'; 
        end if; 
         
        if(slv_reg1(4) = '1')then 
            PCLR4_CLR <= '1'; 
        else 
            PCLR4_CLR <= '0'; 
        end if; 
         
        if(slv_reg1(5) = '1')then 
            IMGCLR_CLR <= '1'; 
        else 
            IMGCLR_CLR <= '0'; 
        end if; 
         
    end if; 
end process; 
 
 -- User logic ends 
 
end arch_imp; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: AXI4_Master.vhd 
 
-- Module name: AXI4 Master 
 
-- Description: AXI4 Lite Master based on the templates 
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--              provided by Xilinx 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library ieee; 
use ieee.std_logic_1164.all; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
 
entity AXI4_Master is 
 generic ( 
  -- Users to add parameters here 
        CDMA_BASEADDR : STD_LOGIC_VECTOR(31 downto 0) := x"7e200000"; 
        BRAM_BASEADDR_msbs : STD_LOGIC_VECTOR(11 downto 0) := x"200"; 
 
  -- User parameters ends 
  -- Do not modify the parameters beyond this line 
 
  -- Width of M_AXI address bus.  
    -- The master generates the read and write addresses of width specified as C_M_AXI_ADDR_WIDTH. 
  C_M_AXI_ADDR_WIDTH : integer := 32; 
  -- Width of M_AXI data bus.  
    -- The master issues write data and accept read data where the width of the data bus is C_M_AXI_DATA_WIDTH 
  C_M_AXI_DATA_WIDTH : integer := 32 
 ); 
 port ( 
  -- Users to add ports here 
 
        DMA_ConfigReady : in STD_LOGIC; 
        RST_Req : in STD_LOGIC; 
         
        CDMA_Intr : in STD_LOGIC; 
        PS_Intr : out STD_LOGIC; 
        CLR_Req : in STD_LOGIC; 
 
        EXPORTING: in STD_LOGIC; 
        CDMACRCon : in STD_LOGIC_VECTOR(11 downto 0); 
        DDR_ADDR : in STD_LOGIC_VECTOR(31 downto 0); 
        BRAM_ADDR : in STD_LOGIC_VECTOR(12 downto 0); 
        BTT : in STD_LOGIC_VECTOR(31 downto 0); 
         
        RegCLR_ConfigReady : out STD_LOGIC; 
        RegCLR_RST : out STD_LOGIC; 
        RegCLR_CLR : out STD_LOGIC; 
         
        AXI_MUX_SEL_i : in STD_LOGIC_VECTOR(6 downto 0); 
        AXI_MUX_SEL_o : out STD_LOGIC_VECTOR(6 downto 0); 
 
  -- User ports ends 
  -- Do not modify the ports beyond this line 
 
  M_AXI_ACLK : in std_logic; 
  -- AXI active low reset signal 
  M_AXI_ARESETN : in std_logic; 
  -- Master Interface Write Address Channel ports. Write address (issued by master) 
  M_AXI_AWADDR : out std_logic_vector(C_M_AXI_ADDR_WIDTH-1 downto 0); 
  -- Write channel Protection type. 
    -- This signal indicates the privilege and security level of the transaction, 
    -- and whether the transaction is a data access or an instruction access. 
  M_AXI_AWPROT : out std_logic_vector(2 downto 0); 
  -- Write address valid.  
    -- This signal indicates that the master signaling valid write address and control information. 
  M_AXI_AWVALID : out std_logic; 
  -- Write address ready.  
    -- This signal indicates that the slave is ready to accept an address and associated control signals. 
  M_AXI_AWREADY : in std_logic; 
  -- Master Interface Write Data Channel ports. Write data (issued by master) 
  M_AXI_WDATA : out std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
  -- Write strobes.  
    -- This signal indicates which byte lanes hold valid data. 
    -- There is one write strobe bit for each eight bits of the write data bus. 
  M_AXI_WSTRB : out std_logic_vector(C_M_AXI_DATA_WIDTH/8-1 downto 0); 
  -- Write valid. This signal indicates that valid write data and strobes are available. 
  M_AXI_WVALID : out std_logic; 
  -- Write ready. This signal indicates that the slave can accept the write data. 
  M_AXI_WREADY : in std_logic; 
  -- Master Interface Write Response Channel ports.  
    -- This signal indicates the status of the write transaction. 
  M_AXI_BRESP : in std_logic_vector(1 downto 0); 
  -- Write response valid.  
    -- This signal indicates that the channel is signaling a valid write response 
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  M_AXI_BVALID : in std_logic; 
  -- Response ready. This signal indicates that the master can accept a write response. 
  M_AXI_BREADY : out std_logic; 
  -- Master Interface Read Address Channel ports. Read address (issued by master) 
  M_AXI_ARADDR : out std_logic_vector(C_M_AXI_ADDR_WIDTH-1 downto 0); 
  -- Protection type.  
    -- This signal indicates the privilege and security level of the transaction,  
    -- and whether the transaction is a data access or an instruction access. 
  M_AXI_ARPROT : out std_logic_vector(2 downto 0); 
  -- Read address valid.  
    -- This signal indicates that the channel is signaling valid read address and control information. 
  M_AXI_ARVALID : out std_logic; 
  -- Read address ready.  
    -- This signal indicates that the slave is ready to accept an address and associated control signals. 
  M_AXI_ARREADY : in std_logic; 
  -- Master Interface Read Data Channel ports. Read data (issued by slave) 
  M_AXI_RDATA : in std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
  -- Read response. This signal indicates the status of the read transfer. 
  M_AXI_RRESP : in std_logic_vector(1 downto 0); 
  -- Read valid. This signal indicates that the channel is signaling the required read data. 
  M_AXI_RVALID : in std_logic; 
  -- Read ready. This signal indicates that the master can accept the read data and response information. 
  M_AXI_RREADY : out std_logic 
 ); 
end AXI4_Master; 
 
architecture implementation of AXI4_Master is 
 
 -- Example user application signals 
  
 -- Initiate AXI transactions 
    signal INIT_AXI_TXN    : std_logic; 
            -- Asserts when ERROR is detected 
    signal ERROR    : std_logic; 
            -- Asserts when AXI transactions is complete 
    signal TXN_DONE    : std_logic; 
            -- AXI clock signal 
  
    type mAXIConState is (IDLE,CONFIGURE,SET_FLAG,RESET,CLR,READ,AXI_WAIT); 
    signal AXIState : mAXIConState; 
     
    type CDMAS is (IDLE,TRANSFER,AXI_WAIT,AXI_RST,AXI_CLR,AXI_WAIT4RST); 
    signal CDMAState : CDMAS := IDLE; 
 
    signal BaseAddr : STD_LOGIC_VECTOR(31 downto 0); 
    signal pending_CDMACR : STD_LOGIC_VECTOR(31 downto 0); 
    signal pending_CDMASR : STD_LOGIC_VECTOR(31 downto 0); 
    signal pending_SA : STD_LOGIC_VECTOR(31 downto 0); 
    signal pending_DA : STD_LOGIC_VECTOR(31 downto 0); 
    signal pending_BTT : STD_LOGIC_VECTOR(31 downto 0); 
    signal opcount : STD_LOGIC_VECTOR(2 downto 0); 
         
    signal ADDRESS: std_logic_vector(C_M_AXI_ADDR_WIDTH-1 downto 0); 
    signal RW: STD_LOGIC; 
    signal WRITE_DATA: std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
    signal READ_DATA: std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
     
    signal DMA_Req : STD_LOGIC; 
    signal DMA_RST_Req : STD_LOGIC; 
    signal DMA_CLR_Req : STD_LOGIC; 
    signal AXIBusy : STD_LOGIC; 
     
    signal RegCLR_ConfigReady_aux : STD_LOGIC; 
    signal RegCLR_RST_aux : STD_LOGIC; 
    signal RegCLR_CLR_aux : STD_LOGIC; 
    signal DMA_ConfigReady_aux : STD_LOGIC; 
 
 -- Example State machine to initialize counter, initialize write transactions,  
  -- initialize read transactions and comparison of read data with the  
  -- written data words. 
  type state is ( IDLE, -- This state initiates AXI4Lite transaction 
         -- after the state machine changes state 
to INIT_WRITE 
         -- when there is 0 to 1 transition on 
INIT_AXI_TXN 
      INIT_WRITE,   -- This state initializes write transaction, 
         -- once writes are done, the state machine  
         -- changes state to INIT_READ  
      INIT_READ,    -- This state initializes read transaction 
         -- once reads are done, the state machine  
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         -- changes state to INIT_COMPARE  
      INIT_COMPARE);-- This state issues the status of comparison  
         -- of the written data with the read data 
 
  signal mst_exec_state  : state ;  
 
 -- AXI4LITE signals 
 --write address valid 
 signal axi_awvalid : std_logic; 
 --write data valid 
 signal axi_wvalid : std_logic; 
 --read address valid 
 signal axi_arvalid : std_logic; 
 --read data acceptance 
 signal axi_rready : std_logic; 
 --write response acceptance 
 signal axi_bready : std_logic; 
 --write address 
 signal axi_awaddr : std_logic_vector(C_M_AXI_ADDR_WIDTH-1 downto 0); 
 --write data 
 signal axi_wdata : std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
  
 --read data register 
     signal axi_rdata_reg    : std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
      
 --read addresss 
 signal axi_araddr : std_logic_vector(C_M_AXI_ADDR_WIDTH-1 downto 0); 
 --Asserts when there is a write response error 
 signal write_resp_error : std_logic; 
 --Asserts when there is a read response error 
 signal read_resp_error : std_logic; 
 --A pulse to initiate a write transaction 
 signal start_single_write : std_logic; 
 --A pulse to initiate a read transaction 
 signal start_single_read : std_logic; 
 --Asserts when a single beat write transaction is issued and remains asserted till the completion of write 
trasaction. 
 signal write_issued : std_logic; 
 --Asserts when a single beat read transaction is issued and remains asserted till the completion of read 
trasaction. 
 signal read_issued : std_logic; 
 --flag that marks the completion of write trasactions. The number of write transaction is user selected by the 
parameter C_M_TRANSACTIONS_NUM. 
 signal writes_done : std_logic; 
 --flag that marks the completion of read trasactions. The number of read transaction is user selected by the 
parameter C_M_TRANSACTIONS_NUM 
 signal reads_done : std_logic; 
 --The error register is asserted when any of the write response error, read response error or the data mismatch 
flags are asserted. 
 signal error_reg : std_logic; 
 --Expected read data used to compare with the read data. 
 signal expected_rdata : std_logic_vector(C_M_AXI_DATA_WIDTH-1 downto 0); 
 --This flag is asserted when there is a mismatch of the read data with the expected read data. 
 signal read_mismatch : std_logic; 
 --Flag is asserted when the write index reaches the last write transction number 
 signal last_write : std_logic; 
 --Flag is asserted when the read index reaches the last read transction number 
 signal last_read : std_logic; 
 signal init_txn_ff : std_logic; 
 signal init_txn_ff2 : std_logic; 
 signal init_txn_edge : std_logic; 
 signal init_txn_pulse : std_logic; 
 
 
begin 
 -- I/O Connections assignments 
 
 --Adding the offset address to the base addr of the slave 
 M_AXI_AWADDR <= axi_awaddr; 
 --AXI 4 write data 
 M_AXI_WDATA <= axi_wdata; 
 M_AXI_AWPROT <= "000"; 
 M_AXI_AWVALID <= axi_awvalid; 
 --Write Data(W) 
 M_AXI_WVALID <= axi_wvalid; 
 --Set all byte strobes in this example 
 M_AXI_WSTRB <= "1111"; 
 --Write Response (B) 
 M_AXI_BREADY <= axi_bready; 
 --Read Address (AR) 
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 M_AXI_ARADDR <= axi_araddr; 
 M_AXI_ARVALID <= axi_arvalid; 
 M_AXI_ARPROT <= "001"; 
 --Read and Read Response (R) 
 M_AXI_RREADY <= axi_rready; 
 --Example design I/O 
 TXN_DONE <= writes_done when RW='1' else reads_done; 
 init_txn_pulse <= ( not init_txn_ff2)  and  init_txn_ff; 
 
 
 --Generate a pulse to initiate AXI transaction. 
 process(M_AXI_ACLK)                                                           
 begin                                                                              
   if (rising_edge (M_AXI_ACLK)) then                                               
       -- Initiates AXI transaction delay         
     if (M_AXI_ARESETN = '0' ) then                                                 
       init_txn_ff <= '0';                                                    
         init_txn_ff2 <= '0';                                                           
     else                                                                                        
       init_txn_ff <= INIT_AXI_TXN; 
         init_txn_ff2 <= init_txn_ff;                                                                      
     end if;                                                                        
   end if;                                                                          
 end process;  
 
 
 ---------------------- 
 --Write Address Channel 
 ---------------------- 
 
 -- The purpose of the write address channel is to request the address and  
 -- command information for the entire transaction.  It is a single beat 
 -- of information. 
 
 -- Note for this example the axi_awvalid/axi_wvalid are asserted at the same 
 -- time, and then each is deasserted independent from each other. 
 -- This is a lower-performance, but simplier control scheme. 
 
 -- AXI VALID signals must be held active until accepted by the partner. 
 
 -- A data transfer is accepted by the slave when a master has 
 -- VALID data and the slave acknoledges it is also READY. While the master 
 -- is allowed to generated multiple, back-to-back requests by not  
 -- deasserting VALID, this design will add rest cycle for 
 -- simplicity. 
 
 -- Since only one outstanding transaction is issued by the user design, 
 -- there will not be a collision between a new request and an accepted 
 -- request on the same clock cycle.  
 
   process(M_AXI_ACLK)                                                           
   begin                                                                              
     if (rising_edge (M_AXI_ACLK)) then                                               
       --Only VALID signals must be deasserted during reset per AXI spec              
       --Consider inverting then registering active-low reset for higher fmax         
       if (M_AXI_ARESETN = '0' or init_txn_pulse = '1') then                                                 
         axi_awvalid <= '0';                                                          
       else                                                                           
         --Signal a new address/data command is available by user logic               
         if (start_single_write = '1') then                                           
           axi_awvalid <= '1';                                                        
         elsif (M_AXI_AWREADY = '1' and axi_awvalid = '1') then                       
           --Address accepted by interconnect/slave (issue of M_AXI_AWREADY by slave) 
           axi_awvalid <= '0';                                                        
         end if;                                                                      
       end if;                                                                        
     end if;                                                                          
   end process;                                                                       
                                                                                                                                                           
 ---------------------- 
 --Write Data Channel 
 ---------------------- 
 
 --The write data channel is for transfering the actual data. 
 --The data generation is speific to the example design, and  
 --so only the WVALID/WREADY handshake is shown here 
 
    process(M_AXI_ACLK)                                                  
    begin                                                                          
      if (rising_edge (M_AXI_ACLK)) then                                           
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        if (M_AXI_ARESETN = '0' or init_txn_pulse = '1' ) then                                             
          axi_wvalid <= '0';                                                       
        else                                                                       
          if (start_single_write = '1') then                                       
            --Signal a new address/data command is available by user logic         
            axi_wvalid <= '1';                                                     
          elsif (M_AXI_WREADY = '1' and axi_wvalid = '1') then                     
            --Data accepted by interconnect/slave (issue of M_AXI_WREADY by slave) 
            axi_wvalid <= '0';                                                     
          end if;                                                                  
        end if;                                                                    
      end if;                                                                      
    end process;                                                                   
 
 
 ------------------------------ 
 --Write Response (B) Channel 
 ------------------------------ 
 
 --The write response channel provides feedback that the write has committed 
 --to memory. BREADY will occur after both the data and the write address 
 --has arrived and been accepted by the slave, and can guarantee that no 
 --other accesses launched afterwards will be able to be reordered before it. 
 
 --The BRESP bit [1] is used indicate any errors from the interconnect or 
 --slave for the entire write burst. This example will capture the error. 
 
 --While not necessary per spec, it is advisable to reset READY signals in 
 --case of differing reset latencies between master/slave. 
 
   process(M_AXI_ACLK)                                             
   begin                                                                 
     if (rising_edge (M_AXI_ACLK)) then                                  
       if (M_AXI_ARESETN = '0' or init_txn_pulse = '1') then                                    
         axi_bready <= '0';                                              
       else                                                              
         if (M_AXI_BVALID = '1' and axi_bready = '0') then               
           -- accept/acknowledge bresp with axi_bready by the master     
           -- when M_AXI_BVALID is asserted by slave                     
            axi_bready <= '1';                                           
         elsif (axi_bready = '1') then                                   
           -- deassert after one clock cycle                             
           axi_bready <= '0';                                            
         end if;                                                         
       end if;                                                           
     end if;                                                             
   end process;                                                          
 --Flag write errors                                                     
   write_resp_error <= (axi_bready and M_AXI_BVALID and M_AXI_BRESP(1)); 
 
 
 ------------------------------ 
 --Read Address Channel 
 ------------------------------ 
                                                                                     
   -- A new axi_arvalid is asserted when there is a valid read address               
   -- available by the master. start_single_read triggers a new read                 
   -- transaction                                                                    
   process(M_AXI_ACLK)                                                               
   begin                                                                             
     if (rising_edge (M_AXI_ACLK)) then                                              
       if (M_AXI_ARESETN = '0' or init_txn_pulse = '1') then                                                
         axi_arvalid <= '0';                                                         
       else                                                                          
         if (start_single_read = '1') then                                           
           --Signal a new read address command is available by user logic            
           axi_arvalid <= '1';                                                       
         elsif (M_AXI_ARREADY = '1' and axi_arvalid = '1') then                      
         --RAddress accepted by interconnect/slave (issue of M_AXI_ARREADY by slave) 
           axi_arvalid <= '0';                                                       
         end if;                                                                     
       end if;                                                                       
     end if;                                                                         
   end process;                                                                      
 
 
 ---------------------------------- 
 --Read Data (and Response) Channel 
 ---------------------------------- 
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 --The Read Data channel returns the results of the read request  
 --The master will accept the read data by asserting axi_rready 
 --when there is a valid read data available. 
 --While not necessary per spec, it is advisable to reset READY signals in 
 --case of differing reset latencies between master/slave. 
 
   process(M_AXI_ACLK)                                              
   begin                                                                  
     if (rising_edge (M_AXI_ACLK)) then                                   
       if (M_AXI_ARESETN = '0' or init_txn_pulse = '1') then                                     
         axi_rready <= '1';                                               
       else                                                               
         if (M_AXI_RVALID = '1' and axi_rready = '0') then                
          -- accept/acknowledge rdata/rresp with axi_rready by the master 
          -- when M_AXI_RVALID is asserted by slave                       
           axi_rready <= '1';                                             
         elsif (axi_rready = '1') then                                    
           -- deassert after one clock cycle                              
           axi_rready <= '0';                                             
         end if;                                                          
       end if;                                                            
     end if;                                                              
   end process;                                                           
                                                                          
 --Flag write errors                                                      
   read_resp_error <= (axi_rready and M_AXI_RVALID and M_AXI_RRESP(1));   
 
 
 ---------------------------------- 
 --User Logic 
 ---------------------------------- 
 
 --Address/Data Stimulus 
 
 --Address/data pairs for this example. The read and write values should 
 --match. 
 --Modify these as desired for different address patterns.                                                            
         
    --  Write and Read Addresses                                                                
 
       axi_awaddr <= ADDRESS when RW='1' else (others=>'0');  
 
       axi_araddr <= ADDRESS when RW='0' else (others=>'0');  
                                                                                                             
                                                                                      
   -- Write data         
  
   axi_wdata <= WRITE_DATA;                                                                                    
                                    
   -- Read data 
    
   process(M_AXI_ACLK) 
   begin 
        if(rising_edge(M_AXI_ACLK))then 
            if(M_AXI_ARESETN='0')then 
                axi_rdata_reg<=(others=>'0'); 
            else 
                if(M_AXI_RVALID='1' and axi_rready = '1')then 
                    axi_rdata_reg <= M_AXI_RDATA; 
                end if; 
            end if; 
        end if; 
   end process; 
                                    
   --implement master command interface state machine                                            
   MASTER_EXECUTION_PROC:process(M_AXI_ACLK)                                                          
   begin                                                                                              
     if (rising_edge (M_AXI_ACLK)) then                                                               
       if (M_AXI_ARESETN = '0' ) then                                                                 
         -- reset condition                                                                           
         -- All the signals are ed default values under reset condition                               
         mst_exec_state  <= IDLE;                                                             
         start_single_write <= '0';                                                                   
         write_issued   <= '0';                                                                       
         start_single_read  <= '0';                                                                   
         read_issued  <= '0';                                                                                                                                            
         ERROR <= '0';  
       else                                                                                           
         -- state transition                                                                          
         case (mst_exec_state) is                                                                     
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           when IDLE =>                                                                       
             -- This state is responsible to initiate 
             -- AXI transaction when init_txn_pulse is asserted  
              
             if ( init_txn_pulse = '1') then 
                
               if (RW='0') then 
                    mst_exec_state  <= INIT_READ;           
               else 
                    mst_exec_state  <= INIT_WRITE;           
               end if;    
                                               
               ERROR <= '0'; 
 
             else                                                                                     
               mst_exec_state  <= IDLE;                                                       
             end if;                                                                                  
                                                                                                      
           when INIT_WRITE =>                                                                         
             -- This state is responsible to issue start_single_write pulse to                        
             -- initiate a write transaction. Write transactions will be                              
             -- issued until last_write signal is asserted.                                           
             -- write controller                                                                      
             if (writes_done = '1') then                                                              
               mst_exec_state <= IDLE;                                                           
             else                                                                                     
               mst_exec_state  <= INIT_WRITE;                                                         
                                                                                                      
               if (axi_awvalid = '0' and axi_wvalid = '0' and M_AXI_BVALID = '0' and                  
                 last_write = '0' and start_single_write = '0' and write_issued = '0') then 
                            
                 start_single_write <= '1';                                                           
                 write_issued  <= '1'; 
                                                                                 
               elsif (axi_bready = '1') then                                                          
                 write_issued   <= '0'; 
                                                                           
               else                                                                                   
                 start_single_write <= '0'; --Negate to generate a pulse                              
               end if;                                                                                
             end if;                                                                                  
                                                                                                      
           when INIT_READ =>                                                                          
             -- This state is responsible to issue start_single_read pulse to                         
             -- initiate a read transaction. Read transactions will be                                
             -- issued until last_read signal is asserted.                                            
             -- read controller                                                                       
             if (reads_done = '1') then                                                               
               mst_exec_state <= IDLE; 
                                                                       
             else                                                                                     
               mst_exec_state  <= INIT_READ;                                                          
                                                                                                      
               if (axi_arvalid = '0' and M_AXI_RVALID = '0' and last_read = '0' and                   
                 start_single_read = '0' and read_issued = '0') then 
                                                   
                 start_single_read <= '1';                                                            
                 read_issued   <= '1'; 
                                                                                 
               elsif (axi_rready = '1') then                                                          
                 read_issued   <= '0'; 
                                                                                 
               else                                                                                   
                 start_single_read <= '0'; --Negate to generate a pulse                               
               end if;                                                                                
             end if;                                                                                  
                                                                                                                                                                                                           
           when others  =>                                                                            
               mst_exec_state  <= IDLE;                                                       
         end case  ;                                                                                  
       end if;                                                                                        
     end if;                                                                                          
   end process;                                                                                       
                                                                                                                                                                                        
 --Terminal write count        
                                                                         
        process(M_AXI_ACLK)                                                                                
        begin                                                                                              
          if (rising_edge (M_AXI_ACLK)) then                                                               
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            if (M_AXI_ARESETN = '0' or init_txn_pulse = '1' or mst_exec_state=IDLE) then                                                                 
              -- reset condition                                                                           
              last_write <= '0';                                                                           
            else                                                                                           
              --The last write should be associated with a write address ready response                    
              if (M_AXI_AWREADY = '1') then 
                last_write  <= '1';                                                                        
              end if;                                                                                      
            end if;                                                                                        
          end if;                                                                                          
        end process;                                                                                       
                                                                                                           
      --/*                                                                                                 
      -- Check for last write completion.                                                                  
      --                                                                                                   
      -- This logic is to qualify the last write count with the final write                                
      -- response. This demonstrates how to confirm that a write has been                                  
      -- committed.                                                                                        
      -- */                                                                                                
        process(M_AXI_ACLK)                                                                                
        begin                                                                                              
          if (rising_edge (M_AXI_ACLK)) then                                                               
            if (M_AXI_ARESETN = '0' or init_txn_pulse = '1' or mst_exec_state=IDLE) then                                                                 
              -- reset condition                                                                           
              writes_done <= '0';                                                                          
            else                                                                                           
              if (last_write = '1' and M_AXI_BVALID = '1' and axi_bready = '1') then                       
                --The writes_done should be associated with a bready response                              
                writes_done <= '1';                                                                        
              end if;                                                                                      
            end if;                                                                                        
          end if;                                                                                          
        end process;                                                                   
                                                                                                      
 --Terminal Read Count                                                                                
                                                                                                      
   process(M_AXI_ACLK)                                                                                
   begin                                                                                              
     if (rising_edge (M_AXI_ACLK)) then                                                               
       if (M_AXI_ARESETN = '0' or init_txn_pulse = '1' or mst_exec_state=IDLE) then                                                                 
         last_read <= '0';                                                                            
       else                                                                                           
         if (M_AXI_ARREADY = '1') then                
           last_read <= '1';                                                                          
         end if;                                                                                      
       end if;                                                                                        
     end if;                                                                                          
   end process;                                                                                       
                                                                                                      
                                                                                                      
 --/*                                                                                                 
 -- Check for last read completion.                                                                   
 --                                                                                                   
 -- This logic is to qualify the last read count with the final read                                  
 -- response/data.                                                                                    
 -- */                                                                                                
   process(M_AXI_ACLK)                                                                                
   begin                                                                                              
     if (rising_edge (M_AXI_ACLK)) then                                                               
       if (M_AXI_ARESETN = '0' or init_txn_pulse = '1' or mst_exec_state=IDLE) then                                                                 
         reads_done <= '0';                                                                           
       else                                                                                           
         if (last_read = '1' and M_AXI_RVALID = '1' and axi_rready = '1') then                        
           --The reads_done should be associated with a read ready response                           
           reads_done <= '1';                                                                         
         end if;                                                                                      
       end if;                                                                                        
     end if;                                                                                          
   end process;                                                                                       
                                                                                                      
 -- Add user logic here 
 
RegCLR_ConfigReady <= RegCLR_ConfigReady_aux; 
RegCLR_RST <= RegCLR_RST_aux; 
RegCLR_CLR <= RegCLR_CLR_aux; 
 
TransferHandle: process(M_AXI_ACLK) 
begin 
    if (rising_edge(M_AXI_ACLK)) then 
        if(M_AXI_ARESETN='0')then 
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            DMA_Req <= '0'; 
            DMA_RST_Req <= '0'; 
            DMA_CLR_Req <= '0'; 
            PS_Intr <= '0'; 
            RegCLR_ConfigReady_aux <= '0'; 
            RegCLR_RST_aux <= '0'; 
            RegCLR_CLR_aux <= '0'; 
             
            AXI_MUX_SEL_o <= (others=>'1'); 
             
            CDMAState <= IDLE; 
        else 
             
            if(RegCLR_ConfigReady_aux='1')then 
                RegCLR_ConfigReady_aux <= '0'; 
            end if; 
             
            if(RegCLR_RST_aux='1')then 
                RegCLR_RST_aux <= '0'; 
            end if; 
             
            if(RegCLR_CLR_aux='1')then 
                RegCLR_CLR_aux <= '0'; 
            end if; 
             
            DMA_ConfigReady_aux <= DMA_ConfigReady; 
             
            if(CLR_Req='1')then 
                PS_Intr<='0'; 
            end if; 
             
            case(CDMAState) is 
                             
                when IDLE => 
 
                    AXI_MUX_SEL_o <= (others=>'1'); 
 
                    DMA_RST_Req<='0'; 
                    DMA_CLR_Req<='0'; 
                 
                    if(AXIBusy='0' and DMA_ConfigReady='1')then 
                        CDMAState<= AXI_WAIT; 
                        RegCLR_ConfigReady_aux <= '1'; 
                    end if; 
                     
                    if(RST_Req = '1')then 
                        CDMAState <= AXI_RST; 
                    end if; 
                 
                when AXI_RST => 
                 
                    DMA_RST_Req<='1'; 
                    RegCLR_RST_aux <= '1'; 
                     
                    if(AXIBusy='1')then 
                        CDMAState <= AXI_WAIT4RST; 
                        DMA_RST_Req<='0'; 
                    end if; 
                     
                when AXI_CLR => 
                 
                    DMA_CLR_Req<='1'; 
                     
                    if(AXIBusy='1')then 
                        CDMAState <= AXI_WAIT4RST; 
                        DMA_CLR_Req<='0'; 
                    end if;                 
                     
                when AXI_WAIT4RST => 
                 
                    if(CDMA_intr='0')then 
                        CDMAState <= IDLE; 
                    end if; 
                 
                when TRANSFER => 
                                                
                    if(CDMA_intr='1') then 
                        CDMAState <= AXI_CLR; 
                    end if; 
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                when AXI_WAIT => 
                     
                    DMA_Req<='1'; 
                     
                    if(AXIBusy='1')then 
                        CDMAState <= TRANSFER; 
                        AXI_MUX_SEL_o <= AXI_MUX_SEL_i; 
                        PS_Intr <= '1'; 
                        DMA_Req<='0'; 
                    end if; 
                     
            end case; 
        end if; 
    end if; 
end process; 
 
-- AXI Lite Master Control 
 
pending_BTT <= BTT;     
 
pending_SA <= DDR_ADDR when EXPORTING='0' else BRAM_BASEADDR_msbs&"0000000"&BRAM_ADDR; 
pending_DA <= BRAM_BASEADDR_msbs&"0000000"&BRAM_ADDR when EXPORTING='0' else DDR_ADDR; 
pending_CDMACR <= CDMACRCon(11 downto 4)&"000000000"&CDMACRCon(3 downto 1)&"000000000"&CDMACRCon(0)&"00"; 
 
AXILite_MASTER_CONTROL: process(M_AXI_ACLK) 
    begin 
        if (rising_edge(M_AXI_ACLK)) then 
            if(M_AXI_ARESETN='0')then 
             
                AXIState<=IDLE;                 
                ADDRESS<=(others=>'0'); 
                RW<='0'; 
                WRITE_DATA<=(others=>'0'); 
                INIT_AXI_TXN<='0'; 
                 
                AXIBusy<='0'; 
                opcount<=(others=>'0'); 
                
            else 
     
                RW<='1'; 
     
                case(AXIState) is 
     
                    when IDLE=> 
                        AXIBusy<='0'; 
                     
                        if(DMA_RST_Req='1') then 
                            AXIState<=RESET; 
                            BaseAddr <= CDMA_BASEADDR; 
                            AXIBusy<='1'; 
                                                 
                        elsif(DMA_Req='1') then 
                            AXIState<=CONFIGURE; 
                             
                            BaseAddr <= CDMA_BASEADDR;     
                            AXIBusy<='1'; 
                             
                        elsif(DMA_CLR_Req='1') then 
                            AXIState<=CLR; 
                            BaseAddr <= CDMA_BASEADDR; 
                            AXIBusy<='1'; 
 
                        end if; 
     
                    when CONFIGURE=> 
                         
                        case (opcount) is 
                         
                            when "000" => 
                                ADDRESS <= BaseAddr; 
                                WRITE_DATA <= pending_CDMACR; 
                                if(TXN_DONE='0')then 
                                    AXIState<=SET_FLAG; 
                                end if;           
                                 
                            when "001" => 
                                ADDRESS <= BaseAddr+x"18"; 
                                WRITE_DATA <= pending_SA; 
                                if(TXN_DONE='0')then 
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                                    AXIState<=SET_FLAG; 
                                end if;           
                                 
                            when "010" => 
                                ADDRESS <= BaseAddr+x"1C"; 
                                WRITE_DATA <= (others=>'0'); 
                                if(TXN_DONE='0')then 
                                    AXIState<=SET_FLAG; 
                                end if;           
                                 
                            when "011" => 
                                ADDRESS <= BaseAddr+x"20"; 
                                WRITE_DATA <= pending_DA; 
                                if(TXN_DONE='0')then 
                                    AXIState<=SET_FLAG; 
                                end if;           
                                     
                            when "100" => 
                                ADDRESS <= BaseAddr+x"24"; 
                                WRITE_DATA <= (others=>'0'); 
                                if(TXN_DONE='0')then 
                                    AXIState<=SET_FLAG; 
                                end if;           
                                 
                            when others => 
                                ADDRESS <= BaseAddr+x"28"; 
                                WRITE_DATA <= pending_BTT; 
                                if(TXN_DONE='0')then 
                                    AXIState<=SET_FLAG; 
                                end if;                                 
                             
                        end case; 
                         
                    when RESET=> 
                        ADDRESS <= BaseAddr; 
                        WRITE_DATA <= x"FF007004"; 
                        if(TXN_DONE='0')then 
                            opcount<="101"; 
                            AXIState<=SET_FLAG; 
                        end if; 
                         
                    when CLR=> 
                        ADDRESS <= BaseAddr+x"4"; 
                        WRITE_DATA <= x"FFFFFFFF"; 
                        if(TXN_DONE='0')then 
                            opcount<="101"; 
                            AXIState<=SET_FLAG; 
                        end if; 
                         
                    when SET_FLAG=> 
                        INIT_AXI_TXN <='1'; 
                        AXIState<=AXI_WAIT; 
                         
                    when AXI_WAIT=> 
                     
                        INIT_AXI_TXN <='0'; 
                     
                        if(TXN_DONE='1')then 
                             
                            if (opcount="101")then 
                                AXIState<=IDLE; 
                                opcount<=(others=>'0'); 
                            else 
                                AXIState<=CONFIGURE; 
                                opcount<=opcount+1; 
                            end if; 
                             
                        end if; 
                     
                    when others=> 
                        AXIState <= IDLE; 
     
                end case; 
            end if; 
        end if; 
    end process; 
 
 -- User logic ends 
 
end implementation; 
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-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: ProcessorBank.vhd 
 
-- Module name: PROCESSOR BANK 
 
-- Description: Top-level source that contains all 
--              the Processor Cores and Rectification Cores 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity ProcessorBank is 
generic( 
 
    constant disp_levels : integer := 10; 
    constant PBlocks : integer := 4          -- CHECK THAT PBlocks*DispLevels is AT MOST 100 !!! 
); 
Port ( 
        CLK: in STD_LOGIC; 
        RST: in STD_LOGIC; 
 
        MEAS_MainFSM : out STD_LOGIC_VECTOR(3 downto 0); 
        MEAS_CostCubeFSM : out STD_LOGIC_VECTOR(2 downto 0); 
        MEAS_PathProcessFSM : out STD_LOGIC_VECTOR(2 downto 0); 
        MEAS_CurrentPixel : out STD_LOGIC_VECTOR(8 downto 0); 
        MEAS_CurrentRow : out STD_LOGIC_VECTOR(9 downto 0); 
        MEAS_CurrentDisp : out STD_LOGIC_VECTOR(3 downto 0); 
        MEAS_CurrentBlock : out STD_LOGIC_VECTOR(3 downto 0); 
         
        TRIGGER: in STD_LOGIC; 
        DP_ACTIVE: in STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
        OPCODE: in STD_LOGIC_VECTOR(3 downto 0); 
        DONE: out STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
        PATH_Cnt: in STD_LOGIC_VECTOR(4*PBlocks-1 downto 0);  
         
        CURR_PATH: in STD_LOGIC_VECTOR(2 downto 0); 
        Energy_InputRST: in STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
        CD_Transition: in STD_LOGIC_VECTOR(PBlocks-1 downto 0); 
         
        CALIBRATION_PARAMS : in STD_LOGIC_VECTOR(32*12-1 downto 0); -- 18 Parameters, 9 for each transformation 
        CALIBRATION_OFFX: in STD_LOGIC_VECTOR(15 downto 0); 
        CALIBRATION_OFFY: in STD_LOGIC_VECTOR(15 downto 0); 
 
        P_BRAM_addr : out STD_LOGIC_VECTOR(15*PBlocks*disp_levels-1 downto 0); 
        P_BRAM_din : out STD_LOGIC_VECTOR(32*PBlocks*disp_levels-1 downto 0); 
        P_BRAM_dout : in STD_LOGIC_VECTOR(32*PBlocks*disp_levels-1 downto 0); 
        P_BRAM_en : out STD_LOGIC_VECTOR(PBlocks*disp_levels-1 downto 0); 
        P_BRAM_we : out STD_LOGIC_VECTOR(4*PBlocks*disp_levels-1 downto 0); 
 
        L_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0); 
        L_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
        L_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
        L_BRAM_en : out STD_LOGIC; 
        L_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0); 
         
        R_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0); 
        R_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
        R_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
        R_BRAM_en : out STD_LOGIC; 
        R_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0) 
 
); 
end ProcessorBank; 
 
architecture Behavioral of ProcessorBank is 
 
component ProcessBlockOPT is 
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Generic 
(    
        PBlockID : integer :=0 
); 
Port ( 
        CLK: in STD_LOGIC; 
        RST: in STD_LOGIC; 
         
        -- INTERFACE WITH CONTROLLER 
        TRIGGER: in STD_LOGIC; 
        DP_ACTIVE: in STD_LOGIC; 
        OPCODE: in STD_LOGIC_VECTOR(3 downto 0); 
        DONE: out STD_LOGIC; 
         
        MEAS_MainFSM : out STD_LOGIC_VECTOR(3 downto 0); 
        MEAS_CostCubeFSM : out STD_LOGIC_VECTOR(2 downto 0); 
        MEAS_PathProcessFSM : out STD_LOGIC_VECTOR(2 downto 0); 
        MEAS_CurrentPixel : out STD_LOGIC_VECTOR(8 downto 0); 
        MEAS_CurrentRow : out STD_LOGIC_VECTOR(9 downto 0); 
        MEAS_CurrentDisp : out STD_LOGIC_VECTOR(3 downto 0); 
        MEAS_CurrentBlock : out STD_LOGIC_VECTOR(3 downto 0); 
         
        PATH_Cnt: in STD_LOGIC_VECTOR(3 downto 0);  
         
        CURR_PATH: in STD_LOGIC_VECTOR(2 downto 0); 
        Energy_InputRST: in STD_LOGIC; 
        CD_Transition: in STD_LOGIC; 
         
        -- MASTER PROC BLOCK 
        M_Control: in STD_LOGIC; 
        M_Block: in STD_LOGIC_VECTOR(3 downto 0); 
        M_BRAM_addr : in STD_LOGIC_VECTOR(10 downto 0); 
        M_BRAM_din : in STD_LOGIC_VECTOR(31 downto 0); 
        M_BRAM_en : in STD_LOGIC; 
        M_BRAM_we : in STD_LOGIC_VECTOR(3 downto 0); 
         
        -- BRAM Bank Interface 
        P_BRAM_addr : out STD_LOGIC_VECTOR(149 downto 0); 
        P_BRAM_din : out STD_LOGIC_VECTOR(319 downto 0); 
        P_BRAM_dout : in STD_LOGIC_VECTOR(319 downto 0); 
        P_BRAM_en : out STD_LOGIC_VECTOR(9 downto 0); 
        P_BRAM_we : out STD_LOGIC_VECTOR(39 downto 0) 
); 
end component; 
 
component RectifierProcessBlockOPT is 
Generic( 
        RectifierID : integer := 0 
); 
Port ( 
        CLK: in STD_LOGIC; 
        RST: in STD_LOGIC; 
                 
        -- INTERFACE WITH CONTROLLER 
        TRIGGER: in STD_LOGIC; 
        OPCODE: in STD_LOGIC_VECTOR(3 downto 0); 
        DONE: out STD_LOGIC; 
         
        -- MASTER PROC BLOCK 
        M_Control: out STD_LOGIC_VECTOR(2 downto 0);                -- PBlock Selector (0..5 with enable bits)                 
        M_Block: out STD_LOGIC_VECTOR(3 downto 0);                  -- 0..10 -> Current Block to write to 
        M_BRAM_addr : out STD_LOGIC_VECTOR(10 downto 0); 
        M_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
        M_BRAM_en : out STD_LOGIC; 
        M_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0); 
         
        LR_Sel : out STD_LOGIC; 
         
        --AXI SLAVE REGISTER INPUT 
        CALIBRATION_PARAMS : in STD_LOGIC_VECTOR(32*12-1 downto 0); -- 18 Parameters, 9 for each transformation 
        CALIBRATION_OFFX: in STD_LOGIC_VECTOR(15 downto 0); 
        CALIBRATION_OFFY: in STD_LOGIC_VECTOR(15 downto 0); 
         
        -- BRAM Bank Interface 
        L_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0); 
        L_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
        L_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
        L_BRAM_en : out STD_LOGIC; 
        L_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0); 
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        R_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0); 
        R_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
        R_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
        R_BRAM_en : out STD_LOGIC; 
        R_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0) 
); 
end component RectifierProcessBlockOPT; 
 
-- PROC BLOCK BRAM CONTROL 
 
signal M_Control_0: STD_LOGIC_VECTOR(2 downto 0); 
signal M_Block_0: STD_LOGIC_VECTOR(3 downto 0); 
signal M_BRAM_addr_0 : STD_LOGIC_VECTOR(10 downto 0); 
signal M_BRAM_din_0 : STD_LOGIC_VECTOR(31 downto 0); 
signal M_BRAM_en_0 : STD_LOGIC; 
signal M_BRAM_we_0 : STD_LOGIC_VECTOR(3 downto 0); 
signal LR_Sel_0 : STD_LOGIC; 
 
signal M_Control_1: STD_LOGIC_VECTOR(2 downto 0); 
signal M_Block_1: STD_LOGIC_VECTOR(3 downto 0); 
signal M_BRAM_addr_1 : STD_LOGIC_VECTOR(10 downto 0); 
signal M_BRAM_din_1 : STD_LOGIC_VECTOR(31 downto 0); 
signal M_BRAM_en_1 : STD_LOGIC; 
signal M_BRAM_we_1 : STD_LOGIC_VECTOR(3 downto 0); 
signal LR_Sel_1 : STD_LOGIC; 
 
-- RAW IMAGE BRAM CONTROL 
 
signal L_BRAM_addr_0 : STD_LOGIC_VECTOR(14 downto 0); 
signal L_BRAM_din_0 : STD_LOGIC_VECTOR(31 downto 0); 
signal L_BRAM_en_0 : STD_LOGIC; 
signal L_BRAM_we_0 : STD_LOGIC_VECTOR(3 downto 0); 
 
signal L_BRAM_addr_1 : STD_LOGIC_VECTOR(14 downto 0); 
signal L_BRAM_din_1 : STD_LOGIC_VECTOR(31 downto 0); 
signal L_BRAM_en_1 : STD_LOGIC; 
signal L_BRAM_we_1 : STD_LOGIC_VECTOR(3 downto 0); 
 
signal R_BRAM_addr_0 : STD_LOGIC_VECTOR(14 downto 0); 
signal R_BRAM_din_0 : STD_LOGIC_VECTOR(31 downto 0); 
signal R_BRAM_en_0 : STD_LOGIC; 
signal R_BRAM_we_0 : STD_LOGIC_VECTOR(3 downto 0); 
 
signal R_BRAM_addr_1 : STD_LOGIC_VECTOR(14 downto 0); 
signal R_BRAM_din_1 : STD_LOGIC_VECTOR(31 downto 0); 
signal R_BRAM_en_1 : STD_LOGIC; 
signal R_BRAM_we_1 : STD_LOGIC_VECTOR(3 downto 0); 
 
signal DONE_aux: STD_LOGIC_VECTOR(PBlocks-1 downto 0) := (OTHERS=>'1'); 
signal Rectification_Done_0 : STD_LOGIC := '1'; 
signal Rectification_Done_1 : STD_LOGIC := '1'; 
 
begin 
 
L_BRAM_addr <= L_BRAM_addr_0 when(LR_Sel_0='1') else L_BRAM_addr_1; 
L_BRAM_din <= L_BRAM_din_0 when(LR_Sel_0='1') else L_BRAM_din_1; 
L_BRAM_en <= L_BRAM_en_0 when(LR_Sel_0='1') else L_BRAM_en_1; 
L_BRAM_we <= L_BRAM_we_0 when(LR_Sel_0='1') else L_BRAM_we_1; 
 
R_BRAM_addr <= R_BRAM_addr_0 when(LR_Sel_0='0') else R_BRAM_addr_1; 
R_BRAM_din <= R_BRAM_din_0 when(LR_Sel_0='0') else R_BRAM_din_1; 
R_BRAM_en <= R_BRAM_en_0 when(LR_Sel_0='0') else R_BRAM_en_1; 
R_BRAM_we <= R_BRAM_we_0 when(LR_Sel_0='0') else R_BRAM_we_1; 
 
DoneRouting: for I in 0 to PBlocks-1 generate 
    DONE(I)<=DONE_aux(I) or (Rectification_Done_0 and Rectification_Done_1); 
end generate; 
 
RectBlock0: RectifierProcessBlockOPT 
generic map( 
    RectifierID => 0 
) 
port map( 
        CLK=>CLK, 
        RST=>RST, 
        TRIGGER=>TRIGGER, 
        OPCODE=>OPCODE, 
        DONE=>Rectification_Done_0, 
        M_Control=>M_Control_0, 
        M_Block=>M_Block_0, 
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        M_BRAM_addr =>M_BRAM_addr_0, 
        M_BRAM_din =>M_BRAM_din_0, 
        M_BRAM_en =>M_BRAM_en_0, 
        M_BRAM_we =>M_BRAM_we_0, 
        LR_Sel => LR_Sel_0, 
        CALIBRATION_PARAMS =>CALIBRATION_PARAMS, 
        CALIBRATION_OFFX =>CALIBRATION_OFFX, 
        CALIBRATION_OFFY =>CALIBRATION_OFFY, 
        L_BRAM_addr =>L_BRAM_addr_0, 
        L_BRAM_din =>L_BRAM_din_0, 
        L_BRAM_dout =>L_BRAM_dout, 
        L_BRAM_en =>L_BRAM_en_0, 
        L_BRAM_we =>L_BRAM_we_0, 
        R_BRAM_addr =>R_BRAM_addr_0, 
        R_BRAM_din =>R_BRAM_din_0, 
        R_BRAM_dout =>R_BRAM_dout, 
        R_BRAM_en =>R_BRAM_en_0, 
        R_BRAM_we =>R_BRAM_we_0 
); 
 
RectBlock1: RectifierProcessBlockOPT 
generic map( 
    RectifierID => 1 
) 
port map( 
        CLK=>CLK, 
        RST=>RST, 
        TRIGGER=>TRIGGER, 
        OPCODE=>OPCODE, 
        DONE=>Rectification_Done_1, 
        M_Control=>M_Control_1, 
        M_Block=>M_Block_1, 
        M_BRAM_addr =>M_BRAM_addr_1, 
        M_BRAM_din =>M_BRAM_din_1, 
        M_BRAM_en =>M_BRAM_en_1, 
        M_BRAM_we =>M_BRAM_we_1, 
        LR_Sel => LR_Sel_1, 
        CALIBRATION_PARAMS =>CALIBRATION_PARAMS, 
        CALIBRATION_OFFX =>CALIBRATION_OFFX, 
        CALIBRATION_OFFY =>CALIBRATION_OFFY, 
        L_BRAM_addr =>L_BRAM_addr_1, 
        L_BRAM_din =>L_BRAM_din_1, 
        L_BRAM_dout =>L_BRAM_dout, 
        L_BRAM_en =>L_BRAM_en_1, 
        L_BRAM_we =>L_BRAM_we_1, 
        R_BRAM_addr =>R_BRAM_addr_1, 
        R_BRAM_din =>R_BRAM_din_1, 
        R_BRAM_dout =>R_BRAM_dout, 
        R_BRAM_en =>R_BRAM_en_1, 
        R_BRAM_we =>R_BRAM_we_1 
); 
 
PBlock: for I in 0 to PBlocks-1 generate 
 
    R0: if I<2 generate 
         
        M: if I=0 generate 
 
            P: ProcessBlockOPT 
                generic map( 
                    PBlockID => I 
                ) 
                port map( 
                    CLK=>CLK, 
                    RST=>RST, 
                    TRIGGER=>TRIGGER, 
                    DP_ACTIVE=>DP_ACTIVE(I), 
                    OPCODE=>OPCODE, 
                    DONE=>DONE_aux(I), 
                    CURR_PATH => CURR_PATH, 
                    Energy_InputRST => Energy_InputRST(I), 
                    PATH_Cnt => PATH_Cnt(3+4*I downto 4*I), 
                    CD_Transition => CD_Transition(I), 
                    M_Control=>M_Control_0(I), 
                    M_Block=>M_Block_0, 
                    M_BRAM_addr =>M_BRAM_addr_0, 
                    M_BRAM_din =>M_BRAM_din_0, 
                    M_BRAM_en =>M_BRAM_en_0, 
                    M_BRAM_we =>M_BRAM_we_0,      
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                    MEAS_MainFSM => MEAS_MainFSM, 
                    MEAS_CostCubeFSM => MEAS_CostCubeFSM, 
                    MEAS_PathProcessFSM => MEAS_PathProcessFSM, 
                    MEAS_CurrentPixel => MEAS_CurrentPixel, 
                    MEAS_CurrentRow => MEAS_CurrentRow, 
                    MEAS_CurrentDisp => MEAS_CurrentDisp, 
                    MEAS_CurrentBlock => MEAS_CurrentBlock, 
                     
                    P_BRAM_addr =>P_BRAM_addr((I+1)*150-1 downto I*150), 
                    P_BRAM_din =>P_BRAM_din((I+1)*320-1 downto I*320), 
                    P_BRAM_dout =>P_BRAM_dout((I+1)*320-1 downto I*320), 
                    P_BRAM_en =>P_BRAM_en((I+1)*10-1 downto I*10), 
                    P_BRAM_we =>P_BRAM_we((I+1)*40-1 downto I*40) 
                ); 
 
        end generate; 
         
        NM: if I/=0 generate 
         
            P: ProcessBlockOPT 
                generic map( 
                    PBlockID => I 
                ) 
                port map( 
                    CLK=>CLK, 
                    RST=>RST, 
                    TRIGGER=>TRIGGER, 
                    DP_ACTIVE=>DP_ACTIVE(I), 
                    OPCODE=>OPCODE, 
                    DONE=>DONE_aux(I), 
                    CURR_PATH => CURR_PATH, 
                    Energy_InputRST => Energy_InputRST(I), 
                    PATH_Cnt => PATH_Cnt(3+4*I downto 4*I), 
                    CD_Transition => CD_Transition(I), 
                    M_Control=>M_Control_0(I), 
                    M_Block=>M_Block_0, 
                    M_BRAM_addr =>M_BRAM_addr_0, 
                    M_BRAM_din =>M_BRAM_din_0, 
                    M_BRAM_en =>M_BRAM_en_0, 
                    M_BRAM_we =>M_BRAM_we_0,      
                     
                    P_BRAM_addr =>P_BRAM_addr((I+1)*150-1 downto I*150), 
                    P_BRAM_din =>P_BRAM_din((I+1)*320-1 downto I*320), 
                    P_BRAM_dout =>P_BRAM_dout((I+1)*320-1 downto I*320), 
                    P_BRAM_en =>P_BRAM_en((I+1)*10-1 downto I*10), 
                    P_BRAM_we =>P_BRAM_we((I+1)*40-1 downto I*40) 
                ); 
         
        end generate; 
         
    end generate; 
     
    R1: if (I>1) generate 
             
        P: ProcessBlockOPT 
        generic map( 
                PBlockID => I 
        ) 
        port map( 
                CLK=>CLK, 
                RST=>RST, 
                TRIGGER=>TRIGGER, 
                DP_ACTIVE=>DP_ACTIVE(I), 
                OPCODE=>OPCODE, 
                DONE=>DONE_aux(I), 
                CURR_PATH => CURR_PATH, 
                Energy_InputRST => Energy_InputRST(I), 
                PATH_Cnt => PATH_Cnt(3+4*I downto 4*I), 
                CD_Transition => CD_Transition(I), 
                M_Control=>M_Control_1(I-2), 
                M_Block=>M_Block_1, 
                M_BRAM_addr =>M_BRAM_addr_1, 
                M_BRAM_din =>M_BRAM_din_1, 
                M_BRAM_en =>M_BRAM_en_1, 
                M_BRAM_we =>M_BRAM_we_1,      
                 
                P_BRAM_addr =>P_BRAM_addr((I+1)*150-1 downto I*150), 
                P_BRAM_din =>P_BRAM_din((I+1)*320-1 downto I*320), 
                P_BRAM_dout =>P_BRAM_dout((I+1)*320-1 downto I*320), 
                P_BRAM_en =>P_BRAM_en((I+1)*10-1 downto I*10), 
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                P_BRAM_we =>P_BRAM_we((I+1)*40-1 downto I*40) 
        ); 
        end generate; 
 
end generate; 
 
 
end Behavioral; 
 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: RectifierProcessBlockOPT.vhd 
 
-- Module name: Rectifier Core 
 
-- Description: Processing block that performs the 
--              Rectificaiton process 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity RectifierProcessBlockOPT is 
Generic( 
        RectifierID : integer := 0 
); 
Port ( 
        CLK: in STD_LOGIC; 
        RST: in STD_LOGIC; 
         
        -- INTERFACE WITH CONTROLLER 
        TRIGGER: in STD_LOGIC; 
        OPCODE: in STD_LOGIC_VECTOR(3 downto 0); 
        DONE: out STD_LOGIC; 
         
        -- MASTER PROC BLOCK 
        M_Control: out STD_LOGIC_VECTOR(2 downto 0);                -- PBlock Selector (0..2 with enable bits)                 
        M_Block: out STD_LOGIC_VECTOR(3 downto 0);                  -- 0..4 -> Current Block to write to 
        M_BRAM_addr : out STD_LOGIC_VECTOR(10 downto 0); 
        M_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0); 
        M_BRAM_en : out STD_LOGIC:='0'; 
        M_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0); 
         
        LR_Sel : out STD_LOGIC; 
         
        --AXI SLAVE REGISTER INPUT 
        CALIBRATION_PARAMS : in STD_LOGIC_VECTOR(32*12-1 downto 0); -- 18 Parameters, 9 for each transformation 
        CALIBRATION_OFFX: in STD_LOGIC_VECTOR(15 downto 0); 
        CALIBRATION_OFFY: in STD_LOGIC_VECTOR(15 downto 0); 
         
        -- BRAM Bank Interface 
        L_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0):=(others=>'0'); 
        L_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0):=(others=>'0'); 
        L_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
        L_BRAM_en : out STD_LOGIC:='0'; 
        L_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0):=(others=>'0'); 
         
        R_BRAM_addr : out STD_LOGIC_VECTOR(14 downto 0):=(others=>'0'); 
        R_BRAM_din : out STD_LOGIC_VECTOR(31 downto 0):=(others=>'0'); 
        R_BRAM_dout : in STD_LOGIC_VECTOR(31 downto 0); 
        R_BRAM_en : out STD_LOGIC:='0'; 
        R_BRAM_we : out STD_LOGIC_VECTOR(3 downto 0):=(others=>'0') 
); 
end RectifierProcessBlockOPT; 
 
architecture Behavioral of RectifierProcessBlockOPT is 
 
--component Projective_Calculator_wrapper is 
component PROJECTIVE_CALC_infer is 
  port ( 
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    CLK : in STD_LOGIC; 
    Coef_A : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_B : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_C : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_D : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_E : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_F : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Offset_X : in STD_LOGIC_VECTOR ( 15 downto 0); 
    Offset_Y : in STD_LOGIC_VECTOR ( 15 downto 0);  
    Pixel_In : in STD_LOGIC_VECTOR ( 8 downto 0 ); 
    Pixel_Out : out STD_LOGIC_VECTOR ( 43 downto 0 ); 
    Row_In : in STD_LOGIC_VECTOR ( 7 downto 0 ); 
    Row_Out : out STD_LOGIC_VECTOR ( 43 downto 0 ) 
  ); 
end component; 
 
--component CT_Multiplier_wrapper is 
component MULT_infer is 
port ( 
    A_0 : in STD_LOGIC_VECTOR ( 7 downto 0 ); 
    CLK_0 : in STD_LOGIC; 
    P_0 : out STD_LOGIC_VECTOR ( 14 downto 0 ) 
); 
end component; 
 
-- FSM States 
type FSM_Types is (IDLE,READ_L,WRITE_L,READ_R,WRITE_R,FINISH); 
signal FSM_State : FSM_Types := (IDLE); 
 
type BRAM_data_Array is array (0 to 3) of STD_LOGIC_VECTOR(7 downto 0); 
 
signal BRAM_DIN : BRAM_data_Array := (others=>(others=>'0')); 
 
signal BRAM_L_IN_Buff : BRAM_data_Array := (others=>(others=>'0')); 
signal BRAM_R_IN_Buff : BRAM_data_Array := (others=>(others=>'0')); 
 
signal R_BRAM_OUT : BRAM_data_Array := (others=>(others=>'0')); 
signal L_BRAM_OUT : BRAM_data_Array := (others=>(others=>'0')); 
 
-- Left Image Parameters 
signal A : signed(31 downto 0) := (others=>'0'); 
signal B : signed(31 downto 0) := (others=>'0'); 
signal C : signed(31 downto 0) := (others=>'0'); 
signal D : signed(31 downto 0) := (others=>'0'); 
signal E : signed(31 downto 0) := (others=>'0'); 
signal F : signed(31 downto 0) := (others=>'0'); 
 
-- Right Image Parameters 
signal G : signed(31 downto 0) := (others=>'0'); 
signal H : signed(31 downto 0) := (others=>'0'); 
signal I : signed(31 downto 0) := (others=>'0'); 
signal J : signed(31 downto 0) := (others=>'0'); 
signal K : signed(31 downto 0) := (others=>'0'); 
signal L : signed(31 downto 0) := (others=>'0'); 
 
-- Image Variables 
signal Pixel_R : unsigned(8 downto 0) := (others=>'0');  -- From 0 to 319 
signal RowOffset_R : unsigned(14 downto 0) := (others=>'0'); 
 
signal RowOffset_Out : unsigned(14 downto 0) := (others=>'0'); 
 
signal Pixel_L : unsigned(8 downto 0) := (others=>'0');   
signal RowOffset_L : unsigned(14 downto 0) := (others=>'0'); 
 
signal InvalidPx_L : STD_LOGIC :='0'; 
signal InvalidPx_R : STD_LOGIC :='0';   
 
-- Projective Calculator inputs&outputs 
signal LR : STD_LOGIC :='0'; 
 
signal Pixel_In : STD_LOGIC_VECTOR(8 downto 0):= (others=>'0'); 
signal Row_In : STD_LOGIC_VECTOR(7 downto 0):= (others=>'0'); 
 
signal Pixel_Out : STD_LOGIC_VECTOR(43 downto 0):= (others=>'0'); 
signal Row_Out : STD_LOGIC_VECTOR(43 downto 0):= (others=>'0'); 
 
signal Row_Out_Round : unsigned(7 downto 0); 
 
signal Coef_A : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
signal Coef_B : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
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signal Coef_C : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
signal Coef_C_reg : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
signal Coef_D : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
signal Coef_E : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
signal Coef_F : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
signal Coef_F_reg : STD_LOGIC_VECTOR(31 downto 0):= (others=>'0'); 
 
-- Control signals 
 
signal RectifiedPixel_L : unsigned(8 downto 0):= (others=>'0');  
signal RectifiedRow_L : unsigned(7 downto 0):= (others=>'0'); 
 
signal RectifiedPixel_R : unsigned(8 downto 0):= (others=>'0');  
signal RectifiedRow_R : unsigned(7 downto 0):= (others=>'0'); 
 
signal BR_Itr_L : unsigned(1 downto 0):= (others=>'0'); 
signal BR_Itr_R : unsigned(1 downto 0):= (others=>'0'); 
 
signal RowMax : unsigned(7 downto 0):= (others=>'0'); 
 
signal RectifiedOffset : unsigned(10 downto 0):= (others=>'0'); 
 
signal CurrentBlock : unsigned(3 downto 0):= (others=>'0'); 
signal BlockMax : unsigned(3 downto 0):= (others=>'0'); 
signal RightOffset : unsigned(10 downto 0):=to_unsigned(480,11);     -- 0x1E0 
 
signal CurrentProcBlock : STD_LOGIC_VECTOR(1 downto 0):= (others=>'0'); 
 
signal SoftRst : STD_LOGIC:='0'; 
signal TRIGGER_aux : STD_LOGIC:='0'; 
 
signal FSM_Iteration : STD_LOGIC_VECTOR(1 downto 0):="00"; 
signal FirstIteration : STD_LOGIC:='0'; 
 
signal OPCODE_aux : STD_LOGIC_VECTOR(3 downto 0) := (others=>'0'); 
 
signal Started : STD_LOGIC := '0'; 
 
begin 
 
LR_Sel <= LR; 
 
RowMax <= to_unsigned(119,8) when RectifierID=0 else to_unsigned(239,8); 
BlockMax <= to_unsigned(1,4) when RectifierID=0 else to_unsigned(1,4); 
 
BR_Itr_L <= RectifiedPixel_L(1 downto 0); 
BR_Itr_R <= RectifiedPixel_R(1 downto 0); 
 
with CurrentProcBlock select 
M_Control <= "001" when "00", 
             "010" when "01", 
             "100" when "10", 
             "000" when others; 
 
M_BRAM_Din(7 downto 0)<=BRAM_DIN(0); 
M_BRAM_Din(15 downto 8)<=BRAM_DIN(1); 
M_BRAM_Din(23 downto 16)<=BRAM_DIN(2); 
M_BRAM_Din(31 downto 24)<=BRAM_DIN(3); 
 
R_BRAM_OUT(0)<=R_Bram_Dout(7 downto 0); 
R_BRAM_OUT(1)<=R_Bram_Dout(15 downto 8); 
R_BRAM_OUT(2)<=R_Bram_Dout(23 downto 16); 
R_BRAM_OUT(3)<=R_Bram_Dout(31 downto 24); 
 
L_BRAM_OUT(0)<=L_Bram_Dout(7 downto 0); 
L_BRAM_OUT(1)<=L_Bram_Dout(15 downto 8); 
L_BRAM_OUT(2)<=L_Bram_Dout(23 downto 16); 
L_BRAM_OUT(3)<=L_Bram_Dout(31 downto 24); 
 
A <= signed(CALIBRATION_PARAMS(31+32*0 downto 32*0)); 
B <= signed(CALIBRATION_PARAMS(31+32*1 downto 32*1)); 
C <= signed(CALIBRATION_PARAMS(31+32*2 downto 32*2)); 
D <= signed(CALIBRATION_PARAMS(31+32*3 downto 32*3)); 
E <= signed(CALIBRATION_PARAMS(31+32*4 downto 32*4)); 
F <= signed(CALIBRATION_PARAMS(31+32*5 downto 32*5)); 
 
G <= signed(CALIBRATION_PARAMS(31+32*6 downto 32*6)); 
H <= signed(CALIBRATION_PARAMS(31+32*7 downto 32*7)); 
I <= signed(CALIBRATION_PARAMS(31+32*8 downto 32*8)); 
J <= signed(CALIBRATION_PARAMS(31+32*9 downto 32*9)); 
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K <= signed(CALIBRATION_PARAMS(31+32*10 downto 32*10)); 
L <= signed(CALIBRATION_PARAMS(31+32*11 downto 32*11)); 
 
Proj_Calculator: PROJECTIVE_CALC_infer 
port map( 
    CLK => CLK, 
    Coef_A => Coef_A, 
    Coef_B => Coef_B, 
    Coef_C => Coef_C_reg, 
    Coef_D => Coef_D, 
    Coef_E => Coef_E, 
    Coef_F => Coef_F_reg, 
    Offset_X => CALIBRATION_OFFX, 
    Offset_Y => CALIBRATION_OFFY, 
    Pixel_In => Pixel_In, 
    Pixel_Out => Pixel_Out, 
    Row_In => Row_In, 
    Row_Out => Row_Out 
); 
 
process(ROW_OUT) 
begin 
    if((unsigned(Row_OUT(35 downto 28))<239)and(Row_OUT(27)='1')) then 
        Row_Out_Round <= unsigned(Row_OUT(35 downto 28))+1; 
    else 
        Row_Out_Round <= unsigned(Row_OUT(35 downto 28)); 
    end if; 
end process; 
 
Multiplier_80: MULT_infer 
port map( 
    CLK_0 => CLK, 
--    A_0 => std_logic_vector(Row_OUT(35 downto 28)), 
    A_0 => std_logic_vector(Row_Out_Round), 
    unsigned(P_0) => RowOffset_Out 
); 
 
CoefsCF_Buf: process(CLK) 
begin 
    if(rising_edge(CLK))then 
        Coef_C_reg <= Coef_C; 
        Coef_F_reg <= Coef_F; 
    end if; 
end process; 
 
ProjectiveTransf_InputRegister: process(CLK) 
begin 
    if(rising_edge(CLK))then 
        if(LR='0' and FSM_State=READ_R and FSM_Iteration="00")then 
            Pixel_In <= std_logic_vector(RectifiedPixel_L); 
            Row_In <= std_logic_vector(RectifiedRow_L); 
            Coef_A <= std_logic_vector(A); 
            Coef_B <= std_logic_vector(B); 
            Coef_C <= std_logic_vector(C); 
            Coef_D <= std_logic_vector(D); 
            Coef_E <= std_logic_vector(E); 
            Coef_F <= std_logic_vector(F); 
             
        elsif(FSM_State=READ_L and FSM_Iteration="00")then 
            Pixel_In <= std_logic_vector(RectifiedPixel_R); 
            Row_In <= std_logic_vector(RectifiedRow_R); 
            Coef_A <= std_logic_vector(G); 
            Coef_B <= std_logic_vector(H); 
            Coef_C <= std_logic_vector(I); 
            Coef_D <= std_logic_vector(J); 
            Coef_E <= std_logic_vector(K); 
            Coef_F <= std_logic_vector(L); 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                  GENERAL FSM FLOW 
-------------------------------------------------------------- 
 
FSM_Flow: process(CLK) 
begin 
    if(rising_edge(CLK))then 
        if(SoftRst='1')then 
            FSM_State<=IDLE; 
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            TRIGGER_aux <= '0'; 
        else 
             
            case(FSM_State)is 
             
                -- Start on trigger event 
                when IDLE=> 
                     
                    TRIGGER_aux <= TRIGGER; 
                     
                    if(OPCODE=x"1" and Trigger='1' and Trigger_aux='0')then 
                     
                        if(RectifierID=0)then 
                            FSM_State<=READ_L; 
                        else 
                            FSM_State<=READ_R; 
                        end if; 
                    end if; 
                 
                -- Issue the read and wait 1 clk 
                when READ_L=> 
                    if(FSM_Iteration="00")then 
                        FSM_Iteration<=std_logic_vector(unsigned(FSM_Iteration)+1); 
                    else 
                        FSM_Iteration<="00"; 
                        FSM_State<=WRITE_L; 
                    end if; 
                     
                    -- If it is the last stage and all pixels are done, Finish 
                    if(RectifierID=0 and RectifiedPixel_R = 319 and RectifiedRow_R=RowMax)then 
                        FSM_State<=FINISH; 
                    end if; 
                 
                -- Write and jump to the other image 
                when WRITE_L=> 
 
                    if(FSM_Iteration<"10")then 
                        FSM_Iteration<=std_logic_vector(unsigned(FSM_Iteration)+1); 
                    else 
                        FSM_Iteration<="00"; 
                        FSM_State<=READ_R; 
                    end if; 
                 
                -- Issue the read and wait 1 clk 
                when READ_R=> 
                    if(FSM_Iteration="00")then 
                        FSM_Iteration<=std_logic_vector(unsigned(FSM_Iteration)+1); 
                    else 
                        FSM_Iteration<="00"; 
                        FSM_State<=WRITE_R; 
                    end if; 
                     
                    -- If it is the last stage and all pixels are done, Finish 
                    if(RectifierID=1 and RectifiedPixel_L = 319 and RectifiedRow_L=RowMax)then 
                        FSM_State<=FINISH; 
                    end if; 
                 
                -- Write and jump to the other image 
                when WRITE_R=> 
                    if(FSM_Iteration<"10")then 
                        FSM_Iteration<=std_logic_vector(unsigned(FSM_Iteration)+1); 
                    else 
                        FSM_Iteration<="00"; 
                        FSM_State<=READ_L; 
                    end if; 
                 
                -- Wait for a Soft Reset 
                when FINISH=> 
                     
            end case; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                  LR IMAGE SELECT BIT 
-------------------------------------------------------------- 
 
LR_Bit: process(CLK) 
begin 
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    if(rising_edge(CLK))then 
        case (FSM_State)is 
         
            when IDLE=> 
                if(RectifierID=0)then 
                    LR<='1'; 
                else 
                    LR<='0'; 
                end if; 
                 
            when WRITE_L=> 
                if(FSM_Iteration="10")then 
                    LR<='0';        -- Read Right and set up next Left 
                end if; 
                 
            when WRITE_R=>          -- Read Left and set up next Right 
                if(FSM_Iteration="10")then 
                    LR<='1'; 
                end if; 
             
            when others=> 
                 
        end case; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                  DONE BIT & Soft Reset 
-------------------------------------------------------------- 
 
Done_Bit: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        if(FSM_State = FINISH)then 
            Done<='1'; 
        else 
            Done<='0'; 
        end if; 
         
        -- When Alg Processor has advanced 
        if(OPCODE/=x"1")then 
            SoftRst<='1'; 
        else 
            SoftRst<='0'; 
        end if; 
 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                  First Iteration 
-------------------------------------------------------------- 
 
FirstIter: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        if(SoftRst='1')then 
            FirstIteration<='1'; 
             
        elsif(FSM_Iteration="01" and 
            ((RectifierID=0 and FSM_State=READ_L) 
            or(RectifierID=1 and FSM_State=READ_R)))then 
             
            FirstIteration<='0'; 
 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             RECTIFIED COORDINATES (DESTINY) 
-------------------------------------------------------------- 
 
LeftDestinyCoord_proc: process(CLK) 
begin 
    if(rising_edge(CLK))then 
         
        if(SoftRST='1')then 
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            RectifiedPixel_L<=(others=>'0'); 
            if(RectifierID=0)then 
                RectifiedRow_L<=(others=>'0'); 
            else 
                RectifiedRow_L<=to_unsigned(120,8); 
            end if; 
         
        -- Increment after the data has been written 
        elsif(FSM_Iteration="10" and FirstIteration='0' and FSM_State=WRITE_L)then    
              
            -- Count current pixel and row 
            if(RectifiedPixel_L<319)then 
                RectifiedPixel_L<=RectifiedPixel_L+1; 
            else 
                RectifiedPixel_L<=(others=>'0'); 
                 
                if(RectifiedRow_L<RowMax)then 
                    RectifiedRow_L<=RectifiedRow_L+1; 
                else 
                    RectifiedRow_L<=(others=>'0'); 
                end if; 
            end if; 
        end if; 
    end if; 
end process; 
 
RightDestinyCoord_proc: process(CLK) 
begin 
    if(rising_edge(CLK))then 
         
        if(SoftRST='1')then 
         
            RectifiedPixel_R<=(others=>'0'); 
            if(RectifierID=0)then 
                RectifiedRow_R<=(others=>'0'); 
            else 
                RectifiedRow_R<=to_unsigned(120,8); 
            end if; 
         
        -- Increment after the data has been written 
        elsif(FSM_Iteration="10" and FirstIteration='0' and FSM_State=WRITE_R)then    
              
            -- Count current pixel and row 
            if(RectifiedPixel_R<319)then 
                RectifiedPixel_R<=RectifiedPixel_R+1; 
            else 
                RectifiedPixel_R<=(others=>'0'); 
                 
                if(RectifiedRow_R<RowMax)then 
                    RectifiedRow_R<=RectifiedRow_R+1; 
                else 
                    RectifiedRow_R<=(others=>'0'); 
                end if; 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--    RECTIFIED BRAM OFFSET (DESTINY) and Current Blocks 
-------------------------------------------------------------- 
 
BRAM_OFF_proc: process(CLK) 
begin 
    if(rising_edge(CLK))then 
             
        if(SoftRST='1')then 
             
            RectifiedOffset <= (others=>'0'); 
            CurrentBlock <= (others=>'0'); 
            CurrentProcBlock <= (others=>'0'); 
             
        elsif Started='1' and  
             ((RectifierID=0 and FSM_State=WRITE_L and BR_Itr_L=1 and FSM_Iteration="10")        -- When the slowest one 
arribes 
            or(RectifierID=1 and FSM_State=WRITE_R and BR_Itr_R=1 and FSM_Iteration="10"))then 
             
            if(RectifiedOffset<x"1DF")then           
                RectifiedOffset<=RectifiedOffset+1;        
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            else 
                RectifiedOffset<=(others=>'0'); 
                 
                if(CurrentBlock<9)then 
                    CurrentBlock<=CurrentBlock+1; 
                else 
                 
                    CurrentBlock<=(others=>'0'); 
                 
                    if(unsigned(CurrentProcBlock)<BlockMax)then 
                        CurrentProcBlock<=std_logic_vector(unsigned(CurrentProcBlock)+1); 
                    end if; 
                end if; 
            end if; 
        end if; 
    end if; 
end process; 
 
 
-------------------------------------------------------------- 
--                      Started Bit 
-------------------------------------------------------------- 
 
StartedBit: process(CLK) 
begin 
    if(rising_edge(CLK))then 
        if(SoftRST='1')then 
            Started <= '0'; 
        elsif((RectifierID = 0 and BR_ITR_L=3)or(RectifierID = 1 and BR_ITR_R=3)) then 
            Started <= '1'; 
        end if; 
    end if; 
end process; 
-------------------------------------------------------------- 
--      RAW L COORDINATES (ORIGIN) and Invalid Pixel 
-------------------------------------------------------------- 
 
L_RAW_COORD: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
--        -- Read the value when the other image is finishing 
        if((FSM_State=WRITE_R and FSM_Iteration="10") or 
        (FSM_State=IDLE and OPCODE=x"1" and Trigger='1' and Trigger_aux='0' and RectifierID=0))then 
         
            if(Pixel_Out(43)='1' or signed(Pixel_Out(42 downto 28))>319)      -- Scale factor of 2^28 
              or(Row_Out(43)='1' or signed(Row_Out(42 downto 28))>239)then         
 
                Invalidpx_L<='1'; 
                Pixel_L <= (others=>'0');            
                RowOffset_L <= (others=>'0'); 
 
            else 
             
                Invalidpx_L<='0'; 
                 
                if(Pixel_Out(27)='1')then 
                    Pixel_L <= unsigned(Pixel_Out(36 downto 28))+1;    
                else 
                    Pixel_L <= unsigned(Pixel_Out(36 downto 28));    
                end if; 
                      
                RowOffset_L <= RowOffset_Out; 
 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--      RAW R COORDINATES (ORIGIN) and Invalid Pixel 
-------------------------------------------------------------- 
 
R_RAW_COORD: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        -- Read the value when the other image is finishing 
        if((FSM_State=WRITE_L and FSM_Iteration="10") or 
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        (FSM_State=IDLE and OPCODE=x"1" and Trigger='1' and Trigger_aux='0' and RectifierID=1))then 
         
            if(Pixel_Out(43)='1' or signed(Pixel_Out(42 downto 28))>319)      -- Scale factor of 2^14 
            or(Row_Out(43)='1' or signed(Row_Out(42 downto 28))>239)then         
 
                Invalidpx_R<='1'; 
                Pixel_R <= (others=>'0');            
                RowOffset_R <= (others=>'0');   
 
            else 
             
                Invalidpx_R<='0'; 
                 
                if(Pixel_Out(27)='1')then 
                    Pixel_R <= unsigned(Pixel_Out(36 downto 28))+1;    
                else 
                    Pixel_R <= unsigned(Pixel_Out(36 downto 28));    
                end if; 
                         
                RowOffset_R <= unsigned(RowOffset_Out); 
 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                INPUT LEFT BRAM CONTROL 
-------------------------------------------------------------- 
 
IN_L_BRAM_CON: process(CLK) 
begin 
    if(rising_edge(CLK))then 
         
        if(FSM_State=READ_L and Invalidpx_L='0')then 
             
            L_BRAM_addr <= std_logic_vector(RowOffset_L+("00"&Pixel_L(8 downto 2)));    -- Pixel_L divided by 4 (shifted 
two positions to the right) 
            L_BRAM_en <= '1'; 
            L_BRAM_we <= (others=>'0'); 
             
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                INPUT RIGHT BRAM CONTROL 
-------------------------------------------------------------- 
 
IN_R_BRAM_CON: process(CLK) 
begin 
    if(rising_edge(CLK))then 
         
        if(FSM_State=READ_R and Invalidpx_R='0')then 
             
            R_BRAM_addr <= std_logic_vector(RowOffset_R+("00"&Pixel_R(8 downto 2)));    -- Pixel_L divided by 4 (shifted 
two positions to the right) 
            R_BRAM_en <= '1'; 
            R_BRAM_we <= (others=>'0'); 
             
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--              BUFFER FOR L BRAM WRITE 
-------------------------------------------------------------- 
 
L_Rect_BRAM_WRITE_BUFF: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        -- Read the value when the other image is finishing 
        if(FSM_State=WRITE_L and FSM_Iteration="10")then 
         
            if(Invalidpx_L='0') then                                -- BR_Itr is in the end Pixel/4 
                BRAM_L_IN_Buff(to_integer(BR_Itr_L))<=L_BRAM_OUT(to_integer(Pixel_L(1 downto 0))); 
            else 
                BRAM_L_IN_Buff(to_integer(BR_Itr_L))<=(others=>'0'); 
            end if; 
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        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--              BUFFER FOR R BRAM WRITE 
-------------------------------------------------------------- 
 
R_Rect_BRAM_WRITE_BUFF: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        -- Read the value when the other image is finishing 
        if(FSM_State=WRITE_R and FSM_Iteration="10")then 
         
            if(Invalidpx_R='0') then                                -- BR_Itr is in the end Pixel/4 
                BRAM_R_IN_Buff(to_integer(BR_Itr_R))<=R_BRAM_OUT(to_integer(Pixel_R(1 downto 0))); 
            else 
                BRAM_R_IN_Buff(to_integer(BR_Itr_R))<=(others=>'0'); 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                OUTPUT BRAM CONTROL 
-------------------------------------------------------------- 
 
OUT_BRAM_CON: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        if(FSM_State=READ_L and BR_Itr_R=0 and FSM_Iteration="01")then 
        --if(FSM_State=WRITE_R and BR_Itr_R=3 and FSM_Iteration='1')then 
             
            M_Block <= std_logic_vector(CurrentBlock); 
            M_BRAM_addr <= std_logic_vector (RectifiedOffset + RightOffset); 
            BRAM_DIN <=BRAM_R_IN_Buff; 
            M_BRAM_en <= '1'; 
            M_BRAM_we <= (others=>'1'); 
 
        elsif(FSM_State=READ_R and BR_Itr_L=0 and FSM_Iteration="01")then 
        --elsif(FSM_State=WRITE_L and BR_Itr_L=3 and FSM_Iteration='1')then 
             
            M_Block <= std_logic_vector(CurrentBlock); 
            M_BRAM_addr <= std_logic_vector (RectifiedOffset); 
            BRAM_DIN <=BRAM_L_IN_Buff; 
            M_BRAM_en <= '1'; 
            M_BRAM_we <= (others=>'1'); 
             
        elsif(FSM_State=IDLE)then 
         
            M_Block <= (others=>'0'); 
            M_BRAM_addr  <= (others=>'0'); 
            BRAM_DIN  <= (others=>(others=>'0')); 
            M_BRAM_en <= '0'; 
            M_BRAM_we  <= (others=>'0'); 
             
        else 
         
            M_BRAM_we <= (others=>'0'); 
         
        end if; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: PROJECTIVE_CALC_infer.vhd 
 
-- Module name: Rectifiying Calculator 
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-- Description: Process block that computes the 
--              raw coordinates from a target 
--              pair of rectified coordinates 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity PROJECTIVE_CALC_infer is 
Port ( 
    CLK : in STD_LOGIC; 
    Coef_A : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_B : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_C : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_D : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_E : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Coef_F : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    Offset_X : in STD_LOGIC_VECTOR ( 15 downto 0); 
    Offset_Y : in STD_LOGIC_VECTOR ( 15 downto 0);  
    Pixel_In : in STD_LOGIC_VECTOR ( 8 downto 0 ); 
    Pixel_Out : out STD_LOGIC_VECTOR ( 43 downto 0 ); 
    Row_In : in STD_LOGIC_VECTOR ( 7 downto 0 ); 
    Row_Out : out STD_LOGIC_VECTOR ( 43 downto 0 ) 
); 
 
end PROJECTIVE_CALC_infer; 
 
architecture Behavioral of PROJECTIVE_CALC_infer is 
 
signal Pix_In_signed : SIGNED(9 downto 0); 
signal Row_In_signed : SIGNED(8 downto 0); 
 
signal Pix_M_Pix : SIGNED(41 downto 0); 
signal Row_M_Pix : SIGNED(40 downto 0); 
 
signal Pix_M_Row : SIGNED(41 downto 0); 
signal Row_M_Row : SIGNED(40 downto 0); 
 
signal Pix_Coef_x : SIGNED(41 downto 0); 
signal Pix_Coef_y : SIGNED(40 downto 0); 
 
signal Row_Coef_x : SIGNED(41 downto 0); 
signal Row_Coef_y : SIGNED(40 downto 0); 
 
signal P_out : SIGNED (43 downto 0); 
signal R_out : SIGNED (43 downto 0); 
 
signal Scaled_OffsetX : SIGNED(43 downto 0); 
signal Scaled_OffsetY : SIGNED(43 downto 0); 
 
begin 
 
Scaled_OffsetX <= signed(Offset_X&x"0000000"); 
Scaled_OffsetY <= signed(Offset_Y&x"0000000"); 
 
Pix_In_signed <= "0"&signed(Pixel_In); 
Row_In_signed <= "0"&signed(Row_In); 
 
Pix_M_Pix <= signed(Coef_A)*Pix_In_signed; 
Row_M_Pix <= signed(Coef_B)*Row_In_signed; 
 
P_out <= ((Pix_Coef_x + Pix_Coef_y)+signed(Coef_C)) + Scaled_OffsetX; 
 
Pix_M_Row <= signed(Coef_D)*Pix_In_signed; 
Row_M_Row <= signed(Coef_E)*Row_In_signed; 
 
R_out <= ((Row_Coef_x + Row_Coef_y)+signed(Coef_F)) + Scaled_OffsetY; 
 
Reg: process(clk) 
begin 
    if(rising_edge(CLK))then 
 
        Pix_Coef_x <= Pix_M_Pix; 
        Pix_Coef_y <= Row_M_Pix; 
         
        Row_Coef_x <= Pix_M_Row; 
        Row_Coef_y <= Row_M_Row; 
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        Pixel_out <= std_logic_vector(P_out); 
        Row_out <= std_logic_vector(R_out); 
 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: MULTI_ifner.vhd 
 
-- Module name: 80 Multiplier 
 
-- Description: Block that multiplies an input data 
--              by a factor of 80 (used to convert 
--              a Row value into a BRAM Offset) 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity MULT_infer is 
generic ( 
        constant CT : unsigned(6 downto 0) := to_unsigned(80,7) 
); 
Port ( 
    CLK_0 : in STD_LOGIC; 
    A_0 : in STD_LOGIC_VECTOR ( 7 downto 0 ); 
    P_0 : out STD_LOGIC_VECTOR ( 14 downto 0 ) 
); 
 
end MULT_infer; 
 
architecture Behavioral of MULT_infer is 
 
signal OUTP : unsigned(14 downto 0):=(others=>'0'); 
 
begin 
 
OUTP <= unsigned(A_0)*CT; 
 
Reg: process(clk_0) 
begin 
    if(rising_edge(CLK_0))then 
        P_0<=std_logic_vector(OUTP); 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: ProcessBlockOPT.vhd 
 
-- Module name: Process Core 
 
-- Description: Processing Block that performs 
--              the Stereo Vision Algorithm 
--              calculations 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
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library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity ProcessBlockOPT is 
Generic 
(    
        PBlockID : integer :=0; 
        N: integer := 10        -- NUMBER OF SORTERS 
); 
Port ( 
        CLK: in STD_LOGIC; 
        RST: in STD_LOGIC; 
         
        -- MEAS SIGNALS 
        MEAS_MainFSM : out STD_LOGIC_VECTOR(3 downto 0); 
        MEAS_CostCubeFSM : out STD_LOGIC_VECTOR(2 downto 0); 
        MEAS_PathProcessFSM : out STD_LOGIC_VECTOR(2 downto 0); 
        MEAS_CurrentPixel : out STD_LOGIC_VECTOR(8 downto 0); 
        MEAS_CurrentRow : out STD_LOGIC_VECTOR(9 downto 0); 
        MEAS_CurrentDisp : out STD_LOGIC_VECTOR(3 downto 0); 
        MEAS_CurrentBlock : out STD_LOGIC_VECTOR(3 downto 0); 
         
        -- INTERFACE WITH CONTROLLER 
        TRIGGER: in STD_LOGIC; 
        DP_ACTIVE: in STD_LOGIC; 
        OPCODE: in STD_LOGIC_VECTOR(3 downto 0); 
        DONE: out STD_LOGIC; 
         
        PATH_Cnt: in STD_LOGIC_VECTOR(3 downto 0);  
         
        CURR_PATH: in STD_LOGIC_VECTOR(2 downto 0); 
        Energy_InputRST: in STD_LOGIC; 
        CD_Transition: in STD_LOGIC; 
         
        -- MASTER PROC BLOCK 
        M_Control: in STD_LOGIC; 
        M_Block: in STD_LOGIC_VECTOR(3 downto 0); 
        M_BRAM_addr : in STD_LOGIC_VECTOR(10 downto 0); 
        M_BRAM_din : in STD_LOGIC_VECTOR(31 downto 0); 
        M_BRAM_en : in STD_LOGIC; 
        M_BRAM_we : in STD_LOGIC_VECTOR(3 downto 0); 
         
        -- BRAM Bank Interface 
        P_BRAM_addr : out STD_LOGIC_VECTOR(149 downto 0); 
        P_BRAM_din : out STD_LOGIC_VECTOR(319 downto 0); 
        P_BRAM_dout : in STD_LOGIC_VECTOR(319 downto 0); 
        P_BRAM_en : out STD_LOGIC_VECTOR(9 downto 0); 
        P_BRAM_we : out STD_LOGIC_VECTOR(39 downto 0) 
); 
end ProcessBlockOPT; 
 
architecture Behavioral of ProcessBlockOPT is 
 
component SORTER_simplified is 
Generic( 
        M_BF: integer := 2;       -- (Max) Buffer Factor, a sequential buffer will be inserted each BF Columns. 
        N_BF: integer := 3;       -- (Min) Buffer Factor, a sequential buffer will be inserted each BF Columns. 
        M: integer := 3;          -- M -> Mumber of Inputs for MAX operation 
        N: integer := 10          -- N -> Number of Inputs dor MIN operation 
); 
Port ( 
        CLK : in STD_LOGIC; 
        INPUT_BUS: in STD_LOGIC_VECTOR(12*N-1 downto 0);    -- SIGNED!! 
 
        MIN: out signed(11 downto 0); 
        MAX: out signed(11 downto 0); 
        MIN_pos: out unsigned(3 downto 0) 
); 
end component SORTER_simplified; 
 
--component EnergyAdder_wrapper is 
component ENERGY_ADDER_infer is 
  port ( 
    A_0 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_1 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_2 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_3 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_4 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_5 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
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    A_6 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_7 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_8 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_9 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_0 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_1 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_2 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_3 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_4 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_5 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_6 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_7 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_8 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_9 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_0 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_1 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_2 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_3 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_4 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_5 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_6 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_7 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_8 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_9 : out STD_LOGIC_VECTOR ( 11 downto 0 ) 
  ); 
end component; 
 
component CONTROL_LUTS is 
Port ( 
        DiagonalCurrentRow : out STD_LOGIC_VECTOR(11 downto 0); 
        DiagonalPathPixels : out STD_LOGIC_VECTOR(7 downto 0); 
        DiagonalZone: out STD_LOGIC_VECTOR(1 downto 0); 
        DiagonalBramSize : out STD_LOGIC_VECTOR(15 downto 0); 
         
        PathTotalPblockCounter : in STD_LOGIC_VECTOR(3 downto 0) 
); 
end component CONTROL_LUTS; 
 
-- CONSTANTS 
 
-- NORMAL OPERATION 
constant CostCube_RowMax : integer := 5; 
constant Path_H_RowMax : integer := 23; 
constant Path_V_RowMax : integer := 31; 
constant Energy_RowMax : integer := 7; 
constant Optimization_RowMax : integer := 7; 
 
constant Horizontal_PixMax : integer := 319; 
constant Vertical_PixMax : integer := 239; 
 
-- TEST PURPOSES 
 
--constant CostCube_RowMax : integer := 1; 
--constant Path_H_RowMax : integer := 1; 
--constant Path_V_RowMax : integer := 1; 
--constant Path_D_RowMax : integer := 1; 
--constant Energy_RowMax : integer := 1; 
--constant Optimization_RowMax : integer := 1; 
 
--constant Horizontal_PixMax : integer := 5; 
--constant Vertical_PixMax : integer := 5; 
--constant Diagonal_PixMax : integer := 5; 
 
-- TYPES 
 
type BRAM_addr_Array is array (0 to 9) of STD_LOGIC_VECTOR(10 downto 0); 
type BRAM_data_preArray is array (0 to 3) of STD_LOGIC_VECTOR(7 downto 0); 
type BRAM_data_Array is array (0 to 9) of BRAM_data_preArray; 
type BRAM_en_Array is array (0 to 9) of STD_LOGIC; 
type BRAM_we_Array is array (0 to 9) of STD_LOGIC_VECTOR(3 downto 0); 
 
type u8pixel_Array is array (0 to 9) of unsigned(7 downto 0); 
type u12pixel_Array is array (0 to N-1) of signed(11 downto 0); 
 
type reg8_Array is array (0 to 9) of unsigned(7 downto 0); 
 
-- States 
 
type MainState is (START,FETCH,COMPUTE,FINISH,WAIT_DDRStart,WAIT_DDRFinish,UPDATE,PREP_NEXT,IDLE); 
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type CostCubeState is (IDLE,SUBPIXEL,SORT0,SORT1,COST); 
type PathProcState is (IDLE,DISP_MIN,SUMS,GLOB_MIN,PATH); 
 
signal MainFSM : MainState := START; 
signal CostCubeFSM : CostCubeState := IDLE; 
signal PathProcFSM : PathProcState := IDLE; 
 
-- BRAM Signals 
 
signal D_BRAM_addr : STD_LOGIC_VECTOR(10 downto 0) := (others=>'0'); -- You will look at the same position, different 
data! 
 
signal D_BRAM_din : BRAM_data_Array := (others=>(others=>(others=>'0'))); 
signal D_BRAM_dout : BRAM_data_Array := (others=>(others=>(others=>'0'))); 
signal D_BRAM_en : BRAM_en_Array := (others=>'0'); 
signal D_BRAM_we : BRAM_we_Array := (others=>(others=>'0')); 
 
-- Sorter Access Signals 
 
signal SORTER_INPUT_BUS : STD_LOGIC_VECTOR(N*12-1 downto 0) := (others=>'0'); 
signal SORTER_INPUT_ARRAY : u12pixel_Array := (others=>(others=>'0')); 
signal SORTER_MAX : signed(11 downto 0); 
signal SORTER_MIN : signed(11 downto 0); 
signal SORTER_MIN_pos : unsigned(3 downto 0); 
 
signal prev_SORTER_MIN_pos : unsigned(3 downto 0):= (others=>'0'); 
 
-- Cost Calculation Buffers 
 
signal Cost_imL : signed(9 downto 0):= (others=>'0'); 
signal Cost_imLnext : signed(9 downto 0):= (others=>'0'); 
signal Cost_imLprev : signed(9 downto 0):= (others=>'0'); 
signal Cost_IlP : signed(9 downto 0):= (others=>'0'); 
signal Cost_IlN : signed(9 downto 0):= (others=>'0'); 
signal Cost_imR : signed(9 downto 0):= (others=>'0'); 
signal Cost_imRnext : signed(9 downto 0):= (others=>'0'); 
signal Cost_imRprev : signed(9 downto 0):= (others=>'0'); 
signal Cost_IrP : signed(9 downto 0):= (others=>'0'); 
signal Cost_IrN : signed(9 downto 0):= (others=>'0'); 
signal Cost_Ilmin : signed(9 downto 0):= (others=>'0'); 
signal Cost_Ilmax : signed(9 downto 0):= (others=>'0'); 
signal Cost_IrMin : signed(9 downto 0):= (others=>'0'); 
signal Cost_IrMax : signed(9 downto 0):= (others=>'0'); 
signal Cost_dL : signed(9 downto 0):= (others=>'0'); 
signal Cost_dR : signed(9 downto 0):= (others=>'0'); 
 
signal Cost_IlMaxSubs : signed(9 downto 0):= (others=>'0'); 
signal Cost_IlMinSubs : signed(9 downto 0):= (others=>'0'); 
signal Cost_IrMaxSubs : signed(9 downto 0):= (others=>'0'); 
signal Cost_IrMinSubs : signed(9 downto 0):= (others=>'0'); 
 
-- Path Calculation Buffers 
 
signal Path_MinCost : unsigned(8 downto 0):= (others=>'0'); 
signal Path_LowerCost : unsigned(8 downto 0):= (others=>'0'); 
signal Path_HigherCost : unsigned(8 downto 0):= (others=>'0'); 
signal Path_OtherCost : unsigned(8 downto 0):= (others=>'0'); 
 
signal Path_CurrCost : unsigned(7 downto 0):= (others=>'0'); 
 
-- Energy Calculation Buffers 
 
signal Enrg_A : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_B : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_C : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_D : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_E : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_F : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_G : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_H : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_I : unsigned(11 downto 0):= (others=>'0'); 
signal Enrg_J : unsigned(11 downto 0):= (others=>'0'); 
 
-- Adder signals 
 
signal A_2t : unsigned(11 downto 0):= (others=>'0'); 
signal B_2t : unsigned(11 downto 0):= (others=>'0'); 
signal C_2t : unsigned(11 downto 0):= (others=>'0'); 
signal D_2t : unsigned(11 downto 0):= (others=>'0'); 
signal E_2t : unsigned(11 downto 0):= (others=>'0'); 
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signal F_2t : unsigned(11 downto 0):= (others=>'0'); 
signal G_2t : unsigned(11 downto 0):= (others=>'0'); 
signal H_2t : unsigned(11 downto 0):= (others=>'0'); 
signal I_2t : unsigned(11 downto 0):= (others=>'0'); 
signal J_2t : unsigned(11 downto 0):= (others=>'0'); 
 
signal sum_A : unsigned(11 downto 0):=(others=>'0'); 
signal sum_B : unsigned(11 downto 0):=(others=>'0'); 
signal sum_C : unsigned(11 downto 0):=(others=>'0'); 
signal sum_D : unsigned(11 downto 0):=(others=>'0'); 
signal sum_E : unsigned(11 downto 0):=(others=>'0'); 
signal sum_F : unsigned(11 downto 0):=(others=>'0'); 
signal sum_G : unsigned(11 downto 0):=(others=>'0'); 
signal sum_H : unsigned(11 downto 0):=(others=>'0'); 
signal sum_I : unsigned(11 downto 0):=(others=>'0'); 
signal sum_J : unsigned(11 downto 0):=(others=>'0'); 
 
signal PATH_OUTPUT : STD_LOGIC_VECTOR(7 downto 0):= (others=>'0'); 
signal COST_OUTPUT : STD_LOGIC_VECTOR(7 downto 0):= (others=>'0'); 
 
signal Prev_LLeft : signed(9 downto 0):= (others=>'0'); 
signal Prev_RLeft : signed(9 downto 0):= (others=>'0'); 
 
signal PrevPath : reg8_Array := (others=>(others=>'0')); 
 
-- Control signals 
signal PixMax : unsigned(9 downto 0):= (others=>'0'); 
signal RowMax : unsigned(7 downto 0):= (others=>'0'); 
 
signal TRIGGER_aux : STD_LOGIC :='0'; 
signal CurrentPixel : unsigned(8 downto 0):= (others=>'0'); 
signal CurrentRow : unsigned(9 downto 0):= (others=>'0'); 
signal CurrentDisp : unsigned(3 downto 0):= (others=>'0'); 
signal CurrentBlock : unsigned(3 downto 0):= (others=>'0'); 
signal BlockMax : unsigned(3 downto 0):= (others=>'0'); 
 
signal LAST_PIXEL : STD_LOGIC:='0'; 
signal LAST_ROW : STD_LOGIC:='0'; 
signal LAST_DISP : STD_LOGIC:='0'; 
signal LAST_BLOCK : STD_LOGIC:='0'; 
signal LAST_BR_ITR : STD_LOGIC:='0'; 
signal LAST_BR_ITR_R : STD_LOGIC:='0'; 
signal LAST_BR_ITR_Enrg : STD_LOGIC:='0'; 
 
signal BR_Itr : unsigned(1 downto 0):= (others=>'0');           -- For all BRAM content except Energy: 0,1,2,3 
signal BR_Itr_Path : unsigned(1 downto 0):= (others=>'0');          -- Special considerations for Paths 
signal BR_Itr_Path_Prev : unsigned(1 downto 0):= (others=>'0');          -- Special considerations for Paths 
signal BR_Itr_R : unsigned(1 downto 0):= (others=>'0');         -- For the warping image, as it goes through it 
differently 
signal BR_Itr_Enrg : unsigned(1 downto 0):= (others=>'0');      -- For Energy Cube: 0,2 
 
signal BramPixOffset : unsigned(10 downto 0):= (others=>'0'); 
signal BramPixOffset_init : unsigned(10 downto 0):= (others=>'0'); 
signal BramPixOffset_R : unsigned(10 downto 0):= (others=>'0');      -- For the warping image, as it goes through it 
differently 
signal BramEnrgPixOffset : unsigned(10 downto 0):= (others=>'0'); 
 
signal BramWriteOffset : unsigned(10 downto 0):= (others=>'0'); 
 
signal OPCODE_aux : STD_LOGIC_VECTOR(3 downto 0):= (others=>'0'); 
signal DP_Active_aux : STD_LOGIC:='0'; 
 
signal CostFetchIdx : unsigned(3 downto 0):= (others=>'0'); 
 
-- CONTROL LUT SIGNALS 
 
signal PATH_Row: STD_LOGIC_VECTOR(11 downto 0); 
signal PathPixels : STD_LOGIC_VECTOR(7 downto 0); 
signal DiagonalZone : STD_LOGIC_VECTOR(1 downto 0); 
signal Path_Bram: STD_LOGIC_VECTOR(10 downto 0); 
signal DiagonalBramSize : STD_LOGIC_VECTOR(15 downto 0); 
 
-- COMPUTING CONSTANTS 
signal P1 : unsigned(7 downto 0):=to_unsigned(2,8); 
signal P2 : unsigned(7 downto 0):=to_unsigned(4,8); 
 
-- INFO REGISTERS 
signal DiagonalZone_reg : STD_LOGIC_VECTOR(1 downto 0):= (others=>'0'); 
 
signal UpdateConstants : STD_LOGIC:='0'; 
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signal FirstIteration : STD_LOGIC:='1'; 
signal FSM_Iteration : STD_LOGIC:='0'; 
signal FSM_Iteration_aux : STD_LOGIC:='0'; 
 
signal CostFSM_Iteration : STD_LOGIC:='0'; 
signal CostSorterCounter : unsigned(2 downto 0):=(others=>'0'); 
signal PathFSM_Iteration : STD_LOGIC:='0'; 
signal PathSorterCounter : unsigned(2 downto 0):=(others=>'0'); 
signal EnrgOrOpt_Iteration : STD_LOGIC:='0'; 
signal OptSorterCounter : unsigned(3 downto 0):=(others=>'0'); 
 
signal EnergyBRAMCounter : unsigned(1 downto 0):=(others=>'0'); 
 
signal CostMinSorterFlag : STD_LOGIC:='0'; 
signal CostMinSorterFlag_prev : STD_LOGIC:='0'; 
signal CostMaxSorterFlag : STD_LOGIC:='0'; 
signal CostMaxSorterFlag_prev : STD_LOGIC:='0'; 
 
signal PathSorterFlag : STD_LOGIC:='0'; 
signal OptSorterFlag : STD_LOGIC:='0'; 
 
signal OPCODE_TRANSITION : STD_LOGIC:='0'; 
 
signal BRAM_WRITE_BUF : BRAM_data_array := (others=>(others=>(others=>'0'))); 
 
signal CostFetchIDX0 : STD_LOGIC :='0'; 
signal CostFetchIDX1 : STD_LOGIC :='0'; 
signal CostFetchIDX2 : STD_LOGIC :='0'; 
signal CostFetchIDX3 : STD_LOGIC :='0'; 
signal CostFetchIDX4 : STD_LOGIC :='0'; 
signal CostFetchIDX5 : STD_LOGIC :='0'; 
signal CostFetchIDX6 : STD_LOGIC :='0'; 
signal FetchState : STD_LOGIC :='0'; 
signal SubPixState : STD_LOGIC :='0'; 
signal Sort0State : STD_LOGIC :='0'; 
signal Sort1State : STD_LOGIC :='0'; 
signal COSTState : STD_LOGIC :='0'; 
signal SumsState : STD_LOGIC :='0'; 
signal BR_ITR_eq0 : STD_LOGIC := '1'; 
 
signal OUTBUFF_Update_Flag : STD_LOGIC:='0'; 
signal CostBoundaryCut : STD_LOGIC:='0'; 
 
signal DiagonalFlag : STD_LOGIC:='0'; 
signal Rectification_OP : STD_LOGIC :='0'; 
signal CostCube_OP : STD_LOGIC :='0'; 
signal Path_OP : STD_LOGIC :='0'; 
signal Energy_OP : STD_LOGIC :='0'; 
signal Optimization_OP : STD_LOGIC :='0'; 
 
signal Energy_InputRST_reg: STD_LOGIC := '1'; 
 
begin 
 
-- MEAS 
 
MEAS_CurrentPixel <= std_logic_vector(CurrentPixel); 
MEAS_CurrentRow <= std_logic_vector(CurrentRow); 
MEAS_CurrentDisp <= std_logic_vector(CurrentDisp); 
MEAS_CurrentBlock <= std_logic_vector(CurrentBlock); 
 
BlockMax <= to_unsigned(7,4) when (PBlockID=4 and CostCube_OP='1') else to_unsigned(9,4);  
 
-- FLAGS --- 
 
LAST_PIXEL <= '1' when (CurrentPixel=PixMax) else '0'; 
LAST_ROW <= '1' when (CurrentRow=RowMax) else '0'; 
LAST_DISP <= '1' when (CurrentDisp=9) else '0'; 
LAST_BLOCK <= '1' when (CurrentBlock=BlockMax) else '0'; 
LAST_BR_ITR <= '1' when (BR_Itr=3) else '0'; 
LAST_BR_ITR_R <= '1' when (BR_Itr_R=3) else '0'; 
LAST_BR_ITR_Enrg <= '1' when (BR_Itr_Enrg=2) else '0'; 
BR_ITR_EQ0 <= '1' when (BR_Itr=0) else '0'; 
 
CostMinSorterFlag <= '1' when CostSorterCounter = 5 else '0';          -- SORTER NEEDS A 5 CLK CYCLE WAIT FOR THE MIN 
CostMinSorterFlag_prev <= '1' when CostSorterCounter = 4 else '0';          -- 4th state (for double operations) 
 
CostMaxSorterFlag <= '1' when CostSorterCounter = 3 else '0';          -- SORTER NEEDS A 2 CLK CYCLE WAIT FOR THE MAX 
CostMaxSorterFlag_prev <= '1' when CostSorterCounter = 2 else '0';          -- 4th state (for double operations) 
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PathSorterFlag <= '1' when PathSorterCounter = 4 else '0'; 
OptSorterFlag <= '1' when OptSorterCounter = (4+3) else '0';        -- 3 Extra to account for the Lack of Fetch state 
 
DiagonalFlag <= '1' when (OPCODE=x"3" and unsigned(Curr_Path)>3) else '0'; 
Rectification_OP <= '1' when OPCODE=x"1" else '0'; 
CostCube_OP <= '1' when OPCODE=x"2" else '0'; 
Path_OP <= '1' when OPCODE=x"3" else '0'; 
Energy_OP <= '1' when OPCODE=x"4" else '0'; 
Optimization_OP <= '1' when OPCODE=x"5" else '0'; 
 
--BR_Itr <= CurrentPixel(1 downto 0);       -- NOT POSSIBLE BECAUSE OF DIAGONAL PATHS, A SHAME 
BR_Itr_Enrg <= CurrentPixel(0)&"0"; 
 
BR_Itr_Path <= BR_Itr when (Curr_Path(0)='0') else 3-BR_Itr; 
BR_Itr_Path_Prev <= BR_Itr_Path-1 when (Curr_Path(0)='0') else BR_Itr_Path+1; 
 
CostBoundaryCut <= '1' when (CurrentPixel<CurrentDisp and CostCube_OP='1') else '0'; 
 
OPCODE_TRANSITION <= '1' when (OPCODE/=OPCODE_aux) else '0'; 
 
ArraySigRouting: for I in 0 to 9 generate 
 
    P_BRAM_addr(I*15+10 downto I*15)<= D_BRAM_addr; 
    P_BRAM_addr(I*15+14 downto I*15+11)<= (others=>'0'); 
     
    P_BRAM_en(I)<= D_BRAM_en(I); 
    P_BRAM_we((I+1)*4-1 downto I*4)<= D_BRAM_we(I); 
     
    P_BRAM_din(I*32+7 downto I*32)<= D_BRAM_din(I)(0);        
    P_BRAM_din(I*32+15 downto I*32+8)<= D_BRAM_din(I)(1);             
    P_BRAM_din(I*32+23 downto I*32+16)<= D_BRAM_din(I)(2); 
    P_BRAM_din(I*32+31 downto I*32+24)<= D_BRAM_din(I)(3); 
     
    D_BRAM_dout(I)(0)<= P_BRAM_dout(I*32+7 downto I*32); 
    D_BRAM_dout(I)(1)<= P_BRAM_dout(I*32+15 downto I*32+8); 
    D_BRAM_dout(I)(2)<= P_BRAM_dout(I*32+23 downto I*32+16); 
    D_BRAM_dout(I)(3)<= P_BRAM_dout(I*32+31 downto I*32+24); 
     
    SORT: if(I<N)generate 
        SORTER_INPUT_BUS((I+1)*12-1 downto I*12)<=std_logic_vector(SORTER_INPUT_ARRAY(I));           
    end generate SORT;                                                                                   
                                                                                                        
end generate ArraySigRouting; 
 
SORTER_inst: SORTER_simplified 
generic map( 
        M_BF => 2, 
        N_BF => 3, 
        M => 3, 
        N => N 
) 
port map( 
        CLK => CLK, 
        INPUT_BUS => SORTER_INPUT_BUS, 
 
        MIN => SORTER_MIN, 
        MAX => SORTER_MAX, 
        MIN_pos => SORTER_MIN_pos 
); 
 
--EnergyAdder_inst: EnergyAdder_wrapper 
EnergyAdder_inst: ENERGY_ADDER_infer 
port map( 
        A_0 => std_logic_vector(Enrg_A), 
        A_1 => std_logic_vector(Enrg_B), 
        A_2 => std_logic_vector(Enrg_C), 
        A_3 => std_logic_vector(Enrg_D), 
        A_4 => std_logic_vector(Enrg_E), 
        A_5 => std_logic_vector(Enrg_F), 
        A_6 => std_logic_vector(Enrg_G), 
        A_7 => std_logic_vector(Enrg_H), 
        A_8 => std_logic_vector(Enrg_I), 
        A_9 => std_logic_vector(Enrg_J), 
         
        B_0 => std_logic_vector(A_2t), 
        B_1 => std_logic_vector(B_2t), 
        B_2 => std_logic_vector(C_2t), 
        B_3 => std_logic_vector(D_2t), 
        B_4 => std_logic_vector(E_2t), 
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        B_5 => std_logic_vector(F_2t), 
        B_6 => std_logic_vector(G_2t), 
        B_7 => std_logic_vector(H_2t), 
        B_8 => std_logic_vector(I_2t), 
        B_9 => std_logic_vector(J_2t), 
         
        unsigned(S_0) => sum_A, 
        unsigned(S_1) => sum_B, 
        unsigned(S_2) => sum_C, 
        unsigned(S_3) => sum_D, 
        unsigned(S_4) => sum_E, 
        unsigned(S_5) => sum_F, 
        unsigned(S_6) => sum_G, 
        unsigned(S_7) => sum_H, 
        unsigned(S_8) => sum_I, 
        unsigned(S_9) => sum_J 
); 
 
Control_LUTs_inst: CONTROL_LUTS 
port map( 
 
    DiagonalCurrentRow => PATH_Row, 
    DiagonalPathPixels => PathPixels, 
    DiagonalZone => DiagonalZone, 
    DiagonalBramSize => DiagonalBramSize, 
     
    PathTotalPblockCounter=> PATH_Cnt 
); 
 
PATH_Bram <= DiagonalBramSize(12 downto 2); 
 
-- EACH PATH BLOCK HAS 4KBytes => 2048 u16 pixels => 6 ROWS => 1920 u16 pixels really -- 
 
-------------------------------------------------------------- 
--                   Start Constants 
-------------------------------------------------------------- 
 
StartConstants: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
             
        if(MainFSM=START and UpdateConstants='1')then 
        
           -- START PIXEL MAX 
     
           if(Path_OP='0' or (Path_OP='1' and unsigned(CURR_PATH)<2)) then        -- Horizontal Images 
               PixMax <= to_unsigned(Horizontal_PixMax,10); 
            
           elsif(unsigned(CURR_PATH)<4 or (unsigned(CURR_PATH)>3 and unsigned(DiagonalZone)=1))then   -- Vertical Images 
               PixMax <= to_unsigned(Vertical_PixMax,10); 
            
           else                                                     -- Diagonal Images 
                 
--               PixMax <= to_unsigned(Diagonal_PixMax,10);     -- FOR TESTING 
                 
               if(unsigned(DiagonalZone)=0)then 
                   PixMax <= unsigned(PATH_Row(9 downto 0)); 
               else 
                   PixMax <= to_unsigned(558,10)-unsigned(PATH_Row(9 downto 0)); 
               end if;      
           end if; 
             
            -- START ROW MAX 
             
            case OPCODE is 
             
                when x"2"=> 
                    RowMax <= to_unsigned(CostCube_RowMax,8); 
             
                when x"3"=> 
                 
                    if(unsigned(CURR_PATH)<2)then 
                        RowMax <= to_unsigned(Path_H_RowMax,8); 
 
                    elsif(unsigned(CURR_PATH)<4)then 
                        RowMax <= to_unsigned(Path_V_RowMax,8); 
 
                    else 
                        RowMax <= unsigned(PATHPixels)-1; 
--                        RowMax <= to_unsigned(Path_D_RowMax,8); -- FOR TESTING 
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                    end if; 
             
                when x"4"=> 
                    RowMax <= to_unsigned(Energy_RowMax,8); 
             
                when others=> 
                    RowMax <= to_unsigned(Optimization_RowMax,8); 
             
            end case; 
             
            -- WRITE OFFSET 
             
            case OPCODE is 
                         
                when x"2"=> 
                    BramWriteOffset <= "011"&x"C0";     -- 3C0 
                     
                when x"4"=> 
                    BramWriteOffset <= "010"&x"80";     -- 280 
 
                when others=> 
                    BramWriteOffset <= "101"&x"00";     -- 500 
             
            end case; 
         
        elsif(Path_OP='1' and unsigned(CURR_PATH)>3 and MainFSM = PREP_NEXT and FSM_Iteration = '0' and 
FirstIteration='0' and LAST_DISP='1' and LAST_PIXEL='1')then 
             
            if(unsigned(DiagonalZone)=0)then 
                 
                PixMax<=PixMax+1; 
                 
            elsif(unsigned(DiagonalZone)=2)then 
                 
                PixMax<=PixMax-1; 
                 
            end if; 
        end if; 
    end if; 
end process; 
 
 
-------------------------------------------------------------- 
--                  GENERAL FSM FLOW 
-------------------------------------------------------------- 
 
ProcessorFSM_Flow: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
     
        TRIGGER_aux <= TRIGGER; 
        DP_Active_aux <= DP_Active; 
     
        if(OPCODE_TRANSITION='1')then 
            MainFSM <= IDLE; 
            FSM_Iteration <= '0'; 
            OUTBUFF_Update_Flag <= '0'; 
        else 
 
            case(MainFSM)is 
 
------------------ IDLE STATE ---------------------------------- 
                 
                when IDLE => 
                    MEAS_MainFSM <= x"0"; 
 
                    if((OPCODE <x"3" and TRIGGER='1')or        -- Cost Cube and Rect Export use a Trigger 
                       (OPCODE>x"2" and DP_Active='0' and DP_Active_aux='1'))then   -- The other states Start when the 
1st charge is complete 
                         
                        MainFSM <= START; 
                    end if; 
     
------------------ START STATE ---------------------------------- 
                 
                when START => 
                    MEAS_MainFSM <= x"1"; 
                 
                    if(Rectification_OP='0')then 
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                        MainFSM <= PREP_NEXT; 
                    else 
                        MainFSM <= UPDATE; 
                    end if; 
 
------------------ FETCH STATE ---------------------------------- 
 
                when FETCH => 
                    MEAS_MainFSM <= x"2"; 
                 
                    if(CostCube_OP='1' and (CostFetchIdx6='1' 
                                        or (CostFetchIdx5='1' and (LAST_BR_ITR_R='0' or LAST_BR_ITR='0')) 
                                        or (CostFetchIdx4='1' and LAST_BR_ITR_R='0' and LAST_BR_ITR='0')))then 
                         
                        MainFSM <= COMPUTE; 
                         
                    elsif (Energy_OP='1')then 
                         
                        if(EnergyBRAMCounter="10")then 
                            MainFSM <= COMPUTE; 
                        end if; 
                    end if; 
 
---------------- COMPUTE STATE ---------------------------------- 
 
                when COMPUTE => 
                    MEAS_MainFSM <= x"3"; 
                     
                    if((CostCube_OP='1' and CostCubeFSM = COST) or 
--                    if((CostCube_OP='1' and CostCubeFSM = COST and CostMinSorterFlag='1') or 
                       (Path_OP='1' and PathProcFSM = PATH and PathFSM_Iteration='1') or 
                        (Energy_OP='1') or 
                        (Optimization_OP='1' and OptSorterFlag='1'))then 
                         
                        OUTBUFF_Update_Flag <= '1'; 
                         
                        if((LAST_BR_ITR='1' and Energy_OP='0' and Path_OP='0')                  -- All write when the 
4Byte Buffer is full, except: 
                            or(LAST_BR_ITR_Enrg='1' and Energy_OP='1')                            -- Energy, when all 
the 40Byte Buffer is full 
                            or(LAST_DISP='1'and Path_OP='1'))then           -- Path, when all Disparities are finished 
-> A PATH DEPENDS ON THE LAST PATH !!! :X 
                             
                            MainFSM <= UPDATE; 
                        else 
                            MainFSM <= PREP_NEXT; 
                        end if; 
                     
                    end if; 
                     
                    if(Path_OP='1' and PathProcFSM = PATH and LAST_DISP='1')then      -- Path needs extra time to charge 
the last Buff 
                        OUTBUFF_Update_Flag <= '1'; 
                    end if; 
                 
---------------- UPDATE STATE ---------------------------------- 
                 
                when UPDATE => 
                    MEAS_MainFSM <= x"4"; 
                 
                    OUTBUFF_Update_Flag <= '0'; 
                 
                    if(Rectification_OP='0')then                -- 1 CLK Delay so that the Output Buffer is updated 
                        if(FSM_Iteration='0')then 
                            FSM_Iteration <= '1'; 
                        else 
                            FSM_Iteration <= '0'; 
                            MainFSM <= PREP_NEXT; 
                        end if; 
                    end if; 
                 
 
---------------- PREPARE NEXT STATE ---------------------------------- 
 
                when PREP_NEXT => 
                    MEAS_MainFSM <= x"5"; 
                 
                    OUTBUFF_Update_Flag <= '0'; 
                 
                    -- CASES IN WHICH THE DELAY CAN BE OVERRRUN 
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                    if(FSM_Iteration='0')then 
                        FSM_Iteration <= '1'; 
                         
                        -- FINISHED STATE 
                        if(LAST_PIXEL='1' and LAST_ROW='1' and                           -- All pixels and Rows completed 
and 
                              ((CostCube_OP='1' and LAST_BLOCK='1')                             -- CostCube and All 
Blocks 
                               or (Path_OP='1' and LAST_DISP='1')                           -- Path Process and All 
Disparities or 
                               or (OPCODE>x"3")))then                                       -- Energy Cube or Optimization 
                         
                            MainFSM <= FINISH; 
                            FSM_Iteration <= '0'; 
                         
                        -- FETCH STATE WITH NO WAITING                                                                      -
- Not the first and 
                        elsif(FirstIteration='0' and ((CostCube_OP='1' and LAST_BR_ITR='0' and CostBoundaryCut='0')or       
-- Buffer yet to be worked on 
                                                     (Energy_OP='1' and BR_Itr_Enrg<2)))then 
                         
                            MainFSM <= FETCH; 
                            FSM_Iteration <= '0'; 
                         
                        -- COMPUTE STATE WITH NO WAITING                                                -- Not the first 
and 
                        elsif(FirstIteration='0' and ((Path_OP='1' and LAST_DISP='0')                   -- Path and not 
the last Disp 
                                                    or(Optimization_OP='1' and BR_Itr_Enrg<2)))then             -- 
Optimization and Buffer yet to be worked on 
                         
                            MainFSM <= COMPUTE; 
                            FSM_Iteration <= '0'; 
                                                 
                        end if; 
                     
                    -- 1 CLK DELAY to perfom the corresponding Read 
                    else 
                        FSM_Iteration <= '0'; 
                         
                        -- Boundary Conditions of Cost Cube: WRITE x"FF" to indicate max cost ! 
                        if(CostCube_OP='1' and ((CostBoundaryCut='1')                                                -- 
Initial Pix<Disp or 
                            or (CurrentDisp>0 and(FirstIteration='1' or (LAST_PIXEL='1'))))) then                       -
- Pix(0) (RST) and Disp>0 
                             
                            MainFSM <= UPDATE; 
                         
                        -- Path Operation 
                        elsif(Path_OP='1' or Optimization_OP='1')then 
                            MainFSM <= COMPUTE; 
                        else 
                            MainFSM <= FETCH; 
                        end if; 
                    end if; 
 
---------------- FINISH STATE ---------------------------------- 
       
                when FINISH => 
                    MEAS_MainFSM <= x"6"; 
                 
                    if(DiagonalFlag='0' or (DiagonalFlag='1' and unsigned(PATH_Row)<300))then 
                        MainFSM <= WAIT_DDRStart; 
                    end if; 
 
---------------- WAIT_DDRStart STATE ---------------------------------- 
 
                when WAIT_DDRStart => 
                    MEAS_MainFSM <= x"7"; 
                 
                    if(DP_Active='1')then 
                        MainFSM <= WAIT_DDRFinish; 
                    end if; 
 
---------------- WAIT DDR_Finish STATE ---------------------------------- 
 
                when WAIT_DDRFinish => 
                    MEAS_MainFSM <= x"8"; 
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                    if(DP_Active='0')then 
                        MainFSM <= START;     
                    end if; 
            end case; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                  COST CUBE FSM FLOW 
-------------------------------------------------------------- 
 
CoscuFSM_Flow: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if(OPCODE_TRANSITION='1')then 
            if(CostCube_OP='1')then 
                CostCubeFSM <= SUBPIXEL; 
            else 
                CostCubeFSM <= IDLE; 
            end if; 
        else 
     
            case(CostCubeFSM)is 
                 
                when SUBPIXEL => 
                    MEAS_CostCubeFSM <= "000"; 
                    if(MainFSM=COMPUTE)then 
                        CostCubeFSM <= SORT0; 
                    end if; 
                 
                when SORT0 => 
                    MEAS_CostCubeFSM <= "001"; 
                    if(CostFSM_Iteration='0')then                   -- Charge LEFT in Input 
                     
                        CostFSM_Iteration <= '1';                    
                             
                    else                                            -- Charge RIGHT in Input 
                        CostSorterCounter<=CostSorterCounter+1; 
                         
                        if(CostMinSorterFlag='1')then                          -- 5 CLK cycles for RIGHT to propagate 
to the Output 
                            CostSorterCounter<=(others=>'0');               -- At CostSorterCounter=4, read LEFT 
                             
                            CostFSM_Iteration <= '0'; 
                            CostCubeFSM <= SORT1; 
                        end if; 
                    end if; 
                 
                when SORT1 => 
                    MEAS_CostCubeFSM <= "010"; 
                    if(CostFSM_Iteration='0')then                   -- Charge LEFT in Input 
                     
                        CostFSM_Iteration <= '1'; 
     
                    else                                            -- Charge RIGHT in Input 
                        CostSorterCounter<=CostSorterCounter+1; 
                         
                        if(CostMaxSorterFlag='1')then                          -- 3 CLK cycles for RIGHT to propagate 
to the Output 
                            CostSorterCounter<=(others=>'0');               -- At CostSorterCounter=2, read LEFT 
                             
                            CostFSM_Iteration <= '0'; 
                            CostCubeFSM <= COST; 
                        end if; 
                    end if; 
                 
                when COST =>                                    -- Charge Sorter 
                    MEAS_CostCubeFSM <= "011"; 
 
--                    CostSorterCounter<=CostSorterCounter+1; 
--                    if(CostMinSorterFlag='1')then                      -- 5 CLK cycles for the sorter 
--                        CostSorterCounter<=(others=>'0'); 
                         
--                        CostFSM_Iteration <= '0'; 
--                        CostCubeFSM <= SUBPIXEL; 
--                    end if; 
 
                    CostFSM_Iteration <= '0'; 
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                    CostCubeFSM <= SUBPIXEL; 
                     
                when IDLE => 
                    MEAS_CostCubeFSM <= "100"; 
            end case; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--              PATH PROCESS FSM FLOW 
-------------------------------------------------------------- 
 
PathProcFSM_Flow: process(CLK) 
variable DispReset : STD_LOGIC := '1'; 
begin 
    if(rising_edge(CLK)) then 
         
        if(OPCODE_TRANSITION='1')then 
            if(Path_OP='1')then 
                PathProcFSM <= DISP_MIN; 
                DispReset := '1'; 
            else 
                PathProcFSM <= IDLE; 
            end if; 
        else 
             
            case(PathProcFSM)is 
             
                when DISP_MIN => 
                    MEAS_PathProcessFSM <= "000"; 
                     
                    if(MainFSM=COMPUTE)then 
                         
                        if(DispReset='1')then          -- Only needs to it when all disparities have been gone through 
!! -> Otherwise all the disparities are already known 
                     
                            PathSorterCounter<=PathSorterCounter+1; 
                            if(PathSorterFlag='1')then                              -- 5 CLK cycles for the sorter 
                                PathSorterCounter<=(others=>'0'); 
                                PathProcFSM <= SUMS; 
                            end if; 
         
                        else 
                            PathProcFSM <= SUMS; 
                        end if; 
                    end if; 
                     
                when SUMS => 
                    MEAS_PathProcessFSM <= "001"; 
                     
                    PathProcFSM <= GLOB_MIN; 
                     
                when GLOB_MIN => 
                    MEAS_PathProcessFSM <= "010"; 
                     
                    PathSorterCounter<=PathSorterCounter+1; 
                    if(PathSorterFlag='1')then                      -- 5 CLK cycles for the sorter 
                        PathSorterCounter<=(others=>'0'); 
                         
                        PathProcFSM <= PATH; 
                    end if; 
                     
                when PATH => 
                    MEAS_PathProcessFSM <= "011"; 
                     
                    if(PathFSM_Iteration='0')then       -- One Iteration to Sum 
                        PathFSM_Iteration <= '1'; 
                    else                                -- The other to save the sum in the OutputReg 
                        PathFSM_Iteration <= '0'; 
                         
                        PathProcFSM <= DISP_MIN; 
                    end if; 
                     
                     
                    if(CurrentDisp=9)then 
                        DispReset := '1';   -- Next Compute will be a new BR_Itr !!¡¡ 
                    else 
                        DispReset := '0'; 
                    end if; 
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                when IDLE => 
                    MEAS_PathProcessFSM <= "100"; 
            end case; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--         ENERGY AND OPT PROCESS FSM FLOW 
-------------------------------------------------------------- 
 
EnrgOrOptIter: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if(MainFSM=COMPUTE and Optimization_OP='1')then 
             
            OptSorterCounter<=OptSorterCounter+1; 
             
            if(EnrgOrOpt_Iteration='0' and OptSorterFlag='1')then  
                EnrgOrOpt_Iteration <= '1'; 
                OptSorterCounter<=(others=>'0'); 
                 
            elsif(OptSorterFlag='1')then 
                EnrgOrOpt_Iteration <= '0'; 
                OptSorterCounter<=(others=>'0'); 
            end if; 
             
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--           PATH CURRENT COST SIGNAL 
-------------------------------------------------------------- 
 
PathCurrCost: process(CLK) 
begin 
    if(rising_edge(CLK))then 
     
        case(CurrentDisp) is 
        
            when x"0"=> Path_CurrCost <= unsigned(D_BRAM_dout(0)(to_integer(BR_Itr_Path))); 
            when x"1"=> Path_CurrCost <= unsigned(D_BRAM_dout(1)(to_integer(BR_Itr_Path))); 
            when x"2"=> Path_CurrCost <= unsigned(D_BRAM_dout(2)(to_integer(BR_Itr_Path))); 
            when x"3"=> Path_CurrCost <= unsigned(D_BRAM_dout(3)(to_integer(BR_Itr_Path))); 
            when x"4"=> Path_CurrCost <= unsigned(D_BRAM_dout(4)(to_integer(BR_Itr_Path))); 
            when x"5"=> Path_CurrCost <= unsigned(D_BRAM_dout(5)(to_integer(BR_Itr_Path))); 
            when x"6"=> Path_CurrCost <= unsigned(D_BRAM_dout(6)(to_integer(BR_Itr_Path))); 
            when x"7"=> Path_CurrCost <= unsigned(D_BRAM_dout(7)(to_integer(BR_Itr_Path))); 
            when x"8"=> Path_CurrCost <= unsigned(D_BRAM_dout(8)(to_integer(BR_Itr_Path))); 
            when others=> Path_CurrCost <= unsigned(D_BRAM_dout(9)(to_integer(BR_Itr_Path))); 
 
        end case; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--           PATH PROCESS OUTPUT BUFFER 
-------------------------------------------------------------- 
 
PathOutBuff: process(CLK) 
variable TEMP : unsigned(8 downto 0):=(others=>'0'); 
begin 
    if(rising_edge(CLK)) then 
         
        if(PathProcFSM=PATH)then 
             
            TEMP:= unsigned(SORTER_MIN(10 downto 2))+Path_CurrCost-Path_MinCost; 
             
            if(TEMP(8)='1')then     -- IF there has been an overflow (for the 8-bit variable that it represents) 
                PATH_OUTPUT <= (others=>'1');       -- Max value 
            else 
                PATH_OUTPUT<=std_logic_vector(TEMP(7 downto 0));     
            end if; 
                         
        end if; 
    end if; 
end process; 
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-------------------------------------------------------------- 
--           COST CUBE OUTPUT BUFFER 
-------------------------------------------------------------- 
 
CostOutBuff: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
            -- FINAL COST 
            if(COSTState='1')then 
                if(Cost_dL<Cost_dR)then 
                    COST_OUTPUT <= std_logic_vector(Cost_dL(8 downto 1)); 
                else 
                    COST_OUTPUT <= std_logic_vector(Cost_dR(8 downto 1)); 
                end if; 
            end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             First Iteration Bit 
-------------------------------------------------------------- 
 
FirstIter: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if(MainFSM=START)then 
            FirstIteration <= '1'; 
        elsif(MainFSM=PREP_NEXT)then 
            FirstIteration <= '0'; 
        end if; 
         
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             OPCODE TRANSITION 
-------------------------------------------------------------- 
 
OpcodeTrans: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        OPCODE_aux <= OPCODE; 
         
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                  DONE Bit 
-------------------------------------------------------------- 
 
DONE_Bit: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if(MainFSM=FINISH)then 
            DONE<='1'; 
        elsif(MainFSM=START or MainFSM=IDLE)then 
            DONE<='0'; 
        end if; 
 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             Update Constants Bit 
-------------------------------------------------------------- 
 
UpdateCts: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if((MainFSM=IDLE and ((OPCODE <x"3" and TRIGGER='1'))) or       
            (OPCODE>x"2" and DP_Active='0' and DP_Active_aux='1'))then 
                            
            UpdateConstants<='1'; 
        else 
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            UpdateConstants<='0'; 
        end if; 
         
    end if; 
end process; 
 
-------------------------------------------------------------- 
--              SORTER INPUTS 
-------------------------------------------------------------- 
 
-- Combinational stages 
 
Cost_IrMaxSubs <= (Cost_imR-Cost_Ilmax);     
Cost_IrMinSubs <= (Cost_Ilmin-Cost_imR);     
 
Cost_IlMaxSubs <= (Cost_imL-Cost_Irmax);     
Cost_IlMinSubs <= (Cost_Irmin-Cost_imL);     
 
SorterInpts: process(CLK) 
variable TEMP : signed(9 downto 0); 
begin 
    if(rising_edge(CLK)) then 
 
        if(CostCubeFSM=SORT0)then 
             
            if(CostFSM_Iteration='0')then 
             
                TEMP:=Cost_IlP + Cost_IlN; 
                TEMP:="0"&TEMP(9 downto 1);             -- Mean value (NUMERICAL VALUE NOT NEEDED) 
                 
                SORTER_INPUT_ARRAY(0)<=Cost_IlP&"00";     
                SORTER_INPUT_ARRAY(1)<=Cost_IlN&"00";   
                SORTER_INPUT_ARRAY(2)<=Cost_imL&"00";   
 
            else 
             
                TEMP:=Cost_IrP + Cost_IrN; 
                TEMP:="0"&TEMP(9 downto 1);             -- Mean value (NUMERICAL VALUE NOT NEEDED) 
                 
                SORTER_INPUT_ARRAY(0)<=Cost_IrP&"00";     
                SORTER_INPUT_ARRAY(1)<=Cost_IrN&"00";   
                SORTER_INPUT_ARRAY(2)<=Cost_imR&"00";   
 
            end if; 
             
            SORTER_INPUT_ARRAY(3)<=TEMP&"00";   
            SORTER_INPUT_ARRAY(4)<=TEMP&"00";   
            SORTER_INPUT_ARRAY(5)<=TEMP&"00";     
            SORTER_INPUT_ARRAY(6)<=TEMP&"00";   
            SORTER_INPUT_ARRAY(7)<=TEMP&"00";   
            SORTER_INPUT_ARRAY(8)<=TEMP&"00";   
            SORTER_INPUT_ARRAY(9)<=TEMP&"00"; 
             
        elsif(CostCubeFSM=SORT1)then 
             
            if(CostFSM_Iteration='0')then 
                 
                SORTER_INPUT_ARRAY(0)<=Cost_IlMaxSubs&"00";     
                SORTER_INPUT_ARRAY(1)<=Cost_IlMinSubs&"00";     
 
            else 
                 
                SORTER_INPUT_ARRAY(0)<=Cost_IrMaxSubs&"00";     
                SORTER_INPUT_ARRAY(1)<=Cost_IrMinSubs&"00";     
 
            end if; 
             
            SORTER_INPUT_ARRAY(2)<=(others=>'0');   
            SORTER_INPUT_ARRAY(3)<="100000000000";   
            SORTER_INPUT_ARRAY(4)<="100000000000";   
            SORTER_INPUT_ARRAY(5)<="100000000000";    
            SORTER_INPUT_ARRAY(6)<="100000000000";   
            SORTER_INPUT_ARRAY(7)<="100000000000";   
            SORTER_INPUT_ARRAY(8)<="100000000000";   
            SORTER_INPUT_ARRAY(9)<="100000000000";   
             
--        elsif(CostCubeFSM=COST)then 
             
--            SORTER_INPUT_ARRAY(0)<=Cost_dL&"00";     
--            SORTER_INPUT_ARRAY(1)<=Cost_dR&"00";     
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--            SORTER_INPUT_ARRAY(2)<="011111111111";   
--            SORTER_INPUT_ARRAY(3)<="011111111111";   
--            SORTER_INPUT_ARRAY(4)<="011111111111";   
--            SORTER_INPUT_ARRAY(5)<="011111111111";    
--            SORTER_INPUT_ARRAY(6)<="011111111111";   
--            SORTER_INPUT_ARRAY(7)<="011111111111";   
--            SORTER_INPUT_ARRAY(8)<="011111111111";   
--            SORTER_INPUT_ARRAY(9)<="011111111111";   
             
        elsif(PathProcFSM=DISP_MIN)then 
         
            -- LOOK AT THE POINTER POSITION, 1 LESS THAN THE BR_ITR IN THE DIRECTION SENSE !! 
            case(BR_Itr_Path_Prev)is 
                 
                -- Actual BR_Itr = 2 / 0 (CHANGE)       
                when "11"=> 
                    if(Curr_Path(0)='0')then     -- CURRENT PATH IS EVEN -> DIRECT SENSE 
                     
                        SORTER_INPUT_ARRAY(0)<="00"&signed(PrevPath(0))&"00";    -- PREVIOUS POSITION 3 
                        SORTER_INPUT_ARRAY(1)<="00"&signed(PrevPath(1))&"00";        
                        SORTER_INPUT_ARRAY(2)<="00"&signed(PrevPath(2))&"00";     
                        SORTER_INPUT_ARRAY(3)<="00"&signed(PrevPath(3))&"00";     
                        SORTER_INPUT_ARRAY(4)<="00"&signed(PrevPath(4))&"00";     
                        SORTER_INPUT_ARRAY(5)<="00"&signed(PrevPath(5))&"00";     
                        SORTER_INPUT_ARRAY(6)<="00"&signed(PrevPath(6))&"00";     
                        SORTER_INPUT_ARRAY(7)<="00"&signed(PrevPath(7))&"00";     
                        SORTER_INPUT_ARRAY(8)<="00"&signed(PrevPath(8))&"00";     
                        SORTER_INPUT_ARRAY(9)<="00"&signed(PrevPath(9))&"00"; 
                         
                    else                        -- CURRENT PATH IS ODD -> INVERSE SENSE 
                     
                        SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(0)(3))&"00";     
                        SORTER_INPUT_ARRAY(1)<="00"&signed(D_BRAM_dout(1)(3))&"00";       
                        SORTER_INPUT_ARRAY(2)<="00"&signed(D_BRAM_dout(2)(3))&"00";     
                        SORTER_INPUT_ARRAY(3)<="00"&signed(D_BRAM_dout(3)(3))&"00";     
                        SORTER_INPUT_ARRAY(4)<="00"&signed(D_BRAM_dout(4)(3))&"00";     
                        SORTER_INPUT_ARRAY(5)<="00"&signed(D_BRAM_dout(5)(3))&"00";     
                        SORTER_INPUT_ARRAY(6)<="00"&signed(D_BRAM_dout(6)(3))&"00";     
                        SORTER_INPUT_ARRAY(7)<="00"&signed(D_BRAM_dout(7)(3))&"00";     
                        SORTER_INPUT_ARRAY(8)<="00"&signed(D_BRAM_dout(8)(3))&"00";     
                        SORTER_INPUT_ARRAY(9)<="00"&signed(D_BRAM_dout(9)(3))&"00"; 
                    end if; 
             
                -- Actual BR_Itr = 3 (CHANGE) / 1) 
                when "00"=> 
                 
                    if(Curr_Path(0)='0')then    -- CURRENT PATH IS EVEN -> DIRECT SENSE 
                     
                        SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(0)(0))&"00";     
                        SORTER_INPUT_ARRAY(1)<="00"&signed(D_BRAM_dout(1)(0))&"00";       
                        SORTER_INPUT_ARRAY(2)<="00"&signed(D_BRAM_dout(2)(0))&"00";     
                        SORTER_INPUT_ARRAY(3)<="00"&signed(D_BRAM_dout(3)(0))&"00";     
                        SORTER_INPUT_ARRAY(4)<="00"&signed(D_BRAM_dout(4)(0))&"00";     
                        SORTER_INPUT_ARRAY(5)<="00"&signed(D_BRAM_dout(5)(0))&"00";     
                        SORTER_INPUT_ARRAY(6)<="00"&signed(D_BRAM_dout(6)(0))&"00";     
                        SORTER_INPUT_ARRAY(7)<="00"&signed(D_BRAM_dout(7)(0))&"00";     
                        SORTER_INPUT_ARRAY(8)<="00"&signed(D_BRAM_dout(8)(0))&"00";     
                        SORTER_INPUT_ARRAY(9)<="00"&signed(D_BRAM_dout(9)(0))&"00"; 
                             
                    else                        -- CURRENT PATH IS ODD -> INVERSE SENSE 
                     
                        SORTER_INPUT_ARRAY(0)<="00"&signed(PrevPath(0))&"00";    -- PREVIOUS POSITION 0 
                        SORTER_INPUT_ARRAY(1)<="00"&signed(PrevPath(1))&"00";        
                        SORTER_INPUT_ARRAY(2)<="00"&signed(PrevPath(2))&"00";     
                        SORTER_INPUT_ARRAY(3)<="00"&signed(PrevPath(3))&"00";     
                        SORTER_INPUT_ARRAY(4)<="00"&signed(PrevPath(4))&"00";     
                        SORTER_INPUT_ARRAY(5)<="00"&signed(PrevPath(5))&"00";     
                        SORTER_INPUT_ARRAY(6)<="00"&signed(PrevPath(6))&"00";     
                        SORTER_INPUT_ARRAY(7)<="00"&signed(PrevPath(7))&"00";     
                        SORTER_INPUT_ARRAY(8)<="00"&signed(PrevPath(8))&"00";     
                        SORTER_INPUT_ARRAY(9)<="00"&signed(PrevPath(9))&"00"; 
                    end if; 
                 
                -- Actual BR_Itr = 0 / 2 
                when "01"=> 
                    SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(0)(1))&"00";     
                    SORTER_INPUT_ARRAY(1)<="00"&signed(D_BRAM_dout(1)(1))&"00";       
                    SORTER_INPUT_ARRAY(2)<="00"&signed(D_BRAM_dout(2)(1))&"00";     
                    SORTER_INPUT_ARRAY(3)<="00"&signed(D_BRAM_dout(3)(1))&"00";     
                    SORTER_INPUT_ARRAY(4)<="00"&signed(D_BRAM_dout(4)(1))&"00";     
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                    SORTER_INPUT_ARRAY(5)<="00"&signed(D_BRAM_dout(5)(1))&"00";     
                    SORTER_INPUT_ARRAY(6)<="00"&signed(D_BRAM_dout(6)(1))&"00";     
                    SORTER_INPUT_ARRAY(7)<="00"&signed(D_BRAM_dout(7)(1))&"00";     
                    SORTER_INPUT_ARRAY(8)<="00"&signed(D_BRAM_dout(8)(1))&"00";     
                    SORTER_INPUT_ARRAY(9)<="00"&signed(D_BRAM_dout(9)(1))&"00"; 
                 
                -- Actual BR_Itr = 1 / 3 
                when others=> 
                    SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(0)(2))&"00";     
                    SORTER_INPUT_ARRAY(1)<="00"&signed(D_BRAM_dout(1)(2))&"00";       
                    SORTER_INPUT_ARRAY(2)<="00"&signed(D_BRAM_dout(2)(2))&"00";     
                    SORTER_INPUT_ARRAY(3)<="00"&signed(D_BRAM_dout(3)(2))&"00";     
                    SORTER_INPUT_ARRAY(4)<="00"&signed(D_BRAM_dout(4)(2))&"00";     
                    SORTER_INPUT_ARRAY(5)<="00"&signed(D_BRAM_dout(5)(2))&"00";     
                    SORTER_INPUT_ARRAY(6)<="00"&signed(D_BRAM_dout(6)(2))&"00";     
                    SORTER_INPUT_ARRAY(7)<="00"&signed(D_BRAM_dout(7)(2))&"00";     
                    SORTER_INPUT_ARRAY(8)<="00"&signed(D_BRAM_dout(8)(2))&"00";     
                    SORTER_INPUT_ARRAY(9)<="00"&signed(D_BRAM_dout(9)(2))&"00";  
             
            end case; 
         
        elsif(PathProcFSM=GLOB_MIN)then 
         
            case(BR_Itr_Path_Prev)is 
                         
                when "11"=> 
                 
                    if(Curr_Path(0)='0')then 
                        SORTER_INPUT_ARRAY(0)<="00"&signed(PrevPath(to_integer(CurrentDisp)))&"00";       
                    else 
                        SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(to_integer(CurrentDisp))(3))&"00";   
                    end if; 
                                                                                                
                when "00"=> 
                 
                    if(Curr_Path(0)='0')then 
                        SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(to_integer(CurrentDisp))(0))&"00";     
                    else 
                        SORTER_INPUT_ARRAY(0)<="00"&signed(PrevPath(to_integer(CurrentDisp)))&"00"; 
                    end if; 
                     
                when "01"=> 
                    SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(to_integer(CurrentDisp))(1))&"00";     
                     
                when others=> 
                    SORTER_INPUT_ARRAY(0)<="00"&signed(D_BRAM_dout(to_integer(CurrentDisp))(2))&"00";     
         
            end case; 
 
            SORTER_INPUT_ARRAY(1)<="0"&signed(Path_LowerCost)&"00";   
            SORTER_INPUT_ARRAY(2)<="0"&signed(Path_HigherCost)&"00";   
            SORTER_INPUT_ARRAY(3)<="0"&signed(Path_OtherCost)&"00";   
            SORTER_INPUT_ARRAY(4)<="011111111111";   
            SORTER_INPUT_ARRAY(5)<="011111111111";    
            SORTER_INPUT_ARRAY(6)<="011111111111";   
            SORTER_INPUT_ARRAY(7)<="011111111111";   
            SORTER_INPUT_ARRAY(8)<="011111111111";   
            SORTER_INPUT_ARRAY(9)<="011111111111";  
         
        elsif(Optimization_OP='1')then 
         
            -- IMPORTANT NOTE: The ENERGY value can only be as high as 0x7F8. That is why it is (2 downto 0) and not (3 
downto 0) 
            if(BR_Itr_Enrg=0)then 
                SORTER_INPUT_ARRAY(0)<="0"&signed(D_BRAM_dout(0)(0)(2 downto 0))&signed(D_BRAM_dout(0)(1)(7 downto 0));     
                SORTER_INPUT_ARRAY(1)<="0"&signed(D_BRAM_dout(1)(0)(2 downto 0))&signed(D_BRAM_dout(1)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(2)<="0"&signed(D_BRAM_dout(2)(0)(2 downto 0))&signed(D_BRAM_dout(2)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(3)<="0"&signed(D_BRAM_dout(3)(0)(2 downto 0))&signed(D_BRAM_dout(3)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(4)<="0"&signed(D_BRAM_dout(4)(0)(2 downto 0))&signed(D_BRAM_dout(4)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(5)<="0"&signed(D_BRAM_dout(5)(0)(2 downto 0))&signed(D_BRAM_dout(5)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(6)<="0"&signed(D_BRAM_dout(6)(0)(2 downto 0))&signed(D_BRAM_dout(6)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(7)<="0"&signed(D_BRAM_dout(7)(0)(2 downto 0))&signed(D_BRAM_dout(7)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(8)<="0"&signed(D_BRAM_dout(8)(0)(2 downto 0))&signed(D_BRAM_dout(8)(1)(7 downto 0));   
                SORTER_INPUT_ARRAY(9)<="0"&signed(D_BRAM_dout(9)(0)(2 downto 0))&signed(D_BRAM_dout(9)(1)(7 downto 0));   
            else 
                SORTER_INPUT_ARRAY(0)<="0"&signed(D_BRAM_dout(0)(2)(2 downto 0))&signed(D_BRAM_dout(0)(3)(7 downto 0));     
                SORTER_INPUT_ARRAY(1)<="0"&signed(D_BRAM_dout(1)(2)(2 downto 0))&signed(D_BRAM_dout(1)(3)(7 downto 0));   
                SORTER_INPUT_ARRAY(2)<="0"&signed(D_BRAM_dout(2)(2)(2 downto 0))&signed(D_BRAM_dout(2)(3)(7 downto 0));   
                SORTER_INPUT_ARRAY(3)<="0"&signed(D_BRAM_dout(3)(2)(2 downto 0))&signed(D_BRAM_dout(3)(3)(7 downto 0));   
                SORTER_INPUT_ARRAY(4)<="0"&signed(D_BRAM_dout(4)(2)(2 downto 0))&signed(D_BRAM_dout(4)(3)(7 downto 0));   
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                SORTER_INPUT_ARRAY(5)<="0"&signed(D_BRAM_dout(5)(2)(2 downto 0))&signed(D_BRAM_dout(5)(3)(7 downto 0));   
                SORTER_INPUT_ARRAY(6)<="0"&signed(D_BRAM_dout(6)(2)(2 downto 0))&signed(D_BRAM_dout(6)(3)(7 downto 0));   
                SORTER_INPUT_ARRAY(7)<="0"&signed(D_BRAM_dout(7)(2)(2 downto 0))&signed(D_BRAM_dout(7)(3)(7 downto 0));   
                SORTER_INPUT_ARRAY(8)<="0"&signed(D_BRAM_dout(8)(2)(2 downto 0))&signed(D_BRAM_dout(8)(3)(7 downto 0));   
                SORTER_INPUT_ARRAY(9)<="0"&signed(D_BRAM_dout(9)(2)(2 downto 0))&signed(D_BRAM_dout(9)(3)(7 downto 0));   
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--            Previous Path Buffer Process 
-------------------------------------------------------------- 
 
PreviousPathBuff: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(MainFSM=PREP_NEXT and LAST_BR_ITR='1')then           -- NEED TO READ THE CONTENT OF THE BRAM AFTER BEING 
WRITTEN!!!!!!! 
             
            if(Curr_Path(0)='0')then            -- IF THE PATH IS EVEN, THE INTERESTING PREVIOUS IS POSITION 3 
             
                PrevPath(0) <= unsigned(D_BRAM_dout(0)(3)); 
                PrevPath(1) <= unsigned(D_BRAM_dout(1)(3)); 
                PrevPath(2) <= unsigned(D_BRAM_dout(2)(3)); 
                PrevPath(3) <= unsigned(D_BRAM_dout(3)(3)); 
                PrevPath(4) <= unsigned(D_BRAM_dout(4)(3)); 
                PrevPath(5) <= unsigned(D_BRAM_dout(5)(3)); 
                PrevPath(6) <= unsigned(D_BRAM_dout(6)(3)); 
                PrevPath(7) <= unsigned(D_BRAM_dout(7)(3)); 
                PrevPath(8) <= unsigned(D_BRAM_dout(8)(3)); 
                PrevPath(9) <= unsigned(D_BRAM_dout(9)(3)); 
                 
            else                                -- IF THE PATH IS EVEN, THE INTERESTING PREVIOUS IS POSITION 0 
             
                PrevPath(0) <= unsigned(D_BRAM_dout(0)(0)); 
                PrevPath(1) <= unsigned(D_BRAM_dout(1)(0)); 
                PrevPath(2) <= unsigned(D_BRAM_dout(2)(0)); 
                PrevPath(3) <= unsigned(D_BRAM_dout(3)(0)); 
                PrevPath(4) <= unsigned(D_BRAM_dout(4)(0)); 
                PrevPath(5) <= unsigned(D_BRAM_dout(5)(0)); 
                PrevPath(6) <= unsigned(D_BRAM_dout(6)(0)); 
                PrevPath(7) <= unsigned(D_BRAM_dout(7)(0)); 
                PrevPath(8) <= unsigned(D_BRAM_dout(8)(0)); 
                PrevPath(9) <= unsigned(D_BRAM_dout(9)(0)); 
             
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             Pixel&Row Counting Process 
-------------------------------------------------------------- 
 
PixelandRowCount: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(OPCODE_TRANSITION='1')then 
 
            CurrentPixel<=(others=>'0'); 
            CurrentRow<=(others=>'0'); 
            BR_Itr <= (others=>'0'); 
 
        elsif(MainFSM = PREP_NEXT and FSM_Iteration = '0' and 
            FirstIteration='0' and ((Path_OP='1' and LAST_DISP='1')or(Path_OP='0')))then 
         
            BR_Itr <= BR_Itr+1; 
         
            if(LAST_PIXEL='0')then 
                CurrentPixel<=CurrentPixel+1; 
            else 
                CurrentPixel<=(others=>'0'); 
                 
                if(LAST_ROW='0')then 
                    CurrentRow<=CurrentRow+1; 
                else 
                    CurrentRow<=(others=>'0'); 
FPGA-Based Stereo Vision System For Autonomous Driving  
  307 
                    BR_Itr <= (others=>'0'); 
                end if; 
            end if;    
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--            BRAM Iter R process (only 4 CostCube) 
-------------------------------------------------------------- 
 
PixelR: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(OPCODE_TRANSITION='1')then 
            BR_Itr_R<=(others=>'0'); 
 
        elsif(MainFSM = PREP_NEXT and FSM_Iteration = '0' and 
            FirstIteration='0' and CostCube_OP='1' and (CostBoundaryCut = '0' or CurrentRow>0))then 
         
            if(LAST_PIXEL='0' OR LAST_ROW = '0')then 
                BR_Itr_R <= BR_Itr_R+1; 
            else 
                BR_Itr_R<=(others=>'0'); 
            end if;    
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             Disparity Counting Process 
-------------------------------------------------------------- 
 
DispCount: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(OPCODE_TRANSITION='1')then 
            CurrentDisp<=(others=>'0'); 
 
        elsif(MainFSM = PREP_NEXT and FSM_Iteration = '0' and 
            FirstIteration='0' and((Path_OP='1')or 
            (CostCube_OP='1' and LAST_BLOCK='1' and LAST_PIXEL='1' and  LAST_ROW='1')))then 
         
            if(LAST_DISP='0')then 
                CurrentDisp<=CurrentDisp+1; 
            else 
                CurrentDisp<=(others=>'0'); 
            end if;    
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             Block Counting Process 
-------------------------------------------------------------- 
 
BlockCount: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(OPCODE_TRANSITION='1')then 
            CurrentBlock<=(others=>'0'); 
 
        elsif(MainFSM = PREP_NEXT and FSM_Iteration = '0' and 
                LAST_PIXEL='1' and 
                ((CostCube_OP='1' and LAST_ROW='1')or 
                 (Optimization_OP='1' and (CurrentRow=Optimization_RowMax or LAST_ROW='1'))))then 
         
                if(LAST_BLOCK='0')then 
                    CurrentBlock<=CurrentBlock+1; 
                else 
                    CurrentBlock<=(others=>'0'); 
                end if;   
                 
        end if; 
    end if; 
end process; 
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-------------------------------------------------------------- 
--             BRAM Offset Process 
-------------------------------------------------------------- 
 
BRAM_Off: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(OPCODE_TRANSITION='1' or (Path_OP='1' and FirstIteration='1') or 
         (MainFSM = PREP_NEXT and FSM_Iteration = '0' and 
         ((Path_OP='0' and LAST_PIXEL='1' and (LAST_ROW='1' or (CurrentRow=Optimization_RowMax and 
Optimization_OP='1'))) 
         or(Path_OP='1' and LAST_PIXEL='1' and LAST_ROW='1' and LAST_DISP='1'))))then 
         
            if(Path_OP='1' and Curr_Path(0)='1')then        -- If the current Path is ODD -> Inverse path 
                 
                case(Curr_Path)is 
                    when "001"|"011"=>  -- (1 OR 3) 
                        BramPixOffset<="111"&x"7F";         -- 77F 
                    when others=> 
                        BramPixOffset<=unsigned(Path_Bram); 
                end case; 
                 
            else 
                BramPixOffset<=(others=>'0'); 
            end if; 
                 
        elsif(MainFSM = PREP_NEXT and FSM_Iteration = '0' and  
                LAST_BR_ITR='1' and (Path_OP='0' or (Path_OP='1' and LAST_DISP='1')))then 
             
            if(Path_OP='1' and Curr_Path(0)='1')then 
                BramPixOffset<=BramPixOffset-1;             -- If the current Path is ODD -> Inverse path 
            else 
                BramPixOffset<=BramPixOffset+1; 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             R image BRAM Offset Process 
-------------------------------------------------------------- 
 
R_BRAM_Off: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(CostCube_OP='0')then 
            BramPixOffset_R<=("001"&x"E0");             -- During Cost, the R Region is at Offset x1E0 (reset always if 
CostCube is not the process) 
 
        elsif(MainFSM = PREP_NEXT and FSM_Iteration = '0')then 
             
            if(LAST_PIXEL='1' and LAST_ROW='1')then 
                BramPixOffset_R<=("001"&x"E0"); 
                 
            elsif(LAST_BR_Itr_R='1')then 
                BramPixOffset_R<=BramPixOffset_R+1; 
            end if; 
 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             Energy BRAM Offset Process 
-------------------------------------------------------------- 
 
Enrg_BRAM_Off: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(OPCODE_TRANSITION='1')then 
            BramEnrgPixOffset<=(others=>'0'); 
 
        elsif(MainFSM = PREP_NEXT and FSM_Iteration = '0' and OPCODE>x"3")then 
             
            if(LAST_PIXEL='1' and LAST_ROW='1')then 
                BramEnrgPixOffset<=(others=>'0'); 
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            elsif(LAST_BR_Itr_Enrg='1')then 
                BramEnrgPixOffset<=BramEnrgPixOffset+1; 
            end if; 
             
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--             Energy BRAM COUNTER Process 
-------------------------------------------------------------- 
 
Enrg_BRAM_CNT: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(ENERGY_OP = '1' and MainFSM = FETCH)then 
             
            if(EnergyBRAMCounter < "10") then 
                EnergyBRAMCounter <= EnergyBRAMCounter +1; 
            else 
                EnergyBRAMCounter <= (others=>'0'); 
            end if; 
        else 
            EnergyBRAMCounter <= (others=>'0'); 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                OUTPUT TO BRAM BUFFER 
-------------------------------------------------------------- 
 
BRAM_OutBuff: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
 
        if(OUTBUFF_Update_Flag='1')then 
             
            case(OPCODE)is 
             
                -- COSCU 
                when x"2"=> 
                     
                    if(CostBoundaryCut='1')then 
                        case(BR_ITR)is 
                            when "00"=>BRAM_WRITE_BUF(0)(0) <= (others=>'1'); 
                            when "01"=>BRAM_WRITE_BUF(0)(1) <= (others=>'1'); 
                            when "10"=>BRAM_WRITE_BUF(0)(2) <= (others=>'1'); 
                            when others=>BRAM_WRITE_BUF(0)(3) <= (others=>'1'); 
                        end case; 
                    else 
                        case(BR_ITR)is 
--                            when "00"=>BRAM_WRITE_BUF(0)(0) <=  std_logic_vector(SORTER_MIN(10 downto 3)); 
--                            when "01"=>BRAM_WRITE_BUF(0)(1) <=  std_logic_vector(SORTER_MIN(10 downto 3)); 
--                            when "10"=>BRAM_WRITE_BUF(0)(2) <=  std_logic_vector(SORTER_MIN(10 downto 3)); 
--                            when others=>BRAM_WRITE_BUF(0)(3) <=  std_logic_vector(SORTER_MIN(10 downto 3)); 
                            when "00"=>BRAM_WRITE_BUF(0)(0) <=  std_logic_vector(COST_OUTPUT); 
                            when "01"=>BRAM_WRITE_BUF(0)(1) <=  std_logic_vector(COST_OUTPUT); 
                            when "10"=>BRAM_WRITE_BUF(0)(2) <=  std_logic_vector(COST_OUTPUT); 
                            when others=>BRAM_WRITE_BUF(0)(3) <=  std_logic_vector(COST_OUTPUT); 
                        end case; 
                    end if; 
                     
                -- PATH 
                when x"3"=> 
                 
                for I in 0 to 9 loop 
     
                    if(CurrentDisp=I)then      -- Bix MUX 
                 
                        case(BR_ITR_Path)is 
                            when "00"=>BRAM_WRITE_BUF(I)(0) <=  std_logic_vector(PATH_OUTPUT); 
                            when "01"=>BRAM_WRITE_BUF(I)(1) <=  std_logic_vector(PATH_OUTPUT); 
                            when "10"=>BRAM_WRITE_BUF(I)(2) <=  std_logic_vector(PATH_OUTPUT); 
                            when others=>BRAM_WRITE_BUF(I)(3) <=  std_logic_vector(PATH_OUTPUT); 
                        end case; 
                         
                    end if; 
                end loop; 
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                -- ENERGY 
                 
                when x"4"=> 
                 
                    if(BR_Itr_Enrg=0)then 
                        BRAM_WRITE_BUF(0)(0)<="0000"&std_logic_vector(sum_A(11 downto 8)); 
                        BRAM_WRITE_BUF(0)(1)<=std_logic_vector(sum_A(7 downto 0)); 
                        BRAM_WRITE_BUF(1)(0)<="0000"&std_logic_vector(sum_B(11 downto 8)); 
                        BRAM_WRITE_BUF(1)(1)<=std_logic_vector(sum_B(7 downto 0)); 
                        BRAM_WRITE_BUF(2)(0)<="0000"&std_logic_vector(sum_C(11 downto 8)); 
                        BRAM_WRITE_BUF(2)(1)<=std_logic_vector(sum_C(7 downto 0)); 
                        BRAM_WRITE_BUF(3)(0)<="0000"&std_logic_vector(sum_D(11 downto 8)); 
                        BRAM_WRITE_BUF(3)(1)<=std_logic_vector(sum_D(7 downto 0)); 
                        BRAM_WRITE_BUF(4)(0)<="0000"&std_logic_vector(sum_E(11 downto 8)); 
                        BRAM_WRITE_BUF(4)(1)<=std_logic_vector(sum_E(7 downto 0)); 
                        BRAM_WRITE_BUF(5)(0)<="0000"&std_logic_vector(sum_F(11 downto 8)); 
                        BRAM_WRITE_BUF(5)(1)<=std_logic_vector(sum_F(7 downto 0)); 
                        BRAM_WRITE_BUF(6)(0)<="0000"&std_logic_vector(sum_G(11 downto 8)); 
                        BRAM_WRITE_BUF(6)(1)<=std_logic_vector(sum_G(7 downto 0)); 
                        BRAM_WRITE_BUF(7)(0)<="0000"&std_logic_vector(sum_H(11 downto 8)); 
                        BRAM_WRITE_BUF(7)(1)<=std_logic_vector(sum_H(7 downto 0)); 
                        BRAM_WRITE_BUF(8)(0)<="0000"&std_logic_vector(sum_I(11 downto 8)); 
                        BRAM_WRITE_BUF(8)(1)<=std_logic_vector(sum_I(7 downto 0)); 
                        BRAM_WRITE_BUF(9)(0)<="0000"&std_logic_vector(sum_J(11 downto 8)); 
                        BRAM_WRITE_BUF(9)(1)<=std_logic_vector(sum_J(7 downto 0)); 
                    else 
                        BRAM_WRITE_BUF(0)(2)<="0000"&std_logic_vector(sum_A(11 downto 8)); 
                        BRAM_WRITE_BUF(0)(3)<=std_logic_vector(sum_A(7 downto 0)); 
                        BRAM_WRITE_BUF(1)(2)<="0000"&std_logic_vector(sum_B(11 downto 8)); 
                        BRAM_WRITE_BUF(1)(3)<=std_logic_vector(sum_B(7 downto 0)); 
                        BRAM_WRITE_BUF(2)(2)<="0000"&std_logic_vector(sum_C(11 downto 8)); 
                        BRAM_WRITE_BUF(2)(3)<=std_logic_vector(sum_C(7 downto 0)); 
                        BRAM_WRITE_BUF(3)(2)<="0000"&std_logic_vector(sum_D(11 downto 8)); 
                        BRAM_WRITE_BUF(3)(3)<=std_logic_vector(sum_D(7 downto 0)); 
                        BRAM_WRITE_BUF(4)(2)<="0000"&std_logic_vector(sum_E(11 downto 8)); 
                        BRAM_WRITE_BUF(4)(3)<=std_logic_vector(sum_E(7 downto 0)); 
                        BRAM_WRITE_BUF(5)(2)<="0000"&std_logic_vector(sum_F(11 downto 8)); 
                        BRAM_WRITE_BUF(5)(3)<=std_logic_vector(sum_F(7 downto 0)); 
                        BRAM_WRITE_BUF(6)(2)<="0000"&std_logic_vector(sum_G(11 downto 8)); 
                        BRAM_WRITE_BUF(6)(3)<=std_logic_vector(sum_G(7 downto 0)); 
                        BRAM_WRITE_BUF(7)(2)<="0000"&std_logic_vector(sum_H(11 downto 8)); 
                        BRAM_WRITE_BUF(7)(3)<=std_logic_vector(sum_H(7 downto 0)); 
                        BRAM_WRITE_BUF(8)(2)<="0000"&std_logic_vector(sum_I(11 downto 8)); 
                        BRAM_WRITE_BUF(8)(3)<=std_logic_vector(sum_I(7 downto 0)); 
                        BRAM_WRITE_BUF(9)(2)<="0000"&std_logic_vector(sum_J(11 downto 8)); 
                        BRAM_WRITE_BUF(9)(3)<=std_logic_vector(sum_J(7 downto 0)); 
                    end if; 
                 
                -- OPTIMIZATION 
                when x"5"=> 
                 
                    case(BR_ITR)is 
                        when "00"=>BRAM_WRITE_BUF(0)(0) <=  "0000"&std_logic_vector(SORTER_MIN_POS); 
                        when "01"=>BRAM_WRITE_BUF(0)(1) <=  "0000"&std_logic_vector(SORTER_MIN_POS); 
                        when "10"=>BRAM_WRITE_BUF(0)(2) <=  "0000"&std_logic_vector(SORTER_MIN_POS); 
                        when others=>BRAM_WRITE_BUF(0)(3) <=  "0000"&std_logic_vector(SORTER_MIN_POS); 
                    end case; 
                 
                when others=> 
             
            end case; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                  BRAM Control 
-------------------------------------------------------------- 
 
BRAM_Control: process(CLK) 
variable TEMP: unsigned(7 downto 0); 
begin 
    if(rising_edge(CLK)) then 
 
        if(OPCODE_TRANSITION='1')then 
         
            D_BRAM_addr<=(others=>'0'); 
            D_BRAM_en<=(others=>'0'); 
            D_BRAM_we<=(others=>(others=>'0')); 
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            D_BRAM_din<=(others=>(others=>(others=>'0'))); 
         
        else 
         
            if(MAINFSM=UPDATE)then 
 
                -- PATH, ENERGY: WRITE TO ALL 
                if(Path_OP='1' or Energy_OP='1')then 
                     
                    D_BRAM_en<=(others=>'1'); 
                     
                    if(Path_OP='1')then 
                        D_BRAM_addr<=std_logic_vector(BRAMPixOffset); 
                         
                        case(BR_ITR_Path)is 
                         
                            when "00" => 
                                D_BRAM_we<=(others=>"0001"); 
                                 
                            when "01" => 
                                D_BRAM_we<=(others=>"0010"); 
                                 
                            when "10" => 
                                D_BRAM_we<=(others=>"0100"); 
                                 
                            when others => 
                                D_BRAM_we<=(others=>"1000"); 
 
                        end case; 
                         
                    else 
                        D_BRAM_addr<=std_logic_vector(BRAMEnrgPixOffset+BRAMWriteOffset); 
                        D_BRAM_we<=(others=>(others=>'1')); 
                         
                    end if; 
                     
                    D_BRAM_din<=BRAM_WRITE_BUF; 
 
                -- RECTIFICATION : BYPASS 
                elsif(Rectification_OP='1')then 
                 
                    if(M_Control='0')then 
                     
                        D_BRAM_en<=(others=>'0');   -- Disable -> not care anymore 
                                        
                    else 
                                                 
                        D_BRAM_addr<=M_BRAM_addr; 
                         
                        case(M_Block)is 
                            when x"0"=>     D_BRAM_we(0)<=M_BRAM_we; D_BRAM_en<=(0=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(0)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(0)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(0)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(0)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when x"1"=>     D_BRAM_we(1)<=M_BRAM_we; D_BRAM_en<=(1=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(1)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(1)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(1)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(1)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when x"2"=>     D_BRAM_we(2)<=M_BRAM_we; D_BRAM_en<=(2=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(2)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(2)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(2)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(2)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when x"3"=>     D_BRAM_we(3)<=M_BRAM_we; D_BRAM_en<=(3=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(3)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(3)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(3)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(3)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when x"4"=>     D_BRAM_we(4)<=M_BRAM_we; D_BRAM_en<=(4=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(4)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(4)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(4)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(4)(3)<=M_BRAM_din(31 
downto 24); 
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                            when x"5"=>     D_BRAM_we(5)<=M_BRAM_we; D_BRAM_en<=(5=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(5)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(5)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(5)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(5)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when x"6"=>     D_BRAM_we(6)<=M_BRAM_we; D_BRAM_en<=(6=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(6)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(6)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(6)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(6)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when x"7"=>     D_BRAM_we(7)<=M_BRAM_we; D_BRAM_en<=(7=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(7)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(7)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(7)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(7)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when x"8"=>     D_BRAM_we(8)<=M_BRAM_we; D_BRAM_en<=(8=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(8)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(8)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(8)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(8)(3)<=M_BRAM_din(31 
downto 24); 
                                             
                            when others=>   D_BRAM_we(9)<=M_BRAM_we; D_BRAM_en<=(9=>M_BRAM_en,others=>'0'); 
                                            D_BRAM_din(9)(0)<=M_BRAM_din(7 downto 0);   D_BRAM_din(9)(1)<=M_BRAM_din(15 
downto 8); 
                                            D_BRAM_din(9)(2)<=M_BRAM_din(23 downto 16); D_BRAM_din(9)(3)<=M_BRAM_din(31 
downto 24); 
                        end case; 
                    end if; 
                 
                -- OTHERS => WRITE TO SELECTED 
                else     
                                         
                    D_BRAM_addr<=std_logic_vector(BRAMPixOffset+BRAMWriteOffset); 
                     
                    D_BRAM_din<=(others=>BRAM_WRITE_BUF(0));       -- Don't care about the ones that are not enabled 
                 
                    case(CurrentBlock)is 
                        when x"0"=> D_BRAM_we<=(0=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(0=>'1',others=>'0'); 
                                     
                        when x"1"=> D_BRAM_we<=(1=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(1=>'1',others=>'0'); 
                                     
                        when x"2"=> D_BRAM_we<=(2=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(2=>'1',others=>'0'); 
                                     
                        when x"3"=> D_BRAM_we<=(3=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(3=>'1',others=>'0'); 
                                     
                        when x"4"=> D_BRAM_we<=(4=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(4=>'1',others=>'0'); 
                                     
                        when x"5"=> D_BRAM_we<=(5=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(5=>'1',others=>'0'); 
                                     
                        when x"6"=> D_BRAM_we<=(6=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(6=>'1',others=>'0'); 
                                     
                        when x"7"=> D_BRAM_we<=(7=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(7=>'1',others=>'0'); 
                                     
                        when x"8"=> D_BRAM_we<=(8=>(others=>'1'),others=>(others=>'0')); 
                                    D_BRAM_en<=(8=>'1',others=>'0'); 
                                     
                        when others=> D_BRAM_we<=(9=>(others=>'1'),others=>(others=>'0')); 
                                      D_BRAM_en<=(9=>'1',others=>'0'); 
                    end case; 
                     
                end if; 
             
            -- BRAM READS 
            else 
                 
                D_BRAM_en <=(others=>'1'); 
                D_BRAM_we <=(others=>(others=>'0')); 
                 
                if(MAINFSM=PREP_NEXT)then     
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                    if(Energy_OP='1')then 
                        D_BRAM_addr<=std_logic_vector(BRAMEnrgPixOffset+BRAMWriteOffset); 
                    elsif(Optimization_OP='1')then 
                        D_BRAM_addr<=std_logic_vector(BRAMEnrgPixOffset); 
                    else 
                        D_BRAM_addr<=std_logic_vector(BRAMPixOffset); 
                    end if; 
     
                elsif(MAINFSM=FETCH)then    
                     
                    if(CostCube_OP='1')then 
                         
                        -- NOTE: The Data Reads must be 1CLK lagging 
                         
                        case(CostFetchIdx)is 
                         
                            when x"0"=> 
                                D_BRAM_addr<=std_logic_vector(BRAMPixOffset);           -- Central Left Pix 
                                 
                            when x"1"=> 
                                D_BRAM_addr<=std_logic_vector(BRAMPixOffset_R);         -- Central Right Pix 
                                 
                            when x"2"=> 
                                 
                                if(LAST_BR_ITR='1')then 
                                    D_BRAM_addr<=std_logic_vector(BRAMPixOffset+1);     -- Next Left Pix (if last Buffer 
Pos) 
                                     
                                elsif (LAST_BR_ITR_R='1')then 
                                    D_BRAM_addr<=std_logic_vector(BRAMPixOffset_R+1);       -- Next Right Pix (if last 
Buffer Pos) 
                                end if; 
                             
                            when x"3"=> 
                             
                                if(LAST_BR_ITR='1' and LAST_BR_ITR_R='1')then 
                                    D_BRAM_addr<=std_logic_vector(BRAMPixOffset_R+1);       -- Next Right Pix (if last 
Buffer Pos) 
                                end if; 
                                 
                            when others=> 
                                 
                        end case; 
                         
                    elsif(Energy_OP='1')then 
                        D_BRAM_addr<=std_logic_vector(BRAMPixOffset); 
                    end if; 
                end if; 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                COST FETCH STATES 
-------------------------------------------------------------- 
 
-- NOTE: All Idx have AN ADDITIONAL CLK CYCLE to be able to read correctly the BRAM data 
 
CostFetch: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
        
        if(OPCODE_TRANSITION='0' and MainFSM=FETCH and CostCube_OP='1')then 
                 
            if(CostFetchIdx6='1' 
            or (CostFetchIdx5='1' and (LAST_BR_ITR_R='0' or LAST_BR_ITR='0')) 
            or (CostFetchIdx4='1' and LAST_BR_ITR_R='0' and LAST_BR_ITR='0'))then     -- LAST READ NEEDED 
             
                CostFetchIdx<=(others=>'0'); 
            else 
                CostFetchIdx<=CostFetchIdx+1;                                   -- Increment State 
            end if; 
        else 
            CostFetchIdx<=(others=>'0'); 
        end if; 
    end if; 
end process; 
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-------------------------------------------------------------- 
--         COST CUBE CALCULATION BUFFERS 
-------------------------------------------------------------- 
 
------------------ FLAG GENERATION --------------------------- 
 
-- NOTE: All Idx have AN ADDITIONAL CLK CYCLE to be able to read correctly the BRAM data 
 
CoscuBuffsFlags: process(MainFSM,CostCubeFSM,CostFetchIdx) 
begin 
 
    if(MainFSM=FETCH)then 
        FetchState <= '1'; 
    else 
        FetchState <= '0'; 
    end if; 
     
    if(CostCubeFSM=SUBPIXEL and MainFSM=COMPUTE)then 
        SubPixState <= '1'; 
    else 
        SubPixState <= '0'; 
    end if; 
     
    if(CostCubeFSM=SORT0 and MainFSM=COMPUTE)then 
        Sort0State <= '1'; 
    else 
        Sort0State <= '0'; 
    end if; 
     
    if(CostCubeFSM=SORT1 and MainFSM=COMPUTE)then 
        Sort1State <= '1'; 
    else 
        Sort1State <= '0'; 
    end if; 
     
    if(CostCubeFSM=COST and MainFSM=COMPUTE)then 
        COSTState <= '1'; 
    else 
        COSTState <= '0'; 
    end if; 
 
    if(CostFetchIdx=x"0")then 
        CostFetchIDX0<='1'; 
    else 
        CostFetchIDX0<='0'; 
    end if; 
 
    if(CostFetchIdx=x"1")then 
        CostFetchIDX1<='1'; 
    else 
        CostFetchIDX1<='0'; 
    end if; 
     
    if(CostFetchIdx=x"2")then 
        CostFetchIDX2<='1'; 
    else 
        CostFetchIDX2<='0'; 
    end if; 
     
    if(CostFetchIdx=x"3")then 
        CostFetchIDX3<='1'; 
    else 
        CostFetchIDX3<='0'; 
    end if; 
     
    if(CostFetchIdx=x"4")then 
        CostFetchIDX4<='1'; 
    else 
        CostFetchIDX4<='0'; 
    end if; 
     
    if(CostFetchIdx=x"5")then 
        CostFetchIDX5<='1'; 
    else 
        CostFetchIDX5<='0'; 
    end if; 
     
    if(CostFetchIdx=x"6")then 
        CostFetchIDX6<='1'; 
    else 
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        CostFetchIDX6<='0'; 
    end if; 
     
end process; 
 
------------------- BUFFER READS ------------------------ 
 
CoscuCalc_Buffs: process(CLK) 
variable TEMP : signed(9 downto 0); 
begin 
    if(rising_edge(CLK)) then 
         
        if(CostCube_OP='1')then 
                                               
            -- FETCH STATE READINGS 
             
            for I in 0 to 9 loop 
 
                if(CurrentBlock=I)then      -- Bix MUX 
                 
                    -- A 
                    if(FetchState='1' and CostFetchIdx3='1')then 
                        Cost_imL<="0"&signed(D_BRAM_dout(I)(to_integer(BR_Itr)))&"0"; 
                    end if; 
                     
                    -- B 
                    if(FetchState='1' and CostFetchIdx3='1' and LAST_BR_ITR='0')then 
                        Cost_imLnext<="0"&signed(D_BRAM_dout(I)(to_integer(BR_Itr+1)))&"0"; 
                         
                    elsif(FetchState='1' and CostFetchIdx5='1' and LAST_BR_ITR='1')then 
                        Cost_imLnext<="0"&signed(D_BRAM_dout(I)(0))&"0"; 
                         
                    end if; 
                     
                    -- C 
                    if(FetchState='1' and CostFetchIdx3='1')then 
                        if(BR_Itr_eq0='0')then 
                            Cost_imLprev<="0"&signed(D_BRAM_dout(I)(to_integer(BR_Itr-1)))&"0"; 
                        else 
                            Cost_imLprev<=Prev_LLeft; 
                        end if; 
                    end if; 
                     
                    -- F 
                    if(FetchState='1' and CostFetchIdx4='1')then 
                        Cost_imR<="0"&signed(D_BRAM_dout(I)(to_integer(BR_Itr_R)))&"0"; 
                    end if; 
                     
                    -- G 
                    if(FetchState='1' and CostFetchIdx4='1' and LAST_BR_ITR_R='0')then 
                        Cost_imRnext<="0"&signed(D_BRAM_dout(I)(to_integer(BR_Itr_R+1)))&"0"; 
                         
                    elsif(FetchState='1' and LAST_BR_ITR_R='1' and (CostFetchIdx6='1' or (CostFetchIdx5='1' and 
LAST_BR_ITR='0')))then 
                        Cost_imRnext<="0"&signed(D_BRAM_dout(I)(0))&"0"; 
                         
                    end if; 
         
                    -- H 
                    if(FetchState='1' and CostFetchIdx4='1')then 
                        if(BR_Itr_eq0='0')then 
                            Cost_imRprev<="0"&signed(D_BRAM_dout(I)(to_integer(BR_Itr_R-1)))&"0"; 
                        else 
                            Cost_imRprev<=Prev_RLeft; 
                        end if; 
                    end if; 
                end if; 
            end loop; 
             
            -- COMPUTE STATE READINGS 
             
            -- SUBPIXEL (D, E, I, J) 
             
            if(SubPixState='1')then 
                -- Positive IL 
                TEMP:=(Cost_imL+Cost_imLnext); 
                Cost_IlP<="0"&TEMP(9 downto 1);    -- Division by 2 
                 
                -- Negative IL 
                TEMP:=(Cost_imL+Cost_imLprev); 
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                Cost_IlN<="0"&TEMP(9 downto 1);  
                 
                -- Positive IR 
                TEMP:=(Cost_imR+Cost_imRnext); 
                Cost_IrP<="0"&TEMP(9 downto 1);   
                 
                -- Negative IR 
                TEMP:=(Cost_imR+Cost_imRprev); 
                Cost_IrN<="0"&TEMP(9 downto 1);   
            end if; 
             
            -- SORT (K,L,M,N,P,Q) 
             
            -- K 
            if(Sort0State='1' and CostMinSorterFlag_prev='1')then 
                Cost_Ilmin<=SORTER_MIN(11 downto 2); 
            end if; 
             
            -- L 
            if(Sort0State='1' and CostMaxSorterFlag_prev='1')then 
                Cost_Ilmax<=SORTER_MAX(11 downto 2); 
            end if; 
             
            -- M 
            if(Sort0State='1' and CostMinSorterFlag='1')then 
                Cost_Irmin<=SORTER_MIN(11 downto 2); 
            end if; 
             
            -- N 
            if(Sort0State='1' and CostMaxSorterFlag='1')then 
                Cost_Irmax<=SORTER_MAX(11 downto 2); 
            end if; 
             
            -- P 
            if(Sort1State='1' and CostMaxSorterFlag_prev='1')then 
                Cost_dL<=SORTER_MAX(11 downto 2); 
            end if; 
             
            -- Q 
            if(Sort1State='1' and CostMaxSorterFlag='1')then 
                Cost_dR<=SORTER_MAX(11 downto 2); 
            end if; 
 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--            PREVIOUS RLEFT AND LLEFT BUFFS 
-------------------------------------------------------------- 
 
RL_Left_Buffs: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if(CostCube_OP='1' and MainFSM=FETCH)then 
 
            if(CostFetchIdx3='1' and LAST_BR_ITR='1')then 
                case(CurrentBlock)is 
                    when x"0"=> Prev_LLeft<="0"&signed(D_BRAM_dout(0)(3))&"0"; 
                    when x"1"=> Prev_LLeft<="0"&signed(D_BRAM_dout(1)(3))&"0"; 
                    when x"2"=> Prev_LLeft<="0"&signed(D_BRAM_dout(2)(3))&"0"; 
                    when x"3"=> Prev_LLeft<="0"&signed(D_BRAM_dout(3)(3))&"0"; 
                    when x"4"=> Prev_LLeft<="0"&signed(D_BRAM_dout(4)(3))&"0"; 
                    when x"5"=> Prev_LLeft<="0"&signed(D_BRAM_dout(5)(3))&"0"; 
                    when x"6"=> Prev_LLeft<="0"&signed(D_BRAM_dout(6)(3))&"0"; 
                    when x"7"=> Prev_LLeft<="0"&signed(D_BRAM_dout(7)(3))&"0"; 
                    when x"8"=> Prev_LLeft<="0"&signed(D_BRAM_dout(8)(3))&"0"; 
                    when others=> Prev_LLeft<="0"&signed(D_BRAM_dout(9)(3))&"0"; 
                end case; 
                 
             elsif(CostFetchIdx4='1' and LAST_BR_ITR_R='1')then 
                case(CurrentBlock)is 
                    when x"0"=> Prev_RLeft<="0"&signed(D_BRAM_dout(0)(3))&"0"; 
                    when x"1"=> Prev_RLeft<="0"&signed(D_BRAM_dout(1)(3))&"0"; 
                    when x"2"=> Prev_RLeft<="0"&signed(D_BRAM_dout(2)(3))&"0"; 
                    when x"3"=> Prev_RLeft<="0"&signed(D_BRAM_dout(3)(3))&"0"; 
                    when x"4"=> Prev_RLeft<="0"&signed(D_BRAM_dout(4)(3))&"0"; 
                    when x"5"=> Prev_RLeft<="0"&signed(D_BRAM_dout(5)(3))&"0"; 
                    when x"6"=> Prev_RLeft<="0"&signed(D_BRAM_dout(6)(3))&"0"; 
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                    when x"7"=> Prev_RLeft<="0"&signed(D_BRAM_dout(7)(3))&"0"; 
                    when x"8"=> Prev_RLeft<="0"&signed(D_BRAM_dout(8)(3))&"0"; 
                    when others=> Prev_RLeft<="0"&signed(D_BRAM_dout(9)(3))&"0"; 
                end case; 
 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--            PATH CALCULATION BUFFERS 
-------------------------------------------------------------- 
 
PathCalc_Buffs: process(CLK) 
 
variable TEMP : unsigned(8 downto 0) := (others=>'0'); 
 
begin 
    if(rising_edge(CLK)) then 
         
        if(Path_OP='1')then 
         
            if(MainFSM=COMPUTE and PathProcFSM=SUMS)then 
                 
                if(CurrentDisp=0)then 
                    Path_MinCost <= unsigned(SORTER_MIN(10 downto 2)); 
                    Path_OtherCost <= unsigned(SORTER_MIN(10 downto 2))+P2; 
                end if; 
                 
                -- Lower Boundaries 
                if(CurrentDisp>0)then 
                 
                    for I in 1 to 9 loop 
                 
                        if(CurrentDisp=I)then      -- Bix MUX 
 
                             case(BR_Itr_Path_Prev)is 
                              
                                when "11"=> 
                                    if(Curr_Path(0)='0')then 
                                        TEMP:= "0"&PrevPath(I-1); 
                                    else 
                                        TEMP:= "0"&unsigned(D_BRAM_dout(I-1)(3)); 
                                    end if; 
                                     
                                when "00"=> 
                                    if(Curr_Path(0)='0')then 
                                        TEMP:= "0"&unsigned(D_BRAM_dout(I-1)(0)); 
                                    else 
                                        TEMP:= "0"&PrevPath(I-1); 
                                    end if; 
                                     
                                when "01"=> 
                                    TEMP:= "0"&unsigned(D_BRAM_dout(I-1)(1)); 
                                when others=>  
                                    TEMP:= "0"&unsigned(D_BRAM_dout(I-1)(2)); 
                            end case; 
 
                        end if; 
                    end loop; 
                     
                    Path_LowerCost <= TEMP+P1; 
                     
                else 
                     
                    Path_LowerCost <= "111111111"; 
                     
                end if; 
                 
                -- Upper Boundaries 
                if(CurrentDisp<9)then 
                 
                    for I in 0 to 8 loop 
             
                        if(CurrentDisp=I)then      -- Bix MUX 
                     
                             case(BR_Itr_Path_Prev)is 
                              
                                when "11"=> 
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                                    if(Curr_Path(0)='0')then 
                                        TEMP:= "0"&PrevPath(I+1); 
                                    else 
                                        TEMP:= "0"&unsigned(D_BRAM_dout(I+1)(3)); 
                                    end if; 
                                     
                                when "00"=> 
                                    if(Curr_Path(0)='0')then 
                                        TEMP:= "0"&unsigned(D_BRAM_dout(I+1)(0)); 
                                    else     
                                        TEMP:= "0"&PrevPath(I+1); 
                                    end if; 
                                     
                                when "01"=> 
                                    TEMP:= "0"&unsigned(D_BRAM_dout(I+1)(1)); 
                                when others=>  
                                    TEMP:= "0"&unsigned(D_BRAM_dout(I+1)(2)); 
                            end case; 
     
                        end if; 
                    end loop; 
                     
                    Path_HigherCost <= TEMP+P1; 
                     
                else 
                     
                    Path_HigherCost <= "111111111"; 
                     
                end if; 
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--           ENERGY INPUT RESET 
-------------------------------------------------------------- 
 
EmrgInputReset: process(CLK) 
begin 
    if(rising_edge(CLK))then 
         
        if(DP_Active = '1')then 
             
            Energy_InputRST_reg <= Energy_InputRST; 
             
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--           ENERGY CALCULATION BUFFERS 
-------------------------------------------------------------- 
 
EnrgCalc_Buffs: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if(Energy_InputRST_reg = '1') then 
         
            Enrg_A<=(others=>'0'); 
            Enrg_B<=(others=>'0'); 
            Enrg_C<=(others=>'0'); 
            Enrg_D<=(others=>'0'); 
            Enrg_E<=(others=>'0'); 
            Enrg_F<=(others=>'0'); 
            Enrg_G<=(others=>'0'); 
            Enrg_H<=(others=>'0'); 
            Enrg_I<=(others=>'0'); 
            Enrg_J<=(others=>'0'); 
             
        elsif(Energy_OP='1' and MainFSM=FETCH and EnergyBRAMCounter = "10")then 
         
            if(BR_ITR_Enrg(1)='0')then 
             
                Enrg_A<=unsigned(D_BRAM_dout(0)(0)(3 downto 0))&unsigned(D_BRAM_dout(0)(1));     
                Enrg_B<=unsigned(D_BRAM_dout(1)(0)(3 downto 0))&unsigned(D_BRAM_dout(1)(1)); 
                Enrg_C<=unsigned(D_BRAM_dout(2)(0)(3 downto 0))&unsigned(D_BRAM_dout(2)(1)); 
                Enrg_D<=unsigned(D_BRAM_dout(3)(0)(3 downto 0))&unsigned(D_BRAM_dout(3)(1)); 
                Enrg_E<=unsigned(D_BRAM_dout(4)(0)(3 downto 0))&unsigned(D_BRAM_dout(4)(1)); 
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                Enrg_F<=unsigned(D_BRAM_dout(5)(0)(3 downto 0))&unsigned(D_BRAM_dout(5)(1)); 
                Enrg_G<=unsigned(D_BRAM_dout(6)(0)(3 downto 0))&unsigned(D_BRAM_dout(6)(1)); 
                Enrg_H<=unsigned(D_BRAM_dout(7)(0)(3 downto 0))&unsigned(D_BRAM_dout(7)(1)); 
                Enrg_I<=unsigned(D_BRAM_dout(8)(0)(3 downto 0))&unsigned(D_BRAM_dout(8)(1)); 
                Enrg_J<=unsigned(D_BRAM_dout(9)(0)(3 downto 0))&unsigned(D_BRAM_dout(9)(1)); 
             
            else 
             
                Enrg_A<=unsigned(D_BRAM_dout(0)(2)(3 downto 0))&unsigned(D_BRAM_dout(0)(3));     
                Enrg_B<=unsigned(D_BRAM_dout(1)(2)(3 downto 0))&unsigned(D_BRAM_dout(1)(3)); 
                Enrg_C<=unsigned(D_BRAM_dout(2)(2)(3 downto 0))&unsigned(D_BRAM_dout(2)(3)); 
                Enrg_D<=unsigned(D_BRAM_dout(3)(2)(3 downto 0))&unsigned(D_BRAM_dout(3)(3)); 
                Enrg_E<=unsigned(D_BRAM_dout(4)(2)(3 downto 0))&unsigned(D_BRAM_dout(4)(3)); 
                Enrg_F<=unsigned(D_BRAM_dout(5)(2)(3 downto 0))&unsigned(D_BRAM_dout(5)(3)); 
                Enrg_G<=unsigned(D_BRAM_dout(6)(2)(3 downto 0))&unsigned(D_BRAM_dout(6)(3)); 
                Enrg_H<=unsigned(D_BRAM_dout(7)(2)(3 downto 0))&unsigned(D_BRAM_dout(7)(3)); 
                Enrg_I<=unsigned(D_BRAM_dout(8)(2)(3 downto 0))&unsigned(D_BRAM_dout(8)(3)); 
                Enrg_J<=unsigned(D_BRAM_dout(9)(2)(3 downto 0))&unsigned(D_BRAM_dout(9)(3)); 
             
            end if; 
        end if; 
    end if; 
end process; 
 
-------------------------------------------------------------- 
--                ENERGY ADDER INPUTS 
-------------------------------------------------------------- 
 
ADDER_Inputs: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
         
        if(MainFSM=COMPUTE and Energy_OP='1')then 
             
            case(BR_Itr)is 
             
                when "00"=> 
                    A_2t<="0000"&unsigned(D_BRAM_dout(0)(0)); 
                    B_2t<="0000"&unsigned(D_BRAM_dout(1)(0)); 
                    C_2t<="0000"&unsigned(D_BRAM_dout(2)(0)); 
                    D_2t<="0000"&unsigned(D_BRAM_dout(3)(0)); 
                    E_2t<="0000"&unsigned(D_BRAM_dout(4)(0)); 
                    F_2t<="0000"&unsigned(D_BRAM_dout(5)(0)); 
                    G_2t<="0000"&unsigned(D_BRAM_dout(6)(0)); 
                    H_2t<="0000"&unsigned(D_BRAM_dout(7)(0)); 
                    I_2t<="0000"&unsigned(D_BRAM_dout(8)(0)); 
                    J_2t<="0000"&unsigned(D_BRAM_dout(9)(0)); 
                when "01"=> 
                    A_2t<="0000"&unsigned(D_BRAM_dout(0)(1)); 
                    B_2t<="0000"&unsigned(D_BRAM_dout(1)(1)); 
                    C_2t<="0000"&unsigned(D_BRAM_dout(2)(1)); 
                    D_2t<="0000"&unsigned(D_BRAM_dout(3)(1)); 
                    E_2t<="0000"&unsigned(D_BRAM_dout(4)(1)); 
                    F_2t<="0000"&unsigned(D_BRAM_dout(5)(1)); 
                    G_2t<="0000"&unsigned(D_BRAM_dout(6)(1)); 
                    H_2t<="0000"&unsigned(D_BRAM_dout(7)(1)); 
                    I_2t<="0000"&unsigned(D_BRAM_dout(8)(1)); 
                    J_2t<="0000"&unsigned(D_BRAM_dout(9)(1)); 
                when "10"=> 
                    A_2t<="0000"&unsigned(D_BRAM_dout(0)(2)); 
                    B_2t<="0000"&unsigned(D_BRAM_dout(1)(2)); 
                    C_2t<="0000"&unsigned(D_BRAM_dout(2)(2)); 
                    D_2t<="0000"&unsigned(D_BRAM_dout(3)(2)); 
                    E_2t<="0000"&unsigned(D_BRAM_dout(4)(2)); 
                    F_2t<="0000"&unsigned(D_BRAM_dout(5)(2)); 
                    G_2t<="0000"&unsigned(D_BRAM_dout(6)(2)); 
                    H_2t<="0000"&unsigned(D_BRAM_dout(7)(2)); 
                    I_2t<="0000"&unsigned(D_BRAM_dout(8)(2)); 
                    J_2t<="0000"&unsigned(D_BRAM_dout(9)(2)); 
                when others=> 
                    A_2t<="0000"&unsigned(D_BRAM_dout(0)(3)); 
                    B_2t<="0000"&unsigned(D_BRAM_dout(1)(3)); 
                    C_2t<="0000"&unsigned(D_BRAM_dout(2)(3)); 
                    D_2t<="0000"&unsigned(D_BRAM_dout(3)(3)); 
                    E_2t<="0000"&unsigned(D_BRAM_dout(4)(3)); 
                    F_2t<="0000"&unsigned(D_BRAM_dout(5)(3)); 
                    G_2t<="0000"&unsigned(D_BRAM_dout(6)(3)); 
                    H_2t<="0000"&unsigned(D_BRAM_dout(7)(3)); 
                    I_2t<="0000"&unsigned(D_BRAM_dout(8)(3)); 
                    J_2t<="0000"&unsigned(D_BRAM_dout(9)(3)); 
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            end case; 
        end if; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: SOTER_simplified.vhd 
 
-- Module name: Sorter Block 
 
-- Description: Processing Block that performs 
--              the sorting operations of the 
--              Process Core 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.Numeric_Std.All; 
 
entity SORTER_simplified is 
Generic( 
        M_BF: integer := 2;       -- (Max) Buffer Factor, a sequential buffer will be inserted each BF Columns. 
        N_BF: integer := 3;       -- (Min) Buffer Factor, a sequential buffer will be inserted each BF Columns. 
        M: integer := 3;          -- M -> Mumber of Inputs for MAX operation 
        N: integer := 10          -- N -> Number of Inputs dor MIN operation 
); 
Port ( 
        CLK: in STD_LOGIC; 
        INPUT_BUS: in STD_LOGIC_VECTOR(12*N-1 downto 0);    -- SIGNED!! 
 
        MIN: out signed(11 downto 0); 
        MAX: out signed(11 downto 0); 
        MIN_pos: out unsigned(3 downto 0) 
); 
end SORTER_simplified; 
 
architecture Behavioral of SORTER_simplified is 
 
component MaxBlock is 
Port ( 
    A: in signed(11 downto 0):=(others=>'0'); 
    B: in signed(11 downto 0):=(others=>'0'); 
     
    MAX: out signed(11 downto 0):=(others=>'0') 
); 
end component MaxBlock; 
 
component MinBlock is 
Port ( 
    A: in signed(11 downto 0):=(others=>'0'); 
    B: in signed(11 downto 0):=(others=>'0'); 
     
    A_p: in unsigned(3 downto 0):=(others=>'0'); 
    B_p: in unsigned(3 downto 0):=(others=>'0'); 
     
    MIN: out signed(11 downto 0):=(others=>'0'); 
 
    MIN_p: out unsigned(3 downto 0):=(others=>'0') 
); 
end component MinBlock; 
 
component RegBlock is 
Port 
( 
    CLK: in STD_LOGIC; 
 
    A_IN: in signed(11 downto 0):=(others=>'0'); 
    A_OUT: out signed(11 downto 0):=(others=>'0'); 
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    A_p_IN: in unsigned(3 downto 0):=(others=>'0'); 
    A_p_OUT: out unsigned(3 downto 0):=(others=>'0') 
); 
end component RegBlock; 
 
type N_DataArray is array (0 to N-1) of signed(11 downto 0); 
type N_p_DataArray is array (0 to N-1) of unsigned(3 downto 0); 
 
type M_DataArray is array (0 to M-1) of signed(11 downto 0); 
type M_p_DataArray is array (0 to M-1) of unsigned(3 downto 0); 
 
type MinBuffer is array (0 to N/(N_BF)) of N_DataArray; 
type MaxBuffer is array (0 to M/(M_BF)) of M_DataArray; 
 
signal MinInputArray : MinBuffer; 
signal p_InputArray : N_p_DataArray := (others=>(others=>'0')); 
 
signal MaxInputArray : MaxBuffer; 
 
signal MinArray : N_DataArray := (others=>(others=>'0')); 
signal p_MinArray : N_p_DataArray := (others=>(others=>'0')); 
 
signal MinBufArray : N_DataArray := (others=>(others=>'0')); 
signal p_MinBufArray : N_p_DataArray := (others=>(others=>'0')); 
 
signal MaxArray : M_DataArray := (others=>(others=>'0')); 
signal MaxBufArray : M_DataArray := (others=>(others=>'0')); 
 
begin 
 
Min <= MinArray(N-2); 
Min_pos <= p_MinArray(N-2); 
 
Max <= MaxArray(M-2); 
 
------------------------------------------------------------------ 
----------------------- MIN OPERATOR ----------------------------- 
------------------------------------------------------------------ 
 
MinPropagationBuffers: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        for J in 0 to (N/N_BF) loop 
            for I in 0 to N-1 loop 
                 
                if(J=0)then 
                    MinInputArray(0)(I)<=signed(INPUT_BUS((I+1)*12-1 downto I*12)); 
             
                elsif(J<=I/N_BF)then 
             
                    MinInputArray(J)(I)<=MinInputArray(J-1)(I); 
             
                end if; 
            end loop; 
        end loop; 
    end if; 
end process; 
 
PositionArrayRouting: for I in 0 to N-1 generate 
       p_InputArray(I)<=to_unsigned(I,4); 
end generate; 
 
MIN_OPERATION: for I in 0 to N-2 generate 
 
    COMBINATIONAL: if((I+1) mod N_BF > 0) generate 
 
        FIRST: if I = 0 generate 
             
            MinB: MinBlock 
            port map( 
                A => MinInputArray(0)(0), 
                B => MinInputArray(0)(1), 
                 
                A_p => p_InputArray(0), 
                B_p => p_InputArray(1), 
                 
                MIN => MinArray(0), 
                MIN_p => p_MinArray(0) 
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            ); 
         
        end generate FIRST; 
         
        GEN: if (I>0) generate 
         
            MinB: MinBlock 
            port map( 
                A => MinArray(I-1), 
                B => MinInputArray(I/N_BF)(I+1), 
                 
                A_p => p_MinArray(I-1), 
                B_p => p_InputArray(I+1), 
                 
                MIN => MinArray(I), 
                MIN_p => p_MinArray(I) 
            ); 
         
        end generate GEN; 
         
    end generate COMBINATIONAL; 
 
   SEQUENTIAL: if((I+1) mod N_BF = 0) generate 
 
        GEN: if (I>0) generate 
         
            MinB: MinBlock 
            port map( 
                A => MinArray(I-1), 
                B => MinInputArray(I/N_BF)(I+1), 
                 
                A_p => p_MinArray(I-1), 
                B_p => p_InputArray(I+1), 
                 
                MIN => MinBufArray(I), 
                MIN_p => p_MinBufArray(I) 
            ); 
             
            MinRegB: RegBlock 
            port map( 
                CLK => CLK, 
            
                A_IN => MinBufArray(I), 
                A_p_IN => p_MinBufArray(I), 
 
                A_OUT => MinArray(I), 
                A_p_OUT => p_MinArray(I) 
            ); 
         
        end generate GEN; 
 
    end generate SEQUENTIAL; 
 
end generate MIN_OPERATION; 
 
------------------------------------------------------------------ 
----------------------- MAX OPERATOR ----------------------------- 
------------------------------------------------------------------ 
 
MaxPropagationBuffers: process(CLK) 
begin 
    if(rising_edge(CLK))then 
 
        for J in 0 to (M/M_BF) loop 
            for I in 0 to M-1 loop 
             
                if(J=0)then 
                    MaxInputArray(0)(I)<=signed(INPUT_BUS((I+1)*12-1 downto I*12)); 
             
                elsif(J<=I/M_BF)then 
             
                    MaxInputArray(J)(I)<=MaxInputArray(J-1)(I); 
             
                end if; 
            end loop; 
        end loop; 
    end if; 
end process; 
 
MAX_OPERATION: for I in 0 to M-2 generate 
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    COMBINATIONAL: if((I+1) mod M_BF > 0) generate 
 
        FIRST: if I = 0 generate 
 
            MaxB: MaxBlock 
            port map( 
               A => MaxInputArray(0)(0), 
               B => MaxInputArray(0)(1), 
                
               MAX => MaxArray(0) 
            ); 
         
        end generate FIRST; 
         
        GEN: if (I>0) generate 
             
            MaxB: MaxBlock 
            port map( 
                A => MaxArray(I-1), 
                B => MaxInputArray(I/N_BF)(I+1), 
                 
                MAX => MaxArray(I) 
            ); 
         
        end generate GEN; 
         
    end generate COMBINATIONAL; 
 
   SEQUENTIAL: if((I+1) mod M_BF = 0) generate 
 
        GEN: if (I>0) generate 
             
            MaxB: MaxBlock 
            port map( 
                A => MaxArray(I-1), 
                B => MaxInputArray(I/N_BF)(I+1), 
                 
                MAX => MaxBufArray(I) 
            ); 
             
            MaxRegB: RegBlock 
            port map( 
                CLK => CLK, 
            
                A_IN => MaxBufArray(I), 
                A_p_IN => (others=>'0'), 
 
                A_OUT => MaxArray(I) 
            ); 
         
        end generate GEN; 
 
    end generate SEQUENTIAL; 
 
end generate MAX_OPERATION; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: MinBlock.vhd 
 
-- Module name: Min Block 
 
-- Description: Block that performs two simple 
--              combinational sort operations 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
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entity MinBlock is 
Port ( 
    A: in signed(11 downto 0):=(others=>'0'); 
    B: in signed(11 downto 0):=(others=>'0'); 
     
    A_p: in unsigned(3 downto 0):=(others=>'0'); 
    B_p: in unsigned(3 downto 0):=(others=>'0'); 
     
    MIN: out signed(11 downto 0):=(others=>'0'); 
 
    MIN_p: out unsigned(3 downto 0):=(others=>'0') 
); 
end MinBlock; 
 
architecture Behavioral of MinBlock is 
 
begin 
 
Sorting: process(A,B) 
begin 
    if(B<A)then 
        MIN <= B; 
    else 
        MIN <= A; 
    end if; 
end process; 
 
Position_Sorting: process(A,B,A_p,B_p) 
begin 
    if(B<A)then 
        MIN_p <= B_p; 
    else 
        MIN_p <= A_p; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: RegBlock.vhd 
 
-- Module name: Register Block 
 
-- Description: Sequential Block used on the 
--              Sorter to control the timing delayss 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity RegBlock is 
Port 
( 
    CLK: in STD_LOGIC; 
 
    A_IN: in signed(11 downto 0):=(others=>'0'); 
    A_OUT: out signed(11 downto 0):=(others=>'0'); 
     
    A_p_IN: in unsigned(3 downto 0):=(others=>'0'); 
    A_p_OUT: out unsigned(3 downto 0):=(others=>'0') 
); 
end RegBlock; 
 
architecture Behavioral of RegBlock is 
 
begin 
 
process(CLK) 
begin 
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    if(rising_edge(CLK))then 
        A_OUT <= A_IN; 
        A_p_OUT <= A_p_IN; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: MaxBlock.vhd 
 
-- Module name: Max Block 
 
-- Description: Block that performs a simple 
--              combinational sort operation 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity MaxBlock is 
Port ( 
    A: in signed(11 downto 0):=(others=>'0'); 
    B: in signed(11 downto 0):=(others=>'0'); 
    MAX: out signed(11 downto 0):=(others=>'0') 
); 
end MaxBlock; 
 
architecture Behavioral of MaxBlock is 
 
begin 
 
Sorting: process(A,B) 
begin 
    if(B<A)then 
        MAX <= A; 
    else 
        MAX <= B; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: ENERGY_ADDER_infer.vhd 
 
-- Module name: Energy Adder 
 
-- Description: Block of combinational adders 
--              used on the Energy Process 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity ENERGY_ADDER_infer is 
Port ( 
    A_0 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_1 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_2 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
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    A_3 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_4 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_5 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_6 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_7 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_8 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    A_9 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_0 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_1 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_2 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_3 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_4 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_5 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_6 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_7 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_8 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    B_9 : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_0 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_1 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_2 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_3 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_4 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_5 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_6 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_7 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_8 : out STD_LOGIC_VECTOR ( 11 downto 0 ); 
    S_9 : out STD_LOGIC_VECTOR ( 11 downto 0 ) 
  ); 
 
end ENERGY_ADDER_infer; 
 
architecture Behavioral of ENERGY_ADDER_infer is 
 
begin 
 
S_0 <= std_logic_vector(unsigned(A_0)+unsigned(B_0)); 
S_1 <= std_logic_vector(unsigned(A_1)+unsigned(B_1)); 
S_2 <= std_logic_vector(unsigned(A_2)+unsigned(B_2)); 
S_3 <= std_logic_vector(unsigned(A_3)+unsigned(B_3)); 
S_4 <= std_logic_vector(unsigned(A_4)+unsigned(B_4)); 
S_5 <= std_logic_vector(unsigned(A_5)+unsigned(B_5)); 
S_6 <= std_logic_vector(unsigned(A_6)+unsigned(B_6)); 
S_7 <= std_logic_vector(unsigned(A_7)+unsigned(B_7)); 
S_8 <= std_logic_vector(unsigned(A_8)+unsigned(B_8)); 
S_9 <= std_logic_vector(unsigned(A_9)+unsigned(B_9)); 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: CONTROL_LUTS.vhd 
 
-- Module name: Control LUTs 
 
-- Description: Look-Up Tables used on the 
--              Process Core control sequential 
--              processes 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.NUMERIC_STD.ALL; 
 
entity CONTROL_LUTS is 
Port ( 
        DiagonalCurrentRow : out STD_LOGIC_VECTOR(11 downto 0); 
        DiagonalPathPixels : out STD_LOGIC_VECTOR(7 downto 0); 
        DiagonalZone: out STD_LOGIC_VECTOR(1 downto 0); 
        DiagonalBramSize : out STD_LOGIC_VECTOR(15 downto 0); 
         
        PathTotalPblockCounter : in STD_LOGIC_VECTOR(3 downto 0) 
); 
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end CONTROL_LUTS; 
 
architecture Behavioral of CONTROL_LUTS is 
 
begin    
                       
with PathTotalPblockCounter select 
DiagonalBramSize <=     -- INCREASING ZONE 
                        x"1FC0" when x"0",   
                        x"1FE2" when x"1",   
                        x"1F54" when x"2",   
                        x"1202" when x"3",   
                         
                        -- CONSTANT ZONE 
                        --------- 
                        x"0F00" when x"6",   
                         
                        -- DECREASING ZONE 
                        x"1FF1" when x"7",   
                        x"1FA4" when x"8",   
                        x"1FBD" when x"9",   
                        x"10B6" when x"A",   
                         
                        -- CONSTANT ZONE 
                        x"1E00" when others;     
                         
with PathTotalPblockCounter select 
DiagonalCurrentRow <=   -- INCREASING ZONE 
                        x"000" when x"0",   
                        x"07F" when x"1",    
                        x"0B4" when x"2",   
                        x"0DC" when x"3",    
                         
                        -- CONSTANT ZONE 
                        x"0F0" when x"4",    
                        x"110" when x"5",   
                        x"130" when x"6",    
                         
                        -- DECREASING ZONE 
                        x"140" when x"7",   
                        x"165" when x"8",    
                        x"192" when x"9",    
                        x"1D3" when others;  
 
with PathTotalPblockCounter select 
DiagonalPathPixels <=   -- INCREASING ZONE 
                        x"7F" when x"0",    
                        x"35" when x"1",    
                        x"28" when x"2",   
                        x"14" when x"3",   
                         
                        -- CONSTANT ZONE 
                        x"20" when x"4",   
                        x"20" when x"5",   
                        x"10" when x"6",    
                         
                        -- DECREASING ZONE 
                        x"25" when x"7",    
                        x"2D" when x"8",   
                        x"41" when x"9",    
                        x"5C" when others;  
 
process(PathTotalPblockCounter)is 
begin 
    if(unsigned(PathTotalPblockCounter)<4)then          -- INCREASING ZONE 
        DiagonalZone<="00"; 
    elsif(unsigned(PathTotalPblockCounter)<7)then      -- CONSTANT ZONE 
        DiagonalZone<="01"; 
    else                                                -- DECREASING ZONE 
        DiagonalZone<="10"; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
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-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: AXI4_BBank_Con.vhd 
 
-- Module name: AXI4 BRAM BANK Control 
 
-- Description: AXI4 Slave Ports for the BRAM 
--              Bank, with 4 Slaves, one per 
--              CDMA Block 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
 
-- Uncomment the following library declaration if using 
-- arithmetic functions with Signed or Unsigned values 
--use IEEE.NUMERIC_STD.ALL; 
 
-- Uncomment the following library declaration if instantiating 
-- any Xilinx leaf cells in this code. 
--library UNISIM; 
--use UNISIM.VComponents.all; 
 
entity AXI4_BBank_Con is 
Generic( 
 
        ACTUAL_ADDR_BITS: integer := 15; 
 
        -- Width of ID for for write address, write data, read address and read data 
        C_S_AXI_ID_WIDTH    : integer    := 1; 
        -- Width of S_AXI data bus 
        C_S_AXI_DATA_WIDTH    : integer    := 32; 
        -- Width of S_AXI address bus 
        C_S_AXI_ADDR_WIDTH    : integer    := 32 
); 
Port ( 
 
        -- BRAM SIGNALS 
 
        AXI0_BRAM_DIN : out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI0_BRAM_DOUT : in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI0_BRAM_WE : out STD_LOGIC_VECTOR((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI0_BRAM_EN : out STD_LOGIC; 
        AXI0_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
         
        AXI1_BRAM_DIN : out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI1_BRAM_DOUT : in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI1_BRAM_WE : out STD_LOGIC_VECTOR((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI1_BRAM_EN : out STD_LOGIC; 
        AXI1_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
         
        AXI2_BRAM_DIN : out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI2_BRAM_DOUT : in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI2_BRAM_WE : out STD_LOGIC_VECTOR((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI2_BRAM_EN : out STD_LOGIC; 
        AXI2_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
         
        AXI3_BRAM_DIN : out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI3_BRAM_DOUT : in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        AXI3_BRAM_WE : out STD_LOGIC_VECTOR((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        AXI3_BRAM_EN : out STD_LOGIC; 
        AXI3_BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
         
        -- AXI SIGNALS 
         
        ----------------------------- AXI 0 ------------------------------------- 
         
        -- Global Clock Signal 
        S0_AXI_ACLK    : in std_logic; 
        -- Global Reset Signal. This Signal is Active LOW 
        S0_AXI_ARESETN    : in std_logic; 
        -- Write Address ID 
        S0_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write address 
        S0_AXI_AWADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S0_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
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        -- Burst size. This signal indicates the size of each transfer in the burst 
        S0_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S0_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S0_AXI_AWLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
        S0_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S0_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
    -- write transaction. 
        S0_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S0_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid write address and 
    -- control information. 
        S0_AXI_AWVALID    : in std_logic; 
        -- Write address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S0_AXI_AWREADY    : out std_logic; 
        -- Write Data 
        S0_AXI_WDATA    : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Write strobes. This signal indicates which byte 
    -- lanes hold valid data. There is one write strobe 
    -- bit for each eight bits of the write data bus. 
        S0_AXI_WSTRB    : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        -- Write last. This signal indicates the last transfer 
    -- in a write burst. 
        S0_AXI_WLAST    : in std_logic; 
        -- Write valid. This signal indicates that valid write 
    -- data and strobes are available. 
        S0_AXI_WVALID    : in std_logic; 
        -- Write ready. This signal indicates that the slave 
    -- can accept the write data. 
        S0_AXI_WREADY    : out std_logic; 
        -- Response ID tag. This signal is the ID tag of the 
    -- write response. 
        S0_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write response. This signal indicates the status 
    -- of the write transaction. 
        S0_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        -- Write response valid. This signal indicates that the 
    -- channel is signaling a valid write response. 
        S0_AXI_BVALID    : out std_logic; 
        -- Response ready. This signal indicates that the master 
    -- can accept a write response. 
        S0_AXI_BREADY    : in std_logic; 
        -- Read address ID. This signal is the identification 
    -- tag for the read address group of signals. 
        S0_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read address. This signal indicates the initial 
    -- address of a read burst transaction. 
        S0_AXI_ARADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S0_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        -- Burst size. This signal indicates the size of each transfer in the burst 
        S0_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S0_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S0_AXI_ARLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
        S0_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S0_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
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    -- read transaction. 
        S0_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S0_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid read address and 
    -- control information. 
        S0_AXI_ARVALID    : in std_logic; 
        -- Read address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S0_AXI_ARREADY    : out std_logic; 
        -- Read ID tag. This signal is the identification tag 
    -- for the read data group of signals generated by the slave. 
        S0_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read Data 
        S0_AXI_RDATA    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Read response. This signal indicates the status of 
    -- the read transfer. 
        S0_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        -- Read last. This signal indicates the last transfer 
    -- in a read burst. 
        S0_AXI_RLAST    : out std_logic; 
        -- Read valid. This signal indicates that the channel 
    -- is signaling the required read data. 
        S0_AXI_RVALID    : out std_logic; 
        -- Read ready. This signal indicates that the master can 
    -- accept the read data and response information. 
        S0_AXI_RREADY    : in std_logic; 
         
       ----------------------------- AXI 1 ------------------------------------- 
         
                -- Global Clock Signal 
        S1_AXI_ACLK    : in std_logic; 
        -- Global Reset Signal. This Signal is Active LOW 
        S1_AXI_ARESETN    : in std_logic; 
        -- Write Address ID 
        S1_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write address 
        S1_AXI_AWADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S1_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        -- Burst size. This signal indicates the size of each transfer in the burst 
        S1_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S1_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S1_AXI_AWLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
        S1_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S1_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
    -- write transaction. 
        S1_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S1_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid write address and 
    -- control information. 
        S1_AXI_AWVALID    : in std_logic; 
        -- Write address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S1_AXI_AWREADY    : out std_logic; 
        -- Write Data 
        S1_AXI_WDATA    : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Write strobes. This signal indicates which byte 
    -- lanes hold valid data. There is one write strobe 
    -- bit for each eight bits of the write data bus. 
        S1_AXI_WSTRB    : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        -- Write last. This signal indicates the last transfer 
    -- in a write burst. 
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        S1_AXI_WLAST    : in std_logic; 
        -- Write valid. This signal indicates that valid write 
    -- data and strobes are available. 
        S1_AXI_WVALID    : in std_logic; 
        -- Write ready. This signal indicates that the slave 
    -- can accept the write data. 
        S1_AXI_WREADY    : out std_logic; 
        -- Response ID tag. This signal is the ID tag of the 
    -- write response. 
        S1_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write response. This signal indicates the status 
    -- of the write transaction. 
        S1_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        -- Write response valid. This signal indicates that the 
    -- channel is signaling a valid write response. 
        S1_AXI_BVALID    : out std_logic; 
        -- Response ready. This signal indicates that the master 
    -- can accept a write response. 
        S1_AXI_BREADY    : in std_logic; 
        -- Read address ID. This signal is the identification 
    -- tag for the read address group of signals. 
        S1_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read address. This signal indicates the initial 
    -- address of a read burst transaction. 
        S1_AXI_ARADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S1_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        -- Burst size. This signal indicates the size of each transfer in the burst 
        S1_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S1_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S1_AXI_ARLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
        S1_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S1_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
    -- read transaction. 
        S1_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S1_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid read address and 
    -- control information. 
        S1_AXI_ARVALID    : in std_logic; 
        -- Read address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S1_AXI_ARREADY    : out std_logic; 
        -- Read ID tag. This signal is the identification tag 
    -- for the read data group of signals generated by the slave. 
        S1_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read Data 
        S1_AXI_RDATA    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Read response. This signal indicates the status of 
    -- the read transfer. 
        S1_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        -- Read last. This signal indicates the last transfer 
    -- in a read burst. 
        S1_AXI_RLAST    : out std_logic; 
        -- Read valid. This signal indicates that the channel 
    -- is signaling the required read data. 
        S1_AXI_RVALID    : out std_logic; 
        -- Read ready. This signal indicates that the master can 
    -- accept the read data and response information. 
        S1_AXI_RREADY    : in std_logic; 
         
        ----------------------------- AXI 2 ------------------------------------- 
         
                -- Global Clock Signal 
        S2_AXI_ACLK    : in std_logic; 
        -- Global Reset Signal. This Signal is Active LOW 
        S2_AXI_ARESETN    : in std_logic; 
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        -- Write Address ID 
        S2_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write address 
        S2_AXI_AWADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S2_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        -- Burst size. This signal indicates the size of each transfer in the burst 
        S2_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S2_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S2_AXI_AWLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
        S2_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S2_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
    -- write transaction. 
        S2_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S2_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid write address and 
    -- control information. 
        S2_AXI_AWVALID    : in std_logic; 
        -- Write address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S2_AXI_AWREADY    : out std_logic; 
        -- Write Data 
        S2_AXI_WDATA    : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Write strobes. This signal indicates which byte 
    -- lanes hold valid data. There is one write strobe 
    -- bit for each eight bits of the write data bus. 
        S2_AXI_WSTRB    : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        -- Write last. This signal indicates the last transfer 
    -- in a write burst. 
        S2_AXI_WLAST    : in std_logic; 
        -- Write valid. This signal indicates that valid write 
    -- data and strobes are available. 
        S2_AXI_WVALID    : in std_logic; 
        -- Write ready. This signal indicates that the slave 
    -- can accept the write data. 
        S2_AXI_WREADY    : out std_logic; 
        -- Response ID tag. This signal is the ID tag of the 
    -- write response. 
        S2_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write response. This signal indicates the status 
    -- of the write transaction. 
        S2_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        -- Write response valid. This signal indicates that the 
    -- channel is signaling a valid write response. 
        S2_AXI_BVALID    : out std_logic; 
        -- Response ready. This signal indicates that the master 
    -- can accept a write response. 
        S2_AXI_BREADY    : in std_logic; 
        -- Read address ID. This signal is the identification 
    -- tag for the read address group of signals. 
        S2_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read address. This signal indicates the initial 
    -- address of a read burst transaction. 
        S2_AXI_ARADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S2_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        -- Burst size. This signal indicates the size of each transfer in the burst 
        S2_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S2_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S2_AXI_ARLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
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        S2_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S2_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
    -- read transaction. 
        S2_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S2_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid read address and 
    -- control information. 
        S2_AXI_ARVALID    : in std_logic; 
        -- Read address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S2_AXI_ARREADY    : out std_logic; 
        -- Read ID tag. This signal is the identification tag 
    -- for the read data group of signals generated by the slave. 
        S2_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read Data 
        S2_AXI_RDATA    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Read response. This signal indicates the status of 
    -- the read transfer. 
        S2_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        -- Read last. This signal indicates the last transfer 
    -- in a read burst. 
        S2_AXI_RLAST    : out std_logic; 
        -- Read valid. This signal indicates that the channel 
    -- is signaling the required read data. 
        S2_AXI_RVALID    : out std_logic; 
        -- Read ready. This signal indicates that the master can 
    -- accept the read data and response information. 
        S2_AXI_RREADY    : in std_logic; 
         
                -- Global Clock Signal 
        S3_AXI_ACLK    : in std_logic; 
        -- Global Reset Signal. This Signal is Active LOW 
        S3_AXI_ARESETN    : in std_logic; 
        -- Write Address ID 
        S3_AXI_AWID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write address 
        S3_AXI_AWADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S3_AXI_AWLEN    : in std_logic_vector(7 downto 0); 
        -- Burst size. This signal indicates the size of each transfer in the burst 
        S3_AXI_AWSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S3_AXI_AWBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S3_AXI_AWLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
        S3_AXI_AWCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S3_AXI_AWPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
    -- write transaction. 
        S3_AXI_AWQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S3_AXI_AWREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid write address and 
    -- control information. 
        S3_AXI_AWVALID    : in std_logic; 
        -- Write address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S3_AXI_AWREADY    : out std_logic; 
        -- Write Data 
        S3_AXI_WDATA    : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Write strobes. This signal indicates which byte 
    -- lanes hold valid data. There is one write strobe 
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    -- bit for each eight bits of the write data bus. 
        S3_AXI_WSTRB    : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        -- Write last. This signal indicates the last transfer 
    -- in a write burst. 
        S3_AXI_WLAST    : in std_logic; 
        -- Write valid. This signal indicates that valid write 
    -- data and strobes are available. 
        S3_AXI_WVALID    : in std_logic; 
        -- Write ready. This signal indicates that the slave 
    -- can accept the write data. 
        S3_AXI_WREADY    : out std_logic; 
        -- Response ID tag. This signal is the ID tag of the 
    -- write response. 
        S3_AXI_BID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Write response. This signal indicates the status 
    -- of the write transaction. 
        S3_AXI_BRESP    : out std_logic_vector(1 downto 0); 
        -- Write response valid. This signal indicates that the 
    -- channel is signaling a valid write response. 
        S3_AXI_BVALID    : out std_logic; 
        -- Response ready. This signal indicates that the master 
    -- can accept a write response. 
        S3_AXI_BREADY    : in std_logic; 
        -- Read address ID. This signal is the identification 
    -- tag for the read address group of signals. 
        S3_AXI_ARID    : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read address. This signal indicates the initial 
    -- address of a read burst transaction. 
        S3_AXI_ARADDR    : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
        -- Burst length. The burst length gives the exact number of transfers in a burst 
        S3_AXI_ARLEN    : in std_logic_vector(7 downto 0); 
        -- Burst size. This signal indicates the size of each transfer in the burst 
        S3_AXI_ARSIZE    : in std_logic_vector(2 downto 0); 
        -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
        S3_AXI_ARBURST    : in std_logic_vector(1 downto 0); 
        -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
        S3_AXI_ARLOCK    : in std_logic; 
        -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
        S3_AXI_ARCACHE    : in std_logic_vector(3 downto 0); 
        -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
        S3_AXI_ARPROT    : in std_logic_vector(2 downto 0); 
        -- Quality of Service, QoS identifier sent for each 
    -- read transaction. 
        S3_AXI_ARQOS    : in std_logic_vector(3 downto 0); 
        -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
        S3_AXI_ARREGION    : in std_logic_vector(3 downto 0); 
        -- Write address valid. This signal indicates that 
    -- the channel is signaling valid read address and 
    -- control information. 
        S3_AXI_ARVALID    : in std_logic; 
        -- Read address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
        S3_AXI_ARREADY    : out std_logic; 
        -- Read ID tag. This signal is the identification tag 
    -- for the read data group of signals generated by the slave. 
        S3_AXI_RID    : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
        -- Read Data 
        S3_AXI_RDATA    : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
        -- Read response. This signal indicates the status of 
    -- the read transfer. 
        S3_AXI_RRESP    : out std_logic_vector(1 downto 0); 
        -- Read last. This signal indicates the last transfer 
    -- in a read burst. 
        S3_AXI_RLAST    : out std_logic; 
        -- Read valid. This signal indicates that the channel 
    -- is signaling the required read data. 
        S3_AXI_RVALID    : out std_logic; 
        -- Read ready. This signal indicates that the master can 
    -- accept the read data and response information. 
        S3_AXI_RREADY    : in std_logic 
 
); 
end AXI4_BBank_Con; 
FPGA-Based Stereo Vision System For Autonomous Driving  
  335 
 
architecture Behavioral of AXI4_BBank_Con is 
 
component AXI4_BramBankSlave is 
generic ( 
  -- Users to add parameters here 
 
        ACTUAL_ADDR_BITS: integer := 15; 
 
  -- User parameters ends 
  -- Do not modify the parameters beyond this line 
 
  -- Width of ID for for write address, write data, read address and read data 
  C_S_AXI_ID_WIDTH : integer := 1; 
  -- Width of S_AXI data bus 
  C_S_AXI_DATA_WIDTH : integer := 32; 
  -- Width of S_AXI address bus 
  C_S_AXI_ADDR_WIDTH : integer := 6 
 ); 
 port ( 
  -- Users to add ports here 
 
        BRAM_DIN : out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        BRAM_DOUT : in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        BRAM_WE : out STD_LOGIC_VECTOR((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        BRAM_EN : out STD_LOGIC; 
        BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
 
  -- User ports ends 
  -- Do not modify the ports beyond this line 
 
  -- Global Clock Signal 
  S_AXI_ACLK : in std_logic; 
  -- Global Reset Signal. This Signal is Active LOW 
  S_AXI_ARESETN : in std_logic; 
  -- Write Address ID 
  S_AXI_AWID : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Write address 
  S_AXI_AWADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  -- Burst length. The burst length gives the exact number of transfers in a burst 
  S_AXI_AWLEN : in std_logic_vector(7 downto 0); 
  -- Burst size. This signal indicates the size of each transfer in the burst 
  S_AXI_AWSIZE : in std_logic_vector(2 downto 0); 
  -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
  S_AXI_AWBURST : in std_logic_vector(1 downto 0); 
  -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
  S_AXI_AWLOCK : in std_logic; 
  -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
  S_AXI_AWCACHE : in std_logic_vector(3 downto 0); 
  -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
  S_AXI_AWPROT : in std_logic_vector(2 downto 0); 
  -- Quality of Service, QoS identifier sent for each 
    -- write transaction. 
  S_AXI_AWQOS : in std_logic_vector(3 downto 0); 
  -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
  S_AXI_AWREGION : in std_logic_vector(3 downto 0); 
  -- Write address valid. This signal indicates that 
    -- the channel is signaling valid write address and 
    -- control information. 
  S_AXI_AWVALID : in std_logic; 
  -- Write address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
  S_AXI_AWREADY : out std_logic; 
  -- Write Data 
  S_AXI_WDATA : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  -- Write strobes. This signal indicates which byte 
    -- lanes hold valid data. There is one write strobe 
    -- bit for each eight bits of the write data bus. 
  S_AXI_WSTRB : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
  -- Write last. This signal indicates the last transfer 
    -- in a write burst. 
  S_AXI_WLAST : in std_logic; 
  -- Write valid. This signal indicates that valid write 
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    -- data and strobes are available. 
  S_AXI_WVALID : in std_logic; 
  -- Write ready. This signal indicates that the slave 
    -- can accept the write data. 
  S_AXI_WREADY : out std_logic; 
  -- Response ID tag. This signal is the ID tag of the 
    -- write response. 
  S_AXI_BID : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Write response. This signal indicates the status 
    -- of the write transaction. 
  S_AXI_BRESP : out std_logic_vector(1 downto 0); 
  -- Write response valid. This signal indicates that the 
    -- channel is signaling a valid write response. 
  S_AXI_BVALID : out std_logic; 
  -- Response ready. This signal indicates that the master 
    -- can accept a write response. 
  S_AXI_BREADY : in std_logic; 
  -- Read address ID. This signal is the identification 
    -- tag for the read address group of signals. 
  S_AXI_ARID : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Read address. This signal indicates the initial 
    -- address of a read burst transaction. 
  S_AXI_ARADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  -- Burst length. The burst length gives the exact number of transfers in a burst 
  S_AXI_ARLEN : in std_logic_vector(7 downto 0); 
  -- Burst size. This signal indicates the size of each transfer in the burst 
  S_AXI_ARSIZE : in std_logic_vector(2 downto 0); 
  -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
  S_AXI_ARBURST : in std_logic_vector(1 downto 0); 
  -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
  S_AXI_ARLOCK : in std_logic; 
  -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
  S_AXI_ARCACHE : in std_logic_vector(3 downto 0); 
  -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
  S_AXI_ARPROT : in std_logic_vector(2 downto 0); 
  -- Quality of Service, QoS identifier sent for each 
    -- read transaction. 
  S_AXI_ARQOS : in std_logic_vector(3 downto 0); 
  -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
  S_AXI_ARREGION : in std_logic_vector(3 downto 0); 
  -- Write address valid. This signal indicates that 
    -- the channel is signaling valid read address and 
    -- control information. 
  S_AXI_ARVALID : in std_logic; 
  -- Read address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
  S_AXI_ARREADY : out std_logic; 
  -- Read ID tag. This signal is the identification tag 
    -- for the read data group of signals generated by the slave. 
  S_AXI_RID : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Read Data 
  S_AXI_RDATA : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  -- Read response. This signal indicates the status of 
    -- the read transfer. 
  S_AXI_RRESP : out std_logic_vector(1 downto 0); 
  -- Read last. This signal indicates the last transfer 
    -- in a read burst. 
  S_AXI_RLAST : out std_logic; 
  -- Read valid. This signal indicates that the channel 
    -- is signaling the required read data. 
  S_AXI_RVALID : out std_logic; 
  -- Read ready. This signal indicates that the master can 
    -- accept the read data and response information. 
  S_AXI_RREADY : in std_logic 
 ); 
 
end component; 
 
begin 
 
SLAV0: AXI4_BramBankSlave 
generic map( 
        ACTUAL_ADDR_BITS => ACTUAL_ADDR_BITS, 
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        -- Width of ID for for write address, write data, read address and read data 
        C_S_AXI_ID_WIDTH    => C_S_AXI_ID_WIDTH, 
        -- Width of S_AXI data bus 
        C_S_AXI_DATA_WIDTH => C_S_AXI_DATA_WIDTH, 
        -- Width of S_AXI address bus 
        C_S_AXI_ADDR_WIDTH => C_S_AXI_ADDR_WIDTH 
) 
port map( 
        BRAM_DIN =>AXI0_BRAM_DIN, 
        BRAM_DOUT =>AXI0_BRAM_DOUT, 
        BRAM_WE =>AXI0_BRAM_WE, 
        BRAM_EN =>AXI0_BRAM_EN, 
        BRAM_ADDR =>AXI0_BRAM_ADDR, 
 
        S_AXI_ACLK =>S0_AXI_ACLK, 
        S_AXI_ARESETN =>S0_AXI_ARESETN, 
        S_AXI_AWID =>S0_AXI_AWID, 
        S_AXI_AWADDR =>S0_AXI_AWADDR, 
        S_AXI_AWLEN =>S0_AXI_AWLEN, 
        S_AXI_AWSIZE =>S0_AXI_AWSIZE, 
        S_AXI_AWBURST =>S0_AXI_AWBURST, 
        S_AXI_AWLOCK =>S0_AXI_AWLOCK, 
        S_AXI_AWCACHE =>S0_AXI_AWCACHE, 
        S_AXI_AWPROT =>S0_AXI_AWPROT, 
        S_AXI_AWQOS =>S0_AXI_AWQOS, 
        S_AXI_AWREGION =>S0_AXI_AWREGION, 
        S_AXI_AWVALID =>S0_AXI_AWVALID, 
        S_AXI_AWREADY =>S0_AXI_AWREADY, 
        S_AXI_WDATA =>S0_AXI_WDATA, 
        S_AXI_WSTRB =>S0_AXI_WSTRB, 
        S_AXI_WLAST =>S0_AXI_WLAST, 
        S_AXI_WVALID =>S0_AXI_WVALID, 
        S_AXI_WREADY =>S0_AXI_WREADY, 
        S_AXI_BID =>S0_AXI_BID, 
        S_AXI_BRESP =>S0_AXI_BRESP, 
        S_AXI_BVALID =>S0_AXI_BVALID, 
        S_AXI_BREADY =>S0_AXI_BREADY, 
        S_AXI_ARID =>S0_AXI_ARID, 
        S_AXI_ARADDR =>S0_AXI_ARADDR, 
        S_AXI_ARLEN =>S0_AXI_ARLEN, 
        S_AXI_ARSIZE =>S0_AXI_ARSIZE, 
        S_AXI_ARBURST =>S0_AXI_ARBURST, 
        S_AXI_ARLOCK =>S0_AXI_ARLOCK, 
        S_AXI_ARCACHE =>S0_AXI_ARCACHE, 
        S_AXI_ARPROT =>S0_AXI_ARPROT, 
        S_AXI_ARQOS =>S0_AXI_ARQOS, 
        S_AXI_ARREGION =>S0_AXI_ARREGION, 
        S_AXI_ARVALID =>S0_AXI_ARVALID, 
        S_AXI_ARREADY =>S0_AXI_ARREADY, 
        S_AXI_RID =>S0_AXI_RID, 
        S_AXI_RDATA =>S0_AXI_RDATA, 
        S_AXI_RRESP =>S0_AXI_RRESP, 
        S_AXI_RLAST =>S0_AXI_RLAST, 
        S_AXI_RVALID =>S0_AXI_RVALID, 
        S_AXI_RREADY =>S0_AXI_RREADY 
); 
 
SLAV1: AXI4_BramBankSlave 
generic map( 
        ACTUAL_ADDR_BITS => ACTUAL_ADDR_BITS, 
         
        -- Width of ID for for write address, write data, read address and read data 
        C_S_AXI_ID_WIDTH    => C_S_AXI_ID_WIDTH, 
        -- Width of S_AXI data bus 
        C_S_AXI_DATA_WIDTH => C_S_AXI_DATA_WIDTH, 
        -- Width of S_AXI address bus 
        C_S_AXI_ADDR_WIDTH => C_S_AXI_ADDR_WIDTH 
) 
port map( 
        BRAM_DIN =>AXI1_BRAM_DIN, 
        BRAM_DOUT =>AXI1_BRAM_DOUT, 
        BRAM_WE =>AXI1_BRAM_WE, 
        BRAM_EN =>AXI1_BRAM_EN, 
        BRAM_ADDR =>AXI1_BRAM_ADDR, 
 
        S_AXI_ACLK =>S1_AXI_ACLK, 
        S_AXI_ARESETN =>S1_AXI_ARESETN, 
        S_AXI_AWID =>S1_AXI_AWID, 
        S_AXI_AWADDR =>S1_AXI_AWADDR, 
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        S_AXI_AWLEN =>S1_AXI_AWLEN, 
        S_AXI_AWSIZE =>S1_AXI_AWSIZE, 
        S_AXI_AWBURST =>S1_AXI_AWBURST, 
        S_AXI_AWLOCK =>S1_AXI_AWLOCK, 
        S_AXI_AWCACHE =>S1_AXI_AWCACHE, 
        S_AXI_AWPROT =>S1_AXI_AWPROT, 
        S_AXI_AWQOS =>S1_AXI_AWQOS, 
        S_AXI_AWREGION =>S1_AXI_AWREGION, 
        S_AXI_AWVALID =>S1_AXI_AWVALID, 
        S_AXI_AWREADY =>S1_AXI_AWREADY, 
        S_AXI_WDATA =>S1_AXI_WDATA, 
        S_AXI_WSTRB =>S1_AXI_WSTRB, 
        S_AXI_WLAST =>S1_AXI_WLAST, 
        S_AXI_WVALID =>S1_AXI_WVALID, 
        S_AXI_WREADY =>S1_AXI_WREADY, 
        S_AXI_BID =>S1_AXI_BID, 
        S_AXI_BRESP =>S1_AXI_BRESP, 
        S_AXI_BVALID =>S1_AXI_BVALID, 
        S_AXI_BREADY =>S1_AXI_BREADY, 
        S_AXI_ARID =>S1_AXI_ARID, 
        S_AXI_ARADDR =>S1_AXI_ARADDR, 
        S_AXI_ARLEN =>S1_AXI_ARLEN, 
        S_AXI_ARSIZE =>S1_AXI_ARSIZE, 
        S_AXI_ARBURST =>S1_AXI_ARBURST, 
        S_AXI_ARLOCK =>S1_AXI_ARLOCK, 
        S_AXI_ARCACHE =>S1_AXI_ARCACHE, 
        S_AXI_ARPROT =>S1_AXI_ARPROT, 
        S_AXI_ARQOS =>S1_AXI_ARQOS, 
        S_AXI_ARREGION =>S1_AXI_ARREGION, 
        S_AXI_ARVALID =>S1_AXI_ARVALID, 
        S_AXI_ARREADY =>S1_AXI_ARREADY, 
        S_AXI_RID =>S1_AXI_RID, 
        S_AXI_RDATA =>S1_AXI_RDATA, 
        S_AXI_RRESP =>S1_AXI_RRESP, 
        S_AXI_RLAST =>S1_AXI_RLAST, 
        S_AXI_RVALID =>S1_AXI_RVALID, 
        S_AXI_RREADY =>S1_AXI_RREADY 
); 
 
SLAV2: AXI4_BramBankSlave 
generic map( 
        ACTUAL_ADDR_BITS => ACTUAL_ADDR_BITS, 
         
        -- Width of ID for for write address, write data, read address and read data 
        C_S_AXI_ID_WIDTH    => C_S_AXI_ID_WIDTH, 
        -- Width of S_AXI data bus 
        C_S_AXI_DATA_WIDTH => C_S_AXI_DATA_WIDTH, 
        -- Width of S_AXI address bus 
        C_S_AXI_ADDR_WIDTH => C_S_AXI_ADDR_WIDTH 
) 
port map( 
        BRAM_DIN =>AXI2_BRAM_DIN, 
        BRAM_DOUT =>AXI2_BRAM_DOUT, 
        BRAM_WE =>AXI2_BRAM_WE, 
        BRAM_EN =>AXI2_BRAM_EN, 
        BRAM_ADDR =>AXI2_BRAM_ADDR, 
 
        S_AXI_ACLK =>S2_AXI_ACLK, 
        S_AXI_ARESETN =>S2_AXI_ARESETN, 
        S_AXI_AWID =>S2_AXI_AWID, 
        S_AXI_AWADDR =>S2_AXI_AWADDR, 
        S_AXI_AWLEN =>S2_AXI_AWLEN, 
        S_AXI_AWSIZE =>S2_AXI_AWSIZE, 
        S_AXI_AWBURST =>S2_AXI_AWBURST, 
        S_AXI_AWLOCK =>S2_AXI_AWLOCK, 
        S_AXI_AWCACHE =>S2_AXI_AWCACHE, 
        S_AXI_AWPROT =>S2_AXI_AWPROT, 
        S_AXI_AWQOS =>S2_AXI_AWQOS, 
        S_AXI_AWREGION =>S2_AXI_AWREGION, 
        S_AXI_AWVALID =>S2_AXI_AWVALID, 
        S_AXI_AWREADY =>S2_AXI_AWREADY, 
        S_AXI_WDATA =>S2_AXI_WDATA, 
        S_AXI_WSTRB =>S2_AXI_WSTRB, 
        S_AXI_WLAST =>S2_AXI_WLAST, 
        S_AXI_WVALID =>S2_AXI_WVALID, 
        S_AXI_WREADY =>S2_AXI_WREADY, 
        S_AXI_BID =>S2_AXI_BID, 
        S_AXI_BRESP =>S2_AXI_BRESP, 
        S_AXI_BVALID =>S2_AXI_BVALID, 
        S_AXI_BREADY =>S2_AXI_BREADY, 
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        S_AXI_ARID =>S2_AXI_ARID, 
        S_AXI_ARADDR =>S2_AXI_ARADDR, 
        S_AXI_ARLEN =>S2_AXI_ARLEN, 
        S_AXI_ARSIZE =>S2_AXI_ARSIZE, 
        S_AXI_ARBURST =>S2_AXI_ARBURST, 
        S_AXI_ARLOCK =>S2_AXI_ARLOCK, 
        S_AXI_ARCACHE =>S2_AXI_ARCACHE, 
        S_AXI_ARPROT =>S2_AXI_ARPROT, 
        S_AXI_ARQOS =>S2_AXI_ARQOS, 
        S_AXI_ARREGION =>S2_AXI_ARREGION, 
        S_AXI_ARVALID =>S2_AXI_ARVALID, 
        S_AXI_ARREADY =>S2_AXI_ARREADY, 
        S_AXI_RID =>S2_AXI_RID, 
        S_AXI_RDATA =>S2_AXI_RDATA, 
        S_AXI_RRESP =>S2_AXI_RRESP, 
        S_AXI_RLAST =>S2_AXI_RLAST, 
        S_AXI_RVALID =>S2_AXI_RVALID, 
        S_AXI_RREADY =>S2_AXI_RREADY 
); 
 
SLAV3: AXI4_BramBankSlave 
generic map( 
        ACTUAL_ADDR_BITS => ACTUAL_ADDR_BITS, 
         
        -- Width of ID for for write address, write data, read address and read data 
        C_S_AXI_ID_WIDTH    => C_S_AXI_ID_WIDTH, 
        -- Width of S_AXI data bus 
        C_S_AXI_DATA_WIDTH => C_S_AXI_DATA_WIDTH, 
        -- Width of S_AXI address bus 
        C_S_AXI_ADDR_WIDTH => C_S_AXI_ADDR_WIDTH 
) 
port map( 
        BRAM_DIN =>AXI3_BRAM_DIN, 
        BRAM_DOUT =>AXI3_BRAM_DOUT, 
        BRAM_WE =>AXI3_BRAM_WE, 
        BRAM_EN =>AXI3_BRAM_EN, 
        BRAM_ADDR =>AXI3_BRAM_ADDR, 
 
        S_AXI_ACLK =>S3_AXI_ACLK, 
        S_AXI_ARESETN =>S3_AXI_ARESETN, 
        S_AXI_AWID =>S3_AXI_AWID, 
        S_AXI_AWADDR =>S3_AXI_AWADDR, 
        S_AXI_AWLEN =>S3_AXI_AWLEN, 
        S_AXI_AWSIZE =>S3_AXI_AWSIZE, 
        S_AXI_AWBURST =>S3_AXI_AWBURST, 
        S_AXI_AWLOCK =>S3_AXI_AWLOCK, 
        S_AXI_AWCACHE =>S3_AXI_AWCACHE, 
        S_AXI_AWPROT =>S3_AXI_AWPROT, 
        S_AXI_AWQOS =>S3_AXI_AWQOS, 
        S_AXI_AWREGION =>S3_AXI_AWREGION, 
        S_AXI_AWVALID =>S3_AXI_AWVALID, 
        S_AXI_AWREADY =>S3_AXI_AWREADY, 
        S_AXI_WDATA =>S3_AXI_WDATA, 
        S_AXI_WSTRB =>S3_AXI_WSTRB, 
        S_AXI_WLAST =>S3_AXI_WLAST, 
        S_AXI_WVALID =>S3_AXI_WVALID, 
        S_AXI_WREADY =>S3_AXI_WREADY, 
        S_AXI_BID =>S3_AXI_BID, 
        S_AXI_BRESP =>S3_AXI_BRESP, 
        S_AXI_BVALID =>S3_AXI_BVALID, 
        S_AXI_BREADY =>S3_AXI_BREADY, 
        S_AXI_ARID =>S3_AXI_ARID, 
        S_AXI_ARADDR =>S3_AXI_ARADDR, 
        S_AXI_ARLEN =>S3_AXI_ARLEN, 
        S_AXI_ARSIZE =>S3_AXI_ARSIZE, 
        S_AXI_ARBURST =>S3_AXI_ARBURST, 
        S_AXI_ARLOCK =>S3_AXI_ARLOCK, 
        S_AXI_ARCACHE =>S3_AXI_ARCACHE, 
        S_AXI_ARPROT =>S3_AXI_ARPROT, 
        S_AXI_ARQOS =>S3_AXI_ARQOS, 
        S_AXI_ARREGION =>S3_AXI_ARREGION, 
        S_AXI_ARVALID =>S3_AXI_ARVALID, 
        S_AXI_ARREADY =>S3_AXI_ARREADY, 
        S_AXI_RID =>S3_AXI_RID, 
        S_AXI_RDATA =>S3_AXI_RDATA, 
        S_AXI_RRESP =>S3_AXI_RRESP, 
        S_AXI_RLAST =>S3_AXI_RLAST, 
        S_AXI_RVALID =>S3_AXI_RVALID, 
        S_AXI_RREADY =>S3_AXI_RREADY 
); 
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end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: AXI4_BramBankSlave.vhd 
 
-- Module name: AXI4 Bram Bank Slave 
 
-- Description: AXI4 Full Slave block based on the 
--              AXI4 Slave template provided by 
--              Xilinx 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library ieee; 
use ieee.std_logic_1164.all; 
use ieee.std_logic_unsigned.all; 
use ieee.numeric_std.all; 
 
entity AXI4_BramBankSlave is 
 generic ( 
  -- Users to add parameters here 
 
        ACTUAL_ADDR_BITS: integer := 15; 
 
  -- User parameters ends 
  -- Do not modify the parameters beyond this line 
 
  -- Width of ID for for write address, write data, read address and read data 
  C_S_AXI_ID_WIDTH : integer := 1; 
  -- Width of S_AXI data bus 
  C_S_AXI_DATA_WIDTH : integer := 32; 
  -- Width of S_AXI address bus 
  C_S_AXI_ADDR_WIDTH : integer := 6 
 ); 
 port ( 
  -- Users to add ports here 
 
        BRAM_DIN : out STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        BRAM_DOUT : in STD_LOGIC_VECTOR(C_S_AXI_DATA_WIDTH-1 downto 0); 
        BRAM_WE : out STD_LOGIC_VECTOR((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
        BRAM_EN : out STD_LOGIC; 
        BRAM_ADDR : out STD_LOGIC_VECTOR(ACTUAL_ADDR_BITS-1 downto 0); 
 
  -- User ports ends 
  -- Do not modify the ports beyond this line 
 
  -- Global Clock Signal 
  S_AXI_ACLK : in std_logic; 
  -- Global Reset Signal. This Signal is Active LOW 
  S_AXI_ARESETN : in std_logic; 
  -- Write Address ID 
  S_AXI_AWID : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Write address 
  S_AXI_AWADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  -- Burst length. The burst length gives the exact number of transfers in a burst 
  S_AXI_AWLEN : in std_logic_vector(7 downto 0); 
  -- Burst size. This signal indicates the size of each transfer in the burst 
  S_AXI_AWSIZE : in std_logic_vector(2 downto 0); 
  -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
  S_AXI_AWBURST : in std_logic_vector(1 downto 0); 
  -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
  S_AXI_AWLOCK : in std_logic; 
  -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
  S_AXI_AWCACHE : in std_logic_vector(3 downto 0); 
  -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
  S_AXI_AWPROT : in std_logic_vector(2 downto 0); 
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  -- Quality of Service, QoS identifier sent for each 
    -- write transaction. 
  S_AXI_AWQOS : in std_logic_vector(3 downto 0); 
  -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
  S_AXI_AWREGION : in std_logic_vector(3 downto 0); 
  -- Write address valid. This signal indicates that 
    -- the channel is signaling valid write address and 
    -- control information. 
  S_AXI_AWVALID : in std_logic; 
  -- Write address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
  S_AXI_AWREADY : out std_logic; 
  -- Write Data 
  S_AXI_WDATA : in std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  -- Write strobes. This signal indicates which byte 
    -- lanes hold valid data. There is one write strobe 
    -- bit for each eight bits of the write data bus. 
  S_AXI_WSTRB : in std_logic_vector((C_S_AXI_DATA_WIDTH/8)-1 downto 0); 
  -- Write last. This signal indicates the last transfer 
    -- in a write burst. 
  S_AXI_WLAST : in std_logic; 
  -- Write valid. This signal indicates that valid write 
    -- data and strobes are available. 
  S_AXI_WVALID : in std_logic; 
  -- Write ready. This signal indicates that the slave 
    -- can accept the write data. 
  S_AXI_WREADY : out std_logic; 
  -- Response ID tag. This signal is the ID tag of the 
    -- write response. 
  S_AXI_BID : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Write response. This signal indicates the status 
    -- of the write transaction. 
  S_AXI_BRESP : out std_logic_vector(1 downto 0); 
  -- Write response valid. This signal indicates that the 
    -- channel is signaling a valid write response. 
  S_AXI_BVALID : out std_logic; 
  -- Response ready. This signal indicates that the master 
    -- can accept a write response. 
  S_AXI_BREADY : in std_logic; 
  -- Read address ID. This signal is the identification 
    -- tag for the read address group of signals. 
  S_AXI_ARID : in std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Read address. This signal indicates the initial 
    -- address of a read burst transaction. 
  S_AXI_ARADDR : in std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
  -- Burst length. The burst length gives the exact number of transfers in a burst 
  S_AXI_ARLEN : in std_logic_vector(7 downto 0); 
  -- Burst size. This signal indicates the size of each transfer in the burst 
  S_AXI_ARSIZE : in std_logic_vector(2 downto 0); 
  -- Burst type. The burst type and the size information,  
    -- determine how the address for each transfer within the burst is calculated. 
  S_AXI_ARBURST : in std_logic_vector(1 downto 0); 
  -- Lock type. Provides additional information about the 
    -- atomic characteristics of the transfer. 
  S_AXI_ARLOCK : in std_logic; 
  -- Memory type. This signal indicates how transactions 
    -- are required to progress through a system. 
  S_AXI_ARCACHE : in std_logic_vector(3 downto 0); 
  -- Protection type. This signal indicates the privilege 
    -- and security level of the transaction, and whether 
    -- the transaction is a data access or an instruction access. 
  S_AXI_ARPROT : in std_logic_vector(2 downto 0); 
  -- Quality of Service, QoS identifier sent for each 
    -- read transaction. 
  S_AXI_ARQOS : in std_logic_vector(3 downto 0); 
  -- Region identifier. Permits a single physical interface 
    -- on a slave to be used for multiple logical interfaces. 
  S_AXI_ARREGION : in std_logic_vector(3 downto 0); 
  -- Write address valid. This signal indicates that 
    -- the channel is signaling valid read address and 
    -- control information. 
  S_AXI_ARVALID : in std_logic; 
  -- Read address ready. This signal indicates that 
    -- the slave is ready to accept an address and associated 
    -- control signals. 
  S_AXI_ARREADY : out std_logic; 
  -- Read ID tag. This signal is the identification tag 
    -- for the read data group of signals generated by the slave. 
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  S_AXI_RID : out std_logic_vector(C_S_AXI_ID_WIDTH-1 downto 0); 
  -- Read Data 
  S_AXI_RDATA : out std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
  -- Read response. This signal indicates the status of 
    -- the read transfer. 
  S_AXI_RRESP : out std_logic_vector(1 downto 0); 
  -- Read last. This signal indicates the last transfer 
    -- in a read burst. 
  S_AXI_RLAST : out std_logic; 
  -- Read valid. This signal indicates that the channel 
    -- is signaling the required read data. 
  S_AXI_RVALID : out std_logic; 
  -- Read ready. This signal indicates that the master can 
    -- accept the read data and response information. 
  S_AXI_RREADY : in std_logic 
 ); 
end AXI4_BramBankSlave; 
 
architecture arch_imp of AXI4_BramBankSlave is 
 
 -- AXI4FULL signals 
 signal axi_awaddr : std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
 signal axi_awready : std_logic; 
 signal axi_wready : std_logic; 
 signal axi_bresp : std_logic_vector(1 downto 0); 
 signal axi_bvalid : std_logic; 
 signal axi_araddr : std_logic_vector(C_S_AXI_ADDR_WIDTH-1 downto 0); 
 signal axi_arready : std_logic; 
 signal axi_rdata : std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal axi_rresp : std_logic_vector(1 downto 0); 
 signal axi_rlast : std_logic; 
 signal axi_rvalid : std_logic; 
  
 signal out_axi_rvalid : std_logic; 
 signal aux_rvalid : std_logic; 
 signal notfirst_rvalid : std_logic; 
  
 -- aw_wrap_en determines wrap boundary and enables wrapping 
 signal  aw_wrap_en : std_logic;  
 -- ar_wrap_en determines wrap boundary and enables wrapping 
 signal  ar_wrap_en : std_logic; 
 -- aw_wrap_size is the size of the write transfer, the 
 -- write address wraps to a lower address if upper address 
 -- limit is reached 
 signal aw_wrap_size : integer; 
 -- ar_wrap_size is the size of the read transfer, the 
 -- read address wraps to a lower address if upper address 
 -- limit is reached 
 signal ar_wrap_size : integer; 
 -- The axi_awv_awr_flag flag marks the presence of write address valid 
 signal axi_awv_awr_flag    : std_logic; 
 --The axi_arv_arr_flag flag marks the presence of read address valid 
 signal axi_arv_arr_flag    : std_logic; 
 -- The axi_awlen_cntr internal write address counter to keep track of beats in a burst transaction 
 signal axi_awlen_cntr      : std_logic_vector(7 downto 0); 
 --The axi_arlen_cntr internal read address counter to keep track of beats in a burst transaction 
 signal axi_arlen_cntr      : std_logic_vector(7 downto 0); 
 signal axi_arburst      : std_logic_vector(2-1 downto 0); 
 signal axi_awburst      : std_logic_vector(2-1 downto 0); 
 signal axi_arlen      : std_logic_vector(8-1 downto 0); 
 signal axi_awlen      : std_logic_vector(8-1 downto 0); 
 --local parameter for addressing 32 bit / 64 bit C_S_AXI_DATA_WIDTH 
 --ADDR_LSB is used for addressing 32/64 bit registers/memories 
 --ADDR_LSB = 2 for 32 bits (n downto 2)  
 --ADDR_LSB = 3 for 42 bits (n downto 3) 
 
 constant ADDR_LSB  : integer := (C_S_AXI_DATA_WIDTH/32)+ 1; 
 constant OPT_MEM_ADDR_BITS : integer := 15; 
 constant USER_NUM_MEM: integer := 1; 
 constant low : std_logic_vector (C_S_AXI_ADDR_WIDTH - 1 downto 0) := (others=>'0'); 
 ------------------------------------------------ 
 ---- Signals for user logic memory space example 
 -------------------------------------------------- 
 signal mem_address : std_logic_vector(OPT_MEM_ADDR_BITS downto 0); 
 signal mem_select : std_logic_vector(USER_NUM_MEM-1 downto 0); 
 type word_array is array (0 to USER_NUM_MEM-1) of std_logic_vector(C_S_AXI_DATA_WIDTH-1 downto 0); 
 signal mem_data_out : word_array; 
 
 signal i : integer; 
 signal j : integer; 
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 signal mem_byte_index : integer; 
 type BYTE_RAM_TYPE is array (0 to 15) of std_logic_vector(7 downto 0); 
  
  
begin 
 -- I/O Connections assignments 
 
 S_AXI_AWREADY <= axi_awready; 
 S_AXI_WREADY <= axi_wready; 
 S_AXI_BRESP <= axi_bresp; 
 S_AXI_BVALID <= axi_bvalid; 
 S_AXI_ARREADY <= axi_arready; 
 S_AXI_RDATA <= axi_rdata; 
 S_AXI_RRESP <= axi_rresp; 
 S_AXI_RLAST <= axi_rlast; 
 --S_AXI_RVALID <= out_axi_rvalid; 
 S_AXI_RVALID <= axi_rvalid; 
 S_AXI_BID <= S_AXI_AWID; 
 S_AXI_RID <= S_AXI_ARID; 
 aw_wrap_size <= ((C_S_AXI_DATA_WIDTH)/8 * to_integer(unsigned(axi_awlen)));  
 ar_wrap_size <= ((C_S_AXI_DATA_WIDTH)/8 * to_integer(unsigned(axi_arlen)));  
 aw_wrap_en <= '1' when (((axi_awaddr AND std_logic_vector(to_unsigned(aw_wrap_size,C_S_AXI_ADDR_WIDTH))) XOR 
std_logic_vector(to_unsigned(aw_wrap_size,C_S_AXI_ADDR_WIDTH))) = low) else '0'; 
 ar_wrap_en <= '1' when (((axi_araddr AND std_logic_vector(to_unsigned(ar_wrap_size,C_S_AXI_ADDR_WIDTH))) XOR 
std_logic_vector(to_unsigned(ar_wrap_size,C_S_AXI_ADDR_WIDTH))) = low) else '0'; 
 
    out_axi_rvalid <= axi_rvalid when notfirst_rvalid='1' else '0'; 
 
    -- EAT OUT FIRST RVALID 
     
    process(S_AXI_ACLK) 
    begin 
        if rising_edge(S_AXI_ACLK) then 
             
            if S_AXI_ARESETN = '0' then 
                notfirst_rvalid<='0'; 
                aux_rvalid<='0'; 
            else 
                aux_rvalid<=axi_rvalid; 
             
                if(axi_arready = '0' and S_AXI_ARVALID = '1' and axi_arv_arr_flag = '0')then 
                    notfirst_rvalid<='0'; 
             
                elsif(axi_rvalid='0' and aux_rvalid='1')then 
                    notfirst_rvalid<='1'; 
                end if; 
            end if; 
        end if; 
    end process; 
 -- Implement axi_awready generation 
 
 -- axi_awready is asserted for one S_AXI_ACLK clock cycle when both 
 -- S_AXI_AWVALID and S_AXI_WVALID are asserted. axi_awready is 
 -- de-asserted when reset is low. 
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_awready <= '0'; 
       axi_awv_awr_flag <= '0'; 
 
     else 
       if (axi_awready = '0' and S_AXI_AWVALID = '1' and axi_awv_awr_flag = '0' and axi_arv_arr_flag = '0') 
then 
            -- slave is ready to accept an address and 
            -- associated control signals 
            axi_awv_awr_flag  <= '1'; -- used for generation of bresp() and bvalid 
            axi_awready <= '1'; 
                      
       elsif (S_AXI_WLAST = '1' and axi_wready = '1') then  
       -- preparing to accept next address after current write burst tx completion 
         axi_awv_awr_flag  <= '0'; 
       else 
         axi_awready <= '0'; 
       end if; 
     end if;      
   end if;          
 end process;  
 -- Implement axi_awaddr latching 
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 -- This process is used to latch the address when both  
 -- S_AXI_AWVALID and S_AXI_WVALID are valid.  
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_awaddr <= (others => '0'); 
       axi_awburst <= (others => '0');  
       axi_awlen <= (others => '0');  
       axi_awlen_cntr <= (others => '0'); 
     else 
       if (axi_awready = '0' and S_AXI_AWVALID = '1' and axi_awv_awr_flag = '0') then 
       -- address latching  
         axi_awaddr <= S_AXI_AWADDR(C_S_AXI_ADDR_WIDTH - 1 downto 0);  ---- start address of transfer 
         axi_awlen_cntr <= (others => '0'); 
         axi_awburst <= S_AXI_AWBURST; 
         axi_awlen <= S_AXI_AWLEN; 
       elsif((axi_awlen_cntr <= axi_awlen) and axi_wready = '1' and S_AXI_WVALID = '1') then      
         axi_awlen_cntr <= std_logic_vector (unsigned(axi_awlen_cntr) + 1); 
 
         case (axi_awburst) is 
           when "00" => -- fixed burst 
             -- The write address for all the beats in the transaction are fixed 
             axi_awaddr     <= axi_awaddr;       ----for awsize = 4 bytes (010) 
           when "01" => --incremental burst 
             -- The write address for all the beats in the transaction are increments by awsize 
             axi_awaddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB) <= std_logic_vector 
(unsigned(axi_awaddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB)) + 1);--awaddr aligned to 4 byte boundary 
             axi_awaddr(ADDR_LSB-1 downto 0)  <= (others => '0');  ----for awsize = 4 bytes (010) 
           when "10" => --Wrapping burst 
             -- The write address wraps when the address reaches wrap boundary  
             if (aw_wrap_en = '1') then 
               axi_awaddr <= std_logic_vector (unsigned(axi_awaddr) - 
(to_unsigned(aw_wrap_size,C_S_AXI_ADDR_WIDTH)));                 
             else  
               axi_awaddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB) <= std_logic_vector 
(unsigned(axi_awaddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB)) + 1);--awaddr aligned to 4 byte boundary 
               axi_awaddr(ADDR_LSB-1 downto 0)  <= (others => '0');  ----for awsize = 4 bytes (010) 
             end if; 
           when others => --reserved (incremental burst for example) 
             axi_awaddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB) <= std_logic_vector 
(unsigned(axi_awaddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB)) + 1);--for awsize = 4 bytes (010) 
             axi_awaddr(ADDR_LSB-1 downto 0)  <= (others => '0'); 
         end case;         
       end if; 
     end if; 
   end if; 
 end process; 
 -- Implement axi_wready generation 
 
 -- axi_wready is asserted for one S_AXI_ACLK clock cycle when both 
 -- S_AXI_AWVALID and S_AXI_WVALID are asserted. axi_wready is  
 -- de-asserted when reset is low.  
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_wready <= '0'; 
     else 
       if (axi_wready = '0' and S_AXI_WVALID = '1' and axi_awv_awr_flag = '1') then 
         axi_wready <= '1'; 
         -- elsif (axi_awv_awr_flag = '0') then 
       elsif (S_AXI_WLAST = '1' and axi_wready = '1') then  
 
         axi_wready <= '0'; 
       end if; 
     end if; 
   end if;          
 end process;  
 -- Implement write response logic generation 
 
 -- The write response and response valid signals are asserted by the slave  
 -- when axi_wready, S_AXI_WVALID, axi_wready and S_AXI_WVALID are asserted.   
 -- This marks the acceptance of address and indicates the status of  
 -- write transaction. 
 
 process (S_AXI_ACLK) 
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 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_bvalid  <= '0'; 
       axi_bresp  <= "00"; --need to work more on the responses 
     else 
       if (axi_awv_awr_flag = '1' and axi_wready = '1' and S_AXI_WVALID = '1' and axi_bvalid = '0' and S_AXI_WLAST 
= '1' ) then 
         axi_bvalid <= '1'; 
         axi_bresp  <= "00";  
       elsif (S_AXI_BREADY = '1' and axi_bvalid = '1') then   
       --check if bready is asserted while bvalid is high) 
         axi_bvalid <= '0';                       
       end if; 
     end if; 
   end if;          
 end process;  
 -- Implement axi_arready generation 
 
 -- axi_arready is asserted for one S_AXI_ACLK clock cycle when 
 -- S_AXI_ARVALID is asserted. axi_awready is  
 -- de-asserted when reset (active low) is asserted.  
 -- The read address is also latched when S_AXI_ARVALID is  
 -- asserted. axi_araddr is reset to zero on reset assertion. 
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_arready <= '0'; 
       axi_arv_arr_flag <= '0'; 
     else 
       if (axi_arready = '0' and S_AXI_ARVALID = '1' and axi_awv_awr_flag = '0' and axi_arv_arr_flag = '0') 
then 
         
                axi_arready <= '1'; 
                axi_arv_arr_flag <= '1'; 
          
       --elsif ((axi_rvalid = '1' or rvalid_fake='1') and S_AXI_RREADY = '1' and (axi_arlen_cntr = axi_arlen)) 
then  
       elsif (axi_rvalid = '1' and S_AXI_RREADY = '1' and (axi_arlen_cntr = axi_arlen)) then  
       -- preparing to accept next address after current read completion 
         axi_arv_arr_flag <= '0'; 
       else 
         axi_arready <= '0'; 
       end if; 
     end if; 
   end if;          
 end process;  
 -- Implement axi_araddr latching 
 
 --This process is used to latch the address when both  
 --S_AXI_ARVALID and S_AXI_RVALID are valid.  
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then  
     if S_AXI_ARESETN = '0' then 
       axi_araddr <= (others => '0'); 
       axi_arburst <= (others => '0'); 
       axi_arlen <= (others => '0');  
       axi_arlen_cntr <= (others => '0'); 
       axi_rlast <= '0'; 
     else 
       if (axi_arready = '0' and S_AXI_ARVALID = '1' and axi_arv_arr_flag = '0') then 
         -- address latching  
         axi_araddr <= S_AXI_ARADDR(C_S_AXI_ADDR_WIDTH - 1 downto 0); ---- start address of transfer 
         axi_arlen_cntr <= (others => '0'); 
         axi_rlast <= '0'; 
         axi_arburst <= S_AXI_ARBURST; 
         axi_arlen <= S_AXI_ARLEN; 
          
       --elsif((axi_arlen_cntr <= axi_arlen) and (axi_rvalid = '1' or rvalid_fake='1') and S_AXI_RREADY = '1') 
then      
       elsif((axi_arlen_cntr <= axi_arlen) and axi_rvalid = '1' and S_AXI_RREADY = '1') then      
         axi_arlen_cntr <= std_logic_vector (unsigned(axi_arlen_cntr) + 1); 
         axi_rlast <= '0';       
       
         case (axi_arburst) is 
           when "00" =>  -- fixed burst 
             -- The read address for all the beats in the transaction are fixed 
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             axi_araddr     <= axi_araddr;      ----for arsize = 4 bytes (010) 
           when "01" =>  --incremental burst 
             -- The read address for all the beats in the transaction are increments by awsize 
             axi_araddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB) <= std_logic_vector 
(unsigned(axi_araddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB)) + 1); --araddr aligned to 4 byte boundary 
             axi_araddr(ADDR_LSB-1 downto 0)  <= (others => '0');  ----for awsize = 4 bytes (010) 
           when "10" =>  --Wrapping burst 
             -- The read address wraps when the address reaches wrap boundary  
             if (ar_wrap_en = '1') then    
               axi_araddr <= std_logic_vector (unsigned(axi_araddr) - 
(to_unsigned(ar_wrap_size,C_S_AXI_ADDR_WIDTH))); 
             else  
               axi_araddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB) <= std_logic_vector 
(unsigned(axi_araddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB)) + 1); --araddr aligned to 4 byte boundary 
               axi_araddr(ADDR_LSB-1 downto 0)  <= (others => '0');  ----for awsize = 4 bytes (010) 
             end if; 
           when others => --reserved (incremental burst for example) 
             axi_araddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB) <= std_logic_vector 
(unsigned(axi_araddr(C_S_AXI_ADDR_WIDTH - 1 downto ADDR_LSB)) + 1);--for arsize = 4 bytes (010) 
       axi_araddr(ADDR_LSB-1 downto 0)  <= (others => '0'); 
         end case;          
          
       elsif((axi_arlen_cntr = axi_arlen) and axi_rlast = '0' and axi_arv_arr_flag = '1') then   
         axi_rlast <= '1'; 
       elsif (S_AXI_RREADY = '1') then   
         axi_rlast <= '0'; 
       end if; 
     end if; 
   end if; 
 end  process;   
 -- Implement axi_arvalid generation 
 
 -- axi_rvalid is asserted for one S_AXI_ACLK clock cycle when both  
 -- S_AXI_ARVALID and axi_arready are asserted. The slave registers  
 -- data are available on the axi_rdata bus at this instance. The  
 -- assertion of axi_rvalid marks the validity of read data on the  
 -- bus and axi_rresp indicates the status of read transaction.axi_rvalid  
 -- is deasserted on reset (active low). axi_rresp and axi_rdata are  
 -- cleared to zero on reset (active low).   
 
 process (S_AXI_ACLK) 
 begin 
   if rising_edge(S_AXI_ACLK) then 
     if S_AXI_ARESETN = '0' then 
       axi_rvalid <= '0'; 
       axi_rresp  <= "00"; 
 
        
     else 
       if (axi_arv_arr_flag = '1' and axi_rvalid = '0') then 
 
            axi_rvalid <= '1'; 
 
         axi_rresp  <= "00"; -- 'OKAY' response 
--       elsif ((axi_rvalid = '1' or rvalid_fake='1') and S_AXI_RREADY = '1') then 
          elsif (axi_rvalid = '1' and S_AXI_RREADY = '1') then 
         axi_rvalid <= '0'; 
       end  if; 
     end if; 
   end if; 
 end  process; 
 -- ------------------------------------------ 
 -- --USER CODE -- -- 
 -- ------------------------------------------ 
 
    BRAM_ADDR <= axi_araddr(ADDR_LSB+ACTUAL_ADDR_BITS-1 downto ADDR_LSB) when axi_arv_arr_flag = '1' else 
             axi_awaddr(ADDR_LSB+ACTUAL_ADDR_BITS-1 downto ADDR_LSB) when axi_awv_awr_flag = '1' else 
             (others => '0'); 
                  
    BRAM_DIN <= S_AXI_WDATA; 
     
    BRAM_WE(0) <= S_AXI_WSTRB(0) and (axi_wready and S_AXI_WVALID); 
    BRAM_WE(1) <= S_AXI_WSTRB(1) and (axi_wready and S_AXI_WVALID); 
    BRAM_WE(2) <= S_AXI_WSTRB(2) and (axi_wready and S_AXI_WVALID); 
    BRAM_WE(3) <= S_AXI_WSTRB(3) and (axi_wready and S_AXI_WVALID); 
     
    BRAM_EN <= (axi_wready and S_AXI_WVALID) or axi_arv_arr_flag; 
 
 --Output register or memory read data 
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    axi_rdata <= BRAM_DOUT; 
 
-- process(BRAM_DOUT, out_axi_rvalid ) is 
-- begin 
--   if (out_axi_rvalid = '1') then 
--     -- When there is a valid read address (S_AXI_ARVALID) with  
--     -- acceptance of read address by the slave (axi_arready),  
--     -- output the read dada  
--     axi_rdata <= BRAM_DOUT;  -- memory range 0 read data 
--   else 
--     axi_rdata <= (others => '0'); 
--   end if;   
-- end process; 
 
 -- Add user logic here 
 
 -- User logic ends 
 
end arch_imp; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: BramBank.vhd 
 
-- Module name: BRAM BANK 
 
-- Description: Top module of the BRAM Bank. 
--              Implementation of the Multiplexor 
--              structure for the different blocks 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use ieee.numeric_std.all; 
 
entity BramBank is 
 
generic( 
 
    constant disp_levels : integer := 10; 
    constant PBlocks : integer := 4          -- CHECK THAT PBlocks*DispLevels is AT MOST 100 !!! 
); 
 
Port ( 
 
    CLK : in STD_LOGIC; 
     
    -- MUX SELECTORS 
      
    AXI0_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
    AXI1_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
    AXI2_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
    AXI3_MUX_SEL : in STD_LOGIC_VECTOR(6 downto 0); 
 
    -- FULL-IMAGE BRAM INPUT PORTS 
 
    L_BRAM_IN_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    L_BRAM_IN_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_IN_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_IN_en : in STD_LOGIC; 
    L_BRAM_IN_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
     
    R_BRAM_IN_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    R_BRAM_IN_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_IN_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_IN_en : in STD_LOGIC; 
    R_BRAM_IN_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
     
    -- FULL-IMAGE BRAM PORTS TO ROUTE 
     
    L_BRAM_OUT_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
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    L_BRAM_OUT_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_OUT_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    L_BRAM_OUT_en : in STD_LOGIC; 
    L_BRAM_OUT_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
             
    R_BRAM_OUT_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    R_BRAM_OUT_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_OUT_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    R_BRAM_OUT_en : in STD_LOGIC; 
    R_BRAM_OUT_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
         
    -- PATH BLOCK RAM 
     
    PB_BRAM_PORTA_addr : in STD_LOGIC_VECTOR ( (15*disp_levels*PBlocks)-1 downto 0 );   -- ONLY 10 EFFECTIVE 
    PB_BRAM_PORTA_din : in STD_LOGIC_VECTOR ( (32*disp_levels*PBlocks)-1 downto 0 ); 
    PB_BRAM_PORTA_dout : out STD_LOGIC_VECTOR ( (32*disp_levels*PBlocks)-1 downto 0 ); 
    PB_BRAM_PORTA_en : in STD_LOGIC_VECTOR(disp_levels*PBlocks-1 downto 0); 
    PB_BRAM_PORTA_we : in STD_LOGIC_VECTOR(4*disp_levels*PBlocks-1 downto 0); 
     
    -- AXI OUTPUTS 
         
    AXI_BRAM_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    AXI_BRAM_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_0_en : in STD_LOGIC; 
    AXI_BRAM_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
     
    AXI_BRAM_1_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    AXI_BRAM_1_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_1_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_1_en : in STD_LOGIC; 
    AXI_BRAM_1_we : in STD_LOGIC_VECTOR( 3 downto 0 ); 
     
    AXI_BRAM_2_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    AXI_BRAM_2_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_2_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_2_en : in STD_LOGIC; 
    AXI_BRAM_2_we : in STD_LOGIC_VECTOR( 3 downto 0 ); 
     
    AXI_BRAM_3_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    AXI_BRAM_3_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_3_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    AXI_BRAM_3_en : in STD_LOGIC; 
    AXI_BRAM_3_we : in STD_LOGIC_VECTOR( 3 downto 0 ) 
); 
end BramBank; 
 
architecture Behavioral of BramBank is 
 
component FIMG_PAIR 
--component Full_Img_StereoBRAM_wrapper 
  port ( 
      BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
      BRAM_PORTA_0_clk : in STD_LOGIC; 
      BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTA_0_en : in STD_LOGIC; 
      BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
      BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
      BRAM_PORTB_0_clk : in STD_LOGIC; 
      BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTB_0_en : in STD_LOGIC; 
      BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
      BRAM_PORTA_1_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
      BRAM_PORTA_1_clk : in STD_LOGIC; 
      BRAM_PORTA_1_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTA_1_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTA_1_en : in STD_LOGIC; 
      BRAM_PORTA_1_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
      BRAM_PORTB_1_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
      BRAM_PORTB_1_clk : in STD_LOGIC; 
      BRAM_PORTB_1_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTB_1_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
      BRAM_PORTB_1_en : in STD_LOGIC; 
      BRAM_PORTB_1_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
      ); 
end component; 
 
component PATH_BLOCK 
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generic( 
    constant disp_levels : integer := 10 
); 
port( 
    CLK : in STD_LOGIC; 
    BRAM_PORTA_addr : in STD_LOGIC_VECTOR ( (15*disp_levels)-1 downto 0 ); 
    BRAM_PORTA_din : in STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTA_dout : out STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTA_en : in STD_LOGIC_VECTOR(disp_levels-1 downto 0); 
    BRAM_PORTA_we : in STD_LOGIC_VECTOR((4*disp_levels)-1 downto 0); 
    BRAM_PORTB_addr : in STD_LOGIC_VECTOR ( (15*disp_levels)-1 downto 0 ); 
    BRAM_PORTB_din : in STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTB_dout : out STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTB_en : in STD_LOGIC_VECTOR(disp_levels-1 downto 0); 
    BRAM_PORTB_we : in STD_LOGIC_VECTOR((4*disp_levels)-1 downto 0) 
); 
 
end component; 
 
signal    pre_MUXED_BRAM_addr_L : STD_LOGIC_VECTOR    (14 downto 0 ); 
signal    pre_MUXED_BRAM_din_L : STD_LOGIC_VECTOR     (31 downto 0 ); 
signal    pre_MUXED_BRAM_dout_L : STD_LOGIC_VECTOR    (31 downto 0 ); 
signal    pre_MUXED_BRAM_en_L : STD_LOGIC; 
signal    pre_MUXED_BRAM_we_L : STD_LOGIC_VECTOR      (3 downto 0); 
 
signal    pre_MUXED_BRAM_addr_R : STD_LOGIC_VECTOR    (14 downto 0 ); 
signal    pre_MUXED_BRAM_din_R : STD_LOGIC_VECTOR     (31 downto 0 ); 
signal    pre_MUXED_BRAM_dout_R : STD_LOGIC_VECTOR    (31 downto 0 ); 
signal    pre_MUXED_BRAM_en_R : STD_LOGIC; 
signal    pre_MUXED_BRAM_we_R : STD_LOGIC_VECTOR      (3 downto 0); 
 
signal    MUXED_BRAM_addr : STD_LOGIC_VECTOR    ((30 +   15*disp_levels*PBlocks)-1 downto 0 ); 
signal    MUXED_BRAM_din : STD_LOGIC_VECTOR     ((64 +   32*disp_levels*PBlocks)-1 downto 0 ); 
signal    MUXED_BRAM_dout : STD_LOGIC_VECTOR     (128*32 downto 0 ):=(others=>'0'); 
signal    MUXED_BRAM_en : STD_LOGIC_VECTOR       (2 +     disp_levels*PBlocks-1 downto 0); 
signal    MUXED_BRAM_we : STD_LOGIC_VECTOR       (8 +     4*disp_levels*PBlocks-1 downto 0); 
 
signal    squareMux: STD_LOGIC_VECTOR(6+3*disp_levels*PBlocks-1 downto 0); 
 
signal    ImageMux_L : STD_LOGIC; 
signal    ImageMux_R : STD_LOGIC; 
 
signal    AXI0_MUX_SEL_output : STD_LOGIC_VECTOR(11 downto 0); 
signal    AXI1_MUX_SEL_output : STD_LOGIC_VECTOR(11 downto 0); 
signal    AXI2_MUX_SEL_output : STD_LOGIC_VECTOR(11 downto 0); 
signal    AXI3_MUX_SEL_output : STD_LOGIC_VECTOR(11 downto 0); 
 
begin 
 
-- AXI MUX SEL MULTIPLIED BY 32, SO SHIFTED 5 TIMES TO THE LEFT 
 
AXI0_MUX_SEL_output(11 downto 5) <= AXI0_MUX_SEL; 
AXI0_MUX_SEL_output(4 downto 0) <= (others=>'0'); 
 
AXI1_MUX_SEL_output(11 downto 5) <= AXI1_MUX_SEL; 
AXI1_MUX_SEL_output(4 downto 0) <= (others=>'0'); 
 
AXI2_MUX_SEL_output(11 downto 5) <= AXI2_MUX_SEL; 
AXI2_MUX_SEL_output(4 downto 0) <= (others=>'0'); 
 
AXI3_MUX_SEL_output(11 downto 5) <= AXI3_MUX_SEL; 
AXI3_MUX_SEL_output(4 downto 0) <= (others=>'0'); 
 
-- BRAM OUTPUT MULTIPLEXER: 4x N to 1 
 
AXI_BRAM_0_dout <= MUXED_BRAM_dout(31+to_integer(unsigned(AXI0_MUX_SEL_output)) downto 
to_integer(unsigned(AXI0_MUX_SEL_output))); 
AXI_BRAM_1_dout <= MUXED_BRAM_dout(31+to_integer(unsigned(AXI1_MUX_SEL_output)) downto 
to_integer(unsigned(AXI1_MUX_SEL_output))); 
AXI_BRAM_2_dout <= MUXED_BRAM_dout(31+to_integer(unsigned(AXI2_MUX_SEL_output)) downto 
to_integer(unsigned(AXI2_MUX_SEL_output))); 
AXI_BRAM_3_dout <= MUXED_BRAM_dout(31+to_integer(unsigned(AXI3_MUX_SEL_output)) downto 
to_integer(unsigned(AXI3_MUX_SEL_output))); 
 
-- BRAM INPUT DEMULTIPLEXOR SIGNAL 
 
process(AXI0_MUX_SEL,AXI1_MUX_SEL,AXI2_MUX_SEL,AXI3_MUX_SEL) 
begin 
 
    for I in 0 to (disp_levels*PBlocks+1) loop 
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        if(unsigned(AXI0_MUX_SEL)=I)then 
            squareMux(2+3*I downto 3*I) <= "000"; 
        
        elsif(unsigned(AXI1_MUX_SEL)=I)then 
            squareMux(2+3*I downto 3*I) <= "001"; 
   
        elsif(unsigned(AXI2_MUX_SEL)=I)then 
            squareMux(2+3*I downto 3*I) <= "010"; 
         
        elsif(unsigned(AXI3_MUX_SEL)=I)then 
            squareMux(2+3*I downto 3*I) <= "011"; 
         
        else 
            squareMux(2+3*I downto 3*I) <= (others=>'1'); 
         
        end if; 
         
    end loop; 
end process; 
 
-- BRAM INPUT DEMULTIPLEXER: Nx 1 to 4 
 
InputMux: for I in 0 to disp_levels*PBlocks+1 generate 
 
    with squareMux(2+I*3 downto I*3) select MUXED_BRAM_din(31+I*32 downto I*32) <= 
             
        AXI_BRAM_0_din when "000", 
        AXI_BRAM_1_din when "001", 
        AXI_BRAM_2_din when "010", 
        AXI_BRAM_3_din when "011", 
        (others=>'0') when others; 
     
    with squareMux(2+I*3 downto I*3) select MUXED_BRAM_addr(14+I*15 downto I*15) <= 
                 
        AXI_BRAM_0_addr when "000", 
        AXI_BRAM_1_addr when "001", 
        AXI_BRAM_2_addr when "010", 
        AXI_BRAM_3_addr when "011", 
        (others=>'0') when others; 
             
    with squareMux(2+I*3 downto I*3) select MUXED_BRAM_en(I) <= 
                     
        AXI_BRAM_0_en when "000", 
        AXI_BRAM_1_en when "001", 
        AXI_BRAM_2_en when "010", 
        AXI_BRAM_3_en when "011", 
        '0' when others; 
                 
    with squareMux(2+I*3 downto I*3) select MUXED_BRAM_we(3+I*4 downto I*4) <= 
                         
        AXI_BRAM_0_we when "000", 
        AXI_BRAM_1_we when "001", 
        AXI_BRAM_2_we when "010", 
        AXI_BRAM_3_we when "011", 
        (others=>'0') when others; 
 
end generate InputMux; 
 
-- IMAGE OUTPUT MULTIPLEXOR SIGNAL 
 
ImageMux_L <= '1' when (squareMux(2+3*disp_levels*PBlocks downto 3*disp_levels*PBlocks)>"100") else '0'; 
ImageMux_R <= '1' when (squareMux(5+3*disp_levels*PBlocks downto 3+3*disp_levels*PBlocks)>"100") else '0'; 
 
-- IMAGE READ PORT ROUTING 
 
MUXED_BRAM_dout( 31 + (32*disp_levels*PBlocks) downto (32*disp_levels*PBlocks))<= pre_MUXED_BRAM_dout_L; 
L_BRAM_OUT_dout<= pre_MUXED_BRAM_dout_L; 
 
pre_MUXED_BRAM_addr_L <= MUXED_BRAM_addr( 14 + (15*disp_levels*PBlocks) downto (15*disp_levels*PBlocks)) when 
(ImageMux_L='0') else L_BRAM_OUT_addr; 
pre_MUXED_BRAM_din_L <= MUXED_BRAM_din( 31 + (32*disp_levels*PBlocks) downto (32*disp_levels*PBlocks)) when 
(ImageMux_L='0') else L_BRAM_OUT_din; 
pre_MUXED_BRAM_en_L <= MUXED_BRAM_en(disp_levels*PBlocks) when (ImageMux_L='0') else L_BRAM_OUT_en; 
pre_MUXED_BRAM_we_L <= MUXED_BRAM_we( 3 + (4*disp_levels*PBlocks) downto (4*disp_levels*PBlocks)) when (ImageMux_L='0') 
else L_BRAM_OUT_we; 
 
MUXED_BRAM_dout( 31 + (32+32*disp_levels*PBlocks) downto (32+32*disp_levels*PBlocks))<= pre_MUXED_BRAM_dout_R; 
R_BRAM_OUT_dout<= pre_MUXED_BRAM_dout_R; 
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pre_MUXED_BRAM_addr_R <= MUXED_BRAM_addr( 14 + (15+15*disp_levels*PBlocks) downto (15+15*disp_levels*PBlocks)) when 
(ImageMux_R='0') else R_BRAM_OUT_addr; 
pre_MUXED_BRAM_din_R <= MUXED_BRAM_din( 31 + (32+32*disp_levels*PBlocks) downto (32+32*disp_levels*PBlocks)) when 
(ImageMux_R='0') else R_BRAM_OUT_din; 
pre_MUXED_BRAM_en_R <= MUXED_BRAM_en(1+disp_levels*PBlocks) when (ImageMux_R='0') else R_BRAM_OUT_en; 
pre_MUXED_BRAM_we_R <= MUXED_BRAM_we( 3 + (4+4*disp_levels*PBlocks) downto (4+4*disp_levels*PBlocks)) when 
(ImageMux_R='0') else R_BRAM_OUT_we; 
 
----FullImageBlock: Full_Img_StereoBRAM_wrapper 
FullImageBlock: FIMG_PAIR 
port map( 
 
    BRAM_PORTA_0_addr => L_BRAM_IN_addr, 
    BRAM_PORTA_0_clk => CLK, 
    BRAM_PORTA_0_din => L_BRAM_IN_din, 
    BRAM_PORTA_0_dout => L_BRAM_IN_dout, 
    BRAM_PORTA_0_en => L_BRAM_IN_en, 
    BRAM_PORTA_0_we => L_BRAM_IN_we, 
    BRAM_PORTA_1_addr => R_BRAM_IN_addr, 
    BRAM_PORTA_1_clk => CLK, 
    BRAM_PORTA_1_din => R_BRAM_IN_din, 
    BRAM_PORTA_1_dout => R_BRAM_IN_dout, 
    BRAM_PORTA_1_en => R_BRAM_IN_en, 
    BRAM_PORTA_1_we => R_BRAM_IN_we, 
     
    BRAM_PORTB_0_addr => pre_MUXED_BRAM_addr_L, 
    BRAM_PORTB_0_clk => CLK, 
    BRAM_PORTB_0_din => pre_MUXED_BRAM_din_L, 
    BRAM_PORTB_0_dout => pre_MUXED_BRAM_dout_L, 
    BRAM_PORTB_0_en => pre_MUXED_BRAM_en_L, 
    BRAM_PORTB_0_we => pre_MUXED_BRAM_we_L, 
    BRAM_PORTB_1_addr => pre_MUXED_BRAM_addr_R, 
    BRAM_PORTB_1_clk => CLK, 
    BRAM_PORTB_1_din => pre_MUXED_BRAM_din_R, 
    BRAM_PORTB_1_dout => pre_MUXED_BRAM_dout_R, 
    BRAM_PORTB_1_en => pre_MUXED_BRAM_en_R, 
    BRAM_PORTB_1_we => pre_MUXED_BRAM_we_R 
 
); 
 
P_MEM_BLOCK: for I in 0 to (PBlocks-1) generate 
--P_MEM_BLOCK: for I in 0 to 0 generate               -- TESTING ONLY 
 
    B: PATH_BLOCK 
    generic map( 
        disp_levels => disp_levels 
    ) 
     
    port map( 
        CLK => CLK, 
        BRAM_PORTA_addr => PB_BRAM_PORTA_addr( (15*disp_levels*(I+1))-1 downto 15*disp_levels*I ), 
        BRAM_PORTA_din => PB_BRAM_PORTA_din( (32*disp_levels*(I+1))-1 downto 32*disp_levels*I ), 
        BRAM_PORTA_dout => PB_BRAM_PORTA_dout( (32*disp_levels*(I+1))-1 downto 32*disp_levels*I ), 
        BRAM_PORTA_en => PB_BRAM_PORTA_en((I+1)*disp_levels-1 downto I*disp_levels), 
        BRAM_PORTA_we => PB_BRAM_PORTA_we(4*(I+1)*disp_levels-1 downto 4*I*disp_levels), 
         
        BRAM_PORTB_addr => MUXED_BRAM_addr( (15*disp_levels*(I+1))-1 downto 15*disp_levels*I ), 
        BRAM_PORTB_din => MUXED_BRAM_din( (32*disp_levels*(I+1))-1 downto 32*disp_levels*I ), 
        BRAM_PORTB_dout => MUXED_BRAM_dout( (32*disp_levels*(I+1))-1 downto 32*disp_levels*I ), 
        BRAM_PORTB_en => MUXED_BRAM_en((I+1)*disp_levels-1 downto I*disp_levels), 
        BRAM_PORTB_we => MUXED_BRAM_we(4*(I+1)*disp_levels-1 downto 4*I*disp_levels)     
    ); 
 
end generate P_MEM_BLOCK; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: FIMG_PAIR.vhd 
 
-- Module name: FULL IMAGE PAIR 
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-- Description: Top Module for the BRAM Region that 
--              stores the raw Input Data from the  
--              OV7670 Cameras 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
 
entity FIMG_PAIR is 
Port( 
     BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
     BRAM_PORTA_0_clk : in STD_LOGIC; 
     BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTA_0_en : in STD_LOGIC; 
     BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
     BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
     BRAM_PORTB_0_clk : in STD_LOGIC; 
     BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTB_0_en : in STD_LOGIC; 
     BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
     BRAM_PORTA_1_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
     BRAM_PORTA_1_clk : in STD_LOGIC; 
     BRAM_PORTA_1_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTA_1_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTA_1_en : in STD_LOGIC; 
     BRAM_PORTA_1_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
     BRAM_PORTB_1_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
     BRAM_PORTB_1_clk : in STD_LOGIC; 
     BRAM_PORTB_1_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTB_1_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
     BRAM_PORTB_1_en : in STD_LOGIC; 
     BRAM_PORTB_1_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
 
end FIMG_PAIR; 
 
architecture Behavioral of FIMG_PAIR is 
 
component FIMG_BRAM_infer is 
Port( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
end component FIMG_BRAM_infer; 
 
begin 
 
FIMG_BRAM_L: FIMG_BRAM_infer 
port map( 
    BRAM_PORTA_0_addr =>BRAM_PORTA_0_addr, 
    BRAM_PORTA_0_clk =>BRAM_PORTA_0_clk, 
    BRAM_PORTA_0_din =>BRAM_PORTA_0_din, 
    BRAM_PORTA_0_dout =>BRAM_PORTA_0_dout, 
    BRAM_PORTA_0_en =>BRAM_PORTA_0_en, 
    BRAM_PORTA_0_we =>BRAM_PORTA_0_we, 
    BRAM_PORTB_0_addr =>BRAM_PORTB_0_addr, 
    BRAM_PORTB_0_clk =>BRAM_PORTB_0_clk, 
    BRAM_PORTB_0_din =>BRAM_PORTB_0_din, 
    BRAM_PORTB_0_dout =>BRAM_PORTB_0_dout, 
    BRAM_PORTB_0_en =>BRAM_PORTB_0_en, 
    BRAM_PORTB_0_we =>BRAM_PORTB_0_we 
); 
 
FIMG_BRAM_R: FIMG_BRAM_infer 
port map( 
    BRAM_PORTA_0_addr =>BRAM_PORTA_1_addr, 
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    BRAM_PORTA_0_clk =>BRAM_PORTA_1_clk, 
    BRAM_PORTA_0_din =>BRAM_PORTA_1_din, 
    BRAM_PORTA_0_dout =>BRAM_PORTA_1_dout, 
    BRAM_PORTA_0_en =>BRAM_PORTA_1_en, 
    BRAM_PORTA_0_we =>BRAM_PORTA_1_we, 
    BRAM_PORTB_0_addr =>BRAM_PORTB_1_addr, 
    BRAM_PORTB_0_clk =>BRAM_PORTB_1_clk, 
    BRAM_PORTB_0_din =>BRAM_PORTB_1_din, 
    BRAM_PORTB_0_dout =>BRAM_PORTB_1_dout, 
    BRAM_PORTB_0_en =>BRAM_PORTB_1_en, 
    BRAM_PORTB_0_we =>BRAM_PORTB_1_we 
); 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: FIMG_BRAM_infer.vhd 
 
-- Module name: FULL IMAGE BRAM Inferred 
 
-- Description: BRAM Block that stores one 320x240 
--              image from one of the cameras by 
--              concatenating 20 BRAMs 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
 
entity FIMG_BRAM_infer is 
Port( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 14 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
 
end FIMG_BRAM_infer; 
 
architecture Behavioral of FIMG_BRAM_infer is 
 
component BRAM16BLOCK is 
generic( 
    width     : integer := 32; 
    highAddr  : integer := 16383 -- highest address (= size-1) 
); 
Port( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 13 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 13 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
 
end component; 
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component BRAM4BLOCK is 
generic( 
    width     : integer := 32; 
    highAddr  : integer := 4095 -- highest address (= size-1) 
); 
Port( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
end component; 
 
signal L_PORTA_DOUT : STD_LOGIC_VECTOR ( 31 downto 0 ); 
signal H_PORTA_DOUT : STD_LOGIC_VECTOR ( 31 downto 0 ); 
 
signal L_PORTB_DOUT : STD_LOGIC_VECTOR ( 31 downto 0 ); 
signal H_PORTB_DOUT : STD_LOGIC_VECTOR ( 31 downto 0 ); 
 
signal L_PORTA_EN : STD_LOGIC; 
signal H_PORTA_EN : STD_LOGIC; 
signal L_PORTB_EN : STD_LOGIC; 
signal H_PORTB_EN : STD_LOGIC; 
 
begin 
 
BRAM_PORTA_0_dout <= L_PORTA_DOUT when BRAM_PORTA_0_addr(14)='0' else H_PORTA_DOUT; 
BRAM_PORTB_0_dout <= L_PORTB_DOUT when BRAM_PORTB_0_addr(14)='0' else H_PORTB_DOUT; 
 
L_PORTA_EN <= BRAM_PORTA_0_en when BRAM_PORTA_0_addr(14)='0' else '0'; 
H_PORTA_EN <= BRAM_PORTA_0_en when BRAM_PORTA_0_addr(14)='1' else '0'; 
 
L_PORTB_EN <= BRAM_PORTB_0_en when BRAM_PORTB_0_addr(14)='0' else '0'; 
H_PORTB_EN <= BRAM_PORTB_0_en when BRAM_PORTB_0_addr(14)='1' else '0'; 
 
B16: BRAM16BLOCK 
port map( 
        BRAM_PORTA_0_addr =>BRAM_PORTA_0_addr(13 downto 0), 
        BRAM_PORTA_0_clk =>BRAM_PORTA_0_clk, 
        BRAM_PORTA_0_din =>BRAM_PORTA_0_din, 
        BRAM_PORTA_0_dout =>L_PORTA_DOUT, 
        BRAM_PORTA_0_en =>L_PORTA_EN, 
        BRAM_PORTA_0_we =>BRAM_PORTA_0_we, 
        BRAM_PORTB_0_addr =>BRAM_PORTB_0_addr(13 downto 0), 
        BRAM_PORTB_0_clk =>BRAM_PORTB_0_clk, 
        BRAM_PORTB_0_din =>BRAM_PORTB_0_din, 
        BRAM_PORTB_0_dout =>L_PORTB_DOUT, 
        BRAM_PORTB_0_en =>L_PORTB_EN, 
        BRAM_PORTB_0_we =>BRAM_PORTB_0_we 
); 
 
B4: BRAM4BLOCK 
port map( 
        BRAM_PORTA_0_addr =>BRAM_PORTA_0_addr(11 downto 0), 
        BRAM_PORTA_0_clk =>BRAM_PORTA_0_clk, 
        BRAM_PORTA_0_din =>BRAM_PORTA_0_din, 
        BRAM_PORTA_0_dout =>H_PORTA_DOUT, 
        BRAM_PORTA_0_en =>H_PORTA_EN, 
        BRAM_PORTA_0_we =>BRAM_PORTA_0_we, 
        BRAM_PORTB_0_addr =>BRAM_PORTB_0_addr(11 downto 0), 
        BRAM_PORTB_0_clk =>BRAM_PORTB_0_clk, 
        BRAM_PORTB_0_din =>BRAM_PORTB_0_din, 
        BRAM_PORTB_0_dout =>H_PORTB_DOUT, 
        BRAM_PORTB_0_en =>H_PORTB_EN, 
        BRAM_PORTB_0_we =>BRAM_PORTB_0_we 
); 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
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-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: BRAM16BLOCK.vhd 
 
-- Module name: BRAM16BLOCK 
 
-- Description: Instantiation of 16 BRAMs as 
--              a dual-port BRAM Block 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.std_logic_unsigned.all; 
 
entity BRAM16BLOCK is 
generic( 
    width     : integer := 32; 
    highAddr  : integer := 16383 -- highest address (= size-1) 
); 
Port( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 13 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 13 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
 
end BRAM16BLOCK; 
 
architecture Behavioral of BRAM16BLOCK is 
 
type Tmem is array (highAddr downto 0) of std_logic_vector(width-1 downto 0); 
 
shared variable memory: Tmem; 
 
signal PORTA_OUT : STD_LOGIC_VECTOR(31 downto 0); 
signal PORTB_OUT : STD_LOGIC_VECTOR(31 downto 0); 
 
begin 
 
-- BRAM PORT A 
process(BRAM_PORTA_0_clk)is 
begin 
    if(rising_edge(BRAM_PORTA_0_clk))then 
     
        if(BRAM_PORTA_0_en='1')then 
         
            if(BRAM_PORTA_0_we(3)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(31 downto 24):= BRAM_PORTA_0_din(31 downto 24); 
            end if; 
             
            if(BRAM_PORTA_0_we(2)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(23 downto 16):= BRAM_PORTA_0_din(23 downto 16); 
            end if; 
             
            if(BRAM_PORTA_0_we(1)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(15 downto 8):= BRAM_PORTA_0_din(15 downto 8); 
            end if; 
             
            if(BRAM_PORTA_0_we(0)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(7 downto 0):= BRAM_PORTA_0_din(7 downto 0);   
            end if; 
             
            PORTA_OUT <= memory(conv_integer(BRAM_PORTA_0_addr)); 
             
        end if; 
         
        BRAM_PORTA_0_dout <= PORTA_OUT; 
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    end if; 
end process; 
 
-- BRAM PORT B 
process(BRAM_PORTB_0_clk)is 
begin 
    if(rising_edge(BRAM_PORTB_0_clk))then 
     
        if(BRAM_PORTB_0_en='1')then 
         
            if(BRAM_PORTB_0_we(3)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(31 downto 24):= BRAM_PORTB_0_din(31 downto 24); 
            end if; 
             
            if(BRAM_PORTB_0_we(2)='1')then 
               memory(conv_integer(BRAM_PORTB_0_addr))(23 downto 16):= BRAM_PORTB_0_din(23 downto 16); 
            end if; 
             
            if(BRAM_PORTB_0_we(1)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(15 downto 8):= BRAM_PORTB_0_din(15 downto 8); 
            end if; 
             
            if(BRAM_PORTB_0_we(0)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(7 downto 0):= BRAM_PORTB_0_din(7 downto 0);   
            end if; 
             
            PORTB_OUT <= memory(conv_integer(BRAM_PORTB_0_addr)); 
             
        end if; 
         
        BRAM_PORTB_0_dout <= PORTB_OUT; 
         
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: BRAM4BLOCK.vhd 
 
-- Module name: BRAM4BLOCK 
 
-- Description: Instantiation of 4 BRAMs as 
--              a dual-port BRAM Block 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.std_logic_unsigned.all; 
 
entity BRAM4BLOCK is 
generic( 
    width     : integer := 32; 
    highAddr  : integer := 4095 -- highest address (= size-1) 
); 
Port( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 11 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
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end BRAM4BLOCK; 
 
architecture Behavioral of BRAM4BLOCK is 
 
type Tmem is array (highAddr downto 0) of std_logic_vector(width-1 downto 0); 
 
shared variable memory: Tmem; 
 
signal PORTA_OUT : STD_LOGIC_VECTOR(31 downto 0); 
signal PORTB_OUT : STD_LOGIC_VECTOR(31 downto 0); 
 
begin 
 
-- BRAM PORT A 
process(BRAM_PORTA_0_clk)is 
begin 
    if(rising_edge(BRAM_PORTA_0_clk))then 
     
        if(BRAM_PORTA_0_en='1')then 
         
            if(BRAM_PORTA_0_we(3)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(31 downto 24):= BRAM_PORTA_0_din(31 downto 24); 
            end if; 
             
            if(BRAM_PORTA_0_we(2)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(23 downto 16):= BRAM_PORTA_0_din(23 downto 16); 
            end if; 
             
            if(BRAM_PORTA_0_we(1)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(15 downto 8):= BRAM_PORTA_0_din(15 downto 8); 
            end if; 
             
            if(BRAM_PORTA_0_we(0)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(7 downto 0):= BRAM_PORTA_0_din(7 downto 0);   
            end if; 
             
            PORTA_OUT <= memory(conv_integer(BRAM_PORTA_0_addr)); 
             
        end if; 
         
        BRAM_PORTA_0_dout <= PORTA_OUT; 
         
    end if; 
end process; 
 
-- BRAM PORT B 
process(BRAM_PORTB_0_clk)is 
begin 
    if(rising_edge(BRAM_PORTB_0_clk))then 
     
        if(BRAM_PORTB_0_en='1')then 
         
            if(BRAM_PORTB_0_we(3)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(31 downto 24):= BRAM_PORTB_0_din(31 downto 24); 
            end if; 
             
            if(BRAM_PORTB_0_we(2)='1')then 
               memory(conv_integer(BRAM_PORTB_0_addr))(23 downto 16):= BRAM_PORTB_0_din(23 downto 16); 
            end if; 
             
            if(BRAM_PORTB_0_we(1)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(15 downto 8):= BRAM_PORTB_0_din(15 downto 8); 
            end if; 
             
            if(BRAM_PORTB_0_we(0)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(7 downto 0):= BRAM_PORTB_0_din(7 downto 0);   
            end if; 
             
            PORTB_OUT <= memory(conv_integer(BRAM_PORTB_0_addr)); 
             
        end if; 
         
        BRAM_PORTB_0_dout <= PORTB_OUT; 
         
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
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-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: PATH_BLOCK.vhd 
 
-- Module name: PATH BLOCK 
 
-- Description: Top module for 10 independent BRAM Atoms. 
--              Associated with a Processor Core 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
 
entity PATH_BLOCK is 
 
generic( 
 
    constant disp_levels : integer := 10 
     
); 
Port ( 
    CLK : in STD_LOGIC; 
    BRAM_PORTA_addr : in STD_LOGIC_VECTOR ( (15*disp_levels)-1 downto 0 ); 
    BRAM_PORTA_din : in STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTA_dout : out STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTA_en : in STD_LOGIC_VECTOR(disp_levels-1 downto 0); 
    BRAM_PORTA_we : in STD_LOGIC_VECTOR((4*disp_levels)-1 downto 0); 
    BRAM_PORTB_addr : in STD_LOGIC_VECTOR ( (15*disp_levels)-1 downto 0 ); 
    BRAM_PORTB_din : in STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTB_dout : out STD_LOGIC_VECTOR ( (32*disp_levels)-1 downto 0 ); 
    BRAM_PORTB_en : in STD_LOGIC_VECTOR(disp_levels-1 downto 0); 
    BRAM_PORTB_we : in STD_LOGIC_VECTOR((4*disp_levels)-1 downto 0) 
); 
 
end PATH_BLOCK; 
 
architecture Behavioral of PATH_BLOCK is 
 
--component BRAM_ATOM_wrapper 
component BRAM_ATOM_infer 
generic( 
    width     : integer := 32; 
    highAddr  : integer := 1023 -- highest address (= size-1) 
); 
port ( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 10 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 10 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
  ); 
end component; 
 
begin 
 
MEM: for I in 0 to (disp_levels-1) generate 
 
    --BR: BRAM_ATOM_wrapper 
    BR: BRAM_ATOM_infer 
    generic map( 
        width => 32, 
        highAddr => 2047 
    ) 
    port map 
    ( 
        BRAM_PORTA_0_addr => BRAM_PORTA_addr(10+I*15 downto I*15), 
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        BRAM_PORTA_0_clk => CLK, 
        BRAM_PORTA_0_din => BRAM_PORTA_din(((I+1)*32)-1 downto I*32), 
        BRAM_PORTA_0_dout => BRAM_PORTA_dout(((I+1)*32)-1 downto I*32), 
        BRAM_PORTA_0_en => BRAM_PORTA_en(I), 
        BRAM_PORTA_0_we => BRAM_PORTA_we(((I+1)*4)-1 downto I*4), 
        BRAM_PORTB_0_addr => BRAM_PORTB_addr(10+I*15 downto I*15), 
        BRAM_PORTB_0_clk => CLK, 
        BRAM_PORTB_0_din => BRAM_PORTB_din(((I+1)*32)-1 downto I*32), 
        BRAM_PORTB_0_dout => BRAM_PORTB_dout(((I+1)*32)-1 downto I*32), 
        BRAM_PORTB_0_en => BRAM_PORTB_en(I), 
        BRAM_PORTB_0_we => BRAM_PORTB_we(((I+1)*4)-1 downto I*4) 
    ); 
 
end generate MEM; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: BRAM_ATOM_infer.vhd 
 
-- Module name: BRAM ATOM Inferred 
 
-- Description: BRAM Block used to store computation 
--              data composed of 2 BRAMs inferred as 
--              true dual port 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.std_logic_unsigned.all; 
 
entity BRAM_ATOM_infer is 
generic( 
    width     : integer := 32; 
    highAddr  : integer := 1023 -- highest address (= size-1) 
); 
Port( 
    BRAM_PORTA_0_addr : in STD_LOGIC_VECTOR ( 10 downto 0 ); 
    BRAM_PORTA_0_clk : in STD_LOGIC; 
    BRAM_PORTA_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTA_0_en : in STD_LOGIC; 
    BRAM_PORTA_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ); 
    BRAM_PORTB_0_addr : in STD_LOGIC_VECTOR ( 10 downto 0 ); 
    BRAM_PORTB_0_clk : in STD_LOGIC; 
    BRAM_PORTB_0_din : in STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_dout : out STD_LOGIC_VECTOR ( 31 downto 0 ); 
    BRAM_PORTB_0_en : in STD_LOGIC; 
    BRAM_PORTB_0_we : in STD_LOGIC_VECTOR ( 3 downto 0 ) 
); 
 
end BRAM_ATOM_infer; 
 
architecture Behavioral of BRAM_ATOM_infer is 
 
type Tmem is array (highAddr downto 0) of std_logic_vector(width-1 downto 0); 
 
shared variable memory: Tmem; 
 
signal PORTA_OUT : STD_LOGIC_VECTOR(31 downto 0); 
signal PORTB_OUT : STD_LOGIC_VECTOR(31 downto 0); 
 
begin 
 
-- BRAM PORT A 
process(BRAM_PORTA_0_clk)is 
begin 
    if(rising_edge(BRAM_PORTA_0_clk))then 
     
        if(BRAM_PORTA_0_en='1')then 
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            if(BRAM_PORTA_0_we(3)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(31 downto 24):= BRAM_PORTA_0_din(31 downto 24); 
            end if; 
             
            if(BRAM_PORTA_0_we(2)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(23 downto 16):= BRAM_PORTA_0_din(23 downto 16); 
            end if; 
             
            if(BRAM_PORTA_0_we(1)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(15 downto 8):= BRAM_PORTA_0_din(15 downto 8); 
            end if; 
             
            if(BRAM_PORTA_0_we(0)='1')then 
                memory(conv_integer(BRAM_PORTA_0_addr))(7 downto 0):= BRAM_PORTA_0_din(7 downto 0);   
            end if; 
             
            PORTA_OUT <= memory(conv_integer(BRAM_PORTA_0_addr)); 
             
        end if; 
         
        BRAM_PORTA_0_dout <= PORTA_OUT; 
         
    end if; 
end process; 
 
-- BRAM PORT B 
process(BRAM_PORTB_0_clk)is 
begin 
    if(rising_edge(BRAM_PORTB_0_clk))then 
     
        if(BRAM_PORTB_0_en='1')then 
         
            if(BRAM_PORTB_0_we(3)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(31 downto 24):= BRAM_PORTB_0_din(31 downto 24); 
            end if; 
             
            if(BRAM_PORTB_0_we(2)='1')then 
               memory(conv_integer(BRAM_PORTB_0_addr))(23 downto 16):= BRAM_PORTB_0_din(23 downto 16); 
            end if; 
             
            if(BRAM_PORTB_0_we(1)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(15 downto 8):= BRAM_PORTB_0_din(15 downto 8); 
            end if; 
             
            if(BRAM_PORTB_0_we(0)='1')then 
                memory(conv_integer(BRAM_PORTB_0_addr))(7 downto 0):= BRAM_PORTB_0_din(7 downto 0);   
            end if; 
             
            PORTB_OUT <= memory(conv_integer(BRAM_PORTB_0_addr)); 
             
        end if; 
         
        BRAM_PORTB_0_dout <= PORTB_OUT; 
         
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: SPP.vhd 
 
-- Module name: STEREO PAIR PERIPHERAL (SPP) 
 
-- Description: Top module and controller of the image  
--              acquisition system for the OV7670 Cameras 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
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-- ENTITY DECLARATION -- 
 
entity SPP is 
    Port ( 
           -- General, common ports 
           CLK : in STD_LOGIC; 
           RST : in STD_LOGIC; 
            
           ALG_OPCODE : in STD_LOGIC_VECTOR(3 downto 0); 
            
           -- SCCB Configuration Interface 
           SERIAL_LRB : in STD_LOGIC_VECTOR(2 downto 0);    -- "001" => Left, "010" => Right, "011" => Both 
           REG_ID : in STD_LOGIC_VECTOR(7 downto 0); 
           REG_DATA : in STD_LOGIC_VECTOR(7 downto 0); 
           SERIAL_TRIG : in STD_LOGIC; 
           SERIAL_BUSY_L : out STD_LOGIC; 
           SERIAL_BUSY_R : out STD_LOGIC; 
 
           STEP_TRIGGER : in STD_LOGIC; 
           IMG_DONE : out STD_LOGIC; 
            
           -- Left BRAM Block Interface 
           L_BRAM_ADDRA : out STD_LOGIC_VECTOR (14 downto 0); 
           L_BRAM_CLKA : out STD_LOGIC; 
           L_BRAM_DINA : out STD_LOGIC_VECTOR (31 downto 0); 
           L_BRAM_ENA : out STD_LOGIC; 
           L_BRAM_RSTA : out STD_LOGIC; 
           L_BRAM_WEA : out STD_LOGIC_VECTOR(3 downto 0); 
            
           -- Right BRAM Block Interface 
           R_BRAM_ADDRA : out STD_LOGIC_VECTOR (14 downto 0); 
           R_BRAM_CLKA : out STD_LOGIC; 
           R_BRAM_DINA : out STD_LOGIC_VECTOR (31 downto 0); 
           R_BRAM_ENA : out STD_LOGIC; 
           R_BRAM_RSTA : out STD_LOGIC; 
           R_BRAM_WEA : out STD_LOGIC_VECTOR(3 downto 0); 
            
           -- CAMERA INTERFACE - Left 
           CAM_DATA_L : in STD_LOGIC_VECTOR (7 downto 0); 
           CAM_PCLK_L : in STD_LOGIC; 
           CAM_HREF_L : in STD_LOGIC; 
           CAM_VSYNC_L : in STD_LOGIC; 
           CAM_SDA_L : out STD_LOGIC; 
           CAM_SCL_L : out STD_LOGIC; 
            
           -- CAMERA INTERFACE - Right 
           CAM_DATA_R : in STD_LOGIC_VECTOR (7 downto 0); 
           CAM_PCLK_R : in STD_LOGIC; 
           CAM_HREF_R : in STD_LOGIC; 
           CAM_VSYNC_R : in STD_LOGIC; 
           CAM_SDA_R : out STD_LOGIC; 
           CAM_SCL_R : out STD_LOGIC; 
            
           -- CAMERA INTERFACE - Common 
           CAM_XCLK : out STD_LOGIC; 
           CAM_PWDN : out STD_LOGIC; 
           CAM_RST : out STD_LOGIC); 
            
end SPP; 
 
-- SUB-MODULES -- 
 
architecture Behavioral of SPP is 
 
component SCCB_MOD 
    port(   
           CLK : in STD_LOGIC; 
           RST : in STD_LOGIC; 
           START : in STD_LOGIC; 
           SCCB_DATA : in STD_LOGIC_VECTOR (7 downto 0); 
           SCCB_AD : in STD_LOGIC_VECTOR (7 downto 0); 
           SCL : out STD_LOGIC; 
           SDA : out STD_LOGIC; 
           BUSY : out STD_LOGIC); 
end component; 
 
component DATA_MOD 
    Port (  
           DATA_INPUT : in STD_LOGIC_VECTOR (7 downto 0); 
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           CLK : in STD_LOGIC; 
           PCLK : in STD_LOGIC; 
           RST : in STD_LOGIC; 
           HREF : in STD_LOGIC; 
           VSYNC : in STD_LOGIC; 
           DATA_EN : in STD_LOGIC;   
           DATA_OUT : out STD_LOGIC_VECTOR (31 downto 0);      
           ADDRESS : out STD_LOGIC_VECTOR(14 downto 0); 
           ROW : out STD_LOGIC_VECTOR(7 downto 0); 
           PIXEL : out STD_LOGIC_VECTOR(8 downto 0); 
           PIXEL_OV_Flag : out STD_LOGIC; 
           PIXEL_UF_Flag : out STD_LOGIC; 
           OUT_TRIG : out STD_LOGIC); 
 
end component; 
 
-- SIGNALS -- 
 
type SCCB_CON is (WAIT_FLAG,C0,CW1,Cinit); 
type InitConfig is (iCW0,iC0,iCW1); 
signal SCCB_STATE_L : SCCB_CON; 
signal SCCB_STATE_R : SCCB_CON; 
 
signal InitConfig_L : InitConfig; 
signal InitConfig_R : InitConfig; 
 
type TIPUS_PRINCIPAL is (START,CONFIGURE,IMPORT,IMPORT_TRIGGER,IDLE); 
signal ESTAT_P : TIPUS_PRINCIPAL; 
 
type TIPUS_ADDR is (HOLD,OUTPUT); 
signal AD_STATE_L : TIPUS_ADDR; 
signal AD_STATE_R : TIPUS_ADDR; 
 
signal BRAM_DATA_L : STD_LOGIC_VECTOR(31 downto 0); 
signal BRAM_DATA_R : STD_LOGIC_VECTOR(31 downto 0); 
 
signal OUT_TRIG_L : STD_LOGIC; 
signal OUT_TRIG_R : STD_LOGIC; 
 
signal PWDN_aux : STD_LOGIC; 
 
-- SCCB Bus Signals -- 
 
signal SERIAL_TRIG_aux : STD_LOGIC; 
 
signal SCCB_trigger_L : STD_LOGIC; 
signal SCCB_DATA_L : STD_LOGIC_VECTOR (7 downto 0); 
signal SCCB_AD_L : STD_LOGIC_VECTOR (7 downto 0); 
signal SCCB_BUSY_L : STD_LOGIC; 
 
signal SCCB_trigger_R : STD_LOGIC; 
signal SCCB_DATA_R : STD_LOGIC_VECTOR (7 downto 0); 
signal SCCB_AD_R : STD_LOGIC_VECTOR (7 downto 0); 
signal SCCB_BUSY_R : STD_LOGIC; 
 
signal RESET_CONFIG_L : STD_LOGIC; 
signal RESET_CONFIG_R : STD_LOGIC; 
 
-- BRAM Signals 
 
signal cnt_L : STD_LOGIC_VECTOR(3 downto 0); 
signal cnt_R : STD_LOGIC_VECTOR(3 downto 0); 
 
-- Control Signals -- 
 
signal DATA_EN_L : STD_LOGIC; 
signal DATA_EN_R : STD_LOGIC; 
signal pres_XCLK : STD_LOGIC_VECTOR (1 downto 0); 
signal CAM_XCLK_aux : STD_LOGIC; 
signal powercounter : STD_LOGIC_VECTOR (18 downto 0); 
 
signal VSYNC_count_L : STD_LOGIC_VECTOR (6 downto 0); 
signal VSYNC_de_L : STD_LOGIC; 
signal VSYNC_aux_L : STD_LOGIC; 
 
signal VSYNC_count_R : STD_LOGIC_VECTOR (6 downto 0); 
signal VSYNC_de_R : STD_LOGIC; 
signal VSYNC_aux_R : STD_LOGIC; 
 
signal OPCODE_aux : STD_LOGIC_VECTOR(3 downto 0); 
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signal STEP_aux : STD_LOGIC:= '0'; 
 
begin 
 
CAM_XCLK<=CAM_XCLK_aux; 
L_BRAM_CLKA<=CLK; 
R_BRAM_CLKA<=CLK; 
 
CAM_PWDN <= PWDN_aux; 
 
CAM_RST<=RST; 
L_BRAM_RSTA<=RST; 
R_BRAM_RSTA<=RST; 
 
L_BRAM_WEA<=(others=>'1');  -- Always writing 
R_BRAM_WEA<=(others=>'1'); 
 
SCCB_LEFT : SCCB_MOD 
    port map(   CLK=>CLK, 
                RST=>RST, 
                START=>SCCB_trigger_L, 
                SCCB_DATA=>SCCB_DATA_L, 
                SCCB_AD=>SCCB_AD_L, 
                SCL=>CAM_SCL_L, 
                SDA=>CAM_SDA_L, 
                BUSY=>SCCB_BUSY_L); 
 
SCCB_RIGHT : SCCB_MOD 
    port map(   CLK=>CLK, 
                RST=>RST, 
                START=>SCCB_trigger_R, 
                SCCB_DATA=>SCCB_DATA_R, 
                SCCB_AD=>SCCB_AD_R, 
                SCL=>CAM_SCL_R, 
                SDA=>CAM_SDA_R, 
                BUSY=>SCCB_BUSY_R); 
 
DATA_IMPORTER_LEFT : DATA_MOD 
    port map(   DATA_INPUT=>CAM_DATA_L, 
                CLK=>CLK, 
                PCLK=>CAM_PCLK_L, 
                RST=>RST, 
                HREF=>CAM_HREF_L, 
                VSYNC=>VSYNC_de_L, 
                DATA_EN=>DATA_EN_L, 
                DATA_OUT=>BRAM_DATA_L, 
                ADDRESS=>L_BRAM_ADDRA, 
--                ROW => ROW_L, 
--                PIXEL => PIXEL_L, 
--                PIXEL_OV_Flag => PIXEL_OV_Flag_L, 
--                PIXEL_UF_Flag => PIXEL_UF_Flag_L, 
                OUT_TRIG=>OUT_TRIG_L); 
                 
DATA_IMPORTER_RIGHT : DATA_MOD 
    port map(   DATA_INPUT=>CAM_DATA_R, 
                CLK=>CLK, 
                PCLK=>CAM_PCLK_R, 
                RST=>RST, 
                HREF=>CAM_HREF_R, 
                VSYNC=>VSYNC_de_R, 
                DATA_EN=>DATA_EN_R, 
                DATA_OUT=>BRAM_DATA_R, 
                ADDRESS=>R_BRAM_ADDRA, 
--                ROW => ROW_R, 
--                PIXEL => PIXEL_R, 
--                PIXEL_OV_Flag => PIXEL_OV_Flag_R, 
--                PIXEL_UF_Flag => PIXEL_UF_Flag_R, 
                OUT_TRIG=>OUT_TRIG_R); 
 
-- GENERATION OF XCLK FOR THE OV7675 Cameras -- 
 
XCLK_process: process(CLK) 
begin 
    if (rising_edge(CLK)) then 
        if (RST='0') then 
            CAM_XCLK_aux<='0'; 
            pres_XCLK<=(others=>'0'); 
        else 
            pres_XCLK<=pres_XCLK+1; 
            if (pres_XCLK=1) then                
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                CAM_XCLK_aux<=not(CAM_XCLK_aux);        -- XCLK -> 25 MHz 
                pres_XCLK<=(others=>'0'); 
            end if; 
        end if; 
    end if; 
end process; 
 
-- CONTROL OF THE MAIN FSM -- 
 
CAMERA_FSM: process(CLK) 
begin 
    if (rising_edge(CLK)) then 
        if (RST='0') then 
            ESTAT_P<=START; 
            --ESTAT_P<=IDLE;      -- With TB Only 
            powercounter<=(others=>'0'); 
            DATA_EN_L<='0'; 
            DATA_EN_R<='0'; 
            PWDN_aux<='1'; 
             
        else 
         
            OPCODE_aux <= ALG_OPCODE; 
            STEP_aux <= STEP_TRIGGER; 
             
            VSYNC_aux_L <= VSYNC_de_L; 
            VSYNC_aux_R <= VSYNC_de_R; 
         
            case ESTAT_P is 
                 
                -- START SEQUENCE: 
                 
                when START=>                            -- CAMERA INITIALIZATION 
                    PWDN_aux<='1'; 
                    powercounter<=powercounter+1;       --5 ms hold to start the camera 
                    if (powercounter=499999) then 
                        PWDN_aux<='0'; 
                        powercounter<=(others=>'0'); 
                        ESTAT_P<=CONFIGURE; 
                         
                    end if; 
                 
                when CONFIGURE=> 
                    if((SCCB_STATE_L=WAIT_FLAG)and(SCCB_STATE_R=WAIT_FLAG))then 
                        ESTAT_P<=IDLE; 
                    end if; 
                 
                when IMPORT_TRIGGER=> 
                     
                    if((VSYNC_de_L='1')and(VSYNC_aux_L='0')) then 
                        DATA_EN_L<='1'; 
                    end if; 
                     
                    if((VSYNC_de_L='1')and(VSYNC_aux_L='0')) then 
                        DATA_EN_R<='1'; 
                    end if; 
                     
                    if(DATA_EN_L = '1' and DATA_EN_R = '1')then 
                        ESTAT_P<=IMPORT; 
                    end if; 
 
                when IMPORT=> 
                     
                    if((VSYNC_de_L='1')and(VSYNC_aux_L='0')) then 
                        DATA_EN_L<='0'; 
                    end if; 
                     
                    if((VSYNC_de_L='1')and(VSYNC_aux_L='0')) then 
                        DATA_EN_R<='0'; 
                    end if; 
                     
                    if(DATA_EN_L = '0' and DATA_EN_R = '0')then 
                        ESTAT_P<=IDLE; 
                        IMG_DONE <= '1'; 
                    end if; 
                 
                 when IDLE=>    
                 
                    IMG_DONE <= '0'; 
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                    if((ALG_OPCODE = x"0") and (STEP_TRIGGER = '1') and (STEP_aux = '0'))then 
                        ESTAT_P<=IMPORT_TRIGGER; 
                    end if; 
            end case; 
        end if; 
    end if; 
end process; 
 
-- BLOCK RAM ADDRESSING -- 
 
L_BRAM_output: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
        if((RST='0')or(VSYNC_de_L='1')) then 
            AD_STATE_L<=HOLD; 
            L_BRAM_DINA<=(others=>'1'); 
            L_BRAM_ENA<='0'; 
            cnt_L<=(others=>'0'); 
        
        else 
         
            if(DATA_EN_L = '1') then 
                case(AD_STATE_L)is 
                 
                    when HOLD=> 
                     
                        L_BRAM_ENA<='0'; 
                     
                        if(OUT_TRIG_L='1')then 
                            AD_STATE_L<=OUTPUT; 
                            L_BRAM_DINA<=BRAM_DATA_L; 
                        end if; 
                     
                    when OUTPUT=> 
     
                        cnt_L<=cnt_L+1; 
                         
                        if(cnt_L=3)then 
                            L_BRAM_ENA<='1'; 
                        end if; 
                         
                        if(cnt_L=6)then 
                            AD_STATE_L<=HOLD; 
                        end if; 
                         
                end case; 
            end if; 
        end if; 
    end if; 
end process; 
 
R_BRAM_output: process(CLK) 
begin 
    if(rising_edge(CLK)) then 
        if((RST='0')or(VSYNC_de_R='1')) then 
            AD_STATE_R<=HOLD; 
            R_BRAM_DINA<=(others=>'1'); 
            R_BRAM_ENA<='0'; 
            cnt_R<=(others=>'0'); 
        
        else      
         
            if(DATA_EN_R = '1') then 
                case(AD_STATE_R)is 
                         
                    when HOLD=> 
                     
                        R_BRAM_ENA<='0'; 
                     
                        if(OUT_TRIG_R='1')then 
                            AD_STATE_R<=OUTPUT; 
                            R_BRAM_DINA<=BRAM_DATA_R; 
                        end if; 
                     
                    when OUTPUT=> 
     
                        cnt_R<=cnt_R+1; 
     
                        if(cnt_R=3)then 
                            R_BRAM_ENA<='1'; 
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                        end if; 
                         
                        if(cnt_R=6)then 
                            AD_STATE_R<=HOLD; 
                        end if; 
                         
                end case; 
            end if;             
        end if; 
    end if; 
end process; 
 
-- CONTROL OF THE OV7675 SERIAL BUS -- 
 
LEFT_SCCB_BUS_FSM: process(CLK) 
begin 
    if (rising_edge(CLK)) then 
        if (RST='0') then 
            SCCB_trigger_L<='0'; 
            SERIAL_BUSY_L<='0'; 
            SCCB_STATE_L<=Cinit; 
            InitConfig_L<=iCW0; 
            SERIAL_TRIG_aux<='0'; 
        else 
         
            SERIAL_TRIG_aux <= SERIAL_TRIG; 
         
            case SCCB_STATE_L is 
             
                when Cinit=> 
                    case InitConfig_L is 
                     
                        when iCW0=> 
                            if (ESTAT_P/=START) then 
                                InitConfig_L<=iC0; 
                            end if; 
                             
                        -- First initial config parameter 
                        -- RESET OF ALL CONFIG REGISTERS 
                        when iC0=> 
                            SERIAL_BUSY_L<='1'; 
                            SCCB_trigger_L<='1'; 
                            SCCB_AD_L<=x"12";       -- COM7                      
                            SCCB_DATA_L<=x"90";     -- RESET 
                             
                            if (SCCB_BUSY_L='1') then     
                                InitConfig_L<=iCW1; 
                                SCCB_trigger_L<='0'; 
                            end if; 
                             
                        when iCW1=> 
                            if (SCCB_BUSY_L='0')then 
                                InitConfig_L<=iCW0; 
                                SCCB_STATE_L<=WAIT_FLAG; 
                            end if; 
                             
                    end case; 
                         
--                        -- Second initial config parameter 
--                        -- Correct UV Output 
--                        when iC1=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"3A";       -- TSLB               
--                            SCCB_DATA_L<=x"05";     -- YUYV 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW2; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                                 
--                        when iCW2=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC2; 
--                            end if; 
                             
--                        -- Third initial config parameter 
--                        -- Scale Enable 
--                        when iC2=> 
--                            SERIAL_BUSY_L<='1'; 
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--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"0C";       -- COM3   
--                            SCCB_DATA_L<=x"08";     -- Scaling Enabled 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW3; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                                     
--                        when iCW3=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC3; 
--                            end if; 
                         
--                        -- Fourth initial config parameter 
--                        -- QVGA Format 
--                        when iC3=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"12";       -- COM7             
--                            SCCB_DATA_L<=x"10";     -- QVGA, YUYV 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW4; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                                     
--                        when iCW4=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC4; 
--                            end if; 
                             
--                        -- Fifth initial config parameter 
--                        -- Flip and Mirror 
--                        when iC4=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"1E";       -- MVFP            
--                            SCCB_DATA_L<=x"31";     -- Flipped and mirrored 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW5; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                                     
--                        when iCW5=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC5; 
--                            end if; 
                             
--                        -- Sixth initial config parameter 
--                        -- HREF Adjustment 
--                        when iC5=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"32";       -- HREF                          
--                            SCCB_DATA_L<=x"B8";     -- Adjustment 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW6; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                             
--                        when iCW6=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC6; 
--                            end if; 
                         
--                        -- Seventh initial config parameter 
--                        -- Average option 
--                        when iC6=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"0D";       -- COM4                   
--                            SCCB_DATA_L<=x"00";     -- 1 Window 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW7; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
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--                        when iCW7=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC7; 
--                            end if; 
                             
--                        -- Eigth initial config parameter 
--                        -- Average option 
--                        when iC7=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"42";       -- COM17     
--                            SCCB_DATA_L<=x"00";     -- 1 Window 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW8; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                                     
--                        when iCW8=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC8; 
--                            end if; 
                         
--                        -- Ninth initial config parameter 
--                        -- BRIGHTNESS 
--                        when iC8=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"55";       -- Brightness             
--                            SCCB_DATA_L<=x"80";      
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW9; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                                     
--                        when iCW9=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC9; 
--                            end if; 
                             
--                        -- Tenth initial config parameter 
--                        -- CONTRAST 
--                        when iC9=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"56";       -- Contrast               
--                            SCCB_DATA_L<=x"80"; 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW10; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                             
--                       when iCW10=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iC10; 
--                            end if; 
                             
--                        -- Eleventh initial config parameter 
--                        -- CONTRAST 
--                        when iC10=> 
--                            SERIAL_BUSY_L<='1'; 
--                            SCCB_trigger_L<='1'; 
--                            SCCB_AD_L<=x"13";       -- AGC/AEC         
--                            SCCB_DATA_L<=x"AF"; 
                             
--                            if (SCCB_BUSY_L='1') then     
--                                InitConfig_L<=iCW11; 
--                                SCCB_trigger_L<='0'; 
--                            end if; 
                                     
--                        when iCW11=> 
--                            if (SCCB_BUSY_L='0')then 
--                                InitConfig_L<=iCW0; 
--                                SCCB_STATE_L<=WAIT_FLAG; 
--                            end if; 
                             
--                    end case; 
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                when WAIT_FLAG=> 
                    SERIAL_BUSY_L<='0'; 
                    if (SERIAL_TRIG='1' and SERIAL_TRIG_aux='0' and SERIAL_LRB(0)='1') then 
                     
                        if(REG_ID=x"FF" and REG_DATA=x"FF")then 
                            SCCB_STATE_L<=Cinit; 
                            InitConfig_L<=iCW0; 
                        else 
                            SCCB_STATE_L<=C0; 
                        end if; 
                         
                    end if; 
     
                when C0=> 
                    SERIAL_BUSY_L<='1'; 
                    SCCB_trigger_L<='1'; 
                    SCCB_AD_L<=REG_ID;                
                    SCCB_DATA_L<=REG_DATA; 
                     
                    if (SCCB_BUSY_L='1') then     
                        SCCB_STATE_L<=CW1; 
                        SCCB_trigger_L<='0'; 
                    end if; 
                     
                when CW1=> 
                    if (SCCB_BUSY_L='0')then 
                        SCCB_STATE_L<=WAIT_FLAG; 
                    end if; 
                              
            end case; 
        end if; 
    end if; 
end process; 
 
RIGHT_SCCB_BUS_FSM: process(CLK) 
begin 
    if (rising_edge(CLK)) then 
        if (RST='0') then 
            SCCB_trigger_R<='0'; 
            SERIAL_BUSY_R<='0'; 
            SCCB_STATE_R<=Cinit; 
            Initconfig_R<=iCW0; 
             
        else 
         
            case SCCB_STATE_R is 
             
                when Cinit=> 
                    case InitConfig_R is 
                     
                        when iCW0=> 
                            if(ESTAT_P/=START)then 
                                InitConfig_R<=iC0; 
                            end if; 
                             
                        -- First initial config parameter 
                        -- RESET OF ALL CONFIG REGISTERS 
                        when iC0=> 
                            SERIAL_BUSY_R<='1'; 
                            SCCB_trigger_R<='1'; 
                            SCCB_AD_R<=x"12";       -- COM7                      
                            SCCB_DATA_R<=x"90";     -- RESET 
                             
                            if (SCCB_BUSY_R='1') then     
                                InitConfig_R<=iCW1; 
                                SCCB_trigger_R<='0'; 
                            end if; 
                             
                        when iCW1=> 
                            if (SCCB_BUSY_R='0')then 
                                InitConfig_R<=iCW0; 
                                SCCB_STATE_R<=WAIT_FLAG; 
                            end if; 
                             
                    end case; 
                         
--                        -- Second initial config parameter 
--                        -- Correct UV Output 
--                        when iC1=> 
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--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"3A";       -- TSLB              
--                            SCCB_DATA_R<=x"05";     -- YUYV 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW2; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                 
--                        when iCW2=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC2; 
--                            end if; 
                             
--                        -- Third initial config parameter 
--                        -- Scale Enable 
--                        when iC2=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"0C";       -- COM3  
--                            SCCB_DATA_R<=x"08";     -- Scaling Enabled 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW3; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                     
--                        when iCW3=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC3; 
--                            end if; 
                         
--                        -- Fourth initial config parameter 
--                        -- QVGA Format 
--                        when iC3=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"12";       -- COM7             
--                            SCCB_DATA_R<=x"10";     -- QVGA, YUYV 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW4; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                     
--                        when iCW4=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC4; 
--                            end if; 
                             
--                        -- Fifth initial config parameter 
--                        -- Flip and Mirror 
--                        when iC4=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"1E";       -- MVFP            
--                            SCCB_DATA_R<=x"31";     -- Flipped and mirrored 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW5; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                     
--                        when iCW5=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC5; 
--                            end if; 
                             
--                        -- Sixth initial config parameter 
--                        -- BRIGHTNESS Adjustment 
--                        when iC5=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"32";       -- HREF                        
--                            SCCB_DATA_R<=x"B8";     -- Adjustment 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW6; 
--                                SCCB_trigger_R<='0'; 
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--                            end if; 
                             
--                        when iCW6=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC6; 
--                            end if; 
                         
--                        -- Seventh initial config parameter 
--                        -- Average option 
--                        when iC6=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"0D";       -- COM4                   
--                            SCCB_DATA_R<=x"00";     -- 1 Window 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW7; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                 
--                        when iCW7=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC7; 
--                            end if; 
                             
--                        -- Eigth initial config parameter 
--                        -- Average option 
--                        when iC7=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"42";       -- COM17 
--                            SCCB_DATA_R<=x"00";     -- 1 Window 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW8; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                     
--                        when iCW8=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC8; 
--                            end if; 
                         
--                        -- Ninth initial config parameter 
--                        -- HREF 
--                        when iC8=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"55";       -- Brightness     
--                            SCCB_DATA_R<=x"80";      
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW9; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                     
--                        when iCW9=> 
--                            if (SCCB_BUSY_R='0')then 
--                                InitConfig_R<=iC9; 
--                            end if; 
                             
--                        -- Tenth initial config parameter 
--                        -- CONTRAST 
--                        when iC9=> 
--                            SERIAL_BUSY_R<='1'; 
--                            SCCB_trigger_R<='1'; 
--                            SCCB_AD_R<=x"56";       -- Contrast               
--                            SCCB_DATA_R<=x"50"; 
                             
--                            if (SCCB_BUSY_R='1') then     
--                                InitConfig_R<=iCW10; 
--                                SCCB_trigger_R<='0'; 
--                            end if; 
                                     
--                       when iCW10=> 
--                         if (SCCB_BUSY_R='0')then 
--                             InitConfig_R<=iC10; 
--                         end if; 
                          
--                     -- Eleventh initial config parameter 
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--                     -- CONTRAST 
--                     when iC10=> 
--                         SERIAL_BUSY_R<='1'; 
--                         SCCB_trigger_R<='1'; 
--                         SCCB_AD_R<=x"13";       -- AGC/AEC         
--                         SCCB_DATA_R<=x"AF"; 
                          
--                         if (SCCB_BUSY_R='1') then     
--                             InitConfig_R<=iCW11; 
--                             SCCB_trigger_R<='0'; 
--                         end if; 
                                  
--                     when iCW11=> 
--                         if (SCCB_BUSY_R='0')then 
--                             InitConfig_R<=iCW0; 
--                             SCCB_STATE_R<=WAIT_FLAG; 
--                         end if; 
                             
--                    end case; 
             
                when WAIT_FLAG=> 
                    SERIAL_BUSY_R<='0'; 
                    if (SERIAL_TRIG='1' and SERIAL_TRIG_aux='0' and SERIAL_LRB(1)='1') then 
                         
                        if(REG_ID=x"FF")then 
                            SCCB_STATE_R<=Cinit; 
                            InitConfig_R<=iCW0; 
                            SERIAL_BUSY_R<='1'; 
                        else 
                            SCCB_STATE_R<=C0; 
                        end if; 
                         
                    end if; 
     
                when C0=> 
                    SERIAL_BUSY_R<='1'; 
                    SCCB_trigger_R<='1'; 
                    SCCB_AD_R<=REG_ID;                
                    SCCB_DATA_R<=REG_DATA; 
                     
                    if (SCCB_BUSY_R='1') then     
                        SCCB_STATE_R<=CW1; 
                        SCCB_trigger_R<='0'; 
                    end if; 
                     
                when CW1=> 
                    if (SCCB_BUSY_R='0')then 
                        SCCB_STATE_R<=WAIT_FLAG; 
                    end if; 
            end case; 
        end if; 
    end if; 
end process; 
 
-- VSYNC LOW PASS FILTER -- 
 
VSYNC_LEFT_FILTER: process(CLK)                --VSYNC cleaner -> Maybe it is not necessary... But it's OK 
begin 
    if (rising_edge(CLK)) then 
        if (RST='0') then 
            VSYNC_count_L<=(others=>'0'); 
            VSYNC_de_L<='0'; 
     
        elsif (CAM_VSYNC_L='1') then              -- VSYNC IS ONLY CONSIDERED '1' IF IT STAYS IN '1' MORE THAN 126 Tclk 
            VSYNC_count_L<=VSYNC_count_L+1; 
            if (VSYNC_count_L = 126) then 
                VSYNC_de_L <= '1'; 
                VSYNC_count_L<="1111110"; 
            end if; 
        else 
            VSYNC_count_L<=VSYNC_count_L+1;     -- VSYNC IS ONLY CONSIDERED '0' IF IT STAYS IN '0' MORE THAN 127 Tclk 
            if (VSYNC_count_L = 127) then 
                VSYNC_de_L <= '0'; 
                VSYNC_count_L<="1111111"; 
            end if; 
        end if; 
    end if; 
end process; 
 
VSYNC_RIGHT_FILTER: process(CLK)                --VSYNC cleaner -> Maybe it is not necessary... But it's OK 
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begin 
    if (rising_edge(CLK)) then 
        if (RST='0') then 
            VSYNC_count_R<=(others=>'0'); 
            VSYNC_de_R<='0'; 
     
        elsif (CAM_VSYNC_R='1') then              -- VSYNC IS ONLY CONSIDERED '1' IF IT STAYS IN '1' MORE THAN 126 Tclk 
            VSYNC_count_R<=VSYNC_count_R+1; 
            if (VSYNC_count_R = 126) then 
                VSYNC_de_R <= '1'; 
                VSYNC_count_R<="1111110"; 
            end if; 
        else 
            VSYNC_count_R<=VSYNC_count_R+1;     -- VSYNC IS ONLY CONSIDERED '0' IF IT STAYS IN '0' MORE THAN 127 Tclk 
            if (VSYNC_count_R = 127) then 
                VSYNC_de_R <= '0'; 
                VSYNC_count_R<="1111111"; 
            end if; 
        end if; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: SCCB_MOD.vhd 
 
-- Module name: SCCB MOD 
 
-- Description: Driver for the SCCB Bus to configure 
--              the OV7670 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
 
-- ENTITY DECLARATION -- 
 
entity SCCB_MOD is 
    Port ( CLK : in STD_LOGIC; 
           RST : in STD_LOGIC; 
           START : in STD_LOGIC; 
           SCCB_DATA : in STD_LOGIC_VECTOR (7 downto 0); 
           SCCB_AD : in STD_LOGIC_VECTOR (7 downto 0); 
           SCL : out STD_LOGIC; 
           SDA : out STD_LOGIC; 
           BUSY : out STD_LOGIC); 
end SCCB_MOD; 
 
-- SIGNALS -- 
 
architecture Behavioral of SCCB_MOD is 
 
type TIPUS is (ESPERA,STRT,ID,AD,DATA,STO,ACK,IDLE); 
signal ESTAT : TIPUS; 
signal E : STD_LOGIC; 
signal SCL_aux : STD_LOGIC; 
signal prescaler : STD_LOGIC_VECTOR(9 downto 0); 
signal c : STD_LOGIC_VECTOR(10 downto 0); 
signal cbit : STD_LOGIC_VECTOR(2 downto 0); 
signal position : STD_LOGIC_VECTOR(1 downto 0); 
 
signal Shift_reg : STD_LOGIC_VECTOR (7 downto 0); 
signal RST_f: STD_LOGIC; 
 
begin 
     
    SCL<=SCL_aux; 
     
    -- GENERATION OF THE SCL (Clock for the SCCB) --  
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PRES: process(CLK) 
begin 
 
    if (rising_edge(CLK))then 
        if (RST='0' or RST_f='1') then 
            SCL_aux<='1'; 
            prescaler<=(others=>'0'); 
             
        elsif (E='1') then 
            prescaler<=prescaler+1; 
            if (prescaler=499) then          --T=10us => f=100kHz 
                prescaler<=(others=>'0'); 
                SCL_aux<=not(SCL_aux); 
            end if; 
             
        else 
            SCL_aux<='1'; 
        end if; 
    end if; 
end process; 
     
    -- GENERATION AND SENDING OF MESSAGES VIA SCCB -- 
     
SCCB_ORDER: process(CLK) 
begin 
     
    if (rising_edge(CLK)) then 
        if (RST='0') then 
            cbit<=(others=>'0'); 
            c<=(others=>'0'); 
            ESTAT<=ESPERA; 
             
        else 
            case ESTAT is 
                 
                when ESPERA=>       -- WAIT FOR TRIGGER (+ INITIAL DELAY) 
                    SDA<='1'; 
                    E<='0'; 
                    RST_f<='0'; 
                    BUSY<='0'; 
                    c<=c+1; 
                    if (START='1' and c=749) then 
                        c<=(others=>'0'); 
                        ESTAT<=STRT; 
                        SDA<='0';   -- 1st move of Start Sequence -> SDA = 0 
                        BUSY<='1'; 
                    end if; 
                     
                when STRT=>         -- 2nd moVe of Start Sequence 
                    c<=c+1; 
                    E<='1';         -- CLK STARTS 
                    if (c=749) then                 
                        c<=(others=>'0'); 
                        ESTAT<=ID; 
                        Shift_reg<=x"42";          --ID = 0x42 -> OV7670 ID 
                    end if; 
                     
                when ID=>                   -- SHIFTS THE DIFFERENT VALUES ON THE SHIFT REGISTER PREVIOUSLY CHARGED 
                    BUSY<='1'; 
                    c<=c+1; 
                    SDA<=Shift_reg(7); 
                    if (c=999)then                                        --T_CLK = 10us; 
                        Shift_reg(7 downto 1)<=Shift_reg(6 downto 0);     --SHIFT 
                        c<=(others=>'0'); 
                        cbit<=cbit+1; 
                        if (cbit=7)then 
                            cbit<=cbit+1; 
                            ESTAT<=ACK;         -- ACKNOWLEDGE !!! 
                            position<="01";     -- SIGNAL THAT REMEMBERS WHERE IT IS 
                             
                        end if; 
                    end if; 
                     
                when AD=>                   -- SHIFT REGISTER ADDRESS VALUE 
                    BUSY<='1'; 
                    c<=c+1; 
                    SDA<=Shift_reg(7); 
                    if (c=999)then                                     
                        Shift_reg(7 downto 1)<=Shift_reg(6 downto 0);  
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                        c<=(others=>'0'); 
                        cbit<=cbit+1; 
                        if (cbit=7)then 
                            cbit<=cbit+1; 
                            ESTAT<=ACK; 
                            position<="10"; 
                        end if; 
                   end if;  
                    
                   when DATA=>              -- SHIFT DATA VALUE 
                        BUSY<='1'; 
                        c<=c+1; 
                        SDA<=Shift_reg(7); 
                        if (c=999)then                                      
                            Shift_reg(7 downto 1)<=Shift_reg(6 downto 0); 
                            c<=(others=>'0'); 
                            cbit<=cbit+1; 
                            if (cbit=7)then 
                                cbit<=cbit+1; 
                                ESTAT<=ACK; 
                                position<="11"; 
                            end if; 
                        end if; 
                         
                    when STO=>              -- STOP SEQUENCE 
                        SDA<='0'; 
                        c<=c+1; 
                        E<='0'; 
                        if (c=499) then 
                            c<=(others=>'0'); 
                            ESTAT<=IDLE; 
                            RST_f<='1'; 
                        end if; 
                         
                    when ACK=>                  -- MAKES THE ACKNOWLEDGE TO AVOID AN ERROR 
                        c<=c+1; 
                        SDA<='0'; 
                         
                        if (c=999) then 
                            c<=(others=>'0'); 
                             
                            if (position="01")then      -- 01 -> To Address 
                                ESTAT<=AD; 
                                Shift_reg<=SCCB_AD; 
                                 
                            elsif (position="10")then   -- 10 -> To Data 
                                ESTAT<=DATA; 
                                Shift_reg<=SCCB_DATA; 
                                 
                            else 
                                ESTAT<=STO; 
                            end if; 
                        end if; 
                         
                    when IDLE=> 
                        SDA<='1'; 
                        c<=c+1; 
                        if(c=1999)then 
                            c<=(others=>'0'); 
                            ESTAT<=ESPERA; 
                        end if; 
            end case; 
        end if; 
    end if; 
end process; 
 
end Behavioral; 
 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
-- EEBE - UPC - April 2019 
-- Universitat Politècnica de Catalunya 
 
-- FPGA-Based Stereo Vision System for Autonomous Driving 
 
-- Author: Jordi Fornt Mas 
 
-- File: DATA_MOD.vhd 
 
-- Module name: DATA MODULE 
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-- Description: Acquisition of the input image from 
--              the camera and adaptation to the 
--              32-bit word format 
-------------------------------------------------------------------- 
-------------------------------------------------------------------- 
 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
 
entity DATA_MOD is 
    Port (  
           DATA_INPUT : in STD_LOGIC_VECTOR (7 downto 0); 
           CLK : in STD_LOGIC; 
           PCLK : in STD_LOGIC; 
           RST : in STD_LOGIC; 
           HREF : in STD_LOGIC; 
           VSYNC : in STD_LOGIC; 
           DATA_EN : in STD_LOGIC;   
           DATA_OUT : out STD_LOGIC_VECTOR (31 downto 0);      
           ADDRESS : out STD_LOGIC_VECTOR(14 downto 0); 
           ROW : out STD_LOGIC_VECTOR(7 downto 0); 
           PIXEL : out STD_LOGIC_VECTOR(8 downto 0); 
           PIXEL_OV_Flag : out STD_LOGIC; 
           PIXEL_UF_Flag : out STD_LOGIC; 
           OUT_TRIG : out STD_LOGIC); 
end DATA_MOD; 
 
architecture Behavioral of DATA_MOD is 
 
type TIPUS is (ESPERA_TRIG,IMPORTA); 
signal ESTAT : TIPUS; 
 
signal PIXEL_aux : STD_LOGIC_VECTOR(8 downto 0); 
signal ROW_aux : STD_LOGIC_VECTOR(7 downto 0); 
 
signal inputcounter : STD_LOGIC_VECTOR(1 downto 0); 
signal Ysig : STD_LOGIC; 
 
signal PCLK_aux : STD_LOGIC; 
signal HREF_aux : STD_LOGIC; 
 
signal OUT_TRIG_aux : STD_LOGIC; 
 
signal ADDRESS_Offset : STD_LOGIC_VECTOR(14 downto 0); 
signal ADDRESS_aux : STD_LOGIC_VECTOR(14 downto 0); 
 
signal PIXEL_UF_Flag_aux : STD_LOGIC; 
signal PIXEL_OV_Flag_aux : STD_LOGIC; 
 
begin 
 
-- MAIN STATE MACHINE - CONTROL OF THE IMPORT STATE -- 
 
OUT_TRIG<=OUT_TRIG_aux; 
PIXEL<=PIXEL_aux; 
ROW<=ROW_aux; 
 
PIXEL_UF_Flag <= PIXEL_UF_Flag_aux; 
PIXEL_OV_Flag <= PIXEL_OV_Flag_aux; 
 
PIXEL_UF_Flag_aux <= '1' when (PIXEL_aux<319 and HREF='0' and HREF_aux='1') else '0'; 
PIXEL_OV_Flag_aux <= '1' when (PIXEL_aux>320 and HREF='0' and HREF_aux='1') else '0'; 
 
ADDRESS<=ADDRESS_aux; 
 
ME_principal: process (CLK) 
    begin 
        if (rising_edge(CLK)) then 
             
            if ((RST='0')or(VSYNC='1')) then 
                ESTAT<=ESPERA_TRIG; 
                inputcounter <=(others=>'0'); 
                DATA_OUT<=(others=>'0'); 
                PCLK_aux<='0'; 
                HREF_aux<='0';   
                OUT_TRIG_aux<='0'; 
                Ysig<='0'; 
                PIXEL_aux<=(others=>'0'); 
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                ROW_aux<=(others=>'0'); 
                ADDRESS_Offset<=(others=>'0'); 
                ADDRESS_aux<=(others=>'0'); 
             
            else 
                 
                case ESTAT is 
                    when ESPERA_TRIG =>                     -- WAITING FOR DATA IMPORT TRIGGER 
                        DATA_OUT<=(others=>'0'); 
                         
                        if (DATA_EN='1') then 
                            ESTAT<=IMPORTA; 
                        end if; 
 
                    when IMPORTA=>                          -- IMPORT STATE 
                             
                        if (DATA_EN='0') then 
                            ESTAT<=ESPERA_TRIG; 
                             
                        else 
                             
                            HREF_aux<=HREF;    
                             
                            if (HREF='0' and HREF_aux='1')then          -- FALLING EDGE HREF 
                                inputcounter <=(others=>'0'); 
                                PIXEL_aux<=(others=>'0'); 
                                Ysig <= '0'; 
                                ROW_aux<=ROW_aux+1; 
                                ADDRESS_Offset<=ADDRESS_Offset+x"50"; 
                                OUT_TRIG_aux<='1'; 
                                 
                            else if (HREF='1') then                     -- VALID PIXEL READING 
                                                         
                                PCLK_aux<=PCLK; 
                                                                
                                if(HREF_aux='0')then                    -- RISING EDGE HREF -> FIRST ADDRESS 
 
                                    if(ADDRESS_aux=0)then 
                                        ADDRESS_aux<=(others=>'1'); 
                                    else 
                                        ADDRESS_aux<=ADDRESS_Offset-1; 
                                    end if; 
                                end if; 
                                 
                                if (PCLK='1' and PCLK_aux='0') then     -- RISING EDGE PCLK 
                         
                                    Ysig <= not Ysig; 
                                     
                                    if(Ysig = '0') then 
                                        PIXEL_aux<=PIXEL_aux+1;                             
                                        inputcounter<=inputcounter+1; 
                                         
                                        case(inputcounter) is                   -- BYTE GROUPING 
                                                                                
                                            when "01"=> 
                                                DATA_OUT(15 downto 8) <= DATA_INPUT; 
                                             
                                            when "10"=> 
                                                DATA_OUT(23 downto 16) <= DATA_INPUT; 
                                             
                                            when "11"=> 
                                                DATA_OUT(31 downto 24) <= DATA_INPUT; 
                                                OUT_TRIG_aux<='1'; 
                                             
                                            when others=> 
                                                DATA_OUT(7 downto 0) <= DATA_INPUT; 
                                         
                                        end case; 
                                                                           
                                    end if; 
                                end if;                                            
                            end if; 
                             
                            if (OUT_TRIG_aux='1') then 
                                OUT_TRIG_aux<='0'; 
                                ADDRESS_aux<=ADDRESS_aux+1; 
                            end if; 
                             
                        end if; 
                    end if; 
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                end case; 
            end if; 
        end if; 
    end process; 
 
 
end Behavioral; 
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A8. C Source Code 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * main.h 
 * 
 *  Created on: Jan 29, 2019 
 *      Author: Jordi Fornt Mas 
 */ 
 
#ifndef SRC_MAIN_H_ 
#define SRC_MAIN_H_ 
 
#include <stdio.h> 
 
#include "xparameters.h" 
#include "xparameters_ps.h" /* defines XPAR values */ 
#include "xaxicdma.h" 
#include "xscugic.h" 
#include "xscutimer.h" 
 
#include "xil_exception.h" 
 
#include "netif/xadapter.h" 
 
#include "platform.h" 
#include "platform_config.h" 
#if defined (__arm__) || defined(__aarch64__) 
#include "xil_printf.h" 
#endif 
 
#include "lwip/tcp.h" 
#include "xil_cache.h" 
 
#if LWIP_DHCP==1 
#include "lwip/dhcp.h" 
#endif 
 
#include "Global_Vars.h" 
#include "Functions.h" 
 
#endif /* SRC_MAIN_H_ */ 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * Functions.h 
 * 
 *  Created on: Jan 29, 2019 
 *      Author: Jordi Fornt Mas 
 */ 
 
#ifndef SRC_FUNCTIONS_H_ 
#define SRC_FUNCTIONS_H_ 
 
#include "xil_types.h" 
#include "xil_cache.h" 
#include "main.h" 
 
void ShowMeTheMeaning(int code); 
 
// INITIALIZATION 
 
int InitServer(void); 
 
void print_app_header(); 
int start_application(); 
int transfer_data(); 
void tcp_fasttmr(void); 
void tcp_slowtmr(void); 
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void lwip_init(); 
 
// DataPath PL Drivers 
 
int BasicDMAConfig(int CDMA_No, char AXI_MUX_SEL, unsigned BRAM_AD, char Exporting, u32 DDR_AD, u32 BTT); 
int CDMACRConfig(int CDMA_No, char DLY, char Err_Intr, char Dly_Intr, char IOC_Intr); 
u32 Read_CDMA_State(int CDMA_No, u32 Register_Offset); 
 
void TimerStart(void); 
void TimerStop(void); 
void TimerLoad(void); 
 
int DMAReset(int CDMA_No); 
int DMACLR(int CDMA_No); 
int PCLR(int P_No); 
int IMGCLR(void); 
int Reckon_Intr(void); 
 
int SetOPCODE(char Opcode); 
int SetPATH(char PATH); 
int SetDPActive(int set, int Pblock); 
int SetProcTrigger(char TrigVal); 
int SetGlobalTrigger(char TrigVal); 
int SetReorgTrigger(char TrigVal); 
int SetDiagonalCounters(int CounterNo, char CounterVal); 
int SetEnergyRSTinput(char SetVal); 
int ConfigPLInterrupt(void); 
int ConfigPrivateTimerInterrupt(void); 
int Setup_Interrupts(void); 
 
// Data Path Functions 
 
int InitPointers(void); 
int ReallocPointers(void); 
int FreePointers(void); 
 
int ExportRawImages(void); 
int DataPath_step(int CDMA_No); 
int DataPathTest(int Algorithm_Opcode, int Current_Path); 
int DP_PrintState(int CDMA_No, u32 BRAM_Offset, u32 DDR_Offset); 
int Reset_DataPathVars(void); 
unsigned DataPath_GetPblock(void); 
unsigned DataPath_GetROW(void); 
 
int FreeAXIMux(int CDMA_No); 
 
// Algorithm FSM Functions 
 
int AlgorithmCheckState (void); 
 
// PL Interface Functions 
 
int GetPLdiagnostics(void); 
int SetAXIMuxSel(int CDMA_No, int SELECTOR); 
 
// Image Process Functions 
 
int CostCubeRedist(int Path, u32* CostCubePtr, u32* PathPtr); 
int PathRedist(int Path, u32* PathPtr, u32* PathFinalPtr); 
 
int EnergyMoni(int Disp, u32* InPtr, u32* OutPtr); 
 
// Diagnostic Functions 
 
int PrintDiagnostics(void); 
 
// Camera Configuration Functions 
 
int CameraConfig(char SerialRegID, char SerialRegData, char SerialLRB); 
int CameraConfig_CheckState(void); 
int InitialCameraConfiguration(void); 
 
// Server Functions 
 
int SendTCPFlag (void); 
 
// LED Functions 
 
int SetRGBLeds(int R, int G, int B); 
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#endif /* SRC_FUNCTIONS_H_ */ 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * Global_Vars.h 
 * 
 *  Created on: Sep 19, 2018 
 *      Author: Jordi Fornt Mas 
 */ 
 
#ifndef SRC_GLOBAL_VARS_H_ 
#define SRC_GLOBAL_VARS_H_ 
 
// TRANSMISSION VARAIBLES 
 
extern char KeepAliveCounter; 
 
extern char *OutMsg,*InMsg; 
extern char *DispMsg,*LeftMsg,*RightMsg; 
 
extern int EnergyExportDlevel; 
 
u32 *CAMConfigPtr; 
 
// CONSTANT DEFINITIONS 
 
#define ImageWidth   320 
#define ImageHeight   240 
 
#define Disp_Levels   10 
#define PathNumber   8 
#define ProcessorBlocks  4 
 
#define AXISEL_Proc_Max  39 
 
#define RowIncr_ExportRect  6 
#define RowIncr_Cost   6 
#define RowIncr_Path_H   24 
#define RowIncr_Path_V   32 
#define RowIncr_Energy   8 
#define RowIncr_Opt_In  8 
#define RowIncr_Opt_Out  32 
 
#define ImportNext_H  ImageWidth*RowIncr_Path_H*ProcessorBlocks 
#define ImportNext_V  ImageHeight*RowIncr_Path_V*ProcessorBlocks 
 
#define TransitionRow_H  ImageHeight - ProcessorBlocks*RowIncr_Path_H 
#define TransitionRow_V  ImageWidth - ProcessorBlocks*RowIncr_Path_V 
#define TransitionRow_D  320 
 
#define LastRow_H   ImageHeight - RowIncr_Path_H 
#define LastRow_V   ImageWidth - RowIncr_Path_V 
#define LastRow_D    467 
 
#define DispMax    Disp_Levels-1 
#define PBlockMax   ProcessorBlocks-1 
#define AtomMax    Disp_Levels-1 
 
#define RowMax_ExportRect  ImageHeight-RowIncr_ExportRect 
#define RowMax_Cost   ImageHeight-RowIncr_Cost 
#define RowMax_Path_H   ImageHeight-RowIncr_Path_H 
#define RowMax_Path_V   ImageWidth-RowIncr_Path_V 
#define RowMax_Energy   ImageHeight-RowIncr_Energy 
#define RowMax_Opt_In  ImageHeight-RowIncr_Opt_In 
#define RowMax_Opt_Out  ImageHeight-RowIncr_Opt_Out 
 
#define DispOffsetIncr   ImageWidth*ImageHeight 
#define PathOffsetIncr   ImageWidth*ImageHeight*Disp_Levels 
 
#define DispOffsetIncr_Enrg  DispOffsetIncr*2 
 
#define CDMA0_BRAM_BASEADDR  0x20000000 
#define CDMA1_BRAM_BASEADDR  0x21000000 
#define CDMA2_BRAM_BASEADDR  0x22000000 
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#define CDMA3_BRAM_BASEADDR  0x23000000 
 
#define CDMA0Address  XPAR_AXI_CDMA_0_BASEADDR 
#define CDMA1Address  XPAR_AXI_CDMA_1_BASEADDR 
#define CDMA2Address  XPAR_AXI_CDMA_2_BASEADDR 
#define CDMA3Address  XPAR_AXI_CDMA_3_BASEADDR 
 
#define PL_BaseAddr  0x83c00000 
 
// OFFSET POINTERS 
 
extern u32 *DDR_BASEADDR_LIMG; 
extern u32 *DDR_BASEADDR_RIMG; 
 
extern u32 *DDR_BASEADDR_LRECT; 
extern u32 *DDR_BASEADDR_RRECT; 
 
extern u32 *DDR_BASEADDR_COST; 
 
extern u32 *DDR_BASEADDR_PATH; 
extern u32 *DDR_BASEADDR_RPATH; 
 
extern u32 *DDR_BASEADDR_ENERGY; 
extern u32 *DDR_BASEADDR_ENRG_MONI; 
 
extern u32 *DDR_BASEADDR_DISP; 
 
// DDR ZONES 
 
extern u32 L_IMG_Addr; 
extern u32 R_IMG_Addr; 
 
// CRITICAL VARIABLES 
 
extern char AlgorithmState; 
extern char IntrCheckCode; 
 
extern char PBlock_change; 
extern char HoldDPActive; 
 
extern char AlgorithmStepRequest; 
 
 
// CDMA Interrupt Flags 
 
extern char CDMA0_Flag; 
extern char CDMA1_Flag; 
extern char CDMA2_Flag; 
extern char CDMA3_Flag; 
 
// Process Interrupt Flags 
 
extern char P0_Flag; 
extern char P1_Flag; 
extern char P2_Flag; 
extern char P3_Flag; 
extern char P4_Flag; 
 
// Image Interrupt Flags 
 
extern char IMG_Flag; 
 
// Image Timer Flags 
 
extern char TMR_Flag; 
 
// IMAGE VARIABLES 
 
extern char ImageReady; 
 
extern int DispMapRowIndex; 
extern int LeftImgRowIndex; 
extern int RightImgRowIndex; 
 
// DIAGNOSTIC VARIABLES 
 
extern char FSM_State; 
 
extern u32 TotalTime; 
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extern u32 IdleTime; 
extern u32 RectificationTime; 
extern u32 CostCubeTime; 
extern u32 PathTime; 
extern u32 EnergyTime; 
extern u32 OptimizationTime; 
 
extern char Image; 
 
extern char ConfigRegister0; 
extern char ConfigRegister1; 
 
extern char DispLevelConfig; 
extern char DispPitchConfig; 
 
extern int img; 
 
#endif /* SRC_GLOBAL_VARS_H_ */ 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * main.c 
 * 
 *      Modified by: Jordi Fornt Mas 
 */ 
 
/****************************************************************************** 
* 
* Copyright (C) 2009 - 2014 Xilinx, Inc.  All rights reserved. 
* 
* Permission is hereby granted, free of charge, to any person obtaining a copy 
* of this software and associated documentation files (the "Software"), to deal 
* in the Software without restriction, including without limitation the rights 
* to use, copy, modify, merge, publish, distribute, sublicense, and/or sell 
* copies of the Software, and to permit persons to whom the Software is 
* furnished to do so, subject to the following conditions: 
* 
* The above copyright notice and this permission notice shall be included in 
* all copies or substantial portions of the Software. 
* 
* Use of the Software is limited solely to applications: 
* (a) running on a Xilinx device, or 
* (b) that interact with a Xilinx device through a bus or interconnect. 
* 
* THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, EXPRESS OR 
* IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY, 
* FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL 
* XILINX  BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER LIABILITY, 
* WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM, OUT OF 
* OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE 
* SOFTWARE. 
* 
* Except as contained in this notice, the name of the Xilinx shall not be used 
* in advertising or otherwise to promote the sale, use or other dealings in 
* this Software without prior written authorization from Xilinx. 
* 
******************************************************************************/ 
 
#include "main.h" 
 
extern volatile int TcpFastTmrFlag; 
extern volatile int TcpSlowTmrFlag; 
 
static struct netif server_netif; 
struct netif *echo_netif; 
 
#if LWIP_DHCP==1 
extern volatile int dhcp_timoutcntr; 
err_t dhcp_start(struct netif *netif); 
#endif 
 
#if defined (__arm__) && !defined (ARMR5) 
#if XPAR_GIGE_PCS_PMA_SGMII_CORE_PRESENT == 1 || XPAR_GIGE_PCS_PMA_1000BASEX_CORE_PRESENT == 1 
int ProgramSi5324(void); 
int ProgramSfpPhy(void); 
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#endif 
#endif 
 
#ifdef XPS_BOARD_ZCU102 
#ifdef XPAR_XIICPS_0_DEVICE_ID 
int IicPhyReset(void); 
#endif 
#endif 
 
// DECLARATION OF LOCAL FUNCTIONS 
 
void print_ip(char *msg, struct ip_addr *ip); 
void print_ip_settings(struct ip_addr *ip, struct ip_addr *mask, struct ip_addr *gw); 
int Server_Init(void); 
 
// ------------------------------------------ 
// IMAGE VARIABLES 
 
//static char DisparityMap[76800]; 
int DispMapRowIndex = 0; 
 
//static char LeftImage[76800]; 
int LeftImgRowIndex = 0; 
 
//static char RightImage[76800]; 
int RightImgRowIndex = 0; 
 
char LeftImgRefill = 0; 
 
// --------------------------------- 
 
// MAIN LOOP -> SCHEDULER 
 
int main() 
{ 
 char FirstIteration = 1; 
 
 SetRGBLeds(1,0,0); 
 
 // Reset varaibles from the Datapath 
 Reset_DataPathVars(); 
 SetOPCODE(0); 
 
 // Configure all CDMACRs 
 
 CDMACRConfig(0,0,1,1,1); 
 CDMACRConfig(1,0,1,1,1); 
 CDMACRConfig(2,0,1,1,1); 
 CDMACRConfig(3,0,1,1,1); 
 
 Server_Init(); 
 
 if(InitPointers()==0) 
 { 
  xil_printf("Failed to allocate processing memory.\n\r"); 
  return(0); 
 } 
 
 InitialCameraConfiguration(); 
 
 SetRGBLeds(0,1,0); 
 
 //DataPathTest(6,0); 
 //return(0); 
 
 while (1) 
 { 
 
  if (TcpFastTmrFlag) 
  { 
   tcp_fasttmr(); 
   TcpFastTmrFlag = 0; 
  } 
 
  if (TcpSlowTmrFlag) 
  { 
   tcp_slowtmr(); 
   TcpSlowTmrFlag = 0; 
  } 
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  xemacif_input(echo_netif); 
  transfer_data(); 
 
  if(AlgorithmStepRequest==1) 
  { 
   if(FirstIteration==1) 
   { 
    FirstIteration=0; 
    //CameraConfig(0x13,0x28,0x3); // Disable AEC 
   } 
 
   SetGlobalTrigger(1); 
 
   while(AlgorithmStepRequest == 1) 
   { 
    AlgorithmCheckState(); 
   } 
 
   EnergyMoni(EnergyExportDlevel,DDR_BASEADDR_ENERGY,DDR_BASEADDR_ENRG_MONI); 
 
   SendTCPFlag(); 
   xil_printf("Successful Iteration.\n\r"); 
 
  } 
 
 } 
 
   /* never reached */ 
   cleanup_platform(); 
 
   return 0; 
} 
 
// ---------------------------------- 
 
// ECHO SERVER INITIALIZATION 
 
void 
print_ip(char *msg, struct ip_addr *ip) 
{ 
 print(msg); 
 xil_printf("%d.%d.%d.%d\n\r", ip4_addr1(ip), ip4_addr2(ip), 
   ip4_addr3(ip), ip4_addr4(ip)); 
} 
 
void 
print_ip_settings(struct ip_addr *ip, struct ip_addr *mask, struct ip_addr *gw) 
{ 
 
 print_ip("Board IP: ", ip); 
 print_ip("Netmask : ", mask); 
 print_ip("Gateway : ", gw); 
} 
 
int Server_Init(void) 
{ 
 struct ip_addr ipaddr, netmask, gw; 
 
    /* the mac address of the board. this should be unique per board */ 
    unsigned char mac_ethernet_address[] = 
    { 0x00, 0x0a, 0x35, 0x00, 0x01, 0x02 }; 
 
    echo_netif = &server_netif; 
 #if defined (__arm__) && !defined (ARMR5) 
 #if XPAR_GIGE_PCS_PMA_SGMII_CORE_PRESENT == 1 || XPAR_GIGE_PCS_PMA_1000BASEX_CORE_PRESENT == 1 
    ProgramSi5324(); 
    ProgramSfpPhy(); 
 #endif 
 #endif 
 
 /* Define this board specific macro in order perform PHY reset on ZCU102 */ 
 #ifdef XPS_BOARD_ZCU102 
    IicPhyReset(); 
 #endif 
 
    init_platform(); 
 
 #if LWIP_DHCP==1 
  ipaddr.addr = 0; 
    gw.addr = 0; 
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    netmask.addr = 0; 
 #else 
    /* initliaze IP addresses to be used */ 
    IP4_ADDR(&ipaddr,  192, 168,   1, 10); 
    IP4_ADDR(&netmask, 255, 255, 255,  0); 
    IP4_ADDR(&gw,      192, 168,   1,  1); 
 #endif 
    print_app_header(); 
 
    lwip_init(); 
 
   /* Add network interface to the netif_list, and set it as default */ 
    if (!xemac_add(echo_netif, &ipaddr, &netmask, 
       &gw, mac_ethernet_address, 
       PLATFORM_EMAC_BASEADDR)) { 
    xil_printf("Error adding N/W interface\n\r"); 
    return -1; 
    } 
    netif_set_default(echo_netif); 
 
    /* now enable interrupts */ 
 
    platform_enable_interrupts(); 
 
    /* specify that the network if is up */ 
    netif_set_up(echo_netif); 
 
 #if (LWIP_DHCP==1) 
    /* Create a new DHCP client for this interface. 
  * Note: you must call dhcp_fine_tmr() and dhcp_coarse_tmr() at 
  * the predefined regular intervals after starting the client. 
  */ 
    dhcp_start(echo_netif); 
    dhcp_timoutcntr = 24; 
 
    while(((echo_netif->ip_addr.addr) == 0) && (dhcp_timoutcntr > 0)) 
    xemacif_input(echo_netif); 
 
    if (dhcp_timoutcntr <= 0) { 
    if ((echo_netif->ip_addr.addr) == 0) { 
    xil_printf("DHCP Timeout\r\n"); 
    xil_printf("Configuring default IP of 192.168.1.10\r\n"); 
    IP4_ADDR(&(echo_netif->ip_addr),  192, 168,   1, 10); 
    IP4_ADDR(&(echo_netif->netmask), 255, 255, 255,  0); 
    IP4_ADDR(&(echo_netif->gw),      192, 168,   1,  1); 
    } 
    } 
 
    ipaddr.addr = echo_netif->ip_addr.addr; 
    gw.addr = echo_netif->gw.addr; 
    netmask.addr = echo_netif->netmask.addr; 
 #endif 
 
    print_ip_settings(&ipaddr, &netmask, &gw); 
 
    /* start the application (web server, rxtest, txtest, etc..) */ 
    start_application(); 
 
    xil_printf("\n\n SERVER READY \n\n\r"); 
 
    return(1); 
 
} 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * Algorithm.c 
 * 
 *  Created on: Jan 30, 2019 
 *      Author: Jordi Fornt Mas 
 */ 
 
#include "main.h" 
 
char AlgorithmState = 0; 
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char FSM_Started = 0; 
char Wait4Proc = 0; 
char Reorganisation = 0; 
 
unsigned Curr_PBLOCK = 0; 
 
u32 s0,s1,s2,s3; 
 
int AlgorithmCheckState (void) 
{ 
 char DP_Resp = 0; 
 
 switch(AlgorithmState) 
 { 
 
 // ------------------------------------------------------------------------------------------------- 
 //           IDLE STATE 
 // ------------------------------------------------------------------------------------------------- 
 case 0: 
 
  if(IMG_Flag==1) 
  { 
   IMG_Flag = 0; 
   AlgorithmState = 1; 
   SetOPCODE(1); 
   FSM_Started = 0; 
   Reset_DataPathVars(); 
 
   SetGlobalTrigger(0); 
 
   xil_printf("\n\rAlgorithm State: Import Raw.\n\r"); 
 
   CDMA0_Flag = 1; 
   CDMA1_Flag = 1; 
  } 
 
  break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //           RAW IMAGE 
EXPORT STATE 
 // ------------------------------------------------------------------------------------------------- 
 case 1: 
 
  if((CDMA0_Flag==1)&&(DP_Resp==0)) 
  { 
   CDMA0_Flag = 0; 
   DP_Resp = DataPath_step(0); 
  } 
 
  if((CDMA1_Flag==1)&&(DP_Resp==0)) 
  { 
   CDMA1_Flag = 0; 
   DP_Resp = DataPath_step(1); 
  } 
 
  if(DP_Resp>0) 
  { 
   CDMA0_Flag = 0; 
   CDMA1_Flag = 0; 
 
   FreeAXIMux(0); 
   FreeAXIMux(1); 
 
   AlgorithmState = 2; 
   SetOPCODE(1); 
   Reset_DataPathVars(); 
   FSM_Started = 0; 
 
   xil_printf("\nAlgorithm State: Rectification.\n\r"); 
 
   SetProcTrigger(1); 
  } 
 
  break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //          
 RECTIFICATION STATE 
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 // ------------------------------------------------------------------------------------------------- 
 case 2: 
 
  if((P0_Flag+P1_Flag+P2_Flag+P3_Flag)==4) 
  { 
   P0_Flag = 0; 
   P1_Flag = 0; 
   P2_Flag = 0; 
   P3_Flag = 0; 
 
   AlgorithmState = 3; 
   Reset_DataPathVars(); 
 
   xil_printf("\nAlgorithm State: Export Rectified.\n\r"); 
 
   CDMA0_Flag = 1; 
   CDMA1_Flag = 1; 
   CDMA2_Flag = 1; 
   CDMA3_Flag = 1; 
 
   SetProcTrigger(0); 
  } 
 
  break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //           EXPORT 
RECTIFIED STATE 
 // ------------------------------------------------------------------------------------------------- 
 case 3: 
 
  if(CDMA0_Flag==1) 
  { 
   CDMA0_Flag = 0; 
   DP_Resp = DataPath_step(0); 
  } 
 
  if(CDMA1_Flag==1) 
  { 
   CDMA1_Flag = 0; 
   DP_Resp = DataPath_step(1); 
  } 
 
  if(CDMA2_Flag==1) 
  { 
   CDMA2_Flag = 0; 
   DP_Resp = DataPath_step(2); 
  } 
 
  if(CDMA3_Flag==1) 
  { 
   CDMA3_Flag = 0; 
   DP_Resp = DataPath_step(3); 
  } 
 
  if(DP_Resp>0) 
  { 
   if(DP_Resp==2) 
   { 
    Wait4Proc = 1; 
   } 
   else 
   { 
 
    AlgorithmState = 4; 
    SetOPCODE(2); 
    Reset_DataPathVars(); 
    Wait4Proc=1; 
 
    xil_printf("\nAlgorithm State: Cost Cube.\n\r"); 
 
    SetProcTrigger(1); 
   } 
  } 
 
  break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //        COST CUBE, PATH PROCESS, ENERGY, 
OPTIMIZATION 
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 // ------------------------------------------------------------------------------------------------- 
 case 4: 
 case 5: 
 case 6: 
 case 7: 
 
  if((Wait4Proc==0)&&(Reorganisation==0)) 
  { 
 
   if((CDMA0_Flag==1)&&(DP_Resp==0)) 
   { 
    CDMA0_Flag = 0; 
    DP_Resp = DataPath_step(0); 
   } 
 
   if((CDMA1_Flag==1)&&(DP_Resp==0)) 
   { 
    CDMA1_Flag = 0; 
    DP_Resp = DataPath_step(1); 
   } 
 
   if((CDMA2_Flag==1)&&(DP_Resp==0)) 
   { 
    CDMA2_Flag = 0; 
    DP_Resp = DataPath_step(2); 
   } 
 
   if((CDMA3_Flag==1)&&(DP_Resp==0)) 
   { 
    CDMA3_Flag = 0; 
    DP_Resp = DataPath_step(3); 
   } 
 
   if(PBlock_change == 1) 
   { 
    PBlock_change = 0; 
    SetDPActive(0,5); 
 
    if(HoldDPActive==0) 
    { 
     SetDPActive(1,DataPath_GetPblock()); 
    } 
   } 
 
   if(DP_Resp>0) 
   { 
    if(DP_Resp==2) 
    { 
     Wait4Proc = 1; 
     SetDPActive(0,5); 
    } 
    else 
    { 
     Reset_DataPathVars(); 
 
     if(AlgorithmState<7) 
     { 
      AlgorithmState++; 
      SetOPCODE(AlgorithmState-2); 
 
      // TESTING 
      switch(AlgorithmState) 
      { 
       case 5:  xil_printf("\nAlgorithm State: 
Path Process.\n\r"); 
          Reorganisation = 1; 
        break; 
       case 6:  xil_printf("\nAlgorithm State: 
Energy Cube.\n\r"); 
          Reorganisation = 1; 
        break; 
       default: xil_printf("\nAlgorithm State: 
Optimization.\n\r"); 
          SetDPActive(0,5); 
          SetDPActive(1,0); 
        break; 
      } 
 
     } 
     else 
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     { 
      AlgorithmState = 0; 
 
      CDMA0_Flag = 0; 
      CDMA1_Flag = 0; 
      CDMA2_Flag = 0; 
      CDMA3_Flag = 0; 
      SetDPActive(0,5); 
 
      SetProcTrigger(0); 
      SetGlobalTrigger(0); 
 
      xil_printf("\n\rAlgorithm in Idle State.\n\r"); 
 
      AlgorithmStepRequest = 0; 
 
      SetOPCODE(0); 
 
      ImageReady = 1; 
 
     } 
    } 
   } 
  } 
  else if (Wait4Proc==1) 
  { 
   if(((P0_Flag+P1_Flag+P2_Flag+P3_Flag)==4)     
         // Most usual case 
    
 ||((AlgorithmState==7)&&(DataPath_GetROW()==RowMax_Opt_In)&&((P0_Flag+P1_Flag)==2)) 
    
 ||((AlgorithmState==6)&&(DataPath_GetROW()==RowMax_Energy)&&((P0_Flag+P1_Flag)==2))) // Last import of 
Optimization process 
   { 
    P0_Flag = 0; 
    P1_Flag = 0; 
    P2_Flag = 0; 
    P3_Flag = 0; 
 
    Wait4Proc = 0; 
    DP_Resp = 0; 
 
    CDMA0_Flag = 1; 
    CDMA1_Flag = 1; 
    CDMA2_Flag = 1; 
    CDMA3_Flag = 1; 
 
    SetDPActive(0,5); 
    if((HoldDPActive==0)&&(AlgorithmState!=7)) 
    { 
     SetDPActive(1,0); 
    } 
   } 
  } 
  else 
  { 
   // Reorganisation functions 
 
   if(AlgorithmState == 5) 
   { 
    SetReorgTrigger(1); 
    CostCubeRedist(2, (u32*)DDR_BASEADDR_COST, (u32*)DDR_BASEADDR_PATH); 
    CostCubeRedist(4, (u32*)DDR_BASEADDR_COST, (u32*)DDR_BASEADDR_PATH); 
    CostCubeRedist(6, (u32*)DDR_BASEADDR_COST, (u32*)DDR_BASEADDR_PATH); 
    SetReorgTrigger(0); 
    //xil_printf("Cost Redistribution Complete.\n\r"); 
   } 
   else 
   { 
    SetReorgTrigger(1); 
    PathRedist(2, (u32*)DDR_BASEADDR_PATH, (u32*)DDR_BASEADDR_RPATH); 
    PathRedist(3, (u32*)DDR_BASEADDR_PATH, (u32*)DDR_BASEADDR_RPATH); 
    PathRedist(4, (u32*)DDR_BASEADDR_PATH, (u32*)DDR_BASEADDR_RPATH); 
    PathRedist(5, (u32*)DDR_BASEADDR_PATH, (u32*)DDR_BASEADDR_RPATH); 
    PathRedist(6, (u32*)DDR_BASEADDR_PATH, (u32*)DDR_BASEADDR_RPATH); 
    PathRedist(7, (u32*)DDR_BASEADDR_PATH, (u32*)DDR_BASEADDR_RPATH); 
    SetReorgTrigger(0); 
    //xil_printf("Path Redistribution Complete.\n\r"); 
   } 
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   Reorganisation = 0; 
   CDMA0_Flag = 1; 
   CDMA1_Flag = 1; 
   CDMA2_Flag = 1; 
   CDMA3_Flag = 1; 
 
   SetDPActive(0,5); 
   SetDPActive(1,0); 
  } 
 
  break; 
 
 default: 
 
  break; 
 } 
 
 return(1); 
} 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * DataPath.c 
 * 
 *  Created on: Jan 30, 2019 
 *      Author: Jordi Fornt Mas 
 */ 
 
#include "main.h" 
 
// Critical variables 
 
unsigned PATH_FINISHED = 0; 
char Pre_Finish = 0; 
 
// GLOBAL VARIABLES 
 
char PBlock_change = 0; 
char HoldDPActive = 0; 
 
// Diagonal Path LUTs 
 
const unsigned DiagonalRowStartLUT[11] = {0,127,180,220,240,272,304,320,357,402,467}; 
const unsigned DiagonalRowSizeLUT[11] = {127,53,40,20,32,32,16,37,45,65,92}; 
const unsigned DiagonalBRAMSizeLUT[11] = {0x1FC0,0x1FE2,0x1F54,0x1202,0x1E00,0x1E00,0xF00,0x1FF1,0x1FA4,0x1FBD,0x10B6}; 
const unsigned DiagonalImportNextLUT[7] = {0x70F8,0x6F38,0x6D56,0x5D02,0x06AF1,0x6C95,0x6E52}; 
 
// State variables 
 
unsigned PATH = 0; 
unsigned PBLOCK = 0; 
unsigned ROW = 0; 
unsigned DISPARITY = 0; 
unsigned ATOM = 0; 
 
unsigned RowBase = 0; 
 
char Exporting = 0; 
char EXPORT_ONLY = 0; 
char IMPORT_ONLY = 1; 
 
char Opt_AtomSubs = 2; 
 
char LR = 0; 
 
char Exprt_Transition = 0; 
char FirstCharge = 0; 
 
char DiagonalType = 0; 
int DiagonalCnt = 0; 
 
// Offset variables 
 
u32 DDROffset = 0; 
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u32 DISPARITY_Offset = 0; 
u32 PATH_Offset = 0; 
unsigned ROW_Offset = 0; 
 
char AXISEL = 0xFF; 
 
char Started = 0; 
char Finished = 0; 
 
char Energy_MustRst = 1; 
 
u32 SourceAddr, DestAddr, TransferBytes; 
 
int Test_Retval = 0; 
 
// MEMORY ARRAYS 
 
static u32 LeftRawImage[1+ImageWidth*ImageHeight/4]; 
static u32 RightRawImage[1+ImageWidth*ImageHeight/4]; 
 
static u32 LeftRectImage[1+ImageWidth*ImageHeight/4]; 
static u32 RightRectImage[1+ImageWidth*ImageHeight/4]; 
 
// OFFSET POINTERS 
 
u32 *DDR_BASEADDR_LIMG; 
u32 *DDR_BASEADDR_RIMG; 
 
u32 *DDR_BASEADDR_LRECT; 
u32 *DDR_BASEADDR_RRECT; 
 
u32 *DDR_BASEADDR_COST; 
 
u32 *DDR_BASEADDR_PATH; 
u32 *DDR_BASEADDR_RPATH; 
 
u32 *DDR_BASEADDR_ENERGY; 
u32 *DDR_BASEADDR_ENRG_MONI; 
 
u32 *DDR_BASEADDR_DISP; 
 
 
int FreePointers(void) 
{ 
 xil_printf("Address %p was asked to be freed.\n\r",DDR_BASEADDR_PATH); 
 free(DDR_BASEADDR_PATH); 
 DDR_BASEADDR_PATH = NULL; 
 
 xil_printf("Address %p was asked to be freed.\n\r",DDR_BASEADDR_RPATH); 
 free(DDR_BASEADDR_RPATH); 
 DDR_BASEADDR_RPATH = NULL; 
 
 DDR_BASEADDR_COST = NULL; 
 DDR_BASEADDR_ENERGY = NULL; 
 
 return(1); 
} 
 
int InitPointers(void) 
{ 
 // Static Memory Regions 
 
 DDR_BASEADDR_LIMG = 1+&LeftRawImage[0]; 
 DDR_BASEADDR_RIMG = 1+&RightRawImage[0]; 
 
 DDR_BASEADDR_LRECT = 1+&LeftRectImage[0]; 
 DDR_BASEADDR_RRECT = 1+&RightRectImage[0]; 
 
 //DDR_BASEADDR_DISP = 1+&DisparityImage[0]; 
 
 // Dynamic Memory Regions 
 
 
 DDR_BASEADDR_PATH = (u32*) calloc(4*ImageWidth*ImageHeight*Disp_Levels*PathNumber,sizeof(char)); 
 if (DDR_BASEADDR_PATH == NULL) 
 { 
  xil_printf("Unable to Allocate Path Space\n\r"); 
  return(0); 
 } 
 else 
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 { 
  xil_printf("Address %p[%p] was selected for Path 
Allocation.\n\r",DDR_BASEADDR_PATH,1+ImageWidth*ImageHeight*Disp_Levels*PathNumber); 
 } 
 
 DDR_BASEADDR_RPATH = (u32*) calloc(4*ImageWidth*ImageHeight*Disp_Levels*PathNumber,sizeof(char)); 
 if (DDR_BASEADDR_RPATH == NULL) 
 { 
  xil_printf("Unable to Allocate Reallocated Path Space\n\r"); 
  return(0); 
 } 
 else 
 { 
  xil_printf("Address %p[%p] was selected for RPath 
Allocation.\n\r",DDR_BASEADDR_RPATH,1+ImageWidth*ImageHeight*Disp_Levels*PathNumber); 
 } 
 
 //DDR_BASEADDR_COST = DDR_BASEADDR_RPATH; 
 
 DDR_BASEADDR_COST =(u32*) calloc(4*ImageWidth*ImageHeight*Disp_Levels,sizeof(char)); 
 if (DDR_BASEADDR_COST == NULL) 
 { 
  xil_printf("Unable to Allocate Cost Cube\n\r"); 
  return(0); 
 } 
 else 
 { 
  xil_printf("Address %p[%p] was selected for Cost Cube 
Allocation.\n\r",DDR_BASEADDR_COST,1+ImageWidth*ImageHeight*Disp_Levels); 
 } 
 
 //DDR_BASEADDR_ENERGY = DDR_BASEADDR_PATH; 
 
 DDR_BASEADDR_ENERGY = (u32*) calloc(4*ImageWidth*ImageHeight*Disp_Levels,sizeof(char)); 
 if (DDR_BASEADDR_ENERGY == NULL) 
 { 
  xil_printf("Unable to Allocate Energy Cube\n\r"); 
  return(0); 
 } 
 else 
 { 
  xil_printf("Address %p[%p] was selected for Energy Cube 
Allocation.\n\r",DDR_BASEADDR_ENERGY,1+ImageWidth*ImageHeight*Disp_Levels); 
 } 
 
 DDR_BASEADDR_DISP = (u32*) calloc(4*ImageWidth*ImageHeight,sizeof(char)); 
 if (DDR_BASEADDR_DISP == NULL) 
 { 
  xil_printf("Unable to Allocate Disparity Image\n\r"); 
  return(0); 
 } 
 else 
 { 
  xil_printf("Address %p[%p] was selected for Disp Image 
Allocation.\n\r",DDR_BASEADDR_DISP,1+ImageWidth*ImageHeight); 
 } 
 
 DDR_BASEADDR_ENRG_MONI = (u32*) calloc(4*ImageWidth*ImageHeight,sizeof(char)); 
 if (DDR_BASEADDR_ENRG_MONI == NULL) 
 { 
  xil_printf("Unable to Allocate Energy Monitoring Image\n\r"); 
  return(0); 
 } 
 else 
 { 
  xil_printf("Address %p[%p] was selected for Disp Image 
Allocation.\n\r",DDR_BASEADDR_DISP,1+ImageWidth*ImageHeight); 
 } 
 
 return(1); 
 
} 
 
int DP_PrintState(int CDMA_No, u32 BRAM_Offset, u32 DDR_Offset) 
{ 
 xil_printf("PATH %i,  ",PATH); 
 xil_printf("DISPARITY %i,  ",DISPARITY); 
 xil_printf("PBLOCK %i,  ",PBLOCK); 
 xil_printf("ROW %i,  ",ROW); 
 xil_printf("ATOM %i  ,",ATOM); 
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 xil_printf("CDMA %i,  ",CDMA_No); 
 xil_printf("MuxSel %i,  ",AXISEL); 
 xil_printf("Exp %i,  ",Exporting); 
 xil_printf("BRAM: 0x%08x,  ",BRAM_Offset); 
 xil_printf("DDR: 0x%08x,  ",DDR_Offset); 
 xil_printf("BTT: 0x%04x,  ",TransferBytes); 
 xil_printf("Retval: 0x%01x\n\r",Test_Retval); 
 
 return(1); 
} 
 
int Reset_DataPathVars(void) 
{ 
 DISPARITY = 0; 
 ROW = 0; 
 PBLOCK = 0; 
 ATOM = 0; 
 AXISEL = 0; 
 
 LR = 0; 
 RowBase = 0; 
 
 IMPORT_ONLY = 1; 
 EXPORT_ONLY = 0; 
 Exporting = 0; 
 Exprt_Transition = 0; 
 FirstCharge = 0; 
 
 DISPARITY_Offset = 0; 
 PATH_Offset = 0; 
 ROW_Offset = 0; 
 
 AXISEL = 0xFF; 
 
 Started = 0; 
 Finished = 0; 
 
 Energy_MustRst = 1; 
 HoldDPActive = 0; 
 PBlock_change = 0; 
 
 PATH = 0; 
 
 SetPATH(0); 
 SetDPActive(0,5); 
 SetDiagonalCounters(0,0); 
 SetDiagonalCounters(1,0); 
 SetDiagonalCounters(2,0); 
 SetDiagonalCounters(3,0); 
 SetDiagonalCounters(4,0); 
 
 return(1); 
} 
 
int DataPathTest(int Algorithm_Opcode, int Current_Path) 
{ 
 char Resp0 = 0; 
 char Resp1 = 0; 
 char Resp2 = 0; 
 char Resp3 = 0; 
 
 unsigned long int ollitacnt0 = 0; 
 unsigned long int ollitacnt1 = 0; 
 unsigned long int ollitacnt2 = 0; 
 unsigned long int ollitacnt3 = 0; 
 
 char TestFinish = 0; 
 
 // Reset varaibles from the Datapath 
 Reset_DataPathVars(); 
 
 // Set input variables 
 AlgorithmState = Algorithm_Opcode; 
 PATH = Current_Path; 
 
 // Configure all CDMACRs 
 CDMACRConfig(0,0,1,1,1); 
 CDMACRConfig(1,0,1,1,1); 
 CDMACRConfig(2,0,1,1,1); 
FPGA-Based Stereo Vision System For Autonomous Driving  
  395 
 CDMACRConfig(3,0,1,1,1); 
 
 // Mark All CDMAs as Ready for Configuration 
 CDMA0_Flag = 1; 
 CDMA1_Flag = 1; 
 CDMA2_Flag = 1; 
 CDMA3_Flag = 1; 
 
 // Start the test 
 while(TestFinish == 0) 
 { 
  if(CDMA0_Flag==1) 
  { 
   CDMA0_Flag = 0; 
   ollitacnt0++; 
   Resp0 = DataPath_step(0); 
  } 
 
  if(CDMA1_Flag==1) 
  { 
   CDMA1_Flag = 0; 
   ollitacnt1++; 
   Resp1 = DataPath_step(1); 
  } 
 
  if(CDMA2_Flag==1) 
  { 
   CDMA2_Flag = 0; 
   ollitacnt2++; 
   Resp2 = DataPath_step(2); 
  } 
 
  if(CDMA3_Flag==1) 
  { 
   CDMA3_Flag = 0; 
   ollitacnt3++; 
   Resp3 = DataPath_step(3); 
  } 
 
  if((Resp0+Resp1+Resp2+Resp3) == 4) 
  { 
   xil_printf("\nOllitacnt 0: %i,  \n\r",ollitacnt0); 
   xil_printf("Ollitacnt 1: %i,  \n\r",ollitacnt1); 
   xil_printf("Ollitacnt 2: %i,  \n\r",ollitacnt2); 
   xil_printf("Ollitacnt 3: %i,  \n\r",ollitacnt3); 
 
   TestFinish = 1; 
  } 
 } 
 
 return(1); 
 
} 
 
unsigned DataPath_GetPblock(void) 
{ 
 return(PBLOCK); 
} 
 
unsigned DataPath_GetROW(void) 
{ 
 return(ROW); 
} 
 
 
int DataPath_MemoryLeakCheck(u32 DDR_ADDR, int OPCODE, int PATH, int Exporting) 
{ 
 u32 DDR_HeapBaseAddr = (u32) DDR_BASEADDR_PATH; 
 u32 DDR_CostUpperLimit = (u32) DDR_BASEADDR_ENERGY; 
 u32 DDR_PathUpperLimit = (u32) DDR_BASEADDR_RPATH; 
 u32 DDR_RPathUpperLimit = (u32) DDR_BASEADDR_COST; 
 u32 DDR_EnergyUpperLimit = (u32) DDR_BASEADDR_DISP; 
 u32 DDR_DispUpperLimit = (u32) DDR_BASEADDR_DISP + 4*0x12C00; 
 
 int PROBLEMS = 0; 
 
 switch(OPCODE) 
 { 
  case 4: 
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   if((DDR_ADDR > DDR_CostUpperLimit)||(DDR_ADDR < DDR_RPathUpperLimit)) 
   { 
    PROBLEMS = 1; 
    xil_printf("Dangerous Memory Manouver detected in Cost Cube Export.\n\r"); 
   } 
 
   break; 
 
  case 5: 
 
   if(Exporting==0) 
   { 
    if(PATH<2) 
    { 
     if((DDR_ADDR > DDR_CostUpperLimit)||(DDR_ADDR < DDR_RPathUpperLimit)) 
     { 
      PROBLEMS = 1; 
      xil_printf("Dangerous Memory Manouver detected in Cost Cube 
Import from Path.\n\r"); 
     } 
    } 
    else 
    { 
     if((DDR_ADDR > DDR_PathUpperLimit)||(DDR_ADDR < DDR_HeapBaseAddr)) 
     { 
      PROBLEMS = 1; 
      xil_printf("Dangerous Memory Manouver detected in Path 
Import.\n\r"); 
     } 
    } 
   } 
   else 
   { 
    if((DDR_ADDR > DDR_PathUpperLimit)||(DDR_ADDR < DDR_HeapBaseAddr)) 
    { 
     PROBLEMS = 1; 
     xil_printf("Dangerous Memory Manouver detected in Path Export.\n\r"); 
    } 
   } 
 
   break; 
 
  case 6: 
 
   if(Exporting==0) 
   { 
    if(PATH<2) 
    { 
     if((DDR_ADDR > DDR_PathUpperLimit)||(DDR_ADDR < DDR_HeapBaseAddr)) 
     { 
      PROBLEMS = 1; 
      xil_printf("Dangerous Memory Manouver detected in Path 
Import.\n\r"); 
     } 
    } 
    else 
    { 
     if((DDR_ADDR > DDR_RPathUpperLimit)||(DDR_ADDR < DDR_PathUpperLimit)) 
     { 
      PROBLEMS = 1; 
      xil_printf("Dangerous Memory Manouver detected in Energy 
Import.\n\r"); 
     } 
    } 
   } 
   else 
   { 
    if((DDR_ADDR > DDR_EnergyUpperLimit)||(DDR_ADDR < DDR_CostUpperLimit)) 
    { 
     PROBLEMS = 1; 
     xil_printf("Dangerous Memory Manouver detected in Energy Export.\n\r"); 
    } 
   } 
 
   break; 
 
  case 7: 
 
   if(Exporting==0) 
   { 
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    if((DDR_ADDR > DDR_EnergyUpperLimit)||(DDR_ADDR < DDR_CostUpperLimit)) 
    { 
     PROBLEMS = 1; 
     xil_printf("Dangerous Memory Manouver detected in Optimization 
Import.\n\r"); 
    } 
   } 
   else 
   { 
    if((DDR_ADDR > DDR_DispUpperLimit)||(DDR_ADDR < DDR_EnergyUpperLimit)) 
    { 
     PROBLEMS = 1; 
     xil_printf("Dangerous Memory Manouver detected in Optimization 
Export.\n\r"); 
    } 
   } 
 
   break; 
 
  default: 
   return(0); 
   break; 
 } 
 
 return(PROBLEMS); 
} 
 
int DataPath_step(int CDMA_No) 
{ 
 //u32 DDROffset = 0; 
 u32 BRAMOffset = 0; 
 
 u32 MONIOFFSET = 0; 
 
 int RetVal = 0; 
 
 Test_Retval = 0; 
 HoldDPActive = 0; 
 
 if(Finished == 1) 
 { 
  Test_Retval = 1; 
  return(1); 
 } 
 
 switch(AlgorithmState) 
 { 
 
 // ------------------------------------------------------------------------------------------------- 
 //           EXPORT RAW 
IMAGE 
 // ------------------------------------------------------------------------------------------------- 
 case 1: 
 
  Exporting = 1; 
 
  BRAMOffset = 0x000; 
  TransferBytes = 0x12C00; 
 
  if(ATOM==0) 
  { 
   ATOM++; 
   AXISEL = 40; 
   DDROffset = (u32) DDR_BASEADDR_LIMG; 
  } 
  else if(ATOM==1) 
  { 
   ATOM++; 
   AXISEL = 41; 
   DDROffset = (u32) DDR_BASEADDR_RIMG; 
  } 
  else 
  { 
   Finished = 1; 
   Test_Retval = 1; 
   return(1); 
  } 
 
 break; 
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 // ------------------------------------------------------------------------------------------------- 
 //           EXPORT 
RECTIFIED IMAGE 
 // ------------------------------------------------------------------------------------------------- 
 case 3: 
 
  Exporting = 1; 
 
  // Limit condition: All Pblocks and All Atoms 
 
  if(Started == 1) 
  { 
   if(AXISEL==AXISEL_Proc_Max) 
   { 
    DISPARITY = 0; 
    ROW = 0; 
    PBLOCK = 0; 
    ATOM = 0; 
    AXISEL = 0; 
    ROW_Offset = 0; 
 
    if(LR==0)  // Go through both images 
    { 
     LR = 1; 
    } 
    else   // When both images complete, return FINISHED 
    { 
     Finished = 1; 
     Test_Retval = 1; 
     return(1); 
    } 
   } 
   else 
   { 
    ROW += RowIncr_ExportRect; 
    ROW_Offset = ImageWidth*ROW; 
 
    if(ATOM<AtomMax) 
    { 
     ATOM++; 
    } 
    else 
    { 
     ATOM = 0; 
     PBLOCK++; 
     PBlock_change = 1; 
    } 
   } 
  } 
  else 
  { 
   Started = 1; 
  } 
 
  if(LR==0) 
  { 
   BRAMOffset = 0x0; 
   DDROffset = (u32) (ROW_Offset + (u32)DDR_BASEADDR_LRECT); 
   MONIOFFSET = ROW_Offset; 
  } 
  else 
  { 
   BRAMOffset = 0x780; 
   DDROffset = (u32) (ROW_Offset + (u32)DDR_BASEADDR_RRECT); 
   MONIOFFSET = ROW_Offset; 
  } 
 
  AXISEL = PBLOCK*Disp_Levels + ATOM; 
  TransferBytes = 0x00000780; 
 
 break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //           
 COST CUBE 
 // ------------------------------------------------------------------------------------------------- 
 case 4: 
 
  Exporting = 1; 
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  // Limit condition: All Pblocks and All Atoms 
 
  if(Started == 1) 
  { 
   if(AXISEL==AXISEL_Proc_Max) 
   { 
    ROW = 0; 
    ROW_Offset = 0; 
    PBLOCK = 0; 
    ATOM = 0; 
 
    if(DISPARITY<DispMax) 
    { 
     DISPARITY++; 
     DISPARITY_Offset = DispOffsetIncr*DISPARITY; 
    } 
    else   // When all images complete, return FINISHED 
    { 
     Finished = 1; 
     Test_Retval = 1; 
     return(1); 
    } 
   } 
   else 
   { 
    ROW += RowIncr_Cost; 
    ROW_Offset = ImageWidth*ROW; 
 
    if(ATOM<AtomMax) 
    { 
     ATOM++; 
    } 
    else 
    { 
     ATOM = 0; 
     PBLOCK++; 
     PBlock_change = 1; 
    } 
   } 
  } 
  else 
  { 
   Started = 1; 
  } 
 
  AXISEL = PBLOCK*Disp_Levels + ATOM; 
  BRAMOffset = 0xF00; 
  DDROffset = (u32) (DISPARITY_Offset + ROW_Offset + (u32)DDR_BASEADDR_COST); 
 
  MONIOFFSET = DISPARITY_Offset + ROW_Offset; 
 
  TransferBytes = 0x00000780; 
 
  if(AXISEL==AXISEL_Proc_Max) 
  { 
   if(DISPARITY<DispMax) 
   { 
    Test_Retval = 2; 
    RetVal = 2; 
   } 
   else 
   { 
    Test_Retval = 1; 
    RetVal = 1; 
    Finished = 1; 
   } 
  } 
 
 break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //           
 PATH PROCESS 
 // ------------------------------------------------------------------------------------------------- 
 case 5: 
 
  if(Started == 1) 
  { 
   if(DISPARITY<DispMax) 
   { 
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    DISPARITY++; 
   } 
   else 
   { 
    DISPARITY = 0; 
 
    if((Exporting == 1)&&(EXPORT_ONLY == 0)) 
    { 
     Exporting = 0; 
    } 
    else 
    { 
     if(IMPORT_ONLY == 0) 
     { 
      Exporting = 1; 
     } 
 
     switch(PATH) 
     { 
 
     case 0: 
     case 1: 
      ROW += RowIncr_Path_H; 
      ROW_Offset = ImageWidth*ROW; 
      break; 
 
     case 2: 
     case 3: 
      ROW += RowIncr_Path_V; 
      ROW_Offset = ImageHeight*ROW; 
      break; 
 
     default: 
      DiagonalCnt++; 
      ROW = DiagonalRowStartLUT[DiagonalCnt]; 
      ROW_Offset += DiagonalBRAMSizeLUT[DiagonalCnt-1]; 
      break; 
     } 
 
     if(PBLOCK<PBlockMax) 
     { 
      PBLOCK++; 
      PBlock_change = 1; 
 
      if(PATH>3) 
      { 
       if(DiagonalCnt==11) 
       { 
        if(PATH<7) 
        { 
         PATH++; 
         SetPATH(PATH); 
 
         ROW = 0; 
         ROW_Offset = 0; 
         Exporting = 0; 
         DiagonalCnt = 0; 
         EXPORT_ONLY = 0; 
         IMPORT_ONLY = 1; 
         PBLOCK=0; 
        } 
        else 
        { 
         Finished = 1; 
         Test_Retval = 1; 
         return(1); 
        } 
       } 
       else 
       { 
        if(ROW==TransitionRow_D) 
        { 
         EXPORT_ONLY = 1; 
        } 
       } 
      } 
      else 
      { 
       if(EXPORT_ONLY == 1) 
       { 
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 if(((PATH<2)&&(ROW==ImageHeight))||((PATH>1)&&(ROW==ImageWidth))) 
        { 
         PATH++; 
         SetPATH(PATH); 
 
         ROW = 0; 
         ROW_Offset = 0; 
         Exporting = 0; 
         DiagonalCnt = 0; 
         EXPORT_ONLY = 0; 
         IMPORT_ONLY = 1; 
         PBLOCK=0; 
        } 
       } 
       else 
       { 
        if(PATH<2) 
        { 
         if(ROW==TransitionRow_H) 
         { 
          EXPORT_ONLY = 1; 
         } 
        } 
        else if(ROW==TransitionRow_V) 
        { 
         EXPORT_ONLY = 1; 
        } 
       } 
      } 
     } 
     else 
     { 
      PBLOCK = 0; 
      PBlock_change = 1; 
 
      if(IMPORT_ONLY == 1) 
      { 
       IMPORT_ONLY = 0; 
       Exporting = 1; 
 
       ROW = 0; 
       ROW_Offset = 0; 
       DiagonalCnt = 0; 
      } 
     } 
    } 
   } 
  } 
  else 
  { 
   Started = 1; 
  } 
 
  AXISEL = PBLOCK*Disp_Levels + DISPARITY; 
  DISPARITY_Offset = DispOffsetIncr*DISPARITY; 
  BRAMOffset = 0; 
 
  if(Exporting == 0) 
  { 
   switch(PATH) 
   { 
 
   case 0: 
   case 1: 
    DDROffset = (u32) (DISPARITY_Offset + ROW_Offset + (u32)DDR_BASEADDR_COST); 
 
    MONIOFFSET = DISPARITY_Offset + ROW_Offset; 
    break; 
 
   case 2: 
   case 3: 
    PATH_Offset = PathOffsetIncr*3; 
    DDROffset = (u32) (PATH_Offset + DISPARITY_Offset + ROW_Offset + 
(u32)DDR_BASEADDR_PATH); 
 
    MONIOFFSET = PATH_Offset + DISPARITY_Offset + ROW_Offset; 
    break; 
 
   case 4: 
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   case 5: 
    PATH_Offset = PathOffsetIncr*5; 
    DDROffset = (u32) (PATH_Offset + DISPARITY_Offset + ROW_Offset + 
(u32)DDR_BASEADDR_PATH); 
 
    MONIOFFSET = PATH_Offset + DISPARITY_Offset + ROW_Offset; 
    break; 
 
   default: 
    PATH_Offset = PathOffsetIncr*7; 
    DDROffset = (u32) (PATH_Offset + DISPARITY_Offset + ROW_Offset + 
(u32)DDR_BASEADDR_PATH); 
 
    MONIOFFSET = PATH_Offset + DISPARITY_Offset + ROW_Offset; 
    break; 
   } 
 
   if(IMPORT_ONLY==0) 
   { 
    switch(PATH) 
    { 
     case 0: 
     case 1: 
      DDROffset+=ImportNext_H; 
 
      MONIOFFSET = DDROffset - (u32)DDR_BASEADDR_COST; 
      break; 
 
     case 2: 
     case 3: 
      DDROffset+=ImportNext_V; 
 
      MONIOFFSET = DDROffset - (u32)DDR_BASEADDR_PATH; 
      break; 
 
     default: 
      DDROffset+=DiagonalImportNextLUT[DiagonalCnt]; 
 
      MONIOFFSET = DDROffset - (u32)DDR_BASEADDR_PATH; 
      break; 
    } 
   } 
 
  } 
  else 
  { 
   PATH_Offset = PathOffsetIncr*PATH; 
   DDROffset = (u32) (PATH_Offset + DISPARITY_Offset + ROW_Offset + (u32)DDR_BASEADDR_PATH); 
 
 
   MONIOFFSET = DDROffset - (u32)DDR_BASEADDR_PATH; 
  } 
 
  if(PATH<4) 
  { 
   TransferBytes = 0x00001E00; 
  } 
  else 
  { 
   SetDiagonalCounters(PBLOCK,DiagonalCnt); 
 
   if((Exporting==0)&&(IMPORT_ONLY==0)) 
   { 
    TransferBytes = (u32) DiagonalBRAMSizeLUT[DiagonalCnt+ProcessorBlocks]; 
   } 
   else 
   { 
    TransferBytes = (u32) DiagonalBRAMSizeLUT[DiagonalCnt]; 
   } 
  } 
 
  if(AXISEL==AXISEL_Proc_Max) 
  { 
   if((Exporting==0)||(EXPORT_ONLY==1)) 
   { 
    Test_Retval = 2; 
    RetVal = 2; 
   } 
  } 
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  if (PATH==7) 
  { 
   if((EXPORT_ONLY==1)&&(AXISEL==29)) 
   { 
    Test_Retval = 1; 
    RetVal = 1; 
    Finished = 1; 
   } 
  } 
 
 break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //           
 ENERGY CUBE 
 // ------------------------------------------------------------------------------------------------- 
 case 6: 
 
  if(Started == 1) 
  { 
   if(DISPARITY<DispMax) 
   { 
    DISPARITY++; 
   } 
   else 
   { 
    DISPARITY = 0; 
 
    if((PBLOCK<PBlockMax)&&(ROW<RowMax_Energy)) 
    { 
     ROW += RowIncr_Energy; 
     PBLOCK++; 
     PBlock_change = 1; 
    } 
    else 
    { 
     if(Energy_MustRst == 1) 
     { 
      Energy_MustRst = 0; 
      SetEnergyRSTinput(0); 
     } 
 
     PBLOCK = 0; 
     PBlock_change = 1; 
 
     if(Exporting==0) 
     { 
 
      if(PATH<7) 
      //if(PATH<0) 
      { 
       PATH++; 
      } 
      else 
      { 
       PATH = 0; 
 
       Exporting = 1; 
       TransferBytes = 0x00001400; 
      } 
 
      ROW = RowBase; 
      PATH_Offset = PathOffsetIncr*PATH; 
     } 
     else 
     { 
      if(ROW>=RowMax_Energy) 
      { 
       Finished = 1; 
       Test_Retval = 1; 
       return(1); 
      } 
      else 
      { 
       Exporting = 0; 
       TransferBytes = 0x00000A00; 
 
       Energy_MustRst = 1; 
       SetEnergyRSTinput(1); 
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       ROW += RowIncr_Energy; 
       RowBase = ROW; 
      } 
     } 
    } 
   } 
  } 
  else 
  { 
   Started = 1; 
   TransferBytes = 0x00000A00; 
 
   Energy_MustRst = 1; 
   SetEnergyRSTinput(1); 
  } 
 
  AXISEL = PBLOCK*Disp_Levels + DISPARITY; 
 
  if(Exporting == 0) 
  { 
   ROW_Offset = ImageWidth*ROW; 
   DISPARITY_Offset = DispOffsetIncr*DISPARITY; 
   BRAMOffset = 0; 
 
   if(PATH<2) 
   { 
    DDROffset = (u32) (PATH_Offset + DISPARITY_Offset + ROW_Offset + 
(u32)DDR_BASEADDR_PATH); 
   } 
   else 
   { 
    DDROffset = (u32) (PATH_Offset + DISPARITY_Offset + ROW_Offset + 
(u32)DDR_BASEADDR_RPATH); 
   } 
 
   MONIOFFSET = PATH_Offset + DISPARITY_Offset + ROW_Offset; 
  } 
  else 
  { 
   // Keep DP at Low 
   HoldDPActive = 1; 
 
   ROW_Offset = ImageWidth*ROW*2; 
   DISPARITY_Offset = DispOffsetIncr_Enrg*DISPARITY; 
   BRAMOffset = 0xA00; 
   DDROffset = (u32) (DISPARITY_Offset + ROW_Offset + (u32)DDR_BASEADDR_ENERGY); 
 
   MONIOFFSET = DISPARITY_Offset + ROW_Offset; 
  } 
 
  if((AXISEL==AXISEL_Proc_Max)||((ROW==RowMax_Energy)&&(DISPARITY==DispMax))) 
  { 
 
   if(Exporting==0) 
   { 
    Test_Retval = 2; 
    RetVal = 2; 
   } 
   else 
   { 
    if(ROW==RowMax_Energy) 
    { 
     Test_Retval = 1; 
     RetVal = 1; 
     Finished = 1; 
    } 
   } 
  } 
 
 break; 
 
 // ------------------------------------------------------------------------------------------------- 
 //          OPTIMIZATION PROCESS 
 // ------------------------------------------------------------------------------------------------- 
 case 7: 
 
  if(Started == 1) 
  { 
   if(Exporting==0) 
   { 
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    if(DISPARITY<DispMax) 
    { 
     DISPARITY++; 
    } 
    else 
    { 
     DISPARITY = 0; 
 
     if(ROW < RowMax_Opt_In) 
     { 
      ROW += RowIncr_Opt_In; 
      ROW_Offset = ImageWidth*ROW*2; 
 
      if(PBLOCK<PBlockMax) 
      { 
       PBLOCK++; 
       PBlock_change = 1; 
      } 
      else 
      { 
       PBLOCK = 0; 
       PBlock_change = 1; 
      } 
     } 
     else 
     { 
      PBLOCK = 0; 
      PBlock_change = 1; 
      ROW = 0; 
      ROW_Offset = 0; 
      Exporting = 1; 
     } 
    } 
   } 
   else 
   { 
    ROW += RowIncr_Opt_Out; 
 
    switch(PBLOCK) 
    { 
    case 0: 
    case 1: 
     Opt_AtomSubs = 2; 
     break; 
    default: 
     Opt_AtomSubs = 3; 
     break; 
    } 
 
    if(ATOM<(AtomMax-Opt_AtomSubs)) 
    { 
     ATOM++; 
    } 
    else 
    { 
     if(PBLOCK==PBlockMax) 
     { 
      Finished = 1; 
      Test_Retval = 1; 
      return(1); 
     } 
 
     ATOM = 0; 
     PBLOCK++; 
     PBlock_change = 1; 
 
     ROW = PBLOCK*RowIncr_Opt_In; 
    } 
 
    ROW_Offset = ImageWidth*ROW; 
   } 
  } 
  else 
  { 
   Started = 1; 
  } 
 
  if(Exporting == 0) 
  { 
   AXISEL = PBLOCK*Disp_Levels + DISPARITY; 
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   DISPARITY_Offset = DispOffsetIncr_Enrg*DISPARITY; 
   BRAMOffset = 0; 
   TransferBytes = 0x00001400; 
   DDROffset = (u32) (DISPARITY_Offset + ROW_Offset + (u32)DDR_BASEADDR_ENERGY); 
 
   MONIOFFSET = DISPARITY_Offset + ROW_Offset; 
  } 
  else 
  { 
   // Keep DP at Low 
   HoldDPActive = 1; 
 
   AXISEL = PBLOCK*Disp_Levels + ATOM; 
 
   BRAMOffset = 0x1400; 
   TransferBytes = 0x00000A00; 
   DDROffset = (u32) (ROW_Offset + (u32)DDR_BASEADDR_DISP); 
 
   MONIOFFSET = ROW_Offset; 
  } 
 
  if((AXISEL==AXISEL_Proc_Max)||((ROW==RowMax_Opt_In)&&(DISPARITY==DispMax))) 
  { 
   if(Exporting==0) 
   { 
    Test_Retval = 2; 
    RetVal = 2; 
   } 
   else 
   { 
    if(ROW==RowMax_Opt_In) 
    { 
     Test_Retval = 1; 
     RetVal = 1; 
     Finished = 1; 
    } 
   } 
  } 
 
 break; 
 
 // ----------------------- 
 // OTHERS => Do nothing 
 // ----------------------- 
 default: 
  Test_Retval = 1; 
  return(1); 
 break; 
 
 } 
 
 BasicDMAConfig(CDMA_No, AXISEL, BRAMOffset, Exporting, DDROffset, TransferBytes); 
 
 DataPath_MemoryLeakCheck(DDROffset, AlgorithmState, PATH, Exporting); 
 
 //DP_PrintState(CDMA_No,BRAMOffset,MONIOFFSET); 
 
 
 return(RetVal); 
} 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * main.c 
 * 
 *      Modified by: Jordi Fornt Mas 
 */ 
 
/****************************************************************************** 
* 
* Copyright (C) 2009 - 2014 Xilinx, Inc.  All rights reserved. 
* 
* Permission is hereby granted, free of charge, to any person obtaining a copy 
* of this software and associated documentation files (the "Software"), to deal 
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* in the Software without restriction, including without limitation the rights 
* to use, copy, modify, merge, publish, distribute, sublicense, and/or sell 
* copies of the Software, and to permit persons to whom the Software is 
* furnished to do so, subject to the following conditions: 
* 
* The above copyright notice and this permission notice shall be included in 
* all copies or substantial portions of the Software. 
* 
* Use of the Software is limited solely to applications: 
* (a) running on a Xilinx device, or 
* (b) that interact with a Xilinx device through a bus or interconnect. 
* 
* THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, EXPRESS OR 
* IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY, 
* FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL 
* XILINX  BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER LIABILITY, 
* WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM, OUT OF 
* OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE 
* SOFTWARE. 
* 
* Except as contained in this notice, the name of the Xilinx shall not be used 
* in advertising or otherwise to promote the sale, use or other dealings in 
* this Software without prior written authorization from Xilinx. 
* 
******************************************************************************/ 
 
#include <stdio.h> 
#include <string.h> 
 
#include "lwip/err.h" 
#include "lwip/tcp.h" 
#if defined (__arm__) || defined (__aarch64__) 
#include "xil_printf.h" 
#endif 
 
#include "xil_cache.h" 
 
#include "Functions.h" 
#include "Global_Vars.h" 
 
//-------------------------------------------- 
// DIAGNOSTIC VARIABLES 
 
char AlgorithmStepRequest = 0; 
 
u32 TotalTime = 5702561; 
 
u32 IdleTime = 1234; 
u32 RectificationTime = 10240; 
u32 CostCubeTime = 20567; 
u32 PathTime = 1050761; 
u32 EnergyTime = 671; 
u32 OptimizationTime = 9075; 
 
u32 CostReorgTime = 0; 
u32 PathReorgTime = 0; 
 
//-------------------------------------------- 
// TRANSMISSION VARAIBLES 
 
void *globalpcb; 
 
//char KeepAliveCounter = 'a'; 
char KeepAliveCounter = 0; 
 
char ImageReady = 0; 
 
char Image = 0; 
 
char *OutMsg; 
char *InMsg; 
 
char OutData[30]; 
 
char ServerCallbackFlag = 0; 
 
char *DispMsg; 
char *LeftMsg; 
char *RightMsg; 
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char SerialLRB; 
char SerialRegID; 
char SerialRegData; 
 
u32 ConfigRegister; 
 
char DispLevelConfig; 
char DispPitchConfig; 
 
int ID = 2; 
int seg = 3; 
int Payload = 4; 
 
char rcvseg = 0; 
 
char rcvPayload = 0; 
 
char ConfigParams[24]; 
 
char test; 
 
int EnergyExportDlevel; 
 
u32 CurrentAddr = 0x0000000; 
 
//---------------------------------------------- 
 
int SendTCPFlag (void) 
{ 
 struct tcp_pcb *tpcb; 
 err_t err; 
 int BytesReady = 0; 
 
 tpcb = (struct tcp_pcb*) globalpcb; 
 OutMsg = &OutData[0]; 
 
 BytesReady = tcp_sndbuf(tpcb); 
 
 KeepAliveCounter++; 
 *(OutMsg+ID) = 'A'; 
 *(OutMsg+seg) = 0; 
 *(OutMsg+Payload) = KeepAliveCounter; 
 *(OutMsg+Payload+1) = AlgorithmState; 
 *(OutMsg+Payload+2) = ImageReady; 
 
 err = tcp_write(tpcb, (char*)(OutMsg+ID), 5, 1); 
 
 return 0; 
} 
 
int transfer_data() 
{ 
 return 0; 
} 
 
void print_app_header() 
{ 
 xil_printf("\n\r\n\r-----lwIP TCP echo server ------\n\r"); 
 xil_printf("TCP packets sent to port 6001 will be echoed back\n\r"); 
} 
 
void ServerResponse(void) 
{ 
 
} 
 
err_t recv_callback(void *arg, struct tcp_pcb *tpcb, 
                               struct pbuf *p, err_t err) 
{ 
 OutMsg = &OutData[0]; 
 
 char rcvID = 0; 
 char Data1 = 0; 
 char Data2 = 0; 
 
 int OffsetCoeff0 = 0; 
 int OffsetCoeff1 = 0; 
 
 /* do not read the packet if we are not in ESTABLISHED state */ 
 if (!p) { 
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  tcp_close(tpcb); 
  tcp_recv(tpcb, NULL); 
  return ERR_OK; 
 } 
 
 /* indicate that the packet has been received */ 
 tcp_recved(tpcb, p->len); 
 
 /* in this case, we assume that the payload is < TCP_SND_BUF */ 
 if (tcp_sndbuf(tpcb) > p->len) 
 { 
  InMsg = p->payload; 
  CAMConfigPtr = (u32*) PL_BaseAddr; 
 
  // DATA REQUEST STRUCTURE -------------------------------------------------- 
 
  rcvID = (char) *(InMsg); 
  Data1 = (char) *(InMsg+1); 
  Data2 = (char) *(InMsg+2); 
 
  switch(rcvID) 
  { 
 
  // Step Request 
  case 'a': 
 
   AlgorithmStepRequest = 1; 
 
    break; 
 
  // DIAGNOSTIC TIMES 
  case 'b': 
 
    //xil_printf("Diagnostics asked"); 
 
    Xil_DCacheInvalidateRange( (u32) CAMConfigPtr+26,35); 
 
    IdleTime = (u32) *(CAMConfigPtr+26)&0xFFFFFF; 
 
    RectificationTime = (u32) ((*(CAMConfigPtr+26)>>8)&0xFF0000) + 
(*(CAMConfigPtr+27)&0xFFFF); 
 
    CostCubeTime = (u32) ((*(CAMConfigPtr+27)>>8)&0xFFFF00) + (*(CAMConfigPtr+28)&0xFF); 
 
    PathTime = (u32) (*(CAMConfigPtr+28)>>8)&0xFFFFFF; 
 
    EnergyTime = (u32) *(CAMConfigPtr+29)&0xFFFFFF; 
 
    OptimizationTime = (u32) ((*(CAMConfigPtr+29)>>8)&0xFF0000) + 
(*(CAMConfigPtr+30)&0xFFFF); 
 
    TotalTime = (u32) *(CAMConfigPtr+31)&0xFFFFFF; 
 
    CostReorgTime = (u32) *(CAMConfigPtr+32)&0xFFFFFF; 
 
    PathReorgTime = (u32) *(CAMConfigPtr+33)&0xFFFFFF; 
 
    *(OutMsg+ID) = 'B'; 
    *(OutMsg+seg) = 0; 
 
    *(OutMsg+Payload) = (char)IdleTime; 
    *(OutMsg+Payload+1) = (char)(IdleTime>>8); 
    *(OutMsg+Payload+2) = (char)(IdleTime>>16); 
 
    *(OutMsg+Payload+3) = (char)RectificationTime; 
    *(OutMsg+Payload+4) = (char)(RectificationTime>>8); 
    *(OutMsg+Payload+5) = (char)(RectificationTime>>16); 
 
    *(OutMsg+Payload+6) = (char)CostCubeTime; 
    *(OutMsg+Payload+7) = (char)(CostCubeTime>>8); 
    *(OutMsg+Payload+8) = (char)(CostCubeTime>>16); 
 
    *(OutMsg+Payload+9) = (char)PathTime; 
    *(OutMsg+Payload+10) = (char)(PathTime>>8); 
    *(OutMsg+Payload+11) = (char)(PathTime>>16); 
 
    *(OutMsg+Payload+12) = (char)EnergyTime; 
    *(OutMsg+Payload+13) = (char)(EnergyTime>>8); 
    *(OutMsg+Payload+14) = (char)(EnergyTime>>16); 
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    *(OutMsg+Payload+15) = (char)OptimizationTime; 
    *(OutMsg+Payload+16) = (char)(OptimizationTime>>8); 
    *(OutMsg+Payload+17) = (char)(OptimizationTime>>16); 
 
    *(OutMsg+Payload+18) = (char)TotalTime; 
    *(OutMsg+Payload+19) = (char)(TotalTime>>8); 
    *(OutMsg+Payload+20) = (char)(TotalTime>>16); 
 
    *(OutMsg+Payload+21) = (char)CostReorgTime; 
    *(OutMsg+Payload+22) = (char)(CostReorgTime>>8); 
    *(OutMsg+Payload+23) = (char)(CostReorgTime>>16); 
 
    *(OutMsg+Payload+24) = (char)PathReorgTime; 
    *(OutMsg+Payload+25) = (char)(PathReorgTime>>8); 
    *(OutMsg+Payload+26) = (char)(PathReorgTime>>16); 
 
    err = tcp_write(tpcb, (char*)(OutMsg+ID), 29, 1); 
 
    break; 
 
  // LEFT IMAGE 
  case 'c': 
 
    if(Data1==1) 
    { 
    CurrentAddr = (u32) DDR_BASEADDR_LRECT; 
    //xil_printf("Left Rectified Image asked"); 
    } 
    else 
    { 
    CurrentAddr = (u32) DDR_BASEADDR_LIMG; 
    //xil_printf("Left Raw Image asked"); 
    } 
 
    LeftMsg = (char*)(CurrentAddr+0x4+(LeftImgRowIndex*7680)); 
 
    *((char*)(LeftMsg+ID)) = 'C'; 
    *((char*)(LeftMsg+seg)) = LeftImgRowIndex; 
 
    Xil_DCacheInvalidateRange( (u32) (LeftMsg+Payload),7680); 
    err = tcp_write(tpcb, (char*)(LeftMsg+ID), 7682, 1);   // OJO 
 
    if (LeftImgRowIndex<9) 
    { 
    LeftImgRowIndex++; 
    } 
    else 
    { 
    LeftImgRowIndex=0; 
    } 
 
    break; 
 
  // RIGHT IMAGE 
  case 'd': 
 
    if(Data1==1) 
    { 
    CurrentAddr = (u32) DDR_BASEADDR_RRECT; 
    //xil_printf("Right Rectified Image asked"); 
    } 
    else 
    { 
    CurrentAddr = (u32) DDR_BASEADDR_RIMG; 
    //xil_printf("Right Raw Image asked"); 
    } 
 
    RightMsg = (char*)(CurrentAddr+0x4+(RightImgRowIndex*7680)); 
 
    *((char*)(RightMsg+ID)) = 'D'; 
    *((char*)(RightMsg+seg)) = RightImgRowIndex; 
 
    Xil_DCacheInvalidateRange( (u32) (RightMsg+Payload),7680); 
    err = tcp_write(tpcb, (char*)(RightMsg+ID), 7682, 1);   // OJO 
 
    if (RightImgRowIndex<9) 
    { 
    RightImgRowIndex++; 
    } 
    else 
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    { 
    RightImgRowIndex=0; 
    } 
 
    break; 
 
  // OUTPUT IMAGE 
  case 'e': 
 
   switch(Data1) 
   { 
    // Disparity 
    case 0: 
     CurrentAddr = (u32) DDR_BASEADDR_DISP; 
    break; 
 
    // Energy Cube 
    case 1: 
     EnergyExportDlevel = Data2%10; 
     CurrentAddr = (u32) DDR_BASEADDR_ENRG_MONI; 
    break; 
 
    // Cost Cube 
    case 4: 
     OffsetCoeff0 = Data2%10; 
     CurrentAddr = (u32) DDR_BASEADDR_COST + OffsetCoeff0*DispOffsetIncr; 
    break; 
 
    // Reorganized Path 
    case 2: 
     OffsetCoeff0 = Data2%10; 
     OffsetCoeff1 = Data2/10; 
     CurrentAddr = (u32) DDR_BASEADDR_RPATH + OffsetCoeff0*DispOffsetIncr + 
OffsetCoeff1*PathOffsetIncr; 
    break; 
 
    // Path 
    default: 
     OffsetCoeff0 = Data2%10; 
     OffsetCoeff1 = Data2/10; 
     CurrentAddr = (u32) DDR_BASEADDR_PATH + OffsetCoeff0*DispOffsetIncr + 
OffsetCoeff1*PathOffsetIncr; 
    break; 
   } 
 
    DispMsg = (char*)(CurrentAddr+0x4+(DispMapRowIndex*7680)); 
 
    *(DispMsg+ID) = 'E'; 
    *(DispMsg+seg) = DispMapRowIndex; 
    Xil_DCacheFlushRange((u32) DispMsg,3); 
 
    Xil_DCacheInvalidateRange( (u32) DispMsg+Payload,7680); 
    err = tcp_write(tpcb, (char*)(DispMsg+ID), 7682, 1);   // OJO 
 
    if (DispMapRowIndex<9) 
    { 
    DispMapRowIndex++; 
    } 
    else 
    { 
    DispMapRowIndex=0; 
    } 
 
    break; 
 
  // CAMERA CONFIGURATION 
  case '0': 
 
    //xil_printf("Configuration asked"); 
 
    SerialLRB = *(InMsg+1); 
    SerialRegID = *(InMsg+2); 
    SerialRegData = *(InMsg+3); 
 
    *(OutMsg+ID) = '0'; 
    err = tcp_write(tpcb, (char*)(OutMsg+ID), 1, 1); 
 
    if((SerialRegID==0xFF)&&(SerialRegData==0xFF)&&(SerialLRB==3)) 
    { 
     InitialCameraConfiguration(); 
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    } 
    else 
    { 
     CameraConfig(SerialRegID,SerialRegData,SerialLRB); 
    } 
 
    break; 
 
  // CALIBRATION 
  case '1': 
 
    //xil_printf("Calibration asked"); 
 
    *(OutMsg+ID) = '1'; 
    err = tcp_write(tpcb, (char*)(OutMsg+ID), 1, 1); 
 
    *(CAMConfigPtr+3)  = (*(InMsg+1))   + ((*(InMsg+2))<<8)  + 
((*(InMsg+3))<<16)  + ((*(InMsg+4))<<24);  // A 
    *(CAMConfigPtr+4)  = (*(InMsg+5))   + ((*(InMsg+6))<<8)  + 
((*(InMsg+7))<<16)  + ((*(InMsg+8))<<24); // B 
    *(CAMConfigPtr+5)  = (*(InMsg+9))   + ((*(InMsg+10))<<8)  + 
((*(InMsg+11))<<16)  + ((*(InMsg+12))<<24); // C 
    *(CAMConfigPtr+6)  = (*(InMsg+13))  + ((*(InMsg+14))<<8)  + ((*(InMsg+15))<<16) 
 + ((*(InMsg+16))<<24); // D 
    *(CAMConfigPtr+7)  = (*(InMsg+17))  + ((*(InMsg+18))<<8)  + ((*(InMsg+19))<<16) 
 + ((*(InMsg+20))<<24); // E 
    *(CAMConfigPtr+8)  = (*(InMsg+21))  + ((*(InMsg+22))<<8)  + ((*(InMsg+23))<<16) 
 + ((*(InMsg+24))<<24); // F 
 
    *(CAMConfigPtr+35) = (*(InMsg+25))  + ((*(InMsg+26))<<8)  + ((*(InMsg+27))<<16) 
 + ((*(InMsg+28))<<24); // G 
    *(CAMConfigPtr+36) = (*(InMsg+29))  + ((*(InMsg+30))<<8)  + ((*(InMsg+31))<<16) 
 + ((*(InMsg+32))<<24);  // H 
    *(CAMConfigPtr+37) = (*(InMsg+33))  + ((*(InMsg+34))<<8)  + ((*(InMsg+35))<<16) 
 + ((*(InMsg+36))<<24); // I 
    *(CAMConfigPtr+38) = (*(InMsg+37))  + ((*(InMsg+38))<<8)  + ((*(InMsg+39))<<16) 
 + ((*(InMsg+40))<<24); // J 
    *(CAMConfigPtr+39) = (*(InMsg+41))  + ((*(InMsg+42))<<8)  + ((*(InMsg+43))<<16) 
 + ((*(InMsg+44))<<24); // K 
    *(CAMConfigPtr+40) = (*(InMsg+45))  + ((*(InMsg+46))<<8)  + ((*(InMsg+47))<<16) 
 + ((*(InMsg+48))<<24); // L 
 
    *(CAMConfigPtr+34) = (*(InMsg+49))  + ((*(InMsg+50))<<8)  + ((*(InMsg+51))<<16) 
 + ((*(InMsg+52))<<24); // Offset X, Offset Y 
 
    Xil_DCacheFlushRange((u32) (CAMConfigPtr+3),52); 
 
    break; 
 
  // UNKNOWN 
  default: 
 
    *(OutMsg+ID) = '?'; 
 
    err = tcp_write(tpcb, (char*)(OutMsg+ID), 2, 1); 
 
    break; 
 
  } 
 
 }  
 else 
 { 
  xil_printf("no space in tcp_sndbuf\n\r"); 
 } 
 /* free the received pbuf */ 
 pbuf_free(p); 
 
 return ERR_OK; 
} 
 
err_t accept_callback(void *arg, struct tcp_pcb *newpcb, err_t err) 
{ 
 static int connection = 1; 
 
 /* set the receive callback for this connection */ 
 tcp_recv(newpcb, recv_callback); 
 
 /* just use an integer number indicating the connection id as the 
    callback argument */ 
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 tcp_arg(newpcb, (void*)(UINTPTR)connection); 
 
 /* increment for subsequent accepted connections */ 
 connection++; 
 
 globalpcb = (void*) newpcb; 
 
 return ERR_OK; 
} 
 
 
int start_application() 
{ 
 struct tcp_pcb *pcb; 
 err_t err; 
 unsigned port = 7; 
 
 /* create new TCP PCB structure */ 
 pcb = tcp_new(); 
 if (!pcb) { 
  xil_printf("Error creating PCB. Out of Memory\n\r"); 
  return -1; 
 } 
 
 /* bind to specified @port */ 
 err = tcp_bind(pcb, IP_ADDR_ANY, port); 
 if (err != ERR_OK) { 
  xil_printf("Unable to bind to port %d: err = %d\n\r", port, err); 
  return -2; 
 } 
 
 /* we do not need any arguments to callback functions */ 
 tcp_arg(pcb, NULL); 
 
 /* listen for connections */ 
 pcb = tcp_listen(pcb); 
 if (!pcb) { 
  xil_printf("Out of memory while tcp_listen\n\r"); 
  return -3; 
 } 
 
 /* specify callback to use for incoming connections */ 
 tcp_accept(pcb, accept_callback); 
 
 xil_printf("TCP echo server started @ port %d\n\r", port); 
 
 return 0; 
} 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * MemoryFuns.c 
 * 
 *  Created on: Dec 27, 2018 
 *      Author: Jordi Fornt Mas 
 */ 
 
#include "Functions.h" 
 
int CostCubeRedist(int Path, u32* CostCubePtr, u32* PathPtr) 
{ 
 char *DestPtr = (char*) PathPtr; 
 char *SourcePtr = (char*) CostCubePtr; 
 
 char *InitialPtr = (char*) CostCubePtr; 
 
 int H=0; 
 long int V=0; 
 long int D=0; 
 
 long int Vinit = 0; 
 int Hinit = 0; 
 
 int d=0; 
 int i=0; 
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 int j=0; 
 
 u32 PathOffset=0;   // Current Path Destination 
 u32 DifOffset = 0; 
 
 u32 CurrVal = 0; 
 
 switch(Path) 
 { 
  // VERTICAL PATHS 
  case 2: 
 
   PathOffset = PathOffsetIncr*3; 
   DestPtr += PathOffset; 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Xil_DCacheInvalidateRange( (u32) SourcePtr,76800); 
 
    i=0; 
    for(i=0;i<320;i++) 
    { 
     j=0; 
     for(j=0;j<240;j++) 
     { 
      SourcePtr = InitialPtr+H+V+D; 
 
      //DifOffset = (u32) SourcePtr - (u32) InitialPtr; 
 
      *DestPtr = (char) *SourcePtr; 
      CurrVal = (char) *SourcePtr; 
 
      V+=320; 
      DestPtr++; 
     } 
 
     V=0; 
     H++; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60); 
    } 
 
    V=0; 
    H=0; 
    D+=76800; 
   } 
 
   DestPtr = NULL; 
   SourcePtr = NULL; 
   InitialPtr = NULL; 
   return(1); 
  break; 
 
  // DIAGONAL POSITIVE PATHS 
  case 4: 
 
   PathOffset = PathOffsetIncr*5; 
   DestPtr += PathOffset; 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Hinit = 0; 
    Vinit = 76480; 
 
    Xil_DCacheInvalidateRange( (u32) SourcePtr,76800); 
 
    // INCREASING ZONE 
    while(Vinit>=0) 
    { 
     H = 0; 
     V = Vinit; 
 
     while(V<76481) 
     { 
      SourcePtr = InitialPtr+H+V+D; 
 
      //DifOffset = (u32) SourcePtr - (u32) InitialPtr; 
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      *DestPtr = (char) *SourcePtr; 
 
      H++; 
      V+=320; 
      DestPtr++; 
     } 
 
     Vinit -= 320; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60);  
    } 
 
    // CONSTANT + DECREASING ZONE 
    while(Hinit<320) 
    { 
     H = Hinit; 
     V = 0; 
 
     while((V<76481)&&(H<320)) 
     { 
      SourcePtr = InitialPtr+H+V+D; 
 
      //DifOffset = (u32) SourcePtr - (u32) InitialPtr; 
 
      *DestPtr = (char) *SourcePtr; 
 
      H++; 
      V+=320; 
      DestPtr++; 
     } 
 
     Hinit += 1; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60);  
    } 
 
    D+=76800; 
   } 
 
   DestPtr = NULL; 
   SourcePtr = NULL; 
   InitialPtr = NULL; 
   return(1); 
  break; 
 
  // DIAGONAL NEGATIVE PATHS 
  case 6: 
 
   PathOffset = PathOffsetIncr*7; 
   DestPtr += PathOffset; 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Hinit = 319; 
    Vinit = 76480; 
 
    Xil_DCacheInvalidateRange( (u32) SourcePtr,76800); 
 
    // INCREASING ZONE 
    while(Vinit>=0) 
    { 
     H = Hinit; 
     V = Vinit; 
 
     while(V<76481) 
     { 
      SourcePtr = InitialPtr+H+V+D; 
 
      //DifOffset = (u32) SourcePtr - (u32) InitialPtr; 
 
      *DestPtr = (char) *SourcePtr; 
 
      H--; 
      V+=320; 
      DestPtr++; 
     } 
 
     Vinit -= 320; 
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     Xil_DCacheFlushRange((u32) (DestPtr-240),60);  
    } 
 
    // CONSTANT + DECREASING ZONE 
    while(Hinit>=0) 
    { 
     H = Hinit; 
     V = 0; 
 
     while((V<76481)&&(H>0)) 
     { 
      SourcePtr = InitialPtr+H+V+D; 
 
      //DifOffset = (u32) SourcePtr - (u32) InitialPtr; 
 
      *DestPtr = (char) *SourcePtr; 
 
      H--; 
      V+=320; 
      DestPtr++; 
     } 
 
 
     Hinit -= 1; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60);  
    } 
 
    D+=76800; 
   } 
 
   DestPtr = NULL; 
   SourcePtr = NULL; 
   InitialPtr = NULL; 
   return(1); 
  break; 
 
  // SHOULD NEVER BE REACHED 
  default: 
   return(-1); 
   break; 
 } 
 
 // SHOULD NEVER BE REACHED 
 return(-1); 
} 
 
int PathRedist(int Path, u32* PathPtr, u32* PathFinalPtr) 
{ 
 char *DestPtr = (char*) PathFinalPtr; 
 char *SourcePtr = (char*) PathPtr; 
 
 char *InitialPtr; 
 
 long int V=0; 
 int H=0; 
 int D=0; 
 
 long int Vinit = 0; 
 int Hinit = 0; 
 
 int d=0; 
 int i=0; 
 int j=0; 
 
 u32 PathOffset=0;   // Current Path Destination 
 u32 DifOffset = 0; 
 
 switch(Path) 
 { 
  // VERTICAL POSITIVE PATH 
  case 2: 
  case 3: 
 
   if(Path==2) 
   { 
    PathOffset = PathOffsetIncr*2; 
   } 
   else 
   { 
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    PathOffset = PathOffsetIncr*3; 
   } 
 
   DestPtr += PathOffset; 
   SourcePtr += PathOffset; 
 
   InitialPtr = DestPtr; 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Xil_DCacheInvalidateRange( (u32) SourcePtr,76800); 
 
    i=0; 
    for(i=0;i<320;i++) 
    { 
     j=0; 
     for(j=0;j<240;j++) 
     { 
      //DifOffset = (u32) DestPtr - (u32) InitialPtr; 
 
      DestPtr = InitialPtr+H+V+D; 
      *DestPtr = (char) *SourcePtr; 
      V+=320; 
      SourcePtr++; 
     } 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60); 
 
     V=0; 
     H++; 
    } 
 
    V=0; 
    H=0; 
    D+=76800; 
   } 
 
   DestPtr = NULL; 
   SourcePtr = NULL; 
   InitialPtr = NULL; 
   return(1); 
  break; 
 
  /* 
  // VERTICAL NEGATIVE PATH - NOT NEEDED 
  case 3: 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    V = 76480; 
    Xil_DCacheInvalidateRange( (u32) SourcePtr+D,77000); 
 
    i=0; 
    for(i=0;i<320;i++) 
    { 
     j=0; 
     for(j=0;j<240;j++) 
     { 
      *(DestPtr+H+V+D) = *(SourcePtr+c); 
      V-=320; 
      c++; 
     } 
 
     Xil_DCacheFlushRange((u32) (DestPtr+H+V+D-240),240); 
 
     V=0; 
     H++; 
    } 
 
    V=0; 
    H=0; 
    D+=76800; 
   } 
 
   return(1); 
  break; */ 
 
  // DIAGONAL LR POSITIVE PATH 
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  case 4: 
  case 5: 
 
   if(Path==4) 
   { 
    PathOffset = PathOffsetIncr*4; 
   } 
   else 
   { 
    PathOffset = PathOffsetIncr*5; 
   } 
 
   DestPtr += PathOffset; 
   SourcePtr += PathOffset; 
 
   InitialPtr = DestPtr; 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Hinit = 0; 
    Vinit = 76480; 
 
    Xil_DCacheInvalidateRange( (u32) SourcePtr,76800); 
 
    // INCREASING ZONE 
    while(Vinit>=0) 
    { 
     H = 0; 
     V = Vinit; 
 
     while(V<76481) 
     { 
      //DifOffset = (u32) DestPtr - (u32) InitialPtr; 
 
      DestPtr = InitialPtr+H+V+D; 
      *DestPtr = (char) *SourcePtr; 
 
      H++; 
      V+=320; 
      SourcePtr++; 
     } 
 
     Vinit -= 320; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60);  
    } 
 
    // CONSTANT + DECREASING ZONE 
    while(Hinit<320) 
    { 
     H = Hinit; 
     V = 0; 
 
     while((V<76481)&&(H<320)) 
     { 
      //DifOffset = (u32) DestPtr - (u32) InitialPtr; 
 
      DestPtr = InitialPtr+H+V+D; 
      *DestPtr = (char) *SourcePtr; 
 
      H++; 
      V+=320; 
      SourcePtr++; 
     } 
 
     Hinit++; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60);  
    } 
 
    D+=76800; 
   } 
 
   DestPtr = NULL; 
   SourcePtr = NULL; 
   InitialPtr = NULL; 
   return(1); 
  break; 
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  /* 
  // DIAGONAL RL NEGATIVE PATH - NOT NEEDED 
  case 5: 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Hinit = 0; 
    Vinit = 76480; 
 
    Xil_DCacheInvalidateRange( (u32) SourcePtr+D,77000); 
 
    // INCREASING AND CONSTANT ZONE 
    while(Hinit<320) 
    { 
     H = Hinit; 
     V = Vinit; 
 
     while((H>=0)&(V>=0)) 
     { 
      *(DestPtr+H+V+D) = *(SourcePtr+c); 
 
      H--; 
      V-=320; 
      c++; 
     } 
 
     Hinit++; 
 
     Xil_DCacheFlushRange((u32) (DestPtr+H+V+D-240),240); 
    } 
 
    // DECREASING ZONE 
    while(Vinit>=0) 
    { 
     H = 319; 
     V = Vinit; 
 
     while(V>=0) 
     { 
      *(DestPtr+H+V+D) = *(SourcePtr+c); 
 
      H--; 
      V-=320; 
      c++; 
     } 
 
     Vinit -= 320; 
 
     Xil_DCacheFlushRange((u32) (DestPtr+H+V+D-240),240); 
    } 
 
    D+=76800; 
   } 
 
   return(1); 
  break; */ 
 
  // DIAGONAL RL NEGA-POSITIVE PATH 
  case 6: 
  case 7: 
 
   if(Path==6) 
   { 
    PathOffset = PathOffsetIncr*6; 
   } 
   else 
   { 
    PathOffset = PathOffsetIncr*7; 
   } 
 
   DestPtr += PathOffset; 
   SourcePtr += PathOffset; 
 
   InitialPtr = DestPtr; 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Hinit = 319; 
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    Vinit = 76480; 
 
    Xil_DCacheInvalidateRange( (u32) SourcePtr,76800); 
 
    // INCREASING ZONE 
    while(Vinit>=0) 
    { 
     H = Hinit; 
     V = Vinit; 
 
     while(V<76481) 
     { 
      //DifOffset = (u32) DestPtr - (u32) InitialPtr; 
 
      DestPtr = InitialPtr+H+V+D; 
      *DestPtr = (char) *SourcePtr; 
 
      H--; 
      V+=320; 
      SourcePtr++; 
     } 
 
     Vinit -= 320; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60); 
    } 
 
    // CONSTANT + DECREASING ZONE 
    while(Hinit>=0) 
    { 
     H = Hinit; 
     V = 0; 
 
     while((V<76481)&&(H>0)) 
     { 
      //DifOffset = (u32) DestPtr - (u32) InitialPtr; 
 
      DestPtr = InitialPtr+H+V+D; 
      *DestPtr = (char) *SourcePtr; 
 
      H--; 
      V+=320; 
      SourcePtr++; 
     } 
 
     Hinit -= 1; 
 
     Xil_DCacheFlushRange((u32) (DestPtr-240),60); 
    } 
 
    D+=76800; 
   } 
 
   DestPtr = NULL; 
   SourcePtr = NULL; 
   InitialPtr = NULL; 
   return(1); 
  break; 
 
  /* 
  // DIAGONAL LR POSI-NEGATIVE PATH - NOT NEEDED 
  case 7: 
 
   d=0; 
   for(d=0;d<10;d++) 
   { 
    Hinit = 319; 
    Vinit = 76480; 
 
    Xil_DCacheInvalidateRange( (u32) SourcePtr+D,77000); 
 
    // INCREASING + CONSTANT ZONE 
    while(Hinit>=0) 
    { 
     H = Hinit; 
     V = Vinit; 
 
     while((H<320)&(V>=0)) 
     { 
      *(DestPtr+H+V+D) = *(SourcePtr+c) = PixVal; 
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      H++; 
      V-=320; 
      c++; 
     } 
 
     Hinit--; 
 
     Xil_DCacheFlushRange((u32) (DestPtr+H+V+D-240),240); 
    } 
 
    // DECREASING ZONE 
    while(Vinit>=0) 
    { 
     H = 0; 
     V = Vinit; 
 
     while(V>=0) 
     { 
      *(DestPtr+H+V+D) = *(SourcePtr+c); 
 
      H++; 
      V-=320; 
      c++; 
     } 
 
     Vinit -= 320; 
 
     Xil_DCacheFlushRange((u32) (DestPtr+H+V+D-240),240); 
    } 
 
    D+=76800; 
   } 
 
   return(1); 
  break; */ 
 
  // SHOULD NEVER BE REACHED 
  default: 
   return(-1); 
   break; 
 } 
 
 // SHOULD NEVER BE REACHED 
 return(-1); 
} 
 
int EnergyMoni(int Disp, u32* InPtr, u32* OutPtr) 
{ 
 char *DestPtr = (char*) OutPtr; 
 char *SourcePtr = (char*) InPtr; 
 
 char Pixval = 0; 
 char Hval = 0; 
 char Lval = 0; 
 
 int i=0; 
 int j=0; 
 
 u32 PathOffset=0;   // Current Path Destination 
 PathOffset = DispOffsetIncr_Enrg*Disp; 
 
 SourcePtr += PathOffset; 
 
 Xil_DCacheInvalidateRange( (u32) SourcePtr,2*76800); 
 
 i=0; 
 for(i=0;i<320;i++) 
 { 
  j=0; 
  for(j=0;j<480;j++) 
  { 
   if((j%2)==0) 
   { 
    Hval = (char) *SourcePtr; 
   } 
   else 
   { 
    Lval = (char) *SourcePtr; 
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    *DestPtr = (char) ((Hval&0x0F)<<4)+((Lval&0xF0)>>4); 
    DestPtr++; 
   } 
 
   SourcePtr++; 
  } 
 
  Xil_DCacheFlushRange((u32) (DestPtr-240),60); 
 } 
 
 return(1); 
} 
 
 
/* 
 * EEBE - UPC - April 2019 
 * Universitat Politècnica de Catalunya 
 * 
 * FPGA-Based Stereo Vision System for Autonomous Driving 
 * 
 * RGBLeds.c 
 * 
 *  Created on: Mar 9, 2019 
 *      Author: Jordi Fornt Mas 
 */ 
 
#include "main.h" 
 
#define GPIOBaseaddr 0x41200000 
 
int SetRGBLeds(int R, int G, int B) 
{ 
 u32 *ConfigPtr = (u32*) GPIOBaseaddr; 
 
 *(ConfigPtr+1) = 0; 
 *(ConfigPtr) = (u32) (B&0x1)+((G&0x1)<<1)+((R&0x1)<<2); 
 
 Xil_DCacheFlushRange((u32) ConfigPtr,8); 
 
 return(1); 
} 
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A9. C++ Source Code 
/* 
* EEBE - UPC - April 2019 
* Universitat Politècnica de Catalunya 
* 
* FPGA-Based Stereo Vision System for Autonomous Driving 
* 
* MainForm.cpp 
* 
*  Created on: September 2018 
*      Author: Jordi Fornt Mas 
*/ 
 
#include "MainForm.h" 
#include <SDL.h> 
 
using namespace System; 
using namespace System::Windows::Forms; 
using namespace std; 
 
[STAThreadAttribute] 
//void Main(array<String^>^ args) 
void Main(cli::array<System::String ^> ^args) 
//void Main(int argc, char* argv[]) 
{ 
 Application::EnableVisualStyles(); 
 Application::SetCompatibleTextRenderingDefault(false); 
 VIDI_Interface_Beta::MainForm form; 
 Application::Run(%form); 
 
} 
 
 
/* 
* EEBE - UPC - April 2019 
* Universitat Politècnica de Catalunya 
* 
* FPGA-Based Stereo Vision System for Autonomous Driving 
* 
* MainForm.h 
* 
*  Created on: September 2018 
*      Author: Jordi Fornt Mas 
*/ 
 
#pragma once 
 
#include <SDL.h> 
#include <iostream> 
#include <queue> 
//#include <Windows.h> 
#include <string> 
#include <process.h> 
#include <map> 
#include <omp.h> 
 
#include "stdafx.h" 
#include "targetver.h" 
 
#include <WS2tcpip.h> 
#pragma comment(lib, "ws2_32.lib") 
 
#include <Windows.h> 
 
using namespace std; 
 
namespace VIDI_Interface_Beta 
{ 
 
 // ---------------------------------------------------------------------- 
 //                         INITIZLIZATION  
 // ---------------------------------------------------------------------- 
 
 using namespace System; 
 using namespace System::ComponentModel; 
 using namespace System::Collections; 
 using namespace System::Collections::Generic; 
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 using namespace System::Windows::Forms; 
 using namespace System::Data; 
 using namespace System::Drawing; 
 
 using namespace System::Net; 
 using namespace System::Net::Sockets; 
 using namespace System::Text; 
 
 using namespace System::Runtime::InteropServices; 
 
 // ------------------------------------------------------------------------ 
 //                       GLOBAL VARIABLES  
 // ------------------------------------------------------------------------ 
 
 // SDL VARIABLES ----------------------------------------------------------------------------------- 
 
 SDL_Window* gWindow_Output = NULL;    // Window in which we'll render 
 SDL_Renderer* OutputRenderer;    // Renderer for Left Image 
 SDL_Texture* OutputTexture;     // Texture for Left Image 
 
 SDL_Window* gWindow_Right = NULL;    // Window in which we'll render 
 SDL_Renderer* RightRenderer;     // Renderer for Left Image 
 SDL_Texture* RightTexture;     // Texture for Left Image 
 
 SDL_Window* gWindow_Left = NULL;    // Window in which we'll render 
 SDL_Renderer* LeftRenderer;     // Renderer for Left Image 
 SDL_Texture* LeftTexture;     // Texture for Left Image 
 
 int16_t SCREEN_WIDTH = 640;     // Width of Disparity Map Screen 
 int16_t SCREEN_HEIGHT = 480;     // Height of Disparity Map Screen 
 
 int16_t DEBUG_SCREEN_WIDTH = 320;    // Width of not-Disparity Screens 
 int16_t DEBUG_SCREEN_HEIGHT = 240;    // Height of not-Disparity Screens 
 
 bool DisparityQuit = false;    // Image Quit: representation and export stop 
 bool LeftQuit = false;    // Image Quit: representation and export stop 
 bool RightQuit = false;    // Image Quit: representation and export stop 
 
 SDL_Event Disparity_ev;     // SDL Event Handler 
 SDL_Event Left_ev;      // SDL Event Handler 
 SDL_Event Right_ev;      // SDL Event Handler 
 
 // TCP/IP VARIABLES ------------------------------------------------------------------------------------- 
 
 SOCKET sock;   // Local TCP/IP Socket 
 
 uint16_t Diag_Message_Len = 0;// Length of the received message that is to be displayed on the Console 
 char Diag_Message_Byte[100]; // Buffer for the received message that is to be displayed on the Console 
 
 int16_t Diag_Sending_Len = 0; // Length of the recently sent message that is to be displayed on the Console 
 char Diag_Sending_Byte[10]; // Buffer for the recently sent message that is to be displayed on the Console 
 
 char buf[8000]; // Memory space to save general input messages (used for Diagnostics, request confirmations, 
etc.) 
 
 bool AutoRequest = false; // Boolean that indicates if the current TCP/IP transaction is automatic 
 bool CameraConfig = false; // Boolean that indicates if the current TCP/IP transaction is a configuration 
transaction 
 bool Calibration = false; // Boolean that indicates if the current TCP/IP transaction is a calibration 
transaction 
 bool ProcessorStep = false; // Boolean that indicates if the current TCP/IP transaction is a step request 
 
 bool TCPFinished = false; // Boolean that indicates that a Diagnostics transaction has been finished 
 bool SocketIsOpen = false; // Boolean that indicates if the Socket is open 
 
 string sentdata;  // String that stores the data that has just been sent 
 
 // IMAGE VARIABLES ------------------------------------------------------------------------------------------ 
 
 char DisparityImage[10][8000]; // Memory space for the Disparity Image, spliced into 10 segments 
 bool DisparityImageImport = false; // Boolean that indicates if the Disparity Image is currently being 
imported 
 
 char RawLeftImage[10][8000];  // Memory space for the Raw Left Image, spliced into 10 segments 
 bool RawLeftImageImport = false; // Boolean that indicates if the Raw Left Image is currently being 
imported 
 
 char RawRightImage[10][8000]; // Memory space for the Raw Right Image, spliced into 10 segments 
 bool RawRightImageImport = false; // Boolean that indicates if the Raw Right Image is currently being 
imported 
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 char RequestBytes[2]; 
 char RectificationCode = 0; 
 char RequestedCode = 0; 
 char ReqCode_Units = 0; 
 char ReqCode_Tens = 0; 
 
 bool ContinuousMode = false; 
 
 int LFileNo = 0; 
 int RFileNo = 0; 
 int OutFileNo = 0; 
            
 // GENERAL MANAGING VARIABLES ------------------------------------------------------------------------------- 
 
 int ImportPrescaler = 0; // State of the State Machine that manages the import of data 
 bool StopTimer = true; // Boolean that stops the Bakgroundworker of the State Machine that manages the 
import of data 
 char DiagnosticCode = 0; // Code that indicates the current diagnostic information that is managed 
 
 // DIAGNOSTIC VARIABLES ------------------------------------------------------------------------------------- 
 
 unsigned char KeepAliveCounter = 0; // Keep Alive Counter of the Server. It is displayed in order to have 
visual feedback if transmission suddenly stops 
 
 bool DiagnosticAsked = false; // Diagnostic information 
  
 unsigned char Diagnostic_IdleTime[3]; 
 unsigned char Diagnostic_RectificationTime[3]; 
 unsigned char Diagnostic_CostCubeTime[3]; 
 unsigned char Diagnostic_PathTime[3]; 
 unsigned char Diagnostic_EnergyTime[3]; 
 unsigned char Diagnostic_OptTime[3]; 
 unsigned char Diagnostic_TotalTime[3]; 
 unsigned char Diagnostic_CostReorgTime[3]; 
 unsigned char Diagnostic_PathReorgTime[3]; 
 
 float Diagnostic_IdleTime_f; 
 float Diagnostic_RectificationTime_f; 
 float Diagnostic_CostCubeTime_f; 
 float Diagnostic_PathTime_f; 
 float Diagnostic_EnergyTime_f; 
 float Diagnostic_OptTime_f; 
 float Diagnostic_TotalTime_f; 
 float Diagnostic_CostReorgTime_f; 
 float Diagnostic_PathReorgTime_f; 
 
 uint16_t MeanCounter = 0; 
 
 float Diagnostic_MEAN_IdleTime_f; 
 float Diagnostic_MEAN_RectificationTime_f; 
 float Diagnostic_MEAN_CostCubeTime_f; 
 float Diagnostic_MEAN_PathTime_f; 
 float Diagnostic_MEAN_EnergyTime_f; 
 float Diagnostic_MEAN_OptTime_f; 
 float Diagnostic_MEAN_TotalTime_f; 
 float Diagnostic_MEAN_CostReorgTime_f; 
 float Diagnostic_MEAN_PathReorgTime_f; 
 
  
 // CONFIGURATION VARIABLES ---------------------------------------------------------------------------------- 
 
 char ConfigBytes[5]; // Buffer that saves the Configuration information that is about to be sent 
 
 
 // CALIBRATION VARIABLES ------------------------------------------------------------------------------------ 
 
 uint32_t CalibrationParameters[11]; 
 uint16_t Offsets[2]; 
 char CalibrationBytes[53]; 
 
 // QUEUES FOR COMMUNICATION WITH THE BACKGROUNDWORKERS 
 
 std::queue<bool> TCPConfig_q; 
 std::queue<char> TCPImport_q; 
 std::queue<char> Diagnostic_q; 
 std::queue<char> KeepAlive_q; 
 std::queue<char> OutImageCnt_q; 
 std::queue<char> LeftImageCnt_q; 
 std::queue<char> RightImageCnt_q; 
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 std::queue<bool> OutputImport_q; 
 std::queue<bool> LeftImport_q; 
 std::queue<bool> RightImport_q; 
 std::queue<bool> OperationMode_q; 
 std::queue<bool> StepComplete_q; 
 
 // ----------------------------------------------------------------------- 
 //                         FORM DEFINITION  
 // ----------------------------------------------------------------------- 
 
 /// <summary> 
 /// Summary for MainForm 
 /// </summary> 
 public ref class MainForm : public System::Windows::Forms::Form 
 { 
 
 public: 
  MainForm(void) 
  { 
   InitializeComponent(); 
   // 
   //TODO: Add the constructor code here 
   // 
  } 
 
 protected: 
  /// <summary> 
  /// Clean up any resources being used. 
  /// </summary> 
  ~MainForm() 
  { 
   if (components) 
   { 
    delete components; 
   } 
  } 
 
 
 protected: 
 
 
 private: System::Windows::Forms::RichTextBox^  ConsoleRichTextbox; 
 private: System::Windows::Forms::GroupBox^  groupBox2; 
 private: System::Windows::Forms::Button^  ConsoleClearButton; 
 private: System::Windows::Forms::GroupBox^  groupBox3; 
 private: System::Windows::Forms::CheckBox^  RRawImageEnable; 
 private: System::Windows::Forms::CheckBox^  LRawImageEnable; 
 private: System::Windows::Forms::CheckBox^  ImageOutputEnable; 
 private: System::Windows::Forms::Button^  OutputSaveButton; 
 private: System::Windows::Forms::Button^  OutputFreezeButton; 
 private: System::Windows::Forms::Button^  RRawSaveButton; 
 private: System::Windows::Forms::Button^  RRawFreezeButton; 
 private: System::Windows::Forms::Button^  LRawSaveButton; 
 private: System::Windows::Forms::Button^  LRawFreezeButton; 
 private: System::Windows::Forms::GroupBox^  groupBox4; 
 
 
 
 private: System::Windows::Forms::Label^  label4; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox1; 
 private: System::Windows::Forms::Label^  label6; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox2; 
 
 private: System::Windows::Forms::Label^  DashboardTxt; 
 private: System::Windows::Forms::RichTextBox^  Dashboard; 
 private: System::Windows::Forms::Button^  DashClearButton; 
 private: System::ComponentModel::BackgroundWorker^  OutputImgBackgroundWorker; 
 private: System::ComponentModel::BackgroundWorker^  LeftImgBackgroundWorker; 
 private: System::ComponentModel::BackgroundWorker^  RightImgBackgroundWorker; 
 private: System::ComponentModel::BackgroundWorker^  TCPBackgroundWorker; 
 private: System::Windows::Forms::Button^  ServerConnectButton; 
 private: System::Windows::Forms::Button^  ServerDisconnectButton; 
 private: System::Windows::Forms::Timer^  ConsoleTimer; 
 
 
 
 private: System::Windows::Forms::GroupBox^  groupBox5; 
 private: System::Windows::Forms::Label^  label9; 
 
 private: System::Windows::Forms::Button^  ConfigButton; 
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 private: System::Windows::Forms::Label^  label8; 
 private: System::Windows::Forms::TextBox^  ConfigValueTextbox; 
 private: System::Windows::Forms::ComboBox^  CamSelectCombobox; 
 private: System::Windows::Forms::Label^  label10; 
 private: System::Windows::Forms::TextBox^  KeepAliveTextBox; 
 
 private: System::ComponentModel::BackgroundWorker^  TimingBackgroundWorker; 
 private: System::Windows::Forms::TextBox^  ConfigIDTextBox; 
 
 private: System::Windows::Forms::Label^  label13; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox5; 
 
 private: System::Windows::Forms::Label^  label12; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox4; 
 
 private: System::Windows::Forms::Label^  label11; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox3; 
 private: System::Windows::Forms::GroupBox^  groupBox6; 
 private: System::Windows::Forms::Button^  ParamButton; 
 
 private: System::Windows::Forms::Label^  label19; 
 private: System::Windows::Forms::TextBox^  ParLTextBox; 
 
 private: System::Windows::Forms::Label^  label21; 
 private: System::Windows::Forms::TextBox^  ParKTextBox; 
 
 private: System::Windows::Forms::Label^  label23; 
 private: System::Windows::Forms::Label^  label24; 
 private: System::Windows::Forms::TextBox^  ParJTextBox; 
 
 private: System::Windows::Forms::TextBox^  ParHTextBox; 
 
 private: System::Windows::Forms::Label^  label25; 
 private: System::Windows::Forms::Label^  label26; 
 private: System::Windows::Forms::TextBox^  ParITextBox; 
 
 private: System::Windows::Forms::TextBox^  ParGTextBox; 
 
 private: System::Windows::Forms::Label^  label27; 
 private: System::Windows::Forms::Label^  label20; 
 private: System::Windows::Forms::TextBox^  ParFTextBox; 
 
 private: System::Windows::Forms::Label^  label22; 
 private: System::Windows::Forms::TextBox^  ParETextBox; 
 
 private: System::Windows::Forms::Label^  label17; 
 private: System::Windows::Forms::Label^  label18; 
 private: System::Windows::Forms::TextBox^  ParDTextBox; 
 
 private: System::Windows::Forms::TextBox^  ParBTextBox; 
 
 private: System::Windows::Forms::Label^  label16; 
 private: System::Windows::Forms::Label^  label15; 
 private: System::Windows::Forms::TextBox^  ParCTextBox; 
 
 private: System::Windows::Forms::TextBox^  ParATextBox; 
 
 private: System::Windows::Forms::Label^  label14; 
 
 
 private: System::Windows::Forms::Label^  label29; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox7; 
 
 private: System::Windows::Forms::Label^  label28; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox6; 
 
 private: System::Windows::Forms::ComboBox^  RectifiedComboBox; 
private: System::Windows::Forms::ComboBox^  control_combobox; 
 
 private: System::Windows::Forms::Button^  StepButton; 
 
 
 
 private: System::Windows::Forms::Label^  label33; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox9; 
 
 private: System::Windows::Forms::Label^  label30; 
 private: System::Windows::Forms::TextBox^  DiagnosticsTextbox8; 
private: System::Windows::Forms::GroupBox^  groupBox7; 
private: System::Windows::Forms::ComboBox^  outputselect_combobox; 
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private: System::Windows::Forms::Label^  label2; 
private: System::Windows::Forms::Label^  label1; 
private: System::Windows::Forms::ComboBox^  path_combobox; 
private: System::Windows::Forms::ComboBox^  dlevel_combobox; 
private: System::Windows::Forms::TextBox^  OffsetYTextBox; 
 
private: System::Windows::Forms::TextBox^  OffsetXTextBox; 
private: System::Windows::Forms::Label^  label7; 
private: System::Windows::Forms::Label^  label5; 
private: System::Windows::Forms::Button^  SaveAllButton; 
private: System::Windows::Forms::ComboBox^  DiagnosticSelect_combobox; 
 
private: System::Windows::Forms::Label^  label3; 
 
 
 
 private: System::ComponentModel::IContainer^  components; 
 
 private: 
  /// <summary> 
  /// Required designer variable. 
  /// </summary> 
 
#pragma region Windows Form Designer generated code 
  /// <summary> 
  /// Required method for Designer support - do not modify 
  /// the contents of this method with the code editor. 
  /// </summary> 
  void InitializeComponent(void) 
  { 
   this->components = (gcnew System::ComponentModel::Container()); 
   System::ComponentModel::ComponentResourceManager^  resources = (gcnew 
System::ComponentModel::ComponentResourceManager(MainForm::typeid)); 
   this->Dashboard = (gcnew System::Windows::Forms::RichTextBox()); 
   this->DashClearButton = (gcnew System::Windows::Forms::Button()); 
   this->DashboardTxt = (gcnew System::Windows::Forms::Label()); 
   this->ConsoleRichTextbox = (gcnew System::Windows::Forms::RichTextBox()); 
   this->groupBox2 = (gcnew System::Windows::Forms::GroupBox()); 
   this->ServerDisconnectButton = (gcnew System::Windows::Forms::Button()); 
   this->ServerConnectButton = (gcnew System::Windows::Forms::Button()); 
   this->ConsoleClearButton = (gcnew System::Windows::Forms::Button()); 
   this->groupBox3 = (gcnew System::Windows::Forms::GroupBox()); 
   this->SaveAllButton = (gcnew System::Windows::Forms::Button()); 
   this->path_combobox = (gcnew System::Windows::Forms::ComboBox()); 
   this->dlevel_combobox = (gcnew System::Windows::Forms::ComboBox()); 
   this->label2 = (gcnew System::Windows::Forms::Label()); 
   this->label1 = (gcnew System::Windows::Forms::Label()); 
   this->groupBox7 = (gcnew System::Windows::Forms::GroupBox()); 
   this->control_combobox = (gcnew System::Windows::Forms::ComboBox()); 
   this->StepButton = (gcnew System::Windows::Forms::Button()); 
   this->outputselect_combobox = (gcnew System::Windows::Forms::ComboBox()); 
   this->RectifiedComboBox = (gcnew System::Windows::Forms::ComboBox()); 
   this->RRawSaveButton = (gcnew System::Windows::Forms::Button()); 
   this->RRawFreezeButton = (gcnew System::Windows::Forms::Button()); 
   this->LRawSaveButton = (gcnew System::Windows::Forms::Button()); 
   this->LRawFreezeButton = (gcnew System::Windows::Forms::Button()); 
   this->OutputSaveButton = (gcnew System::Windows::Forms::Button()); 
   this->OutputFreezeButton = (gcnew System::Windows::Forms::Button()); 
   this->RRawImageEnable = (gcnew System::Windows::Forms::CheckBox()); 
   this->LRawImageEnable = (gcnew System::Windows::Forms::CheckBox()); 
   this->ImageOutputEnable = (gcnew System::Windows::Forms::CheckBox()); 
   this->groupBox4 = (gcnew System::Windows::Forms::GroupBox()); 
   this->label3 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticSelect_combobox = (gcnew System::Windows::Forms::ComboBox()); 
   this->label33 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox9 = (gcnew System::Windows::Forms::TextBox()); 
   this->label30 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox8 = (gcnew System::Windows::Forms::TextBox()); 
   this->label29 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox7 = (gcnew System::Windows::Forms::TextBox()); 
   this->label28 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox6 = (gcnew System::Windows::Forms::TextBox()); 
   this->label13 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox5 = (gcnew System::Windows::Forms::TextBox()); 
   this->KeepAliveTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label12 = (gcnew System::Windows::Forms::Label()); 
   this->label10 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox4 = (gcnew System::Windows::Forms::TextBox()); 
   this->label11 = (gcnew System::Windows::Forms::Label()); 
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   this->DiagnosticsTextbox3 = (gcnew System::Windows::Forms::TextBox()); 
   this->label6 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox2 = (gcnew System::Windows::Forms::TextBox()); 
   this->label4 = (gcnew System::Windows::Forms::Label()); 
   this->DiagnosticsTextbox1 = (gcnew System::Windows::Forms::TextBox()); 
   this->OutputImgBackgroundWorker = (gcnew System::ComponentModel::BackgroundWorker()); 
   this->LeftImgBackgroundWorker = (gcnew System::ComponentModel::BackgroundWorker()); 
   this->RightImgBackgroundWorker = (gcnew System::ComponentModel::BackgroundWorker()); 
   this->TCPBackgroundWorker = (gcnew System::ComponentModel::BackgroundWorker()); 
   this->ConsoleTimer = (gcnew System::Windows::Forms::Timer(this->components)); 
   this->groupBox5 = (gcnew System::Windows::Forms::GroupBox()); 
   this->ConfigIDTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->CamSelectCombobox = (gcnew System::Windows::Forms::ComboBox()); 
   this->label9 = (gcnew System::Windows::Forms::Label()); 
   this->ConfigButton = (gcnew System::Windows::Forms::Button()); 
   this->label8 = (gcnew System::Windows::Forms::Label()); 
   this->ConfigValueTextbox = (gcnew System::Windows::Forms::TextBox()); 
   this->TimingBackgroundWorker = (gcnew System::ComponentModel::BackgroundWorker()); 
   this->groupBox6 = (gcnew System::Windows::Forms::GroupBox()); 
   this->OffsetYTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->OffsetXTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label7 = (gcnew System::Windows::Forms::Label()); 
   this->label5 = (gcnew System::Windows::Forms::Label()); 
   this->ParamButton = (gcnew System::Windows::Forms::Button()); 
   this->label19 = (gcnew System::Windows::Forms::Label()); 
   this->ParLTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label21 = (gcnew System::Windows::Forms::Label()); 
   this->ParKTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label23 = (gcnew System::Windows::Forms::Label()); 
   this->label24 = (gcnew System::Windows::Forms::Label()); 
   this->ParJTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->ParHTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label25 = (gcnew System::Windows::Forms::Label()); 
   this->label26 = (gcnew System::Windows::Forms::Label()); 
   this->ParITextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->ParGTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label27 = (gcnew System::Windows::Forms::Label()); 
   this->label20 = (gcnew System::Windows::Forms::Label()); 
   this->ParFTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label22 = (gcnew System::Windows::Forms::Label()); 
   this->ParETextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label17 = (gcnew System::Windows::Forms::Label()); 
   this->label18 = (gcnew System::Windows::Forms::Label()); 
   this->ParDTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->ParBTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label16 = (gcnew System::Windows::Forms::Label()); 
   this->label15 = (gcnew System::Windows::Forms::Label()); 
   this->ParCTextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->ParATextBox = (gcnew System::Windows::Forms::TextBox()); 
   this->label14 = (gcnew System::Windows::Forms::Label()); 
   this->groupBox2->SuspendLayout(); 
   this->groupBox3->SuspendLayout(); 
   this->groupBox7->SuspendLayout(); 
   this->groupBox4->SuspendLayout(); 
   this->groupBox5->SuspendLayout(); 
   this->groupBox6->SuspendLayout(); 
   this->SuspendLayout(); 
   //  
   // Dashboard 
   //  
   this->Dashboard->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->Dashboard->Location = System::Drawing::Point(323, 45); 
   this->Dashboard->Name = L"Dashboard"; 
   this->Dashboard->ReadOnly = true; 
   this->Dashboard->Size = System::Drawing::Size(226, 122); 
   this->Dashboard->TabIndex = 14; 
   this->Dashboard->Text = L""; 
   //  
   // DashClearButton 
   //  
   this->DashClearButton->Location = System::Drawing::Point(460, 12); 
   this->DashClearButton->Name = L"DashClearButton"; 
   this->DashClearButton->Size = System::Drawing::Size(75, 23); 
   this->DashClearButton->TabIndex = 7; 
   this->DashClearButton->Text = L"Clear"; 
   this->DashClearButton->UseVisualStyleBackColor = true; 
   this->DashClearButton->Click += gcnew System::EventHandler(this, 
&MainForm::DashClearButton_Click); 
   //  
   // DashboardTxt 
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   //  
   this->DashboardTxt->AutoSize = true; 
   this->DashboardTxt->Location = System::Drawing::Point(339, 17); 
   this->DashboardTxt->Name = L"DashboardTxt"; 
   this->DashboardTxt->Size = System::Drawing::Size(104, 13); 
   this->DashboardTxt->TabIndex = 15; 
   this->DashboardTxt->Text = L"Interface Dashboard"; 
   //  
   // ConsoleRichTextbox 
   //  
   this->ConsoleRichTextbox->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->ConsoleRichTextbox->Location = System::Drawing::Point(100, 30); 
   this->ConsoleRichTextbox->Name = L"ConsoleRichTextbox"; 
   this->ConsoleRichTextbox->ReadOnly = true; 
   this->ConsoleRichTextbox->Size = System::Drawing::Size(181, 169); 
   this->ConsoleRichTextbox->TabIndex = 2; 
   this->ConsoleRichTextbox->Text = L""; 
   //  
   // groupBox2 
   //  
   this->groupBox2->Controls->Add(this->ServerDisconnectButton); 
   this->groupBox2->Controls->Add(this->ServerConnectButton); 
   this->groupBox2->Controls->Add(this->ConsoleClearButton); 
   this->groupBox2->Controls->Add(this->ConsoleRichTextbox); 
   this->groupBox2->Location = System::Drawing::Point(12, 308); 
   this->groupBox2->Name = L"groupBox2"; 
   this->groupBox2->Size = System::Drawing::Size(292, 211); 
   this->groupBox2->TabIndex = 3; 
   this->groupBox2->TabStop = false; 
   this->groupBox2->Text = L"Ethernet Transactions"; 
   //  
   // ServerDisconnectButton 
   //  
   this->ServerDisconnectButton->Enabled = false; 
   this->ServerDisconnectButton->Location = System::Drawing::Point(17, 63); 
   this->ServerDisconnectButton->Name = L"ServerDisconnectButton"; 
   this->ServerDisconnectButton->Size = System::Drawing::Size(71, 23); 
   this->ServerDisconnectButton->TabIndex = 8; 
   this->ServerDisconnectButton->Text = L"Disconnect"; 
   this->ServerDisconnectButton->UseVisualStyleBackColor = true; 
   this->ServerDisconnectButton->Click += gcnew System::EventHandler(this, 
&MainForm::ServerDisconnectButton_Click); 
   //  
   // ServerConnectButton 
   //  
   this->ServerConnectButton->Location = System::Drawing::Point(17, 30); 
   this->ServerConnectButton->Name = L"ServerConnectButton"; 
   this->ServerConnectButton->Size = System::Drawing::Size(71, 23); 
   this->ServerConnectButton->TabIndex = 7; 
   this->ServerConnectButton->Text = L"Connect"; 
   this->ServerConnectButton->UseVisualStyleBackColor = true; 
   this->ServerConnectButton->Click += gcnew System::EventHandler(this, 
&MainForm::ServerConnectButton_Click); 
   //  
   // ConsoleClearButton 
   //  
   this->ConsoleClearButton->Location = System::Drawing::Point(17, 174); 
   this->ConsoleClearButton->Name = L"ConsoleClearButton"; 
   this->ConsoleClearButton->Size = System::Drawing::Size(68, 23); 
   this->ConsoleClearButton->TabIndex = 5; 
   this->ConsoleClearButton->Text = L"Clear"; 
   this->ConsoleClearButton->UseVisualStyleBackColor = true; 
   this->ConsoleClearButton->Click += gcnew System::EventHandler(this, 
&MainForm::ConsoleClearButton_Click); 
   //  
   // groupBox3 
   //  
   this->groupBox3->Controls->Add(this->SaveAllButton); 
   this->groupBox3->Controls->Add(this->path_combobox); 
   this->groupBox3->Controls->Add(this->dlevel_combobox); 
   this->groupBox3->Controls->Add(this->label2); 
   this->groupBox3->Controls->Add(this->label1); 
   this->groupBox3->Controls->Add(this->groupBox7); 
   this->groupBox3->Controls->Add(this->outputselect_combobox); 
   this->groupBox3->Controls->Add(this->RectifiedComboBox); 
   this->groupBox3->Controls->Add(this->RRawSaveButton); 
   this->groupBox3->Controls->Add(this->RRawFreezeButton); 
   this->groupBox3->Controls->Add(this->LRawSaveButton); 
   this->groupBox3->Controls->Add(this->LRawFreezeButton); 
   this->groupBox3->Controls->Add(this->OutputSaveButton); 
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   this->groupBox3->Controls->Add(this->OutputFreezeButton); 
   this->groupBox3->Controls->Add(this->RRawImageEnable); 
   this->groupBox3->Controls->Add(this->LRawImageEnable); 
   this->groupBox3->Controls->Add(this->ImageOutputEnable); 
   this->groupBox3->Location = System::Drawing::Point(12, 12); 
   this->groupBox3->Name = L"groupBox3"; 
   this->groupBox3->Size = System::Drawing::Size(292, 290); 
   this->groupBox3->TabIndex = 4; 
   this->groupBox3->TabStop = false; 
   this->groupBox3->Text = L"Processor Command"; 
   //  
   // SaveAllButton 
   //  
   this->SaveAllButton->Location = System::Drawing::Point(169, 21); 
   this->SaveAllButton->Name = L"SaveAllButton"; 
   this->SaveAllButton->Size = System::Drawing::Size(86, 27); 
   this->SaveAllButton->TabIndex = 40; 
   this->SaveAllButton->Text = L"Save all active"; 
   this->SaveAllButton->UseVisualStyleBackColor = true; 
   this->SaveAllButton->Click += gcnew System::EventHandler(this, 
&MainForm::SaveAllButton_Click); 
   //  
   // path_combobox 
   //  
   this->path_combobox->FormattingEnabled = true; 
   this->path_combobox->Location = System::Drawing::Point(80, 102); 
   this->path_combobox->Name = L"path_combobox"; 
   this->path_combobox->Size = System::Drawing::Size(52, 21); 
   this->path_combobox->TabIndex = 45; 
   this->path_combobox->SelectedIndexChanged += gcnew System::EventHandler(this, 
&MainForm::path_combobox_SelectedIndexChanged); 
   //  
   // dlevel_combobox 
   //  
   this->dlevel_combobox->FormattingEnabled = true; 
   this->dlevel_combobox->Location = System::Drawing::Point(22, 102); 
   this->dlevel_combobox->Name = L"dlevel_combobox"; 
   this->dlevel_combobox->Size = System::Drawing::Size(52, 21); 
   this->dlevel_combobox->TabIndex = 44; 
   this->dlevel_combobox->SelectedIndexChanged += gcnew System::EventHandler(this, 
&MainForm::dlevel_combobox_SelectedIndexChanged); 
   //  
   // label2 
   //  
   this->label2->AutoSize = true; 
   this->label2->Location = System::Drawing::Point(92, 82); 
   this->label2->Name = L"label2"; 
   this->label2->Size = System::Drawing::Size(29, 13); 
   this->label2->TabIndex = 43; 
   this->label2->Text = L"Path"; 
   //  
   // label1 
   //  
   this->label1->AutoSize = true; 
   this->label1->Location = System::Drawing::Point(27, 82); 
   this->label1->Name = L"label1"; 
   this->label1->Size = System::Drawing::Size(38, 13); 
   this->label1->TabIndex = 38; 
   this->label1->Text = L"d level"; 
   //  
   // groupBox7 
   //  
   this->groupBox7->Controls->Add(this->control_combobox); 
   this->groupBox7->Controls->Add(this->StepButton); 
   this->groupBox7->Location = System::Drawing::Point(143, 70); 
   this->groupBox7->Name = L"groupBox7"; 
   this->groupBox7->Size = System::Drawing::Size(138, 125); 
   this->groupBox7->TabIndex = 41; 
   this->groupBox7->TabStop = false; 
   this->groupBox7->Text = L"Algorithm Control"; 
   //  
   // control_combobox 
   //  
   this->control_combobox->FormattingEnabled = true; 
   this->control_combobox->Location = System::Drawing::Point(17, 38); 
   this->control_combobox->Name = L"control_combobox"; 
   this->control_combobox->Size = System::Drawing::Size(104, 21); 
   this->control_combobox->TabIndex = 40; 
   this->control_combobox->SelectedIndexChanged += gcnew System::EventHandler(this, 
&MainForm::control_combobox_SelectedIndexChanged); 
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   //  
   // StepButton 
   //  
   this->StepButton->Location = System::Drawing::Point(26, 69); 
   this->StepButton->Name = L"StepButton"; 
   this->StepButton->Size = System::Drawing::Size(86, 23); 
   this->StepButton->TabIndex = 39; 
   this->StepButton->Text = L"Step"; 
   this->StepButton->UseVisualStyleBackColor = true; 
   this->StepButton->Click += gcnew System::EventHandler(this, &MainForm::StepButton_Click); 
   //  
   // outputselect_combobox 
   //  
   this->outputselect_combobox->FormattingEnabled = true; 
   this->outputselect_combobox->Location = System::Drawing::Point(22, 54); 
   this->outputselect_combobox->Name = L"outputselect_combobox"; 
   this->outputselect_combobox->Size = System::Drawing::Size(111, 21); 
   this->outputselect_combobox->TabIndex = 41; 
   this->outputselect_combobox->SelectedIndexChanged += gcnew System::EventHandler(this, 
&MainForm::outputselect_combobox_SelectedIndexChanged); 
   //  
   // RectifiedComboBox 
   //  
   this->RectifiedComboBox->FormattingEnabled = true; 
   this->RectifiedComboBox->Location = System::Drawing::Point(21, 179); 
   this->RectifiedComboBox->Name = L"RectifiedComboBox"; 
   this->RectifiedComboBox->Size = System::Drawing::Size(104, 21); 
   this->RectifiedComboBox->TabIndex = 16; 
   this->RectifiedComboBox->SelectedIndexChanged += gcnew System::EventHandler(this, 
&MainForm::RectifiedComboBox_SelectedIndexChanged); 
   //  
   // RRawSaveButton 
   //  
   this->RRawSaveButton->Enabled = false; 
   this->RRawSaveButton->Location = System::Drawing::Point(215, 246); 
   this->RRawSaveButton->Name = L"RRawSaveButton"; 
   this->RRawSaveButton->Size = System::Drawing::Size(53, 23); 
   this->RRawSaveButton->TabIndex = 15; 
   this->RRawSaveButton->Text = L"Save"; 
   this->RRawSaveButton->UseVisualStyleBackColor = true; 
   this->RRawSaveButton->Click += gcnew System::EventHandler(this, 
&MainForm::RRawSaveButton_Click); 
   //  
   // RRawFreezeButton 
   //  
   this->RRawFreezeButton->Enabled = false; 
   this->RRawFreezeButton->Location = System::Drawing::Point(156, 246); 
   this->RRawFreezeButton->Name = L"RRawFreezeButton"; 
   this->RRawFreezeButton->Size = System::Drawing::Size(53, 23); 
   this->RRawFreezeButton->TabIndex = 14; 
   this->RRawFreezeButton->Text = L"Freeze"; 
   this->RRawFreezeButton->UseVisualStyleBackColor = true; 
   this->RRawFreezeButton->Click += gcnew System::EventHandler(this, 
&MainForm::RRawFreezeButton_Click); 
   //  
   // LRawSaveButton 
   //  
   this->LRawSaveButton->Enabled = false; 
   this->LRawSaveButton->Location = System::Drawing::Point(80, 246); 
   this->LRawSaveButton->Name = L"LRawSaveButton"; 
   this->LRawSaveButton->Size = System::Drawing::Size(53, 23); 
   this->LRawSaveButton->TabIndex = 13; 
   this->LRawSaveButton->Text = L"Save"; 
   this->LRawSaveButton->UseVisualStyleBackColor = true; 
   this->LRawSaveButton->Click += gcnew System::EventHandler(this, 
&MainForm::LRawSaveButton_Click); 
   //  
   // LRawFreezeButton 
   //  
   this->LRawFreezeButton->Enabled = false; 
   this->LRawFreezeButton->Location = System::Drawing::Point(21, 246); 
   this->LRawFreezeButton->Name = L"LRawFreezeButton"; 
   this->LRawFreezeButton->Size = System::Drawing::Size(53, 23); 
   this->LRawFreezeButton->TabIndex = 12; 
   this->LRawFreezeButton->Text = L"Freeze"; 
   this->LRawFreezeButton->UseVisualStyleBackColor = true; 
   this->LRawFreezeButton->Click += gcnew System::EventHandler(this, 
&MainForm::LRawFreezeButton_Click); 
   //  
   // OutputSaveButton 
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   //  
   this->OutputSaveButton->Enabled = false; 
   this->OutputSaveButton->Location = System::Drawing::Point(80, 135); 
   this->OutputSaveButton->Name = L"OutputSaveButton"; 
   this->OutputSaveButton->Size = System::Drawing::Size(53, 23); 
   this->OutputSaveButton->TabIndex = 11; 
   this->OutputSaveButton->Text = L"Save"; 
   this->OutputSaveButton->UseVisualStyleBackColor = true; 
   this->OutputSaveButton->Click += gcnew System::EventHandler(this, 
&MainForm::OutputSaveButton_Click); 
   //  
   // OutputFreezeButton 
   //  
   this->OutputFreezeButton->Enabled = false; 
   this->OutputFreezeButton->Location = System::Drawing::Point(21, 135); 
   this->OutputFreezeButton->Name = L"OutputFreezeButton"; 
   this->OutputFreezeButton->Size = System::Drawing::Size(53, 23); 
   this->OutputFreezeButton->TabIndex = 10; 
   this->OutputFreezeButton->Text = L"Freeze"; 
   this->OutputFreezeButton->UseVisualStyleBackColor = true; 
   this->OutputFreezeButton->Click += gcnew System::EventHandler(this, 
&MainForm::OutputFreezeButton_Click); 
   //  
   // RRawImageEnable 
   //  
   this->RRawImageEnable->AutoSize = true; 
   this->RRawImageEnable->Location = System::Drawing::Point(158, 215); 
   this->RRawImageEnable->Name = L"RRawImageEnable"; 
   this->RRawImageEnable->Size = System::Drawing::Size(110, 17); 
   this->RRawImageEnable->TabIndex = 9; 
   this->RRawImageEnable->Text = L"Right Input Image"; 
   this->RRawImageEnable->UseVisualStyleBackColor = true; 
   this->RRawImageEnable->CheckedChanged += gcnew System::EventHandler(this, 
&MainForm::RRawImageEnable_CheckedChanged); 
   //  
   // LRawImageEnable 
   //  
   this->LRawImageEnable->AutoSize = true; 
   this->LRawImageEnable->Location = System::Drawing::Point(30, 215); 
   this->LRawImageEnable->Name = L"LRawImageEnable"; 
   this->LRawImageEnable->Size = System::Drawing::Size(103, 17); 
   this->LRawImageEnable->TabIndex = 8; 
   this->LRawImageEnable->Text = L"Left Input Image"; 
   this->LRawImageEnable->UseVisualStyleBackColor = true; 
   this->LRawImageEnable->CheckedChanged += gcnew System::EventHandler(this, 
&MainForm::LRawImageEnable_CheckedChanged); 
   //  
   // ImageOutputEnable 
   //  
   this->ImageOutputEnable->AutoSize = true; 
   this->ImageOutputEnable->Location = System::Drawing::Point(22, 27); 
   this->ImageOutputEnable->Name = L"ImageOutputEnable"; 
   this->ImageOutputEnable->Size = System::Drawing::Size(87, 17); 
   this->ImageOutputEnable->TabIndex = 7; 
   this->ImageOutputEnable->Text = L"Ouput Image"; 
   this->ImageOutputEnable->UseVisualStyleBackColor = true; 
   this->ImageOutputEnable->CheckedChanged += gcnew System::EventHandler(this, 
&MainForm::ImageOutputEnable_CheckedChanged); 
   //  
   // groupBox4 
   //  
   this->groupBox4->Controls->Add(this->label3); 
   this->groupBox4->Controls->Add(this->DiagnosticSelect_combobox); 
   this->groupBox4->Controls->Add(this->label33); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox9); 
   this->groupBox4->Controls->Add(this->label30); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox8); 
   this->groupBox4->Controls->Add(this->label29); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox7); 
   this->groupBox4->Controls->Add(this->label28); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox6); 
   this->groupBox4->Controls->Add(this->label13); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox5); 
   this->groupBox4->Controls->Add(this->KeepAliveTextBox); 
   this->groupBox4->Controls->Add(this->label12); 
   this->groupBox4->Controls->Add(this->label10); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox4); 
   this->groupBox4->Controls->Add(this->label11); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox3); 
   this->groupBox4->Controls->Add(this->label6); 
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   this->groupBox4->Controls->Add(this->DiagnosticsTextbox2); 
   this->groupBox4->Controls->Add(this->label4); 
   this->groupBox4->Controls->Add(this->DiagnosticsTextbox1); 
   this->groupBox4->Location = System::Drawing::Point(310, 173); 
   this->groupBox4->Name = L"groupBox4"; 
   this->groupBox4->Size = System::Drawing::Size(250, 346); 
   this->groupBox4->TabIndex = 5; 
   this->groupBox4->TabStop = false; 
   this->groupBox4->Text = L"Diagnostics"; 
   //  
   // label3 
   //  
   this->label3->AutoSize = true; 
   this->label3->Location = System::Drawing::Point(147, 26); 
   this->label3->Name = L"label3"; 
   this->label3->Size = System::Drawing::Size(81, 13); 
   this->label3->TabIndex = 42; 
   this->label3->Text = L"Value Selection"; 
   //  
   // DiagnosticSelect_combobox 
   //  
   this->DiagnosticSelect_combobox->FormattingEnabled = true; 
   this->DiagnosticSelect_combobox->Location = System::Drawing::Point(128, 52); 
   this->DiagnosticSelect_combobox->Name = L"DiagnosticSelect_combobox"; 
   this->DiagnosticSelect_combobox->Size = System::Drawing::Size(100, 21); 
   this->DiagnosticSelect_combobox->TabIndex = 41; 
   //  
   // label33 
   //  
   this->label33->AutoSize = true; 
   this->label33->Location = System::Drawing::Point(21, 318); 
   this->label33->Name = L"label33"; 
   this->label33->Size = System::Drawing::Size(119, 13); 
   this->label33->TabIndex = 37; 
   this->label33->Text = L"Path Reorgnization (ms)"; 
   //  
   // DiagnosticsTextbox9 
   //  
   this->DiagnosticsTextbox9->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox9->Location = System::Drawing::Point(153, 314); 
   this->DiagnosticsTextbox9->Name = L"DiagnosticsTextbox9"; 
   this->DiagnosticsTextbox9->ReadOnly = true; 
   this->DiagnosticsTextbox9->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox9->TabIndex = 36; 
   //  
   // label30 
   //  
   this->label30->AutoSize = true; 
   this->label30->Location = System::Drawing::Point(21, 292); 
   this->label30->Name = L"label30"; 
   this->label30->Size = System::Drawing::Size(118, 13); 
   this->label30->TabIndex = 35; 
   this->label30->Text = L"Cost Reorgnization (ms)"; 
   //  
   // DiagnosticsTextbox8 
   //  
   this->DiagnosticsTextbox8->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox8->Location = System::Drawing::Point(153, 288); 
   this->DiagnosticsTextbox8->Name = L"DiagnosticsTextbox8"; 
   this->DiagnosticsTextbox8->ReadOnly = true; 
   this->DiagnosticsTextbox8->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox8->TabIndex = 34; 
   //  
   // label29 
   //  
   this->label29->AutoSize = true; 
   this->label29->Location = System::Drawing::Point(22, 255); 
   this->label29->Name = L"label29"; 
   this->label29->Size = System::Drawing::Size(112, 13); 
   this->label29->TabIndex = 33; 
   this->label29->Text = L"Optimization Time (ms)"; 
   //  
   // DiagnosticsTextbox7 
   //  
   this->DiagnosticsTextbox7->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox7->Location = System::Drawing::Point(153, 252); 
   this->DiagnosticsTextbox7->Name = L"DiagnosticsTextbox7"; 
   this->DiagnosticsTextbox7->ReadOnly = true; 
   this->DiagnosticsTextbox7->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox7->TabIndex = 32; 
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   //  
   // label28 
   //  
   this->label28->AutoSize = true; 
   this->label28->Location = System::Drawing::Point(22, 229); 
   this->label28->Name = L"label28"; 
   this->label28->Size = System::Drawing::Size(88, 13); 
   this->label28->TabIndex = 30; 
   this->label28->Text = L"Energy Time (ms)"; 
   //  
   // DiagnosticsTextbox6 
   //  
   this->DiagnosticsTextbox6->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox6->Location = System::Drawing::Point(153, 226); 
   this->DiagnosticsTextbox6->Name = L"DiagnosticsTextbox6"; 
   this->DiagnosticsTextbox6->ReadOnly = true; 
   this->DiagnosticsTextbox6->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox6->TabIndex = 29; 
   //  
   // label13 
   //  
   this->label13->AutoSize = true; 
   this->label13->Location = System::Drawing::Point(22, 203); 
   this->label13->Name = L"label13"; 
   this->label13->Size = System::Drawing::Size(77, 13); 
   this->label13->TabIndex = 27; 
   this->label13->Text = L"Path Time (ms)"; 
   //  
   // DiagnosticsTextbox5 
   //  
   this->DiagnosticsTextbox5->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox5->Location = System::Drawing::Point(153, 200); 
   this->DiagnosticsTextbox5->Name = L"DiagnosticsTextbox5"; 
   this->DiagnosticsTextbox5->ReadOnly = true; 
   this->DiagnosticsTextbox5->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox5->TabIndex = 26; 
   //  
   // KeepAliveTextBox 
   //  
   this->KeepAliveTextBox->BackColor = System::Drawing::SystemColors::ButtonHighlight; 
   this->KeepAliveTextBox->Location = System::Drawing::Point(51, 52); 
   this->KeepAliveTextBox->Name = L"KeepAliveTextBox"; 
   this->KeepAliveTextBox->ReadOnly = true; 
   this->KeepAliveTextBox->Size = System::Drawing::Size(43, 20); 
   this->KeepAliveTextBox->TabIndex = 18; 
   //  
   // label12 
   //  
   this->label12->AutoSize = true; 
   this->label12->Location = System::Drawing::Point(22, 177); 
   this->label12->Name = L"label12"; 
   this->label12->Size = System::Drawing::Size(76, 13); 
   this->label12->TabIndex = 24; 
   this->label12->Text = L"Cost Time (ms)"; 
   //  
   // label10 
   //  
   this->label10->AutoSize = true; 
   this->label10->Location = System::Drawing::Point(29, 26); 
   this->label10->Name = L"label10"; 
   this->label10->Size = System::Drawing::Size(85, 13); 
   this->label10->TabIndex = 19; 
   this->label10->Text = L"Iteration Counter"; 
   //  
   // DiagnosticsTextbox4 
   //  
   this->DiagnosticsTextbox4->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox4->Location = System::Drawing::Point(153, 174); 
   this->DiagnosticsTextbox4->Name = L"DiagnosticsTextbox4"; 
   this->DiagnosticsTextbox4->ReadOnly = true; 
   this->DiagnosticsTextbox4->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox4->TabIndex = 23; 
   //  
   // label11 
   //  
   this->label11->AutoSize = true; 
   this->label11->Location = System::Drawing::Point(22, 151); 
   this->label11->Name = L"label11"; 
   this->label11->Size = System::Drawing::Size(114, 13); 
   this->label11->TabIndex = 21; 
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   this->label11->Text = L"Rectification Time (ms)"; 
   //  
   // DiagnosticsTextbox3 
   //  
   this->DiagnosticsTextbox3->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox3->Location = System::Drawing::Point(153, 148); 
   this->DiagnosticsTextbox3->Name = L"DiagnosticsTextbox3"; 
   this->DiagnosticsTextbox3->ReadOnly = true; 
   this->DiagnosticsTextbox3->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox3->TabIndex = 20; 
   //  
   // label6 
   //  
   this->label6->AutoSize = true; 
   this->label6->Location = System::Drawing::Point(22, 125); 
   this->label6->Name = L"label6"; 
   this->label6->Size = System::Drawing::Size(72, 13); 
   this->label6->TabIndex = 10; 
   this->label6->Text = L"Idle Time (ms)"; 
   //  
   // DiagnosticsTextbox2 
   //  
   this->DiagnosticsTextbox2->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox2->Location = System::Drawing::Point(153, 122); 
   this->DiagnosticsTextbox2->Name = L"DiagnosticsTextbox2"; 
   this->DiagnosticsTextbox2->ReadOnly = true; 
   this->DiagnosticsTextbox2->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox2->TabIndex = 9; 
   //  
   // label4 
   //  
   this->label4->AutoSize = true; 
   this->label4->Location = System::Drawing::Point(22, 88); 
   this->label4->Name = L"label4"; 
   this->label4->Size = System::Drawing::Size(94, 13); 
   this->label4->TabIndex = 8; 
   this->label4->Text = L"Total Latency (ms)"; 
   //  
   // DiagnosticsTextbox1 
   //  
   this->DiagnosticsTextbox1->BackColor = System::Drawing::SystemColors::ControlLightLight; 
   this->DiagnosticsTextbox1->Location = System::Drawing::Point(153, 85); 
   this->DiagnosticsTextbox1->Name = L"DiagnosticsTextbox1"; 
   this->DiagnosticsTextbox1->ReadOnly = true; 
   this->DiagnosticsTextbox1->Size = System::Drawing::Size(75, 20); 
   this->DiagnosticsTextbox1->TabIndex = 7; 
   //  
   // OutputImgBackgroundWorker 
   //  
   this->OutputImgBackgroundWorker->WorkerSupportsCancellation = true; 
   this->OutputImgBackgroundWorker->DoWork += gcnew 
System::ComponentModel::DoWorkEventHandler(this, &MainForm::OutputImgBackgroundWorker_DoWork); 
   //  
   // LeftImgBackgroundWorker 
   //  
   this->LeftImgBackgroundWorker->DoWork += gcnew 
System::ComponentModel::DoWorkEventHandler(this, &MainForm::LeftImgBackgroundWorker_DoWork); 
   //  
   // RightImgBackgroundWorker 
   //  
   this->RightImgBackgroundWorker->DoWork += gcnew 
System::ComponentModel::DoWorkEventHandler(this, &MainForm::RightImgBackgroundWorker_DoWork); 
   //  
   // TCPBackgroundWorker 
   //  
   this->TCPBackgroundWorker->DoWork += gcnew 
System::ComponentModel::DoWorkEventHandler(this, &MainForm::TCPBackgroundWorker_DoWork); 
   //  
   // ConsoleTimer 
   //  
   this->ConsoleTimer->Enabled = true; 
   this->ConsoleTimer->Interval = 50; 
   this->ConsoleTimer->Tick += gcnew System::EventHandler(this, 
&MainForm::ConsoleTimer_Tick); 
   //  
   // groupBox5 
   //  
   this->groupBox5->Controls->Add(this->ConfigIDTextBox); 
   this->groupBox5->Controls->Add(this->CamSelectCombobox); 
   this->groupBox5->Controls->Add(this->label9); 
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   this->groupBox5->Controls->Add(this->ConfigButton); 
   this->groupBox5->Controls->Add(this->label8); 
   this->groupBox5->Controls->Add(this->ConfigValueTextbox); 
   this->groupBox5->Location = System::Drawing::Point(566, 12); 
   this->groupBox5->Name = L"groupBox5"; 
   this->groupBox5->Size = System::Drawing::Size(220, 115); 
   this->groupBox5->TabIndex = 6; 
   this->groupBox5->TabStop = false; 
   this->groupBox5->Text = L"Camera Configurator"; 
   //  
   // ConfigIDTextBox 
   //  
   this->ConfigIDTextBox->Location = System::Drawing::Point(18, 83); 
   this->ConfigIDTextBox->Name = L"ConfigIDTextBox"; 
   this->ConfigIDTextBox->Size = System::Drawing::Size(43, 20); 
   this->ConfigIDTextBox->TabIndex = 21; 
   //  
   // CamSelectCombobox 
   //  
   this->CamSelectCombobox->Font = (gcnew System::Drawing::Font(L"Microsoft Sans Serif", 9, 
System::Drawing::FontStyle::Regular, System::Drawing::GraphicsUnit::Point, 
    static_cast<System::Byte>(0))); 
   this->CamSelectCombobox->FormattingEnabled = true; 
   this->CamSelectCombobox->ItemHeight = 15; 
   this->CamSelectCombobox->Location = System::Drawing::Point(76, 23); 
   this->CamSelectCombobox->Name = L"CamSelectCombobox"; 
   this->CamSelectCombobox->Size = System::Drawing::Size(69, 23); 
   this->CamSelectCombobox->TabIndex = 20; 
   //  
   // label9 
   //  
   this->label9->AutoSize = true; 
   this->label9->Location = System::Drawing::Point(7, 58); 
   this->label9->Name = L"label9"; 
   this->label9->Size = System::Drawing::Size(66, 13); 
   this->label9->TabIndex = 19; 
   this->label9->Text = L"RegID (Hex)"; 
   //  
   // ConfigButton 
   //  
   this->ConfigButton->Location = System::Drawing::Point(145, 79); 
   this->ConfigButton->Name = L"ConfigButton"; 
   this->ConfigButton->Size = System::Drawing::Size(69, 27); 
   this->ConfigButton->TabIndex = 4; 
   this->ConfigButton->Text = L"Configure"; 
   this->ConfigButton->UseVisualStyleBackColor = true; 
   this->ConfigButton->Click += gcnew System::EventHandler(this, &MainForm::button1_Click); 
   //  
   // label8 
   //  
   this->label8->AutoSize = true; 
   this->label8->Location = System::Drawing::Point(79, 57); 
   this->label8->Name = L"label8"; 
   this->label8->Size = System::Drawing::Size(62, 13); 
   this->label8->TabIndex = 3; 
   this->label8->Text = L"Value (Hex)"; 
   //  
   // ConfigValueTextbox 
   //  
   this->ConfigValueTextbox->Location = System::Drawing::Point(89, 83); 
   this->ConfigValueTextbox->Name = L"ConfigValueTextbox"; 
   this->ConfigValueTextbox->Size = System::Drawing::Size(43, 20); 
   this->ConfigValueTextbox->TabIndex = 2; 
   //  
   // TimingBackgroundWorker 
   //  
   this->TimingBackgroundWorker->DoWork += gcnew 
System::ComponentModel::DoWorkEventHandler(this, &MainForm::TimingBackgroundWorker_DoWork); 
   //  
   // groupBox6 
   //  
   this->groupBox6->Controls->Add(this->OffsetYTextBox); 
   this->groupBox6->Controls->Add(this->OffsetXTextBox); 
   this->groupBox6->Controls->Add(this->label7); 
   this->groupBox6->Controls->Add(this->label5); 
   this->groupBox6->Controls->Add(this->ParamButton); 
   this->groupBox6->Controls->Add(this->label19); 
   this->groupBox6->Controls->Add(this->ParLTextBox); 
   this->groupBox6->Controls->Add(this->label21); 
   this->groupBox6->Controls->Add(this->ParKTextBox); 
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   this->groupBox6->Controls->Add(this->label23); 
   this->groupBox6->Controls->Add(this->label24); 
   this->groupBox6->Controls->Add(this->ParJTextBox); 
   this->groupBox6->Controls->Add(this->ParHTextBox); 
   this->groupBox6->Controls->Add(this->label25); 
   this->groupBox6->Controls->Add(this->label26); 
   this->groupBox6->Controls->Add(this->ParITextBox); 
   this->groupBox6->Controls->Add(this->ParGTextBox); 
   this->groupBox6->Controls->Add(this->label27); 
   this->groupBox6->Controls->Add(this->label20); 
   this->groupBox6->Controls->Add(this->ParFTextBox); 
   this->groupBox6->Controls->Add(this->label22); 
   this->groupBox6->Controls->Add(this->ParETextBox); 
   this->groupBox6->Controls->Add(this->label17); 
   this->groupBox6->Controls->Add(this->label18); 
   this->groupBox6->Controls->Add(this->ParDTextBox); 
   this->groupBox6->Controls->Add(this->ParBTextBox); 
   this->groupBox6->Controls->Add(this->label16); 
   this->groupBox6->Controls->Add(this->label15); 
   this->groupBox6->Controls->Add(this->ParCTextBox); 
   this->groupBox6->Controls->Add(this->ParATextBox); 
   this->groupBox6->Controls->Add(this->label14); 
   this->groupBox6->Location = System::Drawing::Point(566, 133); 
   this->groupBox6->Name = L"groupBox6"; 
   this->groupBox6->Size = System::Drawing::Size(220, 386); 
   this->groupBox6->TabIndex = 7; 
   this->groupBox6->TabStop = false; 
   this->groupBox6->Text = L"Camera Calibration"; 
   //  
   // OffsetYTextBox 
   //  
   this->OffsetYTextBox->Location = System::Drawing::Point(137, 315); 
   this->OffsetYTextBox->Name = L"OffsetYTextBox"; 
   this->OffsetYTextBox->Size = System::Drawing::Size(64, 20); 
   this->OffsetYTextBox->TabIndex = 33; 
   //  
   // OffsetXTextBox 
   //  
   this->OffsetXTextBox->Location = System::Drawing::Point(35, 314); 
   this->OffsetXTextBox->Name = L"OffsetXTextBox"; 
   this->OffsetXTextBox->Size = System::Drawing::Size(64, 20); 
   this->OffsetXTextBox->TabIndex = 32; 
   //  
   // label7 
   //  
   this->label7->AutoSize = true; 
   this->label7->Location = System::Drawing::Point(144, 296); 
   this->label7->Name = L"label7"; 
   this->label7->Size = System::Drawing::Size(45, 13); 
   this->label7->TabIndex = 31; 
   this->label7->Text = L"Offset Y"; 
   //  
   // label5 
   //  
   this->label5->AutoSize = true; 
   this->label5->Location = System::Drawing::Point(45, 296); 
   this->label5->Name = L"label5"; 
   this->label5->Size = System::Drawing::Size(45, 13); 
   this->label5->TabIndex = 30; 
   this->label5->Text = L"Offset X"; 
   //  
   // ParamButton 
   //  
   this->ParamButton->Location = System::Drawing::Point(65, 346); 
   this->ParamButton->Name = L"ParamButton"; 
   this->ParamButton->Size = System::Drawing::Size(97, 28); 
   this->ParamButton->TabIndex = 29; 
   this->ParamButton->Text = L"Configure"; 
   this->ParamButton->UseVisualStyleBackColor = true; 
   this->ParamButton->Click += gcnew System::EventHandler(this, 
&MainForm::ParamButton_Click); 
   //  
   // label19 
   //  
   this->label19->AutoSize = true; 
   this->label19->Location = System::Drawing::Point(117, 268); 
   this->label19->Name = L"label19"; 
   this->label19->Size = System::Drawing::Size(13, 13); 
   this->label19->TabIndex = 28; 
   this->label19->Text = L"L"; 
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   //  
   // ParLTextBox 
   //  
   this->ParLTextBox->Location = System::Drawing::Point(137, 264); 
   this->ParLTextBox->Name = L"ParLTextBox"; 
   this->ParLTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParLTextBox->TabIndex = 27; 
   //  
   // label21 
   //  
   this->label21->AutoSize = true; 
   this->label21->Location = System::Drawing::Point(15, 268); 
   this->label21->Name = L"label21"; 
   this->label21->Size = System::Drawing::Size(14, 13); 
   this->label21->TabIndex = 26; 
   this->label21->Text = L"K"; 
   //  
   // ParKTextBox 
   //  
   this->ParKTextBox->Location = System::Drawing::Point(35, 264); 
   this->ParKTextBox->Name = L"ParKTextBox"; 
   this->ParKTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParKTextBox->TabIndex = 25; 
   //  
   // label23 
   //  
   this->label23->AutoSize = true; 
   this->label23->Location = System::Drawing::Point(117, 234); 
   this->label23->Name = L"label23"; 
   this->label23->Size = System::Drawing::Size(12, 13); 
   this->label23->TabIndex = 24; 
   this->label23->Text = L"J"; 
   //  
   // label24 
   //  
   this->label24->AutoSize = true; 
   this->label24->Location = System::Drawing::Point(117, 199); 
   this->label24->Name = L"label24"; 
   this->label24->Size = System::Drawing::Size(15, 13); 
   this->label24->TabIndex = 23; 
   this->label24->Text = L"H"; 
   //  
   // ParJTextBox 
   //  
   this->ParJTextBox->Location = System::Drawing::Point(137, 230); 
   this->ParJTextBox->Name = L"ParJTextBox"; 
   this->ParJTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParJTextBox->TabIndex = 22; 
   //  
   // ParHTextBox 
   //  
   this->ParHTextBox->Location = System::Drawing::Point(137, 195); 
   this->ParHTextBox->Name = L"ParHTextBox"; 
   this->ParHTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParHTextBox->TabIndex = 21; 
   //  
   // label25 
   //  
   this->label25->AutoSize = true; 
   this->label25->Location = System::Drawing::Point(15, 234); 
   this->label25->Name = L"label25"; 
   this->label25->Size = System::Drawing::Size(10, 13); 
   this->label25->TabIndex = 20; 
   this->label25->Text = L"I"; 
   //  
   // label26 
   //  
   this->label26->AutoSize = true; 
   this->label26->Location = System::Drawing::Point(15, 199); 
   this->label26->Name = L"label26"; 
   this->label26->Size = System::Drawing::Size(15, 13); 
   this->label26->TabIndex = 19; 
   this->label26->Text = L"G"; 
   //  
   // ParITextBox 
   //  
   this->ParITextBox->Location = System::Drawing::Point(35, 230); 
   this->ParITextBox->Name = L"ParITextBox"; 
   this->ParITextBox->Size = System::Drawing::Size(64, 20); 
   this->ParITextBox->TabIndex = 18; 
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   //  
   // ParGTextBox 
   //  
   this->ParGTextBox->Location = System::Drawing::Point(35, 195); 
   this->ParGTextBox->Name = L"ParGTextBox"; 
   this->ParGTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParGTextBox->TabIndex = 17; 
   //  
   // label27 
   //  
   this->label27->AutoSize = true; 
   this->label27->Location = System::Drawing::Point(32, 166); 
   this->label27->Name = L"label27"; 
   this->label27->Size = System::Drawing::Size(166, 13); 
   this->label27->TabIndex = 16; 
   this->label27->Text = L"RIGHT CAMERA PARAMETERS"; 
   //  
   // label20 
   //  
   this->label20->AutoSize = true; 
   this->label20->Location = System::Drawing::Point(117, 130); 
   this->label20->Name = L"label20"; 
   this->label20->Size = System::Drawing::Size(13, 13); 
   this->label20->TabIndex = 15; 
   this->label20->Text = L"F"; 
   //  
   // ParFTextBox 
   //  
   this->ParFTextBox->Location = System::Drawing::Point(137, 126); 
   this->ParFTextBox->Name = L"ParFTextBox"; 
   this->ParFTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParFTextBox->TabIndex = 13; 
   //  
   // label22 
   //  
   this->label22->AutoSize = true; 
   this->label22->Location = System::Drawing::Point(15, 130); 
   this->label22->Name = L"label22"; 
   this->label22->Size = System::Drawing::Size(14, 13); 
   this->label22->TabIndex = 11; 
   this->label22->Text = L"E"; 
   //  
   // ParETextBox 
   //  
   this->ParETextBox->Location = System::Drawing::Point(35, 126); 
   this->ParETextBox->Name = L"ParETextBox"; 
   this->ParETextBox->Size = System::Drawing::Size(64, 20); 
   this->ParETextBox->TabIndex = 9; 
   //  
   // label17 
   //  
   this->label17->AutoSize = true; 
   this->label17->Location = System::Drawing::Point(117, 96); 
   this->label17->Name = L"label17"; 
   this->label17->Size = System::Drawing::Size(15, 13); 
   this->label17->TabIndex = 8; 
   this->label17->Text = L"D"; 
   //  
   // label18 
   //  
   this->label18->AutoSize = true; 
   this->label18->Location = System::Drawing::Point(117, 61); 
   this->label18->Name = L"label18"; 
   this->label18->Size = System::Drawing::Size(14, 13); 
   this->label18->TabIndex = 7; 
   this->label18->Text = L"B"; 
   //  
   // ParDTextBox 
   //  
   this->ParDTextBox->Location = System::Drawing::Point(137, 92); 
   this->ParDTextBox->Name = L"ParDTextBox"; 
   this->ParDTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParDTextBox->TabIndex = 6; 
   //  
   // ParBTextBox 
   //  
   this->ParBTextBox->Location = System::Drawing::Point(137, 57); 
   this->ParBTextBox->Name = L"ParBTextBox"; 
   this->ParBTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParBTextBox->TabIndex = 5; 
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   //  
   // label16 
   //  
   this->label16->AutoSize = true; 
   this->label16->Location = System::Drawing::Point(15, 96); 
   this->label16->Name = L"label16"; 
   this->label16->Size = System::Drawing::Size(14, 13); 
   this->label16->TabIndex = 4; 
   this->label16->Text = L"C"; 
   //  
   // label15 
   //  
   this->label15->AutoSize = true; 
   this->label15->Location = System::Drawing::Point(15, 61); 
   this->label15->Name = L"label15"; 
   this->label15->Size = System::Drawing::Size(14, 13); 
   this->label15->TabIndex = 3; 
   this->label15->Text = L"A"; 
   //  
   // ParCTextBox 
   //  
   this->ParCTextBox->Location = System::Drawing::Point(35, 92); 
   this->ParCTextBox->Name = L"ParCTextBox"; 
   this->ParCTextBox->Size = System::Drawing::Size(64, 20); 
   this->ParCTextBox->TabIndex = 2; 
   //  
   // ParATextBox 
   //  
   this->ParATextBox->Location = System::Drawing::Point(35, 57); 
   this->ParATextBox->Name = L"ParATextBox"; 
   this->ParATextBox->Size = System::Drawing::Size(64, 20); 
   this->ParATextBox->TabIndex = 1; 
   //  
   // label14 
   //  
   this->label14->AutoSize = true; 
   this->label14->Location = System::Drawing::Point(28, 28); 
   this->label14->Name = L"label14"; 
   this->label14->Size = System::Drawing::Size(158, 13); 
   this->label14->TabIndex = 0; 
   this->label14->Text = L"LEFT CAMERA PARAMETERS"; 
   //  
   // MainForm 
   //  
   this->AutoScaleDimensions = System::Drawing::SizeF(6, 13); 
   this->AutoScaleMode = System::Windows::Forms::AutoScaleMode::Font; 
   this->BackColor = System::Drawing::SystemColors::Menu; 
   this->ClientSize = System::Drawing::Size(800, 531); 
   this->Controls->Add(this->groupBox6); 
   this->Controls->Add(this->groupBox5); 
   this->Controls->Add(this->groupBox4); 
   this->Controls->Add(this->groupBox3); 
   this->Controls->Add(this->groupBox2); 
   this->Controls->Add(this->Dashboard); 
   this->Controls->Add(this->DashClearButton); 
   this->Controls->Add(this->DashboardTxt); 
   this->FormBorderStyle = System::Windows::Forms::FormBorderStyle::FixedDialog; 
   this->Icon = (cli::safe_cast<System::Drawing::Icon^>(resources-
>GetObject(L"$this.Icon"))); 
   this->Name = L"MainForm"; 
   this->Text = L"VIDI Interface"; 
   this->Load += gcnew System::EventHandler(this, &MainForm::MainForm_Load); 
   this->groupBox2->ResumeLayout(false); 
   this->groupBox3->ResumeLayout(false); 
   this->groupBox3->PerformLayout(); 
   this->groupBox7->ResumeLayout(false); 
   this->groupBox4->ResumeLayout(false); 
   this->groupBox4->PerformLayout(); 
   this->groupBox5->ResumeLayout(false); 
   this->groupBox5->PerformLayout(); 
   this->groupBox6->ResumeLayout(false); 
   this->groupBox6->PerformLayout(); 
   this->ResumeLayout(false); 
   this->PerformLayout(); 
 
  } 
#pragma endregion 
 
  // ------------------------------------------------------------------------------------------------ 
  //                      FUNCTION BLOCK 
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  // ------------------------------------------------------------------------------------------------ 
 
 
  // ------------------- DATA TYPE CONVERSION ------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  void MarshalString(String ^ s, string& os)  
  { 
   using namespace Runtime::InteropServices; 
   const char* chars = 
    (const char*)(Marshal::StringToHGlobalAnsi(s)).ToPointer(); 
   os = chars; 
   Marshal::FreeHGlobal(IntPtr((void*)chars)); 
  } 
 
  int HexatoInt(string hexastr, int nib)   
  { 
   char nibble = 0; 
   const char *c = hexastr.c_str(); 
 
   nibble = *(c+nib); 
 
   if (((nibble < 71)&(nibble > 64))) 
   { 
    nibble = nibble - 55; 
   } 
   else if (((nibble < 103)&(nibble > 96))) 
   { 
    nibble = nibble - 87; 
   } 
   else if (((nibble < 58)&(nibble > 47))) 
   { 
    nibble = nibble - 48; 
   } 
   else 
   { 
    nibble = -1; 
   } 
 
   return(nibble); 
  } 
 
  // ------------------- DIAGNOSTIC DATA HANDLING---------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  void DiagnosticUpdate(void) 
  { 
   char D_buf[30]; 
 
   for (int i = 2; i < 29; i++) 
   { 
    if (Diagnostic_q.size() > 0) 
    { 
     D_buf[i] = Diagnostic_q.front(); 
     Diagnostic_q.pop(); 
    } 
   } 
 
   Diagnostic_IdleTime[0] = D_buf[2]; 
   Diagnostic_IdleTime[1] = D_buf[3]; 
   Diagnostic_IdleTime[2] = D_buf[4]; 
 
   Diagnostic_RectificationTime[0] = D_buf[5]; 
   Diagnostic_RectificationTime[1] = D_buf[6]; 
   Diagnostic_RectificationTime[2] = D_buf[7]; 
 
   Diagnostic_CostCubeTime[0] = D_buf[8]; 
   Diagnostic_CostCubeTime[1] = D_buf[9]; 
   Diagnostic_CostCubeTime[2] = D_buf[10]; 
 
   Diagnostic_PathTime[0] = D_buf[11]; 
   Diagnostic_PathTime[1] = D_buf[12]; 
   Diagnostic_PathTime[2] = D_buf[13]; 
 
   Diagnostic_EnergyTime[0] = D_buf[14]; 
   Diagnostic_EnergyTime[1] = D_buf[15]; 
   Diagnostic_EnergyTime[2] = D_buf[16]; 
 
   Diagnostic_OptTime[0] = D_buf[17]; 
   Diagnostic_OptTime[1] = D_buf[18]; 
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   Diagnostic_OptTime[2] = D_buf[19]; 
 
   Diagnostic_TotalTime[0] = D_buf[20]; 
   Diagnostic_TotalTime[1] = D_buf[21]; 
   Diagnostic_TotalTime[2] = D_buf[22]; 
 
   Diagnostic_CostReorgTime[0] = D_buf[23]; 
   Diagnostic_CostReorgTime[1] = D_buf[24]; 
   Diagnostic_CostReorgTime[2] = D_buf[25]; 
 
   Diagnostic_PathReorgTime[0] = D_buf[26]; 
   Diagnostic_PathReorgTime[1] = D_buf[27]; 
   Diagnostic_PathReorgTime[2] = D_buf[28]; 
 
   Diagnostic_TotalTime_f = (float)((Diagnostic_TotalTime[2] << 16) + (Diagnostic_TotalTime[1] 
<< 8) + Diagnostic_TotalTime[0]); 
   Diagnostic_IdleTime_f = (float)((Diagnostic_IdleTime[2] << 16) + (Diagnostic_IdleTime[1] 
<< 8) + Diagnostic_IdleTime[0]); 
   Diagnostic_RectificationTime_f = (float)((Diagnostic_RectificationTime[2] << 16) + 
(Diagnostic_RectificationTime[1] << 8) + Diagnostic_RectificationTime[0]); 
   Diagnostic_CostCubeTime_f = (float)((Diagnostic_CostCubeTime[2] << 16) + 
(Diagnostic_CostCubeTime[1] << 8) + Diagnostic_CostCubeTime[0]); 
   Diagnostic_PathTime_f = (float)((Diagnostic_PathTime[2] << 16) + (Diagnostic_PathTime[1] 
<< 8) + Diagnostic_PathTime[0]); 
   Diagnostic_EnergyTime_f = (float)((Diagnostic_EnergyTime[2] << 16) + 
(Diagnostic_EnergyTime[1] << 8) + Diagnostic_EnergyTime[0]); 
   Diagnostic_OptTime_f = (float)((Diagnostic_OptTime[2] << 16) + (Diagnostic_OptTime[1] << 
8) + Diagnostic_OptTime[0]); 
   Diagnostic_CostReorgTime_f = (float)((Diagnostic_CostReorgTime[2] << 16) + 
(Diagnostic_CostReorgTime[1] << 8) + Diagnostic_CostReorgTime[0]); 
   Diagnostic_PathReorgTime_f = (float)((Diagnostic_PathReorgTime[2] << 16) + 
(Diagnostic_PathReorgTime[1] << 8) + Diagnostic_PathReorgTime[0]); 
 
   Diagnostic_TotalTime_f = (float)(1.0 / 1100)*Diagnostic_TotalTime_f; 
   Diagnostic_IdleTime_f = (float)(1.0 / 1100)*Diagnostic_IdleTime_f; 
   Diagnostic_RectificationTime_f = (float)(1.0 / 1100)*Diagnostic_RectificationTime_f; 
   Diagnostic_CostCubeTime_f = (float)(1.0 / 1100)*Diagnostic_CostCubeTime_f; 
   Diagnostic_PathTime_f = (float)(1.0 / 1100)*Diagnostic_PathTime_f; 
   Diagnostic_EnergyTime_f = (float)(1.0 / 1100)*Diagnostic_EnergyTime_f; 
   Diagnostic_OptTime_f = (float)(1.0 / 1100)*Diagnostic_OptTime_f; 
   Diagnostic_CostReorgTime_f = (float)(1.0 / 1100)*Diagnostic_CostReorgTime_f; 
   Diagnostic_PathReorgTime_f = (float)(1.0 / 1100)*Diagnostic_PathReorgTime_f; 
 
   if (MeanCounter == 0) 
   { 
    MeanCounter++; 
   } 
   else 
   { 
    float prevCoeff = (float)(1.0 - 1.0 / MeanCounter); 
    float newCoeff = (float)(1.0 / MeanCounter); 
 
    Diagnostic_MEAN_TotalTime_f = Diagnostic_MEAN_TotalTime_f * prevCoeff + 
Diagnostic_TotalTime_f * newCoeff; 
    Diagnostic_MEAN_IdleTime_f = Diagnostic_MEAN_IdleTime_f * prevCoeff + 
Diagnostic_IdleTime_f * newCoeff; 
    Diagnostic_MEAN_RectificationTime_f = Diagnostic_MEAN_RectificationTime_f * 
prevCoeff + Diagnostic_RectificationTime_f * newCoeff; 
    Diagnostic_MEAN_CostCubeTime_f = Diagnostic_MEAN_CostCubeTime_f * prevCoeff + 
Diagnostic_CostCubeTime_f * newCoeff; 
    Diagnostic_MEAN_PathTime_f = Diagnostic_MEAN_PathTime_f * prevCoeff + 
Diagnostic_PathTime_f * newCoeff; 
    Diagnostic_MEAN_EnergyTime_f = Diagnostic_MEAN_EnergyTime_f * prevCoeff + 
Diagnostic_EnergyTime_f * newCoeff; 
    Diagnostic_MEAN_OptTime_f = Diagnostic_MEAN_OptTime_f * prevCoeff + 
Diagnostic_OptTime_f * newCoeff; 
    Diagnostic_MEAN_CostReorgTime_f = Diagnostic_MEAN_CostReorgTime_f * prevCoeff + 
Diagnostic_CostReorgTime_f * newCoeff; 
    Diagnostic_MEAN_PathReorgTime_f = Diagnostic_MEAN_PathReorgTime_f * prevCoeff + 
Diagnostic_PathReorgTime_f * newCoeff; 
 
    MeanCounter++; 
   } 
  } 
 
  // ------------------- SDL INITIALIZATION --------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  bool init_SDL(int image_code) 
  { 
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   SDL_Window* gWindow = NULL; 
   bool success = true; // Init flag 
 
   if (SDL_Init(SDL_INIT_VIDEO) < 0) 
   { 
    Dashboard->Text += ("SDL could not be initialized!\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
    success = false; 
   } 
 
   else 
   { 
    // Create Window 
    switch (image_code) 
    { 
    case 0: gWindow_Output = SDL_CreateWindow("Disparity Image", 
SDL_WINDOWPOS_UNDEFINED, SDL_WINDOWPOS_UNDEFINED, SCREEN_WIDTH, SCREEN_HEIGHT, SDL_WINDOW_SHOWN); 
     gWindow = gWindow_Output; 
     break; 
 
    case 1: gWindow_Left = SDL_CreateWindow("Left Image", SDL_WINDOWPOS_UNDEFINED, 
SDL_WINDOWPOS_UNDEFINED, DEBUG_SCREEN_WIDTH, DEBUG_SCREEN_HEIGHT, SDL_WINDOW_SHOWN); 
     gWindow = gWindow_Left; 
     break; 
 
    case 2: gWindow_Right = SDL_CreateWindow("Right Image", SDL_WINDOWPOS_UNDEFINED, 
SDL_WINDOWPOS_UNDEFINED, DEBUG_SCREEN_WIDTH, DEBUG_SCREEN_HEIGHT, SDL_WINDOW_SHOWN); 
     gWindow = gWindow_Right; 
     break; 
    } 
 
    if (gWindow == NULL) 
    { 
     Dashboard->Text += ("Window could not be created!\n"); 
     Dashboard->SelectionStart = Dashboard->Text->Length; 
     Dashboard->ScrollToCaret(); 
     success = false; 
    } 
    else 
    { 
     switch (image_code) 
     { 
     case 0: OutputRenderer = SDL_CreateRenderer(gWindow_Output, -1, 0); 
      break; 
 
     case 1: LeftRenderer = SDL_CreateRenderer(gWindow_Left, -1, 0); 
      break; 
 
     case 2: RightRenderer = SDL_CreateRenderer(gWindow_Right, -1, 0); 
      break; 
     } 
    } 
   } 
 
   return (success); 
 
  } 
 
  // ------------------- IMAGE LOAD AND WINDOW CREATION --------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  bool loadMedia(int image_code) 
  { 
   SDL_Surface* gImage = NULL; 
   bool success = true; // Loading success! 
 
   switch (image_code) 
   { 
   case 0: OutputTexture = SDL_CreateTexture(OutputRenderer, SDL_PIXELFORMAT_ARGB8888, 
SDL_TEXTUREACCESS_STATIC, SCREEN_WIDTH, SCREEN_HEIGHT); 
    break; 
 
   case 1: LeftTexture = SDL_CreateTexture(LeftRenderer, SDL_PIXELFORMAT_ARGB8888, 
SDL_TEXTUREACCESS_STATIC, DEBUG_SCREEN_WIDTH, DEBUG_SCREEN_HEIGHT); 
    break; 
 
   case 2: RightTexture = SDL_CreateTexture(RightRenderer, SDL_PIXELFORMAT_ARGB8888, 
SDL_TEXTUREACCESS_STATIC, DEBUG_SCREEN_WIDTH, DEBUG_SCREEN_HEIGHT); 
    break; 
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   } 
 
   return (success); 
 
  } 
 
  // ------------------- CLOSE WINDOW --------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  void close(int image_code) 
  { 
   switch (image_code) 
   { 
   case 0:  
    SDL_DestroyTexture(OutputTexture); 
    SDL_DestroyRenderer(OutputRenderer); 
 
    // Destroy window 
    SDL_DestroyWindow(gWindow_Output); 
    gWindow_Output = NULL; 
 
    break; 
 
   case 1: 
    SDL_DestroyTexture(LeftTexture); 
    SDL_DestroyRenderer(LeftRenderer); 
 
    // Destroy window 
    SDL_DestroyWindow(gWindow_Left); 
    gWindow_Left = NULL; 
 
    break; 
 
   case 2: 
    SDL_DestroyTexture(RightTexture); 
    SDL_DestroyRenderer(RightRenderer); 
 
    // Destroy window 
    SDL_DestroyWindow(gWindow_Right); 
    gWindow_Right = NULL; 
 
    break; 
   } 
 
  } 
 
  // ------------------- SAVE WINDOW ---------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  int RightImageSave(void) 
  { 
   if (RRawImageEnable->Checked) 
   { 
    int success = -1; 
 
    String ^ str; 
    str = "SCREENSHOTS/R" + RFileNo + ".bmp"; 
 
    char* filepathname = (char*)(void*)Marshal::StringToHGlobalAnsi(str); 
    RFileNo++; 
 
    SDL_Surface *surface = SDL_CreateRGBSurface(0, DEBUG_SCREEN_WIDTH, 
DEBUG_SCREEN_HEIGHT, 32, 0x00FF0000, 0x0000FF00, 0x000000FF, 0xFF000000); 
 
    SDL_RenderReadPixels(RightRenderer, NULL, SDL_PIXELFORMAT_ARGB8888, surface-
>pixels, surface->pitch); 
 
    success = SDL_SaveBMP(surface, filepathname); 
 
    SDL_FreeSurface(surface); 
    Marshal::FreeHGlobal((IntPtr)filepathname); 
 
    return(success); 
   } 
   else 
   { 
    return(-1); 
   } 
  } 
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  int LeftImageSave(void) 
  { 
   if (LRawImageEnable->Checked) 
   { 
    int success = -1; 
 
    String ^ str; 
    str = "SCREENSHOTS/L" + LFileNo + ".bmp"; 
 
    char* filepathname = (char*)(void*)Marshal::StringToHGlobalAnsi(str); 
    LFileNo++; 
 
    SDL_Surface *surface = SDL_CreateRGBSurface(0, DEBUG_SCREEN_WIDTH, 
DEBUG_SCREEN_HEIGHT, 32, 0x00FF0000, 0x0000FF00, 0x000000FF, 0xFF000000); 
 
    SDL_RenderReadPixels(LeftRenderer, NULL, SDL_PIXELFORMAT_ARGB8888, surface-
>pixels, surface->pitch); 
 
    success = SDL_SaveBMP(surface, filepathname); 
 
    SDL_FreeSurface(surface); 
    Marshal::FreeHGlobal((IntPtr)filepathname); 
 
    return(success); 
   } 
   else 
   { 
    return(-1); 
   } 
  } 
 
  int OutputImageSave(void) 
  { 
   if (ImageOutputEnable->Checked) 
   { 
    int success = -1; 
 
    String ^ str; 
    str = "SCREENSHOTS/Out" + OutFileNo + ".bmp"; 
 
    char* filepathname = (char*)(void*)Marshal::StringToHGlobalAnsi(str); 
    OutFileNo++; 
 
    SDL_Surface *surface = SDL_CreateRGBSurface(0, SCREEN_WIDTH, SCREEN_HEIGHT, 32, 
0x00FF0000, 0x0000FF00, 0x000000FF, 0xFF000000); 
 
    SDL_RenderReadPixels(OutputRenderer, NULL, SDL_PIXELFORMAT_ARGB8888, surface-
>pixels, surface->pitch); 
 
    success = SDL_SaveBMP(surface, filepathname); 
 
    SDL_FreeSurface(surface); 
    Marshal::FreeHGlobal((IntPtr)filepathname); 
 
    return(success); 
   } 
   else 
   { 
    return(-1); 
   } 
  } 
 
  // ------------------- WINDOW INITIALIZATION ------------------------------------------------------ 
  // ------------------------------------------------------------------------------------------------ 
 
  void CreateImageWindow(int image_code) 
  { 
   SDL_Surface* gImage = NULL; 
 
   int width = 0; 
   int height = 0; 
 
   Uint32 * pixels = new Uint32[SCREEN_WIDTH * SCREEN_HEIGHT]; 
   memset(pixels, 0, SCREEN_WIDTH * SCREEN_HEIGHT * sizeof(Uint32)); 
 
   // Start up SDL and create window 
   if (!init_SDL(image_code)) 
   { 
    Dashboard->Text += ("Image Initialization Failure.\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
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    Dashboard->ScrollToCaret(); 
   } 
   else 
   { 
    if (!loadMedia(image_code)) 
    { 
     Dashboard->Text += ("Failed to load media.\n"); 
     Dashboard->SelectionStart = Dashboard->Text->Length; 
     Dashboard->ScrollToCaret(); 
    } 
   } 
 
   switch (image_code) 
   { 
   case 0: 
    width = SCREEN_WIDTH; 
    height = SCREEN_HEIGHT; 
 
    SDL_UpdateTexture(OutputTexture, NULL, pixels, width * sizeof(Uint32)); 
    SDL_RenderClear(OutputRenderer); 
    SDL_RenderCopy(OutputRenderer, OutputTexture, NULL, NULL); 
    SDL_RenderPresent(OutputRenderer); 
 
    delete[] pixels; 
    break; 
 
   case 1: 
    width = DEBUG_SCREEN_WIDTH; 
    height = DEBUG_SCREEN_HEIGHT; 
 
    SDL_UpdateTexture(LeftTexture, NULL, pixels, width * sizeof(Uint32)); 
    SDL_RenderClear(LeftRenderer); 
    SDL_RenderCopy(LeftRenderer, LeftTexture, NULL, NULL); 
    SDL_RenderPresent(LeftRenderer); 
 
    delete[] pixels; 
    break; 
 
   case 2: 
    width = DEBUG_SCREEN_WIDTH; 
    height = DEBUG_SCREEN_HEIGHT; 
 
    SDL_UpdateTexture(RightTexture, NULL, pixels, width * sizeof(Uint32)); 
    SDL_RenderClear(RightRenderer); 
    SDL_RenderCopy(RightRenderer, RightTexture, NULL, NULL); 
    SDL_RenderPresent(RightRenderer); 
 
    delete[] pixels; 
    break; 
   } 
 
   Dashboard->Text += ("Image window created successfully.\n\n"); 
 
   Dashboard->Text += ("Image Width is " + width + ".\n"); 
   Dashboard->Text += ("Image Heigth is " + height + ".\n"); 
   Dashboard->SelectionStart = Dashboard->Text->Length; 
   Dashboard->ScrollToCaret(); 
  } 
 
 
  // ------------------------------------------------------------------------------------------------ 
  //                                                       SDL HANDLERS 
  // ------------------------------------------------------------------------------------------------ 
 
  // ------------------- Disparity IMAGE BGNDWORKER ------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void OutputImgBackgroundWorker_DoWork(System::Object^  sender, 
System::ComponentModel::DoWorkEventArgs^  e) 
  { 
   uint16_t prepixel = 0; 
   uint32_t pixval = 0; 
   uint16_t row = 0; 
   uint16_t prerow = 0; 
   uint16_t initialrow = 0; 
   uint16_t truerow = 0; 
   uint16_t image = 0; 
   uint8_t redness = 0; 
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   bool DisparityImageRefresh = true;  // Boolean that indicates available data 
for refreshing 
 
   char pixrec = 0; 
 
   uint32_t* ptr = 0; 
   bool start = true; 
 
   unsigned char SegmentCount = 0; 
   uint16_t i = 0; 
   uint16_t initiali = 0; 
 
   Uint32 *pixels = new Uint32[SCREEN_WIDTH*SCREEN_HEIGHT]; 
 
   if (DisparityImage[SegmentCount][1] != 255) 
   { 
    initialrow = DisparityImage[SegmentCount][1] * 48; 
 
    while (DisparityImageRefresh) 
    { 
 
     while (SDL_PollEvent(&Disparity_ev) != 0) 
     { 
      if (Disparity_ev.type == SDL_QUIT) 
      { 
       DisparityQuit = true; 
      } 
     } 
 
     if (RequestedCode == 0) 
     { 
      pixrec = 25 * (DisparityImage[SegmentCount][i + 2]); 
     } 
     else 
     { 
      pixrec = DisparityImage[SegmentCount][i + 2]; 
     } 
 
     pixval = (pixrec << 24) + (pixrec << 16) + (pixrec << 8) + pixrec; 
 
     truerow = prerow + initialrow; 
 
     if ((prepixel < SCREEN_WIDTH) && (truerow < SCREEN_HEIGHT)) 
     { 
      pixels[prepixel + (SCREEN_WIDTH*truerow)] = pixval; 
     } 
 
     prepixel++; 
 
     if (prepixel % 2 == 0) 
     { 
      i++; 
 
      if (prepixel >= SCREEN_WIDTH) 
      { 
       prerow++; 
       prepixel = 0; 
 
       if (prerow % 2 != 0) 
       { 
        i = initiali; 
       } 
       else 
       { 
        row++; 
        initiali = i; 
 
        if (row > 23) 
        { 
         row = 0; 
         prerow = 0; 
         i = 0; 
         initiali = 0; 
         SegmentCount++; 
 
         initialrow = 
DisparityImage[SegmentCount][1] * 48; 
 
         if (SegmentCount > 9) 
         { 
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          SegmentCount = 0; 
 
          DisparityImageRefresh 
= false; 
 
          if (!DisparityQuit) 
          { 
          
 SDL_UpdateTexture(OutputTexture, NULL, pixels, SCREEN_WIDTH * sizeof(Uint32)); 
          
 SDL_RenderClear(OutputRenderer); 
          
 SDL_RenderCopy(OutputRenderer, OutputTexture, NULL, NULL); 
          
 SDL_RenderPresent(OutputRenderer); 
          } 
 
         } 
        } 
       } 
      } 
     } 
    } 
   } 
 
   delete[] pixels; 
  } 
 
  // ------------------- LEFT RAW IMAGE BGNDWORKER -------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void LeftImgBackgroundWorker_DoWork(System::Object^  sender, 
System::ComponentModel::DoWorkEventArgs^  e) 
  { 
   uint16_t pixel = 0; 
   uint32_t pixval = 0; 
   uint16_t row = 0; 
   uint16_t initialrow = 0; 
   uint16_t truerow = 0; 
   uint16_t image = 0; 
   uint8_t redness = 0; 
 
   bool RawLeftImageRefresh = true;  // Boolean that indicates available data 
for refreshing 
 
   char pixrec = 0; 
 
   uint32_t* ptr = 0; 
   bool start = true; 
 
   unsigned char SegmentCount = 0; 
   uint16_t i = 0; 
 
   Uint32 *pixels = new Uint32[DEBUG_SCREEN_WIDTH*DEBUG_SCREEN_HEIGHT]; 
 
   if (RawLeftImage[SegmentCount][1] <10) 
   { 
    initialrow = RawLeftImage[SegmentCount][1] * 24; 
 
    while (RawLeftImageRefresh) 
    { 
     while (SDL_PollEvent(&Left_ev) != 0) 
     { 
      if (Left_ev.type == SDL_QUIT) 
      { 
       LeftQuit = true; 
      } 
     } 
 
     pixrec = RawLeftImage[SegmentCount][i + 2]; 
     pixval = (pixrec << 24) + (pixrec << 16) + (pixrec << 8) + pixrec; 
 
     truerow = row + initialrow; 
 
     if ((pixel < DEBUG_SCREEN_WIDTH) && (truerow < DEBUG_SCREEN_HEIGHT)) 
     { 
      pixels[pixel + (DEBUG_SCREEN_WIDTH*truerow)] = pixval; 
     } 
 
     pixel++; 
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     i++; 
 
     if (pixel >= DEBUG_SCREEN_WIDTH) 
     { 
      row++; 
      pixel = 0; 
 
      if (row > 23) 
      { 
       i = 0; 
       row = 0; 
       SegmentCount++; 
 
       initialrow = RawLeftImage[SegmentCount][1] * 24; 
 
       if (SegmentCount > 9) 
       { 
        SegmentCount = 0; 
 
        RawLeftImageRefresh = false; 
 
        if (!LeftQuit) 
        { 
         SDL_UpdateTexture(LeftTexture, 
NULL, pixels, DEBUG_SCREEN_WIDTH * sizeof(Uint32)); 
         SDL_RenderClear(LeftRenderer); 
         SDL_RenderCopy(LeftRenderer, 
LeftTexture, NULL, NULL); 
        
 SDL_RenderPresent(LeftRenderer); 
        } 
       } 
      } 
     } 
    } 
   } 
 
   delete[] pixels; 
    
  } 
 
  // ------------------- RIGHT RAW IMAGE BGNDWORKER ------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void RightImgBackgroundWorker_DoWork(System::Object^  sender, 
System::ComponentModel::DoWorkEventArgs^  e) 
  { 
   uint16_t pixel = 0; 
   uint32_t pixval = 0; 
   uint16_t row = 0; 
   uint16_t initialrow = 0; 
   uint16_t truerow = 0; 
   uint16_t image = 0; 
   uint8_t redness = 0; 
 
   bool RawRightImageRefresh = true;  // Boolean that indicates available data 
for refreshing 
 
   char pixrec = 0; 
 
   uint32_t* ptr = 0; 
   bool start = true; 
 
   unsigned char SegmentCount = 0; 
   uint16_t i = 0; 
 
   Uint32 *pixels = new Uint32[DEBUG_SCREEN_WIDTH*DEBUG_SCREEN_HEIGHT]; 
 
   if (RawRightImage[SegmentCount][1] != 255) 
   { 
    initialrow = RawRightImage[SegmentCount][1] * 24; 
 
    while (RawRightImageRefresh) 
    { 
     while (SDL_PollEvent(&Right_ev) != 0) 
     { 
      if (Right_ev.type == SDL_QUIT) 
      { 
       RightQuit = true; 
      } 
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     } 
 
     pixrec = RawRightImage[SegmentCount][i + 2]; 
     pixval = (pixrec << 24) + (pixrec << 16) + (pixrec << 8) + pixrec; 
 
     truerow = row + initialrow; 
 
     if ((pixel < DEBUG_SCREEN_WIDTH) && (truerow < DEBUG_SCREEN_HEIGHT)) 
     { 
      pixels[pixel + (DEBUG_SCREEN_WIDTH*truerow)] = pixval; 
     } 
 
     pixel++; 
     i++; 
 
     if (pixel >= DEBUG_SCREEN_WIDTH) 
     { 
      row++; 
      pixel = 0; 
 
      if (row > 23) 
      { 
       i = 0; 
       row = 0; 
       SegmentCount++; 
 
       initialrow = RawRightImage[SegmentCount][1] * 24; 
 
       if (SegmentCount > 9) 
       { 
        SegmentCount = 0; 
 
        RawRightImageRefresh = false; 
 
        if (!RightQuit) 
        { 
         SDL_UpdateTexture(RightTexture, 
NULL, pixels, DEBUG_SCREEN_WIDTH * sizeof(Uint32)); 
         SDL_RenderClear(RightRenderer); 
         SDL_RenderCopy(RightRenderer, 
RightTexture, NULL, NULL); 
        
 SDL_RenderPresent(RightRenderer); 
        } 
       } 
      } 
     } 
    } 
   } 
 
   delete[] pixels; 
  } 
 
  // ------------------- Disparity IMAGE CHECKBOX --------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void ImageOutputEnable_CheckedChanged(System::Object^  sender, System::EventArgs^  
e) 
  { 
   if (ImageOutputEnable->Checked) 
   { 
    DisparityQuit = false; 
 
    CreateImageWindow(0); 
 
    Dashboard->Text += ("Starting Disparity image export.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
 
    DisparityImageImport = true; 
 
    if (OutputImport_q.size() == 0) 
    { 
     OutputImport_q.push(DisparityImageImport); 
    } 
    else 
    { 
     OutputImport_q.pop(); 
     OutputImport_q.push(DisparityImageImport); 
    } 
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    OutputFreezeButton->Enabled = true; 
    OutputSaveButton->Enabled = true; 
   } 
   else 
   { 
    DisparityQuit = true; 
 
    Sleep(10); 
 
    close(0); 
 
    Dashboard->Text += ("Disparity image export was aborted.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
 
    DisparityImageImport = false; 
 
    if (OutputImport_q.size() == 0) 
    { 
     OutputImport_q.push(DisparityImageImport); 
    } 
    else 
    { 
     OutputImport_q.pop(); 
     OutputImport_q.push(DisparityImageImport); 
    } 
 
    OutputFreezeButton->Enabled = false; 
    OutputSaveButton->Enabled = false; 
     
   } 
  } 
 
  // ------------------- LEFT IMAGE CHECKBOX -------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void LRawImageEnable_CheckedChanged(System::Object^  sender, System::EventArgs^  e) 
  { 
   if (LRawImageEnable->Checked) 
   { 
    LeftQuit = false; 
 
    CreateImageWindow(1); 
 
    Dashboard->Text += ("Starting Left image export.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
 
    RawLeftImageImport = true; 
 
    if (LeftImport_q.size() == 0) 
    { 
     LeftImport_q.push(RawLeftImageImport); 
    } 
    else 
    { 
     LeftImport_q.pop(); 
     LeftImport_q.push(RawLeftImageImport); 
    } 
 
    LRawFreezeButton->Enabled = true; 
    LRawSaveButton->Enabled = true; 
  } 
   else 
   { 
    LeftQuit = true; 
 
    Sleep(10); 
 
    close(1); 
 
    Dashboard->Text += ("Left image export was aborted.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
 
    RawLeftImageImport = false; 
 
    if (LeftImport_q.size() == 0) 
    { 
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     LeftImport_q.push(RawLeftImageImport); 
    } 
    else 
    { 
     LeftImport_q.pop(); 
     LeftImport_q.push(RawLeftImageImport); 
    } 
 
    LRawFreezeButton->Enabled = false; 
    LRawSaveButton->Enabled = false; 
     
   } 
  } 
 
  // ------------------- RIGHT IMAGE CHECKBOX ------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void RRawImageEnable_CheckedChanged(System::Object^  sender, System::EventArgs^  e) 
  { 
   if (RRawImageEnable->Checked) 
   { 
    RightQuit = false; 
 
    CreateImageWindow(2); 
 
    Dashboard->Text += ("Starting Right image export.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
 
    RawRightImageImport = true; 
 
    if (RightImport_q.size() == 0) 
    { 
     RightImport_q.push(RawRightImageImport); 
    } 
    else 
    { 
     RightImport_q.pop(); 
     RightImport_q.push(RawRightImageImport); 
    } 
 
    RRawFreezeButton->Enabled = true; 
    RRawSaveButton->Enabled = true; 
   } 
   else 
   { 
    RightQuit = true; 
 
    Sleep(10); 
 
    close(2); 
 
    Dashboard->Text += ("Right image export was aborted.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
 
    RawRightImageImport = false; 
 
    if (RightImport_q.size() == 0) 
    { 
     RightImport_q.push(RawRightImageImport); 
    } 
    else 
    { 
     RightImport_q.pop(); 
     RightImport_q.push(RawRightImageImport); 
    } 
 
    RRawFreezeButton->Enabled = false; 
    RRawSaveButton->Enabled = false; 
     
   } 
  } 
 
  // ------------------------------------------------------------------------------------------------ 
  //                                                     TCP/IP EVENT HANDLERS 
  // ------------------------------------------------------------------------------------------------ 
 
  // ------------------- SEND COMMAND BUTTON -------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
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  private: System::Void CmdSendButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   if (!TCPBackgroundWorker->IsBusy) 
   { 
    AutoRequest = false; 
    CameraConfig = false; 
    Calibration = false; 
    ProcessorStep = false; 
 
    TCPConfig_q.push(AutoRequest); 
    TCPConfig_q.push(CameraConfig); 
    TCPConfig_q.push(Calibration); 
    TCPConfig_q.push(ProcessorStep); 
 
    TCPBackgroundWorker->RunWorkerAsync(1); 
   } 
   else 
   { 
    ConsoleRichTextbox->Text += ("Worker is busy. Message could not be sent."); 
    ConsoleRichTextbox->Text += ("\n\n"); 
 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
   }    
  } 
 
 
  // ------------------- TCP/IP BACKGROUND WORKER --------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void TCPBackgroundWorker_DoWork(System::Object^  sender, 
System::ComponentModel::DoWorkEventArgs^  e) 
  { 
   bool t_AutoRequest = TCPConfig_q.front(); 
   TCPConfig_q.pop(); 
   bool t_CameraConfig = TCPConfig_q.front(); 
   TCPConfig_q.pop(); 
   bool t_Calibration = TCPConfig_q.front(); 
   TCPConfig_q.pop(); 
   bool t_ProcessorStep = TCPConfig_q.front(); 
   TCPConfig_q.pop(); 
 
   char t_ImportState = 0; 
   char DisparityImageCounter = 0; 
   char RawLeftImageCounter = 0; 
   char RawRightImageCounter = 0; 
 
   string userinput; 
   int bytesReceived = 0; 
   bool ImageReq = false; 
 
   int sendResult; 
 
   uint16_t Configparam = 0; 
 
   if (t_ProcessorStep) 
   { 
    RequestBytes[0] = 'a'; 
    std::string s(RequestBytes); 
    userinput = s; 
   } 
   else if (t_AutoRequest)   // Request generated automatically by the 
local FSM 
   { 
    t_ImportState = TCPImport_q.front(); 
    TCPImport_q.pop(); 
 
    switch (t_ImportState) 
    { 
     // DIAGNOSTICS 
     case 0: 
      RequestBytes[0] = 'b'; 
      break; 
 
     // DISPARITY IMAGE 
     case 1: 
      RequestBytes[0] = 'e'; 
      RequestBytes[1] = RequestedCode; 
      RequestBytes[2] = 10*ReqCode_Tens + ReqCode_Units; 
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      ImageReq = true; 
      break; 
 
     // LEFT IMAGE 
     case 2: 
      RequestBytes[0] = 'c'; 
      RequestBytes[1] = RectificationCode; 
      ImageReq = true; 
      break; 
 
     // RIGHT IMAGE 
     default: 
      RequestBytes[0] = 'd'; 
      RequestBytes[1] = RectificationCode; 
      ImageReq = true; 
      break; 
    } 
 
    std::string s(RequestBytes); 
    userinput = s; 
   } 
   else 
   { 
    if (t_CameraConfig)  // If it's a configuration request 
    { 
     ConfigBytes[0] = '0'; 
 
     std::string s(ConfigBytes); 
     userinput = s; 
    } 
    else if (t_Calibration) // If it's a calibration message 
    { 
     CalibrationBytes[0] = '1'; 
 
     std::string s(CalibrationBytes, 53); 
     userinput = s; 
    } 
    else 
    { 
     // Should never reach this 
    } 
 
   } 
 
   // Send text 
   sendResult = send(sock, userinput.c_str(), userinput.size() + 1, 0); 
 
   // Sending successful? 
   if (sendResult == SOCKET_ERROR) 
   { 
    if (!t_AutoRequest) 
    { 
     Diag_Sending_Len = -1; 
    } 
   } 
 
   else 
   { 
    if (!t_AutoRequest) // If it is not an automatic request the console has to show 
it 
    {  
     Diag_Sending_Len = 1; 
     sentdata = userinput; 
    } 
 
    // Wait until the Server answers 
    while (bytesReceived == 0) 
    { 
     if (t_ProcessorStep) 
     { 
      bytesReceived = recv(sock, buf, 8000, 0); 
      TCPFinished = true; 
     } 
     else if (t_AutoRequest) 
     { 
      if (OutImageCnt_q.size() > 0) 
      { 
       DisparityImageCounter = OutImageCnt_q.front(); 
       OutImageCnt_q.pop(); 
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      } 
 
      if (LeftImageCnt_q.size() > 0) 
      { 
       RawLeftImageCounter = LeftImageCnt_q.front(); 
       LeftImageCnt_q.pop(); 
      } 
 
      if (RightImageCnt_q.size() > 0) 
      { 
       RawRightImageCounter = RightImageCnt_q.front(); 
       RightImageCnt_q.pop(); 
      } 
 
      switch (t_ImportState) // Redirection of input buffers 
      { 
      case 1: 
       bytesReceived = recv(sock, 
DisparityImage[DisparityImageCounter-1], 8000, 0); 
       break; 
 
      case 2: 
       bytesReceived = recv(sock, 
RawLeftImage[RawLeftImageCounter-1], 8000, 0); 
       break; 
 
      case 3: 
       bytesReceived = recv(sock, 
RawRightImage[RawRightImageCounter-1], 8000, 0); 
       break; 
 
      default: 
       bytesReceived = recv(sock, buf, 8000, 0); 
       TCPFinished = true; 
       break; 
      } 
     } 
     else 
     { 
      bytesReceived = recv(sock, buf, 8000, 0); 
     } 
    } 
 
    if ((!t_AutoRequest)&&(buf[0]<99)) // Only show in the console messages that 
are not auto-generated and that are not images 
    { 
     Diag_Message_Len = bytesReceived; 
 
     if (Diag_Message_Len < 1000) 
     { 
      for (int i = 0; i < Diag_Message_Len; i++) 
      { 
       Diag_Message_Byte[i] = buf[i]; 
      } 
     } 
 
    } 
 
    if ((t_ImportState < 1) || (t_ImportState > 3)) 
    { 
     switch (buf[0]) 
     { 
     case 65: 
 
      StepComplete_q.push(true); 
      KeepAlive_q.push(buf[2]); 
 
      while (TimingBackgroundWorker->IsBusy) {} 
       
      TimingBackgroundWorker->RunWorkerAsync(1); 
 
      break; 
 
     case 66: 
 
      for (int i = 2; i < 29; i++) 
      { 
       Diagnostic_q.push(buf[i]); 
      } 
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      break; 
 
     default: 
      break; 
 
     } 
    } 
 
   } 
  } 
 
  // ------------------- CONNECT TO SERVER BUTTON --------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void ServerConnectButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   string ipAddress = "192.168.1.10";  //IP Address of Server 
   int port = 7;       // 
Listening port number 
 
   // Initialize WinSock 
 
   WSAData data; 
   WORD ver = MAKEWORD(2, 2); 
   int wsResult = WSAStartup(ver, &data); 
 
   if (wsResult != 0) 
   { 
    ConsoleRichTextbox->Text += ("Can't start Winsock, Err# "); 
    ConsoleRichTextbox->Text += wsResult; 
    ConsoleRichTextbox->Text += (".\n\n"); 
 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
 
    return; 
   } 
 
   // Create Socket 
 
   sock = socket(AF_INET, SOCK_STREAM, 0); 
   if (sock == INVALID_SOCKET) 
   { 
    ConsoleRichTextbox->Text += ("Can't create socket, Err# "); 
    ConsoleRichTextbox->Text += WSAGetLastError(); 
    ConsoleRichTextbox->Text += (".\n\n"); 
 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
 
    WSACleanup(); 
    return; 
   } 
 
   // Fill in a hint structure 
 
   sockaddr_in hint; 
   hint.sin_family = AF_INET; 
   hint.sin_port = htons(port); 
   inet_pton(AF_INET, ipAddress.c_str(), &hint.sin_addr); 
 
   // Connect to server 
 
   int connResult = connect(sock, (sockaddr*)&hint, sizeof(hint)); 
 
   if (connResult == SOCKET_ERROR) 
   { 
    ConsoleRichTextbox->Text += ("Can't connect to server, Err# "); 
    ConsoleRichTextbox->Text += WSAGetLastError(); 
    ConsoleRichTextbox->Text += (".\n\n"); 
 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
 
    closesocket(sock); 
    WSACleanup(); 
    return; 
   } 
   else 
   { 
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    ConsoleRichTextbox->Text += ("Successfully connected to Server!\n\n"); 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
   } 
 
   ServerDisconnectButton->Enabled = true; 
   ServerConnectButton->Enabled = false; 
 
   SocketIsOpen = true; 
 
  } 
 
  // ------------------- DISCONNECT FROM SERVER BUTTON ---------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void ServerDisconnectButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   // Gracefully close down everything 
 
   closesocket(sock); 
   WSACleanup(); 
 
   ConsoleRichTextbox->Text += ("Connection to Server aborted.\n\n"); 
   
   ServerDisconnectButton->Enabled = false; 
   ServerConnectButton->Enabled = true; 
 
   SocketIsOpen = false; 
 
  } 
 
 
  // ------------------------------------------------------------------------------------------------ 
  //                                                  DATA IMPORT STATE MACHINE 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void TimingBackgroundWorker_DoWork(System::Object^  sender, 
System::ComponentModel::DoWorkEventArgs^  e) 
  { 
   char ImportState = 0;     // State of the State 
Machine that manages the import of data 
   TCPFinished = false; 
 
   bool t_AutoRequest; 
   bool t_CameraConfig; 
   bool t_Calibration; 
   bool t_ProcessorStep; 
 
   char DisparityImageCounter = 0; 
   char RawLeftImageCounter = 0; 
   char RawRightImageCounter = 0; 
 
   bool t_DisparityImageImport = false; 
 
   if (OutputImport_q.size() > 0) 
   { 
    t_DisparityImageImport = OutputImport_q.front(); 
   } 
 
   bool t_RawLeftImageImport = false; 
 
   if (LeftImport_q.size() > 0) 
   { 
    t_RawLeftImageImport = LeftImport_q.front(); 
   } 
 
   bool t_RawRightImageImport = false; 
 
   if (RightImport_q.size() > 0) 
   { 
    t_RawRightImageImport = RightImport_q.front(); 
   } 
 
   bool t_ContinuousMode = false; 
 
   if (OperationMode_q.size() > 0) 
   { 
    t_ContinuousMode = OperationMode_q.front(); 
   } 
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   bool StepComplete = false; 
 
   if (StepComplete_q.size() > 0) 
   { 
    StepComplete = StepComplete_q.front(); 
    StepComplete_q.pop(); 
   } 
 
   while ((SocketIsOpen) && (StepComplete)) 
   { 
    switch (ImportState) 
    { 
     // Diagnostics 
     case 0: 
      if (!DiagnosticAsked) 
      { 
       if (!TCPBackgroundWorker->IsBusy) 
       { 
        if (TCPFinished) 
        { 
         ImportState++; 
         DiagnosticAsked = true; 
         TCPFinished = false; 
        } 
        else 
        { 
         t_AutoRequest = true; 
         t_CameraConfig = false; 
         t_Calibration = false; 
         t_ProcessorStep = false; 
 
        
 TCPConfig_q.push(t_AutoRequest); 
        
 TCPConfig_q.push(t_CameraConfig); 
        
 TCPConfig_q.push(t_Calibration); 
        
 TCPConfig_q.push(t_ProcessorStep); 
 
         TCPImport_q.push(ImportState); 
 
         while (TCPBackgroundWorker-
>IsBusy) {} 
         TCPBackgroundWorker-
>RunWorkerAsync(1); 
        } 
       } 
      } 
      else 
      { 
       ImportState++; 
      } 
      break; 
 
     // Disparity Image, If enabled 
     case 1: 
      if (t_DisparityImageImport) 
      { 
       if (!TCPBackgroundWorker->IsBusy) 
       { 
        DisparityImageCounter++; 
        if (DisparityImageCounter > 10) 
        { 
         DisparityImageCounter = 0; 
 
         if (!OutputImgBackgroundWorker-
>IsBusy) 
         { 
         
 OutputImgBackgroundWorker->RunWorkerAsync(1); 
         } 
 
         ImportState++;  
  // Only jump to next one when all the image is exported 
        } 
        else 
        { 
         t_AutoRequest = true; 
         t_CameraConfig = false; 
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         t_Calibration = false; 
         t_ProcessorStep = false; 
 
        
 TCPConfig_q.push(t_AutoRequest); 
        
 TCPConfig_q.push(t_CameraConfig); 
        
 TCPConfig_q.push(t_Calibration); 
        
 TCPConfig_q.push(t_ProcessorStep); 
 
         TCPImport_q.push(ImportState); 
        
 OutImageCnt_q.push(DisparityImageCounter); 
 
         while (TCPBackgroundWorker-
>IsBusy) {} 
         TCPBackgroundWorker-
>RunWorkerAsync(1); 
        } 
       } 
      } 
      else 
      { 
       ImportState++; 
      } 
      break; 
 
     // Left Image, If enabled 
     case 2: 
      if (t_RawLeftImageImport) 
      { 
       if (!TCPBackgroundWorker->IsBusy) 
       { 
        RawLeftImageCounter++; 
        if (RawLeftImageCounter > 10) 
        { 
         RawLeftImageCounter = 0; 
 
         if (!LeftImgBackgroundWorker-
>IsBusy) 
         { 
         
 LeftImgBackgroundWorker->RunWorkerAsync(1); 
         } 
 
         ImportState++;  
  // Only jump to next one when all the image is exported 
        } 
        else 
        { 
         t_AutoRequest = true; 
         t_CameraConfig = false; 
         t_Calibration = false; 
         t_ProcessorStep = false; 
 
        
 TCPConfig_q.push(t_AutoRequest); 
        
 TCPConfig_q.push(t_CameraConfig); 
        
 TCPConfig_q.push(t_Calibration); 
        
 TCPConfig_q.push(t_ProcessorStep); 
 
         TCPImport_q.push(ImportState); 
        
 LeftImageCnt_q.push(RawLeftImageCounter); 
 
         while (TCPBackgroundWorker-
>IsBusy) {} 
         TCPBackgroundWorker-
>RunWorkerAsync(1); 
        } 
       } 
      } 
      else 
      { 
       ImportState++; 
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      } 
      break; 
 
     // Right Image, If enabled 
     default: 
      if (t_RawRightImageImport) 
      { 
       if (!TCPBackgroundWorker->IsBusy) 
       { 
        RawRightImageCounter++; 
        if (RawRightImageCounter > 10) 
        { 
         RawRightImageCounter = 0; 
 
         if (!RightImgBackgroundWorker-
>IsBusy) 
         { 
         
 RightImgBackgroundWorker->RunWorkerAsync(1); 
         } 
 
         ImportState = 0; 
         DiagnosticAsked = false; 
         StepComplete = false; 
        } 
        else 
        { 
         t_AutoRequest = true; 
         t_CameraConfig = false; 
         t_Calibration = false; 
         t_ProcessorStep = false; 
 
        
 TCPConfig_q.push(t_AutoRequest); 
        
 TCPConfig_q.push(t_CameraConfig); 
        
 TCPConfig_q.push(t_Calibration); 
        
 TCPConfig_q.push(t_ProcessorStep); 
 
         TCPImport_q.push(ImportState); 
        
 RightImageCnt_q.push(RawRightImageCounter); 
 
         while (TCPBackgroundWorker-
>IsBusy) {} 
         TCPBackgroundWorker-
>RunWorkerAsync(1); 
        } 
       } 
      } 
      else 
      { 
       ImportState = 0; 
       DiagnosticAsked = false; 
       StepComplete = false; 
      } 
      break; 
    } 
     
    Sleep(1); // FSM REFRESH TIMING -> About 1 ms 
 
    if ((!StepComplete) && (t_ContinuousMode)) 
    { 
     while (TCPBackgroundWorker->IsBusy) {} 
 
     Sleep(99); // Min 100ms of Idle Time to avoid saturation 
 
     while (RightImgBackgroundWorker->IsBusy) {} 
     while (LeftImgBackgroundWorker->IsBusy) {} 
     while (OutputImgBackgroundWorker->IsBusy) {} 
 
     t_AutoRequest = true; 
     t_CameraConfig = false; 
     t_Calibration = false; 
     t_ProcessorStep = true; 
 
     TCPConfig_q.push(t_AutoRequest); 
     TCPConfig_q.push(t_CameraConfig); 
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     TCPConfig_q.push(t_Calibration); 
     TCPConfig_q.push(t_ProcessorStep); 
 
     TCPBackgroundWorker->RunWorkerAsync(1); 
 
    } 
    else if ((!StepComplete) && (!t_ContinuousMode)) 
    { 
     int i = 0; 
     i++; 
    } 
 
   } 
  } 
 
  // ------------------------------------------------------------------------------------------------ 
  //                                                  GENERAL FORM HANDLERS 
  // ------------------------------------------------------------------------------------------------ 
 
  // ------------------- FORM L0AD ------------------------------------------------------------------ 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void MainForm_Load(System::Object^  sender, System::EventArgs^  e) 
  { 
   // RESET OF ALL MEMORY ARRAYS 
 
   SecureZeroMemory(&buf, sizeof(buf)); 
   SecureZeroMemory(&DisparityImage, sizeof(DisparityImage)); 
   SecureZeroMemory(&RawLeftImage, sizeof(RawLeftImage)); 
   SecureZeroMemory(&RawRightImage, sizeof(RawRightImage)); 
 
   // ITEMS TO COMBO-BOXES 
 
   CamSelectCombobox->Items->Add("Left"); 
   CamSelectCombobox->Items->Add("Right"); 
   CamSelectCombobox->Items->Add("Both"); 
   CamSelectCombobox->Items->Add("Processor"); 
 
   RectifiedComboBox->Items->Add("Raw"); 
   RectifiedComboBox->Items->Add("Rectified"); 
 
   RectifiedComboBox->Text = "Raw"; 
 
   control_combobox->Items->Add("Step Mode"); 
   control_combobox->Items->Add("Continuous Mode"); 
 
   outputselect_combobox->Items->Add("Cost Cube Slice"); 
   outputselect_combobox->Items->Add("Path Process Slice (Unorg)"); 
   outputselect_combobox->Items->Add("Path Process Slice"); 
   outputselect_combobox->Items->Add("Energy Cube Slice"); 
   outputselect_combobox->Items->Add("Disparity Map"); 
 
   dlevel_combobox->Items->Add("0"); 
   dlevel_combobox->Items->Add("1"); 
   dlevel_combobox->Items->Add("2"); 
   dlevel_combobox->Items->Add("3"); 
   dlevel_combobox->Items->Add("4"); 
   dlevel_combobox->Items->Add("5"); 
   dlevel_combobox->Items->Add("6"); 
   dlevel_combobox->Items->Add("7"); 
   dlevel_combobox->Items->Add("8"); 
   dlevel_combobox->Items->Add("9"); 
 
   path_combobox->Items->Add("0"); 
   path_combobox->Items->Add("1"); 
   path_combobox->Items->Add("2"); 
   path_combobox->Items->Add("3"); 
   path_combobox->Items->Add("4"); 
   path_combobox->Items->Add("5"); 
   path_combobox->Items->Add("6"); 
   path_combobox->Items->Add("7"); 
 
   DiagnosticSelect_combobox->Items->Add("Current Value"); 
   DiagnosticSelect_combobox->Items->Add("Mean Value"); 
 
   control_combobox->Text = "Step Mode"; 
 
   outputselect_combobox->Text = "Disparity Map"; 
   dlevel_combobox->Text = "0"; 
   path_combobox->Text = "0"; 
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   DiagnosticSelect_combobox->Text = "Current Value"; 
 
   dlevel_combobox->Enabled = false; 
   path_combobox->Enabled = false; 
 
   ParATextBox->Text = "1.000000"; 
   ParBTextBox->Text = "-0.037933"; 
   ParCTextBox->Text = "-0.000165"; 
   ParDTextBox->Text = "0.028990"; 
   ParETextBox->Text = "0.859762"; 
   ParFTextBox->Text = "-0.000000"; 
 
   ParGTextBox->Text = "0.992602"; 
   ParHTextBox->Text = "-0.036399"; 
   ParITextBox->Text = "-0.000156"; 
   ParJTextBox->Text = "0.021091"; 
   ParKTextBox->Text = "0.845535"; 
   ParLTextBox->Text = "-0.000013"; 
 
   OffsetXTextBox->Text = "0.0"; 
   OffsetYTextBox->Text = "-0.0"; 
 
   OutputImport_q.push(false); 
   LeftImport_q.push(false); 
   RightImport_q.push(false); 
  } 
 
  // ------------------- CONSOLE PRINTING TIMER ----------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void ConsoleTimer_Tick(System::Object^  sender, System::EventArgs^  e) 
  { 
   // MESSAGES THAT ARE BEING SENT 
 
   if (Diag_Sending_Len > 0) 
   { 
    char byte = 0; 
    const char *c = sentdata.c_str(); 
 
    ConsoleRichTextbox->Text += ("Message Sent: "); 
 
    for (unsigned int i = 0; i<sentdata.size();i++) 
    { 
     if (i>0) ConsoleRichTextbox->Text += "-"; 
     byte = *(c + i); 
     ConsoleRichTextbox->Text += byte + ""; 
 
     ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
     ConsoleRichTextbox->ScrollToCaret(); 
    } 
 
    ConsoleRichTextbox->Text += ("\n\n"); 
 
   } 
 
   else if (Diag_Sending_Len == -1) 
   { 
    ConsoleRichTextbox->Text += ("Socket Error. Message could not be sent.\n\n"); 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
   } 
 
   // MESSAGES THAT ARE BEING RECEIVED 
 
   if ((Diag_Message_Len > 0)&&(Diag_Message_Len < 100)) 
   { 
    if (Diag_Message_Byte[10] == '?') 
    { 
     ConsoleRichTextbox->Text += ("UNKNOWN "); 
     Diag_Message_Byte[10] = 0; 
    } 
 
    ConsoleRichTextbox->Text += ("Incoming Message from Server: "); 
 
    for (int i = 0; i < Diag_Message_Len;i++) 
    { 
     if (i>0) ConsoleRichTextbox->Text += "-"; 
     ConsoleRichTextbox->Text += Diag_Message_Byte[i] + ""; 
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     ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
     ConsoleRichTextbox->ScrollToCaret(); 
    } 
 
    if (Diag_Message_Byte[0] == 36) 
    { 
     ConsoleRichTextbox->Text += "-IMAGE"; 
    } 
 
    ConsoleRichTextbox->Text += ("\n\n"); 
 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
   } 
   
   Diag_Sending_Len = 0; 
   Diag_Message_Len = 0; 
 
   // DIAGNOSTIC DATA 
 
   if (Diagnostic_q.size() > 0) 
   { 
    DiagnosticUpdate(); 
 
    if (KeepAlive_q.size() > 0) 
    { 
     KeepAliveTextBox->Text = KeepAlive_q.front() + ""; 
     KeepAlive_q.pop(); 
    } 
 
    if (DiagnosticSelect_combobox->Text == "Current Value") 
    { 
     DiagnosticsTextbox1->Text = Diagnostic_TotalTime_f + ""; 
     DiagnosticsTextbox2->Text = Diagnostic_IdleTime_f + ""; 
     DiagnosticsTextbox3->Text = Diagnostic_RectificationTime_f + ""; 
     DiagnosticsTextbox4->Text = Diagnostic_CostCubeTime_f + ""; 
     DiagnosticsTextbox5->Text = Diagnostic_PathTime_f + ""; 
     DiagnosticsTextbox6->Text = Diagnostic_EnergyTime_f + ""; 
     DiagnosticsTextbox7->Text = Diagnostic_OptTime_f + ""; 
     DiagnosticsTextbox8->Text = Diagnostic_CostReorgTime_f + ""; 
     DiagnosticsTextbox9->Text = Diagnostic_PathReorgTime_f + ""; 
    } 
    else 
    { 
     DiagnosticsTextbox1->Text = Diagnostic_MEAN_TotalTime_f + ""; 
     DiagnosticsTextbox2->Text = Diagnostic_MEAN_IdleTime_f + ""; 
     DiagnosticsTextbox3->Text = Diagnostic_MEAN_RectificationTime_f + ""; 
     DiagnosticsTextbox4->Text = Diagnostic_MEAN_CostCubeTime_f + ""; 
     DiagnosticsTextbox5->Text = Diagnostic_MEAN_PathTime_f + ""; 
     DiagnosticsTextbox6->Text = Diagnostic_MEAN_EnergyTime_f + ""; 
     DiagnosticsTextbox7->Text = Diagnostic_MEAN_OptTime_f + ""; 
     DiagnosticsTextbox8->Text = Diagnostic_MEAN_CostReorgTime_f + ""; 
     DiagnosticsTextbox9->Text = Diagnostic_MEAN_PathReorgTime_f + ""; 
    } 
   } 
  } 
 
  // ------------------- SAVE BUTTONS --------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  // DISPARITY IMAGE 
 
  private: System::Void OutputSaveButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   int success = OutputImageSave(); 
 
   if (success == 0) 
   { 
    Dashboard->Text += ("Output Image Saved Successfully.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
 
   else 
   { 
    Dashboard->Text += ("SDL ERROR. Output Image could not be saved.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
  } 
FPGA-Based Stereo Vision System For Autonomous Driving  
  465 
 
  // LEFT IMAGE 
 
  private: System::Void LRawSaveButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   int success = LeftImageSave(); 
 
   if (success == 0) 
   { 
    Dashboard->Text += ("Left Image Saved Successfully.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
 
   else 
   { 
    Dashboard->Text += ("SDL ERROR. Left Image could not be saved.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
    
  } 
 
  // RIGHT IMAGE 
 
  private: System::Void RRawSaveButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   int success = RightImageSave(); 
 
   if (success == 0) 
   { 
    Dashboard->Text += ("Image Saved Successfully.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
 
   else 
   { 
    Dashboard->Text += ("SDL ERROR. Image could not be saved.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
    
  } 
 
  // SAVE ALL ACTIVE 
 
  private: System::Void SaveAllButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   int successp = 0; 
   int success = 0; 
 
   if (LRawImageEnable->Checked) 
   { 
    success = LeftImageSave(); 
    successp++; 
   } 
 
   if ((RRawImageEnable->Checked)&&(success==0)) 
   { 
    success = RightImageSave(); 
    successp++; 
   } 
 
   if ((ImageOutputEnable->Checked)&&(success==0)) 
   { 
    success = OutputImageSave(); 
    successp++; 
   } 
 
   if (success != 0) 
   { 
    Dashboard->Text += ("SDL ERROR. Images could not be saved correctly.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
   else if (successp == 0) 
   { 
    Dashboard->Text += ("ERROR. No images are active, so none has been saved.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
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    Dashboard->ScrollToCaret(); 
   } 
   else 
   { 
    Dashboard->Text += ("All active images have been saved successfully.\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
 
  } 
 
  // ------------------- FREEZE BUTTONS ------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  // DISPARITY IMAGE 
 
  private: System::Void OutputFreezeButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   if (ImageOutputEnable->Checked) 
   { 
    if (DisparityImageImport) 
    { 
     DisparityImageImport = false; 
    } 
    else 
    { 
     DisparityImageImport = true; 
    } 
   } 
  } 
 
  // LEFT IMAGE 
 
  private: System::Void LRawFreezeButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   if (LRawImageEnable->Checked) 
   { 
    if (RawLeftImageImport) 
    { 
     RawLeftImageImport = false; 
    } 
    else 
    { 
     RawLeftImageImport = true; 
    } 
   } 
  } 
 
  // RIGHT IMAGE 
 
  private: System::Void RRawFreezeButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   if (RRawImageEnable->Checked) 
   { 
    if (RawRightImageImport) 
    { 
     RawRightImageImport = false; 
    } 
    else 
    { 
     RawRightImageImport = true; 
    } 
   } 
  } 
   
  // ------------------- CLEAR BUTTONS -------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void ConsoleClearButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   ConsoleRichTextbox->Text = ""; 
  } 
 
  private: System::Void DashClearButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   Dashboard->Text = ""; 
  } 
  
  // ------------------- CONFIG BUTTON -------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
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  private: System::Void button1_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   string userinput; 
 
   int nib0 = 0; 
   int nib1 = 0; 
   char byte = 0; 
 
   MarshalString(ConfigIDTextBox->Text, userinput); 
 
   nib0 = HexatoInt(userinput,0); 
   nib1 = HexatoInt(userinput,1); 
 
   if ((nib0 != -1)&&(nib1 != -1))  // If no format error 
   { 
    ConfigBytes[2] = (nib0 << 4) + nib1; 
 
    MarshalString(ConfigValueTextbox->Text, userinput); 
 
    nib0 = HexatoInt(userinput, 0); 
    nib1 = HexatoInt(userinput, 1); 
 
    if ((nib0 != -1) && (nib1 != -1)) // If no format error 
    { 
     ConfigBytes[3] = (nib0 << 4) + nib1; 
 
     if (!TCPBackgroundWorker->IsBusy) 
     { 
      if (CamSelectCombobox->Text == "Left") 
      { 
       ConfigBytes[1] = 1; 
      } 
      else if (CamSelectCombobox->Text == "Right") 
      { 
       ConfigBytes[1] = 2; 
      } 
      else if (CamSelectCombobox->Text == "Both") 
      { 
       ConfigBytes[1] = 3; 
      } 
 
      else 
      { 
       ConfigBytes[1] = 4; 
      } 
 
      AutoRequest = false; 
      CameraConfig = true; 
      Calibration = false; 
      ProcessorStep = false; 
 
      TCPConfig_q.push(AutoRequest); 
      TCPConfig_q.push(CameraConfig); 
      TCPConfig_q.push(Calibration); 
      TCPConfig_q.push(ProcessorStep); 
      TCPBackgroundWorker->RunWorkerAsync(1); 
 
     } 
     else 
     { 
      ConsoleRichTextbox->Text += ("Worker is busy. Message could 
not be sent.\n\n"); 
      ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox-
>Text->Length; 
      ConsoleRichTextbox->ScrollToCaret(); 
     } 
    } 
    else 
    { 
     Dashboard->Text += ("Error: Invalid Hex value on field: Value.\n"); 
     Dashboard->Text += ("The format must be: XY. Eg: 4F\n\n"); 
     Dashboard->SelectionStart = Dashboard->Text->Length; 
     Dashboard->ScrollToCaret(); 
    } 
   } 
   else 
   { 
    Dashboard->Text += ("Error: Invalid Hex value on field: Parameter.\n"); 
    Dashboard->Text += ("The format must be: XY. Eg: C5\n\n"); 
  Annexos 
468   
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
 
  } 
  
  // ------------------- CALIBRATION BUTTON --------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void ParamButton_Click(System::Object^  sender, System::EventArgs^  e)  
  { 
   double temp = 0; 
   bool ERR = false; 
   std::string userinput; 
  
   int i = 0; 
   for (i = 0; i < 13;i++) 
   { 
    switch (i) 
    { 
    case 0: MarshalString(ParATextBox->Text, userinput); 
     break; 
    case 1: MarshalString(ParBTextBox->Text, userinput); 
     break; 
    case 2: MarshalString(ParCTextBox->Text, userinput); 
     break; 
    case 3: MarshalString(ParDTextBox->Text, userinput); 
     break; 
    case 4: MarshalString(ParETextBox->Text, userinput); 
     break; 
    case 5: MarshalString(ParFTextBox->Text, userinput); 
     break; 
    case 6: MarshalString(ParGTextBox->Text, userinput); 
     break; 
    case 7: MarshalString(ParHTextBox->Text, userinput); 
     break; 
    case 8: MarshalString(ParITextBox->Text, userinput); 
     break; 
    case 9: MarshalString(ParJTextBox->Text, userinput); 
     break; 
    case 10: MarshalString(ParKTextBox->Text, userinput); 
     break; 
    case 11: MarshalString(ParLTextBox->Text, userinput); 
     break; 
    } 
 
    if (!ERR) 
    { 
     if (i < 12) 
     { 
      temp = std::stod(userinput); 
 
      temp = temp * 268435456; // 2^28 
 
      CalibrationParameters[i] = (uint32_t)temp; 
 
      CalibrationBytes[1 + 4 * i + 0] = 
(char)CalibrationParameters[i]; 
      CalibrationBytes[1 + 4 * i + 1] = 
(char)(CalibrationParameters[i] >> 8); 
      CalibrationBytes[1 + 4 * i + 2] = 
(char)(CalibrationParameters[i] >> 16); 
      CalibrationBytes[1 + 4 * i + 3] = 
(char)(CalibrationParameters[i] >> 24); 
     } 
     else 
     { 
      MarshalString(OffsetXTextBox->Text, userinput); 
      temp = std::stod(userinput); 
 
      Offsets[0] = (uint16_t)temp; 
 
      CalibrationBytes[49] = (char)Offsets[0]; 
      CalibrationBytes[50] = (char)(Offsets[0] >> 8); 
 
      MarshalString(OffsetYTextBox->Text, userinput); 
      temp = std::stod(userinput); 
 
      Offsets[1] = (uint16_t)temp; 
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      CalibrationBytes[51] = (char)Offsets[1]; 
      CalibrationBytes[52] = (char)(Offsets[1] >> 8); 
     } 
    } 
   } 
 
   if (ERR) 
   { 
    Dashboard->Text += ("Error: Invalid Parameter value. Operation could not be 
performed\n\n"); 
    Dashboard->SelectionStart = Dashboard->Text->Length; 
    Dashboard->ScrollToCaret(); 
   } 
   else 
   { 
    if (!TCPBackgroundWorker->IsBusy) 
    { 
     AutoRequest = false; 
     CameraConfig = false; 
     Calibration = true; 
     ProcessorStep = false; 
 
     TCPConfig_q.push(AutoRequest); 
     TCPConfig_q.push(CameraConfig); 
     TCPConfig_q.push(Calibration); 
     TCPConfig_q.push(ProcessorStep); 
     TCPBackgroundWorker->RunWorkerAsync(1); 
 
    } 
    else 
    { 
     ConsoleRichTextbox->Text += ("Worker is busy. Message could not be 
sent.\n\n"); 
     ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
     ConsoleRichTextbox->ScrollToCaret(); 
    } 
 
   } 
 
  } 
 
  // ------------------- RECTIFIED COMBO BOX -------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void RectifiedComboBox_SelectedIndexChanged(System::Object^  sender, 
System::EventArgs^  e) 
  { 
   if (RectifiedComboBox->Text == "Rectified") 
   { 
    RectificationCode = 1; 
   } 
   else 
   { 
    RectificationCode = 0; 
   } 
  } 
   
  // ------------------- STEP BUTTON ---------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void StepButton_Click(System::Object^  sender, System::EventArgs^  e) 
  { 
   if (!TCPBackgroundWorker->IsBusy) 
   { 
    if (!TimingBackgroundWorker->IsBusy) 
    { 
     AutoRequest = true; 
     CameraConfig = false; 
     Calibration = false; 
     ProcessorStep = true; 
 
     TCPConfig_q.push(AutoRequest); 
     TCPConfig_q.push(CameraConfig); 
     TCPConfig_q.push(Calibration); 
     TCPConfig_q.push(ProcessorStep); 
 
     TCPBackgroundWorker->RunWorkerAsync(1); 
    } 
    else 
    { 
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     ConsoleRichTextbox->Text += ("Importing Worker is busy. Message could 
not be sent.\n\n"); 
     ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
     ConsoleRichTextbox->ScrollToCaret(); 
    } 
 
   } 
   else 
   { 
    ConsoleRichTextbox->Text += ("TCP Worker is busy. Message could not be 
sent.\n\n"); 
    ConsoleRichTextbox->SelectionStart = ConsoleRichTextbox->Text->Length; 
    ConsoleRichTextbox->ScrollToCaret(); 
   } 
  } 
 
 
  // ------------------- OUTPUT SELECT -------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void outputselect_combobox_SelectedIndexChanged(System::Object^  sender, 
System::EventArgs^  e)  
  { 
   if (!TCPBackgroundWorker->IsBusy) 
   { 
    if (outputselect_combobox->Text == "Path Process Slice") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = true; 
     RequestedCode = 2; 
    } 
    else if (outputselect_combobox->Text == "Path Process Slice (Unorg)") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = true; 
     RequestedCode = 3; 
    } 
    else if (outputselect_combobox->Text == "Cost Cube Slice") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = false; 
     RequestedCode = 4; 
    } 
    else if (outputselect_combobox->Text == "Energy Cube Slice") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = false; 
     RequestedCode = 1; 
    } 
    else 
    { 
     dlevel_combobox->Enabled = false; 
     path_combobox->Enabled = false; 
     RequestedCode = 0; 
    } 
   } 
  } 
 
  // ------------------- SLICE SELECT --------------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void dlevel_combobox_SelectedIndexChanged(System::Object^  sender, 
System::EventArgs^  e) 
  { 
   if (!TCPBackgroundWorker->IsBusy) 
   { 
    string textinput; 
 
    MarshalString(dlevel_combobox->Text, textinput); 
    ReqCode_Units = std::stoi(textinput); 
   } 
  } 
 
  private: System::Void path_combobox_SelectedIndexChanged(System::Object^  sender, System::EventArgs^  
e) 
  { 
   if (!TCPBackgroundWorker->IsBusy) 
   { 
    string textinput; 
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    MarshalString(path_combobox->Text, textinput); 
    ReqCode_Tens = std::stoi(textinput); 
   } 
  } 
 
  // ------------------- ALGORITHM CONTROL ---------------------------------------------------------- 
  // ------------------------------------------------------------------------------------------------ 
 
  private: System::Void control_combobox_SelectedIndexChanged(System::Object^  sender, 
System::EventArgs^  e)  
  { 
   if (control_combobox->Text == "Step Mode") 
   { 
    ContinuousMode = false; 
 
    if (OperationMode_q.size() > 0) 
    { 
     OperationMode_q.pop(); 
     OperationMode_q.push(ContinuousMode); 
    } 
    else 
    { 
     OperationMode_q.push(ContinuousMode); 
    } 
 
    StepButton->Enabled = true; 
 
    outputselect_combobox->Enabled = true; 
    RectifiedComboBox->Enabled = true; 
 
    if (outputselect_combobox->Text == "Path Process Slice") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = true; 
    } 
    else if (outputselect_combobox->Text == "Path Process Slice (Unorg)") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = true; 
    } 
    else if (outputselect_combobox->Text == "Cost Cube Slice") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = false; 
    } 
    else if (outputselect_combobox->Text == "Energy Cube Slice") 
    { 
     dlevel_combobox->Enabled = true; 
     path_combobox->Enabled = false; 
    } 
    else 
    { 
     dlevel_combobox->Enabled = false; 
     path_combobox->Enabled = false; 
    } 
 
   } 
   else 
   { 
    ContinuousMode = true; 
 
    if (OperationMode_q.size() > 0) 
    { 
     OperationMode_q.pop(); 
     OperationMode_q.push(ContinuousMode); 
    } 
    else 
    { 
     OperationMode_q.push(ContinuousMode); 
    } 
 
    StepButton->Enabled = false; 
 
    while (TCPBackgroundWorker->IsBusy) 
    {} 
 
    outputselect_combobox->Enabled = false; 
    dlevel_combobox->Enabled = false; 
    path_combobox->Enabled = false; 
    RectifiedComboBox->Enabled = false; 
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    AutoRequest = true; 
    CameraConfig = false; 
    Calibration = false; 
    ProcessorStep = true; 
 
    TCPConfig_q.push(AutoRequest); 
    TCPConfig_q.push(CameraConfig); 
    TCPConfig_q.push(Calibration); 
    TCPConfig_q.push(ProcessorStep); 
 
    TCPBackgroundWorker->RunWorkerAsync(); 
   } 
  } 
 
}; 
} 
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A10. MATLAB Code 
%% 
%   EEBE - UPC - April 2019 
%   Universitat Politècnica de Catalunya 
% 
%   FPGA-Based Stereo Vision System for Autonomous Driving 
% 
%   SGM_MI.m 
% 
%   Author: Jordi Fornt Mas 
% 
%% 
 
clc 
%clear 
 
% Get the input images and display both 
%imgL = imread('TESTS/04_15_2019/POS_0/Rect/L12.bmp'); 
imgL = imread('Images/imL_tsukuba.png'); 
imgL = rgb2gray(imgL); 
%imgR = imread('TESTS/04_15_2019/POS_0/Rect/R12.bmp'); 
imgR = imread('Images/imR_tsukuba.png'); 
imgR = rgb2gray(imgR); 
 
% Constants and vectors init 
 
W = length(imgL(1,:)); 
H = length(imgR(:,1)); 
dlevels = 10; 
dlevelunit = 1; 
 
CostCube = zeros(H,W,dlevels); 
 
Prob_Space_b = zeros(H,W); 
Prob_Space_m = zeros(H,W,dlevels); 
Prob_Space_bm = zeros(H,W,dlevels); 
 
Log_Space_b = zeros(H,W); 
Log_Space_m = zeros(H,W,dlevels); 
Log_Space_bm = zeros(H,W,dlevels); 
 
Entropy_Space_b = zeros(H,W); 
Entropy_Space_m = zeros(H,W,dlevels); 
Entropy_Space_bm = zeros(H,W,dlevels); 
 
Pb = zeros(256); 
Pm = zeros(256); 
Pbm = zeros(256,256); 
 
imgL_LoG = zeros(H,W); 
imgR_LoG = zeros(H,W); 
 
for j = 1:H 
   for i = 1:W  
        for d = 1:dlevels 
             
            CostCube(j,i,d) = 300; 
             
        end 
   end 
end 
                       
 
%% COST CALCULATION - BIRCHFIELD & TOMASI 
 
moniarry0 = zeros(H,W,dlevels); 
moniarry1 = zeros(H,W,dlevels); 
moniarry2 = zeros(H,W,dlevels); 
moniarry3 = zeros(H,W,dlevels); 
moniarry4 = zeros(H,W,dlevels); 
moniarry5 = zeros(H,W,dlevels); 
 
tic 
for j = 1:H 
   for i = 1:W  
        for d = 1:dlevels 
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            if (i-d*dlevelunit-1>0)&&(i<W-1) 
                                 
                Irp = 0.5*(imgR(j,i-d*dlevelunit)+imgR(j,i-d*dlevelunit+1)); 
                Irn = 0.5*(imgR(j,i-d*dlevelunit)+imgR(j,i-d*dlevelunit-1)); 
                 
                moniarry0(j,i,d) = Irp; 
                moniarry1(j,i,d) = Irn; 
                 
                Ilp = 0.5*(imgL(j,i)+imgL(j,i+1)); 
                Iln = 0.5*(imgL(j,i)+imgL(j,i-1)); 
                 
                imr = imgR(j,i-d*dlevelunit); 
                 
                Irmin = min([imr,Irp,Irn]); 
                Irmax = max([imr,Irp,Irn]); 
                 
                iml = imgL(j,i); 
                 
                Ilmin = min([iml,Ilp,Iln]); 
                Ilmax = max([iml,Ilp,Iln]); 
                 
                IlminSubs = Irmin-iml; 
                IlmaxSubs = iml-Irmax; 
                 
                IrminSubs = Ilmin-imr; 
                IrmaxSubs = imr-Ilmax; 
                 
                moniarry2(j,i,d) = IrminSubs; 
                moniarry3(j,i,d) = IrmaxSubs; 
                 
                dL = max([0,IlmaxSubs,IlminSubs]); 
                dR = max([0,IrmaxSubs,IrminSubs]); 
                 
                CostCube(j,i,d) = min(dL,dR); 
                 
            end 
        end 
   end 
end 
 
fprintf('\nBT Cost Calculation\n') 
toc 
fprintf('\n') 
 
%% COST AGGREGATION - SGM 
 
tic 
 
pathnum = 8; 
PathSpace = zeros(H,W,dlevels,pathnum); 
PathSpace = PathSpace+300; 
 
EnergySpace = zeros(H,W,dlevels); 
 
P1=1; 
P2i=4; 
 
 
for j=1:H 
   for i=1:W  
        for d=1:dlevels 
 
            for r=1:8 
             
                switch r 
                     
                    case 1  %Left Horizontal 
                        ai=i; 
                        aj=j; 
                         
                        rj=j; 
                        ri=i-1; 
                
                    case 2 %Right Horizontal 
                        ai=W+1-i; 
                        aj=j; 
                         
                        rj=j; 
                        ri=W+2-i; 
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                    case 3 %Up Veryical 
                        ai=i; 
                        aj=j; 
                         
                        rj=j-1; 
                        ri=i; 
                                        
                    case 4 %Low Vertical 
                        ai=i; 
                        aj=H+1-j; 
                         
                        rj=H+2-j; 
                        ri=i; 
                                        
                    case 5 %Left-up Diagonal  
                        ai=i; 
                        aj=j; 
                         
                        rj=j-1; 
                        ri=i-1; 
                                        
                    case 6 %Right-down Diagonal 
                        ai=W+1-i; 
                        aj=H+1-j; 
                         
                        rj=H+2-j; 
                        ri=W+2-i; 
                                        
                    case 7 %Left-down Diagonal 
                        ai=i; 
                        aj=H+1-j; 
                         
                        rj=H+2-j; 
                        ri=i-1; 
                                        
                    case 8 %Right-up Diagonal 
                        ai=W+1-i; 
                        aj=j; 
                         
                        rj=j-1; 
                        ri=W+2-i; 
                end 
                         
                if ((r~=3)&&(r~=4)&&(i==1)) 
                         
                    PathSpace(aj,ai,d,r) = CostCube(aj,ai,d); 
                     
                elseif ((r~=1)&&(r~=2)&&(j==1)) 
                     
                    PathSpace(aj,ai,d,r) = CostCube(aj,ai,d); 
                     
                else 
 
                    igrad = abs(imgL(aj,ai)-imgL(rj,ri)); 
 
                    %if (igrad==0) 
                        P2 = P2i; 
                    %else 
                    %    P2 = P2i/igrad; 
                    %end 
                    %    P2 = max(P1,P2); 
 
                    if (d==1) 
 
                        PathSpace(aj,ai,d,r) = CostCube(aj,ai,d) + min(min(PathSpace(rj,ri,d,r),... 
                            PathSpace(rj,ri,d+1,r)+P1),min(PathSpace(rj,ri,3:dlevels,r))+P2)-... 
                            min(PathSpace(rj,ri,:,r)); 
 
                    elseif (d==2) 
 
                        PathSpace(aj,ai,d,r) = CostCube(aj,ai,d) + min(min(PathSpace(rj,ri,d,r),... 
                            PathSpace(rj,ri,d-1,r)+P1), min(PathSpace(rj,ri,d+1,r)+P1,... 
                            min(PathSpace(rj,ri,4:dlevels,r))+P2))-min(PathSpace(rj,ri,:,r)); 
 
                    elseif (d==dlevels-1) 
 
                        PathSpace(aj,ai,d,r) = CostCube(aj,ai,d) + min(min(PathSpace(rj,ri,d,r),... 
                            PathSpace(rj,ri,d-1,r)+P1), min(PathSpace(rj,ri,d+1,r)+P1,... 
                            min(PathSpace(rj,ri,1:dlevels-3,r))+P2))-min(PathSpace(rj,ri,:,r)); 
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                        PathSpace(aj,ai,d,r) = CostCube(aj,ai,d) + min(min(PathSpace(rj,ri,d,r),... 
                            PathSpace(rj,ri,d-1,r)+P1),... 
                            min(PathSpace(rj,ri,1:dlevels-2,r))+P2)-min(PathSpace(rj,ri,:,r)); 
 
                    else     
                        PathSpace(aj,ai,d,r) = CostCube(aj,ai,d) + min(min(PathSpace(rj,ri,d,r),... 
                            PathSpace(rj,ri,d-1,r)+P1), min(PathSpace(rj,ri,d+1,r)+P1,... 
                            min(min(PathSpace(rj,ri,1:d-2,r)),min(PathSpace(rj,ri,d+2:dlevels,r)))... 
                            +P2))-min(PathSpace(rj,ri,:,r)); 
 
                    end 
                end 
            end 
        end 
   end 
end 
          
 
for j=1:H 
   for i=1:W 
       for d=1:dlevels 
            EnergySpace(j,i,d) = sum(PathSpace(j,i,d,:)); 
       end 
   end 
end 
 
fprintf('\nSGM Cost Aggregation\n') 
toc 
fprintf('\n') 
 
%% Disparity Computation 
 
tic 
 
Disparity = zeros(H,W); 
Thing = zeros(H,W); 
 
 
for j=1:H 
   for i=1:W 
        [Thing(j,i),Disparity(j,i)] = min(EnergySpace(j,i,:)); 
   end 
end 
 
Disp = uint8(Disparity*(255/dlevels)); 
 
imgRcol = zeros(H,W,3); 
imgLcol = zeros(H,W,3); 
 
for i=1:W 
    for j=1:H 
        for w=1:3 
     
            if (w==1) 
             
                imgRcol(j,i,w)=imgR(j,i)+Disparity(j,i)*5-50; 
                imgLcol(j,i,w)=imgL(j,i)+Disparity(j,i)*5-50; 
             
            else 
                 
                imgRcol(j,i,w)=imgR(j,i); 
                imgLcol(j,i,w)=imgL(j,i); 
                 
            end 
     
        end 
    end 
end 
 
imgRcol = uint8(imgRcol); 
imgLcol = uint8(imgLcol); 
 
fprintf('\nDisparity Computation\n') 
toc 
fprintf('\n') 
 
%% RESUSLTS 
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figure(1) 
subplot(1,2,1) 
imshow(uint8(imgL)); 
title('Left Original Image') 
 
subplot(1,2,2) 
imshow(uint8(imgR)); 
title('Right Original Image') 
 
 
figure(2) 
subplot(2,2,1) 
mesh(CostCube(:,:,1)) 
title('Cost Cube at Disparity 1') 
view(180, 90); 
 
subplot(2,2,2) 
mesh(CostCube(:,:,3)) 
title('Cost Cube at Disparity 3') 
view(180, 90); 
 
subplot(2,2,3) 
mesh(CostCube(:,:,5)) 
title('Cost Cube at Disparity 6') 
view(180, 90); 
 
subplot(2,2,4) 
mesh(CostCube(:,:,10)) 
title('Cost Cube at Disparity 10') 
view(180, 90); 
 
 
figure(3) 
subplot(2,4,1) 
mesh(PathSpace(:,:,5,1)) 
title('Path Space at 5, r=1') 
view(180, 90); 
 
subplot(2,4,2) 
mesh(PathSpace(:,:,5,2)) 
title('Path Space at 5, r=2') 
view(180, 90); 
 
subplot(2,4,3) 
mesh(PathSpace(:,:,5,3)) 
title('Path Space at 5, r=3') 
view(180, 90); 
 
subplot(2,4,4) 
mesh(PathSpace(:,:,5,4)) 
title('Path Space at 5, r=4') 
view(180, 90); 
 
subplot(2,4,5) 
mesh(PathSpace(:,:,5,5)) 
title('Path Space at 5, r=5') 
view(180, 90); 
 
subplot(2,4,6) 
mesh(PathSpace(:,:,5,6)) 
title('Path Space at 5, r=6') 
view(180, 90); 
 
subplot(2,4,7) 
mesh(PathSpace(:,:,5,7)) 
title('Path Space at 5, r=7') 
view(180, 90); 
 
subplot(2,4,8) 
mesh(PathSpace(:,:,5,8)) 
title('Path Space at 5, r=8') 
view(180, 90); 
 
Disp = uint8(Disparity*25); 
figure(4) 
imshow(Disp) 
title('Disparity Image') 
 
figure(5) 
imshow(imgLcol) 
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title('Disparity Image above original') 
 
figure(6) 
subplot(2,2,1) 
mesh(EnergySpace(:,:,2)) 
title('Energy Cube at d = 2') 
view(180, 90); 
 
subplot(2,2,2) 
mesh(EnergySpace(:,:,2)) 
title('Energy Cube at d = 2') 
view([45,45,120]); 
 
subplot(2,2,3) 
mesh(EnergySpace(:,:,6)) 
title('Energy Cube at d = 6') 
view(180, 90); 
 
subplot(2,2,4) 
mesh(EnergySpace(:,:,6)) 
title('Energy Cube at d = 6') 
view([45, 45,120]); 
 
figure(7) 
imshow(uint8(CostCube(:,:,5))) 
title('Cost Cube at Disparity 5') 
 
figure(8) 
imshow(uint8(PathSpace(:,:,5,5))) 
title('Path Space at Disparity 5, Path 5') 
 
 
%% 
%   EEBE - UPC - April 2019 
%   Universitat Politècnica de Catalunya 
% 
%   FPGA-Based Stereo Vision System for Autonomous Driving 
% 
%   PPMComputation.m 
% 
%   Author: Jordi Fornt Mas 
% 
%% 
 
% Choose Calibration Session to Load % 
%load('Calibration_4/PARAMS.mat'); 
 
%% PREPARATION 
 
% Intrinsic Matrices % 
A1 = transpose(stereoParams.CameraParameters1.IntrinsicMatrix); 
A2 = transpose(stereoParams.CameraParameters2.IntrinsicMatrix); 
 
% Extrinsic Matrices % 
K1 = [1 0 0 0; 0 1 0 0; 0 0 1 0];                                                       % Let us set the World Coordinates 
as the Cam1 Coordinates 
K2 = [stereoParams.RotationOfCamera2, transpose(stereoParams.TranslationOfCamera2)];    % These are relative 
 
% Original Persjective Projection Matrices % 
P1 = A1*K1; 
P2 = A2*K2; 
 
Q1 = P1(:,1:3); 
Q2 = P2(:,1:3); 
 
% Principal Points % 
c1 = [A1(1,3) A1(2,3) 0]; 
c2 = [A2(1,3) A2(2,3) 0]; 
 
%% RESULTS OUTPUT 
 
[Fus_T1,Fus_T2,Fus_Pn1,Fus_Pn2] = FusielloRectify(P1,P2); 
 
p = [320/2;240/2;1]; 
px = Fus_T1*p; 
dL = p(1:2) - px(1:2)./px(3); 
 
px = Fus_T2*p; 
dR = p(1:2) - px(1:2)./px(3); 
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dL(2) = dR(2); 
 
[Fus_T1,Fus_T2,Fus_Pn1,Fus_Pn2] = FusielloRectify(P1,P2,dL,dR); 
 
CalibrationL = inv(Fus_T1); 
CalibrationR = inv(Fus_T2); 
 
Calib.A = CalibrationL(1,1); 
Calib.B = CalibrationL(1,2); 
Calib.C = CalibrationL(2,1); 
Calib.D = CalibrationL(2,2); 
Calib.E = CalibrationL(3,1); 
Calib.F = CalibrationL(3,2); 
 
Calib.G = CalibrationR(1,1); 
Calib.H = CalibrationR(1,2); 
Calib.I = CalibrationR(2,1); 
Calib.J = CalibrationR(2,2); 
Calib.K = CalibrationR(3,1); 
Calib.L = CalibrationR(3,2); 
 
Calib 
 
% fprintf ('C++ Code:\n\r'); 
%  
% fprintf('ParATextBox->Text = "%f";\r',Calib.A); 
% fprintf('ParBTextBox->Text = "%f";\r',Calib.B); 
% fprintf('ParCTextBox->Text = "%f";\r',Calib.C); 
% fprintf('ParDTextBox->Text = "%f";\r',Calib.D); 
% fprintf('ParETextBox->Text = "%f";\r',Calib.E); 
% fprintf('ParFTextBox->Text = "%f";\n\r',Calib.F); 
% fprintf('ParGTextBox->Text = "%f";\r',Calib.G); 
% fprintf('ParHTextBox->Text = "%f";\r',Calib.H); 
% fprintf('ParITextBox->Text = "%f";\r',Calib.I); 
% fprintf('ParJTextBox->Text = "%f";\r',Calib.J); 
% fprintf('ParKTextBox->Text = "%f";\r',Calib.K); 
% fprintf('ParLTextBox->Text = "%f";\r',Calib.L); 
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A11. Socket PCB Schematic 
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A12. Socket PCB Layout layers 
Top Overlay Layer 
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Top Copper Layer 
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Bottom Copper Layer 
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A13. Path Memory Management Calculations 
Proof of equation 5.3, section 5.5.3: 
𝑆𝑖𝑧𝑒(𝐿, 𝐻) =
{
  
 
  
 ∑(𝑖 + 1)
𝐻
𝑖=𝐿
,                        ⩝ 𝐿, 𝐻 𝜖 [0, 239]
   240(𝐻 − 𝐿),               ⩝ 𝐿, 𝐻 𝜖 [240, 319] 
∑(599 − 𝑖)
𝐻
𝑖=𝐿
,        ⩝ 𝐿, 𝐻 𝜖 [320, 558]
 
1𝑠𝑡 𝑇𝑒𝑟𝑚:∑(𝑖 + 1)
𝐻
𝑖=𝐿
=∑𝑖
𝐻
𝑖=𝐿
+∑1
𝐻
𝑖=𝐿
 
=∑𝑖
𝐻
𝑖=1
−∑𝑖
𝐿−1
𝑖=1
+∑1−∑1
𝐿−1
𝑖=1
𝐻
𝑖=1
 
=
𝐻(𝐻 + 1)
2
− 
𝐿(𝐿 − 1)
2
+ (𝐻 + 1) − 𝐿 
=
1
2
(𝐻2 +𝐻 + 1 − 𝐿2 + 𝐿 − 1) + 𝐻 − 𝐿 + 1 
=
𝟏
𝟐
(𝑯𝟐 − 𝑳𝟐 + 𝟑𝑯− 𝑳) + 𝟏 
3𝑛𝑑 𝑇𝑒𝑟𝑚:∑(599 − 𝑖)
𝐻
𝑖=𝐿
=∑599
𝐻
𝑖=𝐿
−∑𝑖
𝐻
𝑖=𝐿
 
=∑559
𝐻
𝑖=1
−∑559
𝐿−1
𝑖=1
−∑𝑖 +∑𝑖
𝐿−1
𝑖=1
𝐻
𝑖=1
 
= 559𝐻 + 559 − 559𝐿 −
𝐻(𝐻 + 1)
2
+ 
𝐿(𝐿 − 1)
2
 
=
1
2
(𝐿2 − 𝐿 + 1 − 𝐻2 −𝐻 − 1) + 559(𝐻 − 𝐿 + 1) 
=
𝟏
𝟐
(𝑳𝟐 −𝑯𝟐 + 𝟏𝟏𝟏𝟕𝑯− 𝟏𝟏𝟏𝟗𝑳) + 𝟓𝟓𝟗 
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Proof of equation 5.5, section 5.5.3: 
{
 
 
 
 
1
2
(𝐻2 − 𝐿2 + 3𝐻 − 𝐿) + 1 = 8192
240(𝐻 − 𝐿) = 8192
  
1
2
(𝐿2 −𝐻2 + 1117𝐻 − 1119𝐿) + 559 = 8192
 
1𝑠𝑡 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛: 
1
2
(𝐻2 − 𝐿2 + 3𝐻 − 𝐿) + 1 = 8192 
→ 𝐻2 − 𝐿2 + 3𝐻 − 𝐿 + 2 = 16384 
→ 𝐻2 + 3𝐻 − (𝐿2 + 𝐿 + 16382) = 0 
→ 𝐻 =
−3 ± √9 + 4𝐿2 + 4𝐿 + 4 · 16382
2
 
→ 𝐻 = −1.5 ± √𝐿2 + 𝐿 − 16384.25 
(𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 𝑎𝑟𝑒 𝑑𝑖𝑠𝑐𝑎𝑟𝑑𝑒𝑑) 
→ 𝑯 = −𝟏. 𝟓 + √𝑳𝟐 + 𝑳 − 𝟏𝟔𝟑𝟖𝟒. 𝟐𝟓 
3𝑟𝑑 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛: 
1
2
(𝐿2 −𝐻2 + 1117𝐻 − 1119𝐿) + 559 = 8192 
→ 𝐿2 −𝐻2 + 1117𝐻 − 1119𝐿 + 1118 = 16384 
→ 𝐻2 − 1117𝐻 − (𝐿2 − 1119𝐿 − 15266) = 0 
→ 𝐻 =
1117 ± √11172 + 4𝐿2 + 4 · 1119𝐿 + 4 · 15266
2
 
→ 𝐻 = 558.5 ± √𝐿2 − 1119𝐿 + 296656.25 
(𝑉𝑎𝑙𝑢𝑒𝑠 ℎ𝑖𝑔ℎ𝑒𝑟 𝑡ℎ𝑎𝑛 558.5 𝑎𝑟𝑒 𝑑𝑖𝑠𝑐𝑎𝑟𝑑𝑒𝑑) 
→ 𝑯 = 𝟓𝟓𝟖. 𝟓 − √𝑳𝟐 − 𝟏𝟏𝟏𝟗𝑳 + 𝟐𝟗𝟔𝟔𝟓𝟔. 𝟐𝟓 
 
 
