Non-uniform random samples are commonly generated in multiple scientific fields ranging from economics to medicine. Complex sampling designs afford research with increased precision for estimating parameters of interest in less prevalent sub-populations. With a growing interest in using complex samples to generate prediction models for numerous outcomes it is necessary to account for the sampling design that gave rise to the data in order to assess the generalized predictive utility of a proposed prediction rule. Specifically, after learning a prediction rule based on a complex sample, it is of interest to estimate the rule's error rate when applied to unobserved members of the population. Efron [1] proposed a general class of covariance-inflated prediction error estimators that assume the available training data is representative of the target population for which the prediction rule is to be applied. We extend this estimator to the complex survey sample context by incorporating Horvitz-Thompson sampling weights and show that it is consistent for the true generalization error rate when applied to the underlying superpopulation giving rise to the training sample. The resulting Horvitz-Thompson-Efron (HTE) estimator is equivalent to dAIC-a recent extension of AIC to survey sampling data-and is more widely applicable. The proposed methodology is assessed via empirical simulations and is applied to data predicting renal function that was obtained from the National Health and Nutrition Examination Survey (NHANES).
Introduction
The goal of building prediction models using empirical samples has become ubiquitous throughout all areas of business and science. With the exponential rise in statistical and machine learning methods for training flexible prediction models, increasing interest has been devoted to assessing ⇤ To whom correspondence should be addressed. the out-of-sample performance of candidate models when they are applied to the population of interest. From a decision theoretic perspective, analytic assessments of the performance of a prediction rule commonly focus on the expected loss associated with the rule, where the expectation is taken with respect to the underlying distribution of a new, independently sampled response conditional upon the observed support of the sampled predictors giving rise to the rule (cf. [2] ). It is widely recognized that computation of the loss function solely based on the training sample is optimistically biased for this expectation.
Perhaps the most commonly used analytic estimate of out-of-sample prediction error is Akaike's Information Criteria (AIC) [3] , which can be viewed from a likelihood-based perspective, where the predictive loss function is taken to be the negative log-likelihood (deviance) function giving rise to the response. In a linear model, AIC is equivalent to Mallows's Cp [1] , which is naturally derived as a covariance-inflated estimator of expected squared-error loss, where the optimism of the mean squared error based upon the training sample is estimated by the covariance between each observed response, y, and it's fitted value based upon prediction rule m(·) and predictors x,μ = m(x). A more general treatment of covariance-inflated estimators for arbitrary prediction rules and loss functions has been considered by Efron [1, 4] . In this case, it was proposed that Cov(y,μ) be estimated using a parametric bootstrap providing an implementable assessment of prediction error.
Non-uniform random sampling designs are commonly employed throughout multiple empirical sciences as they afford researchers greater efficiency in estimating parameters specific to less prevalent sub-populations. Classic examples of complex sampling designs include those implemented by the United States Census Bureau [5] and the National Health and Nutrition Examination Study (NHANES) [6] . In each case, specific sub-populations are over-sampled by design and sampling weights are used to correct population prevalence estimates and draw inference for estimands at the population level. Adopting the terminology of [7] , the resulting data is extrinsically and relatively imbalanced: extrinsic because the sampling mechanism is inducing the imbalance; relative because class proportions in the data differ from population proportions.
There is a vast literature on inferential techniques for association estimation based upon data derived from complex sampling designs, where the bulk of work focuses on inversely weighted probability of sampling estimators for population estimands and consistent estimation of their corresponding standard errors (cf. [8, 9] ). This framework provides a natural extension for the assessment of prediction error. Lumley and Scott [10] recently proposed an extension of AIC to non-uniformly sampled data. They termed the proposed extension dAIC, or design-based AIC, as it extends AIC by incorporating Horvitz-Thompson weighting based upon known sampling probabilities. While dAIC provides a useful tool for prediction model assessment in the context of a biased sampling design, its utility is limited to likelihood or quasi-likelihood based prediction rules and assumes that the log-likelihood is the most scientifically relevant loss function.
Despite numerous methodologic advances focused on the assessment of prediction error rules and the growing interest in developing and applying prediction models, there is a paucity of prediction error estimators for data arising from complex sampling designs. This dearth is not for a lack of need. Recently, [11] proposed statistical modeling methodologies for forecasting based on non-representative samples but did not propose any sort of model comparison criterion that would take sample complexity into account. In the applied realm, prediction models trained on health survey data are common and of interest within the medical and health-care communities: [12] trains support vector machine models using the NHANES survey to predict diabetes (and boasts 140 citations); [13] uses NHANES to train a predictive model for peripheral arterial disease; and [14] does the same for predicting atherosclerotic cardiovascular disease mortality. There are many more such examples. A cursory search returns a large number of similar papers in which models are developed to predict health outcomes based on the NHANES survey [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25] , and this is an inexhaustive sample from a single survey.
To address this deficiency, in the current manuscript we extend Efron's covariance-inflated prediction error estimator to incorporate non-simple random sample data. The resulting estimator provides a unified framework for prediction model assessment that can be used for arbitrary loss functions and can be applied to regression based predictive models as well as algorithmically deduced prediction rules such as random forests and k-nearest neighbor approaches. We establish consistency for the true error rate relative to the super-population and further show equivalence to dAIC as a special case in the context of generalized linear regression models (GLM) [26] . We point out that there has been one other study of generalization error for survey samples [27] . This study established error bounds for prediction rules derived from complex data, but did not propose a prediction error estimator and differs from the methodology proposed here.
The remainder of the paper is organized as follows: in Section 2, we revisit the prediction error estimation problem for the case of a simple random sample, Efron's covariance-inflated estimator, its relationship to AIC, and estimation of the covariance penalty term. In Section 3, we consider the impact of a complex sampling design on the estimation of out-of-sample prediction error. In the same section, we describe dAIC in more detail and provide an analytic example based on linear regression. We then introduce the proposed extension of the covariance-inflated estimator to complex samples, prove its consistency, and establish the equivalence between our estimator and dAIC in the setting of generalized linear models. In Section 4, we explore the performance of the proposed method via empirical simulation studies based on four broad scenarios. In Section 5, we illustrate the method using data from NHANES to predict renal function, as estimated by glomerular filtration rate, in the general US population. Section 6 concludes with a discussion of the proposed approach, suggestions for future research and further applications.
Prediction error estimation for simple random samples
We begin with the classic problem of estimating the prediction error rate where data, (y, X), is obtained via a simple random sample with y denoting the vector of outcomes of interest obtained on multiple sampling units and X denoting a matrix of explanatory variables on sampling units. Assume that an unknown data generating mechanism defined by g has produced y, from which we estimate the expectation µ = E g (y) withμ = m(y). The within-sample error is given by
where n is the length of y, the number of observations and Q(·, ·) denotes a specified loss function. Given the within-sample error, a common goal is to estimate
for fixedμ i . Here E 0 denotes the expectation over an unobserved random variable y 0 i drawn independently from mechanism g but conditioning on observed support x i . Note that although y 0 i shares the same covariates x i as observation y i , the true data generating mechanism g may or may not be a function of observed covariates.
In the following sections, we review an analytic, covariance based prediction error estimator and show AIC to be equivalent to this estimator when deviance loss is specified for a GLM. In this context, the covariance-inflation based penalty is easily approximated, but this term is more difficult to obtain when another loss function is specified or when algorithmic prediction rules are used. We therefore finish this section by reviewing Efron's parametric bootstrap based method for estimating the covariance-inflation penalty before introducing our complex sample prediction error estimation framework.
The covariance-inflated estimator
We assume that the loss function Q(·, ·) belongs to the q-class of loss functions [1] . A member of the q-class of loss functions is constructed from some concave function q(·). Given this function, the error for outcome y i and predictionμ i is given by
This is not a limiting assumption. For example, the deviance functions of exponential family distributions belong to this class. Suppose y i follows an exponential family distribution
Here, i is the natural parameter and enforces density function integration constraints. Then the choice
renders the deviance [26] as in-sample error:
Note that since only the second term in the deviance depends on estimateμ, one may also consider concave function (2.5) as inducing the negative log-likelihood loss. Now, since the in-sample error is (most often) an underestimate of Err, we define the
and the
If one is able to to obtain a consistent estimate of the optimism pertaining to a prediction rule, then the true generalization error may be estimated by adding the estimated optimism to the insample error err. Within the q-class of loss functions, the optimism can be analytically estimated using the termˆ
When Q(y,μ) is the deviance for an exponential family distribution,ˆ i is the estimated natural parameter for the ith observation [1, 4] . Indeed, the following result identifies the expected optimism with the covariance between y andˆ . 
where
It is a corollary [1] that whenμ is the MLE of µ for a correctly specified GLM, and when prediction error is given by the deviance, then
This approximation is obtained through the Taylor expansion of the link function, and is exact for the Gaussian case. Based on the theorem, it follows that if one knows ⌦ i or is able to estimate it, then one can estimate the true prediction error rate Err. Section 2.2 reviews a large class of analytic prediction error rate estimators that implicitly rely on Formula (2.11). In Section 2.3, we discuss other limited situations in which the optimism is explicitly known and how it may be estimated otherwise.
Akaike's information criterion
AIC is a model selection criterion based on the minimization of the Kullback-Liebler (KL) divergence between a proposed model f (y|✓) and the density function g(y) of true data generating mechanism g. Prediction error is not explicitly invoked in AIC's derivation, but for simple random samples it has been shown [1] that the AIC model selection rule is equivalent to choosing the model with lowest estimated generalization error Err when the deviance loss is specified (see below).
In order to facilitate connections with our proposed estimator we briefly review the development of AIC, following [28] . The KL divergence between f (y|✓) and g(y) is given by
Letting`n(✓) be the log-likelihood given the n-vector y, the strong law of large numbers assures that`n
Assuming regularity conditions, it follows that the maximum likelihood estimator✓ converges to ✓ 0 , the minimizer of the KL divergence. Thus, the maximum likelihood estimator minimizes both the KL divergence and the deviance loss. Since✓ is a random variable,
is also a random variable, where the expectation is taken over the data, leaving✓ fixed. Now, let Q n = E g R n , where the expectation is with respect to✓ under g. If the proposed model is correctly specified, i.e. if g has density f (y|✓) for some ✓, then
where p is the length of vector ✓. From this approximation arises the well-known formula
Given a set of candidate models, one chooses the model with smallest AIC. Hence, AIC favors the model with largest penalized log-likelihood where the penalization is proportional to the number of model parameters, i.e. the dimension of ✓. Note the similarity between Equations (2.12) and (2.17). Following Equation (2.12), AIC is equivalent to selecting the model with the lowest covariance-inflated estimate of Err when deviance loss is specified for a GLM:
The change of notation in the penultimate line stems from the fact that Formula (2.17) depends on the assumption that the model is correctly specified, i.e. g(y) = f (y|✓) for some ✓, and hence that gμ(y) = f (y|✓), where✓ emphasizes the MLE of the canonical parameter andμ emphasizes the fitted values obtained using the MLE. Again, when the model is correctly-specified Gaussian, the correspondence is exact. See [1] for details.
Estimating the covariance penalty
For the majority of models, the inflation term cov g (y i ,ˆ i ) is unknown.
[4] provides two cases where this term is actually known. The first is the homoskedastic model under squared-error loss:
Mallows [29] showed that for linear estimatorμ = My
is an unbiased estimator of Err i . Here, 2 M ii is none other than the covariance between y i and y i . Hence, Mallows's Cp is a special case and predecessor of Efron's covariance-inflation method.
The second case where the covariance term is known was put forward by Stein [30] . Still using squared-error loss, letμ = m(y) be a differentiable, not necessarily linear, prediction rule. Then, further assuming Gaussian errors
the covariance is given by
Since this derivative is usually obtainable, a simple, unbiased estimator of the generalization error is also obtainable.
Besides these two basic cases, estimators for the covariance-inflation term must be found another way. As mentioned in the previous sections, the covariance penalty may be analytically estimated for GLMs under the deviance or KL divergence losses. Again, despite their having different derivations, we use these loss functions interchangeably since they amount to the negative log-likelihood in practice.
For more complex models, [4] suggests the parametric bootstrap and finds that it agrees with the above methods for their respective models but does not require that the prediction rule be differentiable or indeed continuous. Briefly, ifμ is the vector of within-sample predictions, then y ⇤ i is sampled from the parametric distribution of choice centered atμ i . For binary y i , sample
is a function of the bootstrap predictionμ ⇤b i , and the estimated covarianceinflation for the ith individual is
where y ⇤.
i is the bootstrap mean for individual i. Assuming the distribution of model errors is correctly specified, this process provides a consistent estimator for cov i and nowhere requires that the prediction rule itself be probabilistic or generated from a GLM. The parametric bootstrap therefore facilitates the extension of the covariance-inflation prediction error methodology to algorithmic prediction rules.
In the following, we consider the extension of the covariance-inflated prediction error estimator to non-uniform sampling regimes.
Prediction error estimation for complex samples
While the covariance-inflated prediction error estimation procedure is useful for prediction rules derived from simple random samples, it is no longer accurate in a complex sample context. Hence, there is a need for a modified prediction error estimator that is applicable to models based on, say, large-scale health surveys or political polling. We now consider how to incorporate knowledge about the complex sampling design giving rise to data for accurate estimation of Err. Due to the connection between the covariance-inflated estimator and AIC, we begin by reviewing dAIC, an extension of AIC to complex sampling designs recently proposed by [10] . After this, we extend Efron's optimism theorem to complex samples thereby allowing for analytic estimation of Err under a generic loss function.
In the following, we make use of the superpopulation framework [8] for finite population analysis. That is, we assume that the finite population y 1 . . . , y N is generated independently (not necessarily identically) by the same mechanism g, and that the data is then obtained via a (not necessarily uniform) sampling distribution, denoted ⇡, where ⇡ i = P r(y i 2 s), for sample s. Note that in prior sections we used g to denote the distribution producing the data, but we now use the same symbol to denote the distribution producing the finite population.
Design-based AIC
Lumley and Scott [10] proposed an extension to AIC under a non-uniform sampling regime by adopting the above superpopulation framework. As in Section 2.2, we do not know the true distribution g, and we seek to minimize the KL divergence between a plausible conditional distribution f ✓ (y|x) and g(y) for observed covariate vector x. As in the uniform sampling case, this corresponds to maximizing the log-likelihood`(✓) of the assumed model. For complex samples, this may be estimated using Horvitz-Thompson [8] weights: 25) where n is the size of s, N is the size of the finite population, w i / 1/⇡ i , and 
In the context of AIC, we are interested in estimating E g (`(✓)), the expected value of the loglikelihood log f ✓ (y|x) evaluated at✓ with respect to the true superpopulation distribution g. Then it is shown in [10] that
is the asymptotic covariance of p n✓, and
Note that I is just the Fisher information corresponding to distribution g and thatĴ (✓) reduces to the observed Fisher information when the sample is collected uniformly. Equation (3.27) results in a design-based formulation of AIC for complex data, dAIC: 30) whereV (✓) is the sandwich estimator for V (✓ ⇤ ):
forV U (✓) a consistent estimator of cov p nÛ (✓) . Thus dAIC may be rewritten as
When the weights are uniform, dAIC reduces to a robust version of AIC called Takeuchi's information criterion [31] . If, in addition, the model is correctly specified, dAIC reduces to AIC [10] .
3.1.1 Example: dAIC for linear regression model based on weighted independent sample Let f ✓ (y|x) be the homoskedastic linear regression model with Gaussian errors and regression coefficients ✓. Then✓
where X is the n ⇥ p observed design matrix, and ⇧ is an n ⇥ n diagonal matrix of sampling weights. Next, the estimated covariance matrix of✓ is given bŷ
The design-effect corrected penalty term is then given by
It follows that the dAIC for the classical linear regression case is given by
3.1.2 The meat of the sandwich The sandwich estimator for V (✓ ⇤ ) is provided in Equation (3.31). The meat of this sandwich is the estimated asymptotic covarianceV U (✓) of the score functionÛ (✓). In its most general form, we havê
( 3 . 3 8 )
Among other things, the previous example shows that for linear regression in the non-uniform, unstratified sampling case,V U (✓) takes the form
where⌃ O is the diagonal matrix of pointwise residuals. In general, for exponential family GLMs for non-uniform, unstratified sampleŝ (3.40) for⌃ O the diagonal matrix of observed residuals. The NHANES data considered in Section 4 is obtained from a stratified sample with intra-stratum/inter-PSU correlations as well as intra-PSU correlations. In such a sample with strata h = 1, . . . , H,V U (✓) takes the form
assuming observations are ordered according to stratum membership. Here bdiag indicates a block-diagonal structure, and⌃ h O itself has a block structure corresponding to individual PSUs:
Here, blocks along the diagonal are given bŷ
where i, i 0 denote individuals and j denotes the PSU. Off-diagonal blocks take the form
whereμ h j is the average predicted value for PSU j, andμ h j is this average multiplied by an n jvector of ones. The upshot is that in the following (the proof of Theorem 3.1, in particular), we can ignore the particular sampling structure and simply writê
letting⌃ O take whichever form appropriate for whichever sampling structure.
The Horvitz-Thompson-Efron estimator
AIC and its complex sample extension dAIC are useful for comparing models and estimating Err when the models feature a likelihood and when the loss function is taken to be the deviance or negative log-likelihood. For certain prediction methodologies, such as support vector machines, k-nearest neighbors, and adaptive boosting, it may not be reasonable to assume probabilistic structure. Furthermore, likelihood free methods are now common in Bayesian inference in the form of approximate Bayesian computation [32] . Moreover, scientific context may necessitate the need to consider a loss function different from the log-likelihood. Finally, dAIC is built on the estimating equations framework, which requires continuous parameter spaces and twice differentiable functions. The former requirement is not always satisfied by algorithmic prediction models. If we know cov g (ˆ i , y i )-or if we can obtain a consistent estimate of it-then Theorem 2.1 provides an analytic, consistent estimator of Err i in the case of uniform sampling. However, if the individual y i s are collected according to a non-uniform sampling scheme with known sampling probabilities, it is still possible to obtain consistent estimates of generalization error by incorporating Horvitz-Thompson (HT) sampling weights into the error estimate. In order to address this issue, we must distinguish between different kinds of generalization error for the finite population framework. We now use Err to denote the finite population prediction error rate:
The superpopulation prediction error rate is the expected value of the finite population error rate E g (Err). Next, define the Horvitz-Thompson-Efron (HTE) estimator of the predictive error rate
The following corollary follows easily from Theorem 2.1.
Corollary 1
The HTE estimatorÊrr is unbiased for the superpopulation generalization error, i.e.
E(Êrr) = E g (Err) . ( 3 . 4 7 )
Proof. Let E ⇡ denote expectation with respect to sampling mechanism. Then,
. ⇤ Thus, the HT extension (HTE) of the covariance-inflated estimator gives an unbiased estimator for the superpopulation prediction error irrespective of sample design. As a simple application of the law of large numbers, we know that Err a.s.
! E g (Err), and hence in the limit as n, N ! 1 we have thatÊrr is consistent for finite population generalization error Err. For more details on finite population, superpopulation asymptotics, see [9] Section 1.3.
In the following theorem we establish the canonical result that, under non-uniform sampling, dAIC is a special case of the HTE estimator for standard generalized linear models (GLMs).
Theorem 3.1 The dAIC and HTE penalty terms correspond exactly, provided that: (i) a generalized linear model with canonical link is specified;
(ii) the weighted deviance loss is used and the model is fit by minimizing this loss function (which corresponds to maximizing the weighted log-likelihood).
Proof. As in Section 2.1, let and µ denote the natural and mean parameters of the exponential family model
Given observations (y i , x i ), i = 1, . . . , N, we adopt the GLM framework and assume that, for each observation, the canonical parameter is given by a linear combination of covariates: i = x T i ✓. We show that the dAIC penalty is equal to the HTE penalty, i.e., that
when the estimate c cov is obtained using the analytic estimate (below) and not obtained from the parametric bootstrap (although similar estimates are obtained in practice). We first use the following two facts about exponential family distributions to obtain the forms ofĴ (✓) andV U (✓):
J (✓) is defined as the HT weighted, observed Fisher information:
Here⌃ M = ⌃(μ) is a diagonal matrix with elements given by the model-based covariances ⌃(μ) ii = covμ i (y i ). Next, we recall from Section 3.1.2, thatV U (✓) takes the form
for⌃ O a matrix of observed residuals with specific form depending on sample characteristics. Next we need a formula for✓. Suppose that✓ is obtained by maximizing the weighted loglikelihood. Then✓ takes the form of the WLS solution (3.54) where z is the linearization of the canonical link applied to y called the 'adjusted dependent variable' or the 'working residual':
Combining the formulas gives
completing the proof. ⇤
Linear regression example revisited
We revisit the scenario of Section 3.1.1 where f ✓ (y|x) is the homoskedastic linear regression model with Gaussian errors based on a weighted, nonstratified sample. Let
(3.57) be the loss function, then the inflation term for the HTE estimator is given by
By the cyclic property of the trace, one haŝ
Thus equivalence between the covariance-inflated prediction error estimator and dAIC clearly holds in this context. This is expected as a special case of Theorem 3.1.
Estimating the covariance penalty
In Section 2.3, it was stated that the covariance between the linear predictorˆ i and the outcome y i is rarely known outside of a few basic examples and approximations. As a result, [1] suggested the use of the parametric bootstrap to produce empirical covariances between simulated outcomes and their resulting fitted values. The exact way in which the parametric bootstrap is employed will vary from situation to situation, since model and data specifics influence the way the bootstrap data should be simulated. An example of the interplay between data and model specifics and their influence on the parametric bootstrap is presented in Section 5 below, where we use NHANES to train two different models to predict abnormal GFR. The first model is a stratified quasi-binomial GLM, where 'quasi' denotes a shared intra-PSU dispersion parameter satisfying:
for n j the size of PSU j and ⇢ the within-PSU correlation shared across all PSUs. If⇢ differs from zero, thenˆ should be multiplied by the naive parametric bootstrap estimated covariance
making the correct estimate
That said, this point is moot in a number of ways. First, when using a GLM (as is the case in this example), it is less computationally intensive to use dAIC, the fully analytic special case of the HTE. Second, in a study such as NHANES with PSUs on the order of 600, within-PSU correlations tend to be small (in this paper, |⇢| < 5 ⇥ 10 4 . Third, survey structure is often approximated for end-users. Fourth, if the purpose is model comparison, multiplying by a scalar effects each fit equally. Nonetheless, Table 3 presents dAIC (using sandwich estimator) and HTE (using parametric bootstrap) side-by-side for the to show that results are similar as is to be expected.
Simulation study
In this section we illustrate the properties of the HTE estimator via monte carlo simulation under four potential non-uniform sampling designs and consider performance under a linear regression and logistic regression model fit. The simulated experiments encompass four simplified scenarios in which the relationship between model covariates, sampling probabilities, and model noise are allowed to differ. In most scenarios, the HTE estimator is shown to provide a useful estimate for the generalization error. We also show that the HTE estimator fails to be useful when sampling probabilities and models errors are strongly correlated.
Corollary 1 shows that the HTE estimator is consistent for the superpopulation generalization error. In this section, we provide an empirical illustration by simulating data under four different variable relationship structures. The general modeling contexts are simple linear regression and logistic regression based on a non-uniform data sample. Let y N be the finite population response, and X N be the finite population predictor of interest. Let ⇡ denote the non-uniform sampling mechanism: Table 1 . Data generation schemes. For scenario 1, the distribution of response y i N is independent of the sampling probability ⇡ i . In scenario 2, the predictor influences the mean and variance of y i N , but is independent from the sampling probability. For scenario 3, the distributions of y i N and ⇡ i both depend on the index i. For scenario 4, the distributions of y i N and ⇡ i both depend on X i N . Since the variance of y i N and the sampling probability both grow with X i N , one might expect optimism to be negative. This turns out to be the case (see Table 2 ). Table 2 . Population optimism versus HTE estimates. For both the finite population based optimism 'Err-err' and the HTE estimated optimism 2⌦, means, medians, and empirical intervals based on 10,000 independent simulations are shown. Based on their mutual consistency for the superpopulation optimism, one expects the empirical means of the finite population optimisms to be close to the HTE estimates. Similar to other prediction error estimation methods, the HTE conditions on the observed support of X, and is inaccurate for Scenario 4 (see text).
Err-err
where n denotes the size of the collected sample. In all four scenarios, the finite population is first generated and then subsampled. The exact distributions of the data are given in Table 4 . In scenario 1, the non-uniform sampling mechanism is independent of X i N and y i N . For scenario 2, both the mean and variance are functions of the predictor, but data generation is independent of the sampling mechanism. In scenario 3, the model errors and the sampling probabilities are a function of the same random variable z i ; in simulations z i was degenerate at the logarithm of index i. In scenario 4, the model errors and the sampling probabilities are both dependent on the absolute value of X i N . For each scenario, 10,000 simulations are run. Within each simulation, a finite population of size N = 100, 000 is generated from which a sample of size n = 1, 000 is obtained. Results come from a logistic regression model using deviance loss.¯ is the dAIC penalty term and⌦ is the HTE term calculated using parametric bootstrap, presented as median from 100 simulations and 95% empirical interval. Penalties increase with the number of covariates but are too small to influence generalization error estimates because of the large sample size. Importantly, dAIC and HTE give similar results and have penalties that are larger that the usual AIC penalty.
least squares regression or weighted logistic regression (using inverse probabilities as weights) are performed. In-sample error, out-of-sample error, and the HTE estimator are recorded. Thus, the simulations provide a 10,000 large empirical sample of the difference between out-of-sample and in-sample errors and the HTE estimator. Results are shown in Table 2 .
In the first column of Table 2 , the mean, median, and 0.025 and 0.975 quantiles of the simulated true optimism are presented. Note that in each scenario the optimism varies greatly between each of the 10,000 simulation iterations. The variance of the HTE estimates is much smaller in comparison, and, in most cases, their means and medians are extremely close to the means and medians of the empirical optimisms. The HTE estimator is not directly consistent for the population optimism but is consistent for the superpopulation optimism. We therefore expect that the means and medians of Table 2 should become arbitrarily close as the number of simulation iterations gets large.
Here we address the performance of the HTE estimator for Scenario 4. It is important to note that-in covariance-inflated prediction error estimation, AIC, the bootstrap, and crossvalidation-the estimate is not just based on the observed data, but explicitly for the error rate of future observations over the exact same support as the observed data. For the covarianceinflated prediction error methodology, it is easy to forget that the accuracy of the error estimate deteriorates as the distance (given by some metric on the data-space) between observations and future observations grows. This is another way of saying that error is a function of-among other things-the amount by which we use our error estimate inappropriately, i.e. as an estimate of something it is not an explicit estimator of. This fact explains why sampling probabilities that are strongly correlated with model errors would cause ostensibly inaccurate results (as in Table 2 ). Strong correlations between the sampling mechanism and model errors are problematic for the proposed methodology (and for dAIC) insofar as we choose to use it to generalize to future observations with drastically different support from that of the data observed. Nonetheless, Scenario 4 is simulated with unusually perverse dependencies between sampling probabilities and model errors and differs from most large survey contexts.
Prediction of renal function using data from the National Health and Nutrition Examination Survey
We consider data from the Third National Health and Nutrition Examination Survey (NHANES III) with the illustrative goal of constructing a model for predicting abnormal renal function as proxied by a estimated glomerular filtration rate (GFR) of less than 60 millilitres per minute Coresh et al [34] have previously reported that the assay used for measuring serum creatinine in the NHANES study resulted in creatinine levels systematically higher than those used to obtain the MDRD prediction model. As a consequence, they suggest creatinine values from NHANES III be recalibrated to account for an average overestimate of 0.23 mg/dL. All analyses presented here have performed the recommended recalibration. Grade 3 chronic kidney disease (CKD) is defined as a GFR less than 60 millilitres per minute per 1.73m 2 and is associated with increased morbidity and risk of end stage renal disease. As such we consider building a model for predicting grade 3 CKD. To illustrate the generalizability of the proposed HTE estimator, we approach this binary prediction task from two separate vantage points and using two different loss functions. First, we use logistic regression to demonstrate the empirical equivalence between dAIC and the HTE approach; here, deviance loss is used. Second, we compare a number of prediction models with respect to in-sample and estimated outof-sample errors; here, 0-1 loss is used. Using the NHANES data, we first demonstrate that dAIC and HTE give similar results for a binary prediction task with deviance loss. Second, using 0-1 loss, we calculate the in-sample error and HTE estimator for four common prediction methods (for which dAIC is not available) and show how the HTE estimate might influence prediction model preference.
Deviance loss is used for the dAIC/HTE comparison, soˆ i is given by the log-odds (see Section 2.2.2). Table 3 shows the results from the dAIC/HTE comparison based on a logistic regression model with different covariate combinations. p/n, the number of covariates divided by sample size, is used as a reference that accords with a scaled traditional AIC, where the scaling is to meant for easy comparison to prediction error. dAIC is similarly scaled. In general, all optimism estimates grow with the model size, but all generalization error estimates get smaller with model size. Indeed, the optimism estimates are kept small by the large size of the data sample. We note that dAIC and HTE are close.
We also compare the in-sample error and HTE estimated errors for k-nearest neighbors (kNN) models with different values of k. Here we adopt 0-1 loss, soˆ i is given by -1 for p i < .5 and 1 for p i > .5 [4] . Results are shown in Table 4 . In general, the larger k is, the smoother the decision rule. In terms of the bias-variance trade-off, this amounts to more bias and less variance. Indeed, as k increases from 10 to 60, in-sample prediction error increases, but the covariance-inflation decreases. The HTE estimator appears to achieve an optimum somewhere around k = 30.
Discussion
Motivated by the increasing importance of algorithmic prediction methodologies and the need to effectively make predictions in the public health and medical sectors, we have presented a prediction error estimation methodology with the hope that it will provide for the rigorous comparison of competing predictive rules obtained from complex survey data. We have shown that our Horvitz-Thompson-Efron (HTE) estimator is accurate and particularly robust for algorithmic prediction methods. Moreover, we have proved that the HTE generalizes dAIC (an AIC variant for complex samples) in the exact same way that Efron's covariance-inflated estimator generalizes AIC. This fact was empirically demonstrated via simulation and also by considering the prediction of chronic kidney disease using data from NHANES III, a large public health survey with prescribed sampling weights.
There is a trend in medicine toward increasingly personalized treatment. Such treatment is essentially a prediction task and, as such, is subject to the bias-variance trade-off. To help avoid over-fitting when training the necessary predictive models, it will be necessary to use large swaths of public health data, the majority of which is derived from complex sampling procedures. We therefore expect that our proposed methodology and its extensions will become increasingly important for model scoring in the context of personalized medicine. Causal inference from observational data is in some ways the opposite challenge of personalized medicine, although the two are closely tied together. Moreover, methods in observational causal inference often make use of the Horvitz-Thompson reweighting procedure. We are particularly interested in the question of whether the proposed HTE estimator may be extended using reweighting procedures commonly use in causal inference and whether this methodology might be useful for effective personalized medicine. This remains an area of current research.
There are a number of immediate extensions to the methodology proposed here. Whereas the HTE estimator is based on the closed-form model optimism, algorithmic and non-analytic prediction error estimators are more common in the machine learning literature. We therefore anticipate the extension of both cross-validation and bootstrap prediction error estimation to the complex sample domain. Indeed, cross-validation for complex samples has already been roughly outlined in [10] , but a full study of the method's properties is needed. Some prediction methods are too computationally intensive for cross-validation or the bootstrap. For this reason there is a need for the development of further generalization error bounds (e.g. VC dimension) in addition to those already established in [27] . Statistical learning theory has traditionally been focused on i.i.d. samples, so there is likely a significant portion of literature that can be transferred to the complex sample context.
