Abstract| In this paper, we present an informationtheoretic approach to obtain an estimate of the number of bits that can be hidden in still images, or, the capacity of the data-hiding channel. We show h o w the addition of the message signal or signature in a suitable transform domain rather than the spatial domain can signi cantly increase the channel capacity. Most of the state-of-the-art schemes developed thus far for data-hiding have e m bedded bits in some transform domain, as it has always been implicitly understood that a decomposition would help. Though most methods reported in literature use DCT or wavelet decomposition for data embedding, the choice of the transform is not obvious. We compare the achievable data-hiding capacities for di erent decompositions like DCT, DFT, Hadamard, and subband transforms and show that the magnitude DFT decomposition performs best among the ones compared.
I. Introduction T HE fast growth of digital networks, and the everdecreasing cost of computers, printers and digital transmission have made digital media increasingly popular over the conventional analog media. However, digital media also causes extensive opportunities for mass piracy of copyrighted material. It is therefore very important t o have ways and means to detect copyright violations and control access to digital media.
Data-hiding or steganography, is a rapidly growing eld with potential applications for copyright protection, hiding executables for access control of digital multimedia data, embedded captioning, secret communications, tamper detection etc. It is therefore of signi cant i n terest to have a theoretical estimate of the number of bits that can be hidden in multimedia data. In this paper, we restrict ourselves to data hiding in still images.
Data-hiding schemes in still images can be broadly classi ed into two categories. The rst category is called cover image escrow hiding techniques, where, the original image is needed for extracting the hidden information, for example, see Ref. 1 . The second category is the oblivious detection techniques 2 , where the original image is not required for extraction of the embedded message or signature. However, the schemes in the rst category are of limited use. For most data hiding applications, the receiver does This work was partially supported by P anasonic Technologies Inc., Princeton, NJ.
not have access to the original image. In this paper we concentrate on data-hiding methods using oblivious detection techniques.
Early work in data-hiding mainly consisted of modifying the least signi cant bits LSB of data to embed some message bits. However, it is usually necessary for the embedded bits to survive common signal processing operations. Unfortunately these modifying the LSB methods lack the necessary robustness, to make them useful for many applications. Most of the current techniques for data-hiding in images utilize some decomposition for embedding the message bits. Among di erent orthonormal decomposition techniques, it was probably the inspiration from image compression applications that caused DCT and subband wavelet transforms to be more popular than the others, although DFT has also been used 3 , 4 . Another reason for the choice of DCT and wavelet based schemes is tò match' the data hiding 5 scheme with the processing the image is most likely to undergo. Currently, the most common image compression tools are the DCT based JPEG, and the wavelet based SPIHT EZW 6 coding techniques. Adding the signature or the message signal intelligently for example taking the JPEG quantization tables into account in the DCT domain can insure robustness to JPEG. Similarly, one could design wavelet based schemes robust to EZW SPIHT compression. It is no surprise that most wavelet based schemes are very robust to EZW or SPIHT compression, but are not very robust to JPEG. Similarly, DCT based methods are robust to JPEG, but not to EZW SPIHT. Of course, one cannot expect robustness of these methods to other forms of compression signal processing. Though it is true that most images are very likely to go through Wavelet DCT based compression, the situation is di erent for video frames. For most video frames the major source of`information' is the motion vectors. So it is di cult to intelligently devise DCT W avelet based schemes for data hiding in video frames.
It is of great interest therefore, to devise robust data hiding schemes given that no knowledge of the compression schemes is available. Now the question to be answered is, what is the underlying decomposition that should be used? In this paper we attempt to answer that question. We provide an information theoretic approach to estimate the achievable capacities for di erent orthonormal decom- Several authors, 7 , 8 , 9 have proposed have proposed similar approaches to characterize or evaluate the performance of the data hiding channel. In 7 , Smith et. al. model the image as a Gaussian noise source of variance given by the average noise image power. The data hiding capacity is then calculated as the capacity of the Gaussian channel. In 8 Servetto et. al. obtain the capacity of the data hiding channel where the source of noise is intentional jamming. However, it is assumed that the original image is available at the receiver. The work of Hern andez et. al. 9 is a more thorough model, which analyses the performance of a proposed scheme for data hiding. In this model, L orthogonal sequences are used for the signature. The image actually some DCT coe cients of the image is broken down into channels corresponding to the projection of the DCT coe cients onto each of the orthogonal signatures. The capacity of the channels are analyzed for unprocessed images and images after linear ltering operations.
II. Problem Statement
Let I be the original cover image, to which a message S a representation for embedded information bits is added, such thatÎ = I + S:
The modi ed imageÎ, is visually indistinguishable from I and may typically be subjected to a lossy compression scheme, like JPEGĨ = CÎ; 2.2 where C: denotes the compression decompression operation. Therefore, embedded bits in image I are to be extracted fromĨ. We w ould like t o k n o w the maximum number of bits that can be hidden and recovered from the image with an arbitrarily low probability of error, namely, the capacity of the data-hiding channel, for a given compression scenario. A block diagram of the data-hiding channel is shown in Figure 1 , where S is the message signature to be transmitted through the channel. Note that there are two sources of noise; I, the noise due to the original cover image, and P , the noise component due to processing compression decompression. Hence,S is the corrupted" message. Note that for the cover image escrow schemes, there is only one source of noise -due to processing. The image noise can be subtracted from the received imageĨ. One can expect such s c hemes to have higher capacity than the oblivious detection schemes. the image I into its coe cients of L bands. A component of the signature message signal is added to each band. The inverse transform block reconstructs the modied imageÎ. The imageÎ then undergoes some processing lossy compression to yield the imageĨ. The hidden message signal signature is to be extracted fromĨ. The imageĨ is decomposed into L bands by the same forward transform block and each component of the signature is extracted separately. In this paper, we assume the system of Figure 2 and estimate the capacity of data-hiding channel for di erent decompositions di erent forward and inverse transform blocks.
III. Capacity of Additive Noise Channels
Prior to considering the data-hiding channel of Figure 1 , we consider the simpler channel displayed in Figure 3a . x , the maximum achievable entropy value is not immediately obvious. To calculate that, we pass the noise Z through an ideal information processor, see Figure 3b which does not alter the amount of information in Z, but changes its statistics to a Gaussian distribution for its output Z g . The information processor can be considered as an ideal data compressor, where`compression' is measured in terms of signal energy. The information processor translates the data to a form which has minimum energy while maintaining the information content o r entropy. Since the output of the information processor has the same entropy a s t h e input, the variance of the output, Note that if processing noise is Gaussian and independent of the image noise, the two c hannel noise sources in Figure 1 p be the variance of the noise per pixel introduced due to processing, e.g. compression. As we shall see later, the processing noise is an estimate of the variance of an equivalent additive noise which substitutes the actual nonlinear processing noise sources mainly quantization for the case of lossy compression. Since we do not know a n ything about the distribution of the equivalent processing noise, we assume the worst -Gaussian distribution. Finally, let degradation of the image after the addition of a message to a PSNR of 40 dB, then the message energy is calculated to be 2 s = 6:5. Furthermore, if the image goes through JPEG compression at 50 quality, then it is measured for test images that the processing noise has a standard deviation of p 6:7 the actual procedure for estimating processing noise is described in Section 3. This would yield a capacity C h value of 0.0022 bits pixel 140 bits for a 256 256 image. Even if the message-embedded image undergoes some other processing which results in a barely recognizable image corresponding to p 20, the capacity C h would still be 0.0019 bits per pixel about 124 bits for a 256 256 image. Therefore, one can see that hiding the message signal in the image domain can be very robust. However, in most cases, we do not require such robustness. Since most data-hiding applications aim to protect and ascertain copyright o r c o n trol access, it is unlikely in such a scenario that anyone would want to claim ownership or control access of an image of no commercial value an image which has been signi cantly degraded in perceptual quality. Typically, it is su cient if the message survives well-known image compression decompression operations with acceptable quality.
Given that we are satis ed with less robustness than the above mentioned scheme o ers, could we do better than this? In our rst approach, what we have done is very similar to the method reported in 7 the only di erence being that we h a ve also introduced processing noise in the channel. By assuming a Gaussian channel, we implicitly assume that the image pixels have a at spectrum. However, it is well known that the spatial frequency characteristics of a typical image is far from at white. Most of the image energy is concentrated in the low-frequency bands. It is therefore intuitive that a decomposition of the image into its di erent frequency bands might help. We expect the low frequency bands of the decomposition to be very noisy due to the high energy content of the image. On the other hand, high frequency components would be very vulnerable to processing, as most compressors would discard them at low bit-rates. At mid-frequency bands, however, we could strike a compromise. A typical distribution of image and processing noise in various bands of a decomposition is shown in Figure 4 . In Figure 5 , the channel of Figure 1 is decomposed into its multiple sub-channels. for an image of size M Npixels. In Eq. 3.12, v j is the visual threshold of band j. In other words, v 2 j is the maximum message signal energy permitted in band j based on its perceptual quality e ects. Note that if the channel was a purely energy constrained channel or if the constraint i s on the total signature energy with no regard to how the signature energy is distributed among di erent bands, then the best solution would be to use the water-lling approach 10 to calculate the channel capacity. However in this case, the maximum signal energy permitted in a channel is constrained by the visual threshold of the band. Ideally, we would like t o utilize all channels to the fullest extent possible.
In the following sections, we e v aluate the capacity of the data-hiding channel for DCT, DFT, Hadamard, and uniform subband decomposition based embedding schemes. We use well-known compression schemes like JPEG and SPIHT 6 to model the processing compression noise in each sub-band of the decomposition. Having obtained the variances of the image noise in each sub-channel, the next step is to obtain their entropy equivalent Gaussian variances. This is achieved by plotting a histogram of the coe cients for each band, and calculating the entropy. If x is the width of the n bins of the histogram g j m; m = 1 n, and p is the total numberof coe cients in band j, the entropy H j and the equivalent Thus, the image noise in sub-channel band j can be substituted by a Gaussian noise of variance 2 ig j . In our simulations, the image noise is estimated for each image individually for ve di erent transforms.
B. Modeling Processing Noise
At the outset, one should note that processing noise is introduced due to quantization of transform domain parameters. While one could accurately estimate the type of quantization noise that is introduced by JPEG on the DCT coe cients of the image assuming that the quantization table is known, the same cannot be done, for instance, for the Hadamard transform coe cients of the image. The quantization of one DCT coe cient w ould a ect many Hadamard coe cients. More importantly, for the reasons explained in Section 1, we wish to make the model of the processing noise more general. The only reason we restrict ourselves to JPEG and SPIHT for processing noise sources is their widespread availability. We de ne processing noise as the equivalent additive noise which accounts for the reduction in correlation between the transform coefcients of the original image and the transform coe cients of the image obtained after lossy compression. Note that while this estimate provides us with the variance of the equivalent additive noise, it does not tell us anything about the nature of the noise like its distribution. We therefore assume the worst -Gaussian distribution for the processing noise.
Let the processing noise in each sub-channel be 2 pj ; j = 1 L. The steps to obtain the processing noise variance are: Apply lossy compression decompression JPEG
SPIHT at various quality factors bit rates to n i test images.
Decompose the n i test images using some transform.
Obtain M N n i L samples for each sub-band. Let i j k ; k = 1; : : : ; M N n i L , be the coe cients of band j. Decompose the n i reconstructed images obtained from using the same compression scheme at a speci c bit-rate quality factor using the same transform.
Letĩ j k ; k = 1; : : : ; M N n i L be the corresponding coecients of the images subjected to lossy compression De ne the intra-band correlation as hi j ;ĩ j i ji j jjĩ j j = hi j ; i j + n j i ji j jji j + n j j = j ;
4.14 where n j is a vector of random variables, uncorrelated with i j . 2 nj = jn j j 2 is the variance of the equivalent additive noise due to compression or pj = nj .
Since hi j ; n j i = 0, Eq. 4.14 can be simpli ed to obtain Thus the processing noise for channel j of a decomposition for a speci c compression scenario is obtained as 2 pj . It can be easily seen that the processing noise in each sub-band can not be obtained asĩ j k ,i j k . Consider a scenario, where DCT is used for the decomposition, and low quality JPEG for processing. Let us assume that a high frequency subband is completely removed due to compression ĩ j k = 0 8 k for some j. This implies that all information buried in that sub-channel sub-band is lost. In other words, the processing noise in that sub-channel has in nite variance and not the variance ofĩ j . This is because no correlation exists betweenĩ j k and i j k . Note that in Eq. 4.15 when j ! 0, pj ! 1 .
images using some 64 band decomposition, we h a ve only 1024 coe cients in each band.
However, using 15 images yields 1024 15 coe cients per band.
The second reason is that this method of estimation would yield unrealistic very low estimates of processing noise for low e n tropy images. The original and compressed versions of low e n tropy images are bound to be very`close', leading to high correlation in most bands. This would cause an overestimate of capacity for smooth images. To mitigate this e ect we a verage processing noise over many images.
V. Visual Threshold
The value of the visual threshold for sub-channel j, v j in Eq. 3.12 however, is highly subjective. Since the amount of message signal energy permitted in any sub-band is determined by the visual threshold, di erent models for visual thresholds would yield di erent estimates of achievable capacity. The visual threshold depends not only on the band, but also on the magnitude of the particular coefcient. Within the same band, a coe cient with high magnitude can be altered to a larger extent than a coe cient with small magnitude. Additionally, the visual threshold may also depend on the magnitudes of coe cients of other bands corresponding to the same block spatial location.
However, what we desire is an estimate of the average energy of the message signal that can be added to a particular band. Since it is well known that the human visual system is more sensitive to the lower frequencies than the higher frequencies, the signal-to-noise-ratio message signal to image noise should be smaller for lower frequency subbands. In general lower frequency sub-bands have higher variances. Hence, a reasonable model for the visual thresh- In
1, C h can be increased by c hoosing a suitable transform, as shown in the next section. Thus, the increase in capacity is due to the fact that one can add relatively more message signal energy to bands of lower variances or high frequency bands. However, in Eq.5.16 there seems to be no rationale for xing the value of apart from actual simulations. We therefore adopt a di erent model for visual threshold. To derive the model, we argue that JPEG, at a reasonably good quality factor is well tuned visually in distributing the quantization errors amongst the bands, at least with respect to preserving the visual delity of the compressed image. More advanced schemes like SPIHT tend to optimize the mean square error rather than visual delity in general, the visual quality of a JPEG compressed image at a certain PSNR is much better than that of a SPIHT compressed image at the same PSNR. Let i j k be the coe cients of the original images, andĩ j k the coe cients of the same images that have gone through JPEG-75 quality factor 75 compression and decompression. in Eq. 5.17, and therefore increase the capacity when the processing noise is small. Therefore, good energy compaction transforms like DCT and subband transforms are good embedding decompositions for low processing noise scenarios. However, the relationship between processing noise and the choice of transform is not immediately obvious. For example if we use JPEG at low quality factor for compression and DCT as the embedding decomposition, it is very easy to see that the processing noise will approach in nity for many high frequency bands as they are bound to be completely eliminated. On the other hand, the high frequency coe cients of say Hadamard transform will have components in many DCT coe cients. So it is not very likely that any Hadamard transform band is completely eliminated. In fact, even if the processing the image undergoes is SPIHT, it is still more likely to a ect the high frequency DCT coe cients more than the high frequency Hadamard transform coe cients. Any e cient compression scheme would a ect the low v ariance high frequency bands of the transforms suitable for compression or high GTC transforms. To illustrate this point Figure 7 shows the distribution of the processing noise for DCT and Hadamard transform bands for processing noise due to SPIHT at 1 bpp and 0.35 bpp. While the processing noise for the two decompositions are comparable for SPIHT compression at 1 bpp, it is seen that processing noise increases drastically for high frequency DCT bands for SPIHT compression at 0.35 bpp. The high frequency bands of Hadamard transform, however, are relatively immune to processing noise. Similarly low quality JPEG a ects the high frequency bands of subband decomposition using 8-tap Daubechies lter to a much larger extent than the high frequency Hadamard bands. We already know that low frequency bands are not e cient c hannels due to the presence of high image noise. If the high frequency bands are also a ected by processing, it leaves a small number useful of mid-frequency bands. Transforms with lower GTC have many more of this useful`mid-frequency' bands than the high GTC transforms, at higher processing noise scenarios. Therefore, decompositions unsuitable for compression would in general be more immune to processing noise than decompositions with high GTC. Also, recall that in Section 2 embedding in the image domain or using identity transform for the transform blocks in Figure 2 , was found to be very robust to processing noise. The identity transform, which has the lowest GTC has the highest robustness to processing noise. It is relevant to point out here that the term`robustness', is a measure of the change in overall capacity with a change in the processing noise or processing scenario. More robust the decomposition, less is the reduction in capacity for a scenario of increased processing noise or lower quality compression. One should note that the robustness of the low frequency bands of say the DCT decomposition will bemuch higher than the robustness of the single band coe cients pixels in the image domain. However the low frequency bands of the DCT have v ery little capacity due to high image noise. The reduced`robustness' of DCT is due to the drastic reduction in the overall capacity due to the drastic increase of processing noise in the high frequency bands.
The next question that arises is the choice of the number of bands for the decomposition. From Eq. 5.17 we see that a decomposition will not hurt. At worst, it may cause no improvement. Therefore decomposing each subchannel of say a 16 band decomposition further into four sub-channels can only improve the capacity of data hiding, at least when processing noise is low.
VI. Results
The estimated capacities for di erent 64 band decompositions for 256 256 images, or 65536 pixels like DFT, DCT, subband, Hartley and Hadamard transformations, are shown in Figure 8 . The capacities were estimated for 5 di erent transforms for 8 di erent processing scenarios and averaged over 15 images. Figures 9 and 10 show the individual capacities of 4 di erent images Baboon, Barbara and Lena, Bridge.
For the subband decomposition we use the 8-tap Daubechies lter though it would be better idea to use the linear phase 9-7 lters used more commonly for subband or wavelet image compression, the biorthogonality of the lters would complicate the analysis. More speci cally, w e use uniform subband decomposition. For the DFT decomposition we use only the magnitude of the DFT coe cients. The phase is ignored. In other words, the message signal coe cients is available for detection. Half the message signal energy is added just for the purpose of maintaining the symmetry properties of the DFT of a real signal. But by sacri cing some channels, or by reducing the degrees of freedom, we obtain smaller noise variances in each c hannel. As an example, consider N iid random variables N degrees of freedom with variance 2 . If we construct N=2 random variables from the N original variables by a veraging every two of them, the variance of the resultant N=2 random variables will be iid with variances equal to 2 =2. Therefore, we reduce the variance of noise in the channels by reducing the degrees of freedom from N to N=2.
From the plots in Figures 8-10 , we see that capacities for all decompositions fall with increased processing noise as expected. DCT and subband decompositions are better than Hartley and Hadamard decompositions for detection of the message when processing noise is low. It is also seen that decompositions unfavorable for compression DFT, Hartley and Hadamard are more immune to processing noise than decompositions suitable for compression DCT, subband.
What is surprising, is that magnitude DFT decomposition o ers more capacity than better energy compaction transforms even when there is no processing noise. In this case a reduction in the entropy of the image noise is achieved by ignoring the phase of the DFT coe cients. The reduction in entropy is precisely the information content in the DFT phase. Apparently, this reduction in entropy more than o sets the reduced signal energy available for detection again, only half the signal energy is available for detection as the added signal power is divided between 64 coe cients while only 34 of them are available for detection. Yet magnitude DFT performs better than other transforms because DFT phase contains disproportionately more information than the DFT magnitude!. Note that in Figures 9 and 10 the the capacity of magnitude DFT decomposition for Baboon and Bridge images is much higher than that of the high GTC transforms even for no processing noise scenario. On the other hand the capacity o f magnitude DFT decomposition is very close to or even less than that of high GTC transforms for smoother images like Lena and Barbara. This can be due to either or both of the following reasons:
High GTC transforms suitable for most images are not very well suited for high activity images like Baboon and Bridge.
The disparity b e t ween information content in the phase and magnitude is even more pronounced for these highactivity images. In addition, being a relatively low GTC transform, DFT is also robust to processing noise like Hadamard and Hartley transforms.
Another surprising result, is that we nd embedding in DCT domain is slightly more resistant to Subband compression schemes than JPEG. Similarly embedding in the Subband domain is slightly more resistant to JPEG than SPIHT. This may appear to contradict the idea of matching" embedding transforms with the compression scheme. But one should note that the matching is useful only if we design the schemes`intelligently'. So designing a DCT based data hiding scheme with no idea of say, the quantization matrix used, may not be more robust to JPEG than a w avelet based data hiding scheme.
As an indicator of the performance of these decompositions for other possible compression schemes, we look at the capacities of the decompositions when the image has to survive JPEG or SPIHT. We group the four di erent processing scenarios of JPEG and SPIHT into four pairs -JPEG-75, SPIHT 1 bpp, JPEG-50, SPIHT 0.75 bpp, JPEG-35, SPIHT 0.5 bpp and JPEG-25, SPIHT 0.35 bpp. For example, to calculate the capacity when the message signal has to survive JPEG-50 or SPIHT 0.75 bpp we choose the worst processing noise in each sub-band from the estimates of processing noise for SPIHT 0.75 bpp and JPEG-50. The capacities so obtained are plotted in Figure refjscap. Note that the estimates of the capacity still follow the same trend. It is therefore expected that the relative performance of di erent decompositions would not deviate much for any compression scheme.
We can de ne a gure of merit, for each of the L L 2 + 2 for magnitude DFT sub-channels for the various decompositions. The gure of merit is given as the ratio of the capacity o f e a c h sub-channel to the logarithm of the power of the message signal in that sub-channel. The approximate rounded values of the gure of merit for the channels of di erent decompositions when the message has to survive SPIHT 0.5 bpp or JPEG-35, are listed in Table  1 for various 64-band decompositions. These gures indicate the relative performance of each sub-channel, and would therefore be useful in designing hidden communication schemes to make optimal trade-o s between the visual quality of the image and the number of bits that can be em- bedded. As the gure of merit is normalized with respect to the message signal energy in each band, it is independent of the model used for the visual threshold. The high gures of merit for the channels of the magnitude DFT decomposition show that it would perform better than other decompositions for any message signal energy assignment scheme model for visual threshold. Figure 12 shows the average capacities for 15 images for 256 band decompositions. As expected, we see an increase in the estimate of the capacity. The increase is more substantial for low processing noise scenarios.
For a moment, if we ignore the magnitude DFT de- composition, the performance of a decomposition depends roughly on its position in the GTC Scale. In Figure 13 , a few transforms are marked in the GTC Scale. To the extreme left is the identity transform which has no energy compaction. In the extreme right is the KLT 11 . Transforms to the right w ould yield high capacities for low processing noise scenarios. For the ideal decomposition, the image and processing noise variances should be distributed as shown in Figure  14 . It should also be noted, that a decomposition so obtained would perform as expected only if we are able to assume the same model for the relationship between the coe cient variance and the visual threshold. Therefore, the search for such a decomposition may not be simple, and is a topic of current research.
Finally, note that we e v aluate processing noise by measuring the correlation between the image components before and after compression. By this, we implicitly assume that the message signal signature is a ected to the same extent as the image coe cients themselves by the compressor decompressor. In a practical scheme, this may not be true. In fact, an ideal compression scheme would completely suppress any extra information added to the image coe cients no data hiding would be possible with an ideal compression scheme. But practical compression schemes can probably be tricked into believing that the embedded information is an integral part of the image if the embedded message signals are chosen intelligently.
VII. Conclusions
We h a ve presented an information-theoretic approach t o estimate the number of bits that can be hidden in still images. We argue why a decomposition of an image into many frequency bands might enhance the number of bits that can be hidden, and this claim is supported by simulations. We report the achievable capacities for di erent decompositions like DFT, DCT, Hadamard, Hartley and subband transforms. The superiority of the magnitude DFT decomposition, among the decompositions compared, lies in an advantageous trade-o , where we reduce the degrees of freedom to reduce the entropy o f the image. Simulations show that the magnitude DFT decomposition yields uniformly superior performance over other decompositions for both low and high processing noise scenarios.
The nal choice of the decomposition should depend on the end application. While some data hiding applications, like w atermarking, may need robustness to intentional tampering, some applications like captioning may not. The performance of magnitude DFT decomposition is superior to others because of its low information content. For the very same reason the magnitude of DFT coe cients can be altered signi cantly without a ecting the visual quality of the image. This makes the DFT coe cients very vulnerable to intentional tampering. Thus, the magnitude DFT decomposition may not be suitable choice for watermarking applications. However, standard image compression schemes do not seem to a ect the magnitude DFT coe cients drastically. This`hole' in standard compression schemes can be put to use advantageously. So for applications where intentional tampering is not an issue, magnitude DFT maybeagoodchoice.
For robustness to`commercial quality' compression schemes better than JPEG-50 or SPIHT 1 bpp, high GTC transforms like DCT and Wavelets subband perform better than low GTC transforms. Further, being transforms especially used for image compression applications, they would leave v ery little room for intentional tampering without signi cant degradation of the image. This property would make them very suitable for watermarking applications. For data hiding schemes, with perhaps reduced resistance to intentional tampering but increased resistance to processing noise lower quality compression, transforms like Hadamard or Hartley transform would probably be more useful. For example, an average video frame is likely to su er more processing noise than an average still image. So low GTC transforms maybegoodchoices for data hiding in video frames. Further, though lower GTC transforms are bound to have reduced resistance to intentional tampering compared to DCT or wavelets if the transform employed is known, the case is di erent if the transform used is not known. There exists a high degree of freedom for the choice of the low GTC embedding transforms. This enhanced degree of freedom for the choice of the embedding transform could result in very high robustness to intentional tampering.
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