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1. Introduction 
 
In this first year of the project, we consider a problem of selecting the best 
manufacturing process ( or systems). 
To understand and evaluate a system or a process, one of effective methods is to 
consider some quantitative measure to estimate the performance of the system or 
process under study. The well-known measure of product quality in industry is the 
capability index. It is a dimensionless measure based on some parameters and 
specifications that are involved in the process. 
In most literature related to capability index, it is mainly focus on the estimation 
of its estimators. In many practical applications, instead of estimations of the capability 
indices of process under study, there occurs a quality related problem that arises in the 
initial production setting is how to select the most desirable manufacturing process 
among several available processes. Suppose a new product is under study and 
development, and suppose there are k processes to produce it. Or, suppose we need to 
evaluate k systems for its quality. We are interested in identifying one of them as the 
most desirable process to produce the product. 
For selecting the best manufacturing process, Tseng and Wu (1991) considered 
the selection problem in terms of capability index pC  which is introduced by Kane 
(1986ab). Since the difference between the upper and lower specification limit is a 
known quantity, the problem considered in Tseng and Wu (1991) is equivalent to select 
the process which is corresponding to the smallest variance. For a practical application, 
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the consideration seems oversimplified. Furthermore, the assumption of preference 
region seems impractical. There have been several capability indices such as pmC (see 
Chan, Cheng and Spiring (1988)), pkC (see Gunter (1989)) and pmkC (see Pearn, Kotz 
and Johnson (1992)). However, mostly pmC  and pkC  are widely used. Spiring (1997) 
modified pmC  and proposed pwC  which included pC , pmC  and pkC  as special 
case. So in this paper, we consider selecting the best process in terms of pwC  which is 
a modified quantity of pmC  taking weight between the variance and the square 
difference between mean and target. Moreover, we consider another criterion so that the 
capability index of the process selected should be larger than a prefixed value which can 
be considered as a control. 
 
 
2. Formulation of problem and a Bayes decision rule 
 
In this paper, we utilize the process capability index proposed by Spiring (1997) to 
evaluate the effectiveness of a manufacturing process. This index is defined as follows. 
 
Definition 2.1  Let π  be a manufacturing process with mean θ  and variance 2σ , T 
be the target value, and USL and LSL be the upper and lower specification limit, 
respectively. Then a modified process capability index pwC  of π  is defined as the 
following 
22 )(6 Tw
LSLUSLC pw
−+
−
=
θσ
, 
where w ( 10 ≤≤ w ) is a weight. 
 
According to process capability index introduced as above, we define the best 
qualifiedC pw − manufacturing process as follows. The problem of identification of the 
best among several normal populations under multiple criteria has been studied by 
Huang and Lai (1999). 
 
Definition 2.2  Let kππ ,,1 Λ  be k manufacturing processes such that iπ  has mean 
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iθ  variance 2iσ  and process capability index )(iC pw , ki ,,1Λ= . Let )0(pwC  be a 
control value (prefixed). Define S={ }kiCiC pwpwi ,,1),0()( Λ=≥π . A manufacturing 
process iπ  is called qualifiedC pw − , if ∈iπ S. A manufacturing process iπ  is 
considered as the best qualifiedC pw − , if it simultaneously satisfies the following 
conditions: 
   (i) ∈iπ S, and 
(ii) )(max)( jCiC pw
S
pw
j∈
=
π
. 
 
Let ),,( 1~ kθθθ Λ= , ),,( 1~ kσσσ Λ=  and { ,0,),( >+∞<<∞−=Ω iiii σθσθ  
}ki ,,1Λ=  be the parameter space. Let ),,,( 10~ kaaaa Λ= denote an action, where 
0=ia  or 1; ki ,,1,0 Λ= , and 10 =∑ =ki ia . If 1=ia , for some ki ,,1Λ= , it means 
that manufacturing process iπ  is selected as the best qualifiedC pw − . When 10 =a , 
it means that no manufacturing process is considered qualifiedC pw − , i.e. none in k 
manufacturing processes satisfied the condition (i) in Definition 2.1. Let Α={
~
a } 
denote the action space.  
In a decision-theoretic approach, we introduce the following loss function. 
  
Definition 2.3  For a control value )0(pwC , and parameter vectors ~~ , σθ , if action ~a  
is taken, a loss );,(
~~~
aL σθ  is incurred and which is defined by 
             );,(
~~~
aL σθ 2 ][2
0
)( −−
=
−=∑ kpwpwk
i
i CiCa ,                         (2.1) 
where )(
0][
iCMaxC pwkikpw ≤≤= . 
  
It is easy to recognize that the loss );,(
~~~
aL σθ  defined in (2.1) has reflected the 
proper penalty for a wrong action. In this paper, we consider a Bayes approach for the 
problem of selecting the best qualifiedC pw −  manufacturing process which is 
normally distributed. 
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For each ki ,,1Λ= , let iMi XX ,,1 Λ  be an independent random sample of size M 
from a normally distributed manufacturing process iπ  with mean iθ  and variance 
2
iσ . The observed value is denoted by iMi xx ,,1 Λ . Let ,/1
2
ii στ = ki ,,1Λ= . It is 
assumed that ),( ii τθ  is a realization of a random vector ),( ii ΓΘ  with a 
normal-gamma prior distribution. 
Let ),,(
~~
1~ k
xxx Λ=  and χ  be the sample space generated by 
~
x . A selection 
rule ),,,( 10~ kdddd Λ=  is a mapping defined on the sample space χ  into the k+1 
product space ]1,0[]1,0[]1,0[ ××× Λ  such that 1)(
0 ~
=∑
=
k
i i
xd , for all χ∈
~
x . For 
every χ∈
~
x , )(
~
xdi  denotes the probability of selecting manufacturing process iπ  as 
the best qualifiedC pw − , ki ,,1Λ= ; and )( ~0 xd  denotes the probability that none is 
selected as the best qualifiedC pw − . 
For ease of notation, let ),,,(),,,(),,,( 1~1~1~ kkk
αααµµµτττ ΛΛΛ ===  
),,,( 1
~
kβββ Λ= ),,( 1~ kΘΘ=Θ Λ and ).,,( 1~ kΓΓ=Γ Λ  Let ),;,( ~~~~~ αµτθ xh  be the joint 
conditional posterior probability density function of 
~
Θ  given 
~
x  and 
~
τ , and 
),;(
~~~~
βατ xg  be the joint conditional posterior probability density function of 
~
Γ  given 
~
x . Let ),;,(
~
iiiiii xh αµτθ  and ),;(
~
iiiii xg βατ  be the conditional posterior 
probability density function of iΘ  and iΓ , respectively. Let )( ~xf  be the marginal 
probability density function of 
~
x . Under the previous formulation, the Bayes risk of a 
selection rule 
~
d , denoted by )(
~
dr , is given by 
   
 );,()(
~~~~ ~~~
dLdr x τθθτ ΕΕΕ=   
     
~~~~~~~~~~~~0
2
~
),;(),(),()()( τθβαττµθτθ
χ
ddxdghxfiCxd
k
i
pwi∫∫ ∫ ∑Ω
=
−
=  
~~~~~~~~~~~~
2
][ ),;(),(),( τθβαττµθτθχ ddxdghxfC kpw∫∫ ∫Ω −−  
21 II −≡ , say.  
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.)()()()(
~~~0 ~
Cxdxfxxddr ii
k
i
i −= ∫ ∑
=
φ
χ
 
where 
{ 112
~
])1][()12(1[
)(
36)( −− −′−++
−
= iiiii MwLSLUSL
x ηααφ  
}2))(( Txw ii −+ ϕ ,        (2.2) 
For convenience of notation, we define )0()( 2
~
00
−
= pwCxφ . 
Hence, for some constant C, 
Cxdxfxxddr
k
i
iii −= ∫ ∑
=
~~0 ~~~
)()()()(
χ
φ .                        (2.3) 
For each χ∈
~
x , let 
},,1,0),()({)(
~0~~
kixMinxixQ jjkjii Λ=== ≤≤ φφ .                   (2.4) 
Then, define 



≠∈
=
==
.}0),({
},0{)(0
)(
~
~
~
**
otherwiseixQiiMin
xQif
xii                 (2.5) 
Then, according to (2.3), (2.4) and (2.5), it can be derived that a Bayes selection rule 
),,,( 10~
B
k
BBB dddd Λ=  is given as follows 



≠=
=
.,0)(
,1)(
*
~
~
*
ijforxd
xd
B
j
B
i
                           (2.6) 
 
 
3. The empirical Bayes selection rule 
 
In the problem formulated in section 2, we consider that kαα ,,1 Λ  are all 
known with 1>iα . Since )(
~
ii xφ  still involves the unknown parameters iµ , 
kii ,,1, Λ=β , hence, the proposed Bayes selection rule Bd~  is not applicable. 
For each iπ , ki ,,1Λ= , we estimate the unknown parameters iµ  and iβ  
based on the past data ijtX , Mj ,,1Λ= , nt ,,1Λ= . We denote 
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


=−=
==
∑ ∑
∑ ∑
= =
−
= =
M
j
n
t
tinitiijtMti
M
j
n
t
tiniijtMti
WnWXXW
XnXXX
1 1
2
.
122
.1
12
.
1 1
.
11
.
.)(,)(
,)(,
                (3.1) 
 
Also, for ki ,,1Λ= , we define 
{ 112
~
])1][()12(1[
)(
36)( −− −′−++
−
= iniiiin MwLSLUSL
x ηααφ  
}2))(( Txw iin −+ ϕ     (3.2) 
where  
    
)12(2
)()12(
2
)1( 22
−+
−−
+
−
+=
M
xMSM
i
iniii
inin α
µαβη ,                       (3.3) 
and 
12
)12(
)(
−+
+−
=
M
Mx
x
i
iini
iin α
µαϕ                                 (3.4) 
 
For convenience of notation, we define )0()( 2
~
00
−
= pwn Cxφ . We consider )(
~
iin xφ  to 
be an estimator of )(
~
ii xφ . The properties of those previously proposed estimators 
will be discussed in the following section. 
For each χ∈
~
x , let 
},,1,0),()({)(
~0~~
kixMinxixQ jjnkjiinn Λ=== ≤≤ φφ .                 (3.5) 
Again, define 



≠∈
=
==
.}0),({
},0{)(0
)(
~
~
~
**
otherwiseixQiiMin
xQif
xii
n
n
nn                (3.6) 
Then, according to (3.2), (3.5) and (3.6), we can conclude an empirical Bayes 
selection rule ),,,( **1
*
0
* n
k
nnn dddd Λ=  as follows 



≠=
=
.,0)(
,1)(
*
~
*
~
*
*
n
n
j
n
i
ijforxd
xd
n                                 (3.7) 
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Definition 3.1  A sequence of empirical Bayes selection rule ∞
=1~
}{ n
nd  is said to be 
asymptotically optimal, if { } 0)()]([lim
~~
=−Ε
∞→
Bn
nn
drdr . 
 
Theorem 3.1  The empirical Bayes selection rule )(
~
*
~
xd n , defined by (3.5), (3.6) 
and (3.7), is asymptotically optimal. 
The proof is omitted. 
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Table 1. Behavior of empirical Bayes rules with respect to various sample sizes (w=1) 
 
n nf  nD  nDn  )( nDSE  
10 0.8562 2.4589E-02 2.4589E-01 7.2122E-03 
20 0.8920 1.2485E-02 2.4970E-01 2.3334E-03 
30 0.9114 9.7750E-03 2.6325E-01 1.4217E-03 
40 0.9217 6.5673E-03 2.6269E-01 8.9610E-04 
50 0.9371 4.8997E-03 2.4498E-01 6.1325E-04 
60 0.9391 4.3753E-03 2.6252E-01 5.3507E-04 
70 0.9407 3.8782E-03 2.7147E-01 4.0988E-04 
80 0.9430 3.4278E-03 2.7422E-01 3.3363E-04 
90 0.9483 3.0191E-03 2.7172E-01 2.8917E-04 
100 0.9518 2.6326E-03 2.6326E-01 2.5381E-04 
200 0.9659 1.2709E-03 2.5419E-01 8.0429E-05 
300 0.9693 9.9327E-04 2.9798E-01 5.3742E-05 
400 0.9739 7.4020E-04 2.9608E-01 3.6255E-05 
500 0.9764 5.5755E-04 2.7877E-01 2.2592E-05 
600 0.9817 3.7536E-04 2.2522E-01 1.2320E-05 
700 0.9796 4.5409E-04 3.1786E-01 1.6877E-05 
800 0.9811 3.4378E-04 2.7502E-01 1.0473E-05 
900 0.9811 3.3503E-04 3.0152E-01 9.7992E-05 
1000 0.9849 2.5625E-04 2.5625E-01 7.8579E-05 
 
 
Table 2 The frequency of the process selected as the best  
under various weights for Group 2 (n =50) 
 
Process Weight CD 0 1 2 3 4 5 
0.0 9703 
0 
(0) 
[0] 
0 
(0) 
[0] 
0 
(0) 
[0] 
2539 
(2750)
[2539]
1102 
(1137)
[1087]
6359 
(6077) 
[6077] 
0.1 9332 
0 
(0) 
[0] 
16 
(17) 
[13] 
1155 
(1184)
[978] 
7528 
(7462)
[7223]
1301 
(1337)
[1118]
0 
(0) 
[0] 
0.2 9324 
0 
(0) 
[0] 
13 
(14) 
[9] 
1203 
(1267)
[1039]
7531 
(7439)
[7205]
1253 
(1280)
[1071]
0 
(0) 
[0] 
0.3 9306 
67 
(74) 
[47] 
5 
(5) 
[3] 
1162 
(1186)
[977] 
7419 
(7335)
[7107]
1347 
(1400)
[1172]
0 
(0) 
[0] 
0.4 9227 
1304 
(1292)
[1080]
0 
(1) 
[0] 
670 
(689) 
[562] 
7168 
(7140)
[6867]
858 
(878) 
[718] 
0 
(0) 
[0] 
0.5 9211 
2858 
(2879)
[2528]
0 
(0) 
[0] 
226 
(239) 
[181] 
6574 
(6513)
[6211]
342 
(369) 
[291] 
0 
(0) 
[0] 
0.6 9239 
3753 
(3799)
[3421]
0 
(0) 
[0] 
90 
(100) 
[79] 
5963 
(5898)
[5581]
194 
(203) 
[158] 
0 
(0) 
[0] 
0.7 9235 
4485 
(4468)
[4105]
0 
(0) 
[0] 
26 
(29) 
[21] 
5383 
(8396)
[5020]
106 
(107) 
[89] 
0 
(0) 
[0] 
0.8 9292 
5000 
(5066)
[4684]
0 
(0) 
[0] 
29 
(27) 
[23] 
4915 
(4850)
[4537]
56 
(57) 
[48] 
0 
(0) 
[0] 
0.9 9318 
5429 
(5457)
[5104]
0 
(0) 
[0] 
12 
(13) 
[11] 
4521 
(4494)
[4173]
38 
(36) 
[30] 
0 
(0) 
[0] 
1.0 9313 
5811 
(5824)
[5476]
0 
(0) 
[0] 
9 
(11) 
[9] 
4153 
(4135)
[3802]
27 
(30) 
[26] 
0 
(0) 
[0] 
 
