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Abstract
We study a class of Schrödinger operators of the form Lε := −ε2 d2
ds2
+ V, where V :R → R is a non-
negative function singular at 0, that is V (0) = 0. Under suitable assumptions on the potential V , we derive
sharp lower and upper bounds for the fundamental solution hε . Moreover, we obtain information on the
spectrum of the self-adjoint operator defined by Lε in L2(R). In particular, we give a lower bound for the
eigenvalues.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We study Schrödinger operators of the form
Lε := −ε2 d
2
ds2
+ V (·). (1.1)
We are interested in the singular dissipative case where V (s) = q2(s) and q :R → R is continu-
ous with
q(0) = 0, q(s) > 0, ∀s = 0. (1.2)
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mental solution hε :R2 →R and the spectrum σ(Lε) of Lε and, in particular, the dependence of
hε and σ(Lε) on ε for small ε > 0. We derive sharp lower and upper bounds for hε under the
following assumptions on q.
(H) (i) There exist qj ∈ C(R)∩C1(R \ {0}), j = 1,2, such that q1(s) q(s) q2(s);
(ii) ∃δ > 0 such that qj (s) = Cj |s|p ∀s ∈ (−δ, δ), for some p > 0, Cj > 0;
(iii) qj is decreasing in (−∞,0) and increasing in (0,+∞);
(iv) lim|s|→+∞ 1qj (s)
dqj
ds
(s) = 0.
We prove the following theorem.
Theorem 1.1. Assume (H). Then, there exists ε0 > 0 such that, for ε ∈ (0, ε0), Lε admits a
fundamental solution hε :R2 →R of the form
hε(s, r) := 1
ε(q+(r)+ q−(r))
{
e− 1ε
∫ s
r q
+(τ ) dτ , s  r ,
e
1
ε
∫ s
r q
−(τ ) dτ , s  r ,
(1.3)
where q± ∈ C1(R) are uniquely determined and such that
K1
(
q1(s)+ k1ε
p
p+1
)
 q±(s)K2
(
q2(s)+ k2ε
p
p+1
)
, ∀s ∈ (−∞,+∞), (1.4)
for some constants ki,Ki > 0, independent of ε ∈ (0, ε0). In particular,
0 < hε(s, r) K
ε
2p+1
p+1
e
−k |s−r|
ε
1
p+1 , (1.5)
for some k,K independent of ε ∈ (0, ε0).
We also extend Theorem 1.1 to the case V (s) = q2(s)− r2ε (s) under the assumption
r2ε (s) cε
2p
p+1
and show that, provided the constant c > 0 is sufficiently small, the estimate (1.5) still holds.
From Theorem 1.1 we derive
Theorem 1.2. Assume (H) and let f ∈ Lq(R) for some q ∈ [1,+∞]. Then, the equation
Lεu = f (1.6)
has a unique solution uε ∈ Lr(R) for all r ∈ [q,+∞]. Moreover,
uε(s) =
+∞∫
hε(s, r)f (r) dr, (1.7)
−∞
516 G. Fusco, C. Pignotti / J. Differential Equations 244 (2008) 514–554and ∥∥uε∥∥
Lr(R)
Cε−
(1+2p)p′−1
(1+p)p′ ‖f ‖Lq(R), ∀r ∈ [q,+∞], (1.8)
where
p′ = 1
1 + 1
r
− 1
q
(
1
r
= 0 if r = +∞, 1
q
= 0 if q = +∞
)
.
Remark 1.3. Theorems 1.1, 1.2 extend to the case where q vanishes at a finite set of points
s1 < · · · < sN, N  1. Indeed, using analogous ideas (see Section 3.3), we can prove that the
same conclusions of the above theorems hold true when the assumptions (H) are replaced by
(HN) (i) There exist qj ∈ C(R)∩C1(R\{s1, . . . , sN }), j = 1,2, such that q1(s) q(s) q2(s);
(ii) ∃δ > 0 such that qj (s) = Cjh|s − sh|p ∀s ∈ (sh − δ, sh + δ), for some p > 0, Cjh > 0;
(iii) qj is decreasing in (−∞, s1) and increasing in (sN ,+∞). Moreover, for all h =
1, . . . ,N − 1, there is rh ∈ (sh, sh+1) such that qj is increasing in (sh, rh) and de-
creasing in (rh, sh+1);
(iv) lim|s|→+∞ 1qj (s)
dqj
ds
(s) = 0.
Our main result concerning the point spectrum P(Lε) is the following lower bound for the
critical eigenvalues of Lε.
Theorem 1.4. Assume (H). Then (1.1) defines a self-adjoint operator on L2(R). For each N ∈N
there exists εN > 0 such that for ε ∈ (0, εN), Lε admits eigenfunctions wεn, n = 0,1, . . . ,N.
The eigenfunction wεn has exactly n zeros and the corresponding eigenvalues Eεn, n = 0, . . . ,N,
satisfy
0 <Eε0 <E
ε
1 < · · · <EεN, (1.9)
cnε
2p
1+p < Eεn, n = 0,1, . . . ,N, (1.10)
where c0 > 0 is a constant independent of ε and cn = cn
2p
1+p with c > 0 independent of ε.
The special case of Theorem 1.4 corresponding to V (s) = 14 s2 is discussed in [3] (cf. 1.8,
Example 3). For general information on spectra of ordinary differential operators we refer to [4,
Chapter XIII]. See also [7–9].
The starting point for the proof of Theorem 1.1 is the classical idea which is the basis of
WKB approximation [3] of representing solutions of the homogeneous equation Lεu = 0 in the
exponential form
u(s) = e 1ε Q(s). (1.11)
Instead of trying to represent the function Q = Qε with an asymptotic series
Q(s) =
∞∑
n=0
εnSn(s), (1.12)
as in WKB theory, we directly derive estimates for the function Q.
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only an asymptotic series which is not expected to converge and the computation of Sn, n 2,
involves the first n − 1 derivatives of the potential V that we only assume to be continuous.
Besides, in the case at hand, due to the singularity of the potential at s = 0, we do not expect that
Q can be approximated by the series (1.12) with coefficients Sn regular functions independent
of ε > 0 as in the classical WKB theory. This would imply: S0(s) = ±
∫ s
q, S1(s) = − 12 lnq(s)
and therefore S1(s) → +∞ as s → 0. Actually, we can see from the estimates in Theorem 1.1
that in a neighborhood of s = 0 it results Q(s) = O(ε p1+p s).
If we set γ = − dQ
ds
and insert (1.11) into the equation Lεu = 0 we find that γ solves the
Riccati equation
−ε dγ
ds
+ γ 2 = q2. (1.13)
This is also the condition that a function γ must satisfy so that the operator Lε be factored in the
form
Lε = −
(
ε
d
ds
− γ
)(
ε
d
ds
+ γ
)
, (1.14)
that generalizes the factorization valid for the case V = q2 with q a constant and suggests the
representation (1.11).
We focus on (1.13) and show that, provided ε > 0 is sufficiently small, in the one parameter
family of its solutions there are two distinct and uniquely determined solutions q+ and −q− of
the form
q+ := q + εθ+,
−q− := −q − εθ−, (1.15)
where θ± :R → R are bounded continuous functions such that q± are strictly positive C1
functions. Moreover, εθ± → 0 as ε → 0. By inserting (1.15) into (1.13) (and assuming q differ-
entiable) we find that θ+ and θ− solve respectively the equations
dθ
ds
= θ2 + 2q
ε
θ − 1
ε
dq
ds
, (1.16)
dθ
ds
= −θ2 − 2q
ε
θ − 1
ε
dq
ds
. (1.17)
Actually, it suffices to analyze Eq. (1.16) since the change of variable s = −τ transforms
(1.17) into (1.16).
Remark 1.5. The estimate (1.8) ‖R‖ = O(ε−
(1+2p)p′−1
(1+p)p′ ) for the resolvent operator R :Lq(R) →
Lr(R), r  q ∈ [1,+∞], defined in (1.7) is sharp. Indeed, if we set
f = ε
− 1
(1+p)q
1/q χ(−kε1/(1+p), kε1/(1+p)),(2k)
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∥∥uε∥∥
Lr(R)
 Cε−
(1+2p)p′−1
(1+p)p′ .
This follows from (1.4) that, provided s, r are restricted to an ε 11+p -neighborhood of 0, implies
K1
ε
2p+1
1+p
e
−k1 |s−r|
ε
1
1+p  hε(s, r) K2
ε
2p+1
1+p
e
−k2 |s−r|
ε
1
1+p .
Therefore, to take advantage of the pointwise estimate (1.4) one has to exploit specific knowledge
on the behavior of f near 0. For example for the solution uε of the equation
−ε2 d
2u
ds2
+ |s|
2p
1 + |s|2p u = f (s) =
sn
1 + |s|n ,
using (1.4) one can upgrade the estimate ‖uε‖L∞(R)  Cε−
2p
1+p given by Theorem 1.2 to
∥∥uε∥∥
L∞(R)  Cε
− 2p1+p (1− n2p+n ). (1.18)
To show this, one lets λ > 0 a small number to be chosen later, and observes that
|f | λn χ[−λ,λ] + χR\[−λ,λ]
and moreover that r /∈ [−λ,λ] implies 12λp  q±(r). From this and (1.5) valid for r ∈ [−λ,λ] it
follows, after some computations,
∣∣uε∣∣
+∞∫
−∞
hε(s, r)
∣∣f (r)∣∣dr  λn
λ∫
−λ
hε(s, r) dr +
∫
R\[−λ,λ]
hε(s, r) dr
 C
(
λnε
− 2p1+p + 1
λ2p
)
. (1.19)
Then, the estimate (1.18) is obtained by choosing λ = O(ε 2p1+p 12p+n ) that minimizes the right-hand
side of (1.19).
Remark 1.6. If V (s) is a pure power potential, that is V (s) = c2|s|2p, then
H(x,y) := ε 1+2p1+p hε(ε 11+p x, ε 11+p y)
is the fundamental solution of the rescaled operator
L := − d
2
2 + c2|x|2p.dx
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that
K1
1 + |y|p e
−k1 sign(x−y)
∫ x
y (1+|t |p)dt H(x,y) K2
1 + |y|p e
−k2 sign(x−y)
∫ x
y (1+|t |p)dt .
We also remark that it is natural to expect a bound of the form (1.10) in Theorem 1.4. Indeed,
by setting s = ε 11+p x and En = ε
2p
1+p cn, the eigenvalue equation −ε2 d2wds2 + (c2|s|2p −En)w = 0
can be rescaled to − d2w
dx2
+ (c2|x|2p − cn)w = 0 which is independent of ε.
The paper is organized as follows. In Section 2 we consider the case of a regular potential
V (s) = q2(s)  k20 > 0. In Section 3 we study the singular case that is the main object of our
work. Here, to show the existence of the sought functions θ± we use a dynamical systems ap-
proach based on a careful analysis of the vector field (s, θ) → (1,Θ) defined in R2 by
Θ(s, θ) := θ2 + 2q
ε
θ − 1
ε
dq
ds
. (1.20)
Section 3 is divided in four subsections. In Section 3.1 we treat the case of exponent p ∈ (0,1];
in Section 3.2 we study the case p ∈ (1,+∞). The discussion of the two cases is similar but
they are kept separated because in the case p ∈ (0,1] the vector field Θ is singular at s = 0.
In both cases the estimates on θ± are derived by trapping a solution to (1.16) inside suitable
negatively invariant sets for the vector field (1,Θ). Theorem 1.1 is a plain consequence of the
estimates obtained in Section 3. In Section 3.3 we indicate how the proof of Theorem 1.1 can
be generalized to cover the case of a potential with N  1 zeros. In Section 3.4 we extend the
estimate (1.5) to the case where V is allowed to assume also small negative values bounded by
−cε 2p1+p for c > 0 sufficiently small and prove Theorem 1.2.
In Section 4, by a technique based on the use of the classical Prüfer transformation, we obtain
information concerning the spectrum of the self-adjoint operator defined by Lε in L2(R) under
the assumption (H) and, in particular, prove Theorem 1.4.
The study of the operator Lε in (1.1), (1.2) (with p = 12 ) was originally motivated by the
analysis of the linearization of a singular perturbation problem arising in phase transitions [1,2,5].
A proof of Theorem 1.2 for p = 12 , r = q = 2,∞ is given in [10, Propositions 5.2 and 5.4].
2. The case of a regular potential V (s) k20 > 0
The following result concerning the Riccati equation (1.13) is basic for the proof of Theo-
rem 1.1.
Proposition 2.1. Assume q :R→R is a continuous function. Then:
(i) Equation (1.13) has at most one positive globally defined solution γ ∈ C1(R).
(ii) If γ1, γ2 ∈ C1(R) are positive globally defined solutions to (1.13) with q = q1, q = q2,
respectively, then
q21  q22 ⇒ γ1  γ2. (2.1)
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q21  q2  q22 , (2.2)
there exists a unique positive globally defined solution γ ∈ C1(R) to (1.13) and
γ1  γ  γ2. (2.3)
The proof of Proposition 2.1 is a simple consequence of the following lemma which is a
version of Waz`ewski principle suitable for our work [11,13].
Lemma 2.2. Let θj : [0,∞) → R, j = 1,2, be continuous functions such that θ1(s) < θ2(s),
s ∈ [0,∞). Denote by R˜ an open neighborhood of the set R := {(s, θ): θ1(s)  θ  θ2(s),
s ∈ [0,∞)} and let f : R˜→ R be a continuous function locally lipschitzian with respect to θ.
Denote by θ(·; s0, θ0) : (α(s0, θ0), β(s0, θ0)) → R the maximal solution of θ˙ = f (s, θ) through
(s0, θ0) ∈ R˜ and assume that
θ
(
s; s0, θ1(s0)
)
 θ1(s), s ∈
[
s0, β
(
s0, θ1(s0)
)
,
θ
(
s; s0, θ2(s0)
)
 θ2(s), s ∈
[
s0, β
(
s0, θ2(s0)
)
.
Then, there exists θ ∈ [θ1(0), θ2(0)] such that
β(0, θ) = +∞,
θ1(s) θ(s;0, θ) θ2(s), s ∈ [0,∞).
Proof. Given s0  0, the solution θ(s; s0, θ2(s0)) through (s0, θ2(s0)) and the solution
θ(s; s0, θ1(s0)) through (s0, θ1(s0)) are defined in the interval [0, s0]. Let U,V ⊂ [θ1(0), θ2(0)]
be defined by
U :=
⋃
s0∈[0,+∞)
{
θ
(
0; s0, θ1(s0)
)}
, V :=
⋃
s0∈[0,+∞)
{
θ
(
0; s0, θ2(s0)
)}
. (2.4)
From the general theory of ordinary differential equations (cf. for example Theorem 3.1 on p. 18
of [6]) it follows that U,V are intervals of the type
U = [θ1(0),μ), V = (ν, θ2(0)], (2.5)
for some μ,ν with 0 < μ ν. From this and the connectedness of the interval [θ1(0), θ2(0)] it
follows that the closed set [μ,ν] is nonempty and that, given θ ∈ [μ,ν], the solution θ(s;0, θ)
is defined for all s  0. 
Proof of Proposition 2.1. If γ1 = γ2 are two positive globally defined solutions to (1.13) with
the same potential q2, then there is a point s0 where the difference z := γ1 − γ2 does not vanish.
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equations (1.13) corresponding to γ = γj , j = 1,2, we get⎧⎨
⎩ ε
dz
ds
= (γ1 + γ2)z = (z + 2γ2)z z2,
z(s0) > 0.
(2.6)
This implies that z blows up in a finite interval in contradiction with the global existence of γj ,
j = 1,2. This proves (i). To prove (ii) we observe that, if (ii) does not hold, then there is s0 such
that z(s0) > 0. This and
ε
dz
ds
= (z + 2γ2)z + q22 − q21  z2
lead to a contradiction with the global existence of γj , j = 1,2.
Finally we prove (iii). Condition (2.2) implies{
γ 21 − q2  γ 21 − q21 ,
γ 22 − q22  γ 22 − q2,
(2.7)
and therefore that the closed set
R1,2 :=
{
(s, γ ): γ1(s) γ  γ2(s), s ∈R
}
is negatively invariant for the flow generated by (1.13) with q satisfying (2.2). Therefore, (iii)
follows from Lemma 2.2. 
Our first application of the above proposition is in the proof of the following theorem.
Theorem 2.3. Assume that q :R → R is a C1 function bounded below by a positive constant k0
and satisfying ∣∣∣∣dqds
∣∣∣∣K0q(s), ∀s ∈R, (2.8)
for some constant K0 > 0. Then,
(i) for each ε > 0 smaller than some ε0 > 0, Eq. (1.13) admits solutions q+,−q− ∈ C1(R) of
the form
±q± = ±q ± εθ± with ∥∥θ±∥∥
L∞(R) < K0;
(ii) the operator Lε admits a fundamental solution hε :R2 →R of the form (1.3) and
0 < hε(s, r) K
∗
ε
e−
k0
2ε |s−r|, (2.9)
for a suitable constant K∗ > 0;
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u(·) =
∫
R
hε(·, r)f (r) dr
is the unique solution of Lεu = f. Moreover, u ∈ Lr(R) for all r ∈ [q,+∞] and
‖u‖Lr(R) Cε−
p′−1
p′ ‖f ‖Lq(R), (2.10)
where
p′ = 1
1 + 1
r
− 1
q
(
1
r
= 0 if r = +∞, 1
q
= 0 if q = +∞
)
.
Moreover, if q is continuous and satisfies
q1(s) q(s) q2(s), ∀s ∈R, (2.11)
with q1 bounded below by a positive constant k0 and qj ∈ C1(R), j = 1,2, satisfying in-
equality (2.8), then for each ε > 0 smaller than some ε0 > 0, Eq. (1.13) admits solutions
q+,−q− ∈ C1(R) with
q1 + εθ±1  q±  q2 + εθ±2 ,
∥∥θ±j ∥∥L∞(R) < K0, j = 1,2, (2.12)
and (ii), (iii) are still valid.
Proof. Assume that q satisfies (2.8). The set
X := {θ ∈ C(R): ‖θ‖L∞(R) K0}
is a complete metric space with the distance induced by the L∞ norm. We now show that, if
ε > 0 is sufficiently small,
(T θ)(s) =
s∫
+∞
e
2
ε
∫ s
r q(τ ) dτ
(
−1
ε
dq
ds
(r)+ θ2(r)
)
dr, θ ∈ X, (2.13)
defines a contraction map T : X → X. This follows from the estimates
∣∣(T θ)(s)∣∣
+∞∫
s
e
2
ε
∫ s
r q(τ ) dτ
(
1
ε
∣∣∣∣dqds (r)
∣∣∣∣+K20
)
dr
 K0
2
+∞∫
d
dr
(−e 2ε ∫ sr q(τ ) dτ )dr +K20
+∞∫
e−
2
ε
k0(r−s) dr = K0
2
(
1 + εK0
k0
)
,s s
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∣∣(T θ2 − T θ1)(s)∣∣ 2K0‖θ2 − θ1‖L∞(R)
+∞∫
s
e
2
ε
∫ s
r q(τ ) dτ dr  εK0
k0
‖θ2 − θ1‖L∞(R).
Then, to complete the proof of (i) it is enough to observe that, by differentiating (2.13) with
respect to s, we see that the fixed point θ˜ of T in X is a global solution of (1.16). This proves
the existence of q+. The proof of the existence of −q− is similar. The existence of hε and the
estimate (2.9) are straightforward consequence of (i) and of the boundedness of θ+. (iii) and
the inequality (2.10) follow from (2.9) and general properties of the convolution (see e.g. [12,
p. 60]). If q is only continuous and satisfies (2.11), on the basis of Proposition 2.1(iii), the claims
follow applying the above argument on qj , j = 0,1. 
From Theorem 2.3(i) it follows in particular that, under the assumption (2.8) for q, the general
solution of the homogeneous equation Lεu = 0 is a linear combination of the two solutions
e
− 1
ε
∫ s
s0
q+(τ ) dτ
, e
1
ε
∫ s
s0
q−(τ ) dτ
, (2.14)
that generalize the expressions e− 1ε q(s−s0), e 1ε q(s−s0) valid when q is constant. If only the first
two terms in the series (1.12) of the WKB approximation are retained, then one obtains what in
the physics literature is called the Physical-Optics approximation:
1√
q(s)
e
− 1
ε
∫ s
s0
q(τ) dτ
,
1√
q(s)
e
1
ε
∫ s
s0
q(τ) dτ
. (2.15)
It is natural to ask about the relationship between the exact solutions (2.14) and the Physical-
Optics approximation (2.15). The expression of θ± as fixed point of the map T :X → X allows
a rigorous estimate of the difference between (2.14) and (2.15). We have indeed the following
proposition. We discuss only q+; q− can be analyzed in the same way.
Proposition 2.4. Assume that q ∈ C2(R) satisfies
0 < k0  q(s), ∀s ∈R, (2.16)∣∣∣∣dqds (s)
∣∣∣∣,
∣∣∣∣d2qds2 (s)
∣∣∣∣ K˜, ∀s ∈R, (2.17)
for some k0, K˜ > 0. Then,
θ+(s) = d
ds
ln
√
q(s)+O(ε), ∀s ∈R, (2.18)
and therefore
e
− 1
ε
∫ s
s0
q+(τ ) dτ =
√
q(s0)√
q(s)
e
− 1
ε
∫ s
s0
(q(τ)+O(ε2)) dτ
, ∀s ∈R. (2.19)
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∣∣∣∣∣θ+(s)+ 1ε
s∫
+∞
e
2
ε
∫ s
r q(τ ) dτ
dq
ds
(r) dr
∣∣∣∣∣K20
+∞∫
s
e
2
ε
∫ s
r q(τ ) dτ dr
K20
+∞∫
s
e−2
k0
ε
(r−s) dr = εK
2
0
2k0
. (2.20)
To estimate
θ+0 (s) :=
1
ε
+∞∫
s
e
2
ε
∫ s
r q(τ ) dτ
dq
ds
(r) dr
we divide the interval (s,+∞) as (s, s + 12k0 ε|ln ε|), (s + 12k0 ε|ln ε|,+∞):
θ+0 (s) =
1
ε
( s+ ε|ln ε|2k0∫
s
+
+∞∫
s+ ε|ln ε|2k0
)
e
2
ε
∫ s
r q(τ ) dτ
dq
ds
(r) dr = θ+1 (s)+ θ+2 (s). (2.21)
We have
∣∣θ+2 (s)∣∣ K˜ε
+∞∫
s+ ε|ln ε|2k0
e−
2k0
ε
(r−s) dr  ε εK˜
2k0
, (2.22)
and
θ+1 (s) =
|ln ε|
2k0∫
0
e2
∫ 0
t q(s+εσ )dσ dq
ds
(s + εt) dt
=
|ln ε|
2k0∫
0
e2
∫ 0
t q(s) dσ
dq
ds
(s) dt +
|ln ε|
2k0∫
0
e2
∫ 0
t q(s+εσ )dσ
(
dq
ds
(s + εt)− dq
ds
(s)
)
dt
+
|ln ε|
2k0∫
0
e2
∫ 0
t q(s) dσ
(
e2
∫ 0
t [q(s+εσ )−q(s)]dσ − 1)dq
ds
(s) dt
= I1 + I2 + I3. (2.23)
Now, we can estimate
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|ln ε|
2k0∫
0
e−2k0t t dt < εK˜
4k20
, (2.24)
|I3| K˜
|ln ε|
2k0∫
0
e−2k0t
(
eεK˜t
2 − 1)dt
 2εK˜2
+∞∫
0
e−2k0t t2 dt  2εcK˜2, (2.25)
for a suitable positive constant c, and
I1 = dq
ds
(s)
|ln ε|
2k0∫
0
e−2q(s)t dt
= 1
2q(s)
dq
ds
(s)
(
1 − e
q(s)
k0
ln ε)= d
ds
ln
√
q(s)+O(ε). (2.26)
The estimate (2.18) follows from the estimates (2.20)–(2.26). Then, q+ = q + εθ+ implies
(2.19). 
Remark 2.5. Statements analogous to (2.18) and (2.19) can be established in any compact inter-
val for a positive q of class C2. The point of Proposition 2.4 is that (2.18), (2.19) are valid on the
whole of R with O(ε), O(ε2) bounded.
3. Existence of θ± and estimates
3.1. The case p ∈ (0,1]
In this section we study the existence and some properties of θ+, θ− when the exponent p in
assumption (H)(ii) is not greater than one.
Note that, in this case, dq
ds
is discontinuous at s = 0 and, if p < 1, also unbounded. Therefore,
by a solution of (1.16) or (1.17) we mean a continuous function that satisfies (1.16) or (1.17) in
(−∞,0) and in (0,+∞). This is equivalent to solution in the sense of distributions.
On the basis of Proposition 2.1 is suffices to show the existence of q+ under the assumption
that q coincides with one of the functions qj , j = 1,2, in assumption (H).
Proposition 3.1. Assume that q coincides with q1 or q2. There is ε0 > 0 such that for
ε ∈ (0, ε0) there exists a unique continuous bounded function θ+ :R → R, depending on ε,
which solves (1.16). Moreover,
(i) q+ = q + εθ+ is strictly positive;
(ii) q+ is a C1 function.
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by (1.20). From assumption (H)(ii) it follows that the function
s → −
(
1
q2
dq
ds
)
(s)
is increasing in the interval (−δ,0) and diverges to +∞ for s → 0−.
Therefore, there is a unique real number aε ∈ (0, δ) such that
1 = −ε
(
1
q2
dq
ds
)
(−aε), (3.1)
and, by (3.1),
aε = cε
1
p+1 , (3.2)
for a suitable positive constant c independent of ε. On the other hand, (H)(iv) implies that, if ε is
sufficiently small, Eq. (3.1) has no solution in (−∞,−δ].
It follows that the functions θi : (−∞,−aε] ∪ (0,+∞) →R, i = 1,2,
θ1 := −q
ε
(
1 +
√
1 + ε
q2
dq
ds
)
, (3.3)
θ2 := −q
ε
(
1 −
√
1 + ε
q2
dq
ds
)
, (3.4)
are well defined and it results
−aε < s < 0 ⇒ Θ(s, θ) > 0, ∀θ ∈R, (3.5)
s ∈ (−∞,−aε)∪ (0,+∞) ⇒
{
Θ(s, θ) > 0, ∀θ ∈ (−∞, θ1(s))∪ (θ2(s),+∞),
Θ(s, θ) < 0, ∀θ ∈ (θ1(s), θ2(s)). (3.6)
We also observe the following properties of the functions θi , i = 1,2:
(p1)
⎧⎨
⎩
θ1(s) < θ2(s), ∀s ∈ (−∞,−aε)∪ (0,+∞),
θ1(−aε) = θ2(−aε) = −1
ε
q(−aε) = −cε−
1
p+1 ,
for a suitable positive constant c independent of ε;
(p2)
{
θ1(s) < 0, ∀s ∈ (−∞,−aε)∪ (0,+∞),
θ2(s) 0, ∀s ∈ (−∞,−aε), θ2(s) > 0, ∀s ∈ (0,+∞).
Moreover, from (H)(ii), there exist the limits for s → 0+ of θ1, θ2 and
lim+ θ1(s) = −
√
1 dq (
0+
)
, lim+ θ2(s) =
√
1 dq (
0+
)
.s→0 ε ds s→0 ε ds
G. Fusco, C. Pignotti / J. Differential Equations 244 (2008) 514–554 527Then,
− lim
s→0+
θ1(s) = lim
s→0+
θ2(s) =
{+∞ if p ∈ (0,1),
1√
ε
if p = 1. (3.7)
From (H)(iii) and (H)(iv) we further have that there exist the limits for s → ±∞ of θi , i = 1,2,
and
lim
s→±∞ θ2(s) = 0. (3.8)
Condition (H)(iv) allows
lim
s→±∞q(s) = +∞,
and therefore it may result
lim
s→±∞ θ1(s) = −∞.
Denote by θ∗ : (−∞,−aε] →R the solution of (1.16) through the point (−aε,− 1ε q(−aε)), that
is
s → θ∗(s) := θ
(
s;−aε,−1
ε
q(−aε)
)
, (3.9)
where θ(s; s0, θ0) is the general solution of (1.16).
The same argument used in the discussion of (3.1) shows that, given η > 1, the equation
η2 − 1 = ε
(
1
q2
dq
ds
)
(s), s ∈ (0,+∞), (3.10)
has a unique solution bε ∈ (0, δ). Define θˆ : [0, bε] →R by setting
θˆ (s) := 1
ε
(
2ηq(bε)− (1 + η)q(s)
)
. (3.11)
Note that
θˆ (bε) = θ2(bε). (3.12)
Indeed, (3.10) implies η =
√
1 + ε( 1
q2
dq
ds
)(bε) and therefore, from (3.4), θ2(bε) = 1ε (η−1)q(bε).
Let θˆ2 : [bε,+∞) →R be defined by
θˆ2(s) = max
rs
θ2(r). (3.13)
Observe that, for ε > 0 sufficiently small, it results
θˆ2(s) θˆ2(bε) = θ2(bε), ∀s ∈ [bε,+∞). (3.14)
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θ2(s)
θ2(bε)
=
q(s)(
√
1 + ( ε
q2
dq
ds
)(s)− 1)
q(bε)(η − 1)
 1
2(η − 1)
ε
q(bε)
(
1
q
dq
ds
)
(s) Q
2(η − 1)
ε
q(bε)
, ∀s ∈ [δ,+∞), (3.15)
where we have set
Q = max
s∈[δ,+∞)
(
1
q
dq
ds
)
(s).
Moreover, from (H)(ii), we can easily see that θ2(·) is decreasing on (0, δ).
Let us consider the region R⊂R2 (see Fig. 1) defined by
R :=
{
(s, θ): θ  θ∗(s), ∀s ∈ (−∞,−aε]; θ −1
ε
q(s), ∀s ∈ [−aε,0];
0 θ  θˆ (s), ∀s ∈ [0, bε]; 0 θ  θˆ2(s), ∀s ∈ [bε,+∞)
}
. (3.16)
We will show that the region R is negatively invariant.
From (3.11) it follows that θˆ (s) θˆ (bε) > 0, and then we have
Θ
(
s, θˆ (s)
)− dθˆ
ds
(s) > θˆ2(bε)+ 2q(s)
ε
θˆ(bε)+ η
ε
dq
ds
(s) > 0, 0 s  bε, (3.17)
where we have also used the fact that dq
ds
> 0 in [0, bε]. The inequality (3.17) implies that the
flow of the vector field (1,Θ) exits R through the curve {(s, θˆ (s))}s∈[0,bε].
−aε

− qε
θ2
θ1
θ∗ θ1
θ2
θˆ2
Fig. 1. In bold the boundary of the setR (0 <p  1).
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curve {(s,0)}s0.
Moreover, the flow also exits R through the curve {(s, θˆ2(s))}s∈[bε,+∞). This follows from
the observation that where θˆ2(s) > θ2(s) we have dθˆ2ds (s) = 0 and Θ(s, θˆ2(s)) > 0, while if s is
such that θˆ2(s) = θ2(s) we have dθˆ2ds (s) 0 and Θ(s, θˆ2(s)) = 0.
On the other hand, the flow cannot cross the orbit of s → θ∗(s). Therefore, to conclude
the negative invariance of R it suffices to verify that the flow exits R through the curve
{(s,− 1
ε
q(s))}s∈[−aε,0). This follows from
Θ
(
s,−1
ε
q(s)
)
+ 1
ε
dq
ds
(s) = −q
2(s)
ε2
< 0, s < 0. (3.18)
SinceR is negatively invariant, from Lemma 2.2 it follows that there exists a closed nonempty
set [μ,ν] such that, given θ ∈ [μ,ν], the solution θ(s;bε, θ) is defined for all s  bε.
Moreover, due to (3.8), the solution θ(s;bε, θ) converges to 0 as s → +∞.
We claim that μ = ν and therefore there is a unique solution defined in [bε,+∞) that con-
verges to 0 as s → +∞. On the contrary, suppose that θa , θb are solutions of (1.16) through
(bε, θa), (bε, θb) with μ θa < θb  ν. Then, from (1.16) it follows
d(θb − θa)
ds
= θ2b − θ2a + 2
q
ε
(θb − θa) 0, (3.19)
and therefore (θb − θa)(s) θb − θa for s  bε. This is in contradiction with the fact that θa and
θb go to 0 as s → +∞. So, the claim follows.
From the negative invariance of R it follows that θ(s;bε, θ) can be extended to the whole
half-line (0,+∞). Moreover, since R is bounded above by the curve {(s, θˆ (s))}s∈[0,bε], there
exists
lim
s→0+
θ(s;bε, θ) = θ0 ∈
(
0,2η
q(bε)
ε
)
. (3.20)
In order to show that there is a unique θ : (−∞,0) →R which solves (1.16) and has the property
lim
s→0−
θ(s) = θ0, (3.21)
and therefore that the solution θ(s;bε, θ) can be extended to the whole line (−∞,+∞), we need
the following lemma.
Lemma 3.2. There exist two continuous functions
σ :
(−∞, θˆ (0)]→R and f : (−∞, θˆ (0))→ (−∞, θˆ (0))
such that
−aε < σ(ω) < 0, ∀ω ∈
(−∞, θˆ (0)), σ (θˆ (0))= 0, (3.22)
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lim
s→0−
θ
(
s;σ(ω),ω)= f (ω). (3.23)
Moreover, f :f−1{(0, θˆ (0))} → (0, θˆ (0)) is a homeomorphism.
Note that the solutions of (1.16) on an interval [−τ,0], with τ > 0 and (−τ, θ(−τ)) ∈ R,
can be extended to (−∞,0) since they are increasing when positive and bounded below by the
boundary of the set R.
Then, from Lemma 3.2 it follows that there is a unique solution θ+ : (−∞,+∞) → R which
is continuous and satisfies (1.16) in (−∞,0)∪(0,+∞). The fact that the orbit of θ+ is contained
in the interior of R implies that
θ+(s) > −q(s)
ε
(3.24)
and therefore that the function q+ = q + εθ+ is strictly positive.
To conclude the proof of Proposition 3.1 it remains to show that q+ ∈ C1(R). To show that
q+ is differentiable we have only to prove the differentiability at 0. We have
q+(s)− q+(0)
s
= q(s)+ ε(θ
+(s)− θ+(0))
s
. (3.25)
On the other hand, (1.16) implies
ε
(
θ+(s)− θ+(0))=
s∫
0
[
εθ+2(r)+ 2q(r)θ+(r)]dr − q(s),
and then, taking the limit in (3.25),
dq+
ds
(0) = lim
s→0
1
s
s∫
0
[
εθ+2(r)+ 2q(r)θ+(r)]dr = εθ+2(0). (3.26)
So, q+ is differentiable in (−∞,+∞). To conclude it is sufficient to prove that
dq+
ds
(s) → dq
+
ds
(0), for s → 0. (3.27)
From (1.16) we can compute
dq+
ds
(s) = dq
ds
(s)+ ε dθ
+
ds
(s) = εθ+2(s)− 2q(s)θ+(s).
Then, (3.27) follows by (3.26). 
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1
p+1 ) > 0 and define θ˜ : [−σε,0] →R by setting
θ˜ (s) := 2η
ε
(
q(−bε)− q
(
s
bε
σε
))
, s ∈ [−σε,0]. (3.28)
Note that
θ˜ (0) = θˆ (0) = 2η
ε
q(−bε).
Then, we have
dθ˜
ds
(s)−Θ(s, θ˜ (s))> 0, s ∈ [−σε,0). (3.29)
To show this we observe that (3.28) implies
0 < θ˜(s) < 2
η
ε
q(−bε), ∀s ∈ (−σε,0],
and therefore
0 <Θ
(
s, θ˜ (s)
)
<
1
ε2
[
4η2q2(−bε)+ 4ηq(s)(η − 1)q(−bε)
]− 1
ε
dq
ds
(s)
<
c
ε2
q2(−bε)− 1
ε
dq
ds
(s), (3.30)
where we have used the fact that q is decreasing and we have indicated by c a suitable positive
constant. From (3.28) and (3.30), recalling that q(s) = C(−s)p for s ∈ (−δ,0] and that bε =
O(ε
1
p+1 ) it follows, for ε small,
dθ˜
ds
(s)−Θ(s, θ˜ (s))> −2η
ε
bε
σε
dq
ds
(
s
σε
bε
)
+ 1
ε
dq
ds
(s)− c
ε2
q2(−bε)
= c0
ε
(−s)p−1
[
2η
(
bε
σε
)p
− 1
]
− c
ε2
b2pε >
b
p
ε
εσε
(
c2 − c3 σεb
p
ε
ε
)
>
c2
2
b
p
ε
εσε
, s ∈ [−σε,0), (3.31)
where we have used
lim
ε→0+
bε
σε
= +∞ and lim
ε→0+
σεb
p
ε
ε
= 0,
and ci , i = 0, . . . ,3, are suitable positive constants.
The assumption σε = o(ε
1
p+1 ) implies that, for small ε > 0, we have −aε < −σε < 0. Under
this assumption define ⎧⎨
⎩
σ(ω) = −σε, ω ∈ (−∞,0],
σ(ω) = θ˜−1(ω), ω ∈
[
0,2
η
q(−bε)
]
.
(3.32)
ε
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the other hand, the estimate (3.31) shows that the same is true for ω ∈ (0, θˆ (0)). It follows that
for each ω ∈ (−∞, θˆ (0)), the function θ(s;σ(ω),ω) is increasing and bounded above by θˆ (0)
in the interval [σ(ω),0).
Therefore, there exists f : (−∞, θˆ (0)) →R such that
lim
s→0−
θ
(
s;σ(ω),ω)= f (ω).
Continuous dependence of solutions of ordinary differential equations from the initial datum
implies that f is continuous.
Set θω(s) = θ(s;σ(ω),ω). Then, from the definition of σ and (3.31) it follows that
ω2 >ω1 ⇒ θω2(s)− θω1(s) > 0, s ∈
[
σ(ω2),0
)
. (3.33)
Consider ω1,ω2 ∈ f−1{(0, θˆ (0))}. If ω2 >ω1, then from (3.33) and (1.16) it follows
d
ds
(
θω2(s)− θω1(s)
)= θ2ω2(s)− θ2ω1(s)+ 2q(s)ε
(
θω2(s)− θω1(s)
)
= (θω2(s)− θω1(s))
(
θω2(s)+ θω1(s)+ 2
q(s)
ε
)
> 0 (3.34)
and, therefore,
θω2(s)− θω1(s) ω2 − θω1
(
σ(ω2)
)
> 0.
This implies, by taking the limit for s → 0−,
f (ω2) > f (ω1). (3.35)
Therefore, the restriction of f to f−1{(0, θˆ (0))} is injective. Finally, we show that f maps
f−1{(0, θˆ (0))} onto (0, θˆ (0)). From (3.5) it follows
f (ω) > ω, ∀ω ∈ (−∞, θˆ (0)). (3.36)
The continuity of f and (3.36) imply that, to show that f maps f−1{(0, θˆ (0))} onto (0, θˆ (0)), it
suffices to prove that there exists ω0 ∈ (−∞, θˆ (0)) such that f (ω0) < 0. The existence of such a
ω0 follows from the fact that the flow of the vector field (1,Θ) exits R through the graph of the
curve {(s,− 1
ε
q(s))}s∈[−aε,0). 
In order to derive good lower bounds on θ+ and in turn sharp upper bounds on hε, we need
to sharpen the negatively invariant set R.
Let ξ ∈ (0, 12 ) a number to be chosen later and let βε ∈ (0, bε) the unique solution of
ξq(bε) = 1q(s), (3.37)2
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βε = cξ
1
p
(
ε
η2 − 1
) 1
p+1
, (3.38)
for a suitable positive constant c independent of ε, η, ξ. Denote by ϕˆ : [0, βε] → R the function
defined by
ϕˆ(s) := 1
ε
(
ξq(bε)− 12q(s)
)
, s ∈ [0, βε]. (3.39)
Note that ϕˆ(s) > 0, s ∈ [0, βε). Moreover, η > 1 and ξ ∈ (0, 12 ) imply
θˆ (s)− ϕˆ(s) = 1
ε
[
(2η − ξ)q(bε)−
(
1
2
+ η
)
q(s)
]
>
1
ε
(
1
2
+ η
)(
q(bε)− q(s)
)
> 0, ∀s ∈ [0, βε]. (3.40)
Now, fix ζ ∈ (0,1) and let −αε < −aε be the unique solution of the equation
1 − ζ 2 = −ε
(
1
q2
dq
ds
)
(s), (3.41)
that is
αε = c
(
ε
1 − ζ 2
) 1
p+1
, (3.42)
for a positive constant c independent of ε and ζ. Define ϕ˜ : [−αε,0] →R by setting
ϕ˜(s) = 1
ε
(
ξq(bε)− (1 + ζ )q(s)
)
, s ∈ [−αε,0], (3.43)
where ξ ∈ (0, 12 ) is the number in the definition of ϕˆ. Finally, denote by ϕ∗ the solution of
Eq. (1.16) through the point (−αε, θ2(−αε)), that is
ϕ∗(s) := θ(s;−αε, θ2(−αε)). (3.44)
Set (see Fig. 2)
R0 :=
{
(s, θ) ∈R: θ  ϕ∗(s), s ∈ (−∞,−αε); θ  ϕ˜(s), s ∈ [−αε,0);
θ  ϕˆ(s), s ∈ [0, βε]
}
. (3.45)
Lemma 3.3. There exist numbers ξ ∈ (0, 12 ), ζ ∈ (0,1), such that the set R0 defined by (3.45) is
negatively invariant.
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bε
−αε

− qε
θ2
θ1
θ∗ θ1
θˆ2
ϕ˜
ϕ∗
ϕˆ
βε
θˆ
Fig. 2. In bold the boundary of the setR0 (0 <p  1).
Proof. First of all, observe that
Θ
(
s, ϕˆ(s)
)− dϕˆ
ds
(s) < 0, s ∈ (0, βε], (3.46)
that is the flow of the vector field (1,Θ) exits R0 through the curve {(s, ϕˆ(s))}s∈[0,βε].
To show (3.46) we use the estimate
Θ
(
s, ϕˆ(s)
)
<
3ξ
ε2
q2(bε)− 1
ε
dq
ds
(s),
which implies, recalling (3.38),
Θ
(
s, ϕˆ(s)
)− dϕˆ
ds
(s) <
3ξ
ε2
q2(bε)− 12ε
dq
ds
(s) 3ξ
ε2
q2(bε)− 1
ε
dq
ds
(βε)
= ξε− 2p+1 K1
(
1 − K2
ξ
1
p
)
, s ∈ [0, βε], (3.47)
for suitable positive constants K1, K2 independent of ε and ξ. Thus, (3.46) holds if we fix ξ
verifying 0 < ξ < min{ 12 ,Kp2 }.
Now, note that Eq. (3.41) implies
θ2(−αε) = −q(−αε)
ε
(1 − ζ ), (3.48)
and then
ϕ˜(−αε)− θ2(−αε) = 1
ε
(
ξq(bε)− 2ζq(−αε)
)
= cε− 1p+1
(
ξ
(η2 − 1) pp+1
− 2ζ
(1 − ζ 2) pp+1
)
> 0, (3.49)
provided ζ is sufficiently small.
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can be chosen independent of ξ.
From (3.49) and the fact that ϕ˜ is increasing and θ2|[−αε,−aε] is decreasing, it follows
ϕ˜(s)− θ2(s) > 0, s ∈ [−αε,−aε]. (3.50)
We also note that
Θ
(
s, ϕ˜(s)
)− dϕ˜
ds
(s) = ϕ˜2(s)+ 2q(s)
ε
ϕ˜(s)+ ζ
ε
dq
ds
(s)
= 1
ε2
[(
εϕ˜(s)
)2 + 2εq(s)ϕ˜(s)+ q2(s)− q2(s)+ εζ dq
ds
(s)
]
= 1
ε2
[(
ξq(bε)− ζq(s)
)2 − q2(s)+ εζ dq
ds
(s)
]
= 1
ε2
[
ξ2
(
q(bε)− kq(s)
)2 − q2(s)+ εξk dq
ds
(s)
]
, s ∈ [−αε,0]. (3.51)
If we put s = −αεx, x ∈ [0,1], then from (3.51) we have
Θ
(
s, ϕ˜(s)
)− dϕ˜
ds
(s) ε−
2
p+1
[
ξ2C0 −C0x2p − ξC1xp−1
]
, x ∈ [0,1], (3.52)
for suitable positive constants C0,C1. Since p  1, there exists a constant C2 > 0 such that
C0x2p + C1xp−1  C2ξ
2p
p+1 , ∀x ∈ [0,1]. Therefore, for ξ sufficiently small, from (3.52) we
have
Θ
(
s, ϕ˜(s)
)− dϕ˜
ds
(s) 0, s ∈ [−αε,0],
that is the flow of the vector field (1,Θ) exits R0 through the curve {(s, ϕ˜(s))}s∈[−αε,0]. So, the
set R0 is negatively invariant. 
Proof of Theorem 1.1. Once we know that q± exist then it is easy to see that the function hε
defined by (1.3) can be identified with the fundamental solution of the operator Lε.
From (1.15) we have, for a suitable constant k2,
q+(s) = q(s)+ εθ+(s) q(s)+ εθˆ(0)
= q(s)+ 2ηq(bε) = q(s)+ k2ε
p
p+1 ,
where we have used the fact that θ+ is decreasing in (0,+∞) and increasing in the set (−α+ε ,0)
where it remains positive. So, the second inequality in (1.4) is proved with K2 = 1.
Now, observe that ϕ∗ is decreasing in (−∞,−αε] and then
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= q(s)+ εθ2(−αε) = q(s)− (1 − ζ )q(−αε)
 ζ
2
q(s)+
(
1 − ζ
2
)
q(−αε)− (1 − ζ )q(−αε)
= ζ
2
q(s)+ ζ
2
q(−αε), ∀s ∈ (−∞,−αε]. (3.53)
For s ∈ [−αε,0] we obtain
q+(s) q(s)+ εϕ˜(s) = ξq(bε)− ζq(s)
 2ζq(−αε)− ζq(s) = ζq(−αε)+ ζ
(
q(−αε)− q(s)
)
 ζq(−αε) ζ2q(−αε)+
ζ
2
q(s), (3.54)
where we have used (3.49).
For s ∈ [0, βε] we have
q+(s) q(s)+ εϕˆ(s) = ξq(bε)+ 12q(s). (3.55)
Finally,
q+(s) = q(s)+ εθ+(s) q(s) 1
2
q(s)+ 1
2
q(βε), ∀s ∈ [βε,+∞). (3.56)
Therefore, the first inequality of (1.4) follows by (3.53)–(3.55) and (3.56) recalling that bε , αε ,
βε are of order pp+1 with respect to ε.
Now, the proof of (1.5) follows immediately by (1.4) observing that analogous estimates can
be obtained on q−.
Then, from (1.4),
ε
(
q+(r)+ q−(r)) 1
K
ε
2p+1
p+1 , (3.57)
for a suitable constant K. Moreover, for r  s,
−1
ε
s∫
r
q+(τ ) dτ −k
ε
|s − r|ε pp+1 = −k |s − r|
ε
1
p+1
, (3.58)
for a suitable constant k > 0. Analogously, for r  s,
1
ε
s∫
r
q−(τ ) dτ −k
ε
|s − r|ε pp+1 = −k |s − r|
ε
1
p+1
. (3.59)
So, using (3.57)–(3.59) in definition (1.3) we obtain estimate (1.5). 
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Proposition 3.1 holds even when the exponent p in (H)(ii) is in (1,+∞) but the proof needs
some changes. First of all, note that in this case dq
ds
is continuous at 0. This fact simplifies the
study of the existence of θ±.
Proof of Proposition 3.1. As in the case p  1, there is a unique aε > 0 solution of (3.1),
the functions θi : (−∞,−aε] ∪ (0,+∞) → R, i = 1,2, are well defined and we have (3.5),
(3.6), (3.8). But, in this case,
lim
s→0+
θ2(s) = lim
s→0+
θ1(s) = 0. (3.60)
Therefore θ2 is bounded on [0,+∞) and the definition of the setR (see Fig. 3) can be simplified
to
R :=
{
(s, θ): θ  θ∗(s), ∀s ∈ (−∞,−aε]; θ −1
ε
q(s), ∀s ∈ [−aε,0];
 θ  θˆ2(s), ∀s ∈ [0,+∞)
}
, (3.61)
where θ∗, θˆ2 are defined as in (3.9), (3.13).
From the negative invariance of R it follows, as before, the existence of a unique solution
θ+ : [0,+∞) → R with graph contained in R. The solution θ+ can be immediately extended to
(−∞,+∞). Indeed p ∈ (1,+∞) implies that the vector field Θ is nonsingular at s = 0 (note
that this is true even for p = 1). 
To extend Theorem 1.1 to the case at hand, as in the case p ∈ (0,1], we need to show that the
graph of θ+ actually lies in a smaller set R0 ⊂R. To define R0 we set
bε = ε
1
p+1 (3.62)
−aε

− qε
θ2
θ1
θ∗ θ1
θ2
θˆ2
Fig. 3. In bold the boundary of the setR (p > 1).
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aε = cbε (3.63)
for a suitable constant c independent of ε. We also observe that, if ε > 0 is sufficiently small and
λ is a positive number, from q(s) = C|s|p, we have
θ2(λbε) = p λ
p−1
2
λ
p+1
2 +
√
λp+1 + p
C
= ρ(λ)b
p
ε
ε
, (3.64)
where C is the positive constant in (H)(ii).
Let s < 0 be the solution of the equation
−q(s)+ 1
2
λpq(bε) = −q(−aε). (3.65)
We can compute
s = −
(
cp + 1
2
λp
) 1
p
bε, (3.66)
where c is the constant in (3.63). Note that s < −aε.
Consider now the solution θ(s;nλbε, θ2(λbε)) of (1.16) through the point (nλbε, θ2(λbε)),
where n > 1 is a number independent of λ to be chosen later. We now show that there is σ(λ) > 0
defined for small λ > 0 such that s = σ(λ)bε satisfies
θ
(
s;nλbε, θ2(λbε)
)= 0. (3.67)
The existence of a σε(λ) such that s = σε(λ)bε solves this equation follows from
lim
λ→0+
(
nλbε, θ2(λbε)
)= 0
which implies
θ
(
s;nλbε, θ2(λbε)
)
< θ+(s),
for every s where θ(s;nλbε, θ2(λbε)) is defined.
To show that actually σε(λ) is independent of ε we make the change of variable
θ = ρ
bε
, s = σbε. (3.68)
This change of variables transform (1.16) into
dρ = ρ2 + 2Cρσp − pCσp−1. (3.69)
dσ
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(ρ,σ ) ∈ {ρ < −Cσp +√C2σ 2p + pCσp−1, σ > 0}.
Let ρ˜(σ ) the solution to (3.69) through the point (1,0). This solution can be extended backward
to an interval [σ ,1] where σ is defined by the condition
ρ˜(σ )
bε
= θ2(σbε) = ρ(σ )
bε
, (3.70)
that shows that σ is a fixed number independent of ε. Then, for λ sufficiently small (independent
of ε) there exists a σ(λ) < 1 such that the solution ρ(σ ;nλ,ρ(λ)) of (3.69) through the point
(nλ,ρ(λ)) verifies ρ(σ (λ);nλ,ρ(λ)) = 0. This proves that
θ
(
σ(λ)bε, nλbε, θ2(λbε)
)= 0.
We are now in the position of defining the set R0 (see Fig. 4)
R0 :=
{
(s, θ): (s, θ) ∈R and, if s ∈ (s, s), θ > ϕ(s)}, (3.71)
where ϕ : (s, s) →R is given by
ϕ(s) :=
⎧⎪⎨
⎪⎩
− 1
ε
(q(s)− 12λpq(bε)), s < s < −λbε,
θ2(λbε)− 1ε q(s − nλbε), −λbε  s  nλbε,
θ(s;nλbε, θ2(λbε)), nλbε < s < s.
(3.72)
Lemma 3.4. There exist ε0, n > 1 and λ > 0 independent of 0 < ε < ε0 such that the set R0
defined in (3.71) is negatively invariant.
−aε

− qε
θ2
θ1
θ∗ θ1
θˆ2
s
nλbε s
ϕ
Fig. 4. In bold the boundary of the setR0 (p > 1).
540 G. Fusco, C. Pignotti / J. Differential Equations 244 (2008) 514–554Proof. In the interval (s,−λbε) we have
dϕ
ds
(s)−Θ(s, ϕ(s))= 1
ε2
(
q2(s)− 1
4
λ2pq2(bε)
)
 1
ε2
(
q2(−λbε)− 14λ
2pq2(bε)
)
= 3
4
C2
b
2p
ε
ε2
λ2p > 0. (3.73)
For later reference we remark that (3.73) implies
ϕ
(−λb−ε )= −1ε
(
q(−λbε)− 12λ
pq(bε)
)
< 0. (3.74)
On the other hand, recalling that ρ(λ) = O(λp−12 ), if λ < λ0 for some λ0 > 0, we have
ϕ
(−λb+ε )= bpεε
[
ρ(λ)−C(n+ 1)pλp]> 0. (3.75)
In the interval [−λbε,nλbε] we have, using Θ(λbε, θ2(λbε)) = 0,
dϕ
ds
(s)−Θ(s, ϕ(s))= −1
ε
(
dq
ds
(s − nλbε)− dq
ds
(s)+ dq
ds
(λbε)
)
+ 2
ε
[
q(s − nλbε)− q(s)+ q(λbε)
]
θ2(λbε)
− 1
ε2
q(s − nλbε)
[
q(s − nλbε)− 2q(s)
]
−1
ε
(
dq
ds
(s − nλbε)− dq
ds
(s)+ dq
ds
(λbε)
)
− 2
ε
[
q(nλbε)− q(λbε)
]
θ2(λbε)− 1
ε2
q2
(−(n+ 1)λbε)
= [Cp((n− ν)p−1 + sign(ν)|ν|p−1 − 1)λp−1
− 2C(np − 1)ρ(λ)λp −C2(n+ 1)2pλ2p]b2pε
ε2
, (3.76)
where in the last expression we have set s = νλbε with −1 < ν < n.
Now, observe that
min
ν∈(−1,n)
[
(n− ν)p−1 + sign(ν)|ν|p−1 − 1]> 0,
for n > 2
1
p−1 − 1. Moreover, ρ(λ)λp and λ2p decrease to zero faster than λp−1 when λ → 0.
Therefore, for λ sufficiently small
dϕ
ds
(s)−Θ(s, ϕ(s))> 0, for s ∈ [−λbε,nλbε]. (3.77)
This concludes the proof. 
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q+(s) = q(s)+ εθ+(s) q(s)+ ε max
(0,+∞)
θ2(s), (3.78)
where we have used the fact that θ+ is decreasing in (0,+∞) and increasing in the set (−α+ε ,0)
where it remains positive. A direct computation shows that
max
(0,+∞)
θ2 = cMε−
1
p+1 ,
for a suitable positive constant cM independent of ε.
So, from (3.78),
q+(s) q(s)+ k2ε
p
p+1 ,
and the second inequality in (1.4) is proved with K2 = 1.
Now, observe that θ∗ is decreasing in (−∞,−s] and then, from (3.62), (3.63), (3.66),
q+(s) q(s)+ εθ∗(s) q(s)+ εθ∗(−aε) = q(s)− q(−aε)
 λ
p/2
(cp + λp/2)q(s)+
cp
(cp + λp/2)q(s)−Cc
pbpε
 c˜q(s) c˜
2
q(s)+ c˜
2
q(s), (3.79)
with c˜ = λp/2
cp+λp/2 .
For s ∈ [s,−λbε] we obtain
q+(s) q(s)+ εϕ(s) 1
2
λpq(bε)
= c′q(s) c
′
2
q(s)+ c
′
2
q(s), (3.80)
for a suitable positive constant c′.
For s ∈ [−λbε,nλβε] we have, for a suitable constant c0 > 0,
q+(s) q(s)+ εϕ(s) q(s)+ εϕ(−λb+ε )= q(s)+ c0bpε , (3.81)
where we have used (3.75). Finally,
q+(s) = q(s)+ εθ+(s) q(s) 1
2
q(s)+ 1
2
q(nλβε), ∀s ∈ [nλβε,+∞). (3.82)
Therefore, the first inequality of (1.4) follows by (3.79)–(3.81) and (3.82) recalling that bε and s
are of order p
p+1 with respect to ε.
Now, from (1.4) we easily obtain (1.5) exactly as in the case p ∈ (0,1]. 
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We now extend the above discussion to cover the general case where q satisfies (HN). We
refer in particular to the case p  1. The discussion of the other case is analogous.
As before we can define θi , i = 1,2, by (3.3), (3.4), but now the domain of these functions
is of the form (−∞, s1 − a1ε ] ∪ (s1, s2 − a2ε ] ∪ · · · ∪ (sN−1, sN − aNε ] ∪ (sN ,+∞), where ahε =
chε
1/(1+p)
, h = 1, . . . ,N, for some constants ch > 0. We have
θi
(
sh − ahε
)= −1
ε
q
(
sh − ahε
)
, i = 1,2, h = 1, . . . ,N,
and
− lim
s→s+h
θ1(s) = lim
s→s+h
θ2(s) =
{+∞ if p ∈ (0,1),
1√
ε
if p = 1.
To distinguish the vector field (1,Θ) discussed above from the analogue vector field cor-
responding to q satisfying (HN), we denote the latter vector field by (1,Θ)′. The behavior
of (1,Θ)′ in the sets (−∞, s1 + δ) × R, (sh − δ, sh + δ) × R, (sN − δ,+∞) × R, is analo-
gous to the behavior of (1,Θ) in the sets (−∞, δ) × R, (−δ, δ) × R, (−δ,+∞) × R, respec-
tively. Therefore, as before we can define functions ϕ˜h : [sh − αhε ) → R, ϕˆh : [sh, sh + βhε ] → R,
θˆh : [sh, sh + bhε ] → R, h = 1, . . . ,N, such that the behavior of (1,Θ)′ on the graphs of ϕ˜h, ϕˆh,
θˆh is qualitatively the same of the vector field (1,Θ) on the graphs of ϕ˜, ϕˆ, θˆ , respectively. We
can also extend the definition of θˆ2 by setting
⎧⎪⎨
⎪⎩
θˆ2(s) = max
srsh−ahε
θ2(r), s ∈
(
sh−1, sh − ahε
]
, h = 2, . . . ,N ,
θˆ2(s) = max
sr
θ2(r), s ∈ (sN ,+∞).
On the basis of these observations, the same arguments developed above for the special case
N = 1, yield the existence of a unique solution θ : (sN−1,+∞) →R that satisfies the conditions
ϕ∗N(s) θ(s), s ∈
(
sN−1, sN − αNε
]
,
ϕ˜N (s) θ(s), s ∈
[
sN − αNε , sN
)
,
where ϕ∗N : (sN−1, sN − αNε ] → R is the solution of (1.16) through the point (sN − αNε ,
θ2(sN − αNε )). To conclude that the solution θ : (sN−1,+∞) → R satisfies the same bounds
derived in the special case N = 1, we prove
(a) θ(s) θˆN−1(s), s ∈
(
sN−1, sN−1 + bN−1ε
)
,
(b) ϕˆN−1(s) θ(s), s ∈
[
sN−1, sN−1 + βN−1ε
]
,
−1q(sN − aNε ) θ(s), s ∈ [sN−1 + βN−1ε , sN − αNε ].ε
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ϕˆN
ϕˆN−1
θ
ϕ˜N
sN−1 sN
θˆN
θˆ2
θ1
Fig. 5. In bold the boundary of the setR0 in the case of N singular points.
Indeed, from (a) and (b) it follows that
lim
s→s+N−1
θ(s) = θN−1 ∈
(
ϕˆN−1(sN−1), θˆN−1(sN−1)
)
and therefore, on the basis of Lemma 3.2, the solution θ can be extended to the interval
(sN−2,+∞). Then, the same arguments developed for extending θ to the interval (sN−2,+∞),
allow the extension to (sN−3,+∞). Proceeding in this way after N steps we conclude that θ
can be extended to the whole (−∞,+∞) with the same bounds valid in special case N = 1 dis-
cussed above (see Fig. 5). The proof of (a) and (b) is analogous to the proof of similar estimates
before and we omit the details.
3.4. V assuming also negative values
It is a general fact that if A is a linear operator on a Banach space X and A has a bounded in-
verse, then the same is true for any linear operator A˜ near A in the sense that ‖A˜−A‖‖A−1‖ < 1.
On the basis of this result and recalling that q in Theorem 1.1 is assumed to vanish at s = 0, it
is natural to expect that, provided the above condition is satisfied, Theorem 1.1 can be extended
to the case where the potential V is allowed to assume also negative values. From Theorem 1.2,
Lε has a bounded inverse (Lε)−1 on L∞(R) and
∥∥(Lε)−1∥∥
L∞(R) < Cε
− 2p1+p . (3.83)
If L˜ε = Lε + g where g :R→R is continuous and bounded, then we have
∥∥L˜ε −Lε∥∥ ∞ = ‖g‖L∞(R).L (R)
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‖g‖L∞(R) < cε
2p
1+p (3.84)
for some constant c > 0 sufficiently small, implies that L˜ε has a bounded inverse on L∞(R). We
show now that L˜ε admits a fundamental solution h˜ε and therefore that (L˜ε)−1 has an integral
representation of the form (1.7).
Theorem 3.5. Assume that q satisfies (H) and let g ∈ C(R) be such that
−cε 2p1+p  g(s). (3.85)
Then, there are c0 > 0 and ε0 > 0 such that 0  c < c0, 0 < ε  ε0 imply that the operator
Lε + g admits a fundamental solution hε ∈ C(R2) ∩ C1(R2 \ {s = r}) and the estimate (1.5)
holds together with all the statements in Theorem 1.2.
Proof. We first observe that we can assume g(s) 0, ∀s ∈R, because otherwise, on the basis of
Proposition 2.1, we can replace q2 with q2 + g+ and g with −g−, g+ and g− being the positive
and negative part of g. Fix η ∈ (0,1), a constant K > 0 and let
X :=
{
γ ∈ C(R2): 0 γ (s, r) K
ε
1+2p
1+p
e
−ηk |s−r|
ε
1
1+p
}
.
X with the metric induced by the L∞ norm is a complete metric space. If hε exists, then the
difference γ := hε − hε, where hε is the fundamental solution for the operator Lε, satisfies the
condition
Lεγ (s, r) = ∣∣g(s)∣∣(hε(s, r)+ γ (s, r)), (3.86)
or, equivalently,
γ (s, r) =
∫
R
hε(s, τ )
∣∣g(τ)∣∣(hε(τ, r)+ γ (τ, r))dτ, (3.87)
that is γ (s, r) is a fixed point of the map
T :γ (s, r) →
∫
R
hε(s, τ )
∣∣g(τ)∣∣(hε(τ, r)+ γ (τ, r))dτ.
To conclude the proof of the existence of hε we show that T :X → X is a contraction. Using
(1.5) and (3.85) we estimate
0 (T γ )(s, r) cK2 ε
2p
1+p
ε
2 1+2p1+p
∫
e
−k |s−τ |+|τ−r|
ε
1
1+p dτ + cKK ε
2p
1+p
ε
2 1+2p1+p
∫
e
−k |s−τ |+η|τ−r|
ε
1
1+p dτ. (3.88)R R
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|s − τ | + |τ − r| |s − τ | + η|τ − r| η|s − r| + (1 − η)|s − τ |
it follows that
∫
R
e
−k |s−τ |+|τ−r|
ε
1
1+p dτ 
∫
R
e
−k |s−τ |+η|τ−r|
ε
1
1+p dτ
 e
−ηk |s−r|
ε
1
1+p
∫
R
e
−(1−η)k |s−τ |
ε
1
1+p dτ = 2ε
1
1+p
(1 − η)k e
−ηk |s−r|
ε
1
1+p .
This inequality and (3.88) imply
0 (T γ )(s, r) 2cK
2 +KK
(1 − η)k ε
− 1+2p1+p e
−ηk |s−r|
ε
1
1+p . (3.89)
Therefore, provided c > 0 is sufficiently small, T is well defined as a map from X to itself. From
(3.85) and (1.8) with r = q = +∞, p′ = 1, it follows
‖T γ2 − T γ1‖L∞(R)  cCε
2p
1+p ε−
2p
1+p ‖γ2 − γ1‖L∞(R) = cC‖γ2 − γ1‖L∞(R), (3.90)
and therefore we conclude that T : X → X is a contraction for
0 c < c0 = min
{
1
C
,
(1 − η)kK
2(K2 +KK)
}
.
This concludes the proof of the existence of hε. The estimate (1.5) follows from hε = hε +γ and
the definition of X. 
4. A lower bound for the nth eigenvalue
In this section we derive some informations on the point spectrum of Lε and prove Theo-
rem 1.4.
We study the eigenvalue problem
−ε2w′′ + (q2 −E)w = 0, w ∈ L2(R). (4.1)
We work under the assumption that q :R→R is a smooth even function such that
q(0) = 0 and q(s) = 0, ∀s > 0, (4.2)
q|(0,+∞) is a nondecreasing function. (4.3)
But the lower bounds for the nth eigenvalue En that we derive applies more generally to any
function q such that there exists 0  q1  q that satisfies the above assumptions. This follows
from the minimax characterization of the eigenvalues that shows E1n En whenever q2  q2.1
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{
w = ρ cosα,
εw′ = −ρ sinα, (4.4)
we transform Eq. (4.1) into the equivalent first order system
⎧⎪⎨
⎪⎩
α′ = 1
ε
(
sin2 α + (E − q2) cos2 α),
ρ′ = −ρ
ε
(
1 + q2 −E) sinα cosα. (4.5)
Remark 4.1. (4.4) implies ρ2 = w2 + ε2w′2 and then ρ = 0 ⇔ (w,w′) = (0,0). It follows that,
for the analysis of the eigenvalues and eigenvectors, problems (4.1) and (4.5) are equivalent.
Remark 4.2. The transformation (4.4) is the classical Prüfer transformation that is widely used
in the discussion of eigenvalue problem for second order operators. We refer to [14] for an up to
date account of spectral theory for second order operators.
Let α(·; s0, α0,E) be the solution of the first equation in (4.5) through the point (s0, α0). Then,
we have
E˜ > E ⇒ α(s; s0, α0, E˜) > α(s; s0, α0,E), ∀s ∈ (s0,+∞). (4.6)
For each E ∈ [0, lims→+∞ q2(s)) let s(E) be the nonnegative solution of the equation
E = q2(s). (4.7)
Note that, from (4.3), s(E) is an increasing function of E.
Lemma 4.3. For each E ∈ [0, lims→+∞ q2(s)) there exists a unique β(E) ∈ (0, π2 ) such that
α(·; s(E),β(E),E)|[s(E),+∞) is increasing and
α
(
s; s(E),β(E),E)< π
2
, ∀s ∈ [s(E),+∞). (4.8)
Proof. The existence of β(E) follows from Lemma 2.2 with
R=
{
(s,α): α(s) α  π
2
, s ∈ [s(E),∞)},
where α(s) = arctan√q2(s)−E. To prove uniqueness assume there are β1, β2 ∈ (0,π/2),
with β1 < β2, such that αj := α(·; s(E),βj ,E)|[s(E),+∞) is increasing and αj (s) < π2 ,
s ∈ [s(E),+∞). Then, from (4.5) it follows
(α2 − α1)′ = 1
[(
sin2 α2 − sin2 α1
)+ (q2 −E)(cos2 α1 − cos2 α2)]> 0ε
G. Fusco, C. Pignotti / J. Differential Equations 244 (2008) 514–554 547and therefore (α2 − α1)(s) β2 − β1 which implies (α2 − α1)′  c0 for some constant c0 > 0,
in contradiction with the boundedness of α2 − α1. 
Lemma 4.4. A necessary and sufficient condition for E to be an eigenvalue of (4.1) is that there
exists an integer n 0 such that
α
(
s(E);0,0,E)= nπ + β(E). (4.9)
Proof. The analysis of the vector field (s,α) → (1,Ω(s,α,E)) defined by
Ω(s,α,E) = 1
ε
(
sin2 α + (E − q2) cos2 α), for E ∈ [0, lim
s→+∞q
2(s)
)
, (4.10)
shows that the asymptotic behavior for s → +∞ of α(s; s(E),α0,E) is as follows (see Fig. 6).
There exists the limit
β(α0)+ nπ = lim
s→+∞α
(
s; s(E),α0 + nπ,E
)
, ∀α0 ∈ [0,π), (4.11)
and
β(α0) =
⎧⎨
⎩
−β∞(E) if α0 ∈ [0, β(E)),
β∞(E) if α0 = β(E),
π − β∞(E) if α0 ∈ (β(E),π),
(4.12)
where β∞(E) ∈ (0, π2 ] is defined by
β∞(E) = arctan
(
lim
s→+∞
√
q2(s)−E
)
. (4.13)


s = s(E)
s
α
β(E)
Fig. 6. Curves Ω(s,α,E) = 0.
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w′ = −w
ε
tanα  w
ε
tan
(
β∞(E)/2
)
, for s  s, (4.14)
for some s > s(E). From (4.14) it follows that w grows at least exponentially for s → +∞ and
therefore a necessary condition for w to be an eigenfunction for E is that
α0 = β(E). (4.15)
Then, if we denote α0(E,n) = α(0; s(E),β(E)+ nπ,E), we must have
α
(
s(E);0, α0(E,n),E
)= β(E)+ nπ. (4.16)
A similar argument then shows that, it is also necessary
α
(−s(E);0, α0(E,n),E)= −β(E)− nπ. (4.17)
Since the vector field Ω(s,α) satisfies the symmetry condition
Ω(−s,−α) = Ω(s,α), (4.18)
we also have {
α
(
s(E);0,−α0(E,n),E
)= β(E)+ nπ,
α
(−s(E);0,−α0(E,n),E)= −β(E)− nπ. (4.19)
This contradicts uniqueness of solution of the first equation of (4.5) unless
α0(E,n) = 0, ∀n 0. (4.20)
This concludes the proof of the necessity.
Assume now that E satisfies Eq. (4.9). Then, the function w defined choosing α(s) =
α(s;0,0,E) and taking as ρ the solution of the second equation in (4.5) corresponding to this
choice of α(s) with initial condition ρ(0) = 1, satisfies (4.1) and is in L2(R). Therefore w is an
eigenfunction corresponding to the eigenvalue E. This concludes the proof. 
From Lemma 4.4 the set of the eigenvalues of (4.1) coincides with the set of the solutions to
Eq. (4.9).
Lemma 4.5. Given n 0 there is at most a value En ∈ [0, lims→+∞ q2(s)) that solves Eq. (4.9).
Proof. Assume that En solves Eq. (4.9) and let E >En. Define
α(s,E) = arctan(√q2(s)−E ), s ∈ [s(E),+∞), (4.21)
and
Rˆ= {(s,α): α(s,E)+ nπ < α < α(s; s(En),β(En)+ nπ,En), s ∈ [s(E),+∞)}. (4.22)
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S = {(s,α): s = s(E), nπ < α < α(s(E); s(En),β(En)+ nπ,En)}
and exits Rˆ through the graph of the function α(·,E) + nπ where Ω(s,α(s,E) + nπ,E) = 0
and also through the graph of the function αˆ(·) = α(·, s(En),β(En) + nπ,En). This follows by
E >En which implies
αˆ′(s) = Ω(s, αˆ(s),En)<Ω(s, αˆ(s),E). (4.23)
From these properties of the set Rˆ it follows
E >En ⇒ β(E)+ nπ < α
(
s(E), s(En),β(En)+ nπ,En
)
. (4.24)
On the other hand, from (4.6) it follows
α
(
s(E);0,0,E)> α(s(E);0,0,En)= α(s(E); s(En),β(En)+ nπ,En), (4.25)
where we have used β(En)+ nπ = α(s(En);0,0,En).
From (4.24) and (4.25) it follows
E >En ⇒ α
(
s(E);0,0,E)> nπ + β(E). (4.26)
This inequality concludes the proof. 
From Lemma 4.4 it follows that the point spectrum Pqε of the operator L = −ε2 d2ds2 +q2 coin-
cides with the set of solutions of Eq. (4.9). From Lemma 4.5 Pqε is a discrete set. The cardinality
#Pqε of Pqε depends on ε and on the behavior of q for s → ∞.
Proposition 4.6. Assume that q satisfies (4.2), (4.3). Then,
#Pqε  1, ∀ε ∈ (0,+∞). (4.27)
If lims→+∞ q(s) = +∞, then
#Pqε = +∞, ∀ε ∈ (0,+∞). (4.28)
Proof. We first show (4.28). Assume that lims→+∞ q(s) = +∞. For fixed s > 0 there exists
E > 0 such that
E − q2(s) 1, ∀s ∈ (0, s), ∀E E. (4.29)
From (4.29) and the first equation of (4.5) we have α′  1/ε, s ∈ (0, s), and therefore
α
(
s(E);0,0,E) α(s;0,0,E) s , (4.30)ε
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lim
E→+∞α
(
s(E);0,0,E)= +∞.
So, (4.28) is proved. Since (4.28) implies (4.27) under the assumption that q is unbounded,
to conclude the proof of (4.27) it remains to show that (4.27) holds true also in the case of q
bounded.
To show this we observe that if we set
q∞ := lim
s→+∞q(s) < +∞,
then we have
lim
E→q2∞
β(E) = 0. (4.31)
This follows from the fact that α(s; s(E),β(E),E) is increasing in s and
lim
s→+∞α
(
s; s(E),β(E),E)= arctan(√E − q2∞ ).
Now, observe that α(s(0);0,0,0) = 0 and, from Lemma 4.3, β(0) > 0. Then, from (4.31) and
the fact that α(s(E);0,0,E) is increasing in E it follows the existence of E0 > 0 such that
α
(
s(E0);0,0,E0
)= β(E0). (4.32)
So, E0 is an eigenvalue and this completes the proof of (4.27). 
The following result shows that, in the case of q bounded, the cardinality of the set Pqε may
be finite or infinite.
Proposition 4.7. There exist qi , i = 1,2, satisfying (4.2), (4.3), and
lim
s→+∞qi(s) = qi∞ < +∞ (4.33)
and such that
#Pq1ε = +∞, ∀ε ∈ (0,+∞), (4.34)
#Pq2ε < +∞, ∀ε ∈ (0,+∞). (4.35)
Proof. Let σ : [0,+∞) →R be a positive increasing function such that
lim σ(s) = +∞, lim σ(s) = 0, lim σ(s) = 1.
s→+∞ s→+∞ s s→0+ s
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s
is decreasing in (0,+∞) and that there exists ρ ∈ (0,1) for which
σ(ρs)
ρs
> h
σ(s)
s
, ∀s > sρ, (4.36)
for some h > 1 and for some sρ > 0.
An example of a function σ satisfying all the above requirements is σ(s) = s
(s+1)1/2 with
ρ = 1/2.
Define the function q1 by setting
q21 (s) = q2∞
(
1 − σ(s)
s
)
, s > 0.
Given k > 0 let sk be such that
σ(ρsk)
ρsk
− σ(sk)
sk
>
k
q2∞ρsk
. (4.37)
This is possible because by (4.36) we can write, for s > sρ,
σ (ρs)
ρs
− σ(s)
s
=
[(
σ(ρs)
ρs
)/(σ(s)
s
)
− 1
]
σ(s)
s
> (h− 1)σ (s)
s
,
and σ(s) → +∞ as s → +∞ by assumption. Now, take
E ∈
(
q2∞
(
1 − σ(sk)
sk
)
, q2∞
)
. (4.38)
Then, we have
E − q21 (s)
k
ρsk
, ∀s ∈ [0, ρsk]. (4.39)
Indeed by (4.37), for s ∈ [0, ρsk], we have
E − q21 (s) q2∞
(
1 − σ(sk)
sk
)
− q2∞
(
1 − σ(s)
s
)
= q2∞
(
σ(s)
s
− σ(sk)
sk
)
 q2∞
(
σ(ρsk)
ρsk
− σ(sk)
sk
)
>
k
ρsk
.
Inequality (4.39) and the first equation of (4.5) imply that
α′  1
ε
(
sin2 α + k
ρsk
cos2 α
)
 k
ερsk
, ∀s ∈ [0, ρsk], (4.40)
where we have assumed that sk is chosen so large that k  1.ρsk
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α
(
s(E);0,0,E)> α(ρsk;0,0,E) k
ε
, (4.41)
and (4.34) follows from the fact that k can be chosen arbitrarily.
Let q2 be such that q2(s) = q∞ for s  s. Then, we have
E − q22 (s) q2∞, ∀E ∈
(
0, q2∞
)
, (4.42)
and therefore, from the first equation of (4.5),
α′  1
ε
sin2 α + q
2∞
ε
cos2 α  1 + q
2∞
ε
, ∀s ∈R. (4.43)
Since s(E) < s, this implies
α
(
s(E);0,0,E) 1 + q2∞
ε
s, ∀E ∈ (0, q2∞), (4.44)
and (4.35) follows. 
Remark 4.8. Note that when (4.33) and (4.34) hold we have infinitely many eigenvalues in the
interval (0, q2∞) and
lim
n→+∞En = q
2∞. (4.45)
Note also that from (4.44) it follows that if q coincides with a constant for s larger than some
s > 0, then
#Pqε <
C
ε
, (4.46)
for some positive constant C.
From the first equation of (4.5) it follows that given E ∈ (0, lims→+∞ q2(s)),
lim
ε→0+
α
(
s(E); ·, ·,E)= +∞. (4.47)
This implies that for any n ∈N there is εn > 0 such that
ε ∈ (0, εn) ⇒ #Pqε > n. (4.48)
Moreover, given n ∈N, if En denotes the solution of (4.9),
lim+ En = 0. (4.49)ε→0
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α(s(E);0,0,E) is an increasing function of E and β(E) ∈ (0, π2 ), if En is the solution of (4.9)
and E˜n is the solution of
α
(
s(E);0,0,E)= nπ, (4.50)
then we have
E˜n En. (4.51)
The function α(s;0,0,E) is increasing for s ∈ [0, s(E)]. Let γ : [0, α(s(E);0,0,E)] → R be
the inverse function. Then, by (4.5), Eq. (4.50) is equivalent to
s(E) = ε
nπ∫
0
dα
sin2 α + [E − q2(γ (α))] cos2 α . (4.52)
Now, observe that
nπ∫
0
dα
sin2 α + [E − q2(γ (α))] cos2 α 
nπ∫
0
dα
sin2 α +E cos2 α =
nπ√
E
. (4.53)
Therefore, from (4.52) and (4.53), we obtain
s(E)
√
E  εnπ. (4.54)
Proposition 4.9. Assume that q satisfies (4.2), (4.3). Moreover, assume there are p ∈ (0,+∞),
δ > 0, such that
q(s) c|s|p, |s| < δ, (4.55)
for a positive constant c. Then, for any n ∈N there is εn > 0 such that #Pqε > n, ∀ε ∈ (0, εn) and
En  c
2
p+1 (εnπ)
2p
p+1 . (4.56)
Proof. Since En increases with q2 we can assume the sign of equality in (4.55). Then, the
proof follows immediately from (4.48), (4.51), (4.54) once one observes that, for q = c|s|p,
s(E) = c− 1p E 12p . 
Proposition 4.9 when applied to the principal eigenvalue E0 yields E0  0. Actually, it is
straightforward to show that there is a constant C0 > 0 such that, for ε > 0 sufficiently small
E0  C0ε
2p
1+p . (4.57)
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to the eigenvalue En has exactly n zeros. In particular, w0 does not change sign. Therefore, by
solving the eigenvalue equation
Lεw0 = E0w0 (4.58)
and using the estimate (1.8) with r = q = 2, p′ = 1, we get
‖w0‖L2(R) E0Cε−
2p
1+p ‖w0‖L2(R) (4.59)
which implies (4.57) and concludes the proof of Theorem 1.4.
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