Abstract-The paper proposes a near-optimal, distributed implementation of the particle filter for large scale dynamical systems with sparse measurements, as in wireless sensor networks (WSN) and power distribution systems. Compared to the centralized approach, the distributed implementation of the particle filter is computationally efficient and provides considerable transmission bandwidth savings due to a significant decrease in information exchange between the neighbouring nodes. In our test simulations, the performance of the distributed implementation is almost indistinguishable from the centralized particle filter.
the centralized approach is optimal, it is neither robust nor scalable to complex large-scale dynamical systems where the measurement nodes are distributed across a large geographical area. Extensive computation is required to implement the centralized procedure because of the high-dimensionality of large-scale system. Also, a huge amount of information needs to be communicated during each time lag, which is itself a big problem and, among other issues, adds latency to the estimation mechanism.
Although several different approaches have been proposed in the signal processing literature to cope with drawbacks of the centralized particle filter method [2] , [3] , but researches on the decentralized or distributed particle filter is somewhat limited. Almost all existing distributed particle filters approaches [4] , [5] are developed for monitoring low dimensional dynamical systems. These approaches duplicate a particle filter and estimate the entire (not a subset of) state vector at each observation node. Such a scheme is only practical when the dimension of the state vector is small. An alternate approach is used in [6] , where a distributed particle filter is developed assuming that the local observations at neighbouring nodes are independent. Such an assumption is over-simplifying and nonpractical in most engineering applications.
In this paper, a near-optimal distributed implementation of the particle filter for large scale dynamical systems with sparse measurements is presented. The distributed approach offers two advantages over the centralized approach. First, unlike the centralized approach, which is computationally intense and practically infeasible for systems with dimensions of large magnitudes, the distributed implementation is computationally feasible and provides significant savings. Second, the centralized approach requires a large amount of information exchange between the observation nodes at each iteration. This adds latency to the system. The distributed approach has a lower latency since it requires reduced number of information transfers between neighbouring nodes. Applications of interest include power constrained wireless sensor networks (WSN) [7] such as the ones used to observe physical processes that are characterized by: (i) non-linear dynamical models; (ii) sparse, highly localized observation sets at the nodes, and; (iii) Non-Gaussian processes. The observation model is, therefore, sparse due to the large dimensionality of the observation field and local nature of the observation transducers. By selecting a subset of the state vector at each node, a near-optimal, distributed implementation of the particle filter is proposed that computes the marginal posterior densities for the localized filters at each node. Each localized filter predict and estimate a subset of states with the overall result seen almost the same as the optimal result obtained from the centralized implementation of the particle filter.
The paper is organized as follows. In section II, the centralized particle filter is reviewed. The proposed distributed implementation of the particle filter is presented in Section III. Section IV provides quantitative comparison between the centeralized and distributed implementations of the particle filter by comparing their mean square errors (MSE) for an example simulation. Finally, Section V concludes the paper.
II. PARTICLE FILTER: CENTRALIZED IMPLEMENTATION
The sequential importance sampling (SIS) algorithm is a Monte Carlo (MC) method [8] that forms the basis for most sequential MC filters developed in the last decade [1] . The sequential MC (SMC) approach is also known as the bootstrap filtering, condensation algorithm, and particle filter [1] . It is a suboptimal technique for implementing a recursive Bayesian filter by MC simulations. The key idea in particle filtering is to represent the required posterior density function (pdf) by a set of random samples with associated weights and to compute estimates based on these samples and weights. As the number of samples increase, this MC characterization becomes an equivalent representation to the usual functional description of the posterior pdf and the SMC filter approaches the optimal Bayesian estimate.
Dynamical systems are usually modeled with a state-space set of models, which involves a process equation and an observation equation as follows
Process Equation:
X
where X is a vector composed of the states of dynamical system. Similarly, Z is the observation vector and U the external input (also referred to as the forcing term) to the system. Unlike the Kalman filter, functions F and G can possibly be nonlinear and the noise vectors {V, W } are not restricted to have Gaussian distributions. As discussed above, the particle filter uses a set of 'particles' and associated weighs to estimate the system state X. Let {x The posterior pdf is then approximated as follows
where δ(·) denotes the delta function. The weights are chosen based on the principle of importance sampling explained next. Suppose p(x) approximated by π(x) (we use the notation
to represent this approximation) is a pdf from which it is difficult to draw samples but for which π(x) is simple to work with and can be evaluated. Also, x i ∼ q(x), for i = 0, . . . , N, are samples that are easily generated from a proposal density called an importance density. Then, a weighted approximation [1] to the probability density function is given by the multiplication of particles and weights as follows
where
is the normalized weight of the i t h particle. If the samples were drawn from an importance density q(X i 0:k |Z 1:k ), then the weights in Eq. (5) are defined as
In the sequential case, we have samples (particles) at each step that approximate the posterior density at last iteration p(X 
then it is possible to obtain samples X 
and substituting Eqs. (7) and (8) in Eq. (5) . Simplifying the resulting expression gives us the following equation for sequentially updating the weights
, then the importance density is only dependent on X k−1 and Z k . This is particularly useful in practice when only a filtered estimate of p(X k |Z 1:k ) is required at each iteration.
III. PARTICLE FILTERING: DISTRIBUTED IMPLEMENTATION
In this paper, we propose a distributed particle filtering approach for large scale dynamical system and sparse observations. In this section, the model reduction of dynamical systems is described first and then the proposed distributed implementation of the particle filter based on the reduced model and sparse observation is introduced.
A. Modeling large-scale dynamical systems
In practice, for example in large scale power systems or WSN, observations of each node only depends on a subset of states and not on all of the states. Consequently the observation equation can be represented by a set of equations (one for each node) involving a subset of states as
where N s is the total number of observation nodes in the system, 
where, D (l) , for l = 1, 2, · · · , N s , is a subset of states not included in X l but required due to the process model, which may be thought of as internal inputs to each reduced state equation. These external inputs force the system to be coupled and eliminate any additional constraints on the system. The shared states in the process model also indicate that the reduced process model is not decoupled.
An alternate approach for deriving the distributed state and observartion models is discussed next. In many practical systems, the nodes have their own state vector. This means that instead of reducing models based on observation equation and defining the reduced state vectors based on the observation equation, we can define the reduced model based on the system by considering the interconnections of the nodes. For example, in power systems, each generator node has its own state vector consisting of the angular velocity of the generator, transient internal voltage of its armature, and the rotor angle with respect to the machine terminals coupling the system. For such a system, the state variables observed are the active and reactive power components of the terminal, which depend on the state vector of the same node and some states from the neighbouring nodes. In such cases, the model reduction is based on the process model.
B. Distributed recursive Bayesian filter
Based on the distributed models discussed in the last section, we now introduce the distributed implementation of the particle filter that is localized for each node. The local filters for the nodes estimate a subset of the sates. A reduced number of information transfers of the values of the shared states is still required but the overall transmissions are far less than those required with the centralized particle filter where information on all states need to be communicated. In the distributed implementation, the posterior densities of the reduced models are estimated at each observing node. The posterior densities of each reduced state model are obtained from the marginal distributions
where X l is a subset of states being filtered at the l th observation node. The posterior probability p(X l |Z) is a marginal distribution of the global posterior density. By maintaining a filter based on this posterior probability, we can marginally estimate a subset of states locally. Based on the observation model for each sensor, we rewrite this posterior probability as
where S l is a subset of observation nodes that has some shared states with the l th observation node. In the following discussion, the goal is to compute this posterior proabbaility locally. Without loss of generality and for convenience of representation, the marginal distribution is rewritten as
where for simplicity it is assumed that only the (l+1 th observation node has shared states with the l th observation node. Using the Baye's rule, the expressions for the posterior densities of l th node simplify to
where c is a normalization factor. The first term on the right hand side of Eq.(19) can be written as
which is true if we assume that observations are not time correlated, i.e., the observation made at each iteration only depends on the state vector and not on any pervious observations. This marginal posterior density depends not only on the local likelihood and also on the likelihood of neighbouring nodes with which it share some sates. The second part of Eq. (19) also requires some attention. After a few manipulations, we express it as 
IV. EXPERIMENTAL RESULTS
For testing the performance of the proposed distributed implementation of the particle filter, a power distribution grid with five states and three observation nodes is simulated. The overall state equation is given by ⎡ ⎢ ⎢ ⎢ ⎢ ⎣
where the forcing terms v i (k) have a Gamma distribution. The observation model composed of 3 sensing nodes is given by ⎡
where the observation noise w i (k) is assumed Gaussian. Both direct and distributed implementations of the particle filter are implemented separately. For the distributed implementation, the local filter on the first node follows states x 1 , x 2 and x 3 , a subset of the state vector. Similarly, the second node only estimates states x 2 , x 3 and x 4 . Finally, the third filter estimates states x 4 and x 5 . Because the system is coupled, some information is required to be transmitted between the neighbour sensors. In our experiments, for example, the local filter at the first sensor requires information on state x 4 . The information that is shared on state x 4 its estimate instead of the particles. Similarly, for the other local filters at the remaining nodes. Fig. (1) provides a comparison between the estimate of x 2 obtained from the second sensor of the distributed implementation versus its estimate obtained from the centralized approach. The result indicates that the estimates from the distributed and centralized implementation are fairly close. During some iterations, it is observed that the estimate from the distributed implementation is better than the one obtained from the centralized implementation. The point is that the particle filter is itself a suboptimal estimator. Due to the randomness of the particles, the results are not expected to be exactly the same. In order to further compare the proposed distributed method with the centralized method, mean square errors (MSE) averaged over the entire run is compared in Table ( 1), which illustrated that the average MSE for each state is close to the global estimate. Therefore, we conclude that the proposed distributed particle filter is a near-optimal implementation of the centralized particle filter.
V. SUMMARY
In this paper, a near-optimal, distributed implementation of the particle filter for large scale dynamical systems with sparse measurements is proposed. The motivation comes from signal processing applications in wireless sensor networks (WSN) and power transmission systems. For such systems, the number of states to be estimated is large and each node can only observe a subset of the states. Latency is a critical issue as real-time estimates for the states are required to make urgent decisions. Compared to the centralized approach, the proposed distributed implementation of the particle filter is computationally feasible (provides significant computational savings) and offers considerable transmission bandwidth savings due to a significant decrease in information exchange between the neighbouring WSN nodes. Reduction in information exchange improves the latency of the system. In the test simulations included in the paper, the performance of the distributed implementation is indistinguishable from the centralized particle filter.
