Sharp sectional curvature bounds and a new proof of The Spectral Theorem by Calle, Maxine & Dunn, Corey
ar
X
iv
:1
80
9.
04
20
0v
1 
 [m
ath
.D
G]
  1
2 S
ep
 20
18
SHARP SECTIONAL CURVATURE BOUNDS AND A NEW
PROOF OF THE SPECTRAL THEOREM
MAXINE CALLE AND COREY DUNN
Abstract. We algebraically compute all possible sectional curvature values
for canonical algebraic curvature tensors, and use this result to give a method
for constructing general sectional curvature bounds. We use a well-known
method to geometrically realize these results to produce a hypersurface with
prescribed sectional curvatures at a point. By extending our methods, we give
a relatively short proof of the Spectral Theorem for self-adjoint operators on a
finite dimensional real vector space.
1. Introduction
Let V be a real vector space of finite dimension n, and let V ∗ = Hom(V,R) be
the corresponding dual space. An algebraic curvature tensor R ∈ ⊗4V ∗ satisfies
the properties below for all x, y, z, w ∈ V :
(1.a)
R(x, y, z, w) = −R(y, x, z, w) = R(z, w, x, y), and
R(x, y, z, w) +R(x,w, y, z) +R(x, z, w, y) = 0.
Let A(V ) denote the set of all algebraic curvature tensors. Let S2(V ∗) denote the
space of all symmetric bilinear forms over V , and let ϕ ∈ S2(V ∗). Define a canonical
algebraic curvature tensor Rϕ ∈ A(V ) as
Rϕ(x, y, z, w) = ϕ(x,w)ϕ(y, z) − ϕ(x, z)ϕ(y, w).
If the vector space V is endowed with a non-degenerate inner product 〈·, ·〉, then
the triple (V, 〈·, ·〉, R) is referred to as a model space. In this research, all inner
products are assumed to be positive definite. Throughout this work, we consider
the vector space V and a positive definite inner product 〈·, ·〉 to be given, and so
we do not always specifically reference them. For the sake of convenience, we will
refer to properties of a model space (such as sectional curvature) as a property of
an algebraic curvature tensor when there is no possibility of confusion.
Let Gr2(V ) be the Grassmannian of 2−planes in V . This space is compact and
connected [11]. Given a model space (V, 〈·, ·〉, R) and a 2−plane π ∈ V , define the
sectional curvature κ(π) of π to be
R(x, y, y, x)
〈x, x〉〈y, y〉 − 〈x, y〉2
,
where π = span{x, y}. This quantity is independent of the basis chosen for π.
Interest in algebraic curvature tensors stems from basic results in differential
geometry. If (M, g) is a smooth manifold one may compute the Riemann curvature
tensor RP at the point P ∈ M using the Levi-Civita connection. It is well known
that RP satisfies the identities listed in Equation (1.a), and thus RP is an algebraic
curvature tensor on the tangent space TPM . Using the metric gP restricted to
TPM , (TPM, gP , RP ) is a model space. The converse is also true [5]: given a model
space (V, 〈·, ·〉, R), there exists a smooth manifold (M, g), a point P ∈ M , and a
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vector space isometry Ψ : V → TPM so that Ψ
∗RP = R. The process of finding
such a manifold is generally referred to as a geometric realization.
A general line of questioning is to explore exactly what one can say about a
manifold that is a geometric realization of any given model space(s). In this way,
the algebraic properties of the model space can influence the geometry of a geometric
realization of it. Although there are many examples of this [1, 6, 7, 9, 13, 14, 15], we
give two examples relevant to our study. The first example concerns the property of
constant sectional curvature: up to local isometry, there is only one way to construct
a manifold such that the model space at any of its points has constant sectional
curvature.
The second example begins with the fact [5] that {Rϕ|ϕ ∈ S
2(V ∗)} is spanning
set for the space of algebraic curvature tensors. For R ∈ A(V ), denote
ν(R) = min{k|R =
k∑
i=1
αiRϕi}, ν(n) = max{ν(R)|R ∈ A(V )}.
This notation seems to have originated in [5] and has since been studied by several
authors. The authors in [3] show that ν(3) = 2, and use the Nath Embedding
Theorem [12] to prove ν(n) ≤ n(n+1)2 . In this way, ν(R) functions as a lower bound
of the codimension of any local embedding of a given manifold, where R is the
algebraic curvature tensor at a given point. For this reason, subsequent work [2]
has aimed to discover linear dependencies in the set of canonical algebraic curvature
tensors.
We have two major goals for this research. First, we establish sharp bounds
on the sectional curvature values of any canonical algebraic curvature tensor. We
interpret these bounds through a geometric realization result, and give a method
for constructing bounds on the sectional curvature values of any algebraic curvature
tensor. By an extension of our methods (inspired by R. Klinger [8]), we meet our
second goal: to give a short and self-contained proof of the Spectral Theorem.
More specifically, after some preliminary comments, in Section 2 we establish the
following:
Theorem 1.1. Let ϕ ∈ S2(V ∗), and let λ1, . . . , λn be the eigenvalues of ϕ, repeated
according to multiplicity. Let m and M , respectively, be the minimum and maximum
of the set {λiλj |i 6= j}. The set of sectional curvatures of Rϕ is precisely the interval
[m,M ].
We use this result to prove two corollaries. The first corollary (Corollary 2.2)
uses a well-known result to geometrically realize any interval as the set of sectional
curvatures of a manifold at a point. The manifolds we produce are hypersurfaces
in Euclidean space. The second corollary (Corollary 2.3) provides bounds (which
are not sharp, see Remark 2.4) on the set of sectional curvatures of an arbitrary
algebraic curvature tensor R in terms of ν(R) and the results from Theorem 1.1.
In Section 3 we consider a canonical algebraic curvature tensor to provide a short
and self-contained proof of the Spectral Theorem:
Theorem 1.2 (The Spectral Theorem). Let V be an inner product space. If
ϕ ∈ S2(V ∗), then there exists an orthonormal basis {f1, . . . , fn} for V for which
ϕ(fi, fj) = λiδij .
2. Sectional curvature bounds
It is well known that given ϕ ∈ S2(V ∗), there exists a self-adjoint linear map
A : V → V characterized by the equation ϕ(x, y) = 〈Ax, y〉. Relevant aspects of ϕ
are defined in terms of those same aspects in A, for example, ker(ϕ) and Rank(ϕ)
and defined as ker(A) and Rank(A), respectively.
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Similarly, eigenvalues and eigenvectors of a linear map A : V → V can related
to the corresponding bilinear form ϕ. It will be helpful to do so in reference to an
orthonormal basis: if {f1, . . . , fn} is an orthonormal basis for V , the (j, i) matrix
entry of A on this basis is equal to ϕ(fi, fj). For this reason, fi is an eigenvector
with corresponding eigenvalue λi if and only if ϕ(fi, fj) = λiδij .
It is through this perspective that we establish our results. We will repeatedly
use the following lemma whose proof uses a technique adapted from Klinger’s work
in [8].
Lemma 2.1. Let ϕ ∈ S2(V ∗), and suppose Rϕ 6= 0. If π is a 2-plane whose sec-
tional curvature is extremal, then there exists an orthonormal basis of eigenvectors
for π.
Proof. Since Rϕ 6= 0, and Rϕ is determined by its sectional curvatures [10], there
exists a 2-plane π of extremal nonzero sectional curvature. Let {e1, e2} be any
orthonormal basis for π. Let ϕ|pi be the restriction of ϕ to π. We now diagonalize
1
the symmetric form ϕ|pi to create a new orthonormal basis {f1, f2} for π. For some
θ, set
f1 = cos θe1 − sin θe2,
f2 = sin θe1 + cos θe2,
where we will determine θ presently. Let ϕij = ϕ(ei, ej). We compute
ϕ(f1, f2) = cos θ sin θ(ϕ11 − ϕ22) + (cos
2 θ − sin2 θ)ϕ12
= 12 sin(2θ)(ϕ11 − ϕ22) + cos(2θ)ϕ12.
Choose θ so that ϕ(f1, f2) = 0. Explicitly, if ϕ12 = 0 already, then θ = 0. Otherwise,
θ =
1
2
arccot
(
ϕ22 − ϕ11
2ϕ12
)
.
Now extend this basis for π (in an arbitrary way) to form an orthonormal basis
{f1, f2, f3, . . . , fn} for V . Note that on this basis,
(2.a)
ϕ(f1, f2) = 0, and
Rϕ(f1, f2, f2, f1) = ϕ(f1, f1)ϕ(f2, f2) is extremal and nonzero.
We now show that ϕ(f1, fj) = ϕ(f2, fj) = 0 for j ≥ 3, which will complete the
proof. Choose any index j ≥ 3, and consider the plane
πθ = span{cos θf1 + sin θfj , f2}.
Using a double angle formula and various curvature identities listed in the intro-
duction,
κ(πθ) = cos
2 θRϕ(f1, f2, f2, f1) + sin
2 θRϕ(fj , f2, f2, fj)
+ sin(2θ)Rϕ(f1, f2, f2, fj).
Since π0 is extremal, 0 is a critical point of the function θ 7→ κ(πθ), so
0 =
d
dθ
[κ(πθ)]|θ=0 = 2Rϕ(f1, f2, f2, fj).
As a result,
0 = Rϕ(f1, f2, f2, fj) = ϕ(f1, fj)ϕ(f2, f2)− ϕ(f1, f2)ϕ(f2, fj)
= ϕ(f1, fj)ϕ(f2, f2).
By Equation (2.a), we know ϕ(f2, f2) 6= 0, hence ϕ(f1, fj) = 0. We can prove that
ϕ(f2, fj) = 0 in a similar way by considering span{f1, cos θf2 + sin θfj}. 
We use Lemma 2.1 to establish Theorem 1.1.
1One could of course use the Spectral Theorem here, but since we use this result in our proof
of the Spectral Theorem in the next section, we instead establish this directly.
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Proof of Theorem 1.1. We start by proving that the maximal sectional curva-
ture isM , the largest pairwise product of eigenvalues of ϕ. Since Gr2(V ) is compact,
there exists a 2-plane Π for which
κ(Π) = sup{κ(L)|L ∈ Gr2(V )}.
We proceed in cases: either κ(Π) 6= 0 or κ(Π) = 0. Our goal is to show κ(Π) to be
a pairwise product of eigenvalues. Thus, as the maximal sectional curvature value,
κ(Π) =M .
If κ(Π) 6= 0, then we may use Lemma 2.1 to produce an orthonormal basis of
eigenvectors {f1, f2} for Π. In this case,
κ(Π) = Rϕ(f1, f2, f2, f1) = ϕ(f1, f1)ϕ(f2, f2)
is a product of eigenvalues and hence is equal to M .
Now suppose κ(Π) = 0. Find an orthonormal basis {f1, . . . , fn} diagonalizing ϕ,
and note
κ(span{fi, fj}) = Rϕ(fi, fj , fj, fi) = ϕ(fi, fi)ϕ(fj , fj)
is a product of eigenvalues of ϕ. It is not possible that there are two nonzero
eigenvalues of the same sign since their corresponding eigenvectors would span a
2-plane of positive sectional curvature which is contrary to our assumption that
κ(Π) = 0 is the maximal sectional curvature. Since dim(V ) ≥ 3, 0 is an eigenvalue,
and therefore 0 = κ(Π) = M is the largest pairwise product of eigenvalues as
desired.
We now prove that the minimal sectional curvature is m, the smallest pairwise
product of eigenvalues of ϕ. Proceeding similarly, there exists a 2-plane π for which
κ(π) = inf{κ(L)|L ∈ Gr2(V )}.
We again proceed in cases: either κ(π) 6= 0 or κ(π) = 0. If κ(π) 6= 0 then use
Lemma 2.1 once more to produce an orthonormal basis of eigenvectors {f1, f2} for
π. Then
κ(π) = Rϕ(f1, f2, f2, f1) = ϕ(f1, f1)ϕ(f2, f2)
is a product of eigenvalues and is hence equal to m.
Now suppose κ(π) = 0 and again diagonalize ϕ|pi with the basis {f1, f2} and
extend it to an orthornormal basis {f1, . . . , fn} for V . We then have
0 = κ(π) = Rϕ(f1, f2, f2, f1) = ϕ(f1, f1)ϕ(f2, f2).
Thus, one of the two factors above is zero. As exchanging the two vectors would
not change the span nor disrupt the diagonalization, we may assume ϕ(f1, f1) = 0.
For j ≥ 3, since 0 is assumed to be the minimal sectional curvature, we find
0 ≤ κ(span{f1, fj}) = Rϕ(f1, fj , fj, f1)
= ϕ(f1, f1)ϕ(fj , fj)− ϕ(f1, fj)
2
= −ϕ(f1, fj)
2.
It follows that ϕ(f1, fj) = 0 for all j 6= 1, and so f1 is an eigenvector corresponding
to the eigenvalue ϕ(f1, f1) = 0. Thus, 0 is an eigenvalue of ϕ.
To finish this portion of the proof, we prove that all other eigenvalues of ϕ are
either zero or have the same sign, which would show 0 to be the smallest pairwise
product of the eigenvalues. To do this, find an orthonormal basis {e1, . . . , en} for
V that diagonalizes ϕ. Since 0 is minimal, we must have
0 ≤ κ(span{ei, ej}) = Rϕ(ei, ej, ej , ei) = ϕ(ei, ei)ϕ(ej , ej).
For this reason the nonzero eigenvalues of ϕ cannot differ in sign, and this portion
of the proof is complete.
We have proven that κ(Π) = M and κ(π) = m are, respectively, the maximal
and minimal sectional curvatures. Since Gr2(V ) is connected and the mapping
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L 7→ κ(L) is continuous, the image of this mapping is connected as well, which
completes the proof. 
We use a well known geometric realization result to establish the following corol-
lary.
Corollary 2.2. Let [a, b] be any interval. There exists a hypersurface M in Eu-
clidean space, a smooth metric g on M , and a point P ∈ M so that the set of
sectional curvatures of M at P is precisely [a, b].
Proof. Choose any collection of real numbers λ1, . . . , λn ∈ R (not necessarily dis-
tinct) whose minimal and maximal pairwise products are, respectively, a and b.
Define the symmetric bilinear form ϕ so that λ1, . . . , λn are its eigenvalues. One
may now carry out the geometric realization procedure as outlined on page 74 of
[4] to produce the desired result. 
Before proving our next corollary, we note that Rcϕ = c
2Rϕ, and so any linear
combination of canonical algebraic curvature tensors∑
αiRϕi =
∑
ǫiRϕ˜i ,
where ǫi = ±1 = sign(αi), and ϕ˜i =
√
|αi|ϕi.
The following corollary finds bounds on the sectional curvature values of any
algebraic curvature tensor and is a direct consequence of Theorem 1.1.
Corollary 2.3. Let R ∈ A(V ), and express R =
∑ν(R)
i=1 ǫiRϕi , where ǫi = ±1 and
ϕi ∈ S
2(V ∗). Let Mi and mi be, respectively, the maximal and minimal pairwise
products of the eigenvalues of ϕi, and let M =
∑
ǫiMi and m =
∑
ǫimi. The
set of possible sectional curvature values of the model space (V, 〈·, ·〉, R) is a closed
subinterval of [m,M ].
Remark 2.4. We give an example which shows that the bounds presented in Corol-
lary 2.3 are not sharp. On an orthornormal basis {f1, f2, f3}, define ϕ1, ϕ2 ∈ S
2(V ∗)
by having the following nonzero entries:
ϕ1(f1, f1) = ϕ1(f2, f2) = ϕ2(f1, f1) = ϕ2(f3, f3) = 1.
According to Theorem 1.1, the maximal sectional curvature of both Rϕ1 and Rϕ2
is 1, so Corollary 2.3 estimates the maximal sectional curvature of Rϕ1 + Rϕ2 to
be 2. A straightforward calculation shows, however, that all sectional curvatures of
Rϕ1 +Rϕ2 are strictly less than 2. ⊓⊔
3. The Spectral Theorem
In this section we give a relatively short proof of the well known Spectral Theorem
after establishing a helpful lemma.
Lemma 3.1. Suppose ϕ is a symmetric bilinear form on an inner product space V
with dim(V ) ≥ 2. There exists an orthonormal basis {f1, e2, . . . , en} for V so that
f1 is an eigenvector of ϕ.
Proof. Let ϕ be given, and consider the algebraic curvature tensor Rϕ. We break
the proof into cases: either Rϕ 6= 0 or Rϕ = 0.
Suppose first that Rϕ 6= 0. Using Lemma 2.1, we choose a 2-plane π of extremal
sectional curvature and find an orthonormal basis {f1, e2} of eigenvectors for π,
which we extend to the orthonormal basis {f1, e2, . . . , en} for V , establishing the
result.
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Now suppose Rϕ = 0. We claim that 0 is an eigenvalue
2 of ϕ. In this case, any
corresponding unit eigenvector may be chosen first as part of an orthonormal basis
for V , which would again establish the result.
Suppose to the contrary that 0 is not an eigenvalue of ϕ. Therefore, for any
orthonormal basis {f1, . . . , fn}, the matrix with ϕ(fj , fi) as its (i, j)−entry must
have a nonzero determinant. By expanding this determinant by cofactors, there
must be at least one nonzero 2× 2 minor. Thus for some indices i1, i2, j1, j2,
0 6= ϕ(fi1 , fj1)ϕ(fi2 , fj2)− ϕ(fi1 , fj2)ϕ(fi2 , fj1)
= Rϕ(fi1 , fi2 , fj2 , fj1),
which contradicts the assumption that Rϕ = 0. 
With these short preliminary facts established, we can now give a new proof of
The Spectral Theorem.
Proof of The Spectral Theorem. The result is trivial if dim(V ) = 1, so assume
dim(V ) ≥ 2. By Lemma 3.1, there exists an orthonormal basis {f1, e2, . . . , en} for
V so that f1 is an eigenvector of ϕ. Now consider the vector space W = f
⊥
1 =
span{e2, . . . , en}. Since our inner product is positive definite, the restriction of the
inner product to W remains positive definite. In addition, the restricted curvature
tensor satisfies (Rϕ)|W = Rϕ|W .
We first consider when dim(W ) ≥ 2. We again use Lemma 3.1 to find an or-
thonormal basis {f2, e˜3, . . . , e˜n} for W so that f2 is an eigenvector of ϕ|W . That
is,
ϕ|W (f2, e˜k) = ϕ(f2, e˜k) = 0.
Since f1 is an eigenvector of ϕ, we also have ϕ(f1, f2) = 0, so f2 is also an eigenvector
of ϕ. We have a new orthonormal basis {f1, f2, e˜3, . . . , e˜n} for V , where both f1
and f2 are eigenvectors of ϕ.
Now consider W2 = span{f1, f2}
⊥. If dim(W2) > 1, then repeat the process
outlined above, and continue until there is an orthonormal basis {f1, . . . , fn−1, e¯n}
for V (this is the case above if dim(W ) = 1 above), and for any i 6= j inclusively
between 1 and n− 1 we have
ϕ(fi, fj) = ϕ(fi, e¯n) = 0.
This demonstrates that fn = e¯n is also an eigenvector, completing the proof. 
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