Abstract. In the framework of Morrey or Lorentz-Morrey spaces, we characterize the existence of solutions to the quasilinear Riccati type equation
Introduction and Results
One of the main goals of this paper is to address the question of existence for the quasilinear Riccati type equation −div A(x, ∇u) = |∇u| q + σ in Ω, u = 0 on ∂Ω, (1.1) where the datum σ is a signed distribution given on a bounded domain Ω ⊂ R n , n ≥ 2.
In (1.1) the nonlinearity A : R n × R n → R n is a Carathéodory vector valued function, i.e., A(x, ξ) is measurable in x for every ξ and continuous in ξ for a.e. x. Moreover, for a.e. x, A(x, ξ) is continuously differentiable in ξ away from the origin. Our standing assumption is that A satisfies the following growth and monotonicity conditions: for some 1 < p < ∞ there hold (1.2) |A(x, ξ)| ≤ β |ξ| p−1 , |∇ ξ A(x, ξ)| ≤ β |ξ| for any (ξ, η) ∈ R n × R n \ (0, 0) and a.e. x ∈ R n . Here α and β are positive constants. The special case A(x, ξ) = |ξ| p−2 ξ gives rise to the standard p-Laplacian ∆ p u = div |∇u| p−2 ∇u. Equation (1.1) can be viewed as a quasilinear stationary version of a time-dependent viscous Hamilton-Jacobi equation, also known as the Kardar-Parisi-Zhang equation, which appears in the physical theory of surface growth [30, 35] .
In this paper we are concerned with (1.1) only in the case of a natural or super-natural growth q in the gradient, i.e., we assume that q ≥ p. One of the main results we prove in this paper is an existence result for equation (1.1) which allows the datum σ to be a distribution of the form σ = div ζ for a vector field ζ belonging to a Morrey space. Given s ≥ 1 and θ ∈ (0, n], the Morrey space L s; θ (Ω) is the set of functions f ∈ L s (Ω) such that The constants depend as follows: c 0 = c 0 n, p, α, β, q, diam(Ω),
, s = s(n, p, α, β) and δ = δ(n, p, α, β, q).
Some remarks are now in order. The notion of (δ, R 0 )-Reifenberg flatness and the (δ, R 0 )-BMO condition mentioned in the above theorem will be defined precisely shortly. For now it suffices to comment that (δ, R 0 )-Reifenberg flat domains are those with boundary that (locally) will lie between two hyperplanes a small distance apart at small scales and include those with C 1 boundaries or Lipschitz domains with sufficiently small Lipschitz constants. Moreover, the (δ, R 0 )-BMO condition is a small mean-oscillation condition imposed on A(ξ, ·) and is satisfied when A is continuous or has small jump discontinuities in the x-variable.
The condition on ζ (and therefore on σ) in Theorem 1.1 is satisfied if ζ is a vector field such that |ζ| that holds for any > 0 provided q(1+ ) q−p+1 < n. We note that for s ≥ 1, the weak Lebesgue space L s,∞ (Ω) is the set of functions g such that the norm
Another instance where the condition on σ is satisfied is when σ is a finite signed measure in Ω such that B 1 (|σ|)
q−p+1 (Ω) for some > 0 with a sufficiently small norm. Here B 1 (|σ|) is the first order Bessel potential of |σ|:
with g 1 being the Bessel kernel of order 1 defined via its Fourier transform by g 1 (ξ) = (1+|ξ| 2 ) −1 2 . After extending σ by zero outside Ω, we may write σ = div ζ in D (Ω), with
where B is a ball of radius diam(Ω) containing Ω and G(x, y) is the Green function with zero boundary condition associated to −∆ on B. Then observe that from the pointwise estimate
that holds for all x, y ∈ B with x = y, we have |ζ(x)| ≤ CB 1 (|σ|)(x), from which the assertion follows.
Note that the condition B 1 (|σ|)
. This is known as the well-known Fefferman-Phong condition [14] which appeared in the analysis of the Schrödinger operator. In particular, these conditions hold if σ belongs to the weak Lebesgue space L n(q−p+1) q , ∞ (Ω) with q/(q − p + 1) < n.
For q > p, an existence result for (1.1) with measure data σ satisfying the Morrey condition
q−p+1 (Ω), > 0, was obtained in [45] under stronger regularity conditions on A and ∂Ω. For q = p and distributional data σ = div ζ, an existence result has been obtained recently in [15] (see also [16] ) under the stronger condition |ζ|
For results in the sub-natural case p − 1 < q < p, we refer the readers to [20, 49] . It is known from [23] and [45] that in order for (1.1) to have a W 1, q loc (Ω) solution, q > p − 1, it is necessary that σ be regular and small enough. When σ is a nonnegative measure these necessary conditions can be quantified as
q−p+1 (see [45] ). In particular, σ must obey the Morrey type condition
for every ball B r with B 2r ⊂ Ω. A consequence of the necessary condition (1.7) is that the
(Ω) is sharp in the sense that in general one cannot take = 0. Indeed, as constructed in [37] , for n = 3 and p = q = n − 1 = 2 there exists a nonnegative measure σ compactly supported in Ω = B 3 (0) such that B 1 (σ) 2 ∈ L 1; 2 (Ω) but (1.7) with p = q = 2 fails to hold for all nonnegative ϕ ∈ C ∞ 0 (Ω).
The requirement in Theorem 1.1 that the distribution σ is a divergence of a vector field is sharp. Indeed, as the following theorem shows it is in fact necessary for the existence of a solution u with |∇u| q ∈ L (1+ );
Theorem 1.2. Let p > 1, q > p − 1, and let A satisfy the first inequality in (1.2). Suppose that σ is a distribution in a bounded domain Ω such that the Riccati type equation
q−p+1 ≤ n. Then there exists a vector field ζ on Ω such that σ = div ζ and |ζ|
. Remark 1.3. Theorems 1.1 and 1.2 also hold in the case
q−p+1 > n as long as we replace the Morrey space L 1+ ;
by the Lebesgue space L 1+ (Ω) after noting that 1 + > n(q − p + 1)/q. Moreover, these theorems can be stated in the framework of Lorentz-Morrey spaces L 1+ , t; q(1+ ) q−p+1 (Ω) for some > 0 and for any 0 < t ≤ ∞. This follows directly from the proofs of these theorems and estimates in Lorentz-Morrey spaces obtained in Theorem 1.11 below. The precise definition of Lorentz-Morrey space shall be given shortly in this section.
A final comment on the existence result: Theorem 1.1 is an extension of a result proved in [45] in that the existence result can be applied when σ not only is a measure but also a distribution in divergence form. For sign-changing measures σ, the divergence structure allows usage of the self-cancelation property of σ in an important way. To further illustrate this, we present the following example. Example 1.4. With 1 < p < n and q ≥ p, let s =−p+1 . Then 0 < s < n. Fix > 0 such that + s < n and define
for x ∈ B 1 (0) \ {0}. By Proposition 5.1 in the Appendix below, the nonnegative function |f | violates the necessary condition (1.8). Thus the equation
has no solution for any real number λ = 0.
On the other hand, one can write
where g(x) = 1 x |x| −s cos(|x| − ) and g(x) = s−n |x| −s cos(|x| − ). Moreover, if G(x, y) is the Green function with zero boundary condition associated to −∆ on B 1 (0) then g can be written as g(x) = div h with
Thus it is easy to see that f = div (g + h), where |g + h| , ∞ (B 1 (0)). By Theorem 1.1, there exists a solution to (1.11) with datum f in place of |f | provided |λ| is sufficiently small. This shows that the self-cancellation property of f plays an important role in this existence result. We remark that such a strongly oscillating datum f has been considered in [38] in the analysis of Schrödinger operator on the energy space.
The study of (1.1) naturally leads us to the question of whether weak solutions to the nonhomogeneous nonlinear boundary value problems of the form
enjoy a Calderón-Zygmund type property. Thus a substantial part of this paper is also devoted to finding minimal conditions on the nonlinearity A and on the boundary of the domain so that the gradient, ∇u, of a solution to (1.12) is as regular as the data f . In particular, we will give various function spaces S such that f ∈ S implies ∇u ∈ S. The regularity estimate that correspond to the special case S = L q(1+ ), q(1+ ) q−p+1 (Ω; R n ) will be used in the proof of Theorem 1.1.
By now it is well known that, in general, the structural assumptions (1.2)-(1.3) on the nonlinearity A(x, ξ) are not enough to ensure that a solution to (1.12) enjoys a Calderón-Zygmund type regularity property. Even in the standard L q -gradient theory for linear equations, where A(x, ξ) = A(x)ξ for an n × n bounded and uniformly elliptic coefficient matrix A(x) = (A i,j (x)), over smooth domains, there are counter examples (see, e.g., [41] ) that justify restricting coefficients to satisfy additional conditions, say small mean oscillations in the x-variable. On the other hand, global estimates require some regularity of the boundary. The example given in [28] make it clear that one should not expect global L q -integrability of gradient of solutions to linear equations over certain polygonal domains.
Our additional regularity assumption on the nonlinearity A is the following (δ, R 0 )-BMO condition. To formulate it, for each ball B we let
and define the following function that measures the oscillation of A(·, ξ) over B:
Definition 1.5. Given two positive numbers δ and R 0 , we say that A(x, ξ) satisfies a (δ, R 0 )-BMO with exponent s > 0, if
In the linear case, where A(x, ξ) = A(x)ξ for an elliptic matrix A, we see that
for almost every x ∈ R n and thus one may think of Definition 1.5 as a natural extension of the standard small BMO condition to the nonlinear setting. For general nonlinearities A(x, ξ) of at most linear growth, i.e., p = 2, the above (δ, R 0 )-BMO condition was introduced in [9] , whereas such a condition for general p ∈ (1, ∞) appears first in [47] . We remark that the (δ, R 0 )-BMO condition allows the nonlinearity A(x, ξ) to have certain discontinuity in x, and it can be used as an appropriate substitute for the Sarason VMO (vanishing mean oscillation [52] ) condition (see, e.g., [6, 9, 21, 25, 43, 53, 56] ).
The domain over which we solve our equations may be nonsmooth but should satisfy some flatness condition. Essentially, at each boundary point and every scale, we require the boundary of the domain to be between two hyperplanes separated by a distance proportional to the scale. Absence of such flatness may result in a limited regularity of solutions, as demonstrated in the counterexample given [28] (see also [39] for details). The following defines the relevant geometry precisely. Definition 1.6. Given δ ∈ (0, 1) and R 0 > 0, we say that Ω is a (δ, R 0 )-Reifenberg flat domain if for every x 0 ∈ ∂Ω and every r ∈ (0, R 0 ], there exists a system of coordinates {y 1 , y 2 , . . . , y n }, which may depend on r and x 0 , so that in this coordinate system x 0 = 0 and that
For more on Reifenberg flat domains and their many applications, we refer to the papers [22, 29, 31, 32, 51, 55] . For our purpose it suffices to know that Reifenberg flat domains can be very rough. They include Lipschitz domains with sufficiently small Lipschitz constants (see [55] ) and even some domains with fractal boundaries.
In this paper, most of the Calderón-Zygmund type estimates for equation (1.12) follow from the following global weighted Lorentz space estimates that involve an A ∞ weight. Recall that for a nonnegative locally integrable function w, called a weight function, the weighted Lorentz space L q, t w (Ω) with 0 < q < ∞, 0 < t ≤ ∞, is the set of measurable functions g on Ω such that
In the above for any measurable set E, w(E) =´E w(x) dx. We remark that L q, ∞ w (Ω) is the usual (weighted) Marcinkiewicz space (weak Lebesgue space). As usual, when w ≡ 1 we write
It is easy to see that when t = q the weighted Lorentz space L q, q w (Ω) is nothing but the weighted Lebesgue space L q w (Ω), which is equivalently defined as
The class of weights considered in this paper is the class of A ∞ weights. Several equivalent definitions of this class of weights can be given. For our purpose we choose the following one. Definition 1.7. We say that a weight w is an A ∞ weight if there are two positive constants Θ and ν such that
for every ball B ⊂ R n and every measurable subsets E of B. The pair (Θ, ν) is called the A ∞ constants of w and is denoted by [w] ∞ .
.
Here the constant C depends only on n, p, α, β, q, t, [w] ∞ , and diam(Ω)/R 0 .
In (1.13), M denotes the Hardy-Littlewood maximal function defined for each f ∈ L 1 loc (R n ) by
It is well known that the A ∞ class is the union of A s weights for all s ∈ (1, ∞). Here a weight w is an A s weight, 1 < s < ∞, if the quantity
The quantity [w] s will be referred to as the A s constant of w.
It is also known that A s weights with s ∈ (1, ∞) can be characterized by the boundedness of M on L s, t w (R n ) with t ∈ (0, ∞] (see [40, 44] ). Lemma 1.9. Let 0 < t ≤ ∞ and 1 < s < ∞. Then for any w ∈ A s there exists a constant C = C(n, s, t, [w] s ) such that
Theorem 1.8 and Lemma 1.9 yield the following estimate on weighted Lorentz spaces that involves no maximal function. However, the weights are now restricted to a smaller Muckenhoupt class. Theorem 1.10. Let 1 < p < q < ∞, 0 < t ≤ ∞, R 0 > 0, and let w ∈ A q/p . Suppose that A satisfies (1.2)-(1.3). Then there exist positive constants s = s(n, p, α, β) > 1 and δ = δ(n, p, α, β, q, t, [w] q/p ) ∈ (0, 1) such that the following holds. Given f ∈ L q, t w (Ω, R n ), the boundary value problem (1.12) in a (δ,
Here the constant C depends only on n, p, α, β, q, t, [w] q/p , and diam(Ω)/R 0 .
We observe that the global gradient estimates for solutions of (1.12) obtained in Theorem 1.10 extend results in [2, 4, 6, 9, 13, 39] to arbitrary p, and those in [7, 8, 10, 11, 24, 33, 34, 40, 46] to more general nonlinear structures or domains. Moreover, Theorem 1.10 also generalizes the result of [5] to the setting of weighted Lorentz spaces. In these respects, our results are actually new even in the unweighted setting.
An immediate but important application of the above theorem is the following gradient estimate on the Lorentz-Morrey space. The Lorentz-Morrey function space is defined as follows. A function g ∈ L q, t (Ω), 0 < q < ∞, 0 < t ≤ ∞ is said to belong to the Morrey-Lorentz function space
When s = t the space L s, t; θ (Ω) becomes the usual Morrey space L s; θ (Ω) introduced earlier.
Then there exist positive constants s = s(n, p, α, β) > 1 and δ = δ(n, p, α, β, q, t, θ) ∈ (0, 1) such that the following holds. Given f ∈ L q, t; θ (Ω, R n ), the boundary value problem
Here the constant C depends only on n, p, α, β, q, t, θ, and diam(Ω)/R 0 .
We note that the Lorentz-Morrey bound in Theorem 1.11 is obtained by applying Theorem 1.10 with an appropriate choice of weight functions exactly as in proof of Theorem 2.3 in [40] . On the other hand, by Morrey-Sobolev Embedding Theorem (see [17, Theorem 7.19] ), Theorem 1.11 in its turn yields the following global Hölder regularity of solutions. This extends the results of [39, 40] to more general nonlinear structures. Corollary 1.12. Let 1 < p < q < ∞, 0 < θ < min{n, q}, and let R 0 > 0. Suppose that A satisfies (1.2)-(1.3). Then there exist positive constants s = s(n, p, α, β) > 1 and δ = δ(n, p, α, β, q, θ) ∈ (0, 1) such that the following holds. Given f ∈ L q; θ (Ω, R n ), the unique
Here the constant C depends only on n, p, α, β, q, θ, and diam(Ω)/R 0 .
We point out that the proof of Theorem 1.8 is different from that of the weighted L q gradient estimates given in [46] . We follow the ideas pioneered in [11] and implemented in [6, 9, 57] rather than relying on a local version of Fefferman-Stein sharp maximal functions and C 1, α regularity of homogeneous equations, as is done in [46] . Specifically, we make use of weak compactness, Lipschitz regularity of reference homogeneous equations, and a weighted variant of the Vitali covering lemma. Some of the ideas in the recent paper [47] are also employed to handle difficulties arising from the general nonlinearity A(x, ξ) considered in this paper. Moreover, our approach is somewhat direct and thus avoids an approximation procedure on the data and the domains as was carried out in [5] .
The paper is organized as follows. In Section 2, certain weighted and unweighted local interior and boundary estimates will be given. Global gradient estimates in Lorentz spaces, i.e., Theorem 1.10 will be proved in Section 3. Then the Riccati type equation (1.1) is studied in Section 4 where Theorems 1.1 and 1.2 are proved. Finally, in Section 5 we verify that the function |f |, where f is as in (1.10), fails to satisfy the condition (1.8).
Local interior and boundary estimates
In this section we obtain certain unweighted and weighted local interior and boundary estimates for weak solutions u of (1.12). They will be essential for our global estimates later. We first recall basic existence and uniqueness results together with accompanying local and global energy estimates in the following proposition. Proposition 2.1. If A satisfies (1.3) and the first bound in (1.2), then corresponding to a given f ∈ L p (Ω, R n ) there exists a unique weak solution u ∈ W 1, p 0 (Ω) to (1.12) such that
holds for all φ ∈ C ∞ 0 (B r (y)) and any ball B r (y) intersecting Ω. In particular, the following global energy estimate holds:ˆΩ
Here the constant C depends only on p, α and β.
Proof. Since f ∈ L p (Ω, R n ) we see that the distribution div|f | p−2 f belongs to the dual of W 1, p 0 (Ω). Thus the existence and uniqueness follow from the theory of monotone operators (see, e.g., [36, 42] ). To obtain (2.1) one uses |φ| p u as a test function in (1.12) and argue, e.g., as in the proof of Lemma 4.3 in [8] . In doing so one employs (1.3), the first inequality in (1.2), along with Hölder and Young's inequalities. Then a well-known variant of Gehring's lemma applied to the function w defined above yields the following result (see [18, Theorem 6.7] 
holds for all balls B ρ (z) ⊂ B 2R for a constant C depending only on n, p, α, β.
The next lemma gives an estimate for the difference ∇u − ∇w in terms of the data f .
loc (Ω) be a weak solution of (1.12) and let w be as in (2.2). Then there is a constant C = C(n, p, α, β) such that
|f | p dx for p ≥ 2, and
Proof. Using u − w as a test function in (1.12) and (2.2) we havê
By (1.3) and Hölder's inequality this giveŝ
Thus for p ≥ 2 we get
which gives the desired estimate. 
, which gives the desired estimate in the case 1 < p < 2.
Next with u and w being as in (2.2) where B 2R = B 2R (x 0 ) we further define another function v ∈ w + W .2) and (2.4), respectively. There exist constants s = s(n, p, α, β) > 1 and C = C(n, p, α, β) > 0 such that
Proof. The proof of this lemma is just similar to that of Lemma 3.9 (for p ≥ 2) and Lemma 3.10 (for 1 < p < 2) in [47] . Thus we omit its proof.
Corollary 2.5. Let s = s(n, p, α, β) > 1 be as in Lemma 2.4. For any > 0 there exists a small δ = δ(n, p, α, β, ) > 0 such that if u ∈ W 1, p loc (Ω) is a weak solution of (1.12) with
, and
Proof. We first observe that the monotonicity condition (1.3) implies the following ellipticity condition:
for every (λ, ξ) ∈ R n × R n \ {(0, 0)} and for a.e. x ∈ R n . Let w and v be as in (2.2) and (2.4), respectively. By standard regularity theory (see [12, 54] ), using (2.5) and the second bound in (1.2), we have
Thus the lemma follows from Lemma 2.3 and Lemma 2.4.
Next, we consider the corresponding unweighted local boundary estimates. Suppose that the domain Ω is (δ, R 0 )-Reifenberg flat with δ < 1/2. Let x 0 ∈ ∂Ω, R ∈ (0, R 0 /10), and let u ∈ W 1, p 0 (Ω) be a weak solution of (1.12). On Ω 10R (x 0 ) we define w ∈ u + W 1, p 0 (Ω 10R (x 0 )) as the unique solution to the Dirichlet problem
We now extend u by zero to R n \ Ω and then extend w by u to R n \ Ω 10R (x 0 ). Analogous to Lemma 2.2 we have the following boundary counterpart. Lemma 2.6. With u ∈ W 1, p 0 (Ω), let w be as in (2.6). Then there exists a constant θ 0 = θ 0 (n, p, α, β) > 1 such that the reverse Hölder type inequality
holds for all balls B 3t (z) ⊂ B 10R (x 0 ) for a constant C depending only on n, p, α, β.
Lemma 2.6 follows from [48, Lemma 2.3]. We remark that, for a (δ, R 0 )-Reifenberg flat domains with δ < 1/2, the exterior density condition
holds with c = [(1 − δ)/2] n ≥ 4 −n for all x ∈ ∂Ω and 0 < r < R 0 .
The next lemma can be proved similarly to the proof of Lemma 2.3.
Lemma 2.7. Let u and w be as in (2.6). Then there is a constant C = C(n, p, α, β) such that
for p ≥ 2, and
With x 0 ∈ ∂Ω and 0 < R < R 0 /10 as above, we now set ρ = R(1 − δ). ¿From the definition of Reifenberg flat domains we deduce that there exists a coordinate system {z 1 , z 2 , · · · , z n } with the origin 0 ∈ Ω such that in this coordinate system x 0 = (0, . . . , 0, −ρδ/(1 − δ)) ∈ ∂Ω and
. . , z n ) : z n > 0} denotes an upper half ball in the corresponding coordinate system.
With this ρ, we define another function v ∈ w + W 1, p 0 (Ω ρ (0)) as the unique solution to the Dirichlet problem
We then set v to be equal to w in R n \ Ω ρ (0). Similar to Lemma 2.4, we have the following boundary comparison estimate.
Lemma 2.8. Let w and v be as in (2.6) and (2.8), respectively. There are constants s = s(n, p, α, β) > 1 and C = C(n, p, α, β) > 0 such that
As the boundary of Ω can be very irregular, the L ∞ -norm of ∇v up to it could be unbounded. Therefore, we consider another equation:
where T ρ is the flat portion of ∂B + ρ (0). A function V ∈ W 1, p (B + ρ (0)) is a weak solution of (2.9) if its zero extension to B ρ (0) belongs to W 1, p (B ρ (0) and if
We shall need the following key perturbation result obtained earlier in [50, Theorem 2.12].
Theorem 2.9. Suppose that A : R n × R n → R n satisfies (1.2)-(1.3). For any > 0 there exists a small δ = δ(n, p, α, β, ) > 0 such that if v ∈ W 1, p (Ω ρ (0)) is a solution of (2.8) under the geometric setting (2.7), then there exists a weak solution V ∈ W 1, p (B + ρ (0)) of (2.9) whose zero extension to B ρ (0) satisfies
Here C = C(n, p, α, β). (Ω) is a weak solution of (1.12) with
where x 0 ∈ ∂Ω and R ∈ (0, R 0 /10), then there is a function V ∈ W 1, ∞ (B R/10 (x 0 )) such that
and (2.10)
Proof. First recall that u is extended by zero to R n \ Ω. With x 0 ∈ ∂Ω and R ∈ (0, R 0 /10), we set ρ = R(1 − δ). By the remark make after Lemma 2.7, via a translation and a rotation we may assume that 0 ∈ Ω, x 0 = (0, . . . , 0, −ρδ/(1 − δ)) and the geometric setting
Moreover, for δ < 1/45 we have
, and B R/10 (x 0 ) ⊂ B ρ/8 (0).
We now choose w and v as in (2.6) and (2.8) corresponding to these R and ρ. Then there holds
By Theorem 2.9 for any η > 0 we can find a δ = δ(n, p, α, β, η) ∈ (0, 1/45) such that, under (2.11), there is a function
and
By Lemma 2.7 we find
Also, by Lemma 2.8 we have
Therefore, using the last three bounds and the inequality
we obtain inequality (2.10) as desired.
2.2. Weighted estimates for upper-level sets. The goal of this section is to prove Theorem 2.14 below. To that end, we first recall the following lemma.
Lemma 2.11. Let Ω be a (δ, R 0 )-Reifenberg flat domain with δ < 1/8, and let w be an
is a finite collection of balls with centers y i ∈ Ω and radius r < R 0 /4 that covers Ω. Let C ⊂ D ⊂ Ω be measurable sets for which there exists 0 < < 1 such that
Then we have the estimate w(C) ≤ A w(D) for a constant A depending only on n and the A ∞ constants of w.
The proof of the above lemma follows Lebesgue Differentiation Theorem and the standard Vitali covering lemma (see [39] ). In the unweighted case various versions of this lemma have been obtained (see, e.g., [57, 6] ). A very similar lemma was also obtained in [11] based on the Calderón-Zygmund decomposition using cubes.
We next use Corollaries 2.5 and 2.10 to obtain the following technical result. Proposition 2.12. With A satisfying (1.2)-(1.3) , there exist constants Λ = Λ(n, p, α, β) > 1 and s = s(n, p, α, β) > 1 such that the following holds. For any > 0 there is a small δ = δ(n, p, α, β,
s ≤ δ, and
for some ball B ρ (y) with ρ < R 0 /600, then there holds
Proof. By (2.12) there exists x 0 ∈ B ρ (y) such that for any r > 0 (2.14)
Br(x 0 ) |∇u| p dz ≤ 1 and
Here recall that u is extended by zero outside Ω. By the first inequality in (2.14) we see that for x ∈ B ρ (y) there holds
In order to prove (2.13) we consider separately the case B 4ρ (y) ⊂ Ω and the case B 4ρ (y)∩∂Ω = ∅. First we consider the latter. Let y 0 ∈ B 4ρ (y) ∩ ∂Ω. We have
Since 6ρ < R 0 /100 by Corollary 2.10 there exists s = s(n, p, α, β) > 1 such that the following holds. For any η ∈ (0, 1) there is a small δ = δ(n, p, α, β, η) > 0 such that if Ω is (δ, R 0 )-Reifenberg flat and
and (2.17)
In view of (2.15), (2.16) and the triangle inequality we see that for Λ = max{3 n , 2C 0 } there hold the inclusions
Thus by weak-type (1, 1) bound for the Hardy-Littlewood maximal function and inequality (2.17) we find
This gives the estimate (2.13) in the case B 4ρ (y) ∩ ∂Ω = ∅, provided η is appropriately chosen. The case B 4ρ (y) ⊂ Ω can be done in a similar way using Corollary 2.5 instead of Corollary 2.10. Proposition 2.12 is now used to obtain the following result that involves A ∞ weights. Proposition 2.13. Let w be an A ∞ weight in R n and let A satisfy (1.2)-(1.3) . There exist constants Λ = Λ(n, p, α, β) > 1 and s = s(n, p, α, β) > 1 such that the following holds. For any > 0 there is a small δ = δ(n, p, α, β, ,
Proof. Suppose that (Θ, ν) is a pair of A ∞ constants of w. Let Λ, s > 1 be as in Proposition 2.12. Given > 0, we choose δ = δ( , Θ, ν) as in Proposition 2.12 with [ /(2Θ)] 1/ν replacing . By contradiction, suppose that the last inclusion fails for this δ, then we must have that
Thus by Proposition 2.12 if Ω is (δ, R 0 )-Reifenberg flat and [A] R 0 s ≤ δ, there holds
Now using the A ∞ characterization of w, we get from (2.18) that
This yields a contradiction and thus the proof is complete.
The last proposition is designed so that Lemma 2.11 can be applied. Indeed, they yield the following result.
Theorem 2.14. Suppose that A satisfies (1.2)-(1.3). Let w be an A ∞ weight and let Λ = Λ(n, p, α, β) > 1 and s = s(n, p, α, β) > 1 be as in Proposition 2.13. Then for any > 0 there exists δ = δ(n, p, α, β, , [w] ∞ ) > 0 such that the following holds. Suppose that u ∈ W
is a sequence of balls with centers y i ∈ Ω and a common radius 0 < r < R 0 /1200
then for any t > 0 and any integer k ≥ 1 there holds
where the constant B = B(n, t, [w] ∞ ).
Proof. The theorem will be proved by induction in k. Given > 0, we take δ = δ( , [w] ∞ ) as in Proposition 2.13. The case k = 1 follows from Proposition 2.13 and Lemma 2.11. Indeed, let
Then from assumption (2.19) it follows that w(C) < w(B r (y i )) for all i = 1, . . . , L. Moreover, if y ∈ Ω and ρ ∈ (0, 2r) such that w(C ∩ B ρ (y)) ≥ w(B ρ (y)), then 0 < ρ < R 0 /600 and B ρ (y) ∩ Ω ⊂ D by Proposition 2.13. Thus the hypotheses of Lemma 2.11 are satisfied which yield
This proves the case k = 1. Suppose now that the conclusion of the lemma holds for some k > 1. Normalizing u to u Λ = u/Λ and f Λ = f /Λ, we see that for every i = 1, . . . , L there holds
Here we used Λ > 1 in the first inequality. By inductive hypothesis it follows that
Now applying the case k = 1 to the last term we conclude that
which completes the proof of the theorem.
Global weighted Lorentz space estimates
We devote this section to the proof of Theorem 1.8.
Proof of Theorem 1.8. We shall consider only the case t ∈ (0, ∞) as for t = ∞ the proof is just similar. Choose a finite number of points
where r = min{R 0 /1200, diam(Ω)}. We claim that we can choose N large such that for u N = u/N and for all i = 1, . . . , L
Here Λ = Λ(n, p, α, β) is as in Proposition 2.13. Indeed, the weak-type (1, 1) estimate for the maximal function there exists a constant C(n) > 0 such that
By Lemma 1.7 this yields
where (Θ, ν) is a pair of A ∞ constants of w. Also, as w ∈ A ∞ , there exist C 1 > 1 and p 1 > 1 depending only on n, Θ, ν such that
for all i = 1, . . . , L (see, e.g., [19] ). Thus one obtains (3.1) provided we choose N > 0 so that
With this N we now consider the sum:
It is easy to see that for 0 < t < ∞ we have
By (3.1) and Theorem 2.14 we find
Here the constants B = B(n, t/q, [w] ∞ ), = Λ −q B −q/t 2 −q/t , and δ = δ(n, p, α, β, , [w] ∞ ) is determined by Theorem 2.14 which ultimately depends only on n, p, α, β, t, q, and [w] ∞ .
Thus we have
by our choice of . At this point, C depends only on n, p, α, β, q, t, and [w] ∞ .
Thus by (3.3) we obtain
. This gives
The first term on the right-hand side of (3.4) can be controlled as follows. Using (3.2) and Proposition 2.1 we obtain that
for every z ∈ Ω. Here C depends only on n, p, α, β, q, t, [w] ∞ , and diam(Ω)/R 0 . This yields
, which in view of (3.4) completes the proof of Theorem 1.8.
Quasilinear Riccati type equations
In this section we prove Theorems 1.1 and 1.2. Let us begin with the proof of Theorem 1.2.
Proof of Theorem 1.2. The proof of this theorem follows an idea in the important papers [26, 27] that treated the case q = p in a slightly different framework. Let B and G(x, y) be as in (1.5). Then we can write
Thus from equation (1.9) it follows that σ = div ζ in D (Ω) with
Note that by the first inequality in (1.2) we have
On the other hand, using the pointwise bound (1.6) and estimates for Riesz potentials in Morrey spaces [1] we find
The above two estimates show that |ζ|
q−p+1 (Ω) with the desired estimate.
We next apply the Morrey space estimate obtained Theorem 1.11 to prove Theorem 1.1.
Proof of Theorem 1.1. We apply the Schauder Fixed Point Theorem to prove the theorem. We prove it in several short steps.
Step 1. Suppose that µ ∈ L 1+ ; q(1+ ) q−p+1 (Ω) and that g is a vector field on Ω such that |g| for a constant C 0 depends only on n, p, α, β, q, diam(Ω), and diam(Ω)/R 0 .
Step 2. We now let ζ be as in the theorem and suppose that , and it is easy to see from (4.2) that g has exactly one root T in the interval (0, t 0 ].
Step 3. We now set Therefore, we can define a map S : E → E by letting S(v) = u for each v ∈ E, where u is the unique solution of (4.3). Using (4.4) and the convergence result of [3] it is easy to see that S(E) is precompact under the strong topology of W Moreover, if {v k } ⊂ E is a sequence that strongly converges in W 1, 1 0 (Ω) to v, then by Vitali Convergence Theorem we find that ∇v k → ∇v in L q (Ω, R n ). Thus by Remark 2.1 in [3] it follows that a subsequence of {S(v k )} converges to S(v) in W 1, 1 0 (Ω). As the limit is independent of the subsequence we see that {S(v k )} converges to S(v) in W 1, 1 0 (Ω). This shows that the map S is continuous on E. Now we can apply Schauder Fixed Point Theorem to conclude that S has a fixed point u in E. The fixed point u is the solution to the problem (1.4) as desired.
Appendix
This section is devoted to the following elementary result that was used in Example 1.10. This completes the proof of the proposition.
