Abstract
Introduction
Multithreading enables concurrent execution of several threads within the same program. Thus, it is a convenient way to decompose large programs into relatively independent smaller tasks and increase the overall efficiency [21] . This programming technique has been closely associated with Java, which was designed with multithreading in mind. There, the benefits of multithreading are obvious, especially in the case of multiprocessor systems. Actually, even when a system has a single processor, reasonable Java virtual machine systems can implement a scheduling scheme that shares the processor among the running threads. These benefits have driven large software development companies like SAP, where the developed applications are often web based and involve, e.g., extensive handling of server side resources, to adopt Java MT programming in the development phase.
However, despite all the benefits of multithreading, the development, testing, and maintenance of MT applications are often difficult tasks and consume a lot of efforts. This is due mainly to the fact that multithreading is associated with both concurrency and nondeterminism, which add to the complexity of the tasks in each of the phases of the development cycle. In fact, unlike sequential applications, a MT program can have several execution paths for the same input data because of the unpredictable thread scheduling and the inherent parallelism. Therefore, when an error occurs during one execution of a program, it might not be possible to reproduce the same error by simply re-executing the program (as in the case of sequential programs). At the same time, following a specific thread scheduling, an error may occur in only few of the possible executions of the program, thus making it difficult to detect. This makes traditional testing and debugging methods inefficient for the detection of multithreading related problems.
As a result, developing appropriate technologies, supported by tools, for identifying concurrency associated defects has become the focus of many experts and one of the most important problems in software engineering [14] . The hope is that through automation, the efforts spent on detecting errors can be reduced substantially. That is why many researchers around the world, currently concentrate on developing techniques and tools for testing and detecting errors in multithreaded applications. Many sophisticated formalisms, models and techniques have been introduced to serve these purposes. Unfortunately, such means are not always easily applicable and ready to be integrated into development processes, especially in industrial production of software. The reasons include the complexity of the techniques, the steep learning curve (to master modeling and reasoning methodologies) and the scalability in the case of large systems. Recently, some surveys, e.g., [14] , appeared that aim at encouraging a worldwide cooperation to eventually develop MT application test tools. This indicates that one can anticipate an extended period of intensive research and development in the area of MT Java applications.
Meanwhile, numerous mistakes can either be detected or avoided by simpler means, especially when they are caused by erroneous syntactic constructions or known sloppy programming styles. Actually, there is high tendency in recent works to profit from the improvement that the concept of design patterns [12] has brought to the development of software applications. The main idea is to consider representing common errors (that are known to occur frequently in large number of applications or that are shared by several programmers) by patterns of errors that could be generalized in a way to facilitate their detection and refactoring. In this regard, the notion of an antipattern, "something that looks like a good idea, but which backfires badly when applied" [27] , is being increasingly used in the testing and debugging phases. Current efforts include building libraries of antipatterns and developing tools that can detect them in software applications, in general, using both static and dynamic analysis approaches.
In this paper, we present a library of antipatterns that describe multithreading related problems to facilitate their detection in MT Java applications. We catalog as many as 38 antipatterns that relate to concurrency, synchronization, and some common MT programming techniques, which makes these antipatterns famous among programmers and testers. We present a practical classification of the antipatterns, which is less abstract than the widely known classifications; and we define an antipattern template (to archive the antipatterns), which provides useful information for the debugger and the developer as well. We use some existing tools, which detect antipatterns, and perform experiments to evaluate the relevance of the antipatterns as well as the adopted detection techniques. This work is a part of a joint collaboration between CRIM and SAP Labs Canada, which aims at finding appropriate techniques and tools to analyze MT Java programs being written in the Eclipse development environment.
The remainder of this paper is organized as follows. Section 2 presents an overview of the common problems encountered in MT applications and the existing solutions. In Section 3, we describe the antipattern-based approach to detect multithreading related defects. Then, in Section 4, we present the library of multithreading related antipatterns with the corresponding experimental results. Then, conclude the paper, draw the main conclusions, and discuss the potential future enhancements in Section 5.
MT Problems and Detection
It is known that proper communication and coordination between threads are not simple to realize, especially when an application grows large in size and scope (i.e., it has many threads, which could be active at the same time). Therefore, it is not always easy to write MT programs that are free of problems, which relate directly or indirectly to both the correctness and performance. In the following, we review the most common problems that could result from the misuse of concurrency in MT applications.
Races. Broadly stated, races occur when several threads access the same resource simultaneously without proper coordination [6, 24] . As a result, the program might end up producing an output far different from the one desired.
Deadlocks. There are several definitions of a deadlock in MT applications. However, they all share one fact: when a deadlock occurs in a program, the whole program or part of it is not alive anymore. According to [5] , "a deadlock is an impasse that occurs when multiple threads are waiting for the availability of a resource that will not become available because it is being held by another thread that is in a similar wait state".
Livelocks.
A livelock occurs when one thread takes control (e.g., locks an object of a shared resource) and enters an endless cycle. This is usually hard to detect since it is not easy to distinguish between a long cycle and an endless cycle. More generally, it occurs when a thread is so busy accepting new work that it never has a chance to finish any tasks [19] . The thread could eventually exhaust the memory and cause the program to crash. In [5] , "a livelock is a condition in which two or more threads continuously change their state in response to changes in the other thread(s) without doing any useful work". Efficiency Problems. As much as it is needed in MT programs, synchronization causes a significant overhead that usually accounts for 5-10% of the total execution time [1] . This follows from the fact that managing synchronization in Java MT applications requires the Java Virtual Machine (JVM) to perform some internal tasks (e.g., writing any modified memory locations back to main memory) that could impair the efficiency of the application.
There is a large body of research involved in trying to improve the quality of multithreaded programs both in academia and in industry. Progress has been made in many domains and it seems that a solution will contain components from many of them. As [14] states, there is no silver bullet solution; so research addresses a variety of partial solutions. The existing detection algorithms could be broadly divided into static and dynamic.
Static algorithms. They are based on the analysis of code (source code or bytecode) and are normally independent of input order or thread scheduling since the code is analyzed without execution. Static analysis tools of various types, including formal analysis tools, are being developed, which can detect faults in the multi-threaded domain [1, 13, 14, 26, 29] . Analysis tools that show a view of specific interest in the interleaving space both for coverage and performance [28] are also being considered. Meanwhile, additional input data, such as annotations, could also be used.
Dynamic algorithms. They require the execution of the program and depend on the analysis of the resulting execution traces. While dynamic analysis usually generates fewer false warnings than static algorithms do, it often restricts error detection to faults that manifest themselves in or could be only deduced from observed traces [10, 20, 22, 24] .
Antipattern-based Approach
The concept of patterns has become widely adopted in the development process, especially in software applications. Design patterns, which are defined as insightful and clever ways of solving particular classes of problems, were introduced in the last decade to save on the cost of producing and maintaining software products [12] . Recently, in the context of program validation and error detection, the concept of predefined error description has been introduced to help reduce the efforts associated with debugging and maintaining of software applications [25] . Two types of antipatterns are identified so far.
Design antipatterns. Common software designs that have been proven to fail repeatedly, i.e., models of syntactic constructions (in particular) representing potential or confirmed sources of problems in a program [25] . From this viewpoint, an antipattern is simply a solution to a problem that does not work correctly, and it can be seen as just another design pattern [4] . Error or bug patterns. A bug pattern represents a recurring correlation between signaled errors and underlying bugs in a program [2] . Unlike design antipatterns, bug patterns are patterns of erroneous program behavior correlated with programming mistakes. The concern is not with design, but with the programming and debugging process from the viewpoint of symptoms of errors [2] . Meanwhile, quality problems and inefficiencies are not covered by bug patterns [2] .
Note that there exist some interpretations that do not distinguish between the two notions, e.g., [15] uses the notion of error or bug pattern to identify problems from both categories. In our case, the analysis of MT programs is based merely on the source code. Therefore, the notion of bug patterns as mentioned by [2] might not be directly applicable since the symptoms of errors (depicted in the behavior of the program) cannot be easily compared due to concurrency and uncontrolled scheduling. Actually, as we mentioned earlier, reproducing the same error, when it occurs in an execution of a program, is not an easy task. That is why, based on the symptoms associated with an error (or an error antipattern) it is difficult to reason about the causes of that error. Consequently, in our work, we consider antipatterns as members of the first category, i.e., representing models of syntactic constructions and design options, which constitute potential sources of erroneous behavior.
In the literature, there have been several attempts to use predefined error formulation to detect the problems that relate mostly to multithreading and concurrency [9, 11, 15, 17, 18] . However, we are not aware of any attempts to build a library that archives all these problems and represents them in an easy to use way (from the viewpoint of the developer who deals mainly with the code). In the following, we discuss our work in constructing a library of the most common errors and problems encountered in MT programs. First though, we overview the basic detection techniques that are commonly used to implement an antipattern-based approach in general and the main hurdles that are faced.
The errors that can be coded in antipatterns are usually established while considering the commonly met mistakes, the expertise in the domain of the development of MT applications, and the constraints related to the language semantics. Often, also, errors are caused by inadvertency or lack of experience, mainly in the case of novice programmers. Therefore, detection is commonly done using static analysis since the majority of antipatterns can be represented by syntactic constructions. Here, we can distinguish between two classes of techniques:
• Detection by linear scanning of the source code:
This requires a browsing of the syntactic tree of a program without considering its control flow.
• Detection using some abstractions extracted from the source code: This requires supplementary analysis of extracted information, which could include call graphs, class dependency graphs, etc. However, static analysis is known to yield a nonnegligible number of false alarms, mainly because some necessary dynamic information is usually estimated (often in a pessimistic way in order to get safe results). In addition, an antipattern itself can be a source of false alarms since, in some cases, it models a construction that could potentially, but not necessarily, produce an error. Meaning that even when the detection is correct (the antipattern is found), the doubtful construction can still prove to be problem free, especially when it concerns problems that are related to style and efficiency. Moreover, when a detection technique depends on abstractions or information extracted from the code, imprecision is almost inevitable, thus becoming an additional source of false alarms. For such reasons, dynamic analysis can be the only or the last resort for the detection of certain antipatterns, which are manifested only when the program is executed and cannot be detected unless some dynamic information is available.
In conclusion, the outcome of applying an antipattern-based analysis approach depends on several factors:
• The relevance of the error represented by the antipattern. It is necessary that the antipattern represent an error that is relevant to the application under test.
• The correct formulation of the antipattern, meaning that it models correctly the error.
• The soundness of the detector to ensure it does not generate many false alarms.
Multithreading Antipattern Library
Some would argue that an antipattern library could never be complete. Actually, as long as antipatterns are related to programming styles (which are not well defined themselves), one may keep coming up with new additions to a library. Here, we present a library of the problems most commonly considered in the literature and by authors of several analysis tools. We reviewed existing classifications in the research literature, the practical programming guidebooks, and the existing tools that target the program analysis problem. Throughout our search for antipatterns, we had in mind to catalog problems, errors, and programming styles that are both interesting to and understandable by the developers of the target applications. So far, this library includes 38 multithreading related antipatterns and is in continuous evolution, because some antipatterns can become obsolete or controversial while new ones can appear.
Classification
So far, problems that could be encountered in distributed applications, in general, are categorized and grouped mainly by considering the abstract effects of concurrency on the developed programs. Hence, experts distinguish mainly between safety and liveness problems that could be faced in a program. This categorization is generally based on the abstract definitions of safety (nothing bad will ever happen) and liveness (something good will eventually happen). Safety problems usually affect the integrity of the handled data in a program, e.g., race conditions. On the other hand, liveness covers problems leading to deadlocks and livelocks. Despite its theoretical soundness, this categorization becomes too abstract and vague for developers and programmers when analyzing MT applications on the level of the written code. Meanwhile, other classifications have been proposed like the one adopted in the Specification Pattern System (SPS) [7] , which distinguishes between order and occurrence patterns. However, this classification, as the SPS itself, originates from an understanding of the analyzed application that takes into account the functional aspects of the system under test and not the correctness and quality of the written code. We mention also the classification that distinguishes between static and dynamic problems following the techniques used in the detection of the problems. Another possibility, which we find closer to the understanding of the developer, is to classify the problems of a multithreaded application in the following two main groups:
Correctness problems. They affect the outcome of the program. Either the program produces a wrong output (data and memory corruption) or it does not produce any output at all due to deadlocks, livelocks, race conditions, or memory exhaustion.
Efficiency and quality problems. They affect mainly the performance of the program, so the desired output could still be produced but not in the desired time. Also, the problem could be that the program is not easily usable or maintainable.
On a lower level, and to further simplify the task of the developer who needs to detect and solve the problems, we identify the following classes of MT related antipatterns:
1 Note that the last category groups the antipatterns that are known to occur in MT applications, but whose outcome is not directly identified in the behavior of the application. For example, the start() method of a thread should not be called more than once. However, if this occurs in a program, there is no indication of how the application will react (sometimes this will generate an exception at runtime, but in other cases the second call will be ignored [21] ). Another antipattern that could cause similar confusion is the inconsistent synchronization antipattern [15] . This antipattern is used to identify potential data races by detecting attributes that are defined and used with and without synchronization in the tested application. However, this antipattern can be used to detect quality and efficiency related defects in the application as well. Actually, when an attribute that does not need synchronization is used with and without it, the potential problem is no more related to races, but one that affects the efficiency or the quality of the program. For this reason, we archive this antipattern with the problems having unpredictable results since there are no clear indications, in the definition of the antipattern and the proposed detection methods, how to interpret its presence in a program.
At the same time, there are antipatterns, which result in problems in more than one aspect of the program behavior. For example, the unsynchronized spin-wait (mainly an unsynchronized loop) may result simultaneously in a livelock -the loop might never exit-and in deteriorating the efficiency of the program. In our library though, we archive the antipatterns in the category that is known to have the most serious consequences on the analyzed program. Therefore, in the case of the unsynchronized spin-wait antipattern, we archive it in the livelock category.
Template
To archive the antipatterns in our library, we define the following template. This template provides useful information about a particular antipattern including:
• the definition (name, description, and category),
• an example of occurrence (code samples),
• the re-factoring solution (hints and tips), • possible conflicts of applying the proposed solutions, • the possible detection technique(s), and • comments (e.g., source of the antipattern).
This information, in the template, is meant to help both the developers of MT applications and the professionals building tools to detect the antipatterns in MT programs. For the latter, information like possible detection techniques contributes to the reduction of the implementation efforts, especially the examples how an antipattern would be manifested in the source code. As for the former, the examples, the potential conflicts of any proposed solution, as well as the comments could optimize the application of the proposed refactoring solution or even serve as means to avoid the antipattern in the first place.
Note that our classification and documentation of antipatterns can be compared to the work in [8] , where a classification of concurrent bugs is suggested based on the causes of a bug, e.g., wrongful assumption. Three bug classes corresponding to wrong assumptions on protection, interleavings, and liveness are suggested. While several preliminary bug examples are described, the work does not target systematic documentation of these bugs. However, in our case, both the classification and the documentation are meant to facilitate the task of a developer in debugging and correcting his code.
Antipatterns
Here, we present the antipatterns that we have cataloged so far in our library classified in their corresponding groups. We also report, for each class of antipatterns, our experience in using the antipatterns. Actually, we have used some of the antipatterns in the validation of MT Java code of several applications in the context of the joint collaboration between CRIM and SAP Labs Canada. For this purpose, we have used two existing tools, which analyze byte code of MT programs: Jlint [3, 17] and FindBugs [9, 15] . The two tools target the detection of many antipatterns (12 and 14, respectively) from the proposed library. In addition, we have developed a third tool, E_Jlin, which analyzes the source code using linear scanning techniques and detects nine antipatterns so far. This tool is based on the existing analysis tool, Jlin, developed by SAP as a plugin in the Eclipse development environment.
Due to space limitations, we only show the names of the antipatterns (with explanations when mostly needed), and next to each antipattern, we list the tools that can detect it where available. Then, we give a brief example from each class of antipatterns. In our experiments, we considered three applications that use multithreading heavily and whose developers are available to discuss and evaluate the results. The first application is a Multi-Agent Platform developed at CRIM; the second is a SAP Vending Software, and the third is a UDDI server also developed by SAP. Among the tools used, only Jlint reported error messages. Actually, Jlint detected two antipatterns in App1, but it crashed with the other two applications:
• Synchronized method call in cycle of lock graph.
• Method call leads to a cycle in lock graph.
Note, though, that for the detected antipatterns, the number of messages reported was 367 and 152, respectively (which is quite high). The analysis of the results showed that the high number was due mainly to the conservative approach followed by Jlint to determine the Lock Graph, on which the detection of deadlock antipatterns is based. The other reason was the way Jlint represents results. Actually, when a method is found to cause an error, the tool generates a message for every call to the method as well.
Name: Synchronized method call in cycle of lock graph Description: The lock dependency graph is a graph whose nodes are classes and arcs lock acquisitions between the classes. When a synchronized method appears in a cycle of the lock graph, it could indicate that calling this method could lead to a deadlock in the application. None of the livelock antipatterns was reported by any of the tools. This could reflect either the freedom of the applications from these antipatterns or the complexity of detecting them. The latter could be the case, in particular, to the "Unsynchronized spin-wait" antipattern. The tools do not report its presence in the applications, especially in App1, which was developed mainly by students. However, the antipattern is known to occur frequently in MT applications, especially developed by beginners, and it is important to detect it because it severely decreases the performance and affects the correctness of an application. Here, only FindBugs and Jlint reported errors in the tested applications. FindBugs detected only one antipattern, the "Get-Set methods with different declarations", which was a confirmed error in App1. Jlint, on the other hand, detected four antipatterns (again only in App1):
• Overriding a synchronized method (one message).
• Non volatile field used by more than one thread (five messages).
• Non synchronized run() method (one message).
• Non synchronized method called by more than one thread (314 messages). The messages reported by Jlint are interpreted as follows. Among the antipatterns with the low number of messages reported, only one false alarm was generated (in the case of the non synchronized run() method). As for the "Non synchronized method called by more than one thread" antipattern (314 messages), approximately only 12% of the generated messages were confirmed errors. The remaining messages are either redundant (Jlint produces a message each time a problematic method is called) or truly false alarms. In the case of efficiency related problems, Jlint does not detect any antipatterns. All the antipatterns detected by E_Jlin (Table 1) and FindBugs (Misuse of notifyAll(): 1 message in App2) were confirmed problems in the three applications, and corresponded mainly to the overuse of synchronization, which affects the performance of an application. • Internal call of a method (18) • Synchronized immutable object (1) App2
Efficiency Problems
• Object locked but not used (2)
• Synchronized immutable object (2) App3
• Object locked but not used (7)
• Internal call of a method (7) Quality and Style Problems In this category, only Jlint detected one problem in App1: Reference value is changed when it is used in synchronization block. The tool generated two messages for this antipattern and they both corresponded to confirmed errors.
Problems Leading to Unpredictable Results
1. The other errors were detected by FindBugs, and they were distributed among the three applications ( Table 2 ). The Start() method call in constructor messages were confirmed errors while those referring to inconsistent synchronization (where it is not known if the problem is a data race or excessive synchronization) could not be tracked to their causes since FindBugs does not indicate the location of the error in the application. Inconsistent synchronization (6) App2
• Inconsistent synchronization (2)
• Start() method call in constructor (2) App3
Inconsistent synchronization (5)
Conclusions
In this paper, we presented a library of antipatterns for MT Java applications. This library is built from antipatterns that are known to occur frequently in the development of MT applications. We have cataloged 38 antipatterns that relate to multithreading, concurrency, and synchronization. Then we have classified the collected antipatterns following a categorization, which reflects the effect of the antipatterns on the outcome of the tested program. Under the two main categories of correctness and efficiency and quality, we classified the antipatterns into six groups: Deadlock, Livelock, Race Conditions, Efficiency, Quality and Style, and Antipatterns with Unpredictable Results.
Then, we constructed a library of the antipatterns, which were represented using a template that reveals useful information for both documentation and detection (correction) purposes. Finally, we conducted some experiments with known existing tools to evaluate the relevance of the antipatterns from the various categories to some industrial applications, which use multithreading heavily. In this context we have developed a new tool that uses linear scanning to analyze the code of the tested application. This tool has been integrated in the Eclipse environment and is subject to further development.
We believe that such a library can be helpful in many ways in improving the development and test of Java MT applications. We have implemented a prototype tool to detect antipatterns from different categories and integrated this tool in the Eclipse environment, adopted by SAP. This constitutes an efficient way to enhance the analysis of the MT applications as they are developed by programmers of different levels of expertise. On the other hand, as other research groups have proven, the antipatterns could be detected by independent, stand-alone tools, which may be applied to desired applications at different stages of the development process.
At a different level, antipatterns, especially those which relate to the controversial aspects of the (Java) programming language, could be used by experts who work on refining the language and the corresponding resources (JVM, JMM, etc.), to identify such controversies and address them in future releases of the language. So far however, the Java language has kept a high level of backward compatibility, i.e., all the antipatterns in our library are valid for all the available releases (even the latest beta version of J2SE [16] ), and are expected to remain so for quite a long time.
This work could be enhanced in more than one direction. In addition to collecting and documenting more antipatterns, we plan on developing more tools to detect as many antipatterns as possible to facilitate the analysis of applications. The main concern here is to identify the best detection techniques to reduce false alarms. Then, the library itself could be integrated in the development environment (Eclipse in our case) as a help component to increase the usability of the antipatterns.
