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Abstract
Protein-protein and protein-ligand interactions are fundamental as many pro-
teins mediate their biological function through these interactions. Many impor-
tant applications follow directly from the identification of residues in the interfaces
between protein-protein and protein-ligand interactions, such as drug design, pro-
tein mimetics engineering, elucidation of molecular pathways, and understanding
of disease mechanisms. The identification of interface residues can also guide
the docking process to build the structural model of protein-protein complexes.
This dissertation focuses on developing computational approaches for protein-
ligand and protein-protein binding site prediction and applying these predictions
to improve protein-protein docking.
First, we develop an automated approach LIGSITEcsc to predict protein-
ligand binding site, based on the notion of surface-solvent-surface events and
the degree of conservation of the involved surface residues. We compare our
algorithm to four other approaches, LIGSITE, CAST, PASS, and SURFNET,
and evaluate all on a dataset of 48 unbound/bound structures and 210 bound-
structures. LIGSITEcsc performs slightly better than the other tools and achieves
a success rate of 71% and 75%, respectively. Second, for protein-protein bind-
ing site, we develop metaPPI, a meta server for interface prediction. MetaPPI
combines results from a number of tools, such as PPI Pred, PPISP, PINUP, Pro-
mate, and SPPIDER, which predict enzyme-inhibitor interfaces with sucess rates
of 23% to 55% and other interfaces with 10% to 28% on a benchmark dataset of
62 complexes. After refinement, metaPPI significantly improves prediction suc-
cess rates to 70% for enzyme-inhibitor and 44% for other interfaces. Third, for
protein-protein docking, we develop a FFT-based docking algorithm and system
BDOCK, which includes specific scoring functions for specific types of complexes.
BDOCK uses family-based residue interface propensities as a scoring function and
obtains improvement factors of 4-30 for enzyme-inhibitor and 4-11 for antibody-
antigen complexes in two specific SCOP families. Furthermore, the degrees of
buriedness of surface residues are integrated into BDOCK, which improves the
shape discriminator for enzyme-inhibitor complexes. The predicted interfaces
from metaPPI are integrated as well, either during docking or after docking. The
evaluation results show that reliable interface predictions improve the disrimi-
nation between near-native solutions and false positive. Finally, we propose an
implicit method to deal with the flexibility of proteins by softening the surface,
to improve docking for non enzyme-inhibitor complexes.
Preface
This dissertation is my own work and contains nothing which is the outcome of
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Chapter 1
Introduction
Biological systems are driven by interactions between biomolecules – DNA, pro-
teins and ligands. Protein-protein/ligand interactions are involved in virtually all
the cellular processes including metabolism, signalling and development. Given
the increased focus on interactions in the current post-genomics era, structural
knowledge of complexes is required to understand how the various biomolecular
units work together to fulfil their tasks. Computational approaches to predict
protein binding site and protein-protein complex structure are powerful tools to
gain such structural knowledge and improve our understanding of protein function
and their recognition mechanisms. This dissertation focuses on developing com-
putational methods to improve the prediction of protein-ligand, protein-protein
binding sites and protein-protein complex structures (protein docking). Below I
will discuss three open questions to be addressed in this work.
1.1 Open questions
Open question 1: Can we improve protein-ligand binding site predic-
tion using the Connolly surface and conservation?
The protein surface can form pockets, which are binding sites of small molecule
ligands. The determination of pockets on a protein surface is therefore a pre-
requisite for protein-ligand docking and an important step in structure-based
drug design. In the last decade, many computational methods have been devel-
oped to predict and analyse protein-ligand binding sites. Many approaches such
as POCKET (Levitt and Banaszak, 1992), LIGSITE (Hendlich et al., 1997),
1
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SURFNET (Laskowski, 1995), CAST (Liang et al., 1998), and PASS (Brady
and Stouten, 2000) use pure geometric characteristics and do not require any
knowledge of the ligands. These methods are good but not perfect. For the im-
portant class of enzymes, ligands bind in a deep pocket, which contains conserved
residues. Therefore, the protein-ligand binding site prediction can be improved
by better pocket definition and conservation. One way to improve existing pocket
detection methods makes use of the connolly surface, which is deinfed as the con-
tact and reentrant surface of protein to solvent. Thus, the first open question
is: ”Can we develop a better prediction method using the Connolly surface and
conservation?”.
Open question 2: Can we improve protein-protein interaction site
prediction using existing prediction methods?
Protein-protein interactions play a pivotal role in the organisation of life. The
recognition of protein-protein interaction sites is of great importance to identify
functionally important amino acid residues, facilitate experimental efforts to cata-
log protein interactions, enhance computational docking studies and drug design,
as well as enable functional annotation for the growing number of structurally
resolved proteins of unknown function. The problem of predicting protein-protein
binding site computationally has been tackled by a number of groups over the
last 10 years, based on sequential and/or structural information of proteins. As
a result, there are a number of prediction servers publicly available, to which the
users can submit their protein structures and get the prediction results. However,
there is no direct comparison between these approaches and the predictions given
by these servers are different. Therefore, the second open question arises: ”Can
we improve protein-protein binding site prediction using existing methods?”
Open question 3: Can we improve protein-protein docking using
interface prediction?
The rapid accumulation of data on protein-protein interactions, sequences,
structures calls for the development of computational methods for protein dock-
ing. Typically docking methods are investigated which attempt to predict the
complex structures given the structures of components. A major challenge in
this field is to extract the near-native structures from a pool of a large number of
solutions by using an appropriate scoring function. The development of docking
2
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algorithms and scoring functions is tracked by the CAPRI (Critical Assessment
of Prediction of Interactions) experiments (Mendez et al., 2003). Obviously, reli-
able knowledge of protein binding sites can significantly improve the accuracy of
predicting complex structures. Thus, we ask the last question: ”Can we improve
protein docking using interface prediction?”
1.2 Outline
Answering these three open questions is the main contribution of this disserta-
tion. First, in Chapter 2, I will discuss the relevant literature and explain the
state-of-the-art computational approaches to predicting protein-ligand/protein
binding sites and protein complex structures. Then, in Chapter 3, the first open
question ” Can we improve protein-ligand binding site prediction us-
ing the Connolly surface and conservation?” is answered by developing a
method called LIGSITEcsc. The algorithm of LIGSITEcsc and its improvement
on ligand-binding site prediction is illustrated in detail. Comparing to the other
four approaches, LIGSITE, CAST, PASS, and SURFNET, LIGSITEcsc performs
slightly better than the other tools and achieves a success rate of 71% and 75%
for unbound/bound structures, respectively.
The method metaPPI, discussed in Chapter 4, answers the second open ques-
tion of improving protein interface prediction using existing methods. MetaPPI
significantly improves prediction success rates from 23-55% to 70% for enzyme-
inhibitor and from 10-18% to 44% for other interfaces.
In Chapter 5 and 6, the third open question ”Can we improve protein-
protein docking using interface prediction?” is partially answered. In
Chapter 5, family-based residue interface propensity is integrated into a scor-
ing function to improve docking for two families: trypsin-like serine protease
for enzyme-inhibitor complexes and V set domains (antibody variable domain-
like)/C1 set domains (antibody constant domain-like) for antibody-antigen. In
Chapter 6, a FFT-based docking algorithm called BDOCK is developed to im-
prove the docking for enzyme-inhibitor complexes, by taking the degree of buried-
ness and conservation of surface residue into account. Finally, the third question
is completely answered in Chapter 7, in which the interface prediction results by
3
1.2 Outline
metaPPI are integrated into BDOCK to improve protein docking, either during
docking or after docking. In the last section in this chapter, the flexibility of
proteins is taken into account implicitly , by softening the protein surface. This
approach improves the docking success rate for non enzyme-inhibitor complexes.
Finally, the conclusion and the future work are discussed in the last chapter.
4
Chapter 2
Background
2.1 Protein structure
Proteins are an important class of biological macromolecules present in all bio-
logical organisms. Proteins consist of a sequence of 20 different amino acids, also
referred to as residues. To be able to perform their biological function, proteins
often fold into one, or more, specific spatial conformations, driven by a number of
non-covalent interactions such as hydrogen bonding, ionic interactions, Van der
Waals’ forces and hydrophobic packing. In order to understand the functions of
proteins at a molecular level, it is often necessary to determine their three di-
mensional structure. This is the topic of the scientific field of structural biology,
that employs techniques such as X-ray crystallography, nuclear magnetic reso-
nance (NMR) spectroscopy and electron microscopy, to determine the structure
of proteins.
The number of known protein structures deposited in the Protein Data Bank
(PDB) (Berman et al., 2000) has grown exponentially over the last 30 years. This
trend can be expected to continue as structural genomics projects gain momentum
and techniques allowing higher throughput structure determination are developed
(Berman et al., 2000). Currently there are more than 40,000 crystallographic or
NMR structures of proteins or nuclear acids available in PDB.
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2.1.1 Classification of protein structure
Several methods of structural classification of proteins have been developed to
introduce some order to the large amount of data present in the Protein Data
Bank. Such methods facilitate structural comparisons and provide a greater
understanding of structure and function (Hadley and Jones, 1999). The most
widely used and comprehensive classification databases are SCOP (Murzin et al.,
1995), CATH (Orengo et al., 1997). These classifications make use of different
methods of defining and categorising protein folds that lead to different views of
the protein-fold space.
SCOP (Structural Classification of Proteins), was among the earliest efforts to
classify protein structures into folds. Protein domains with no obvious sequence
homology to other domains are defined and classified manually. In many ways,
this database has been considered the standard for protein structure classification.
CATH (Class Architecture Topology Homologous) superfamily makes use of
a combination of manual and automated procedures in defining and classifying
protein domains. CATH relies on the consensus of three automated classification
methods to break protein chains into domains.
2.1.2 Protein surface
The protein surface is the outer or the topmost boundary of a protein. The
topology of the surface of a protein is intimately related to its function; parts of
the surface are directly involved in interactions with other molecules; the solvent-
protein interface is almost certainly related to the structure of the native molecule;
and the chemical reactivity of the various functional groups will depend on their
relation to this interface (Lee and Richards, 1971).
There are three types of protein surfaces: Van der Waals surface, solvent
excluded surface (Connolly surface), solvent accessible surface. Van der Waals
surface corresponds to the envelope containing the atomic spheres of Van der
Waals radius. The shape of the van der Waals surface of a molecule may be
misleading, especially for macromolecules, since it frequently contains small gaps,
pockets and clefts which are sometimes too small to be penetrated even by a
solvent molecule like water. For all practical purposes, the van der Waals surface
6
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Figure 2.1: Calculation of the Van der Waals surface, Connolly surface and
solvent accessible surface. The Van der Waals surface corresponds to the enve-
lope containing the atomic spheres of Van der Waals radius; The Connolly sur-
face is composed of contact surface and re-entrant surface; The solvent accessi-
ble surface corresponds to the centre of the spherical probe traces. Edited from
http://www.ccl.net/cca/documents/molecular-modeling/node5.html
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of these oddments cannot enter into contact with a solvent or a drug molecule and
therefore is not truly an accessible surface. To ”smooth” the roughness of the van
der Waals surface, Lee and Richards (1971) introduced the concept of a contact
surface and a solvent accessible surface. These surfaces are obtained by rolling
a spherical probe of a diameter corresponding to the size of a solvent molecule
(usually water) on the original van der Walls surface. As a result, the area where
the probe touches the van der Waals surface is called the contact surface, the
centre of the spherical probe traces a surface called the solvent accessible surface
and the patches over narrow gaps and clefts traced by the surface of the probe are
called re-entrant surfaces. The Connolly surface is composed of contact surface
and re-entrant surface (Connolly, 1983). Figure 2.1 illustrates the calculation of
these three types of surfaces.
2.2 Protein-protein interaction
Proteins do not live alone, they have to interact with other molecules like DNA
and RNA as well as other proteins to perform their biological function. Protein
interactions play a critical role in all stages of cellular development, metabolism
and biological pathways. For example, signals from the exterior of a cell are me-
diated to the inside of that cell by protein-protein interactions of the signalling
molecules. This process, called signal transduction, plays a fundamental role in
many biological processes and in many diseases (e.g. cancer). Proteins might
interact for a long time to form part of a protein complex, a protein may be car-
rying another protein (for example, from cytoplasm to nucleus or vice versa in the
case of the nuclear pore importins), or a protein may interact briefly with another
protein just to modify it (for example, a protein kinase will add a phosphate to
a target protein). This modification of proteins can itself change protein-protein
interactions. The specific interactions between proteins are critical in most cel-
lular processes. The normal function of a cell can be seriously damaged by the
disruption of interactions or by the non-specific aggregation with other proteins.
In a word, protein-protein interactions are of great importance for virtually
every process in a living cell. Information about these interactions improves
our understanding of diseases and can provide the basis for new therapeutic ap-
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proaches. There are many methods developed either from biological experimental
or computational perspective, as will be discussed below.
There are several biological experimental techniques developed in the last two
decades to detect the interactions between proteins. One of the most important
techniques is the yeast two-hybrid system. Two-hybrid screening is a molecular
biology technique used to discover protein-protein interactions (Criekinge and
Beyaert, 1999; Young, 1998) and protein-DNA interactions by testing for physical
interactions (such as binding) between two proteins or a single protein and a DNA
molecule, respectively. Phizicky and Fields (1995) and Shoemaker and Panchenko
(2007a) have given a good review of experimental methods to investigate protein-
protein interactions.
Although high-throughput experimental methods produce a large amount of
data about protein interactions, interactomes of many organisms are far from
complete. The low interaction coverage along with the experimental biases to-
ward certain protein types and cellular localisations reported by most experi-
mental techniques call for the development of computational methods to predict
whether two proteins will interact (Shoemaker and Panchenko, 2007b). The prob-
lem of predicting protein-protein interactions computationally has been tackled
by a number of groups in different fields of structural and functional genomics.
From a structural perspective, protein-protein interface studies have perhaps been
the most successful computational approaches. Structural analysis of the inter-
faces of known protein-protein interactions allows common structural interaction
motifs to be identified. These motifs can be used to predict whether it is possible
for two proteins of known structure to physically interact (Kim et al., 2004). Some
computational methods are based on the co-localization of potentially interacting
genes in the same gene clusters or protein chains (gene cluster (Overbeek et al.,
1999), gene neighborhood (Galperin and Koonin, 2000; Huynen et al., 2000; Ro-
gozin et al., 2002), and Rosetta stone methods (Enright et al., 1999; Marcotte and
Marcotte, 2002; Marcotte et al., 1999; Yanai et al., 2001), on co-evolution pat-
terns in interacting proteins (sequence co-evolution methods (Bowers et al., 2004;
Goh et al., 2000; Jothi et al., 2006; Kim et al., 2004), and on the co-expression
of genes. Some methods find patterns of co-occurences in interacting proteins,
protein domains, and phenotypes (phylogenetic profiles (Pellegrini et al., 1999;
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Snitkin et al., 2006)), while others use the presence of sequence/structural motifs
characteristic only for interacting proteins.
2.3 Protein binding site prediction
As discussed above, proteins have to interact with other molecules like DNA,
small molecules (ligand) or other proteins to perform their biological function.
Knowledge about where the protein binds to other molecules gives us a better
understanding of its biological function. Before discussing protein-protein in-
teraction site prediction, I will discuss the computational approaches to predict
protein-ligand binding site.
2.3.1 Identification of protein-ligand binding site
Proteins not only interact with other proteins but also interact with some small
molecules (called ligands here) like NAD (Nicotinamide adenine dinucleotide),
AMP (Adenosine 5’-monophosphate) etc. Unlike the interaction between pro-
teins, ligands tend to bind to the pockets (cavities) on protein surface. Identifi-
cation and evaluation of these ligand binding sites are the initial steps for protein
structural-based drug design. Characterising these ligand binding pockets plays
an important role in automated ligand docking.
In the last decade, a variety of computational methods has been developed
for the location of possible ligand-binding sites of proteins. Most of these pocket
detection methods use pure geometric criteria to find clefts on protein surface
and do not require any knowledge of the ligands, such as POCKET (Levitt and
Banaszak, 1992), LIGSITE (Hendlich et al., 1997), SURFNET (Laskowski, 1995),
CAST (Liang et al., 1998), and PASS (Brady and Stouten, 2000). Statistical and
empirical studies have shown that the actual ligand binding sites correspond to
the largest pocket on a protein surface (Laskowski, 1995; Laskowski et al., 1996).
One of the first methods, POCKET (Levitt and Banaszak, 1992), introduced
the idea of protein-solvent-protein events as key concept for the identification
(see Fig. 2.3.1.a). The protein is mapped onto a 3D grid. A grid point is part
of the protein if it is within 3Å of an atom coordinate; otherwise it is solvent.
Next, the x, y, and z-axes are scanned for pockets, which are characterised as a
10
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a. POCKET, LIGSITE, LIGSITEcsc b. SURFNET
Atoms
Pocket grids
Pocket sites
Scanned directions
Initial
sphere Final
sphere
A
B
c. CAST d. PASS
ASPs
Figure 2.2: Pocket identification methods. a. POCKET, LIGSITE, and LIGSITEcsc
scan the grid for protein-solvent-protein and surface-solvent-surface events, respectively.
POCKET uses 3, LIGSITE and LIGSITEcsc 7 directions. POCKET and LIGSITE use
atom coordinates while LIGSITEcsc uses the Connolly surface. b. SURFNET places a
sphere, which must not contain any atoms, between two atoms. The spheres with maximal
volume define the largest pocket. c. CAST triangulates the surface atoms and clusters
triangles by merging small triangles to neighbouring large triangles. d. PASS coats the
protein with probe spheres, selects probes with many atom contacts, and then repeats
coating until no new probes are kept. The pockets, or active site points, are the probes
with large number of atom contacts.
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sequence of grid points, which start and end with the label protein and a period of
solvent grid points in between. These sequences are called protein-solvent-protein
events. Only grid points that exceed a threshold of protein-solvent-protein events
are retained for the final pocket prediction. Since the definition of a pocket in
POCKET is dependent on the angle of rotation of the protein relative to the
axes, LIGSITE extends POCKET by scanning along the four cubic diagonals
in addition to the x, y and z directions. LIGSITE was originally tested on 10
receptor-ligand complexes of which 7 bind in the largest, 2 in the second largest,
and 1 in the third largest predicted pocket.
In SURFNET (Laskowski, 1995), the key idea is that a sphere, which separates
two atoms and which does not contain any atoms, defines a pocket (see Fig.
2.3.1.b). First, a sphere is placed so that the two given atoms are on opposite
sides on the sphere’s surface. If the sphere contains any other atoms, it is reduced
in size until no more atoms are contained. Only spheres, which are between a
radius of 1 to 4Å are kept. The result of this procedure is a number of separate
groups of interpenetrating spheres, called gap regions, both inside the protein and
on its surface, which correspond to the protein’s cavities and clefts. SURFNET
was used to analyze 67 enzyme-ligand structures and the ligand is bound in the
largest pockets in 83% of the cases (Laskowski et al., 1996).
CAST (Binkowski et al., 2003; Liang et al., 1998) computes a triangulation
(see Fig. 2.3.1.c) of the protein’s surface atoms using alpha shapes (Edelsbrun-
ner et al., 1995; Edelsbrunner and Mucke, 1994). In the next step, triangles
are grouped by letting small triangle flow towards neighbouring larger triangles,
which act as sinks. The pocket is then defined as collection of empty trian-
gles. CAST was tested on 51 of 67 enzyme-ligand complexes used for SURFNET
(Laskowski et al., 1996) and achieved a success rate of 74%.
PASS (Brady and Stouten, 2000) uses probe spheres to fill cavities layer by
layer (see Fig. 2.3.1.d). First, an initial coating of the protein with probe spheres
is calculated. Each probe has a burial count, which counts the number of atoms
within 8Å distance. Only probes with count above a threshold are retained. This
procedure is iterated until a layer produces no new buried probe spheres. Then
each probe is assigned a probe weight, which is proportional to the number of
probe spheres in the vicinity and the extent to which they are buried. Finally, a
12
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Method Geometric technique Evaluation dataset Result
POCKET Identification ”protein-solvent-
protein” events on 3D grid, 3
directions(X,Y,Z)
- -
LIGSITE Extension and refinement of
POCKET, 7 directions
10 receptor-ligand
complexes
7 ligands bind in
the 1st, 2 in the
2nd, and 1 in the
3rd largest pre-
dicted pocket.
SURFNET Place probe sphere between
atoms
67 enzyme-ligand
structures
83% success rate
CAST Alpha shape and triangulation 51 of SURFNET
dataset
74% success rate
PASS Coat protein by probe sphere
layer by layer
30 protein-ligand
complexes
ligands bind to
the top 3 pock-
ets in 26 cases
Table 2.1: Summary of geometric-based protein-ligand binding site prediction methods.
The geometric approaches and the evaluation dataset used in these methods are shown, as
well as the prediction results stated in their own test.
small number of active site points (ASP) are selected by identifying the central
probes in regions that contain many spheres with high burial count. The final
active site points are determined by cycling through the probes in descending
order of probe weight, keeping only those above a threshold and farther than
8.0Å apart from each other. Finally, the retained active site points are ranked by
probe weight.
Table 2.1 summarises the discussed geometric-based protein-ligand binding
site prediction methods and the prediction results on their own evaluation datasets.
The largest pocket identified by these geometric methods on the protein surface
is usually the binding site of a ligand. Besides these purely geometric meth-
ods above, there are methods, which take additional information into account
to re-rank predictions. (Glaser et al., 2006) refined SURFNET’s predictions by
considering the degree of residue conservation in the pocket. Q-SITEFINDER
(Laurie and Jackson, 2005) used the interaction energy between the protein and a
simple van Waals probe to locate energetically favourable binding sites. Eyrisch
and Helms (2007) proposed a novel pocket detection protocol and applied it on
three selected proteins BCL-XL, IL-2, and MDM2, to identify transient pockets
which could be inhibitor binding sites. The unbound structures were used as
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starting points for 10 ns long molecular dynamics simulations. Then trajectory
snapshots were scanned for cavities on the protein surface using the program
PASS (Brady and Stouten, 2000). The inhibitors were placed into the transient
cavities they detected using AutoDock (Morris et al., 1998) and the complexes
were compared to known inhibitor bound complexes with less than 2 Å RMSD.
The results showed that this protocol could be a viable tool to identify transient
ligand binding pockets on protein surfaces (Eyrisch and Helms, 2007).
As discussed above, there are many pocket identification methods developed to
predict protein-ligand binding site. However, they can not be compared directly
since different methods use different test datasets, different representations of
pocket sites and different assessment methods. This calls for the need to compare
these different methods on the same dataset using the same assessment criteria.
Are they good enough? Is it possible to develop a new method to improve protein-
ligand binding site prediction? Thus, the first open question in Chapter 1 comes
up, ”Can we improve protein-ligand binding site prediction using the
Connolly surface and conservation?”. I am going to answer this question in
the next chapter.
2.3.2 Protein-protein binding site prediction
Protein-protein interactions play a critical role in protein function. Completion
of many genomes is being followed rapidly by major efforts to identify experimen-
tally interacting protein pairs in order to decipher the networks of interacting,
coordinated-in-action proteins. Identification of protein-protein interaction sites
and detection of specific residues that contribute to the specificity and strength
of protein interactions is an important problem (Chothia and Janin, 1975; Yan
et al., 2004) with broad applications ranging from rational drug design to the
analysis of metabolic and signal transduction networks. Computational efforts to
identify protein-protein interaction sites, in particular, identify surface residues
that are associated with protein-protein interaction, play an increasingly impor-
tant role because the experimental determination of protein structures, protein-
protein complexes lag behind the number of protein sequences. During the last
decade, many efforts have been made to analyse the properties of protein-protein
14
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interaction in order to predict interaction sites (Bradford and Westhead, 2005;
Jones and Thornton, 1997b; Neuvirth et al., 2004a; Yan et al., 2004; Zhou and
Shan, 2001). I will discuss the state-of-the-art protein-protein interaction site
prediction methods in detail below.
2.3.2.1 Surface patch based prediction methods
To analyse the surface properties, the surface is usually divided into several
patches and these patches have different characteristics which can be a mea-
sure to distinguish the binding sites from the rest of the surface. In 1997, Jones
and Thornton (1997a,b) analysed the surface patches using six parameters: solva-
tion potential, residue interface propensity, hydrophobicity, planarity, protrusion
and solvation accessible surface area (ASA). The six parameters were then com-
bined into a global score that gave the probability of a surface patch forming
protein-protein interaction.
Fernandez-Recio et al. (2004) applied protein docking simulations and anal-
ysis of the interaction energy landscapes to identify protein-protein interaction
sites. The ensembles of the solutions generated by the simulations were subse-
quently used to project the docking energy landscapes onto the protein surface.
They found that highly populated low-energy regions consistently corresponded
to actual binding sites. In their results, as much as 81% of the predicted high-
propensity patch residues were located correctly in the native interface. An obvi-
ous shortcoming of this approach is its slow speed since it is very time consuming
to do docking simulations to a large data set. Moreover, the same authors pro-
posed Optimal Docking Area (ODA), a method of analysing a protein surface in
search of areas with favourable energy change when buried upon protein-protein
association (Recio et al., 2005). This method identified continuous surface patches
with optimal docking solvation energy based on atomic solvation parameters.
This energy was calculated using an atomic ASA-based model according to the
following equation:
Edesov = −ΣσiASAi (2.1)
where σi is the atomic solvation parameter (ASP) for atom type i (i.e. the
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contribution to the solvation energy per unit of ASA).
Liang et al. (2004) developed a new energy scoring function and applied it to
the analysis of the surface patches. They found that the patch with the highest
energy score overlapped with the observed interface and the residue with the high-
est energy score of a small promoter was very likely the key interaction residue.
(Neuvirth et al., 2004a) developed a method called ProMate to distinguish in-
terface regions based on 13 properties. They got a success rate of 65% on a test
data set of 57 proteins. Liang et al. (2006) present an empirical scoring function
PPINUP, which is a linear combination of energy score, interface propensity and
residue conservation score for the prediction of protein-protein binding sites.
2.3.2.2 Machine learning prediction approaches
The support vector machine (SVM) is a supervised learning algorithm, useful
for recognising subtle patterns in complex datasets. The algorithm performs dis-
criminative classification, learning by example to predict the classifications of
previously unseen data. The algorithm has been applied in domains as diverse
as text categorisation, image recognition and hand-written digit recognition. Re-
cently SVM has been used for the prediction of protein interaction interfaces
(Bradford and Westhead, 2005; Koike and Takagi, 2004; Yan et al., 2004). Yan
et al. (2004) generated a SVM classifier to determine whether or not a surface
residue is located on the interface using information about the sequence neigh-
bours of a target residue. In their leave-one-out experiment, an SVM classifier
was trained using a set of surface residues from a combined set of 115 protein
complexes, labelled as interface or non-interface. Their prediction results showed
that SVM yields relatively high sensitivity (0.51) and specificity (0.41).
As mentioned above, no single parameter absolutely differentiates interface
from other surface patches. In the method of PPI PRED, a SVM was trained
to distinguish between interacting and non-interacting surface patches using six
of the surface properties: surface shape, hydrophobicity, conservation, electro-
static potential, residue interface propensity and solvent accessible surface area
(Bradford and Westhead, 2005). Then this SVM was used to predict interface
surface patches of proteins not included in the training set. Using this method,
PPI PRED was able to successfully predict the location of the binding sites
16
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Figure 2.3: The protein interface prediction result for Subtilisin (PDBid: 1cse, chain E)
according to PPI PRED. Left: The top three surface patches predicted to be interface,
right: the native complex structure (inhibitor in gray). The fist predicted interface is
correctly located in the native binding sites.
on 76% of the 180 protein data set using a leave-one-out validation procedure.
PPI PRED was applicable to both obligate and transient binding sites. One of
the prediction examples shown in Figure 2.3 is Subtilisin (PDBid: 1cse, chain
E). In the prediction results of PPI PRED, the top three surface patches to be
interface are reported in the left figure (red, yellow, green). From the right figure
we can see that the highest surface patch (red) is located in the interface when
it binds to its partner.
Chen and Zhou (2005) developed a method called PPISP to predict protein-
protein interaction sites from a neural network with sequence profiles of neigh-
bouring residues and solvent exposure as input. The network was trained on
615 pairs of non-homologous complex-forming proteins. Tested on a different
set of 129 pairs of non-homologous complex-forming proteins, 70% of the 11,004
predicted interface residues are actually located in the interfaces. These 7732
correctly predicted residues account for 65% of the 11,805 residues making up
the 129 interfaces. The main strength of the network predictor lied in the fact
that neighbour lists and solvent exposure are relatively insensitive to structural
changes accompanying complex formation. Fariselli et al. (2002) did a similar
job, but their neural networks were trained with a reduced representation of the
interacting patches and the success rate slightly increased to 73%. SPPIDER
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is a neural-network prediction method that includes predicted relative solvent
accessibility as input (Porollo and Meller, 2007). Sen et al. (2004) developed a
consensus methodology which combines four different methods: data mining us-
ing Support Vector Machines, threading through protein structures, prediction of
conserved residues on the protein surface by analysis of phylogenetic trees, and
the Conservatism of Conservatism method of Mirny and Shakhnovich (Mirny and
Shakhnovich, 1999). Their prediction results on a dataset of 7 hydrolase-inhibitor
complexes demonstrated that the combination of all four methods improved pre-
dictions over the individual methods. Recently, Li et al. (2007) proposed to use
conditional random fields (CRFs) to predict protein interaction sites by solving
sequential labelling problem with features including the protein sequence profile
and the residue accessible surface area. The authors compared this CRFs-based
method with the other methods such as support vector machines and neural net-
works. The comparative experiments on 1276 non-redundant chains of hetero
complexes showed that CRFs-based method achieved the best performance on a
complete data set.
Table 2.2 summarises the different protein-protein interaction site predic-
tion methods discussed above and the prediction results on their own evalua-
tion datasets. It is very hard to say which method performs best from this
table directly because of different datasets, definitions of interface and assess-
ment criteria. Moreover, Table 2.3 lists all the properties of proteins used in
these prediction methods. The method PPI PRED used all these six properties
in the training of SVM, while the other methods only used a part of them. It
can be seen that conservation, residue interface propensity and solvent acces-
sible surface area are the most used features in these methods, because they
play critical roles in protein-protein recognition mechanisms. Furthermore, to
our best knowledge, no direct comparison between these methods on the same
dataset has been undertaken. Therefore, we ask the second open question: ”Can
we improve protein-protein interaction site prediction using existing
prediction methods?” To answer this question, the metaPPI algorithm is
developed using five public available prediction webservers: Promate, PPINUP,
PPI PRED, PPISP and SPPIDER, which will be discussed in Chapter 4.
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Method Learning approach Evaluation dataset Result
Jones and
Thornton
(1997b)
Scoring patches us-
ing 6 parameters
28 homo-dimers, 25
hetero-complexes and 6
antibody-antigen
66% predictions are cor-
rect
Yan et al.
(2004)
Support vector ma-
chine
19 protease-inhibitor
(PI), 31 antibody-
antigen complexes (AA)
Sensitivity (78.5% and
82.3%) and specificity
(77.6% and 81.0%) for PI
and AA
Sen et al.
(2004)
Consensus method 7 hydrolase-inhibitor
complexes
Sensitivity 90%, speci-
ficity 92% and correla-
tion coefficient 56%
Recio et al.
(2005)
Optimal Docking
Area
66 non-obligate hetero-
complexes
80% correct prediction
Promate Scoring function 57 transient hetero-
complexes
70% correct prediction
PPISP Neural network 1156 protein chains for
training dataset and 100
for test dataset
80% accuracy and 51%
coverage
PPI PRED Support vector ma-
chine
180 complexes for train-
ing and testing (leave-
one-out)
76% success rate
PINUP Empirical scoring
function
57 unbound proteins
from the docking bench-
mark 2.0
44.5% accuracy and
42.2% coverage
SPPIDER Support vector ma-
chine and nerual
network
435 complexes directly
derived from PDB
74% accuracy and 42%
correlation coefficient
Li et al.
(2007)
Conditional random
fields
1276 non-redundant
hetero-complex
Precision 52%, recall
30% and correlation
coefficient 25%
Table 2.2: Summary of the state-of-the-art protein-protein binding site prediction meth-
ods. The approaches and the evaluation dataset used in these methods are summarised,
as well as the prediction results stated in their own test. From this table, it is very hard to
compare these methods directly since they used different datasets, definitions of interface
and assessment methods.
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Sequence Geometric Physical-chemical
Method Conservation Propensity Planarity Protrusion Electrostatic Hydrophobicity Surface area
Jones and Thornton (1997b)
√ √ √ √ √
Yan et al. (2004)
√
Sen et al. (2004)
√ √ √
Recio et al. (2005)
√
Promate
√ √ √ √
PPISP
√ √
PPI PRED
√ √ √ √ √ √ √
PINUP
√ √
SPPIDER
√
Li et al. (2007)
√ √
Table 2.3: The six different properties used in used in different protein-protein binding site prediction methods. PPI PRED used
all these six properties in the training of SVM, while the other methods only used a part of them. It can be seen that conservation,
residue interface propensity and solvent accessible surface area are the most used features in these methods, which play critical roles
in protein-protein recognition mechanism.
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2.4 Protein-protein docking
Practically every process in the living cell requires molecular recognition and
formation of complexes, which may be stable or transient assemblies of two or
more molecules with one molecule acting on the other, or promoting intra- and
inter-cellular communication, or permanent oligomeric ensembles (Eisenstein and
Katchalski-Katzir, 2004). The rapid accumulation of data on protein-protein in-
teractions, sequences, structures calls for the development of computational meth-
ods to help our understanding of live cells. One of the methods is involved in
the prediction of the complex structure from its components. Typically docking
methods are investigated which attempt to predict the complex structures given
the structures of components. Over the past 30 years many docking approaches
have been proposed, ranging from thermodynamic approaches to correlation ap-
proaches, from rigid body docking to flexible docking.
Docking algorithms operate on the atomic coordinates of two individual pro-
teins usually considered as rigid bodies and generate a large number of candidate
association models between them. These candidates are then ranked by using
various scoring functions, used independently or in combination. The scoring
functions generally include geometric and chemical complementarities measures,
electrostatics, hydrogen-bonding interaction and van der Waals interaction, and
some empirical potential functions. A number of algorithms and many different
scoring functions have been developed in the last ten years, as recently reviewed
by Eisenstein and Katchalski-Katzir (2004); Halperin et al. (2002); Smith and
Sternberg (2002); Vajda and Camacho (2004), and the field has become extremely
active.
2.4.1 Rigid-body docking
In the rigid-body docking approaches, the proteins are considered as rigid and no
flexibility is taken into account. Here, an overview is given of the different steps
involved in rigid-body protein-protein docking:
1. Start with the experimented three-dimensional structures of the two un-
bound component proteins. Assuming that the formed complex has limited
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conformational changes, the two component proteins are regarded as rigid-
bodies.
2. A 6-D rotational and translational degree search is performed over all pos-
sible associations since in most cases of unbound-unbound complexes there
is no biological information about which parts of the proteins will interact.
This search will sample the space of all possible associations and conse-
quently there will be a lower limit on the difference in conformations be-
tween two docked predicted complexes that determines the solution of the
search procedure.
3. A large number of different complexes are generated after the global search
procedure. Then a function is developed to score the quality of these docked
(predicted) complexes. At this stage, geometric or electrostatic complemen-
tarity is often used since it is very fast to compute.
4. Ideally, the docking algorithm thereby identify several complexes which are
close to the native complex based on these complexes having best score.
5. If the experimental complex structure is known, then the predicted complex
structure is superimposed and the root mean square deviation (RMSD) be-
tween all Cα atoms of the predicted and native structure is calculated to
evaluate the quality of the docking method. The predicted one can be re-
garded as near-native complex structure if the RMSD is below 3 Angstrom.
6. Then a re-ranking of the resultant complexes can be undertaken possibly
using computational more intensive calculations.
7. Finally, conformational flexibility can be introduced into the algorithm to
refine the few predicted complexes structure when there are only a limit
number of complexes to consider.
Some parts of this procedure are illustrated in Figure 2.4 (Kohlbacher, 2001).
Starting from two unbound structures, a lot of docked complex structures are
generated by a structure generator. Then these structures are filtered using a
scoring function and only a few favourable structures are left for evaluation in
more details.
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Figure 2.4: The overall structure of rigid-body docking algorithm (Kohlbacher, 2001).
2.4.2 Fast Fourier Transform
In the first step of many docking methods, an attempt is made to represent the
protein structures in an efficient way. In 1992, Katchalski-Katzir et al. (1992)
first proposed fast Fourier transform method (FFT) which were further devel-
oped by several authors (Ben-Zeev and Eisenstein, 2003; Chen and Weng, 2003;
Eisenstein and Katchalski-Katzir, 2004; Gabb et al., 1997; Ritchie and Kemp,
2000; Sternberg et al., 1998; Tovchigrechko et al., 2002). A good review about
this method can be found in Eisenstein and Katchalski-Katzir (2004).
Figure 2.5 illustrates the whole procedure of using discrete Fourier transform
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for protein-protein docking. In this method, the protein structure is projected
into a three-dimensional grid of N complex numbers. The shape of the molecule
is depicted in the real part as described in the below:
Figure 2.5: A typical FFT docking procedure.
Protein A: ap,q,r =



1 surface cell
p interior cell
0 elsewhere
Protein B: bp,q,r =
{
q interior cell
0 elsewhere
Thus, for molecule a, surface grid points are given the value 1, those in the
interior are given the value p (usually -15), and grid points outside the molecule
are given a value of 0. For molecule b, grid points on the surface and in the
interior of the molecule are given the value q (usually 1). This assignment is
illustrated in Figure 2.6.
These two grids can then be superimposed and the mobile grid (protein B) is
translated by shifts α, β, γ. The value of al,m,n × bl−α,m−β,n−γ gives the extent of
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Figure 2.6: Both proteins are projected into a 3D grid and the grid cells are assigned
with different values according to theire locations.
shape complementarity for grid point (l, m, n) of the grid of protein A. A value
of 1 for the product grid indicates that the cell of protein B is superimposed on
the surface of A which indicates favourable shape complementarity. A value of
-15 indicates a steric clash with the cell from B superimposed on the core of A.
The value of -15 is chosen to penalise but not totally prevent steric clashes. A
value of zero means that there is no overlap between the two proteins. Thus, the
totally shape complementarity for the two superimposed grid cα,β,γ is calculated
from
cα,β,γ =
N
∑
l=1
N
∑
m=1
N
∑
n=1
al,m,n × bl−α,m−β,n−γ (2.2)
The value of c is a convolution and its calculation requires O(N 6)complexity.
To reduce the calculation time, we use the discrete Fast Fourier Transform (FFT)
to speed up the process of calculation. A discrete Fast Fourier Transform is
DFT (Al,m,n) =
N
∑
l=1
N
∑
m=1
N
∑
n=1
exp[−2πi(pl + qm + rn)/N ] × al,m,n (2.3)
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First, calculate the discrete FFT for grid A and grid B. Then, calculate the
complex conjugate of DFT (A) which is denoted as DFT−1(A). Then by Fourier
theory, the discrete Fourier transform of c, DFT (C) is given by
DFT (C) = DFT−1(A)DFT (B)
Therefore, c = IFT (DFT (C)) where IFT is the inverse Fourier transform.
In summary, this discrete Fourier transform can reduce the complexity of O(N 6)
to O(N 3logN3) (N is the size of the grid) (Katchalski-Katzir et al., 1992).
Moreover, the imaginary part in a complex can be used to store additional
complementarity information. For example, electrostatics complementarity and
hydrophobic complementarity (Berchmanski et al., 2002) are added to filter the
predicted complex structures together with geometric shape complementarity. As
summary, Table 2.4 lists the docking methods developed during the last ten years:
Method Rigid-body search Re-scoring, ranking, filtering
and refinement
ICM
(Fernandez-
Recio et al.,
2002)
Pseudo-Brownian Monte
Carlo with grid based
energy function
Clustering and selection of
400 conformations. Flexible
refinement of interface side-
chains and re-scoring with a
detailed free-energy function.
ClusPro
(Comeau
et al., 2004)
Fast Fourier transform
(FFT) correlation approach
using the program DOT
with a shape complementar-
ity scoring function
Re-scoring with empirical po-
tentials and clustering. Re-
finement of the 25 largest
clusters by the flexible dock-
ing method SmoothDock
MolFit (Ben-
Zeev and
Eisenstein,
2003)
FFT with a weighted shape
complementarity target
function
Clustering of good solutions,
filtering using a priori infor-
mation and small, local, rigid
rotations around selected con-
formations
3D-Dock
(Gabb et al.,
1997)
FFT correlation docking us-
ing the program FTDOCK
Complexes re-ranked with a
pair wise potential using RP-
Score. After clustering, side-
chains in selected structures
are refined using a mean- field
approach by Multidock
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Method Rigid-body search Re-scoring, ranking, filtering
and refinement
DOT (Man-
dell et al.,
2001)
FFT correlation approach
with shape complementarity
and electrostatics
None
Gray et al.
(2003)
Monte-Carlo search using
simplified protein geometry
and scoring function
Iterative re-packing of side-
chains and rigid body docking
repeated until convergence.
Final selection by clustering
Hex (Ritchie
and Kemp,
2000)
FFT correlation using
spherical polar coordi-
nates and Gaussian density
representation of protein
shape
None
ZDOCK
(Chen and
Weng, 2003)
FFT correlation with shape
complementarity, electro-
statics and desolvation
Clustering of conformations
to avoid redundancies
GAPDOCK
(Gardiner
et al., 2003)
Genetic algorithm with a
shape-based test function
None
GRAMM
(Tovchi-
grechko et al.,
2002)
FFT correlation with sim-
plified geometry using shape
complementarity and hy-
drophobicity in scoring func-
tion
Clustering of conformations
BIGGER
(Palma et al.,
2000)
Binary grids; scoring with
geometric, contacts counts,
electrostatics and solvation
no clash check
PatchDock
(Duhovny
et al., 2003)
Geometric docking: match-
ing of local shape fea-
tures and geometric hash-
ing, fast geometric scoring
and search, avoids exhaus-
tive orientation search
none
Table 2.4: Algorithms of some current protein-protein docking methods, taken from
Mendez et al. (2003) and Vajda and Camacho (2004).
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2.4.3 Benchmark for testing the docking algorithms
The docking problem can be divided into two classes depending on the input of
component structures. If we separate the complex structure into two components
and then try to dock them together, it is called bound-bound docking. This is
quite successful with rigid body docking methods. For the unbound-unbound
docking, the separately crystallised component structures are used as input for
docking which is more challenging than the former. Since the component struc-
tures are slightly different from the subunits in the complex structures (RMSD
0.5-1.0 Å).
In order to test the performance of the new docking approaches, researchers
apply their docking methods to a set of complex structures in which both of bound
and unbound structures are known. Chen et al. (2003) developed a benchmark of
59 non-redundant protein complexes including 22 enzyme-inhibitor complexes, 19
antibody-antigen complexes, 11 other complexes and 7 difficult test cases. This
benchmark is widely used by other groups (Comeau et al., 2004; Duan et al., 2005;
Gottschalk et al., 2004; Gray et al., 2003; Li et al., 2003) to test their docking
methods. Some other groups (Fernandez-Recio et al., 2002; Gabb et al., 1997;
Gottschalk et al., 2004; Palma et al., 2000; Ritchie and Kemp, 2000) use their
own protein complex structure data set of which some are also included in this
benchmark.
All complex PDB ids in this benchmark are listed: 1a0o, 1acb, 1ahw, 1atn,
1avw, 1avz, 1bql, 1brc, 1brs, 1bth, 1bvk, 1cgi, 1cho, 1cse, 1dfj, 1dqj, 1efu, 1eo8,
1fbi, 1fin, 1fq1, 1fss, 1gla, 1got, 1iai, 1igc, 1jhl, 1kkl, 1kxq, 1kxt, 1kxv, 1l0y,
1mah, 1mel, 1mlc, 1nca, 1nmb, 1ppe, 1qfu, 1spb, 1stf, 1tab, 1tgs, 1udi, 1ugh,
1wej, 1wq1, 2btf, 2jel, 2kai, 2mta, 2pcc, 2ptc, 2sic, 2sni, 2tec, 2vir, 3hhr, 4htc.
A new update benchmark (Mintseris et al., 2005) was published by the same
group. The new benchmark consists of 72 unbound-unbound cases, with 52 rigid-
body cases, 13 medium-difficulty cases, and 7 high-difficulty cases with substantial
conformational change. In addition, 12 antibody-antigen test cases are included
with the antibody structure in the bound form. Yet until now, few docking groups
test their docking algorithm on this new benchmark dataset.
For the evaluation a new docking algorithm, researchers usually choose com-
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plex protein data set of their own opinion or from the benchmark used by other
groups, for example, the one from Chen et al. (2003). To judge a docking algo-
rithm is good or not, the docked complex structures are compared to the native
complex structures. If the near-native structures are found in the top 100 to 1000
solutions as many as possible and the RMSD value of the best hit is below 3
Å, we can say this is a good docking approach. The number of hits in the top
100 to 1000 docked solutions, the ranking of the best hit and the RMSD value
of the best hit are the three mainly parameters used for evaluation of docking
algorithms.
Moreover, investigation on the interfaces of known protein-protein complexes
have revealed that enzyme-inhibitor, antibody-antigen, other complexes present
important differences in the amino acid composition, hydrophobicity and elec-
trostatics (Decanniere et al., 2001; Glaser et al., 2001). Jackson (1999) com-
pared protein-protein interactions in different types of complexes and concluded
that enzyme-inhibitor are more static and hence more easily predictable than
antibody-antigen interfaces. This suggests that different filtering criteria should
be applied to different type of complexes. Li et al. (2003) applied type-dependent
filtering technique to docking algorithm and retained much more native-like struc-
tures and increased the successful probability of predicting complex structures.
In the review paper of Vajda and Camacho (2004), a classification of pro-
tein complexes based on docking difficulty was introduced. They claimed that
enzyme-inhibitor complexes can be determined by current docking methods with
reasonable accuracy - possibly within a few alternative structures. Results for
antigen-antibody pairs were less predictable, and data for small signalling com-
plexes were generally poor. Transient complexes with large interface areas un-
derwent substantial conformational change and were beyond the reach of current
docking methods. Moreover, based on measurements of conformational change,
interface area and hydrophobicity, they defined five types of protein-protein com-
plexes to characterise the expected level of docking difficulty (see Table 2.5).
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Type Conformational change Interface Docking output
∆ASA hydrophobicity
I Small(rigid-body) Standarda Strong: the convex- con-
cave interface provides
good shape complementar-
ity
Successful, unless key side-
chains are in wrong confor-
mations
II Small > 2000Å2 unimportant successful
III Moderate, but larger
than for Type I
Standard Variable, but generally
weak. Charge-charge
interactions can be strong
Unpredictable: can be very
difficult, even with known
hyper-variable regions of
antibody
IV Restricted to side chains < 1400Å2 Weak: mostly polar and
charge-charge interactions
Hits are found but are gen-
erally lost in scoring and
ranking
V Substantial back-
bone change
(CαRMSD > 2Å)
> 2000Å2 Generally moderate Rigid-body methods ap-
pear to fail for these com-
plexes
a Standard interface: 1400Å2 ≤ ∆ASA ≤ 2000Å2; ∆ASA: change of solvent accessible surface area upon compleximation
Table 2.5: Classification of protein complexes based on docking difficulty, taken from Vajda and Camacho (2004).
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2.4.4 CAPRI: Critical Assessment of Predicted Interac-
tions
CAPRI is a community wide experiment to assess the capacity of protein-docking
methods to predict protein-protein interactions (Janin et al., 2003; Mendez et al.,
2003). Nineteen groups participated in rounds 1 and 2 of CAPRI and submit-
ted blind structure predictions for seven protein-protein complexes based on the
known structure of the component proteins. The predictions were compared to
the unpublished X-ray structures of the complexes. CAPRI has already been
a powerful drive for the community of computational biologists who developed
docking algorithms. Each participating group is allowed to submit 10 models per
target and these models are compared to newly obtained X-ray structures of the
complexes, which crystallographers had made available for the evaluation. The
CAPRI experiments is hosted by Hendrick Kim group at the European Bioin-
formatics Institute (EBI). The website is http://capri.ebi.ac.uk/. In each
round, one or more targets are realised and the participants have to submit their
predictions before the deadline. After the submission deadline, the results will
be published on the website and are classified into: ‘”Removed predictions”, “In-
correct predictions”, “Acceptable predictions”, “Medium predictions” and “High
quality predictions”, based on several criterias such as fraction of native residue-
residue contact, the RMSD values of the ligands after superimposing the receptors
of the prediction and the native complex structures. Until now (December, 2007),
there have been 30 targets being evaluated at CAPRI experiments. These tar-
gets can be used as a benchmark data set, complementary to the Weng’s docking
benchmark data set.
2.4.5 Protein interface prediction and protein docking
As discussed above, although there are already many docking approaches which
can predict the complex structures correctly and rank the near-native structures
at the top 100 even 10, it is still very attractive to improve the current docking
approaches. Improving the protein docking involves two tasks: an efficient search
procedure and a good scoring function. The two critical elements in a search
procedure are speed and effectiveness in covering the relevant conformational
31
2.4 Protein-protein docking
space. On the other hand, the scoring function should be fast enough to allow its
application to a large number of potential solutions and, in principle, effectively
discriminate between near native and non-native docked complex structures. Pre-
dicting the interface correctly first is very useful since it can help us to improve
our discrimination. Therefore, the third open question in this dissertation is ”
Can we improve protein-protein docking using interface prediction?”.
However, although many binding sites prediction methods have been developed,
only a few groups integrated it into docking. For example, Gottschalk et al.
(2004) predicted protein-protein binding sites first using their own prediction
program: ProMate (Neuvirth et al., 2004a), of which the success rate was about
70%, and then they used these predicted binding sites to calculate the tightness
of fit of the two docked proteins. A linear relation between this score and the
RMSD relative to the true structure is found in most of the cases they evaluated.
Günther et al. (2007) presented ISEARCH approach which uses known domain-
domain interfaces (DDI) stored in an interface library to screen unbound proteins
for structurally similar interaction sites. First, a known DDI library is derived
from the PDB and SCOP. Then the ligand’s and the receptor’s backbone struc-
tures are examined for sites similar to a representative DDI in the DDI library,
using the superposition algorithm NeedleHaystack (Hoppe and Frömmel, 2003).
When the algorithm detects local structural similarity between the receptor and
one part of the DDI patch, as well as between the ligand and the corresponding
patch of the DDI, a hit is obtained. Ligand and receptor are then transformed
according to their superposition onto the corresponding DDI patches to build
the final model of the complex. This approach was evaluated on 59 complexes
from the Chen benchmark dataset (Chen et al., 2003) and achieved acceptable
docking results. These studies encourage us that using predicted interaction sites
can improve protein docking. However, we will try different interface prediction
methods and develop different scoring functions based on these predictions. All
scoring functions will be integrated together to improve docking. These approach
will be illustrated in detail in Chapter 5 and 7.
Furthermore, an important ingredient for achieving successful docking re-
mains the use of prior knowledge of the protein regions that are likely to interact
(Mendez et al., 2005). The available biochemical data (mutagenesis experiments,
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sequence conservation, NMR studies, etc.) relevant to a protein-protein com-
plex may be incorporated into docking algorithms to improve efficiency. For
instance, Barahona and Krippahl (2008); Krippahl and Barahona (2005) applied
Constraint Programming techniques to rigid body docking algorithm BIGGER
(Palma et al., 2000). Their approach imposed a broad range of constraints or
combinations of constraints on distances between points of the two structures to
dock, which allows the use of experimental data to increase the effectiveness and
speed of modelling protein interactions and which cannot be done as efficiently
in Fourier transform methods. Recently, Motiejunas et al. (2008) presented an
efficient Brownian Dynamics (BD) algorithm that mimics the physical process of
diffusional association and relevant biochemical data is directly incorporated as
distance constraints in BD simulation.
2.5 Flexible docking
In the previous discussion, proteins are assumpted to be rigid-body. However,
in native proteins, they are not rigid. The ”native state” is not a single con-
formation, but a whole ensemble of conformations which are populated under
physiological conditions. In many cases, this flexibility is essential for the bio-
logical function. For example, it allows enzymes to fit themselves around their
ligands, and molecular motors to convert chemical energy into mechanical work.
Therefore, characterising the flexibility of a native protein is of great importance
in protein docking. The development of computational approaches able to accu-
rately handle the flexibility of the protein within the context of protein-protein
docking problems is still not satisfied. Modelling the flexibility of protein is still a
hard problem due to high degrees of freedom and is very challenging in the next
few years.
For example, when comparing the structures of the monoclonal antibody
D44.1 Fab fragment (1mlb) and lysozyme (1lza) with that of the complex be-
tween both (1mlc) a significant conformational change is observed on lysozyme,
with Pro70 moving as much as 4 Å and dragging the main chain atoms (Figure
2.7, modified from Palma et al. (2000)). This type of change, although possible, is
not common and Proline was not included in the list of amino acids to be treated
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Figure 2.7: Detail of the interaction between monoclonal antibody D44.1 Fab fragment
(1mlb) and lysozyme (1lza). The blue one correspond to the lysozyme in the complex and
the yellow one Fab fragment (only show interface), while the red one show the conforma-
tions of the non-complexed lysozyme structures , when superposed on that of the crystal-
lographic complex (1mlc). Significant conformational changes of PRO70 and ARG45 are
shown in cyan and green, including vicinal main chain atoms, as the structure of the free
lysozyme forms a complex with the antibody. Left: main chain level. Right: side chain
level, the ARG45 of 1lza (red) penetrating to Fab fragment (Palma et al., 2000).
as flexible. As a result, when docking 1mlb to 1lza, the docked geometry that
corresponds to the structure of the crystallographic complex imposes a drastic
overlap between Pro70 of lysozyme and Tyr50 of the antibody, forcing it to be
discarded (Palma et al., 2000).
Conformation changes that occur during the formation of a protein complex
are among the most difficult challenges to rigid body docking methods. Treating
this molecule flexibility in an explicit way is an impracticable computational task
since there are many degrees of freedom. Recently, Many of the groups which
developed docking programs have already devised a way of considering side chain
conformational rearrangement during docking, whether implicitly or explicitly
(Camacho, 2005; Camacho and Vajda, 2001; Fernendez-Recio et al., 2003; Jackson
et al., 1998; Munoz et al., 2003; Palma et al., 2000; Zacharias, 2003); Methods for
considering higher levels of flexibility, involving the rearrangement of segments of
the protein backbone, i.e. loops, domains or the whole protein, are currently being
explored by an increasing number of groups (Dominguez et al., 2003; Fitzjohn
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and Bates, 2003; Grunberg et al., 2004; Smith et al., 005a,b). The limitation of
current approaches in representing macromolecular flexibility for protein-protein
docking have been described in a survey (Bonvin, 2006) which emphasized the
need for combining existing approaches.
Protein docking algorithms dealing with flexibility can be grouped into two
classes: side chain flexibility only as well as backbone and side chain flexibility
both considered. Molecular dynamics simulation or Monte Carlo simulation are
often used in the latter approach, in conjunction with some form of rigid-body
docking, either before or after the MD simulations.
2.5.1 Side-chain flexibility
One approach to address the problem of side-chain flexibility explicitly is to use
a reduced protein model in the context of rigid-body docking, to allow some tol-
erance of atomic clashes across protein interfaces (Gray et al., 2003; Zacharias,
2003). Gray et al. (2003) used a reduced representation model for side-chains
in Monte Carlo search . In their low-resolution representation, each residue is
represented by the four backbone atoms (N, Cα, C and O) and one pseudo-atom,
the “centroid”, to represent the side-chain. The location of the centroid is the
average location of the side-chain atoms in the residues of identity, derived from
the known structures from the PDB. After the low-resolution MC search, explicit
side-chains are addd to the protein backbones using a backbone-dependent ro-
tamer packing algorithm and are optimized using a simulated-annealing Monte
Carlo search. (Zacharias, 2003) took a similar approach but he used at most
three pseudo atoms to represent one residue. This reduced protein representa-
tion allowed an efficient energy minimization search in rotational and translational
degrees of freedom. A multicopy approach was used to select the most favourable
side-chain conformation during the docking process.
Kimura et al. (2001) and Rajamani et al. (2004) have shown that the side-
chains important for molecular recognition acquired conformations similar to
those in which they found buried in bound complexes, using molecular dynam-
ics. The side-chains on the interface in the unbound structures often differ a
lot from those in the bound complexes (Camacho, 2005). Analysis of side-chain
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rotamer conformations acquired in solution plays an important role in modelling
the whole protein complexes. The challenging thing here is how to identify the
right rotamer conformation, i.e the rotamer conformation in the bound complex,
of interface residues (if they are known to be on interface) in the unbound struc-
ture. A simple method is to use the most recurrent rotamer conformations in
MD simulation snapshots (Camacho, 2005). This method works quite well for
Cohesin-Dockerin complex in CAPRI-II, in which the anchor residues (the most
important residues in molecular recognition) do not change conformation upon
binding in backbones.
Alternatively, Lorber et al. (2002) precalculated multiple conformation of mul-
tiple residues for the ligand. These conformations were docked into both the
bound and unbound structures of the cognate receptors, and their energies were
evaluated using an atomistic potential function. Their docking results from 7
test systems suggested that the precalculated ensembles did include side chain
conformations similar to those adopted in the experimental complexes. When
docked against the bound conformations of the receptors, the near-native com-
plexes of the unbound ligand were always distinguishable from the non-native
complexes. When docked against the unbound conformations of the receptors,
the near-native docking solutions can usually, but not always, be distinguished
from the non-native complexes. In every case, docking the unbound ligands
with flexible side chains led to better energies and a better distinction between
near-native and non-native fits (Lorber et al., 2002). In Figure 2.8, docking the
unbound conformation of BLIP as a rigid body, led to non-native complexes of
TEM-1/BLIP having better energy scores than near-native complexes. This was
because two key interface residues on the unbound ligand, Asp49 and Phe142, are
in the ”wrong” conformations for optimal fit to TEM-1. Consequently, the near-
native complexes cannot be distinguished from the non-native docked complexes
when docking to either the unbound or bound conformations of the receptor.
Obviously, this approach is very time consuming.
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Figure 2.8: The high-scoring unbound BLIP structure (green), generated from multi-
conformer docking to the unbound conformation of TEM-1 (cyan), is shown. The rigid
unbound BLIP (magenta) has been superimposed onto the bound ligand (gray). A partial
molecular surface for the complexed receptor is shown to illustrate hydrophobic interac-
tions. Important intermolecular hydrogen bonds are shown in yellow. The conformations
of two key interface residues from BLIP, Asp49 and Phe142, are shown for the best scoring
docked structure (green), for the original unbound structure (magenta), and for the bound
complex (gray). The molecular surface of TEM-1 is colored red where the superpositioned
rigid unbound ligand clashes into the receptor (Lorber et al., 2002).
2.5.2 Backbone flexibility
Protein interfaces exhibit considerable plasticity, and various types of backbone
conformational changes have been observed upon complexation. Several Several
promising approaches have been developed to treat backbone flexibility explicitly
in protein docking. In the CAPRI rounds (3-5), Smith et al. (005a) showed that
using the ensembles generated by Molecular Dynamics simulations, as inputs
for a rigid-body docking algorithm, increased the success rate, especially for the
targets exhibiting substantial amounts of induced fit. In their recent work on
CAPRI rounds (61-11), this cross-docking was followed by a short MD-based
local refinement for the subset of solutions with the lowest interaction energies
after minimisation (Król et al., 2007). Their results revealed that cross-docking
approach produces more near-native solutions but only for targets with large
conformational changes upon binding. Refinement MD simulations substantially
increased the fraction of native contacts for near-native solutions, but generally
worsen interface and ligand RMSD. They found that although MD simulations
are able to improve side-chain packing across the interface, which resulted in an
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increased fraction of native contacts, they are not capable of improving interface
and ligand backbone RMSD for near-native structures beyond 1.5 and 3.5 Å,
respectively.
Bastard et al. (2003) explored a similar approach and they took into ac-
count the induced conformational adjustment of flexible loops situated at a pro-
tein/macromolecule interface. Their method was based on a multiple copy rep-
resentation of the loops, coupled with a Monte Carlo conformational search of
the relative position of the proteins and their side chain conformations. The se-
lection of optimal loop conformations took place during Monte Carlo cycling by
the iterative adjustment of the weight of each copy. Using this approach they
were able to pick up the correct loop structure of a protein/DNA complex be-
tween the prd paired domain protein and it cognate DNA. HADDOCK performs
rigid-body docking followed by a molecular dynamics simulated annealing refine-
ment on backbone and side-chain degrees of freedom, and the added flexibility
improves the docking results (Dominguez et al., 2003). A multi-body docking
approach has been implemented in FlexDock to deal with hinge motions associ-
ated with complex formation given the knowledge of hinge regions prior to the
docking and the method was able to correctly model large conformational changes
occurring in the binding of calmodulin and a target peptide (Schneidman et al.,
2005). Recently Wang et al. (2007) presented a reformulation of the Rosetta dock-
ing method (Gray et al., 2003) that incorporates explicit backbone flexibility in
protein-protein docking. This method was based on a ”fold-tree” representation
of the molecular system (Bradley and Baker, 2006), which seamlessly integrates
internal torsional degrees of freedom and rigid-body degrees of freedom. Problems
with internal flexible regions ranging from one or more loops or hinge regions to
all of one or both partners can be readily treated using appropriately constructed
fold trees. The explicit treatment of backbone flexibility improves both sampling
in the vicinity of the native docked conformation and the energetic discrimination
between near-native and incorrect models (Wang et al., 2007).
Ehrlich et al. (2005) have studied the impact of protein flexibility on protein-
protein association by means of rigid body and torsion angle dynamics simulation.
In their study, the binding of barnase and barstar was chosen as a model system
because the complexation of these 2 proteins is well characterised experimentally
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Figure 2.9: Comparison of rigid body docking (left) and soft docking (right) (Munoz
et al., 2003).
and the conformational changes accompanying binding are modest. On the side-
chain level, they showed that the orientation of particular residues at the interface
have a crucial influence on the way contacts are established during docking from
short protein separations of approximately 5 Å. However, side-chain torsion angle
dynamics simulations did not result in satisfactory docking of the proteins when
using the unbound protein structures. On the backbone level, even small (2 Å)
local loop deformations affect the dynamics of contact formation upon docking.
This result indicated that both side-chain and backbone levels of flexibility influ-
ence short-range protein-protein association and should be treated simultaneously
for atomic-detail computational docking of proteins.
2.5.3 Soft docking
The center idea of the soft representation of protein surface proposed by Munoz
et al. (2003) is that the assumption that a protein molecule is constituted by
a hard core part that determined the overall shape of the protein surrounded
by a layer of high plasticity that allows penetration of side chains but without
constraining them by type of amino acid. Figure 2.9 illustrates a transversal
section of a complex obtained by complete rigid docking (left) and the docking
introducing the soft shape algorithm they proposed (right).
Palma et al. (2000) observed that most of the conformational change upon
complex formation are due to flexible amino acid side chains positioned at the
molecule surface and not every amino acid showed the same degree of freedom
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to move. Amongst the protein complexes observed, ARG, LYS, ASP, GLU and
MET presented the highest frequency and amplitude of movements between the
structures of unbound and bound proteins. In their docking approach BIGGER,
every atom (except Cβ atom) belonging to the side chain of these five amino
acids was considered flexible and was allowed to unrealistically penetrate the
other molecule during the docking search.
This section summarises the state-of-the-art computational docking methods
dealing with the flexibility, either in side chain or in backbone (loop) level, im-
plicitly or explicitly. However, dealing with the flexibility is beyond the scope of
this dissertation and little effort has been made in this area. In this dissertation,
I propose a simple and implicit method to deal with the flexibility of the protein
by softening the protein surface. This method will be discussed in Section 7.2 in
Chapter 7.
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Protein-ligand binding site
prediction
In most cellular processes, proteins interact with other molecules to perform their
biological functions. These interactions include the binding of ligands in recep-
tor sites, the binding of antibodies to antigens, protein-DNA interactions, and
protein-protein interactions. Shape complementarity has long been recognised as
a major factor in these interactions (Berchmanski et al., 2002; Halperin et al.,
2002; Jones and Thornton, 1996; Katchalski-Katzir et al., 1992). The protein
surface can form pockets, which are binding sites of small molecule ligands. The
determination of pockets on the protein surface is therefore a prerequisite for
protein-ligand docking and an important step in structure-based drug design.
In the last decade, many computational methods have been developed to pre-
dict and analyse protein-ligand binding sites. Many such as POCKET (Levitt
and Banaszak, 1992), LIGSITE (Hendlich et al., 1997), SURFNET (Laskowski,
1995), CAST (Liang et al., 1998), and PASS (Brady and Stouten, 2000) use pure
geometric characteristics and do not require any further knowledge of the lig-
ands. These methods have been discussed in detail in Section 2.3.1 previously.
The first open question in Chapter 1 is Open question 1: Can we improve
protein-ligand binding site prediction using the Connolly surface and
conservation? I am going to answer this question below.
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3.1 The LIGSITEcsc approach
To answer the above question, we introduce two extensions to LIGSITE: First,
instead of capturing protein-solvent-protein events, we capture the more accu-
rate surface-solvent-surface events using the protein’s Connolly surface (Con-
nolly, 1983), and not the protein’s atoms. We call this extension LIGSITEcs
(cs=Connolly surface). Second, we re-rank the pockets identified by the surface-
solvent-surface events by the degree of conservation of the involved surface residues.
We call this extension LIGSITEcsc (csc=Connolly surface and conservation).
The ultimate goal of ligand-binding sites prediction methods is to find active
sites on uncharacterised structures. Therefore, it is of great importance to test
and validate the methods on sufficiently large data sets. To this end, we use 210
bound structures from the Protein Ligand Database (PLD) (Puvanendrampillai
and Mitchell, 2003) and 48 bound/unbound structures from Laurie and Jackson
(2005) and Brady and Stouten (2000).
3.1.1 Algorithm
LIGSITEcsc is an extension of LIGSITE. Instead of defining protein-solvent-
protein events on the basis of atom coordinates, it uses the Connolly surface
and defines surface-solvent-surface events. The algorithm proceeds as follows:
First, the protein is projected onto a 3D grid. In order to minimize the necessary
grid size, we apply principal component analysis so that the principal axis of the
protein aligns with the x-axis, the second principal axis with the y-axis, and the
third with the z-axis. For the grid we use a step size of 1.0Å. The rotation does
not affect the quality of the results (data not shown), it only minimizes the neces-
sary grid size. Second, grid points are labelled as protein, surface, or solvent using
the following rules: A grid point is marked as protein if there is at least one atom
within 1.6 Å. Next, the solvent excluded surface is calculated using the Connolly
algorithm (Connolly, 1983) and the surface vertices’ coordinates are stored. In
the Connolly algorithm, a hypothetical probe sphere (usual radius 1.4 Å) rolls
over the protein. The Connolly surface is a combination of the van der Waals
surface of the protein and the probe spheres surface, if the probe is in contact
with more than one atom. A grid point is marked as surface if a surface vertex
42
3.1 The LIGSITEcsc approach
is within 1.0 Å. Note that the distance thresholds ensure that all surface grid
points are also labelled as protein. All other grid points are marked as solvent
(see Figure 2.3.1.a in Chapter 2). A sequence of grid points, which starts and
ends with surface grid points and which has solvent grid points in between, is
called a surface-solvent-surface event. LIGSITEcsc scans the x, y, z directions
and four cubic diagonals for such surface-solvent-surface events. If the number
of surface-solvent-surface events of a solvent grid exceeds a minimal threshold
(MINSSS, 6 in this work), then this grid is marked as pocket. Finally, all pocket
grid points are clustered according to their spatial proximity. I.e. if a pocket
grid point is within 3.0Å to a pocket grid point cluster, it is added to this cluster.
Otherwise, it becomes a new cluster. Next, the clusters are ranked by the number
of grid points in the cluster. The top three clusters are retained and their centres
of mass are used to represent the predicted pocket sites. This first extension to
the basic LIGSITE algorithm is called LIGSITEcs. For LIGSITEcsc, the top 3
pocket sites are re-ranked according to the degree of conservation of the involved
surface residues. To be precise, the conservation score is the average conservation
of all residues within a sphere of certain radius (8Å here) of the centre of mass of
the cluster. The conservation score for each residue in a given protein is obtained
from the ConSurf-HSSP database (Glaser et al., 2005).
3.1.2 LIGSITE, PASS, CAST, SURFNET Implementa-
tions
In order to compare LIGSITEcsc to LIGSITE, LIGSITE is implemented as well
and the same parameters are used in both methods. A CAST PyMOL plugin was
downloaded from cast.engr.uic.edu/cast/, PASS executable binaries (version
1.1) were requested from its authors and the SURFNET source code was obtained
from www.biochem.ucl.ac.uk/~roman/surfnet/surfnet.html.
3.1.3 Test Datasets
To validate the binding site predictions we use two benchmark datasets of bound-
only and bound/unbound structures. For the bound dataset, we use the Pro-
tein Ligand Database PLD (Puvanendrampillai and Mitchell, 2003), which is the
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largest hand-curated database containing all the protein-ligand complex struc-
tures available in the PDB. Currently, it has 485 protein ligand complexes (PLD
v1.3). We removed redundant structures (35% sequence similarity) and selected
those having conservation scores in the ConSurf-HSSP database (small peptides
are not considered as ligand for 16 out of the 485 PLD structures). The result is
a set of 210 structures listed in Table 3.1.3.
For a realistic evaluation, which takes into account flexibility of structures, we
need bound and unbound structures. The predictions are made for the unbound
structure and are checked against the bound structure. Nissink et al. (2002) pre-
sented a large test set of 305 ligand-bound protein complexes. Among these 305
structures, Laurie and Jackson (2005) created a data set of 35 structurally dis-
tinct proteins, for which there are also unbound structures. Additionally, Brady
and Stouten (2000) created a data set of 20 bound/unbound protein structures.
The structure 2er6 is ignored since no ligand is found in the current PDB entry.
Furthermore, there are five examples occurring in both data sets: 1stp, 2ypi,
1rbp, 1ifb, 3ptb and 5cpa. As a result, we have 48 bound/unbound structures on
which we test LIGSITEcsc, LIGSITE, PASS, CAST and SURFNET.
The structures are prepared as follows: All solvent molecules including phos-
phate, sulphate and metal ions are ignored in the unbound structures. Next, the
bound and unbound structures are aligned using PyMOL (Delano, 2002). Note
that the choice of structural alignment algorithm is not significant, as nearly iden-
tical structures are aligned, which only differ in some conformational changes. Af-
ter each tool predicts ligand binding sites, the predictions have to be rated. This
is a difficult task as the methods follow different approaches and use different
evaluation methods. For example, Hendlich et al. (1997) measured the accuracy
by the percentage of predicted pocket atoms that are in contact with the ligand.
A protein and ligand atom are in contact if they are within a distance of the sum
of the van der Waals radii plus 0.5Å. Laurie and Jackson (2005) used a precision
threshold for success in which at least 25% of probe sites in a single cluster are
within 1.6Å to a ligand atom. Alternatively, the success rate of predictions can
be measured by computing the distance between the ligand and a single point
representing the pocket (Brady and Stouten, 2000). To assess different methods
on the same data set, we need a common criterion for success. Therefore, we
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Table 3.1: Overview of the data set of 48 bound/unbound structures.
Complex Unbound RMSD (Å)a Protein Description Ligand Descriptionb
1bid 3tms 0.24 Thymidylate synthase CBX, UMP
1cdo 8adh 1.17 Alcohol dehydrogenase NAD
1dwd 1hxf 0.44 Alpha thrombin + hirudin MID
1fbp 2fbp 0.89 Phosphohydrolase AMP, F6P
1gca 1gcg 0.32 Galactose-binding protein GAL
1hew 1hel 0.21 Acetylchitotriose NAG
1hyt 1npc 0.87 Thermolysin DMS,BZS
1inc 1esa 0.21 Elastase ICL
1rbp 1brq 0.54 Retinol binding protein RTL
1rob 8rat 0.28 Ribonuclease A C2P
1stp 1swb 0.33 Streptavidin BTN
1ulb 1ula 0.61 Purine nucleoside phosphorylase GUN
2ifb 1ifb 0.37 Fatty acid binding protein PLM
3ptb 3ptn 0.26 Beta trypsin BEN
2ypi 1ypi 0.57 Triose phosphate isomerase PGA
4dfr 5dfr 0.80 Dihydrofolate reductase MTX
4phv 3phv 1.28 HIV 1 protease VAC
5cna 2ctv 0.44 Concanavalin A MMA
7cpa 8adh 2.17 Carboxypeptidase FVF
1a6w 1a6u 0.35 B1-8 FV fragment NIP
1apu 3app 0.36 Penicillopepsin MAN, OET, IVA, STA
1acj 1qif 0.34 Acetylcholinesterase THA
1blh 1djb 0.23 Methyl]phosphonate FOS
1byb 1bya 0.26 Beta amylase GLC
1hfc 1cge 0.37 Fibroblast collagenase HAP
1ida 1hsi 1.41 HIV 2 protease QND, HPB, PY2, PPL
1ivd 1nna 1.00 Sialidase FUC, ST1, NAG, MAN
1mrg 1ahc 0.30 Alpha momorcharin ADN
1mtw 2tga 0.31 Trypsin DX9
1okm 4ca2 0.34 carbonic anhydrase II SAB
1pdz 1pdy 0.54 Enolase PGA
1phd 1phc 0.17 Camphor 5-monoxygenase HEM, PIM
1pso 1psn 0.33 Pepsin 3a IVA, STA
1qpe 3lck 0.25 Lck kinase PP2, PTR
1rne 1bbs 0.60 Renin NAG, C60
1snc 1stn 0.52 Staphylococcal nuclease PTP
1srf 1pts 0.45 Streptavidin MTB
1stp 2rta 0.62 Streptavidin BTN
2ctc 2ctb 0.15 Carboxypeptidase LOF
2h4n 2cba 0.33 Carbonic anhydrase II AZM
2pk4 1krn 0.63 Plasminogen kringle ACA
2sim 2sil 0.25 Sialidase (neuraminidase) DAN
2tmn 1l3f 0.62 Thermolysin PHO, NH2
3gch 1chg 0.91 Gamma chymotrypsin CIN
3mth 6ins 1.00 Methylparaben insulin MPB
5p2p 3p2p 0.62 Phosphilipase DHG
1imb 1ime 1.45 Inositol monophosphatase LIP
6rsa 7rat 2.08 Ribonuclease UVC
aRMSD: Root mean square deviation of Cα atoms after superimposing the unbound
structures on the bound structures.
bThere-letter abbreviation in PDB, separated by “,” if more than one.
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Table 3.2: The PDB code of 210 protein-ligand complexes taken from the PLD database.
1a0q 1a28 1a42 1a4g 1a6w 1a9u 1aaq 1abe 1ac0 1acj
1aco 1adb 1add 1adf 1aec 1aha 1ai5 1aj7 1ake 1anf
1aoe 1apt 1ase 1azm 1b59 1b6n 1b9v 1baf 1bap 1bcd
1bgo 1bhf 1bl7 1blh 1bma 1bmq 1bra 1byb 1byg 1c2t
1c5c 1c5x 1c83 1cbs 1cbx 1cdg 1ckp 1cla 1cle 1coy
1cps 1cqp 1ctr 1ctt 1d0l 1d3h 1dbb 1dd7 1dg5 1dhf
1did 1dih 1dmp 1dog 1dr1 1e96 1eap 1ebg 1eed 1ei1
1ejn 1ela 1eoc 1epb 1eta 1exw 1f0r 1fbl 1fen 1fgi
1fkb 1fki 1fmo 1frp 1glp 1gpy 1hak 1hbv 1hdy 1hew
1hfc 1hti 1hyt 1ibg 1icn 1ida 1imb 1inc 1ivb 1ivc
1jao 1l82 1lah 1lcp 1ldm 1lgr 1lic 1lmo 1lpm 1mbi
1mfc 1mmp 1mmq 1mrg 1mrk 1mts 1mup 1nco 1nsc 1okl
1pbd 1pdz 1pgp 1pha 1poc 1ppi 1ppk 1pso 1qbr 1qcf
1qh7 1qpe 1rbp 1rds 1rgk 1rne 1rob 1rpa 1rt2 1sln
1slt 1snc 1sre 1stp 1tdb 1thl 1tlc 1tng 1tph 1ukz
1ulb 1uvs 1vgc 1xid 1ydr 2aad 2ack 2ada 2ak3 2cmd
2cpp 2csc 2ctc 2er0 2fox 2gbp 2gpb 2ifb 2msb 2phh
2pk4 2qwb 2sim 2sns 2tsc 2xis 2yhx 2ypi 3cla 3dfr
3er3 3ert 3fx2 3gch 3gpb 3hvt 3nos 3ts1 4cts 4dfr
4est 4gr1 4hvp 4lbd 4mbp 4tln 4xia 5abp 5cpp 5er1
5p21 5p2p 6acn 6cpa 6rnt 6rsa 7lpr 7tim 9aat 9icd
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Method Top 1 Top 3
unbound bound unbound bound
LIGSITEcsc 71 79
LIGSITEcs 60 69 77 87
LIGSITE 58 69 75 87
CAST 58 67 75 83
PASS 60 63 71 81
SURFNET 52 54 75 78
Table 3.3: Success rates for 48 unbound/bound structures (percentage). In LIGSITEcsc,
the top 3 pocket sites identified by LIGSITEcs are re-ranked by conservation. Only the
top 1 prediction is considered in LIGSITEcsc.
take a distance-based approach. For LIGSITEcsc and LIGSITE, this point is the
geometric center of the pocket sites’ grid points. In PASS, the pockets are rep-
resented by its active site point ranked by their probe weight. In SURFNET,
the default “gaps.pdb” output file is a PDB-format file in which each gap region
generated by SURFNET is represented by a single ATOM record. Each atom is
located at the center of mass position of the corresponding gap region, and the
atoms can be used to represent the predicted pocket sites ranked by their vol-
ume. CAST defines atoms belonging to a pocket. The pocket can be represented
by its center of mass. Thus, for all methods we can define a single point which
represents the predicted pocket and we can compute the distance of this point
from the ligand. A prediction is a hit if it is within 4Å to any atom of the ligand.
3.2 Results and Discussion
3.2.1 Success rates of different methods
Table 3.2 shows the success rates using these five methods on 19 complexes from
PASS (Brady and Stouten, 2000) and 29 complexes from Laurie and Jackson
(2005), excluding those structures already existing in PASS, for unbound and
bound structures. For unbound structures, LIGSITEcs achieves the best overall
success rate both for the top prediction and the top three predictions. Using
the geometric feature alone, LIGSITEcs can identify ligand-binding sites at 60%
and 77% accuracy for the top 1 and top 3 pocket sites, respectively. In the
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second stage of re-ranking by conservation, LIGSITEcsc correctly re-ranks 34 out
of 37 top 3 predictions by LIGSITEcs. Thus, LIGSITEcsc improves the success
rate of top 1 predictions from 60% to 71%. For bound structures results are
generally better (see Table 3.2). For the bound structures, LIGSITEcsc improves
the success rate from 69% to 79% for the first prediction. These results indicate
that conformational changes pose a challenge for all methods. In 2tga/1mtw
and 3gch/1chg, the loops near the ligand binding sites stretch significantly to
allow ligand binding. None of the methods predicts the site correctly. However,
this ligand binding site is the biggest pocket on bound structure and is highly
conserved (data not shown).
In 28 (57%) cases, the five methods predict the same pockets as binding sites
(see Table 3.4). Figure 3.1 on the left shows such an example. These pocket sites
are spatially similar and they are all the biggest pockets corresponding to the
ligand binding sites. Figure 3.1 on the right shows a case where all methods fail,
since the binding site is nearly flat, so that the assumption that the ligand binds
at a large pocket does not hold.
To further validate the algorithms, LIGSITEcsc, LIGSITE, SURFNET, and
PASS are tested on non-redundant bound structures of 210 protein-ligand com-
plexes from the Protein Ligand Database. CAST is not evaluated since we only
get a PyMOL plugin for it, which has to be used manually. As summarized in
Table 3.2.1, LIGSITEcsc performs slightly better than the others and achieves an
overall success rate of 75% for top 1 predictions.
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Table 3.4: Comparison of LIGSITEcsc, LIGSITE, PASS, SURFNET, CAST on 48 unbound structures.
Complex Unbound LIGSITEcsc a LIGSITEb PASSc SURFNETd CAST
PDB Hitse DNear
f Hits DNear Hits DNear Hits
g DNear Hits DNear
1bid 3tms 1 3.4 1 2.0 1 3.9 1 3.9 1 3.1
1cdo 8adh 1 0.8 1 0.6 1 0.2 1 1.3 1 0.8
1dwd 1hxf 1 1.7 1 2.3 1 0.7 1 2.3 1 0.9
1fbp 2fbp 1 0.5 1 0.6 (2) 0.8 - - 1 1.5
1gca 1gcg 1 0.8 1 0.8 1 0.5 1 3.4 1 0.5
1hew 1hel 1 1.8 1 1.8 1 1.0 1 2.6 1 1.6
1hyt 1npc 1 1.2 1 1.1 1 1.7 1 1.0 1 0.7
1inc 1esa 1 2.9 3 0.8 - - 1 1.9 (10) 2.1
1rbp 1brq 1 0.9 1 0.9 1 0.9 (2) 1.6 1 1.0
1rob 8rat 1 0.9 2 1.0 1 0.3 1 1.7 1 1.6
1stp 1swb 1 0.6 1 0.3 1 0.8 1 2.4 1 1.4
1ulb 1ula - - (20) 3.2 - - 1 3.6 1 3.3
2ifb 1ifb 1 2.2 1 2.2 1 2.5 1 2.3 1 2.1
3ptb 3ptn 1/2 1.1 2 1.0 (2) 0.5 (2) 1.7 1 0.9
2ypi 1ypi - 3.0 2 3.0 (3) 2.2 - - (2) 2.7
4dfr 5dfr 1 1.9 1 3.5 1 2.3 - - 1 4.5
4phv 3phv 1 2.7 1 2.6 - - 1 2.9 1 2.6
5cna 2ctv 1/11 1.0 (13) 1.0 (2) 0.8 (6) 1.1 (6) 1.0
7cpa 5cpa 1 1.0 1 1.1 1 1.3 1 1.6 (3) 1.0
1a6w 1a6u 1/3 0.5 (4) 1.4 - - - - 1 1.4
1acj 1qif - 3.5 - 3.6 1 1.9 - - (40) 3.9
1apu 3app - 1.2 - 1.9 - - 1 3.7 -(2) -(4.1)
1blh 1djb 1 0.7 2 1.2 1 2.4 (2) 3.9 (5) 0.8
1byb 1bya 1 2.5 1 2.8 (4) 1.1 -1 -(4.2) 1 2.4
1hfc 1cge 1 0.7 1 0.9 (3) 0.8 (3) 1.2 1 0.5
1ida 1hsi 1 3.4 1 2.9 (3) 1.0 1 1.0 1 1.6
1igj 1a4j /4 0.8 -(19) 2.9 - - - - - -
1imb 1ime 1 1.7 1 1.0 1 1.7 1 4.0 1 1.3
1ivd 1nna 1 1.4 1 1.1 1 3.5 (2) 0.9 1 1.9
1mrg 1ahc 1 1.9 1 1.9 - - 1 3.3 1 0.8
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Table 3.4: Comparison of LIGSITEcsc, LIGSITE, PASS, SURFNET, CAST on 48 unbound structures.
Complex Unbound LIGSITEcsc a LIGSITEb PASSc SURFNETd CAST
PDB Hitse DNear
f Hits DNear Hits DNear Hits
g DNear Hits DNear
1mtw 2tga 1/5 2.8 -(7) 1.2 - - (7) 3.2 (8) 1.6
1okm 4ca2 1 2.2 1 1.6 - - (3) 2.2 1 2.1
1pdz 1pdy 1 2.6 1 3.1 1 1.7 - - (5) 1.0
1phd 1phc 1 0.7 1 1.2 1 1.8 (2) 1.4 1 1.3
1pso 1psn 1 0.8 1 1.6 1 1.6 -1 -(4.3) 1 2.1
1qpe 3lck 2 1.5 2 1.2 1 0.7 - - - -
1rne 1bbs 1 1.0 1 1.2 1 1.4 1 2.2 1 1.0
1snc 1stn 1 1.5 1 1.5 1 1.3 1 1.9 1 1.3
1srf 1pts 1 1.5 1 0.5 1 1.2 (5) 0.8 1 1.1
2ctc 2ctb 1 0.6 1 1.1 (2) 0.8 1 2.2 1 1.2
2h4n 2cba 1/2 1.0 2 1.0 - - (3) 1.2 (2) 1.2
2pk4 1krn 1/2 0.7 2 0.8 - - (2) 2.2 1 1.9
2sim 2sil 1/2 0.7 2 0.6 - - (2) 2.3 (2) 0.8
2tmn 1l3f - 2.1 - - - - 1 0.7 1 3.9
3gch 1chg 10 2.2 -(10) 2.2 1 0.9 (11) 1.5 (2) 2.5
3mth 6ins 9 3.8 -(9) 1.8 - - -(3) -(4.7) - -
5p2p 3p2p 1 1.3 1 1.6 1 1.8 (2) 1.6 (2) 1.5
6rsa 7rat 1/4 0.9 -(5) 1.1 1 1.1 1 0.6 1 0.9
aGrid resolution: 1.0Å; probe radius: 1.6Å.
bParameters are the same as LIGSITEcsc.
cThe values are directly taken from PASS. Only the best hit is shown.
dGrid separation: 1.0Å. Minimum and maximum radius for gap spheres: 1.0 and 4.0Å.
The gaps.pdb file is used for the representation of pocket sites.
eHits: PS(s) lying within 4Å of the superimposed ligand. Only the best hit is shown.
A dash indicates that no hit is found, brackets indicate hits, which are no top hits.
fDistances from hits to the nearest atom of superimposed ligand, unit: Å.
gThe ranking of pocket sites lying within 4Å of the superimposed ligand.
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Method Top1 Top3
LIGSITEcsc 75%
LIGSITEcs 67% 87%
LIGSITE 65% 85%
PASS 54% 79%
SURFNET 42% 56%
Table 3.5: Success rates for 210 bound structures. Note that only the top 1 prediction is
considered in LIGSITEcsc.
The predicted pocket sites are classified into four classes following (Laskowski
et al., 1996): the ligand binding site is the first, second, third largest pocket or
none of these. Table 3.6 shows the percentage for these four classes, as well as
the average and the stadard deviation of the size of the pocket sizes in term of
the number of pocket grid points. The goal of re-ranking by conservation is to
bring hits found in the second and third largest pocket to rank 1. The ratio of the
largest pocket to the second largest for a given protein approximately indicates
how unusually large the largest pocket is. For binding sites in the largest pocket
the ratio is greater than for binding sites in the second and third largest pocket.
To put it differently, if the largest pocket is significantly larger than the others,
then it is likely the binding site, otherwise the other two pockets are likely, too.
There are 27 cases in the fourth class where the ligand does not bind to any of the
top 3 pocket sites (see Table 3.6). Among these 27 structures, there are 11 cases
that the ligand binding site is around a small pocket and the ranking of this site
in LIGSITEcs is below 3. LIGSITEcs fails to identify binding sites for the other 16
structures. However, among these 16 cases there are 12 proteins where the ligand
binding site is near the biggest pocket. LIGSITEcs can identify these pocket sites
at the top 1 if the distance threshold is set to 8.5Å. The ligand-binding site is
geometrical flat for only 4 cases (1ac0,1l82,1rgk and 2msb). However, the binding
site is more conserved than the rest of the surface except for 1l82 in these 4 cases.
None of the geometrical methods can detect such flat binding sites.
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Figure 3.1: Left: Hen egg-white lysozyme with its ligand Tri-N-Acetylchitotriose (PDB
1hel). The ligand binds in a deep pocket and all algorithms correctly predict the binding
site. red: LIGSITEcsc, blue: LIGSITE, cyan: PASS, yellow: SURFNET, orange: CAST.
Right: Hexameric insulin with its ligand methylparaben (PDB 6ins). The binding site of
the ligand is unusually flat and therefore none of the methods detects it correctly.
Table 3.6: Numbers of protein in each class for 210 bound structures
Class No. of protein(perc.) Avg.(Size) Dev.
Class 1: Binding site in largest pocket 141/210=67% 209 185
Class 2: Binding site in second largest pocket 28/210=13% 66 64
Class 3: Binding site in third largest pocket 14/210=7% 40 41
Class 4: Binding site in none of above 27/210=13%
3.2.2 Conservation improves ranking
Conservation has been widely used for function site prediction (Aloy et al., 2001;
Armon et al., 2001; Pupko et al., 2002) and protein-protein interaction interface
prediction (Aytuna et al., 2005; Bradford and Westhead, 2005; Espadaler et al.,
2005; Neuvirth et al., 2004b), combined with other physiochemical properties.
Here, we propose to re-rank the top 3 geometric-based prediction using the degree
of conservation of the involved residues. As a result, we can improve the ranking
for 183 out of 210 structures, which are hits of LIGSITEcs’s top 3 predictions.
LIGSITEcsc correctly ranks 157 out of these 183 as top 1 (86%). Figure 3.2 shows
a typical example how a conservation score improves the ranking for a Kringle
domain (pdbid 1krn).
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Figure 3.2: Mapping pockets and degree of conservation onto a protein surface (1krn).
The first two pockets have similar size (ratio: 1.3). The residues near the second largest
pocket (right, yellow), which is the ligand binding site, are more conserved than those near
the largest pocket (left, yellow). Red: highly conserved, grey: less conserved.
Figure 3.3: The success rates of LIGSITEcs for different thresholds for the minimal
number of surface-solvent-surface events (MINSSS), for the top 3 predictions for 210 bound
structures.
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Figure 3.4: Limits of LIGSITEcsc: The hole in a ring structure (pdbid 1a4j) is predicted
by LIGSITEcsc as largest pocket. The ligand binds, however, to the second largest pocket
shown on the left.
3.2.3 Parameter analysis
In LIGSITEcsc, there are four key parameters which influence the results, namely
grid size, minimal number of surface-solvent-surface events (MINSSS), the radius
of the sphere to calculate the conservation score, and the distance threshold for
defining hits (see Methods and Materials). For grid size, we tested LIGSITEcsc
using 0.8, 0.9, 1.1 and 1.2 Å. The success rates only vary −5 to +5 percentage
for the 210 bound structures (data not shown). Although a smaller grid size
leads to finer-grained pockets, the ranking is not affected. Additionally, smaller
grids leads to cubically increasing run-time. Thus we choose 1.0Å. The surface-
solvent-surface events (protein-solvent-protein events in LIGSITE) vary from 1
(buried) to 7 (deeply buried). Figure 3.3 shows the success rates of LIGSITEcs
for different MINSSS values on the 210 bound structures. The cutoff of 6 leads to
the best results and is therefore chosen. Nonetheless, scanning along 7 directions
fails if the structure forms a ring (see Figure 3.4). As mentioned earlier, at the
second stage, the top 3 pocket sites are re-ranked by the average conservation
score of residues with a sphere of radius 8 Å. This radius ensures a moderate size
of patch within this sphere, which gives a reasonable average conservation score
for re-ranking.
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a b c
Figure 3.5: The occupancy of ligands on predicted pocket sites. Grey: the whole pocket
sites, Red: mass center of pocket sites and Magenta: ligand. a). Carbonic anhydrase II
(2cba), a perfect prediction. b). Acetylchitotriose (1hel), good prediction but only a small
part of ligand atoms occupy the pocket sites. c). Purine nucleoside phosphorylase (1ula),
the pocket sites cover all atoms of the ligand. The minimal distance is 5.10Å since the
ligand is very small and it is not counted as a hit.
3.2.4 Limitation of LIGSITEcsc
Representing the pocket site as the mass center of grid clusters is somehow too
simple for very large pockets. The ligand does not occupy the whole pocket sites
and does not locate around the center of the pocket sites. Also, the orientation
of ligand and the shape of the pocket sites are very important for the assessment
of predictions. Figure 3.5.a shows a perfect prediction on Carbonic anhydrase
II (pdbcode 2cba). In this case, the pocket sites cover all ligand atoms and the
minimal distance between the mass center of this pocket and the ligand is 1.8Å.
However, as shown in Figure 3.5.b, on Acetylchitotriose (pdbcode 1hel), only a
small part of ligand atoms occupy the pocket sites. In Figure 3.5.c, the ligand is
very small comparing to the pocket site of Purine nucleoside phosphorylase (pdb-
code 1ula). The minimal distance between them is 5.10Å, which is not counted
as a hit (4Å is used to define a hit). This phenomenon might be a reason why
the success rates of SURFNET here are lower than reported in Laskowski et al.
(1996), which used a different hit definition. However, increasing the distance
threshold does not improve the performance of LIGSITEcsc significantly (data
not shown). Nevertheless, the advantage of representing pockets as a single point
is that different methods can be assessed by the same criteria. Moreover, rather
than using the original grid points in the cluster, it is straightforward to extend
this single point using a sphere of certain radius.
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3.3 Summary
In the last decade, many computational methods have been developed to identify
pockets on protein surfaces and to analyze the relationship between the pockets
and ligand-binding sites. Most of them are purely geometric and do not require
any knowledge of the ligands. However, there is no comparison between these
methods. In this paper, we propose a method called LIGSITEcsc, which ex-
tends LIGSITE (Hendlich et al., 1997) by defining surface-solvent-surface events
and ranking them by the degree of conservation (Glaser et al., 2006). We com-
pare LIGSITEcsc to LIGSITE, PASS, SURFNET, and CAST on a dataset of 48
unbound/bound and 210 bound-only protein-ligand complexes using the same
evaluation criteria. On the unbound/bound complexes, the methods predict the
same correct ligand-binding sites in 28 out of 48 cases. Overall, LIGSITEcsc per-
forms slightly better than the other approaches and correctly predicts the ligand
binding site in 71% and 75% cases, respectively. LIGSITEcsc is our exact an-
swer to the first question: ”Can we improve protein-ligand binding site
prediction using the Connolly surface and conservation?”
LIGSITEcsc is available online at scoppi.biotec.tu-dresden.de/pocket.
Users can submit PDB files or enter a PDB ID and specify the chain ID. The
parameters can be adjusted by the user. It returns the pocket sites in a standard
PDB file format and a python script for visualisation of pockets using PyMOL
(Delano, 2002) as well. LIGSITEcsc and LIGSITE are both implemented in C++
using the BALL (Kohlbacher and Lenhof, 2000) library. LIGSITEcsc’s C++
source code is freely available for academic users from the web site.
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Chapter 4
MetaPPI: a meta protein
interaction site prediction
method
In the previous chapter, we have depicted a computational approach to predict
the ligand binding site on the protein surface, using surface geometric feature and
sequence conservation information. Now we want to extend our prediction to the
protein-protein interaction sites. In this chapter, we will try to answer the sec-
ond open question ”Can we improve protein-protein interaction site pre-
diction using existing prediction methods?” by developing a meta predic-
tion method (metaPPI) using five existing state-of-the-art protein-protein binding
site prediction webservers. These five webservers include Promate, PPI PRED,
PPISP, PINUP and SPPIDER, as mentioned in Chapter 2. The prediction results
from these servers are integrated together and our metaPPI provides a consensus
prediction.
Before we explain our metaPPI approach, we introduce a method to generate
continuous patches using the mesh representation of the protein surface. The
patch generation is the first step in the binding site prediction and continuous
patches are of great importance to prediction accuracy (Jones and Thornton,
1997a,b).
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4.1 Patch generation
In protein-protein interaction site prediction methods, the patch generation is
the first step. The protein surface is divided into different patches and a scoring
function is applied to these patches. A patch is defined as a central surface residue
and its n nearest neighbour surface residues. Then the patch with the highest
score is considered as potential binding site. In the prediction methods discussed
in Section 2.3.2, the patches are generated based on distance. Usually, a surface
residue (Cα atom position) is chosen as starting point of the patch. The surface
residues within a sphere of a certain radius are added into this patch. A vector
constraint is applied to avoid patches that include residues from opposite ”sides”
of a protein (Bradford and Westhead, 2005; Jones and Thornton, 1997a; Liang
et al., 2006; Neuvirth et al., 2004b). However, in this distance-based generation
method, discontinuous patches could form, which might influence the accuracy
of the prediction. That is the case since the protein-protein interaction sites
are almost continuous. In this section, we will discuss our approach to generate
continuous patches using a mesh representation of the protein surface, which is
called “MeSu”.
4.1.1 MeSu approach
In our MeSu (Mesh Surface) approach, the surface vertices are used to gener-
ate the patches rather than protein atoms. First, given the protein structure
we calculate the solvent excluded surface (SES) using the Connolly’s algorithm
(Connolly, 1983). The SES surface is represent by a mesh.
For each surface residue, the nearest surface vertex is chosen as its correspond-
ing surface vertex (center vertex). Starting from this center vertex, first we add
its children to the patch. Then the children of its children are added to the patch.
The procedure is iterated for a certain number of steps (see Figure 4.1).
Figure 4.2 shows two different patches generated by MeSu with 10 iteration
steps. The left patch is quite flat while the right one is very deeply buried. All
the patches on the whole surface of protein α-chymotrypsin (PDBcode: 1acb,
chain E) are shown in Figure 4.3 and colored differently. The whole surface is
partitioned into different continuous patches.
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Figure 4.1: Illustration of the continuous patch generation procedure of MeSu. First,
the children (bottle green) of the center vertex (red) are added into the patch. Then
the children (black) of its children are added to the patch. This procedure is iteratively
repeated for a certain number of steps. Here only three iteration steps are shown.
Figure 4.2: Two different patches generated by MeSu with 10 iteration steps. Left: a flat
patch; right: a deeply buried patch. Red: starting point.
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Figure 4.3: Applying MeSu on the protein α-chymotrypsin (PDBcode: 1acb, chain E).
The whole surface is partitioned into different continuous patches.
The two key parameters in MeSu are surface density and iteration steps. For
surface density, we use 1 dot/Å2 here. The size of patch is determined by the
iteration steps and the patch shape. Here we use 10 steps and it will generate
patches with 10-20 residues, depending on the shape.
This continuous patch generation approach is successfully applied in our metaPPI
approach, that we will mention in the next section. The continuous patches help
to improve the prediction accuracy. Furthermore, these mesh patches can not
only be used to model the shape of protein ligand binding sites but also to com-
pare different ligand binding sites in different proteins.
4.2 Protein-protein binding site prediction
Biological functions and processes are performed through a network of proteins
and their interacting partners including proteins, nucleic acids and small molecules.
The recognition of protein-protein interaction sites is of great importance to iden-
tify functionally important amino acid residues, facilitate experimental efforts to
catalog protein interactions, enhance computational docking studies and drug
design, as well as enable functional annotation for the growing number of struc-
turally resolved proteins of unknown function (Letovsky and Kasif, 2003; Nabieva
et al., 2005; Pazos and J-W, 2006; Stark et al., 2004).
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In the last decade, many approaches have been developed for prediction of
protein-protein interacting sites, based on sequential and/or structural informa-
tion of proteins. These approaches have been discussed in detail previously in
Section 2.3.2. However, there is no direct comparison between these prediction
approaches on the same data set using the same definition and criteria. Here we
integrate the prediction results from five state-of-the-art public available predic-
tors: PPISP (Chen and Zhou, 2005; Zhou and Shan, 2001), PPI PRED Bradford
and Westhead (2005), Promate (Neuvirth et al., 2004a), PINUP (Liang et al.,
2006) and SPPIDER (Porollo and Meller, 2007). Then we propose a meta pre-
diction approach which can improve the prediction accuracy. Together these
approaches are evaluated on the same unbound structures from a data set of
62 protein-protein complexes derived from Weng’s docking benchmark (Mintseris
et al., 2005) and CAPRI targets (Mendez et al., 2005), using the same definitions
and criteria. The detailed method is explained in below.
4.2.1 MetaPPI approach
The unbound protein structures are submitted to the five prediction servers and
prediction results are retained. We assign a confidence score to every surface
residue if it is predicted as an interface residue by one prediction method. Thus,
each surface residue gets a confidence score of 0 (none of the prediction methods
predict) to 5 (all prediction methods say it is an interface residue). Therefore, the
whole surface can be divided into different patches consisting of the residues with
the same confident scores. The patch with the highest confidence score is selected
as the initial predicted binding sites. If it is one continuous patch, then the whole
patch is considered as potential predicted binding site. Otherwise, the patches
are clustered into different continuous sub-patches. Then the biggest sub-patch
is considered as potential predicted binding site.
Then we use the MeSu method to generate precisely continuous patches using
a mesh representation of protein surface. The solvent accessible surface of the
protein is calculated using Connolly algorithm (Connolly, 1983) and is represented
as a mesh. Next, the vertex nearest to the mass centre of the potential predicted
binding site is selected as starting point. Starting from this point, first we add its
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Table 4.1: The Success rates of different prediction approaches on the test data set (%);
EI=Enzyme-Inhibitor
Type (#) PPI PRED PINUP PPISP Promate SPPIDER metaPPI
EI (20) 45 52 55 36 23 70
Other (42) 28 15 25 13 10 44
All (62) 33 27 34 21 14 52
children (neighbouring) vertices to the patch. Then the children of its children
are added to the patch. The procedure is iterated for 10 times. In the last step,
the PDB atoms that are associated to the vertices in this patch are the final
predicted binding site. This procedure is illustrated in Figure 4.1.
Mostly, the prediction is assessed by two parameters. One is the accuracy
of predicted interface, which is the fraction of correctly predicted residues in the
total number of predicted interface residues; the other is the coverage of the actual
interface by the predicted interface, which is the fraction of correctly predicted
interface residues in the total number of native interface residues. A prediction is
successful if more than half of the predicted residues are native interface residues
(accuracy ≥ 50%), as defined in Liang et al. (2006); Neuvirth et al. (2004a). A
residue is a surface residue if its relative solvent accessible area is greater than
10%, calculated by NACCESS (Hubbard, 1996). The complex structures are used
for defining native interface residues. A surface residue is considered as native
interface residue if its accessible surface area decreased by more than 1Å2 upon
complexation.
To evaluate these approaches, we compose a data set of 62 complexes, derived
from Weng’s docking benchmark (Mintseris et al., 2005) and recent targets from
CAPRI experiments (Janin et al., 2003; Mendez et al., 2003). Each complex
only has one chain in each component since the five prediction servers can only
predict interface for proteins with one chain. This data set consists of 20 enzyme-
inhibitor complexes and 42 other types of complexes. The unbound structures
(some CAPRI targets are bound or homology modelling structures) are used for
interface prediction and compared to the complex structures (bound) to define
success rates.
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4.2.2 Prediction results
Figure 4.4: The overlapping performance of the five prediction methods. All the methods
predict 5 interfaces successfully (accuracy ≥ 50%). Four of them are successful for 4
interfaces (11 for three, 23 for two and 25 for one of them, respectively). For 56 interfaces,
none of these five methods gives correct prediction.
The success rates of each method are summarised in Table 4.1. Our metaPPI
approach achives 70% success rate for the enzyme-inhibitor (EI) complexes and
44% for other complexes. Totally, our approach gets 52% success rate for all the
test cases. Overall, our approach improves the prediction of individual prediction
methods by about 20%.
We also show the average accuracy and average coverage of each prediction
methods in Table 4.2. Our approach has higher accuracy (60% for EI, 38% for
non EI and 45% for all) than other methods. However, our method does not have
hihger coverage than others methods. Since the goal of the prediction is to help
docking, the accuracy is more important than coverage. In MeSu approach, when
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Figure 4.5: The success rates of metaPPI that leaves one predictor out. This plot shows
that the metaPPI approach including all five predictors performs better than metaPPI
leaving one predictor out, except for metaPPI without PPISP and SPPIDER for EI com-
plex.
the expansion is iterated for more times, we would get higher coverage with lower
accuracy (data not shown). The detailed binding sites prediction results of each
method for each complex are shown in Table 4.3. For some complexes, Promate
does not return any predicted interface. And for some cases, SPPIDER predicts
a very big interface which is unrealistic.
Figure 4.4 shows the overlapping prediction results of the five method for all
the test cases. All the methods predict 5 interface successfully (accuracy ≥ 50%).
Table 4.2: Average accuracy and coverage of different prediction approaches on the test
data set (%)
Type PPI PRED PINUP PPISP Promate SPPIDER metaPPI
accu covr accu covr accu covr accu covr accu covr accu covr
EI 41 42 46 43 46 39 40 19 38 45 60 35
Other 26 29 24 22 27 24 15 8 26 41 38 21
All 31 33 31 29 33 29 24 12 29 42 45 25
64
4.3 Summary
Four of them are successful for 4 interfaces (11 for three, 23 for two and 25 for
one of them, respectively). For 56 interfaces, none of these five methods gives
correct prediction. To address the influence of each method on the sueccess rates
of metaPPI, we plot the success rates of metaPPI that leaves one predictor out
in Figure 4.5. To our surprise, for EI complex, metaPPI without PPISP has high
sucess rate (72%), while PPISP performs best (55%) among these five methods.
MetaPPI without SPPIDER has the same success rate (72%) but SPPIDER
only achives 23% for EI complex. MetaPPI without the other three predictiors
has lower success rate than metaPPI including all predictors (PPI PRED: 67%;
PINUP: 65%; Promate: 60%). For nonEI complex and all test cases, metaPPI
without PPI PRED and PINUP have the lowest sucess rate 34% and 44%, re-
spectively. Overall, this plot shows that the metaPPI approach including all five
predictors performs better than metaPPI leaving one predictor out, except for
metaPPI without PPISP and SPPIDER for EI complex.
At the time when this dissertation is finished, a similar approach meta-PPISP
was undertaken by the group of PPISP (Qin and Zhou, 2007). Meta-PPISP
combined results from three approaches: PPISP, Promate and PINUP. In meta-
PPISP, a linear regression method, using the raw scores of the three servers as
input, was trained on a set of 35 nonhomologous proteins. Their cross validation
showed that meta-PPISP outperforms all the three individual servers. It would
be interesting to compare this meta-PPISP approach with metaPPI and integrate
it into our metaPPI server.
4.3 Summary
In this work, we develop a meta approach to predict protein binding sites based on
the prediction results obtained from other five existing prediction servers. This
approach, together with five other approaches, are evaluated on a data set of
62 single-chain complexes, which are derived from Weng’s docking benchmark
data set and CAPRI targets. The results show that our approach improves the
prediction acurracy over the other five individual approaches, not only for enzyme-
inhibitor complexes but also for other types of complexes. MetaPPI is our answer
to the second open question ”Can we improve protein-protein interaction
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site prediction using existing prediction methods?”.
The limitation of these interface prediction approaches is that they only work
for proteins with one chain in the structure. However, most of the antibody
proteins have two chains, one heavy chain and one light one. Both chains are
involved in interactions with antigens. Therefore, new approaches still need to
be developed to predict interface for multi-chain (multi-domain) proteins like
antibodies. Furthermore, proteins can interact with many other proteins at the
same time, forming multiple interfaces. Therefore, dealing with multiple interface
prediction should be addressed in any prediction approach.
MetaPPI is available at http://scoppi.biotec.tu-dresden.de/metappi.
The user can submit a single-chain protein structure and metaPPI returns the
interface prediction results for each method and a python script is provided for
the user to visualize the prediction results in PyMOL.
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Table 4.3: The prediction results of different approaches on the data set
PDB Receptorb Ligand c
Reale Cpp/Ppp
f Cpi/Ppi Cpn/Ppn Cpr/Ppr Csp/Psp Cmp/Pmp Real
e Cpp/Ppp Cpi/Ppi Cpn/Ppn Cpr/Ppr Csp/Psp Cmp/Pmp
EIa
1ACB 25 15/27 10/23 14/20 11/25 14/45 14/16 17 1/12 11/20 7/20 2/ 8 17/49 10/15
1AY7 17 2/18 8/16 6/22 4/10 4/15 3/11 15 0/10 11/20 9/11 5/ 9 10/21 8/11
1BVN 33 24/47 17/36 9/15 2/15 13/54 10/17 24 6/ 7 16/23 14/21 7/ 8 23/50 10/11
1CGI 29 19/33 11/23 16/20 12/25 15/46 16/16 19 7/11 13/17 13/22 4/ 6 12/12 7/ 7
1D6R 21 17/36 4/15 1/20 8/23 4/23 6/11 15 9/15 2/19 7/30 3/ 6 15/52 8/18
1DFJ 34 10/20 10/14 5/14 4/13 0/ 0 9/14 42 14/43 21/32 14/15 3/ 5 1/ 1 13/16
1E6E 23 3/75 9/39 2/21 0/ 0 8/43 0/21 28 8/ 9 13/17 17/20 8/11 19/23 14/15
1EAW 25 18/23 8/21 14/20 7/24 3/29 12/12 21 13/15 19/25 16/20 5/ 6 15/18 9/ 9
1EWY 19 11/38 2/31 3/ 9 0/ 0 8/45 1/11 19 5/13 7/19 13/21 4/10 9/18 8/14
1F34 32 12/39 7/31 1/27 1/14 13/53 4/13 33 13/20 11/15 14/20 4/ 4 22/39 8/11
1MAH 29 23/77 12/44 13/20 0/13 8/30 1/ 6 20 3/16 6/15 2/20 0/ 7 16/31 3/19
1PPE 21 16/25 8/17 10/20 10/23 2/ 9 9/14 16 8/ 8 16/20 12/16 3/ 3 16/29 12/13
1TMQ 30 20/36 16/32 12/20 3/11 12/28 12/16 25 0/12 17/22 17/27 6/12 20/55 14/15
1UDI 27 21/27 13/24 10/20 1/ 5 7/15 7/11 23 8/16 13/18 16/20 5/ 9 21/59 13/14
2PCC 14 11/58 9/28 0/14 0/ 8 0/ 5 7/13 17 9/15 3/12 4/22 2/11 0/ 5 6/14
2SIC 21 14/29 8/16 18/20 7/12 8/30 8/11 14 0/25 14/19 0/21 9/11 11/44 0/17
2SNI 18 11/31 7/13 16/22 6/20 6/23 6/10 14 9/14 12/21 13/20 6/ 7 14/40 8/14
7CEI 17 8/14 8/16 9/13 2/ 2 2/ 6 6/ 8 16 6/14 0/22 4/11 0/ 5 0/ 0 6/15
T16 23 0/48 16/24 7/13 3/28 12/25 5/ 9 31 21/34 7/20 4/ 9 2/ 6 1/ 1 9/ 9
T17 20 0/23 0/21 0/18 0/26 2/28 0/ 9 20 9/27 10/15 4/20 1/15 7/16 13/14
T18 24 12/26 8/22 3/20 4/18 6/17 12/14 29 1/47 0/15 0/24 0/26 2/42 0/ 8
Other
1AK4 16 14/24 6/22 8/20 1/17 1/ 5 5/10 12 0/31 12/17 0/18 0/ 5 12/90 0/11
1ATN 16 0/58 0/20 0/22 0/ 4 16/191 0/12 16 0/31 0/17 2/ 6 0/10 0/ 3 0/10
1B6C 18 10/15 9/20 7/23 4/11 7/16 10/12 24 6/67 6/24 3/20 0/ 0 13/40 6/11
1BUH 17 0/30 0/23 0/20 5/10 5/43 0/13 18 12/18 7/15 6/22 5/ 8 17/60 7/12
1E96 20 3/15 8/17 7/20 0/ 2 15/46 5/13 14 0/28 8/20 1/ 5 0/ 0 9/23 5/12
1FQ1 14 0/24 4/19 1/11 0/ 2 3/27 0/11 13 1/74 4/19 0/21 0/10 7/59 0/14
1FQJ 28 21/37 13/25 8/15 0/ 2 13/36 12/17 21 14/27 12/39 7/13 2/12 4/15 10/11
1GCQ 11 0/29 9/13 1/21 2/22 6/18 7/10 15 9/13 3/19 8/11 0/ 7 12/33 6/10
1GHQ 8 0/38 0/22 0/19 0/ 0 1/16 0/15 9 2/21 0/17 5/20 1/ 6 4/38 0/10
1GRN 20 5/25 3/15 6/22 1/ 5 10/55 3/ 9 22 0/20 5/20 11/20 0/ 0 13/33 1/ 6
1H1V 46 14/58 6/18 3/14 2/ 4 38/188 6/13 41 0/99 0/31 0/13 0/ 0 0/20 0/ 5
1HE1 26 14/23 1/27 9/20 0/ 0 8/10 8/12 28 12/18 10/16 14/20 0/ 2 23/49 13/17
1HE8 21 0/210 0/48 0/20 0/ 2 7/67 0/11 18 7/30 5/17 9/22 0/ 0 14/27 3/ 7
1I2M 28 11/33 7/15 5/20 0/ 0 10/47 6/14 39 23/60 10/20 0/ 7 0/ 3 0/11 0/16
1IBR 50 17/28 7/17 15/20 0/ 0 22/52 11/15 56 16/68 2/36 2/27 3/10 11/65 1/14
1KAC 19 0/25 0/15 0/20 0/ 7 2/32 0/10 21 10/14 8/16 0/ 9 4/ 8 1/ 8 6/10
1KTZ 8 2/31 4/18 7/22 2/12 8/70 5/11 10 3/19 8/19 8/20 2/11 8/23 8/12
1KXP 43 26/46 0/20 7/21 2/ 4 40/189 13/16 46 27/63 0/31 0/ 16 2/ 5 1/30 0/14
1KXQ 36 27/66 1/27 11/16 0/15 22/51 11/12 28 2/10 6/19 7/20 0/ 3 25/85 5/12
1M10 29 14/21 6/24 3/ 7 0/ 4 2/ 5 7/12 33 0/28 0/31 0/20 0/ 9 8/19 0/11
1QA9 17 0/19 0/22 0/25 0/ 3 0/ 9 0/12 19 0/28 0/17 0/14 0/ 2 0/ 6 1/15
1SBB 17 0/34 1/20 0/18 0/ 3 0/28 0/10 16 0/31 0/22 3/ 4 0/ 4 1/ 2 0/12
1WQ1 31 17/35 0/18 2/ 5 0/ 0 11/27 10/15 34 14/22 14/20 14/20 0/ 0 18/21 9/ 9
2BTF 25 19/48 0/19 8/21 1/ 4 22/188 8/15 25 12/17 12/31 3/22 1/ 2 11/34 0/13
T04 28 1/42 0/30 0/11 0/11 1/32 0/14 22 15/21 6/21 7/22 3/12 21/90 9/14
T05 22 2/42 2/30 0/11 0/11 0/32 0/14 23 7/18 7/19 2/26 3/12 22/99 9/10
T06 34 25/42 14/30 9/11 1/11 18/32 10/14 26 1/22 6/20 5/20 1/12 23/90 4/14
T07 13 0/24 5/22 0/ 2 0/14 0/ 3 4/12 18 0/40 1/18 0/13 0/ 9 0/18 1/13
T08 30 0/42 0/32 0/20 0/ 0 1/21 0/17 26 3/38 4/20 4/16 2/17 5/19 3/10
T09 40 8/31 6/19 15/20 8/23 24/64 8/10 40 5/31 6/18 15/20 10/23 25/63 5/11
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Table 4.3: The prediction results of different approaches on the data set
PDB Receptorb Ligand c
Reale Cpp/Ppp
f Cpi/Ppi Cpn/Ppn Cpr/Ppr Csp/Psp Cmp/Pmp Real
e Cpp/Ppp Cpi/Ppi Cpn/Ppn Cpr/Ppr Csp/Psp Cmp/Pmp
T11 22 11/24 6/19 13/22 7/14 5/ 6 13/15 18 13/23 1/20 15/24 0/ 8 15/40 9/11
T12 24 10/22 6/20 14/22 7/14 6/ 7 15/16 15 2/ 9 6/21 10/20 2/ 6 15/43 5/ 9
T14 43 3/35 2/31 3/21 0/22 5/17 1/10 38 1/51 7/18 7/29 0/ 6 29/84 5/10
T15 9 1/20 2/26 3/18 2/11 0/ 1 0/14 9 1/11 6/21 3/20 2/ 9 7/37 3/19
T20 45 10/35 12/21 18/33 0/ 0 21/52 17/18 36 23/99 17/19 10/20 0/ 0 14/75 13/18
T21 15 1/33 4/21 0/22 2/12 0/24 0/10 11 0/22 0/19 0/21 4/12 8/60 0/13
T22 15 0/20 0/18 6/29 0/14 9/27 1/11 12 9/15 5/27 9/20 1/ 7 10/24 5/ 6
T23 53 33/50 12/21 0/15 5/31 1/ 6 9/14 53 33/50 12/21 0/15 7/31 1/ 6 9/14
T24 15 11/22 8/15 12/20 4/11 11/24 10/15 13 8/16 0/17 1/21 0/10 0/ 2 0/12
T25 22 18/22 10/15 15/20 8/11 18/24 15/15 22 20/36 4/16 0/22 0/13 1/ 6 7/12
T26 33 0/49 9/31 12/20 0/ 0 4/13 9/12 24 2/11 4/19 4/11 0/11 1/ 2 3/14
T27 9 2/30 0/20 0/23 0/ 2 0/ 8 0/10 9 0/32 3/18 8/20 0/ 7 3/17 2/10
a Type of complexes, EI: enzyme-inhibitor complexes, Other: other comoplexes
b Receptor: the bigger protein in complex; Ligand: the smaller one
c Infn: the number of residues on real interface in complex
d Cpp: the number of residues predicted correctly to be on interface from PPI Pred;
Ppp: the number of total residues predicted to be on interface from PPI Pred;
pi: PINUP; ps: PPISP; pr: Promate; sp: SPPIDER; mp: metaPPI
e Promate fails in some proteins, i.e, Ppr = 0. It is spefically designed for enzyme-inhibitor complexes.
f For some proteins, SPPIDER (version 2) predicts a very big interface which is unrealistic.
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Chapter 5
Using propensity to improve
docking
In Chapter 7, we will use the last chapter’s interface prediction for docking. In
the next chapters, we develop simple prediction methods for specific types of
proteins and integrate them into docking. First, in this chapter, I will discuss
how the residue interface propensity improve protein docking for two specific
protein families.
With the growth of the Protein Data Bank, more and more complex structures
are available. These complex structures can be used to calculate some properties
that characterise the protein-protein interaction. The residue interface propensity
is one of these properties, which measures how likely a residue tends to on the
interface. In this chapter, we propose to calculate the residue interface propensi-
ties for families of the structural classification of proteins SCOP (Andreeva et al.,
2004). For residues with high propensities, we calculate the tightness of fit scor-
ing function between these residues. Overall, this novel scoring function shows
a good correlation with the RMSD and therefore can improve docking. In be-
low, I will show how to calculate the residue interface propensities and how these
propensities improve rigid-body docking.
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Figure 5.1: Scatter plot of the number of residues in the interface based on distance
(SCOPPI) and based on solvent accessible surface area. The strong correlationship suggests
that both methods are equivalent.
5.1 Materials and Methods
5.1.1 FFT docking method BDOCK
In our initial docking system BDOCK (version 1.0), we implemented the FFT
docking method (see Section 2.4.2) using the BALL library (Kohlbacher and
Lenhof, 2000). BDOCK also includes scoring by residue pair potential and des-
olvation energy. BDOCK scans the protein surface at a rotational angle of 10o
using a grid size of 1.0 Å and a surface thickness of 2.0 Å.
5.1.2 SCOPPI, Structural Classification of Protein-Protein
Interfaces
To compute the residue interaction propensities we use SCOPPI, Structural
Classification of Protein-Protein Interfaces, a database with over 40.000 struc-
tural interaction interfaces (Winter et al., 2006) for over 8000 PDB structures
(www.scoppi.org). SCOPPI denotes two domains as interacting with each other
if at least 5 residue pairs are within 5 Angstroms (the 5-5 rule). The 5-5 rule cor-
related very well with defining the interface based solvent accessible surface area
(ASA) as shown in Fig. 5.1. Fig. 5.2 shows a screens-hot of SCOPPI with the
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Figure 5.2: The screen shot of visual SCOPPI. It shows the interaction residues in the
SCOP family b.47.1.2. The interface residues are showed in upper case and marked green.
family members aligned by sequence and interacting residues highlighted. Non-
redundant family-members are used to compute residue interaction propensities
are described below.
5.1.3 Propensity calculation
SCOPPI contains all the residue-residue contact information in domain-domain
interactions at family or superfamily level. Residue interface propensity is calcu-
lated at family level, i.e. the interaction of all proteins in the whole family are
used for calculation. To remove the redundant interactions, we use a threshold
of 90% similarity. For each amino acid type i of protein, the propensity can be
calculated using the following formula:
Propeni =
probini
probsuri
=
Nin(i)/Nin
Nsur(i)/Nsur
(5.1)
where probini is the probability of residue type i in the interface and prob
sur
i
is the probability of residue type i on the surface; Nin(i) is the number of amino
acids of type i in the interface; Nin is the total number of amino acids of any
type in the interface; Nsur is the number of surface amino acids of type i in all
the domains belonging to this family; Nsur is the total number of surface amino
acids. Those residues with Propeni above 1 indicate that it has high probability
for being in interface. Here we define those residues having Propeni ≥ 1.5 as
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“predicted interface residues”.
The main drawback of the propensity score is that it depends on the size of
SCOP family and the number of interaction derived from SCOPPI. For those
proteins of which there is not sufficient interaction data in SCOPPI, it is im-
possible to calculate the interface residue propensity. That is the reason why
we only restrict our docking test in Trypsin-like serine protease family (SCOP
family ID b.47.1.2) for enzyme-inhibitor complexes and V set domains (antibody
variable domain-like)/C1 set domains (antibody constant domain-like) (SCOP
family ID b.1.1.1/2) for antibody-antigen, for which there is sufficient structural
data available.
As an example for the residue propensities of two families consider Fig. 5.3.
The residue propensities differ substantially between the families supporting the
need to consider propensities at the family-level rather than globally. In Figure
5.4 the propensities of Fig. 5.3 have represented as colors (red = high propensity,
green = low) of the surface residues. This example shows that the propensity in
the interface is higher than in the rest of the surface residues thus encouraging
the overall approach.
The reason for using residue interface propensity as a scoring function is that
the near-native docked complex structures should have highest propensity value
if we calculate the average residue interaction propensity (IP) for those interface
residues of receptor as bellow:
IP =
1
N
N
∑
i
Proi (5.2)
where
Proi =
{
10 ∗ Propeni if Propeni ≥ 1.5
Propeni else
Here Propeni is the precalculated propensity for the residue i in the receptor
from docked structure using equation 5.1 and N is the number of interface residue.
If Propeni is ≥ 1.5, it is made 10 times bigger to ensure that those docked
complexes having more predicted interface residues have higher propensity score.
This propensity score can measure how likely the interface of docked solutions
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Residue b.47.1.2 b.1.1.1/2 Residue b.47.1.2 b.1.1.1/2
ALA 0.53 1.16 LEU 1.05 0.96
ARG 0.72 0.94 LYS 0.52 0.75
ASN 0.51 0.59 MET 0.92 1.54
ASP 0.95 1.27 PHE 1.94 2.86
CYS 8.99 0.13 PRO 0.69 1.19
GLN 0.64 1.13 SER 1.25 0.55
GLU 0.55 0.58 THR 0.94 0.51
GLY 0.97 0.80 TRP 4.18 2.52
HIS 2.07 1.26 TYR 1.50 3.71
ILE 0.88 1.13 VAL 1.07 0.65
Figure 5.3: The residue propensities of Trypsin-like serine protease (SCOP ID: b.47.1.2,
calculated from 747 interactions) and V set domains (antibody variable domain-like)/C1
set domains (antibody constant domain-like) (SCOP ID b.1.1.1/2, calculated from 620
interactions). TRP and TYR have high preference in the interface in both families. CYS
has highest preference in b.47.1.2 but it has very low propensity in in b.1.1.1/2. The right
table shows the propensity values for each residue. Those residues with propensity ≥ 1.5
are regarded as predicted interface residues, i.e. for b.47.1.2 they are CYS, HIS, PHE,
TRP and TYR; MET, PHE, TRP and TYR for b.1.1.1/2.
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1ACB 1CGI
1DQJ 1FBI
Figure 5.4: The residue interface propensities on the protein surface of the receptors.
The gray one is its binding partner. Red: high propensity, green: low propensity (The
color scheme is referred to the values from Figure 5.3). The receptor of 1ACB and 1CGI
is Trypsin-like serine protease (b.47.1.2). The high propensity residues for this family are
CYS, HIS, PHE, TRP and TYR. The receptor of 1DFJ and 1FBI is V set domains (anti-
body variable domain-like)/ C1 set domains (antibody constant domain-like) (b.1.1.1/2).
The high propensity residues for this two families are MET, PHE, TRP and TYR. These
figures indicate that the high propensity residues accumulate around the real binding sites.
74
5.2 Results
trend to be native interface. Using this scoring function to score the docked
solutions is very fast since we only care about the interface residues.
As shown for an enzyme-inhibitor example in Fig. 5.5.c-e scoring with desolva-
tion energy, residue pair potential and shape complementarity does not correlate
well with RMSD. The residue interaction propensity in Fig. 5.5.a is already
much better, as it singles out near-native structures together with a few very
poor predictions. To further reduce such false positives we combine the residue
interaction propensities with the tightness of fit (ToF) proposed by Gottschalk
et al. (2004). For ToF we only consider residues with ≥ 1.5 propensity. ToF is
calculated according to:
ToF =
dinter − dall
dall
(5.3)
where
Dinter is the minimum distance of the Cα of residue i with propensity ≥ 1.5
(high probability to be in interface) of receptor to any atom of ligand. Dall is
the minimum distance of Cα atom of surface residue j of receptor to any atom of
ligand. There are n residues with ≥ 1.5 propensity and m surface residues. As
Figure 5.5.b shows for the enzyme-inhibitor example the tightness of fit of high
propensity residues correlates very well with the RMSD of near-native complexes.
5.2 Results
To evaluate the above scoring functions we considered 24 examples from the Chen
data set (12 enzyme-inhibitor and 12 antibody-antigen). For each complex in the
data set, we keep 10000 docking solutions and score each by atom contact energy,
residue pair potential, propensity score, tightness of fit. Next, we compute the
Z-score for each scoring function:
Z-scorei =
Xi − X̄
σ
(5.4)
where Xi is the score of i solution, X̄ is the mean score of total 10000 solutions
and σ is the standard deviation. The benefit of using Z-score to re-rank the docked
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Figure 5.5: Different Z-scores vs RMSD of the enzyme-inhibitor complex 1ACB. a).
Residue interaction propensity b). Tightness of fit c). Desolvation energy d). Residue
pair potential e). Shape complementarity. While c, d, and e are not well correlated with
the RMSD, the propensity can single the best RMSD solutions together with some poor
solutions. These false positives are completely absent from the tightness of fit score, which
correlates very well with the RMSD. The scatterplots of Z-scores vs RMSD for all the
complexes are available at www.biotec.tu-dresden.de/~bhuang/bdock.
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solutions is that the scores of different scoring function for different complex are
comparable.
Here we define a docking solution as near-native structure (hit) if the RMSD
between it and the native complex is below 4.5Å. It is obviously that when we
applied filters to the complex structures pool, some near-native structures are
also filtered out together with non-native structures. To see the improvement
after filter, the improvement factor IF is calculated according to
IF =
hitsaf/Naf
hitsbf/Nbf
(5.5)
where Nbf , Naf are the number of the complex structures; hitsbf and hitsaf are
the number of near-native structures (RMSD ≤ 4.5Å) in the pool, before filter
and after filter.
Enzyme-inhibitor complexes The receptors in these complexes are in the
same family (Trypsin-like serine protease, SCOP ID b.47.1.2) which interact with
different inhibitors. They are 1ACB, 1AVW, 1BRC, 1BTH, 1CGI, 1CHO, 1PPE,
1TAB, 1TGS, 2KAI, 2PTC, 4HTC. For this family, CYS, HIS, PHE, TRP and
TYR have propensity ≥ 1.5 and are regarded as predicted interface residues (see
Figure 5.3). The docking and filter results are showed in Table. 5.1. Based on
shape complementarity, BDOCK generates some near-native structures for all 12
E/I complexes, ranging from 6 to 981, in 10000 docking results. The best RMSD
for these complexes is below 3Å except for 1BTH among these 10000 solutions.
When filtering these 10000 solutions by propensity score, the number of com-
plexes in the pool reduced to one thousand to two thousand but most of the
near-native structures are still remaining in the pool. The improvement factor
(IF) after filter by propensity score ≥ 1.0 is greater than 2 for all the complexes.
Filter by ToF (≤ −1.5) can remove more false positive solutions except for 1BTH
and 4HTC. For 1BTH, there is a very deep pocket in the enzyme surface where
the inhibitor fits into tightly, while 4HTC has a long tail of the inhibitor in-
volved in interaction (see Figure 5.6). This is the reason why ToF fails to rank
near-native structures high for them.
Using both filter criteria, the number of docking candidates reduces to less
than one thousand and the best result is still remained in this pool except for
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Table 5.1: The docking results for 12 enzyme-inhibitor complexes.
Complex hitsbf
a RMSDb Filter by IPc Filter by ToFd Filter by IP and ToF
hitsaf/Naf
e IFf hitsaf/Naf IF hitsaf/Naf IF RMSD
g
1ACB 6 2.17 6/2049 4.88 6/1068 9.35 6/910 11.00 2.17
1AVW 11 1.38 9/1906 4.30 11/954 10.50 9/502 16.30 1.38
1BRC 42 2.21 24/1933 2.96 9/624 3.43 8/451 4.22 2.21
1BTH 12 3.85 12/1462 6.84 0/112 0 0/3 0 8.04
1CGI 52 1.30 51/1807 5.43 20/130 29.59 20/130 29.59 1.30
1CHO 38 0.90 34/1767 5.06 27/692 10.27 26/562 12.17 0.95
1PPE 981 0.29 653/1930 2 510/881 6.0 417/554 7.67 0.38
1TAB 62 0.71 26/1801 2.33 39/837 7.52 21/262 12.93 0.71
1TGS 106 0.69 70/1859 3.55 88/987 8.41 69/654 10.55 0.69
2KAI 114 1.43 82/1809 3.98 96/135 6.20 66/654 8.85 1.44
2PTC 52 1.66 46/1798 4.90 52/916 10.20 46/559 15.82 1.66
4HTC 41 2.20 33/1449 5.55 0/121 0 0/6 0 10.07
aThe number of complexes whose RMSD is below 4.5 Å in 10000 solutions.
bThe best RMSD from 10000 docking results.
cZ-score. Threshold: ≥ 1.0.
dZ-score. Threshold: ≤ −1.5.
eNaf is the number of docking results remained in the pool after filter. hitsaf is the number of hits in this pool.
fCalculated according to equation 5.5. Nbf is 10000.
gThe best RMSD after filter using IP and ToF.
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Table 5.2: The docking results for 12 antibody-antigen complexes.
Complex hitsbf
a RMSDb Filter by IPc Filter by ToFd Filter by IP and ToF
hitsaf/Naf
e IFf hitsaf/Naf IF hitsaf/Naf IF RMSD
g
1AHW 5 2.62 5/1316 7.60 0/1770 0 0/1106 0 5.94
1BQL 8 1.58 8/1641 6.10 8/2236 4.47 8/1377 7.26 1.58
1DQJ 20 2.85 19/1135 8.37 20/1978 5.05 19/1106 8.60 2.85
1EO8 6 1.25 6/1840 5.43 6/1745 5.73 6/900 11.11 1.25
1FBI 9 2.84 6/1831 3.64 9/1932 5.17 6/1560 4.27 2.84
1IAI 4 1.85 4/1804 5.54 4/1931 5.17 4/1138 8.79 1.85
1MLC 0 4.55 0/1478 0 0/1626 0 0/1177 0 4.55
1NCA 13 1.17 13/1876 5.33 13/2307 4.33 13/1499 6.67 1.17
1QFU 8 1.29 8/1745 5.73 3/2279 1.64 3/1021 3.80 1.29
1WEJ 9 3.16 9/1253 7.99 9/1685 5.83 9/1195 8.36 3.16
2JEL 5 3.48 5/1745 5.73 5/1694 5.90 5/1055 9.47 3.48
2VIR 2 1.40 2/1695 5.90 2/1852 5.40 2/986 10.14 1.40
aThe number of complexes whose RMSD is below 4.5 Å in 10000 solutions.
bThe best RMSD from 10000 docking results.
cZ-score. Threshold: ≥ 1.0.
dZ-score. Threshold: ≤ −1.0.
eNaf is the number of docking results remained in the pool after filter. hitsaf is the number of hits in this pool.
fCalculated according to equation 5.5. Nbf is 10000.
gThe best RMSD after filter using IP and ToF.
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1BTH 4HTC
Figure 5.6: The complex structures of 1BTH and 4HTC. Tightness of fit fails to figure
out near-native structures for them. Blue: enzyme, green: inhibitor.
1CHO and 1PPE. The improve factors become better in all cases, ranging from
4 to 30.
Antibody-antigen complexes 12 complexes belong to this A/A, i.e. 1AHW,
1BQL, 1DQJ, 1EO8, 1FBI, 1IAI, 1MLC, 1NCA, 1QFU, 1WEJ, 2JEL, 2VIR. For
these 12 complexes, the antibody consit of two domains: V set domains (antibody
variable domain-like) (SCOP ID b.1.1.1) and C1 set domains (antibody constant
domain-like) (SCOP ID b.1.1.2). These two domains bind together and they
are both involved in interaction with antigen. Only four residues (MET, PHE,
TRP and TYR) have propensity ≥ 1.5 and are regarded as predicted interface
residues (see Figure 5.3). The docking and filter results are showed in Table.
5.2. Based on shape complementarity, BDOCK generates only a few near-native
structures in 10000 docking results, from 1 to 20 except for 1MLC (best RMSD
4.55). When comparing the unbound structures (Antibody D44.1 Fab fragment
(1mlb) and lysozyme (1lza)) with the complex structure of 1MLC, a significant
conformational change is observed on lysozyme, with Pro70 moving as much as 4
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Å and dragging the main chain atoms (see Figure 2.7 in Chapter 1). As a result,
rigid-body docking method fails to generate near-native structures for this case
and flexibility needs to be taken into account.
Filter by propensity (≥ 1.0), the improve factor is from 3 to 8. Filter by
ToF (≤ −1.0), it is from 4 to 6. ToF fails in 1AHW because the high propen-
sity residues have some distribution on non-interface surface although they do
accumulate around the real interface in the receptor of this complex. Using both
filter criteria, the IF is 4 to 11 and the number of candidates in the pool is
from 900 to 1600. Comparing to the docking results of E/I complexes, less hits
are found in the initial 10000 solutions for A/A complexes based on shape com-
plementarity which confirms the conclusion by Vajda and Camacho (2004) that
antibody-antigen is less predictable by current rigid-body docking methods. That
is also the reason why the threshold for ToF here is ≤ −1.0.
5.3 Summary
Protein docking aims to predict complex structure from unbound component
structures. A major challenge in this field is to extract the near-native structures
from a pool of a large number of solutions by using appropriate scoring func-
tion. In this chapter, we describe a novel scoring function using interface residue
propensity and the tightness of fit between high propensity residues. We evalu-
ated this scoring function on 24 structures from the Chen data set and obtained
improvement factors of 4-30 for enzyme-inhibitor and 4-11 for antibody-antigen
complexes. The only limiting factor of this scoring function is the availability of
structural data to compute the family-based interaction propensities. A key in-
sight is that focusing on a few residues, which are of particular importance (in our
case the high propensity residues) and considering the tightness of fit for these
residues improves scoring. This work partially answers the open quesiton 3 ”
Can we improve protein-protein docking using interface prediction?”,
particularly for two families which have enough complex structures availiable in
PDB.
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Chapter 6
Integrate the degree of
buriedness and conservation into
docking
In Chapter 5, we use family-based residue interface propensity to improve protein-
protein docking for two specific families: Trypsin-like serine protease (b.47.1.2)
and V set domains (antibody variable domain-like)/ C1 set domains (antibody
constant domain-like) (b.1.1.1/2). However, the family-based residue interface
propensity has limited application because there might not be enough interaction
data to calculate propensity, for proteins in the other families. In this chapter, we
focus on developing the knowledge-based docking approach for enzyme-inhibitor
complexes. The binding sites of enzyme-inhibitor complexes always involve a very
deeply buried pocket (Jackson, 1999; Laskowski et al., 1996). It is also believed
that the binding sites are more conserved than the rest of surface (Espadaler
et al., 2005; Guharoy and Chakrabarti, 2006; Jones and Thornton, 1996; Ma
et al., 2003). Based on the known knowledge, we try to develop new docking
strategy especially for enzyme-inhibitor complex. To reach this goal, we update
our docking system BDOCK 1.0 (see Section 5.1.1) to BDOCK 2.0, in which we
use both the degree of buriedness and conservation to improve enzyme-inhibitor
docking (for short, BDOCK afterwards means BDOCK 2.0). First, we propose a
novel shape complementary scoring function for the initial docking stage, in which
the degree of buriedness of surface residues are taken into account as different
weights. The degree of buriedness of surface residues is calculated according
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to our pocket identification tool LIGSITEcs, as discussed in Chapter 3, ranging
from 3 (deeply buried) to 7 (very deeply buried). Secondly, in the filter stage,
the highly conserved surface residues located around a pocket in enzymes are
considered to be predicted interface residues, which are then used to calculate
the tightness of fit as a scoring function to filter the docking solutions generated
in the first step. This novel docking strategy is depicted in detail below.
6.1 New docking strategy for enzyme-inhibitor
6.1.1 A simple method to predict the binding site of pro-
tein enzymes
As discussed above, the binding sites of enzymes follow specific characteristics:
around the pocket and conserved. Therefore, here we propose a simple method
to predict interface residues for enzymes: the highly conserved surface residues
located around a pocket are considered to be predicted interface residues. In this
sample prediction rule, we only use two of the features that are investigated in
machine learning based interface prediction methods (see Table 2.3 in Section
2.3.2): planarity and conservation. The degree of conservation is taken from the
ConSurf-HSSP database (Glaser et al., 2005), which generates multiple sequences
alignment and scores residues from 0 (not conserved) to 9 (highly conserved). We
consider residues with values 8 and 9 as highly conserved. A residue is defined
as surface residue if its relative solvent accessible area calculated by NACCESS
(Hubbard, 1996) is ≥ 10%. The top 3 pocket sites on the protein surface are
identified using the tool LIGSITEcsc, as discussed in Chapter 3. The highly
conserved surface residues which are within 8Å to one of the top 3 pocket sites
form three discontinuous patches. The patches are merged into one patch if
they are close enough to each other (within 3Å). Finally, the biggest patch is
considered as predicted interface. An interface prediction is defined as success if
more than 50% of the predicted residues are real interface residues in the complex.
For chymotrypsin an example is shown in Figure 6.1. 4 out of 5 predicted residues
are real binding sites.
This prediction rule is evaluated on a non-redundant dataset of 102 enzyme-
inhibitor complex structures derived from the Enzyme Structures Database (ESD)
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Figure 6.1: The residue conservation on the surface of the Chymotrypsin. The green one
is its inhibitor, Eglin C (pdbcode:1acb). Red: highly conserved, grey: low conserved. The
yellow sphere is the first pocket site identified by LIGSITEcsc. In our method, 4 residues
are predicted as interface residues, out of which 3 residues are real binding sites.
(http://www.ebi.ac.uk/thornton-srv/databases/enzymes/) and the SCOP
database (Murzin et al., 1995). The prediction success rate is 76%, which is
comparable to the performance of predictors based on machine learning (Bradford
and Westhead, 2005; Neuvirth et al., 2004a). This result encourages us to use our
prediction as a scoring function to filter out the false positive docked solutions.
The PDB codes of these 102 enzyme-inhibitor complexes are listed in the Table
6.1.
Before we explain how the tightness of fit is computed for predicted interfaces,
we introduce FFT docking method and our modification to it.
6.1.2 Integrate the degree of buriedness into docking
In our new docking approach BDOCK 2.0, we follow the FFT approach discussed
in Section 2.4.2. However, we make a little modification that takes the degree of
burial of surface residues into account for the surface cells. For the grid points
in the surface layer, a component named buriedness degree (Dbr) is added in for
protein A (enzyme), as shown below:
84
6.1 New docking strategy for enzyme-inhibitor
Table 6.1: The PDB codes of 102 enzyme-inhibitor complexes used for evaluation of
interface prediction.
1acb 1an1 1avw 1ay7 1bi7 1blx 1bqq 1brb 1brc 1bun
1buv 1bzx 1c5m 1c9p 1cgi 1cho 1co7 1cse 1cso 1ct0
1cvw 1d6r 1dfj 1diy 1dp5 1dpj 1ds2 1dtd 1ebv 1eja
1ezq 1f0s 1f2s 1f34 1f5r 1f7z 1fax 1fe2 1fjs 1fle
1fy8 1g0v 1g2l 1gl0 1h9h 1hcg 1hja 1hrt 1id5 1ioe
1jbu 1jqg 1jtd 1kli 1ksn 1kye 1ldt 1lpg 1lpk 1lqd
1lw6 1mct 1mcv 1mee 1mq5 1n8o 1nfu 1oo9 1p2i 1ppe
1ppf 1r0r 1r0t 1rfn 1sbn 1scj 1sgd 1sib 1slu 1smf
1spb 1ta3 1tab 1taw 1te1 1tec 1tgs 1tpa 2btc 2kai
2ptc 2sec 2sgd 2sic 2sni 2sta 2tec 2tgp 2tld 2tpi
3btd 4htc
ap,q,r =



1 + Dbr surface cell
p interior cell
0 elsewhere
The degree of burial is calculated by scanning the x, y, z directions and four
cubic diagonals to identify the number of protein-solvent-protein (PSP) events.
The grid points near deep buried surface residues will have PSP events ranging
from 3 (deeply buried) to 7 (very deeply buried). The values of buried degree is
the number of PSP event minus 2, raning from 1 to 5.
Dbr =
{
NPSP − 2 If NPSP ≥ 3
0 else
Figure 6.2 illustrates how the degree of buriedness is calculated and how it
improves the shape complementarity score between two protein surfaces. The
value assignment of grid points in protein B (inhibitor) is the same as before.
To investigate the influences of the degree of buriedness on the docking results,
we compare BDOCK 2.0 with BDOCK 1.0. For convenience, we rename BDOCK
1.0 to BDOCKnb (BDOCK without buriedness).Furthermore, we also compare
these two approaches to another two well-known FFT-based docking programmes:
FTDOCK (Gabb et al., 1997) and ZDOCK version 2.1 (Chen and Weng, 2003)
(pairwise shape complementarity only). In FTDOCK, all surface layer grid points
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Figure 6.2: 2D schematic illustration of using the degree of buriedness of surface residues
in FFT docking. The dark curves represent part of the surface of protein A and B. The
digits near the surface of protein A are the degrees of buriedness Dbr, which are calculated
by scanning four directions (shown in blue lines, 7 directions in 3D) to identify the number
of protein-solvent-protein events. The shape complementarity score is 29 rather than 9
after shifting protein B to protein A, shown in the right side.
are assigned a value of 1. While in ZDOCK, the number of atoms within a sphere
of radius 3.6 is taken into account.
6.1.3 The tightness of fit scoring function based on pre-
diction
In the filtering step of docking, a good scoring function is needed to filter out a
large number of false positives. Here we also follow the tightness of fit (ToF) as
discussed in Chapter 5 and make it to base on the predicted interface residues of
enzymes. ToF is calculated according to:
ToF =
dinter − dall
dall
(6.1)
where
dinter =
1
n
n
∑
i=1
Dinter;i (6.2)
dall =
1
m
m
∑
j=1
Dall;j (6.3)
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Dinter is the minimum distance of the Cα of predicted interface residue i of
the enzyme to any atom of the inhibitor. Dall is the minimum distance of Cα
atom of surface residue j of the enzyme to any atom of the inhibitor. There are n
predicted interface residues in the enzyme and m surface residues in the inhibitor.
For each solution generated in the initial stage, we compute the Z-score for
the tightness of fit and the improve factor after filtering, as defined at equation
5.4 and 5.5, respectively.
6.1.4 Test dataset
Benchmark In this work, all these four approaches (BDOCK, BDOCKnb, FT-
DOCK and ZDOCK) are tested on the same structures of 59 complexes from the
docking benchmark of Chen et al. (2003). This benchmark consists of heterodimer
complexes classified as enzyme-inhibitor (22 cases), antibody-antigen (19), other
complexes (11), and difficult complexes (7). The complexes are classified into
two categories: enzyme-inhibitor and non enzyme-inhibitor complex. We have
carried out the unbound-unbound docking and unbound-bound docking as given
by the benchmark. Among these 59 complexes, interface prediction and docking
solutions re-ranking by tightness of fit based on this prediction is only applied
to those 22 enzyme-inhibitor complexes, since our interface prediction rule only
works for enzyme-inhibitor.
CAPRI targets We also test these four approaches on the targets of CAPRI
experiments (for CAPRI in detail, see Section 2.4.4 in Chapter 2). 15 recent
CAPRI targets (unbound) and their complex structures from CAPRI website
(http://capri.ebi.ac.uk) of round 3-8 (T08-T23). T10 is ingored since CAPRI
provided trimer in unboud states. The targets of T24-T27 is also ignored since
the complex structures are not public available. Among these 15 targets, 3 are
enzyme-inhibitor (T16-T18) , 2 are Antibody-antigen and the rest are other types
of complex.
For evaluation in the same condition, we use the same parameters for BDOCK,
BDOCKnb and FTDOCK (grid space: 1.0Å; surface thickness: 2Å; rotational an-
gle: 10 degree; 3 translations are kept per rotation). The dense sampling option
is used in ZDOCK, which means the rotational angle is 6 degree. For each ap-
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proach, the top 10000 solutions based on the shape complementarity are kept.
To compare these docking solutions to the native complex structure, we calculate
the RMSD of the ligand (the smaller of the two proteins) in the predicted versus
native complexes after the receptors (the larger of the two proteins) is superim-
posed. This ligand RMSD, denoted L RMSD, is computed on backbone atoms
(N, Cα, C, O). We define a solution as near-native structure (hit) if the L RMSD
is below 10Å, which corresponds to the “acceptable prediction” defined in CAPRI
experiments (Mendez et al., 2005). Then we compare the number of hits within
the top 10000 solutions for these four approaches. The RMSD value and the
ranking of the best hit (with lowest L RMSD) are also compared. Moreover, in
order to evaluate the overall performance of different docking methods on the en-
tire benchmark, we use success rate, as defined previously at Chen et al. (2003);
Chen and Weng (2003). Given the number of docking solutions being evaluated
for each test case (Ns), success rate is the percentage of test cases in the bench-
mark, for which at least one near-native structure (hits) has been found. Since
CAPRI experiments only accepted 10 prediction models, we are also interested
in the success rate at top 10 solutions.
6.2 Prediction and docking results
6.2.1 Shape complementarity comparison of different dock-
ing methods
In the FFT-based docking algorithms, the shape complementarity is the first
criterion to discriminate the non-native and near-native complex structures. The
goal of the initial stage of docking is to generate as many near-native complex
structures (hits) as possible. In BDOCKnb and FTDOCK, the surface layer grids
are assigned a value of 1, while in ZDOCK, the number of nearby atoms are
taken into account (pairwise shape complementarity). And BDOCK takes the
degree of buriedness of surface residues into account. The docking results of
BDOCK, BDOCKnb, FTDOCK and ZDOCK are shown in Table 6.2 for all 59
complexes and 15 CAPRI targets. For each approach, the number of hits, the
RMSD value and the ranking of the best hit (with the lowest L RMSD) based on
shape complementarity are listed.
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6.2.2 Results for enzyme-inhibitor
For 22 enzyme-inhibitor complexes, in 18 cases except for 1CSE, 1TGS, 1UGH
and 2SNI, BDOCK produces significantly more hits and better bRMSD (L RMSD
of the best hit) values than BDOCKnb and FTDOCK. These results show that
adding the degree of buriedness to the surface layer grids significantly improves
the docking performance. This is the case since the binding sites of enzyme-
inhibitor complexes usually involve a very big cleft. The “lock-and-key” principle
plays an important role in this type of complex. Figure 6.7 and 6.8 show how the
number of hits depends on the number of docked solutions retained in the top
10000 for these four shape complementarity scoring functions, for the first 12 and
the other 10 EI complexes respectively. Overall, BDOCK generates the biggest
number of hits for 11 cases. While ZDOCK produces more hits than others for
9 cases. And BDOCKnb performs best in the cases of 1UGH and 2SNI although
the interfaces of these 2 complexes involve a large pocket as well.
Even in the top 2000 solutions, BDOCK and ZDOCK can generate a consid-
erable number of hits, as shown in Table 6.3. Therefore, re-ranking by tightness
of fit is applied to these top 2000 solutions generated by BDOCK and ZDOCK
(discussed below).
Figure 6.4 shows the spatial distributions of the top 2000 docked solutions of
BDOCK, BDOCKnb, FTDOCK and ZDOCK on the complex of 1ACB. For good
visualisation, we only take the top 2000 solutions instead of 10000. In FTDOCK
and BDOCKnb, the surface layer grids being scored equally, the solutions are dis-
tributed around the whole receptor surface. The solutions of ZDOCK accumulate
around some patches of the surface, by taking the number of neighbour atoms
into account. However, the solutions of BDOCK mainly accumulate around two
big pocket sites, by adding more scores to deeply buried surface residues. These
clustered docked solutions suggest two different binding sites of two partners,
one is the Eglin C inhibitor (chain I, 1acb) and another is the Complement C1S
protease domain in 1ELV. This observation demonstrates the potential ability of
our approach to identify multiple binding sites of proteins.
89
6
.2
P
re
d
ic
tio
n
a
n
d
d
o
ck
in
g
re
su
lts
Table 6.2: The docking results of FTDOCK, ZDOCK, BDOCKnb, BDOCK for 59 complexes
Complex Typea FTDOCKb BDOCKnb c ZDOCKd BDOCKc
hitse bRMSDf bRankg hits bRMSD bRank hits bRMSD bRank hits bRMSD bRank
1ACB EI 9 4.88 8613 7 6.72 5066 96 0.90 2951 251 1.74 1756
1AVW EI 0 11.19 9396 14 3.05 1571 82 1.71 3753 83 3.17 4295
1BRC EI 7 7.27 9602 73 4.93 6915 54 3.47 2601 129 4.06 2741
1BRS EI 5 6.10 1375 72 7.01 9412 545 1.15 9720 185 3.13 9077
1CGI EI 21 4.83 187 26 4.28 5317 296 2.52 2360 94 4.16 7304
1CHO EI 14 5.60 1972 34 2.96 7332 175 1.95 1548 531 1.89 80
1CSE EI 0 19.92 3796 26 3.40 4103 36 1.12 3217 3 3.64 8350
1DFJ EI 0 10.46 9578 0 11.82 4132 122 1.99 1788 44 3.81 4435
1FSS EI 4 3.72 256 22 4.82 9785 33 1.34 3827 313 2.37 5197
1MAH EI 8 7.10 8005 12 7.75 3219 23 1.37 5831 212 1.60 703
1PPE EI 24 2.43 6297 282 5.85 7097 1133 1.17 8 741 0.83 159
1STF EI 10 1.45 1998 11 6.53 5023 60 1.66 5 69 2.35 47
1TAB EI 9 3.34 489 5 3.11 1902 170 0.94 2103 399 0.99 75
1TGS EI 28 5.06 3116 98 4.20 3803 433 1.74 17 22 2.67 4736
1UDI EI 8 4.59 2422 2 7.95 9700 55 1.14 222 24 2.82 8973
1UGH EI 5 5.04 9137 59 4.70 1997 33 2.51 8107 5 6.41 6637
2KAI EE 10 6.92 3519 54 3.57 2654 45 2.95 5446 418 1.61 8116
2PTC EI 11 5.75 167 18 6.12 8290 54 1.55 6961 280 3.81 7009
2SIC EI 5 4.58 7572 1 6.45 2862 40 3.61 1581 291 1.10 54
2SNI EI 2 7.73 9599 39 4.75 3632 20 6.42 6673 11 8.09 5284
2TEC EI 13 1.90 183 30 6.93 8210 173 0.80 18 72 2.46 5967
4HTC EI 4 3.68 8098 29 2.32 9588 153 1.31 2 48 1.84 1752
1AHW AA 0 12.26 8859 6 3.34 3885 44 2.10 4545 0 15.09 1979
1BQL AA 3 5.60 4736 6 3.06 2334 47 1.73 940 0 12.43 6952
1BVK AA 6 8.82 8016 0 11.35 6853 18 5.93 8806 0 11.73 5455
1DQJ AA 2 5.99 5291 24 4.79 5845 46 6.01 1986 4 7.99 8544
1EO8 AA 2 6.10 7120 2 4.76 1955 1 4.82 9900 0 13.88 8339
1FBI AA 9 5.59 720 15 4.93 8738 25 5.50 7007 56 5.44 8029
1IAI AA 3 4.72 8266 2 8.60 6286 11 5.24 9246 26 3.21 6591
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Table 6.2: The docking results of FTDOCK, ZDOCK, BDOCKnb, BDOCK for 59 complexes
Complex Typea FTDOCKb BDOCKnb c ZDOCKd BDOCKc
hitse bRMSDf bRankg hits bRMSD bRank hits bRMSD bRank hits bRMSD bRank
1JHL AA 2 4.99 4806 15 5.57 21 109 2.40 6393 1 5.57 8349
1KXQ AA 2 9.23 969 47 1.46 35 28 1.45 958 20 1.46 3901
1KXT AA 3 4.45 357 12 1.12 5412 19 3.57 1148 7 1.55 1872
1KXV AA 6 4.08 614 16 2.18 5014 26 2.73 1983 0 26.58 9834
1MEL AA 0 10.66 3332 27 1.81 2961 130 1.54 206 388 1.78 15
1MLC AA 4 8.92 5320 2 3.84 6441 0 11.29 9446 1 3.84 9992
1NCA AA 0 12.65 1515 3 1.69 95 80 1.62 81 0 24.51 1606
1NMB AA 3 8.36 1515 1 1.51 6470 9 2.09 2112 0 21.50 9546
1QFU AA 4 7.22 516 7 2.39 8273 9 2.36 2782 2 2.86 5705
1WEJ AA 3 7.65 1056 7 4.28 8901 33 2.67 8390 0 17.29 6170
2JEL AA 4 5.58 6282 9 7.03 7939 193 2.16 4910 0 14.73 5715
2VIR AA 0 12.06 6086 10 2.59 7054 5 2.88 2072 0 21.39 6964
1A0O OT 2 8.58 6732 45 5.53 6886 33 4.56 8232 29 6.03 7153
1ATN OT 1 8.76 4775 26 2.25 97 9 1.46 6058 5 2.25 9324
1AVZ OT 9 6.13 641 7 6.36 5313 1 8.83 5420 0 13.43 5478
1GLA OT 0 11.98 6490 18 5.73 4425 0 11.35 8094 10 7.34 9242
1IGC OT 24 2.66 4099 7 4.64 3637 31 1.87 1727 0 22.14 1481
1L0Y OT 2 9.91 7957 1 5.93 9571 0 11.83 8140 0 34.73 8930
1SPB OT 4 7.20 5292 61 1.24 106 156 1.05 1 201 2.02 43
1WQ1 OT 2 8.97 8343 17 5.92 410 119 1.80 5856 2 4.30 7734
2BTF OT 2 6.99 6715 18 2.29 1264 64 1.21 275 1 2.73 9667
2MTA OT 5 6.39 4385 2 9.09 4854 3 7.83 8642 8 3.52 3092
2PCC OT 9 7.71 406 5 6.41 4332 3 9.07 7432 1 9.75 4321
1BTH DI 6 8.55 3795 5 8.33 7578 98 4.45 4533 6 7.02 3930
1EFU DI 0 10.38 2903 0 16.13 3370 0 14.44 8523 0 33.08 8592
1FIN DI 1 7.76 5057 0 15.16 7386 0 13.79 1347 0 10.81 7071
1FQ1 DI 2 7.36 4533 1 7.84 564 2 7.82 3608 5 7.12 5584
1GOT DI 0 10.93 2144 0 10.75 2068 0 20.95 7335 0 14.43 3542
1KKL DI 5 6.55 5677 52 5.02 624 0 10.48 8538 14 8.54 4685
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Table 6.2: The docking results of FTDOCK, ZDOCK, BDOCKnb, BDOCK for 59 complexes
Complex Typea FTDOCKb BDOCKnb c ZDOCKd BDOCKc
hitse bRMSDf bRankg hits bRMSD bRank hits bRMSD bRank hits bRMSD bRank
3HHR DI 2 8.72 5453 5 8.58 1700 6 9.02 8152 0 10.23 6593
CAPRI targets
T16 EI 1 4.72 2382 5 6.94 833 29 2.33 382 43 2.21 1715
T17 EI 2 6.32 4070 0 10.57 3550 6 6.89 9767 13 1.75 9200
T18 EI 0 13.06 577 1 8.20 3465 104 2.57 6095 16 4.01 2567
T13 AA 1 9.60 8107 0 14.79 4435 0 16.68 3456 0 31.17 5353
T19 AA 0 14.13 9912 5 7.38 2781 4 7.92 1759 51 4.22 1842
T08 OT 0 13.03 885 0 10.87 3992 1 8.92 4801 0 10.21 3503
T09 OT 0 16.59 4677 0 14.67 2203 0 14.26 3239 0 14.67 5444
T11 OT 4 7.48 3675 19 3.28 1088 11 7.90 3852 2 6.75 6978
T12 OT 12 5.12 8569 64 1.49 3247 32 0.94 510 1 5.88 9631
T14 OT 0 13.91 5421 4 2.93 118 12 1.84 443 2 4.49 9689
T15 OT 6 8.50 849 75 4.33 1802 129 6.29 7466 0 11.55 7104
T20 OT 0 12.07 8316 23 0.71 2 101 1.61 1 3 1.28 2992
T21 OT 0 10.22 6979 13 4.28 1549 8 6.79 4366 1 8.49 5957
T22 OT 7 8.30 3559 11 3.94 5677 34 5.81 9047 0 13.53 8076
T23 OT 0 10.89 2329 1 9.65 8965 5 8.81 2190 0 26.57 6297
aType of complexes, EI: enzyme-inhibitor, AA: antibody-antigen, OT: others. DI: Difficult test cases.
b Parameters: grid space 1.0 Å, angle step: 10o, no electristatic, 3 translations are kept per rotation.
c Parameters: grid space 1.0 Å, angle step: 10o, surface thickness: 2.0Å. 3 translations are kept per rotation.
d Default parameters; Dense sampling (rotational angle: 6o).
e The number of complexes whose L RMSD is below 10Å (hit) in the top 10000 solutions.
f The best L RMSD (Å) in the top 10000 docked solutions.
g The ranking of the best hit from the top 10000 solutions based on shape complementarity.
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Figure 6.3: The shape complementarity score vs. L RMSD for FTDOCK, BDOCKnb,
ZDOCK and BDOCK on complex 1ACB.
6.2.3 Results for non enzyme-inhibitor
For 37 non enzyme-inhibitor complexes (antibody-antigen, others and difficult
complexes), all four approaches produce less hits than that on enzyme-inhibitor
complexes. This is because the interface of non enzyme-inhibitor complexes
do usually not involve a deep pocket. Therefore, comparing to FTDOCK and
BDOCKnb, BDOCK does not produce more hits, as it does on enzyme-inhibitor
complexes. In contrast, BDOCKnb performs better than BDOCK and FTDOCK
in most of cases and has comparable results to ZDOCK.
6.2.4 Results for CAPRI targets
Table 6.2 also lists the docking results of 15 CAPRI targets. For 3 enzyme-
inhibitor targets, BDOCK generates more hits than others for T16 and T17. For
the rest 12 targets, ZDOCK and BDOCKnb have the best number of hits for 6
targets and 4 targets, respectively. Overall, no hits is found within the top 10000
solutions for 8 targets for FTDOCK, 4 for BDOCKnb, 2 for ZDOCK and 6 for
BDOCK.
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Note that we use dense sampling option (rotational angle step: 6 degree) in
ZDOCK while the rotational angle step used here in FTDOCK, BDOCKnb and
BDOCK is 10 degree. Only 15 and 6 degree is provided in ZDOCK programme for
rotational angle step. Using smaller rotational angle step in FTDOCK, BDOCKnb
and BDOCK will generate more hits but more computational expensive (data not
shown). Therefore, we choose rotational angle step of 10 degree for these three
programmes.
6.2.5 The docking Success rates
In Figure 6.5, we plot success rates against Ns for enzyme-inhibitor, non enzyme-
inhibitor and all the test cases. For enzyme-inhibitor, the success rates of BDOCK
and ZDOCK are much better than BDOCKnb and FTDOCK. And BDOCK
achieves comparable success rates as ZDOCK does. At top 10, BDOCK and
ZDOCK have the same success rate of 41%. For non enzyme-inhibitor, BDOCKnb
has similar success rate to ZDOCK and performs better than BDOCK and FT-
DOCK. At top 10, the success rate of BDOCKnb is 8.1% while it is 5.4% for
BDOCK and ZDOCK. FTDOCK does not produce any hits at top 10. Overall,
for all test cases, BDOCK and ZDOCK have similar success rates when Ns is less
than 50. After, ZDOCK gets better success rate than others.
Figure 6.3 shows the relationship of shape complementarity and L RMSD for
all four approaches. The shape complementarity of FTDOCK and BDOCKnb is
bad since it can not put the hits to high ranking. For ZDOCK and BDOCK,
although the shape complementarity can rank near-native structures high but it
also produces many false positive in the top solutions. It is thus clear that shape
complementarity is only a starting point to generate near-native structures but it
is not by itself an adequate means for choosing near-native structures. Therefore,
another scoring function is needed to pick up near-native structures efficiently
(best hits should be within the top 100, even top 10).
6.2.6 Filter by tightness of fit, interface prediction
The results of the interface prediction for enzymes is encouraging especially be-
cause of the simplicity of the prediction rule. The interface residues are correctly
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predicted for 19 out of 22 enzyme-inhibitor complexes, except for 1DFJ, 1FSS
and 1MAH (see Table 6.3). Unlike other predictors, the goal of our prediction
here is to identify a few residues that have very high probability to be on the
interface, although the interface could be larger. These predicted residues can
be very useful to filter out a large number of false positives in docking solutions.
Table 6.3 shows the filtering results by the tightness of fit (ToF) for these 22
enzyme-inhibitor complexes for the top 10000 solutions generated by ZDOCK
and BDOCK.
Table 6.3 shows the results of filtering docking solutions by ToF for ZDOCK
and BDOCK. For those 19 correctly predicted complexes, filtering with ToF with
a threshold ≤ −1.0 rejects a large part of the false positives without rejecting
correct solutions for all cases and 19 cases for ZDOCK and BDOCK, respectively.
Exceptions for BDOCK are 1BRS, 1TAB, and 4HTC, this is the case that the
filter threshold is too high so that only a few solutions remain after filtering. A
long tail of ligand involved in the interaction in 4HTC makes tightness of fit fail in
this case. The improvement factor (IF) after filtering is greater than 1 for 19 and
17 complexes for ZDOCK and BDOCK, respectively. Figure 6.6 shows the overall
comparison of IF for ZDOCK and BDOCK. BDOCK has higher IF values than
ZDOCK for 13 cases and lower IF values for 7 cases. These results demonstrate
that ToF performs comparably for ZDOCK and BDOCK. The interesting thing
is that for 1FSS and 1MAH, although none of the predicted interface residues are
real interface residues, tightness of fit still works well. The reason why tightness
of fit succeeds is that these predicted interface residues are located near the real
binding sites.
We also plot the success rate of ToF for BDOCK and ZDOCK performance
on 22 enzyme-inhibitor complexes against the number of solutions (Ns) in Figure
6.5d. When Ns is below 600, ToF for BDOCK has better success rate than
that for ZDOCK. Compared to the success rates of BDOCK and ZDOCK shown
in Figure 6.5.a, ToF doesn’t improve the success rate, by re-ranking the whole
top 10000 solutions. At top 10, ToF for BDOCK has success rate of 32% while
ToF for ZDOCK only has success rate of 14%. These success rates are lower
than that of 41% for shape complementarity alone. Here only one side of the
interfaces (enzyme) are predicted correctly. ToF favours not only the near-native
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structures, but also those solutions that the inhibitor is associated to the correctly
predicted binding sites but with wrong orientation. That is reason why ToF does
not improve the success rate at top 10. If the interface of inhibitor can also be
predicted correctly, ToF based on both sides of predicted interfaces would be able
to improve the success rate at top 10 significantly. Despite of that, ToF improves
the relationship with L RMSD. Figures 6.9 and 6.10 show the relationship of
ToF and L RMSD for ZDOCK, for the first 12 and the other 10 EI complexes
respectively, as well as Figures 6.11 and 6.12 for BDOCK. For ZDOCK, the
tightness of fit correlates well with the L RMSD for all complexes except for
1STF and 4HTC. For BDOCK, ToF correlates well with the L RMSD for all
complexes, except for 1BRS, 1STF , 2SIC and 4HTC.
To summarise, in the initial stage of docking, our new docking approach
BDOCK 2.0 is based on the known knowledge of the enzyme-inhibitor com-
plexes and therefore works very well for this type of complex. For other types of
complexes like antibody-antigen, BDOCK is not applicable since they have dif-
ferent interface properties. However, our implementation of normal FFT-based
approach BDOCKnb can generate some near-native complexes. For enzyme-
inhibitor complexes, comparing to the other prediction methods in which many
physico-chemical properties are considered and machine learning approaches are
used, our interface prediction method is very simple,. However, our prediction
still gets very good results, 19 cases out of 22 are predicted correctly (76% predic-
tion success rate for 102 complexes). The tightness of fit scoring function based
on these correctly predicted interface residues effectively discriminates between
near-native complex structures and non-native ones.
6.3 Summary
In this chapter, we describe a novel shape complementarity scoring function
which takes the degree of buriedness of surface residues into account. Consid-
ering buriedness significantly increases the number of hits in the initial solution
pool. This increases the chance of the subsequent ToF filtering to find hits. The
comparison of our approach with another two FFT-based approaches, FTDOCK
and ZDOCK shows that our problem-specific approach is a big improvement over
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FTDOCK and performs comparably to ZDOCK for enzyme-inhibitor complexes.
For non enzyme-inhibitor, our approach without the buriedness achieves simi-
lar docking results to ZDOCK and is better than FTDOCK. The tightness of
fit method predicts interface residues for 19 out of 22 complexes correctly and
significantly improves docking results.
In this work, the tightness of fit scoring function based on interface prediction
is only applied to enzyme-inhibitor complexes since the interface of this type of
complex is easy to predict. In the next chapter 7, we will apply ToF to non
enzyme-inhibitor complexes as well, based on the metaPPI prediction results in
Chapter 4.
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a) b)
c) d)
Figure 6.4: Comparison of the performance of FTDOCK (a), BDOCKnb (b), ZDOCK (c)
and BDOCK (d) on Chymotrypsin-inhibitor complex (pdbcode:1acb). The mass center of
the inhibitor of the top 2000 docked solutions are shown in blue spheres. Green: enzyme,
magenta: native inhibitor. Scoring surface layer grids equally, FTDOCK and BDOCKnb
sample the solutions over the whole surface. The solutions of ZDOCK accumulate around
some patches of the surface, by assigning higher score to those grid points having more
neighbour atoms. In BDOCK the solutions are mainly clustered around two pocket sites
which correspond to two binding sites. The top left ligand in magenta is the Eglin C
inhibitor in 1acb and the bottom right ligand in cyan is the complement C1S protease
domain in 1elv. The catalytic domain of 1elv is superimposed with the chymotrypsin
domain of 1acb (RMSD: 1.8Å). Both of them are in the same SCOP (Murzin et al., 1995)
family of eukaryotic proteases.
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Figure 6.5: Success rates versus the number of solutions (Ns) for FTDOCK, BDOCK
nb,
BDOCK and ZDOCK. a): enzyme-inhibitor; b): non enzyme-inhibitor; c): all the test
cases; d): Tightness of fit for BDOCK and ZDOCK on 22 enzyme-inhibitor complexes.
Figure 6.6: Comparison of the improvement factor for BDOCK and ZDOCK after filtering
by ToF for 22 enzyme-inhibitor complexes.
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Table 6.3: The filtering results by ToF of 22 enzyme-inhibitor complexes for ZDOCK and BDOCKa
Complex Realinf
b Corn/Pren
c ZDOCK BDOCK
hitsbf
d hitsaf/Naf
e IFf hitsbf hitsaf/Naf IF
1ACB 10 4/5 96 95/3069 3.2 251 208/1921 4.3
1AVW 16 5/5 82 65/1844 4.3 83 83/1187 8.4
1BRC 12 5/5 54 54/3170 3.2 129 128/2890 3.4
1BRS 9 5/8 545 4/ 500 0.1 185 0/ 60 -
1CGI 16 6/11 296 1/1071 0.1 94 49/2879 1.8
1CHO 10 4/5 175 175/2599 3.8 531 136/ 831 3.1
1CSE 15 6/6 36 36/2528 4.0 3 3/1590 6.3
1DFJ 5 1/3 122 1/1000 0.1 44 1/ 421 0.5
1FSS 13 0/3 33 20/1219 5.0 313 99/1071 3.0
1MAH 12 0/4 23 23/1968 5.1 150 149/3602 2.8
1PPE 14 4/4 1133 137/ 812 1.5 741 694/2733 3.4
1STF 14 2/4 60 50/2498 3.3 69 16/1499 1.5
1TAB 13 4/4 170 169/2373 4.2 399 0/ 5 -
1TGS 16 6/8 432 50/1131 1.0 22 20/1100 8.3
1UDI 11 11/14 55 55/1846 5.4 24 24/2879 3.5
1UGH 10 10/11 33 33/2054 4.9 5 5/1313 7.6
2KAI 12 4/5 45 44/2185 4.5 418 171/ 791 5.2
2PTC 13 4/4 54 50/2566 3.6 280 46/ 337 4.9
2SIC 13 5/5 40 40/2902 3.4 291 14/ 830 0.6
2SNI 12 5/5 20 19/2573 3.7 11 11/1154 8.7
2TEC 11 5/6 173 173/1866 5.4 72 72/1575 6.3
4HTC 9 6/7 153 117/2309 3.3 48 0/ 61 -
a Only the top 2000 solutions are kept for filtered by ToF (threshold: ≤ −1.0)
b The number of real interface residues.
c Corn: the number of correct predicted residues. Pren: the number of total predicted residues.
d The number of complexes whose L RMSD is below 10Å (hits) in the top 2000 solutions.
e Naf and hitsaf are the number of solutions and the hits after filtering, respectively.
f Improvement factor (IF) after filtering.
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Figure 6.7: The number of hits as function of the number of docked solutions retained
in the top 10000, for four docking algorithms, for the first 12 enzyme-inhibitor complexes.
Red: BDOCK; green: BDOCKnb; blue: FTDOCK; magenta: ZDOCK.
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Figure 6.8: The number of hits as function of the number of docked solutions retained
in the top 10000, for the rest 10 enzyme-inhibitor complexes. Red: BDOCK; green:
BDOCKnb; blue: FTDOCK; magenta: ZDOCK.
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Figure 6.9: The plots of Z-scores of the tightness of fit vs. RMSD for the top 2000 docked
solutions generated by ZDOCK for the first 12 enzyme-inhibitor complexes. Tightness of
fit correlates well with RMSD for all complexes, except for 1STF.
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Figure 6.10: The plots of Z-scores of the tightness of fit vs. RMSD for the top 2000 docked
solutions generated by ZDOCK for the rest 10 enzyme-inhibitor complexes. Tightness of
fit correlates well with RMSD for all complexes, except for 4HTC.
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Figure 6.11: The plots of Z-scores of the tightness of fit vs. RMSD for the top 2000 docked
solutions generated by BDOCK for the first 12 enzyme-inhibitor complexes. Tightness of
fit correlates well with RMSD for all complexes, except for 1BRS and 1STF.
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Figure 6.12: The plots of Z-scores of the tightness of fit vs. RMSD for the top 2000 docked
solutions generated by BDOCK for the rest 10 enzyme-inhibitor complexes. Tightness of
fit correlates well with RMSD for all complexes, except for 2SIC and 4HTC.
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Chapter 7
Using protein binding site
prediction to improve protein
docking
In Chapter 5, we use family-based residue interface propensity to improve protein-
protein docking for two specific families. And in Chapter 6, we propose a simple
rule to predict the binding site of enzymes and use the prediction to improve
enzyme-inhibitor docking. It is obviously that the work in these two chapters
only works for a limited type number of proteins but not for all types of proteins.
Therefore, we want to extend this approach to all types of proteins in this chapter.
The binding site prediction results are obtained from metaPPI in Chapter 4. Then
we follow a similar approch in Chapter 5 and 6 and the prediction is explored
during docking and after docking, to improve the docking results from all types
of proteins.
7.1 Integrating interface prediction into protein
docking
In this section, we will discuss how to use interface prediction to improve rigid-
body protein docking. The interface prediction can be used during FFT docking
or after docking. First, given two proteins interacting with each other, we predict
their potential binding sites using metaPPI. Then we make full use of these
predicted binding sites in our grid-based docking system BDOCK, which will
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be addressed below.
7.1.1 Predicted interfaces used during docking
7.1.1.1 Weight the surface grid using the confidence scores
In the FFT docking algorithm, the protein structures are projected into a three-
dimensional grid of N complex numbers. The shape of the protein is depicted in
the real part as described below:
Protein A: ap,q,r =



+1 surface cell
−15 interior cell
0 elsewhere
Protein B: bp,q,r =
{
+1 interior cell
0 elsewhere
The predicted interfaces can be used during docking in the FFT algorithm.
To reach this goal, we modify this basic FFT approach to take the prediction
confidence score of surface residues into account. This modification is similar to
the approach of BDOCK in which the degree of buriedness is taking into account,
as discussed previously in Chapter 6. For protein A, the grid points of the surface
layer are scored with the confidence score (Scorecon); For protein B, the interior
grid points are scored with the confidence score as well, as stated in the following:
ap,q,r =



1 + Scorecon surface cell
−15 interior cell
0 elsewhere
bp,q,r =
{
1 + Scorecon interior cell
0 elsewhere
Scorecon is the confidence score assigned to each surface residue in the metaPPI
approach. It is the number of predictors that predict this surface residue to be on
the interface, ranging from 0 to 5. Then the total shape complementarity cα,β,γ
for the two superimposed grids is calculated as:
cα,β,γ =
N
∑
l=1
N
∑
m=1
N
∑
n=1
al,m,n × bl−α,m−β,n−γ (7.1)
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Table 7.1: The docking results of BDOCKnb and BDOCKcs for 62 complexes
Complex Type BDOCKnb BDOCKcs Prediction(%)a
hits b bRMSD c hits bRMSD Receptor Ligand
1ACB E 12 5.0 165 5.3 87 66
1AY7 E 12 2.9 22 5.3 27 72
1CGI E 61 4.6 373 6.7 100 100
1D6R E 3 4.8 8 7.9 54 44
1DFJ E 5 4.3 108 6.7 64 81
1E6E E 35 4.4 653 3.9 0 93
1EAW E 44 5.3 176 8.2 100 100
1EWY E 125 2.3 495 2.2 9 57
1F34 E 8 6.5 0 12.8 30 72
1MAH E 7 4.0 33 6.6 16 15
1PPE E 186 0.5 1657 4.5 64 92
1TMQ E 0 27.0 0 34.1 75 93
1UDI E 45 4.7 503 2.7 63 92
2PCC E 28 7.2 1 9.7 53 42
2SIC E 25 3.4 225 1.9 72 0
2SNI E 17 8.6 242 6.0 60 57
7CEI E 26 4.4 0 19.9 75 40
T16 E 4 7.6 37 7.0 55 100
T17 E 0 10.6 0 51.2 0 92
T18 E 1 8.2 0 66.7 85 0
1AK4 O 0 12.0 0 12.1 50 0
1ATN O 0 13.5 0 56.9 0 0
1B6C O 25 3.1 333 1.9 83 54
1BUH O 7 6.5 0 22.0 0 58
1E96 O 11 4.2 54 7.0 38 41
1FQ1 O 1 7.6 0 15.3 0 0
1FQJ O 4 5.6 47 5.7 70 90
1GCQ O 2 9.8 2 7.0 70 60
1GHQ O 0 10. 0 33.2 0 0
1GRN O 17 3.6 0 11.1 33 16
1H1V O 0 11.8 0 100.0 46 0
1HE1 O 10 3.5 0 13.6 66 76
1HE8 O 5 6.9 0 67.8 0 42
1I2M O 10 7.0 0 11.5 42 0
1IBR O 7 8.1 0 26.4 73 7
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Table 7.1: The docking results of BDOCKnb and BDOCKcs for 62 complexes
Complex Type BDOCKnb BDOCKcs Prediction(%)a
hits b bRMSD c hits bRMSD Receptor Ligand
1KAC O 8 6.1 0 28.1 0 60
1KTZ O 1 5.1 0 14.9 45 66
1KXP O 7 1.7 0 100. 81 0
1KXQ O 33 0.7 27 3.2 91 41
1M10 O 0 11.1 0 45.1 58 0
1QA9 O 2 7.1 0 10.1 0 6
1SBB O 2 6.1 0 37.5 0 0
1WQ1 O 0 31.9 0 10.2 66 100
2BTF O 11 6.1 149 3.7 53 0
T04 O 17 2.6 0 29.2 0 64
T05 O 15 0.8 0 26.8 0 90
T06 O 35 1.1 82 3.0 71 28
T07 O 4 2.5 0 23.1 33 7
T08 O 3 8.3 0 44. 0 30
T09 O 0 15.8 0 22.1 80 45
T11 O 26 4.0 0 20.1 86 81
T12 O 30 1.6 31 9.0 93 55
T14 O 3 6.6 0 23.4 10 50
T15 O 50 6.0 0 21.0 0 15
T20 O 0 20.7 0 21.4 94 72
T21 O 4 4.9 0 37.8 0 0
T22 O 20 4.9 0 19.1 9 83
T23 O 0 10.2 0 20.7 64 64
T24 O 0 16.6 0 16.1 66 0
T25 O 18 1.8 0 18.4 100 58
T26 O 62 2.6 0 18.7 75 21
T27 O 0 10.7 0 23.0 0 20
a The accuracy of interface prediction by metaPPI
Receptor: the bigger protein; Ligand: the smaller one
b hits: the number of hits in the top 10000 docking solutions
c bRMSD: the l RMSD value of the best hit in the pool
Therefore, this shape complementarity score would favour the surface residues
with high confidence scores. Given the predicted residues are correct, this scoring
function will put the complex conformations with both interfaces associated to-
gether to the top. This approach is called BDOCKcs and is compared to normal
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FFT docking approach BDOCKnb. These two docking approaches are evaluated
on the same dataset used in metaPPI.
The docking results of BDOCKnb and BDOCKcs are shown in Table 7.1,
together with the prediction accuracy of both interfaces. For the complexes with
high prediction accuracy on both interfaces, BDOCKcs generates much more hits
than BDOCKnb. However, BDOCKcs is worse when the predictions are not good,
i.e, either both interfaces are not highly predicted correctly, or only one interface
is predicted correctly while another is predicted badly. This is the case that
BDOCKcs strongly depends on the high prediction accuracy of both interfaces.
7.1.1.2 Limiting search space on predicted interfaces
In the traditional FFT-based (grid-based) docking approaches, six degrees of
freedom need to be searched. Three translations are needed to search over the
whole. Three rotations of mobile protein need to done in 360 degree rotational
space. These kinds of search are blind and time-consuming. Here we develop
a constraint FFT-based docking approach based on the prediction of binding
sites. First, given two proteins to dock, we predict their binding sites using
metaPPI. Then we overlap two proteins on their mass centres(coordinate origin).
We also calculate the mass centres of two predicted interfaces and build two
vectors pointing to it from the origin. Then the vector of the ligand (small
protein) is aligned with the vector of the receptor. Then they are projected onto
two 3D-grid and normal FFT docking algorithm is applied. However, in the
normal grid-based docking algorithm, the ligand is rotated on a small angle step
like 10o to cover all the rotational conformations. Each rotational conformation
of the ligand has to be investigated against the static receptor. This is very time
consuming when the number of conformations is extremely large. Here we propose
a method to limit the rotational space based on the predicted interface residues
of ligand, as shown in the step 3 in Figure 7.1. For translational search space, we
also limit on the box of a length of 20Å around the predicted interface of receptor,
as shown in the last step in Figure 7.1. These two limitations will significantly
reduce the search space and it will produce the near-native complexes, given that
the predicted interface are correct. We call this docking approach BDOCKli. The
whole procedure of BDOCKli is illustrated in Figure 7.1.
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Figure 7.1: Illustration of the constraint docking based on the prediction of interface.
Step 1: Two protein structures with predicted interface in red. The mass centres of the
whole protein and the predicted interface are shown in blue and red dot, respectively. Two
vectors are shown pointing from the mass centre of the whole protein to that of predicted
interface. Step 2: Two protein are overlapped on their mass centres. Step 3: The vector
of the ligand (small protein) is aligned with the vector of receptor (big protein). Then
they are projected onto 3D grid and FFT-based docking approach are applied. Here, the
rotational space of ligand limited on the predicted interface. The translational search only
apply to the patch near the predicted interface of receptor. Step 4: The few final complex
structures are selected out and energy minimization are applied on the interface.
Figure 7.2 shows the different distributions of the docking solutions from
BDOCKnb and BDOCKli. In BDOCKnb, without any knowledge about the bind-
ing sites, the docking solutions sample over the whole surface. On the right pic-
ture, with the predictions in red, the docking solutions only accumulate around
the predicted binding sites. Much more hits are found in the top 2000 solutions
in BDOCKli than in BDOCKnb.
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Figure 7.2: Comparison of the performance of blind search (left) and constraint docking
(right) on Chymotrypsin (pdbcode:1acb). The mass center of the ligand of the top 2000
docking solutions are shown in blue spheres. Green: receptor, magenta: native ligand. In
blind search, knowing nothing about the binding sites, the docking solutions sample over
the whole surface. On the right picture, with the predictions in red, the docking solutions
only accumulate around the predicted binding sites.
7.1.2 Predicted interface as a scoring function after dock-
ing
7.1.2.1 Tightness of fit
In the filtering step of docking, a good scoring function is needed to filter out a
large number of false positives. Here we take the tightness of fit (ToF) proposed
in Chapter 5 and 6 and make a small modification, which takes both sides of
predicted interface residues into account. ToF is calculated according to:
ToF =
dinter
drall + d
l
all
(7.2)
where
dinter =
1
n × m
n
∑
i=1
m
∑
j=1
Dinter;ij (7.3)
drall =
1
n × q
n
∑
i=1
q
∑
j=1
Dall;ij (7.4)
dlall =
1
m × p
m
∑
i=1
p
∑
j=1
Dall;ij (7.5)
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Dinter;ij is the distance of the Cα atom of predicted interface residue i of the
receptor to the Cα atom of predicted interface residue j of the ligand. Dall;ij is
the distance of Cα atom of predicted interface residue i of the receptor to the Cα
atom of surface residues j of the ligand. For the receptor, there are n predicted
interface residues and p surface residues (m and q for the ligand, respectively).
For each solution generated in the initial stage, we compute the Z-score for
the tightness of fit and the improve factor after filtering, as defined previously at
equation 5.4 and 5.5, respectively.
Table 7.2 shows the filtering results of docking solutions by the tighness of
fit (ToF) for BDOCKnb and BDOCK, using the interface prediction results from
metaPPI. For the complexes for which both sides of interfaces are predicted suc-
cessfully (accuracy ≥ 50%) and hits are found in the solution pool, filtering with
ToF with a threshold ≤ −1.0 rejects a large part of the false positives without
rejecting correct solutions. For 20 enzyme-inhibitor complexes, metaPPI predicts
both sides of interface correctly for 9 cases, for which the ToF works very well
both for BDOCKnb and BDOCK. For 10 cases, metaPPI only predicts one side
interface correctly and fails in the other side (accuracy < 50%). Among these
cases, ToF still works for 7 and 5 cases, for BDOCKnb and BDOCK respetively.
However, for 42 non enzyme-inhibitor complexes, the docking and prediction re-
sults are worse. In most of the cases, BDOCKnb generates more hits than BDOCK
but there are some difficult cases for which no hits are found in both approaches.
MetaPPI predicts both sides interfaces successfully for only 10 cases and one side
successfully for 16 cases. For the rest cases, metaPPI fails in both sides of the
interfaces and hence ToF can not be applied. Moreover, for the complexes for
which the predictions are correct but no hits are found in the top 10000 solutions,
ToF does not work either.
In this section, we integrate the protein interface prediction results into pro-
tein docking. The predition can either be used during docking or after docking,
to improve docking results. First, during docking, the prediction confidence score
obtained from different predictors are assigned to surface grid points. This ap-
proach (BDOCKcs) will drive the docking solutions to the predicted interface of
two proteins. Secondly, we propose a novel approach to limit the search space
(rotational and translational) around the predicted interfaces, which can drasti-
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cally reduce the running time. Furthermore, the predicted interface can also be
integrated into a scoring function tightness of fit to filter out the false positive
solutions after docking. However these docking approaches rely on the prediction
accuracy. Given both sides of interface predicted correctly, these approaches can
generate a large number of near-native hits. If the predictions are not perfect,
these approaches will not work well. Therefore, a proper scoring function is need
to distinguish the non near-native solutions between near-native ones.
7.2 Taking the flexibility into account in protein
docking
As mentioned in Section 2.5 in Chapter 2, handling efficiently the flexibility of
proteins is currently considered one of the major challenges in the field of dock-
ing. Proteins often undergo significantly conformation changes upon binding
other molecules, involving both local conformational changes of side chains and
loops at the protein-protein interface, and global conformational relaxation of the
protein partners. These big motions, even small motions such as the local rear-
rangement of side chains and the small motions of loops have deleterious effect
on docking results. The development of computational approaches able to accu-
rately handle the flexibility of the protein within the context of protein-protein
docking problems is still not satisfied. Modelling the flexibility of protein is still
a hard problem due to high degrees of freedom and is very challenging in the
next few years. However, some approaches have been developed to handle flexi-
bility in protein docking. These approaches include using multiple conformations
generated from molecular dynamics, modelling side chain using rotamer library,
softening the protein surface. Among these approaches, softening the surface is
the fastest and is easy and simple to implement. Therefore, here we propose and
implement an implicit method to deal with flexibility by softening the protein
surface.
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Table 7.2: The docking results by ToF for BDOCKnb and BDOCKa
PDB BDOCKnb BDOCK Prediction(%)f
hitsbf
b hitsaf/Naf
c bRMSbf
d bRMSaf
d IF e hitsbf hitsaf/Naf bRMSbf bRMSaf IF Rec Lig
EI
1ACB 13 13/1682 5.1 5.1 5.9 80 80/1721 2.5 2.5 5.8 87 66
1AY7 12 10/1820 2.9 2.9 4.6 7 7/1648 3.0 3.0 6.1 27 72
1CGI 67 60/1636 4.5 4.5 5.5 132 127/1631 3.1 3.1 5.9 100 100
1D6R 3 1/2038 5.0 8.3 1.6 166 0/1585 2.9 13.8 - 54 44
1DFJ 5 5/1621 4.4 4.4 6.2 51 51/1444 3.7 3.7 6.9 64 81
1E6E 38 36/1498 4.5 4.5 6.3 85 71/1840 3.9 3.9 4.5 0 93
1EAW 44 40/1731 5.3 5.3 5.3 15 14/1859 7.1 7.1 5.0 100 100
1EWY 126 58/1793 2.3 2.3 2.6 518 402/2137 4.0 4.0 3.6 9 57
1F34 8 8/1761 6.6 6.6 5.7 1 1/2069 4.5 4.5 4.8 30 72
1MAH 7 6/1710 4.1 4.1 5.0 76 73/1543 2.4 2.4 6.2 16 15
1PPE 164 123/1987 1.5 1.5 3.8 601 576/1868 0.6 0.6 5.1 64 92
1TMQ 14 14/1864 3.4 3.4 5.4 0 0/1982 34.3 34.3 - 75 93
1UDI 45 24/1821 4.7 6.5 2.9 120 45/1799 3.9 5.5 2.1 63 92
2PCC 28 26/1683 7.3 7.3 5.5 5 5/ 966 8.6 8.6 10.4 53 42
2SIC 25 0/1693 3.5 16.4 - 329 0/1977 1.2 19.0 - 72 0
2SNI 17 13/1795 8.7 8.7 4.3 4 4/1801 9.2 9.2 5.6 60 57
7CEI 25 25/1654 4.7 4.7 6.0 2 2/1456 8.3 8.3 6.9 75 40
T16 6 6/1645 7.0 7.0 6.1 45 0/1973 2.2 12.8 - 55 100
T17 0 0/1642 10.6 23.0 - 13 0/1570 7.4 32.3 - 0 92
T18 1 0/1533 8.2 41.6 - 16 0/2118 4.0 47.2 - 85 0
Other
1AK4 0 0/1636 12.1 12.3 - 0 0/1690 12.3 12.3 - 50 0
1ATN 0 0/1706 12.3 41.4 - 0 0/2017 25.1 25.1 - 0 0
1B6C 26 26/1819 3.3 3.3 5.5 0 0/1699 13.2 13.2 - 83 54
1BUH 7 0/1594 6.4 12.5 - 0 0/1405 15.9 24.8 - 0 58
1E96 11 9/1714 4.4 4.4 4.8 9 9/1524 6.1 6.1 6.6 38 41
1FQ1 1 0/1520 7.4 17.5 - 8 0/1725 7.3 19.3 - 0 0
1FQJ 4 4/1741 5.7 5.7 5.7 0 0/1847 10.3 10.3 - 70 90
1GCQ 0 0/1753 10.6 10.6 - 2 2/1888 9.0 9.0 5.3 70 60
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Table 7.2: The docking results by ToF for BDOCKnb and BDOCKa
PDB BDOCKnb BDOCK Prediction(%)f
hitsbf
b hitsaf/Naf
c bRMSbf
d bRMSaf
d IF e hitsbf hitsaf/Naf bRMSbf bRMSaf IF Rec Lig
1GHQ 0 0/1570 10.2 12.1 - 0 0/1629 10.0 12.8 - 0 0
1GRN 16 16/1653 3.2 3.2 6.0 10 10/1749 6.5 6.5 5.7 33 16
1H1V 0 0/1713 13.1 28.0 - 0 0/1688 14.6 24.3 - 46 0
1HE1 9 9/1562 3.6 3.6 6.4 1 1/1634 6.5 6.5 6.1 66 76
1HE8 5 0/1503 6.9 21.6 - 0 0/1881 13.7 70.7 - 0 42
1I2M 10 0/1735 7.1 17.3 - 58 14/1789 4.4 6.6 1.3 42 0
1IBR 7 0/1818 8.0 19.8 - 9 0/1640 8.1 20.4 - 73 7
1KAC 8 0/1589 6.2 21.9 - 0 0/1719 15.1 29.7 - 0 60
1KTZ 1 1/1964 4.6 4.6 5.1 0 0/1936 17.6 17.6 - 45 66
1KXP 7 0/1649 1.8 35.8 - 60 0/1379 1.8 26.7 - 81 0
1KXQ 33 30/1784 0.7 0.7 5.1 27 5/1775 1.3 8.5 1.0 91 41
1M10 1 1/1776 9.5 9.5 5.6 0 0/1478 10.5 10.5 - 58 0
1QA9 2 0/1836 7.1 42.7 - 0 0/1655 23.4 38.9 - 0 6
1SBB 2 0/1691 6.2 12.6 - 0 0/1584 20.4 22.5 - 0 0
1WQ1 2 2/1736 7.5 7.5 5.8 0 0/1581 11.1 11.1 - 66 100
2BTF 16 0/1618 5.5 13.0 - 0 0/1860 15.0 15.0 - 53 0
T04 17 7/1737 2.6 7.9 2.4 31 26/1636 6.1 6.1 5.1 0 64
T05 15 4/1799 0.9 7.9 1.5 0 0/1803 11.1 11.1 - 0 90
T06 35 1/1704 1.2 8.8 0.2 1 1/1665 9.5 9.5 6.0 71 28
T07 4 4/1788 2.5 2.5 5.6 0 0/1855 27.6 27.6 - 33 7
T08 0 0/1735 10.9 16.8 - 0 0/2319 10.2 32.8 - 0 30
T09 0 0/1534 14.7 14.7 - 0 0/1641 14.7 14.7 - 80 45
T11 19 19/1694 3.3 3.3 5.9 2 2/1629 6.8 6.8 6.1 86 81
T12 64 7/1723 1.5 7.6 0.6 1 0/2102 5.9 12.4 - 93 55
T14 4 4/1858 2.9 2.9 5.4 2 0/2308 4.5 25.8 - 10 50
T15 75 7/1855 4.3 6.0 0.5 0 0/2217 11.6 11.6 - 0 15
T20 0 0/1811 25.7 25.7 - 0 0/1863 25.3 25.3 - 94 72
T21 13 0/1825 4.3 21.1 - 1 0/1980 8.5 25.6 - 0 0
T22 11 3/1679 3.9 3.9 1.6 0 0/1724 13.5 14.8 - 9 83
T23 1 1/1571 9.7 9.7 6.4 0 0/1901 26.6 28.5 - 64 64
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Table 7.2: The docking results by ToF for BDOCKnb and BDOCKa
PDB BDOCKnb BDOCK Prediction(%)f
hitsbf
b hitsaf/Naf
c bRMSbf
d bRMSaf
d IF e hitsbf hitsaf/Naf bRMSbf bRMSaf IF Rec Lig
T24 0 0/1720 16.6 16.7 - 0 0/1709 17.0 17.0 - 66 0
T25 18 18/1752 1.9 1.9 5.7 0 0/1768 11.8 11.8 - 100 58
T26 62 0/1808 2.6 17.8 - 0 0/1678 10.1 18.0 - 75 21
T27 0 0/1717 38.7 38.7 - 0 0/1711 35.0 35.0 - 0 20
a Only the top 10000 solutions are kept for filtered by ToF (threshold: ≤ −1.0)
b hitsbf : the number of hits in the top 10000 solutions before filtering.
c Naf is the number of docking results remained in the pool after filtering. hitsaf is the number of hits in this pool.
d bRMSbf and bRMSaf are the L RMSD value (Å) of the best hit before/after filtering.
e Improvement factor (IF) after filtering, calculated according Equation 5.5.
f The accuracy of interface prediction by metaPPI; Receptor: the bigger protein; Ligand: the smaller one .
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7.2 Taking the flexibility into account in protein docking
In the FFT-based docking algorithm, the proteins are projected into 3D grids
and the grid points associated around the protein surface are assigned with a
positive value, mostly it is 1. In our previous work discussed in Chapter 6, we
consider the degree of buriedness into account for enzyme-inhibitor complexes,
i.e, the surface layer grid points are assigned with the degree of buriedness, which
is calculated by scanning 7 directions to count the number of “protein-solvent-
protein” events. This approach works very well for enzyme-inhibitor complexes.
However, for the other types of complexes, it does not improve the docking results.
Therefore, we need to consider another approach for non EI complexes, by taking
the flexibility into account in docking.
original surface
moving directions
Figure 7.3: Illustration of softening protein surface by moving the original surface to 7
directions. The grid points laying on new surfaces are assigned positive values, as well as
with original surface.
In this work, we propose an implicit way of dealing with the flexibility of
proteins in the FFT-based docking algorithm. First, the proteins are projected
into 3D grids and the core grid points are assigned with negative values. However,
we take different treatment to the protein surface of the bigger protein (receptor)
and make it elastic, by shifting it to different neighbours (see Figure 7.3). Then
the grid points associated with these shifted surface are assigned with a value
of 1. After that, the normal FFT calculations are applied to model the shape
complementarity of these two proteins. We name this approach BDOCKsf to be
distinguished with BDOCKnb and BDOCK.
To compare the performance of BDOCKsf, BDOCKnb and BDOCK, we use
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50 non enzyme-inhibitor complexes derived from Weng’s benchmark data set.
The docking definitions such as hits, interface and success rates are the same as
previous studies. The success rate of these three approaches are shown in Figure
7.4. It can be seen that BDOCKsf does not improve the success rate at the top 10
solutions. But it improves the success rate slightly when the number of solutions is
increasing. However, the final complexes generated by this method might have the
steric clash between two proteins. Therefore, energy minimazation/optimization
has to be carried out to remove these clashes in the refinement step which means
it will take much more running time.
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Figure 7.4: Success rates vs. number of solutions for BDOCKnb, BDOCKsf and
BDOCK for 50 non enzyme-inhibitor complexes. BDOCKnb: normal FFT-based dock-
ing; BDOCKsf: soften surface; BDOCK: the degree of buriedness is considered. BDOCKsf
improves the success rate over BDOCKnb and BDOCK.
7.3 Summary
Rigid-body docking aims to predict complexes from unbound component struc-
tures. In the first stage, a pool of candidates is generated based on shape comple-
mentarity and in the second stage, candidates are filtered out. Using predicted
interfaces for filtering has been shown a promising strategy in previous studies.
Here we extend this work and make our own contributions:
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First, during docking, the prediction confidence scores obtained from differ-
ent predictors (metaPPI) are assigned to surface grid points. This approach
(BDOCKcs) will drive the docking solutions to the predicted interface of two pro-
teins. Second, we propose a novel approach to limit the search space (rotational
and translational) around the predicted interfaces, which can drastically reduce
the running time. Third, the predicted interface can also be integrated into a scor-
ing function (tightness of fit) to filter out the false positive solutions after docking.
However these docking approaches rely on the prediction accuracy. Given both
sides of interface predicted correctly, these approaches can generate a large num-
ber of near-native hits. If the predictions are not perfect, these approaches will
not work well. Therefore, a proper scoring function is need to distinguish the non
near-native solutions between near-native ones. Finally, we propose an implicity
way to dealing the flexibility by softening the protein surface. This approach
slightly improves the docking results for non enzyme-inhibitor complexes.
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Chapter 8
Conclusion and future work
Biological systems are driven by interactions between biomolecules – DNA, pro-
teins and small molecules. Protein-protein/ligand interactions are involved in
virtually all cellular processes including metabolism, signalling and development.
Given the increased focus on interactions in the current post-genomics era, struc-
tural knowledge of complexes is required to understand how the various biomolec-
ular units work together to fulfil their tasks. Considerable efforts have been dedi-
cated to understand the rules of molecular recognition, the structures of protein-
ligand and protein-protein complexes. Below I will summarise the work that have
been done in this field during my PhD and highlight some future work.
8.1 Prediction of ligand binding site
Many drugs are small molecules (ligands), which bind to the specific pocket sites
on specific targets (proteins). Therefore, identification of pocket sites on pro-
tein surface is a prerequisite for protein-ligand docking and an important step in
structure-based drug design. We have developed an automated approach called
LIGSITEcsc to identify the pocket sites, given a protein structure. In the eval-
uation experiments on 210 non-redundant protein-ligand complexes, 67% of the
biggest pocket sites are the real ligand binding sites. Also, 87% of ligands choose
the top 3 pocket sites as their binding sites to proteins. In the re-ranking step,
we use the conservation information of pocket sites to improve the success rate
from 67% to 75%. Comparing to the other approaches: LIGSITE, SURFNET,
CAST, and PASS, our approach LIGSITEcsc performs best in predicting ligand
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binding sites.
8.1.1 Future work: comparison and classification of dif-
ferent ligand binding sites
It would be very interesting to compare the ligand binding sites on different
proteins and classify these binding sites into different classes. The same ligands
can bind to similar pocket sites on different proteins. Although some proteins
differ a lot on whole structures, they can form similar pocket sites where the same
ligands accommodate. These pocket sites can be identified using LIGSITEcsc and
their shapes can be modelled by the MeSu method. An appropriate structural
alignment method is needed to compare these shapes and to identify the similarity
between them.
8.2 Protein-protein interface prediction
Protein-protein interaction plays a pivotal role in the organisation of life. The
recognition of protein-protein interaction sites is of great importance to iden-
tify functionally important amino acid residues, facilitate experimental efforts
to catalog protein interactions, enhance computational docking studies and drug
design, as well as enable functional annotation for the growing number of struc-
turally resolved proteins of unknown function. In the last decade, many ap-
proaches have been developed for the prediction of protein-protein interacting
sites, based on sequential and/or structural information of proteins. Machine
learning approaches, such as neural networks and support vector machines have
gained great success in this field. Other approaches focused on developing a scor-
ing function to distinguish interfacial residues from other surface residues, using
hydrophobicity, conservation, solvent accessible area, interface propensity and
surface shape. However, there is no direct comparison between these approaches
on the same data set using the same definition and criteria. Being motivated
from that, we integrate the prediction results from the five predictors: PPISP,
PPI PRED, Promate, PINUP and SPPIDER and develop a meta prediction ap-
proach called metaPPI. These approaches are evaluated on the same unbound
structures from a data set of 63 protein-protein complexes derived from Weng’s
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docking benchmark and CAPRI targets, using the same definitions and criteria.
For enzyme-inhibitor complexes, metaPPI achieves 78% prediction success rate,
while other approaches only achieve 37-59% success rates. For other types of
complexes, half of the metaPPI predictions are successful, while the other ap-
proaches only have 18-35% success rates. Overall, these results shown that our
metaPPI approach significantly improves the prediction success rate.
8.2.1 Future work: bring more predictors together
MetaPPI is a flexible protein interface prediction approach. It depends the re-
sults from other prediction approaches. Now it integrates five state-of-the-art
prediction servers. When more new prediction approaches are available, it will
be easy to include them into metaPPI. Furthermore, the known interfaces from
the SCOPPI database can also be integrated into metaPPI at the superfamily
or family level. However, we need a fast algorithm to map the target protein to
SCOP family.
8.3 Protein-protein docking
The rapid accumulation of data on protein-protein interactions, sequences, struc-
tures calls for the development of computational methods for protein docking.
Typically docking methods are investigated which attempt to predict the com-
plex structures given the structures of components. A major challenge in this field
is to extract the near-native structures from a pool of a large number of solutions
by using an appropriate scoring function. In the early stage of my PhD, we pro-
posed a novel scoring function using family-based residue interface propensities
and the tightness of fit between high propensity residues. We evaluated this scor-
ing function on 24 structures from the Chen data set and obtained improvement
factors of 4-30 for enzyme-inhibitor and 4-11 for antibody-antigen complexes.
Furthermore, in the initial stage of docking, we propose a novel shape comple-
mentary scoring function, which takes the degree of burial of surface residues
into account as different weights (BDOCK). In the re-ranking step, we use the
tightness of fit scoring function based on predicted interfaced from metaPPI, to
filter out false positive docking solutions. This approach is evaluated on the
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same unbound structures of metaPPI dataset. In the beginning, our approach
generates more near-native structures than normal FFT-based docking approach
for enzyme-inhibitor complexes. In the filter step, the tightness of fit scoring
function based on the predicted interface residues improves the docking results.
Regarding the conformation change upon complexation, we propose an implicit
method to deal with the flexibility of protein by softening protein surface. This
simple method successfully improves the docking results for non enzyme-inhibitor
complexes.
8.3.1 Future work: scoring function and flexibility
As discussed previously, the tightness of fit scoring function can only reduce the
number of docking solutions and keep the near-native structures in the pool.
However, it can not rank the hits to the top. Therefore, it is necessary to have
another more accurate scoring function to drive the hits to the top. Flexibility
is still a big challenge in the protein docking. The way of softening the protein
surface is not perfect since it will generate many false positive structures which
have steric clashes between two components and it will take time to remove
the clash in the refinement step using molecular dynamic simulations or energy
minimization. The experiments on CAPRI targets show that the flexibility is of
great importance to protein-protein docking and call for new approaches to deal
with the flexibility efficiently and accurately. Furthermore, it would be easy to
integrate the predicted interface into the work from Motiejunas et al. (2008), in
which the biochemical constraints are used to guide the simulation of protein-
protein association.
8.4 Summary
To summarise in short, I have made the following contributions during my PhD
work:
1. Developing a novel protein-ligand binding site prediction method LIGSITEcsc
using the Connolly surface and conservation. Systematically evaluating
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LIGSITEcsc with other state-of-the-art ligand-binding site prediction meth-
ods on a benchmark data set of bound/unbound protein-ligand complexes.
The comparison results demonstrate that LIGSITEcsc performs better over
the other methods. The key improvement is the conservation scoring, which
can be integrated into other approaches. Making LIGSITEcsc public avail-
able for academic users and providing them source codes as well. Currently
the LIGSITEcsc webserver receives 3-6 submissions per day.
2. Developing a meta approach, metaPPI, to improve protein-protein inter-
action site prediction using the prediction results from existing methods.
Demonstrating metaPPI of over 10% improvement on a data set of docking
benchmark and CAPRI targets. MetaPPI is also public available for users.
3. Implementing normal fast Fourier Transform (FFT) protein-protein docking
algorithm using the BALL library. Developing specific scoring functions to
improve docking for specific types of complexes. For instance, family-based
residue interface propensities are explored to improve the docking results
for two specific SCOP families; The degree of buriedness and conservation
of surface residues improves the enzyme-inhibitor docking results; Surface
softening improves the non enzyme-inhibitor docking results. Making the
docking source codes freely accessible.
4. Integrating the interface prediction into protein-protein docking. Reliable
interface predictions improve docking, either during docking or after dock-
ing.
5. Overall, I developed more than 5000 lines of code and made the web servers
http://scoppi.biotec.tu-dresden.de/pocket for LIGSITEcsc;
http://scoppi.biotec.tu-dresden.de/metappi for metaPPI available.
The source code of LIGSITEcsc and BDOCK are available under the GNU
General Public License.
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Appendix A
Scientific achievements during
this work
Below the papers are listed, which were published in scientific journals during the
course of this thesis.
• Bingding Huang and Michael Schroeder (2007), Using protein interface pre-
diction to improve protein-protein docking, Gene, accepted.
• Bingding Huang and Michael Schroeder (2006), LIGSITEcsc: predicting pro-
tein binding sites using the Connolly surface and degree of conservation,
BMC Structural Biology, 6:19.
• Bingding Huang and Michael Schroeder (2005), Using residue propensi-
ties and tightness of fit to improve rigid-body protein-protein docking, In
Matthias Rarey, Andrew Torda, Stefan Kurtz, and Ute Willhoeft, edi-
tors, Proceedings of German Bioinformatics Conference. Pages: 159-173,
Springer.
The following paper is in prepared for publication on bioinformatics-related
journals.
• Bingding Huang and Michael Schroeder (2008) MetaPPI: a meta protein-
protein interaction site prediction method, in prepared.
The webservers and source code of the above works are available online at:
• LIGSITEcsc: http://scoppi.biotec.tu-dresden.de/pocket
• metaPPI: http://scoppi.biotec.tu-dresden.de/metappi
• BDOCK: http://www.biotec.tu-dresden.de/~bhuang/bdock
A CD disc containing all the source code is attached in this dissertation.
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Günther, S., P. May, A. Hoppe, C. Frömmel, and R. Preissner (2007). Dock-
ing without docking: Isearch-prediction of interactions using known interfaces.
Proteins 69, 839 – 844. 32
Hadley, C. and D. T. Jones (1999). A systematic comparison of protein structure
classifications: SCOP, CATH and FSSP. Structure 7 (9), 1099–112. 6
Halperin, I., B. Ma, H. Wolfson, and R. Nussinov (2002). Principles of docking:
an overview of search algorithms and a guide to scoring functions. Proteins 47,
409–443. 21, 41
Hendlich, M., F. Rippmann, and G. Barnickel (1997). Ligsite: automatic and
efficient detection of potential small molecule-binding sites in proteins. J. Mol.
Graph. 15 (6), 359–363. 1, 10, 41, 44, 56
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