Simple proofs of the Hermite-Biehler and Routh-Hurwitz theorems are presented. The total nonnegativity of the Hurwitz matrix of a stable real polynomial follows as an immediate corollary.
Introduction
The classical result of Routh-Hurwitz on the stability of polynomials is now more than a century old. Its rich connections with other areas of analysis and algebra have been exposed in many subsequent works. Monographs by Postnikov [15] and by Chebotarev and Meiman [5] give a detailed account of such related questions, including the amplitude-phase interpretation of stability, Sturm chains, Cauchy indices, the principle of the argument, continued fractions, Hermite-Biehler theorem, and rational lossless functions. The interested reader should also see Barnett and Siljak's centennial survey [4] and references therein to find out what control theory problems can be solved using Routh's algorithm. Krein and Naimark's survey [13] and Householder's article [10] explore connections of the Routh-Hurwitz scheme with Bezoutians, while Genin's article [8] emphasizes connections with Euclid's algorithm and orthogonal polynomials, and presents a generalized Routh-Hurwitz algorithm suitable, e.g., for testing nonnegativity of a polynomial. Asner [2] and Kemperman [12] found the link between stability and total positivity of the Hurwitz matrix. The Routh-Hurwitz algorithm, originally formulated for real polynomials, has been extended to complex polynomials (see [7] or [6] ) and further to wider classes of analytic functions (see [5] ). This list is in no way exhaustive, since the existing literature on the subject is enormous.
This note is not a survey of the field. Nor does it present a new approach to the subject. The note serves to derive, in a most elementary and economical way, three basic results in the Routh-Hurwitz theory, namely, the Hermite-Biehler theorem, the Routh-Hurwitz criterion, and the total positivity of the Hurwitz matrix. Because of this last issue, the setup is restricted to real polynomials. However, the proof of the Hermite-Biehler theorem extends verbatim to the complex case by considering the (generalized) odd and even part of a polynomial. My approach is minimalistic. For example, orthogonality of polynomials, rational lossless functions and the like are not discussed when the only fact needed is interlacing of roots. The point is not that these connections are unimportant, but that they are not needed for a quick and direct derivation of the basics of the Routh-Hurwitz theory.
Two papers, [1, 14] , offer alternative elementary proofs of the Routh-Hurwitz scheme (labeled Theorem 2 in this note). The proof in [1] is based on geometric considerations in the complex plane and the proof in [14] , simpler in my opinion, solely on continuity of the roots of a polynomial. Here, on the other hand, three results are derived essentially at once, Routh-Hurwitz being a direct consequence of root interlacing obtained in Hermite-Biehler, and the total nonnegativity of the Hurwitz matrix a direct consequence of Routh-Hurwitz interpreted as a matrix factorization formula.
Proofs
Definition. A polynomial f is stable if the condition f (z) = 0 implies Re z < 0.
The following is a version of the Hermite-Biehler theorem [3, 9] . 
take on real values only on the real axis. Hence any nontrivial real linear combination Remark. The beginning of this proof is in the spirit of the argument from [5, pp. [13] [14] [15] . demonstrating that A implies that
The following theorem is the essence of the Routh-Hurwitz scheme. It is proved in monographs using Cauchy indices, Sturm chains or the principle of the argument (see, e.g., [7, pp. 225-230] ). A nice elementary proof is given in [14] . Here is a different elementary argument based on Theorem 1.
Theorem 2. The polynomial f (x) = p(x 2 ) + xq(x 2 ), with p(x), q(x) ∈ R[x], is stable if and only if c := p(0)/q(0) > 0 and the polynomial f (x)
Proof. Necessity. Condition B in Theorem 1 is equivalent to p and q satisfying p(0)q(0) > 0 and having only simple zeros, all negative, interlacing, the rightmost zero being that of p.
Let the pair (p, q) satisfy Condition B, let x n < · · · < x 1 be the zeros of p, and y k < · · · < y 1 the zeros of q, and assume wlog that p(0) > 0. Then, with y n any point to the left of x n in case k = n − 1, we have p and q of opposite sign in (y j ..x j ), all j , and also (−1) j p(y j ) > 0 for all j . But then, for any c 0, the polynomial r := p − cq has the same sign as p on [y j ..x j ), all j. In particular, also (−1) j r(y j ) > 0, all j, and this implies that, in each of the n − 1 intervals (y j +1 ..y j ), r has an odd zero. If now, specifically, c = p(0)/q(0) (which is positive, by assumption), then r also has a zero at 0, and since its degree is no bigger than n, those n − 1 odd zeros must all be simple. But this implies that q is of degree n − 1, with all its zeros simple and negative, and these zeros separate those of p := q, and, in particular, q(y 1 ) has the sign opposite to r(y 1 ), i.e., to p(y 1 ), i.e., is positive, hence both p and q are positive at 0. In short, if (p, q) satisfies Condition B of Theorem 1, then so does the pair ( p, q).
Sufficiency. Suppose f (x) is stable and c > 0. Since p(x 2 ) = c p(
, and, by Theorem 1, Re
> 0 whenever Re z > 0, one obtains
Finally, if p(x 2 ) and x q(x 2 ) are relatively prime, so are p(x 2 ) and xq(x 2 ). This proves that Condition B of Theorem 1 is met.
Theorem 2 implies the following version of the Routh-Hurwitz theorem [11, 16] .
is stable if and only if its infinite Hurwitz matrix H (f ) is a product of the form
with all parameters c j , j = 1, . . . , n, positive, and b a positive polynomial of degree 0. Here Proof. By Theorem 3, the factorization (3) holds with all parameters positive. By inspection, each factor is totally nonnegative, hence their product H (f ) is also totally nonnegative.
Theorem 4 was first proved in [2, 12] .
