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Re´sume´
Nous proposons dans ce travail une me´thode de mode´lisation et de re´glage des instabilite´s
thermoacoustiques dues a` la combustion. Le mode`le s’applique au bruˆleur utilisant un pre´-
me´lange air-combustible riche en comburant.
Pour un syste`me thermoacoustique complexe un re´seaux de modules peut eˆtre utilise´. Chaque
modules ou sous-syste`mes comportent alors un mode`le obtenu de fac¸on analytique, ou nume´rique
ou provenant de techniques expe´rimentales.
La dynamique d’un tel syste`me est obtenu expe´rimentalement, on en de´duit la fonction de
transfert sous forme matricielle.
En effet la fonction de transfert d’une combustion a` pre´-me´lange est de´termine´e, a` pression
atmosphe´rique, pour un bruˆleur de turbine a` gaz. Et ceci est re´alise´ pour plusieurs re´gimes
ope´ratoires. Un mode`le analytique du comportement dynamique de la zone de re´action en est
alors de´duit. Dans ce mode`le, on conside`re que la fluctuation de libe´ration de chaleur provient
de la fluctuation, d’une part de la fraction massique de combustible et d’autre part de la vitesse
dans la flamme. Il en re´sulte un bon accord avec les re´sultats expe´rimentaux.
Pour une ge´ome´trie tridimensionnelle complexe de la chambre de combustion, la propagation
d’ondes est mode´lise´e a` l’aide de la me´thode d’expansion modale. Les modes acoustiques utilise´s
par l’expansion modale peuvent alors eˆtre obtenus analytiquement pour des ge´ome´tries simples,
ou pour une ge´ome´trie tre`s complexe de fac¸on nume´rique par e´le´ment finis. L’expansion modale
est ensuite repre´sente´e dans un espace d’e´tats afin d’obtenir un mode`le nume´rique tre`s efficace
et aussi tre`s robuste.
Le mode`le thermoacoustique du re´seau de modules regroupe les espace d’e´tats de sous-syste`mes
en un seul. Ce syste`me peut eˆtre analyse´ par une repre´sentation temporelle ou fre´quentielle.
L’analyse de la stabilite´ en ressort directement et ne requie`re pas d’ite´ration. D’autre part des
e´le´ments non line´aires peuvent eˆtre facilement inse´re´s et simule´s en fonction du temps. Cette
nouvelle me´thode est ensuite valide´e par une comparaison avec des solutions analytiques d’un
syste`me thermoacoustique simple fourni par la litte´rature, ainsi que par une comparaison avec
un programme par e´le´ment finis et finalement avec des mesures expe´rimentales. Dans tout les
cas une excellante correspondance des re´sultats est obtenue.
En introduisant des e´le´ments non line´aires dans un syste`me annulaire, un champs de rotation
acoustique est simule´, ceci correspond e´galement aux observations expe´rimentales. Ce re´sultat
et alors ve´rifie´ de fac¸on analytique.
Sur la base du re´seau obtenu, un re´glage a e´te´ de´veloppe´ en utilisant l’optimisation H∞. Les
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re´sultats du controˆle, teste´s par simulation et sur un stand d’essai comportant un bruˆleur,
re´ve`lent une suppression de plus de 25dB du niveau acoustique. Le controˆleur adaptable
de´veloppe´ sur le model d’un algorithme ge´ne´tique ne demande pas la connaissances entie`re du
processus de combustion. Les testes effectue´s sur le re´glage adaptif montrent des performances
similaires au re´glage H∞.
Un syste`me de re´glage active pour une configuration de plusieurs bruˆleurs est e´galement de´veloppe´.
L’insertion du re´glage dans la simulation de´montre le bon fonctionnement de cette me´thode.
Abstract
This work deals with modeling and control of thermoacoustic combustion instabilities in lean
premixed combustion systems. Because of the complex interactions present in thermoacoustic
systems, a network modeling approach is used. The model of each network element or subsystem
is obtained analytically, numerically, or by making use of experimental techniques.
The dynamics of a network system are determined experimentally by making use of a transfer
matrix measurement technique. The transfer functions of a premixed flame have been deter-
mined experimentally on an atmospheric combustion test facility with a full-scale gas turbine
burner, for a wide variety of operating conditions. An analytical model of the dynamic behavior
of the reaction zone was made. In this model, the heat release fluctuations are assumed to be
caused by fluctuations of the mass fraction of fuel and by fluctuations in the burning velocity.
The model proved to be in good agreement with experimental results.
Wave propagation in complex three-dimensional geometries is modeled by making use of a modal
expansion technique. The modes used for the modal expansion can be obtained analytically
for relatively simple geometries, or numerically (finite element method) for geometries of any
complexity. By representing the modal expansion in state-space, a very numerically efficient
and robust model is obtained. The thermoacoustic network model combines the state-space
representations of the sub-systems in one system. The system can be analyzed in the time
domain or in the frequency domain. The stability analysis is straightforward and does not
require a numerical search. Non linear elements can easily be incorporated in the time domain
simulation. This novel method has been validated by comparison with analytic solutions of
simple thermoacoustic systems found in literature, by comparison with Finite Element codes, and
by comparison with experimental results. An excellent agreement was found for all comparisons.
When including non-linear elements in an annular system, a rotating acoustic field is predicted,
which corresponds to experimental observations. This result has been verified analytically.
Based on network models, a model based controller has been obtained using H∞ optimization.
This controller has been tested in simulation and experiment on a single burner rig and proved
to suppress acoustic levels by more than 25dB. An adaptive controller, based on a genetic
algorithm, has been developed that does not require any knowledge about the system. This
controller has been tested and proved to have similar performance as the model-based controllers.
An active control system for multi-burner configurations has been developed and proved to
perform well in simulations.
V

Nomenclature
Notation
p∗ complex conjugate of p
|p| absolute value of p
‖p‖21 jump relation between position 1 and 2
‖P‖∞ infinity norm of transfer function P
P† Moore-Penrose pseudo inverse of P
p¯ mean value of quantity
p′ acoustic fluctuation of quantity
pj p at location j
pˆ Fourier transform of p domain
fj Riemann-invariant travelling in the downstream direction at
location j
gj Riemann-invariant travelling in the upstream direction at
location j
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Greek
α real part of Laplace coefficient α = <{s} = ={−ω} ω ∈ C
γ ratio of specific heats Cp/Cv
δ{·} Dirac delta
δn Kronecker delta
ζ loss coefficient
ρ density
µ dynamic viscosity
η modal value, eigen value
ψ mode shape, eigen function
θ spatial angle
σx standard deviation of x
φ phase angle
τ convective time lag
ω angular frequency
ξ probability density
Latin lower case
c speed of sound
e specific internal energy
fs, gs source terms
f downstream travelling Riemann invariant or source at a
boundary
g upstream travelling Riemann invariant
hf specific reaction enthalpy
h volume source
i imaginary unit
√−1
k wave number ω/c
m azimuthal (circumferential) mode number
n axial mode number
p pressure
s specific entropy, Laplace operator s = iω, s ∈ C
u velocity, velocity in x-direction
v velocity in y-direction
x axial position, state vector
yf fuel concentration
z waveform z = e−i
ω L
c
Latin upper case
A area
Cp specific heat at constant pressure
Cv specific heat at constant volume
G Green’s function
L length
Lred reduced length
M Mach number M = u/c
Q heat release (per unit area)
S surface
Sf flame speed
R universal gas constant, Reflection coefficient
V volume
Latin cursive
F{·} Fourier transform
H{·} Heaviside function
L{·} Laplace transform
Sx,y cross power spectral density estimate between signal x and
y
Matrices
A,B,C,D state space matrices
nˆ unit vector normal to boundary
x spatial coordinate x = (x, y, z)
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Chapter 1
Introduction
1.1 Background
1.1.1 Gas Turbine Combustors
Although the approach for modeling and control used throughout this work is generic, the
focus will be on combustion in gas turbine combustion chambers. Because of environmental
regulations there has been a tendency for the last two decades to reduce the levels of emissions
of nitrous oxides (NOx) in gas turbines. Formation of NOx has an exponential dependence on
the (local) temperature in the combustion zone. Because of this exponential dependence on the
local temperature, a uniform temperature in the reaction zone is desired to achieve low emission
levels. This uniform temperature requires that the air and fuel are well mixed before entering
the reaction zone. This type of combustion is referred to as lean premix combustion. Because of
the trade off between high efficiency and low NOx emissions in modern industrial gas turbines,
nearly all air that is delivered by the compressor is premixed with fuel. This is in contrast with
older types of industrial gas turbines, where a substantial amount of the air is mixed with the hot
reaction products in order to reduce the hot gas temperature to allowable levels and to cool the
combustion chamber liners. The combination of a lean premixed flame and convectively cooled
combustion chambers has led to the rise of another problem: combustion driven oscillations,
or thermoacoustic instabilities. The absence of by-pass air in convectively cooled combustion
systems results in a decrease of acoustic damping and hence an increase in pulsation amplitudes.
The mechanism of thermoacoustic instabilities due to premixed flames will be discussed in this
work.
1.1.2 Thermoacoustic Instabilities
A thermoacoustic system is characterized by an interaction between the acoustic field and pe-
riodic heat release. This interaction is a feedback interaction that may become unstable under
certain conditions. These instabilities are unwanted in gas turbines, because they may lead
to large acoustic pressure levels, which can cause component damage. The driving mechanism
behind thermoacoustic instabilities was already recognized in the nineteenth century by Lord
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Rayleigh [108]: if the pressure fluctuation and heat release fluctuations are in phase, the oscilla-
tions are enhanced. Or, in his phrasing: “If heat be periodically communicated to, and abstracted
from, a mass of air vibrating (for example) in a cylinder bounded by a piston, the effect produced
will depend upon the phase of the vibration at which the transfer of heat takes place. If heat be
given to the air at the moment of greatest condensation, or be taken from it at the moment of
greatest rarefaction, the vibration is encouraged. On the other hand, if heat be given at the mo-
ment of greatest rarefaction, or abstracted at the moment of greatest condensation, the vibration
is discouraged”.
The relation to combustion instabilities can be seen as follows: a small perturbation of the flow
velocity will cause a perturbation of the heat released by the flame. This heat release fluctuation
will cause a perturbation of the volume expansion in the flame. This periodic volume expansion
propagates as a sound wave through the combustion chamber, reflects on the boundaries and
propagates back to the flame, where it causes an (acoustic) velocity perturbation. In this way, a
feedback mechanism between heat release and the acoustic field is formed. An analogy between
the acoustic cycle and the thermodynamic cycle in a piston engine can be made: if heat is added
periodically to the cycle at the moment where pressure is maximum (piston up), the engine
delivers work. If heat is added when the pressure is minimum (piston down), the engine will
slow down.
The phenomenon of thermoacoustic instabilities has been encountered in solid and liquid fuelled
rocket engines in aero-engine after burners, ramjets, gas turbines and in industrial or household
combustion furnaces. Because these instabilities occur in such a variety of combustion systems,
it may be clear that the physical mechanism responsible for the interaction between heat release
and the acoustic field may be very different. Nonetheless, the conditions leading to instability
will invariantly be given by Rayleigh’s criterion.
A good insight in the mechanism of thermoacoustic instabilities can be obtained by investigating
an example. Consider a flame stabilized in a straight duct as shown in Figure 1.1. The acoustic
properties of the pieces of duct upstream and downstream of the flame are defined by the duct’s
impedance. The acoustic impedance is defined as the ratio of acoustic pressure and velocity and is
denoted by Z = p
′
u′ . As will be discussed later in this work, the fluctuating heat release is mainly
affected by the acoustic velocity. Because of the volume expansion associated with the heat
release, it will act as a source term for the acoustic velocity. The dependence of the heat release
on the acoustic velocity is given by a transfer function: F . The volume expansion is proportional
to the heat release, and this proportionality is given by a constant k: ∆u′ = kQ′ = k F u′. In
Figure 1.1, the inter-dependence of the impedances and the flame transfer function is given in a
block diagram.
The impedances only dependent on the tube geometry and may be combined in one transfer
function (G) representing the geometry of the system: G = −ZdoZup+Zdo . The thermoacoustic system
is then represented by the block diagram of Figure 1.2, which clearly shows the feedback loop
between the combustion chamber acoustics and the heat release process.
If no combustion were to take place, this would correspond to F = 0 in Figure 1.2, and the
dynamics of the system would be entirely described by G. Such a system will be referred to as a
“classical acoustic” system. If no acoustic losses are present in the volume or on the boundaries
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Figure 1.1: Left: Flame stabilised in a tube. Right: Corresponding thermoacoustic block
diagram.
Figure 1.2: Feedback cycle between heat release and combustion chamber acoustics.
of the ducts, then G is a pure acoustic resonator. Its frequency response consists of a series of
peaks that reach infinite values. Such a system is neither stable nor unstable, but is on a limit
of stability: a finite perturbation at one of the resonance frequencies will not grow nor decay,
but will be maintained infinitely. This is characterized by eigenvalues of the system that are
completely imaginary. From this point of view it is not very surprising that a slight modification
of the system (by making F non-zero) will render the system stable or unstable. Generally, it
is not an easy task to find the appropriate model for the flame (F ). In this work, analytical
methods and experimental techniques will be combined to derive this model. There are several
analytical and numerical methods to model the wave propagation in the volume (G). However,
the models obtained by most of these methods are inconvenient to use in a stability analysis,
or when developing active control strategies. In this work an approach has been developed
in which a model G of geometries of any complexity can be obtained in a straight-forward,
modular approach. The model is represented in state-space, thus stability is easily assessed and
this representation is very useful for deriving active control strategies.
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1.1.3 Thermoacoustic Modeling
Dynamic models of thermoacoustic systems can be used to predict the acoustic behavior of
combustion systems. These models are of great importance because they lead to better under-
standing of combustion instabilities, and can be used as a basis for the design of active control
systems. The most difficult part of thermoacoustic modeling is to describe the process of inter-
action between periodic heat release and the acoustic field. Several modeling techniques have
been proposed by different researchers. Depending on the physical system under consideration,
some approaches are more favorable then others. If the zone of heat release is compact, i.e.,
the geometrical extent is small with respect to the wave length, then a network approach is
generally most suitable. In such an approach, the heat release zone is treated as a discontinuity
of the acoustic field. This facilitates modeling, because the interaction between combustion and
acoustics can essentially be treated as a zero-dimensional process. If the heat release zone is
not compact, then methods should be used that take into account the spatial dependence of
the acoustic field within the reaction zone. This is generally done by using modal expansion
techniques like the Galerkin method.
In an analytical investigation by Merk [76], the combustion system is represented as a network of
acoustic elements and a stability analysis is made. The unsteady motion of the flame is accounted
for by allowing fluctuations of the flame speed. In a combined experimental and theoretical
investigation performed by Becker and Gu¨nter [11] the dynamics of the entire combustion system
are modeled, the transfer function of the combustion process is described by a simple delay-lag,
or lead-lag model. The coefficients of the flame model are then fit to the experimental data
obtained from two pressure transducers. The theoretical analysis by Boa-Teh Chu [20] of a
planar premixed flame is very similar to the flame modeling approach that is used in this work:
the flame is considered as a propagating discontinuity in a reactive medium. His analysis allows
for fuel mass fraction variations, flame speed fluctuations and entropy fluctuations. An overview
of modeling techniques relevant to liquid propellant rockets is given in a paper by Luigy Crocco
[26]. The theoretical analysis includes non-linear stability analysis, waves in annular combustion
systems and interaction with shock waves. It is a very interesting work. The reviewer’s comments
at the end of the paper (although dating from the late 1960’s) are worth reconsidering for present
day analysis.
Numerous papers of Culick [29, 28, 27, 134] and references therein are based on a generic frame-
work to model, analyze, and control thermoacoustic systems. The approach includes effects of
mean flow and non-linear acoustic wave propagation. The governing equations are expanded
in modal series, making use of Greens functions. The solution of the system is similar to the
Galerkin method but is iterated, in order to correct for the change in mode shapes due to the
combustion process and interactions with mean flow.
A combined experimental and analytical analysis of thermoacoustic instabilities in afterburners
is performed by Bloxsidge, Dowling, and Langhorne in 1988 [66, 15]. The theoretical flame
model accounts for displacement of the flame surface. A fit to experimental data is performed
in order to obtain an empirical linear model for the dependence of heat release fluctuations on
the acoustic velocity. A similar analysis is reported by Dowling in 1997 [33], but now including
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non-linear effects. The system is represented as a linear network, the non linearity acts as a
static saturation of the heat release. The amplitudes of the limit cycle are calculated by making
use of a describing function technique 1.
Another paper by Dowling [32], gives an overview about different thermoacoustic modeling tech-
niques, the underlying assumptions and their consequences made in the different techniques are
discussed. More recent papers of Dowling and her co-workers focus on the inclusion of mixture
fraction fluctuations and flame speed fluctuations in the flame models [54], thermoacoustic mod-
eling in annular gas turbine combustion systems [126, 3] and on determination of flame transfer
function by means of Computational Fluid Dynamics [138].
An overview of physical mechanisms and their mathematical description, possibly responsible
for thermoacoustic oscillations in premixed gas turbine combustion systems is given by Keller
(1995) [61]. Special attention is paid to the role of entropy waves, mixture fraction oscillations
and forced oscillations due to flow instabilities. An earlier paper by the same author focuses on
low frequency instability due to entropy fluctuations [60].
In a theoretical work by A.L. Ni [84], the stability of a planar flame front relative to two-
dimensional perturbations is discussed. The dependence of the flame velocity on pressure per-
turbations is considered as an important mechanism leading to instability. A paper by the same
author deals with a thermoacoustic model of a sequential combustor [85]. In this model the
flame dynamics are described by an ignition delay model.
A very simple model describing the interaction between the acoustic field and heat release is
given by Lang, Poinsot and Candel [65]. Because of its simplicity, this representation provides
good insight in the basic mechanism leading to instability and means to control this instability.
Poinsot, Trouve´, Veynante, Candel and Esposito (EM2C, CNRS) analyzed, in detail, the acoustic
and fluid dynamic aspects of combustion leading to instability of a dump combustor [100]. Based
on phased locked images, they propose a mechanism for vortex driven instabilities. A similar
approach is used by Yu, Trouve´ and Daily [136].
Peracchio and Proscia [97] model the acoustics of a combustion system as modal expansion, the
heat release couples with the acoustic quantities via dynamic motion of the flame surface and via
fluctuations of the fuel mass fraction in the mixture. Amplitudes of non-linear limit cycles are
predicted via a method very similar to the describing function analysis. The describing function
is obtained experimentally from a steady relation between mean flow velocity and heat release.
Near extinction instabilities of a diffusion flame are studied in a theoretical work of Papas
and Monkewitz [89]. The diffusion and reaction terms are modeled in a flame region of finite
thickness. This method enables one to describe different modes of instability near extinction.
Lieuwen [72] models the acoustic field in terms of propagating Riemann invariants and specifying
impedances at the boundaries. The flame region is modeled as a jump condition with unsteady
heat release. The heat release is dependent of equivalence ratio fluctuations via a static reaction
rate law. Convective time for equivalence ratio waves is taken into account, and because the
flame is assumed to have spatial extent, an integral over distributed time delays is taken. The
1Describing function analysis is an approximate method (the non-linearity being approximated by a finite
order Fourier expansion) to analyze non-linear systems in the frequency domain. In control theory, this method
is typically applied to predict amplitudes of limit cycles[125].
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eigenvalues of the resulting system are evaluated numerically, stability maps are made and were
in reasonable agreement with experimental data.
The influence of equivalence ratio fluctuations convecting with mean flow is described by Sat-
telmayer (2000) [115] as well. He considers that the convection of mixture fraction waves should
not be described by a single time delay, but by a distribution of time delays. An estimate of the
time delay distribution is obtained by investigation of the velocity field. In a stability analysis,
the spread of time delays was found to make the system more stable. A similar analysis is
performed by Polifke et. al. [103]. However, in this approach particle tracing is used to obtain
the time delay distribution.
Polifke et. al. [102, 101], derived a model for combustion instabilities that does not depend on
periodic heat release. They observed experimentally that the pressure drop across a premixed,
swirl stabilized burner, depends non-monotonically on the mean flow velocity. This tendency
was assumed to be the result of a complex interaction between the swirling flow and the (steady)
combustion process. Thus, the derivative of the pressure drop with respect to the mean flow
velocity was negative under certain conditions. This derivative was then considered as a loss
coefficient for the acoustic field. The occurrence of instabilities is then explained by the negative
loss coefficient. It is remarkable that this implies that such a system can be unstable without
fulfilling Rayleigh’s criterion. More recent work focuses on acoustic modeling of annular com-
bustion chambers. Evesque and Polifke [35] derive a low order model in the frequency domain
for multi burner annular configurations. A time-domain model is demonstrated by Pankiewitz
and Sattelmayer [88].
Najm and Ghoniem (1995) [82] performed a numerical simulation of a dump combustor using
the random vortex method. Periodic heat release associated with periodic vortical structures
were found to be responsible for thermoacoustic instability. Fleifil, Annaswamy, Ghoniem and
Ghoniem [36] derived a model that relates the periodic heat release to fluctuations in the flame
front area in a similar manner as in [33]. The acoustic field is described in terms of propagating
Riemann invariants. The flame model is then, somewhat artificially, cast in a time lag model.
In a later report [5], the acoustic field is expressed in a modal expansion using the Galerkin
method. The flame model is essentially the same but represented in a more straightforward
manner. The resulting feedback model is of low order and is described as rational polynomials
in the Laplace coefficient, and is therefore suitable for control design (see the literature overview
in Chapter 6 for application of their model to controller design).
Baldini et. al. model the reaction zone of a premixed flame in a one-dimensional way. The
relevant thermodynamic and chemical quantities in the reaction zone are then expressed as low
order polynomials as a function of the axial coordinate. By expressing the dynamic equations
(in space and time) as functions of the polynomial coefficients, a low order ordinary differential
equation is obtained. This (non-linear) flame model is then coupled to the combustion chamber
acoustics. Time domain simulations indicated that the system was linearly unstable and ex-
hibited limit cycle behavior. It is quite remarkable and interesting that such a system becomes
unstable because neither flame area fluctuations nor equivalence ratio fluctuations are captured
in this model.
A number of papers by Krebs, Walz, Hoffmann and Walz et. al., focus on acoustics in annular
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gas turbine combustion systems. The influence of temperature distributions in the combustion
chamber, and of impedances at burner locations, is assessed numerically in [132]. A similar, but
more extensive analysis is performed in [64]. In this work, measured burner impedances (without
combustion) are included in the Finite Element analysis. Results are compared with measured
mode shapes and frequencies in a gas turbine combustion chamber. A time lag model with
distributed time delays is validated in [63]. The time delay distribution is obtained by CFD, the
transfer function between heat release and velocity fluctuations is determined experimentally on
a single burner test rig.
Apart form the previously mentioned contributions by Keller, Polifke and Ni, research interest
at ALSTOM (former ABB and ABB-ALSTOM) focused on:
• detailed experimental analysis of combustion instabilities
• experimental determination of transfer matrices
• analytic thermoacoustic flame models
• models for wave propagation in three-dimensional geometries
• active control of combustion instabilities
The fluid dynamic structure of combustion instabilities has been investigated experimentally by
means of phase locked imaging of the heat release process in a flame, together with water-channel
flow investigations. An important outcome of this work performed by Paschereit, Gutmark and
Weissenstein [92, 94] is that hydrodynamic flow instabilities observed in non reacting flow have
similar structure and similar Strouhal numbers as the combustion instabilities. The method to
obtain transfer matrices of flames experimentally has been discussed in detail in by Paschereit,
Polifke and Schuermans et. al. [95, 118, 90]. Analytic flame transfer functions have been derived
and compared to the experimentally obtained flame transfer functions [118, 117, 12, 37].
In this dissertation, a network model is used and the combustion zone is considered as a discon-
tinuity. The acoustic wave propagation is either modeled using a modal expansion technique or
described in terms of propagating waves. The advantage of a model that describes the prop-
agating waves is that the mean flow effect can be included in a straightforward manner. The
modal expansion technique used in this work does not take into account mean flow effects, but
has the advantage that it is numerically much more efficient, while the mean flow effect proved
to be negligible for the systems under consideration in this work. Note that the mean flow ef-
fects are taken into account on the boundaries and in the burner model. This is very important
when considering acoustic damping, because acoustic losses are mainly due to dissipation on
the boundaries and because of conversion of acoustic energy into vorticity at the burner exit.
The modes required for the modal expansion can either be obtained analytically or from a finite
element analysis. When using modes from finite element analysis, geometries of any complexity
can be modeled. The modal expansion approach is not restricted to one-dimensional acoustics
and therefore very usefull when modelling multi-burner combustion systems. The reaction zone
is modeled as a moving discontinuity, heat release fluctuations in this discontinuity are caused
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by acoustic fluctuations of the fuel to air ratio. The propagation velocity of the discontinuity
(the flame velocity) is considered to be dependent on the fuel to air ratio fluctuations. The
time delay between fuel injection and fuel consumption is taken into account as a distribution
of transport delay times. Because these delay times are not known a-priori they are obtained
by assuming a normal distribution of delay times, and by fitting the mean and standard devi-
ation of this distribution to measured flame transfer functions. The burner transfer function is
considered as an area discontinuity with mean flow. Such a model is mainly described by two
quantities: the “reduced length” which is a measure for the potential drop across the burner,
and a “loss coefficient” which is a measure for the acoustic dissipation in the burner. These
two quantities are obtained as well by curve fits to experimentally obtained transfer functions.
The models of all these sub-systems are represented as state-space representations and inter-
connected to obtain the model of the entire network system. A linear stability analysis can be
performed by solving for the eigenvalues of the homogeneous system. This is a straightforward
procedure because the system is represented in state-space. A time-domain analysis can be also
be performed, allowing for inclusion of non-linear saturation of the heat release. This model is
very computational efficient: even for very complex systems, all eigenvalues can be calculated
within seconds. This novel time domain network approach is a perfect basis for development of
active combustion control strategies.
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1.1.4 Active Control
One method to reduce acoustic pulsation amplitudes is by means of Active Instability Control
(AIC). A large number of papers exist on this topic, an overview is given in [10] and in chapter
6. In active control, a flow parameter is modulated continuously in order to reduce pulsation
levels in combustion systems. Closed loop active control relies on the principles of anti-sound. It
is realized by measuring the acoustic fluctuation, passing this signal to a controller and feeding
the resulting signal back to an actuator. In small scale facilities loudspeakers can be used to
modulate the airflow. Because of pressure levels, size and life time requirements this is not an
option in gas turbines. Because of the chemical energy content of the fuel, the effect of fuel
flow modulation is much stronger than airflow modulation. Therefore, fuel flow modulation
with fast actuation valves is generally preferred in industrial applications. From a controls
point of view, AIC is very challenging: it is very difficult to obtain satisfactory performance
because of large model uncertainties, large time delays, large noise levels and limited actuator
power (saturation). On the other hand, it has been shown experimentally that extremely simple
control strategies prove to be very effective. The reason is that the control objectives for AIC
are: stability and disturbance rejection. The disturbances are generally present in very narrow
frequency bands (resonance) thus the controller only needs to realize the desired objective in
these narrow bands. It is therefore much more challenging to realize AIC for a system with
low amplitude broadband pulsation behavior, than for a system with high amplitude narrow
peaks in the frequency spectrum. The active control algorithm can be either model-based or
adaptive. Model-based AIC has the advantage that it generally has better performance, provided
of course that a good model is available (which is generally not the case). Adaptive control has
the advantage that no model is required at all, and that the controller adapts automatically to
changes of the system. In this work, both approaches are used.
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1.2 Dissertation Overview
In this work a theoretical and experimental analysis of modeling and control of thermoacoustic
systems is given. In order to prevent these instabilities, it is useful to have a model that
predicts the behavior of the real system. This model can then be used to predict under what
conditions the system becomes unstable and design changes can be made accordingly. A different
approach is to make use of active control. In active control, a certain control parameter (such
as the mass flow of fuel) is modulated in order to interfere with the system and cancel the
oscillation. In feedback active control, the signal of a sensor that measures an acoustic quantity
such as the acoustic pressure, is sent to a control algorithm. This algorithm generates a signal
that controls an actuator that modulates the control parameter. When designing an active
control system it is useful to have a dynamic model of the system. This model can be used
to derive the control laws (model based control), or to test control algorithms that are self-
adaptive. Thermoacoustic systems, as they are encountered in gas turbine combustion chambers,
are typically of very complex nature, because they are the result of an interaction between
several physical mechanisms. These mechanisms involve acoustic wave propagation, unsteady
combustion, generation of mixture fraction waves, entropy waves, a strong turbulence field and
large-scale fluid dynamic structures. Because these mechanisms interact on a broad range of
length and time scales, it is very difficult (if not impossible) to derive a physical model from first
principles. This is why in this work a “systems approach” is used to model the thermoacoustic
phenomena in combustion systems. The underlying idea is to represent the entire system as a
network of sub-systems. The division in subsystems is then chosen such that each sub-system
can be represented in a simplified manner. In gas turbines, for example, the zone of heat release
is small with respect to the wavelength. It is thus convenient to model this heat release zone as
a spatial discontinuity, because the spatial dependence of the governing equations in the heat
release zone can then be neglected, which simplifies the analysis considerably. It is thus natural
to concentrate the heat release zone in one subsystem and the wave propagation in the volumes
in other subsystems.
This modular network approach is also convenient because it allows different modeling techniques
in the different network elements. This work demonstrates how the Finite Element Method,
analytical methods and experimental methods can be used to describe the dynamics of the
subsystems, and how to combine the sub-systems into one system interconnecting the different
sub-systems.
The governing equations relevant to different subsystems will be derived and discussed in Chapter
2. Relations will be given for acoustic wave propagation, with or without convective terms
and with or without periodic heat addition. Acoustic relations for wave propagation through
annular geometries with mean flow are derived. A modal expansion of the acoustic field will
be derived using Greens functions. This expansion is used later to obtain state-space models of
combustion chamber geometries. As mentioned before, the combustion zone can be considered
as zero-dimensional for low frequencies. Relations for one-dimensional acoustic jump conditions
relevant to premixed flames are therefore derived. The mean flow has only a weak effect on
wave propagation for small Mach number flows. However, the effect of the mean flow can be
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considerable on the boundaries of the system and in strong area discontinuities. Because the
burner (without combustion) can be considered an area discontinuity with mean flow, this will
be discussed as well in Chapter 2. All relations are derived starting from the conservation
equations of mass, energy, momentum, and a state equation. Then, assumptions are made
that are appropriate for the specific problem. After linearization, the acoustic relations are
obtained. In addition, an acoustic energy balance is derived for acoustic systems with periodic
heat addition.
Several mechanisms may cause unsteady heat release in the combustion zone and therefore drive
the system to instability. One of these mechanisms is due to the periodic change of area of the
heat release zone. Other mechanisms are based on periodic heat release due to interaction of
periodic vortical structures with the flame front. In this work, a model for premixed flames
has been derived that is based on the heat release associated with the periodic fluctuations of
the fuel mass fraction in the fuel-air mixture. This model, although zero-dimensional in nature,
includes three-dimensional effects due to the local flow field and flame shape. This model and a
comparison with experimental results is derived and discussed in Chapter 4.
A model of a subsystem can be obtained experimentally by a method referred to as the transfer
matrix measurement technique. The transfer matrix relates all acoustic quantities on the input to
the output of the element in a linear manner. For elements that are very difficult to model, such
as the complex interaction in the combustion zone, a model based on a measured transfer matrix
may be used. Such a measured transfer matrix can be included directly in the network system, or
may be used to gain understanding in the physical mechanisms in the sub-system. The measured
transfer matrix has been used to validate the analytical models obtained for the heat release
zone. After a thorough analysis of the validity of the measurement technique, the experimental
method was automated. A discussion of the transfer matrix measurement technique is given in
Chapter 3. The principles of this measurement technique were not developed in the course of
this work, but were the result of previous work. However, during this work the method has been
improved by applying a better cross correlation technique, an error analysis has been made and
the method has been validated. Moreover, the forcing, data acquisition and data processing has
been fully automated. In this way the transfer matrix of a full scale gas turbine burner has
been measured for a wide range of operating conditions, and proved in good agreement with the
derived flame model.
Special attention will be paid to multi-burner annular combustion chambers as they are encoun-
tered in modern gas turbines. It has proven to be very useful to model the (three-dimensional)
wave propagation in the combustion chamber using a modal expansion technique and by making
use of a state-space representation. By expressing all elements as state-space systems, the sta-
bility analysis of the interconnected systems is straightforward, time domain simulations can be
performed and non-linear system dynamics can easily be included. Moreover, this way of rep-
resenting the system is computationally very effective and robust. The network modeling has
been validated by comparison with analytical models, finite element results from commercial
software packages, and with results found in literature. The network modeling approach and its
application and validation are discussed in Chapter 5. Also in this chapter, is a discussion of
stability analysis of thermoacoustic systems. An atmospheric single-burner test facility with a
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full scale gas turbine burner has been modeled using this approach and proved to give excellent
agreement with experimental results. An interesting outcome of the time-domain simulations
of annular combustion systems is that under certain conditions the acoustic field starts rotat-
ing. This has also been observed experimentally. An analytical investigation of the non-linear
dynamics underlying this mechanism has been performed.
The test facility has been equipped with pressure transducers and a fuel flow actuator in or-
der to test active control strategies. The active control strategies are discussed in Chapter 6.
Two different strategies have been developed, simulated and tested. One strategy was to use
a controller that is model based. A network model of the combustion system was made us-
ing measured transfer matrices. Control laws were derived based on this model. The control
laws have been obtained making use of H∞ optimization. H∞ optimization is a mathematical
method to obtain the transfer function of a controller that minimizes the peak in the frequency
spectrum of the controlled system. These controllers have been tested successfully in simulation
and experiment. The disadvantage of a model-based controller is that the effectiveness of the
controller strongly depends on the accuracy of the model. The second strategy does not make
use of a model at all. In this method, a very generic control law is used. The controller has
some parameters that have to be tuned in order to reduce the acoustic amplitudes. The tuning
of these parameters was done by making use of an evolution strategy (or genetic algorithm).
This method has been tested as well and proved as effective as the model-based controller. The
control laws obtained for single burner configurations cannot be applied directly to multi-burner
configurations. Multi-burner configurations are governed by more complex (higher order) dy-
namics and it is therefore more difficult to obtain a robust control law. The controller is no
longer described by a single transfer function, but by a transfer matrix that has as many inputs
as sensors and as many outputs as actuators. A technique has been developed to significantly
reduce the effort to obtain a controller for such systems. This technique makes use of modal de-
composition (or spatial filtering) and modal recombination in order to obtain low-order control
laws. The technique proved very efficient in simulation, but has not been tested experimentally.
1.3 Objective
The goal of this work is to model and control the thermoacoustic dynamics of premixed combus-
tion systems. This work specifically applies to gas turbine combustion systems with turbulent,
premixed, swirl-stabilized flames.
Chapter 2
Relevant Acoustic Theory
2.1 Wave Equation
In this chapter, the equations for acoustic wave propagation in fluids will be derived. A similar
derivation of the acoustic wave equation can be found in any basic acoustics text book, it is
repeated here in order to emphasis and analyze the underlying assumptions that have been made
in these derivations. Although these assumptions generally hold for classical acoustic problems
such as propagation of small amplitude sound waves in air at ambient pressure and temperature,
care has to be taken when using the equations to describe wave propagation under conditions
encountered in a gas turbine combustion chamber. Starting from the conservation of mass,
equation of motion, energy conservation and the equation of state, the following relations are
found:
Continuity
∂ρ
∂t
+∇·(ρu) =W (2.1)
Momentum
ρ[
∂u
∂t
+ u · ∇u] +∇p = F (2.2)
Energy
ρT [
∂s
∂t
+ u · ∇s] = S (2.3)
State
p = p(ρ, s) (2.4)
In which W contains the mass source terms, F represents external body forces and viscous
effects and S represents heat addition and viscous effects. In absence of viscosity: S = Q˙,
in which Q˙ is the heat flux. The sources W , F and S are not independent: they depend on
each other and on T , ρ and u. In [29], the wave equation is derived taking into account the
contribution of all source terms. The equations become rather complex and the final equation
requires an iterative procedure to be solved. In this work, a different approach is used, the
entire system is considered to consist of different sub-systems that are coupled. In this section,
acoustic relations will be derived for a medium without viscous dissipation, no external body
15
16 CHAPTER 2. RELEVANT ACOUSTIC THEORY
forces, no mass addition and no heat input. These assumptions are clearly not valid for a gas
turbine combustion chamber. However, as will be discussed in section 5 the contribution of the
sources will be taken into account in other subsystems. In this way, the combustion process can
be represented as an interface separating the fresh mixture and the hot reaction products. The
heat addition to the system takes place at this interface. The acoustic field on both sides of the
interface does not need to contain a heat release source term because this is already taken into
account at the interface. With W , F and S set to zero, the wave equation can be obtained in a
straightforward way. Expressing the equation of state as:
Dp
Dt
= (
∂p
∂ρ
)s
Dρ
Dt
+ (
∂p
∂s
)ρ
Ds
Dt
, (2.5)
for isentropic conditions this yields:
Dp
Dt
= (
∂p
∂ρ
)s
Dρ
Dt
= c2
Dρ
Dt
, (2.6)
In which the speed of sound is defined by: c2 = (∂p∂ρ)s.
In acoustics, “small” fluctuations of pressure and density with respect to the mean values are
considered. If the fluctuations are sufficiently small, Eq. 2.1 and 2.2 can be linearized around
their mean values in order to describe the acoustic relations. The speed of sound is a quantity
that depends on the density and is thus generally not a constant. However, the effect of speed
of sound fluctuations depends on the second order [127] of the density fluctuations and can
therefore be neglected for small amplitudes.
If the acoustic amplitudes are large, the linearity assumption will not hold. The quadratic terms
will become large, and this will be manifested by the occurrence of non-linear harmonics: mul-
tiples of the excitation frequencies will be excited. The relative amount of harmonic distortion
for weak non-linear wave propagation in an infinite tube is given by [127]:
A1
A0
=
1
2

ω
c
L (2.7)
In which A0 and A1 are the amplitudes of the first and second harmonic,  is the ratio of the
non steady pressure amplitudes of the wave and the mean steady pressure, and L is the length
of wave propagation. The non-linearity is caused by the dependence of the speed of sound on
density fluctuations. A second, usually more important, effect is that the velocity fluctuations
are not small anymore with respect to the speed of sound, thus the group velocity depends on
the level of the fluctuations. For typical values of mean pressure, temperature, length scale, and
for typical amplitudes and frequencies, the nonlinear distortion will be very weak and can safely
be neglected.
Expressing pressure and density as the sums of their mean parts and fluctuating parts (p = p¯+p′
and ρ = ρ¯+ ρ′), assuming zero mean flow (u′ = 0 + u′), and substituting this into Eq. 2.1 and
2.2 and retaining only first order quantities yields:
acoustic continuity
∂ρ′
∂t
+ ρ¯∇ · u′ = 0 (2.8)
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acoustic momentum
ρ¯
∂u′
∂t
+∇p′ = 0 (2.9)
Tthe mean density and speed of sound in the acoustic momentum and continuity equations is
constant in time but can have spatial gradients: ρ = ρ(x).
By taking the time derivative of Eq. 2.8,
∂2ρ′
∂t2
+ ρ¯∇·∂u
′
∂t
= 0 (2.10)
and the spatial derivative of Eq. 2.9,
ρ¯∇∂u
′
∂t
+∇2p′ = 0 (2.11)
In the last equation, a spatial uniform density has been assumed. Combining Eqs. 2.10 and 2.11,
the wave equation is obtained:
∂2ρ′
∂t2
−∇2p′ = 0. (2.12)
By linearizing Eq. 2.6, a relation between the acoustic pressure and acoustic density is obtained:
p′ = c2ρ′. By making use of this relation, a more convenient expression of the wave equation is
obtained:
∂2p′
∂t2
− c2∇2p′ = 0. (2.13)
Note that it would have been more correct to use c¯ rather than c in Eq. 2.13. However, for ease
of notation, the symbol c will be used for the mean value of the speed of sound.
In a combustion system, the assumption of uniform density will generally not hold (it implies a
uniform temperature and thus a uniform speed of sound). The spatial variance of the temper-
ature in a practical combustion system is generally small compared to its mean. Because the
speed of sound depends on the square root of the temperature, the error in the speed of sound
is
√
1 + ∆TT − 1. The spatial temperature distribution in the combustor can be assumed to be
well below 10%, this would cause an error in the speed of sound of less than 5%.
2.2 Wave Equation Including Fluctuating Heat Release
When heat is periodically added to the medium, the isentropic relation between pressure and
density fluctuations (Eq. 2.6) may not be used because the second term in Eq. 2.5 will not vanish.
Under the assumption of zero mean flow, this term can be written as:
(
∂p
∂s
)ρ
Ds
Dt
= (
∂p
∂s
)ρ
∂s
∂t
= (
∂p
∂T
∂T
∂s
)ρ
∂s
∂t
= (
∂p
∂T
T
∂T
∂Q
)ρ
1
T
∂Q
∂t
=
R
Cv
∂Q
∂t
= (γ − 1)∂Q
∂t
(2.14)
Use has been made here of: ∂s = ∂QT ,
(
∂Q
∂T
)
ρ
= ρCv and of pρT = R.
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Thus, if heat release fluctuations are present, the relation between acoustic pressure and density
is obtained by substituting Eq. 2.14 into Eq. 2.5 and linearizing the result. Making use of the
definition of the speed of sound, the following relation is obtained:
∂p′
∂t
= c2
∂ρ′
∂t
+ (γ − 1)Q˙′ (2.15)
This can be considered a correction to the acoustic state equation due to the presence of heat
release.
After substitution into the wave equation (Eq. 2.12) the wave equation with non-steady heat
release source term is obtained:
∂2p′
∂t2
− c2∇2p′ = (γ − 1)∂Q˙
′
∂t
. (2.16)
Note that in deriving this equation it is assumed that no gradients of the mean flow quantities are
present. This is rather unrealistic in the presence of combustion because the mean heat release
will introduce a mean temperature difference across the flame. Nevertheless, this equation is
useful because it provides good insight into the thermoacoustic phenomenon. However, the
equation in this form will not be used in this work to model the thermo-acoustic interaction.
A more rigorous derivation of the wave equation with heat release source term, mean flow,
temperature gradients and without small amplitude restriction is given in an analysis by Candel
et. al. [19] and by Culick [29].
2.3 Convective Wave Equation
In this section, relations for the wave equation in the presence of a constant, uniform mean flow
will be derived. This is done by using a coordinate transformation in Eq. 2.12. The velocity field
is thus considered to be a superposition of a constant mean flow (u¯) and a fluctuating (acoustic)
part (u′). Note that u′ is not required to be small compared to u¯.
x˜ = x+ u¯t (2.17)
t˜ = t (2.18)
The relation between the differential operators in both coordinate systems is then:
∇ = ∂t˜
∂x
∂
∂t˜
+
∂x˜
∂x
∇˜ = ∇˜ (2.19)
∂
∂t
=
∂t˜
∂t
∂
∂t˜
+
∂x˜
∂t
∇˜ = ∂
∂t
+ u¯ · ∇˜ (2.20)
Substituting Eq. 2.19 and Eq. 2.20 into the wave equation (Eq. 2.12) yields the convective wave
equation:
(
∂
∂t
+ u¯ · ∇)2p′ − c2∇2p′ = 0, (2.21)
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where for ease of notation the tildes have been dropped.
This equation is separable in the usual coordinate systems. For coordinates (x = ξ1, ξ2, ξ3)
solutions exist of type F1(ξ1)F2(ξ2)F3(ξ3). Each of these solutions is called a mode. If the
boundaries of the volume are applied at surfaces ξi = constant, equations Fi are decoupled.
This means that the acoustic field retains its shape in a direction parallel to this boundary.
From a mathematical point of view, it is very convenient to choose a coordinate system in which
the boundary conditions are imposed on planes at ξi =constant. This is because the solutions
then form a complete basis by which any other solutions can be represented [111].
Applying the same coordinate transformation to Eq. 2.9 yields the acoustic convective momentum
equation:
ρ(
∂
∂t
+ u¯ · ∇)u′ +∇p′ = 0 (2.22)
Solution in One Dimension
Evaluating the convective wave equation in one dimension yields a very compact solution in
terms of up-stream and down-stream traveling waves, or characteristics. These waves origi-
nate mathematically as integration constants (or Riemann invariants) when solving the wave
equation. Expressing the acoustic pressure with separated space and time dependence and
considering the dependence on frequency ω and on wave number k:
p′ = pˆ ei ω t−ik x = pˆ(s, κ) es t+κ x, (2.23)
in which s = i ω is the temporal Laplace coefficient, and κ = −i k its spatial equivalent.
Substituting this expression for p′ into the convective wave equation:
(s+ u κ)2 p′ − c2 κ2 p′ (2.24)
and solving for κ, yields two solutions:
κ± =
±s
c∓ u (2.25)
The expression for the acoustic pressure is then a linear combination of these two solutions:
p′(x, t) = C+es t+κ+ x + C−es t+κ− x (2.26)
In which C± are two integration constants. This is a general solution of the homogeneous one-
dimensional acoustic wave equation with mean flow. The value of these integration constants (or
Riemann invariants) depends on the boundary and initial conditions of the given problem. Note
that the integration constants C± are frequency dependent (dependent on s). This solution can
be interpreted as the sum of two waves traveling in opposite directions. This can best be seen
by substituting the relation for the wave number (2.25) into Eq. 2.26:
p′(x, t) = C+es(t+
x
c−u ) + C−es(t−
x
c+u
) (2.27)
20 CHAPTER 2. RELEVANT ACOUSTIC THEORY
Thus C+ propagates upstream with a velocity c − u, while C− propagates downstream with
velocity c + u. For ease of notation, the upstream traveling wave, or Riemann invariant, is
termed g, while the downstream traveling component is denoted as f . A subscript indicates its
axial position: fj = 1ρ c C−e
s(t− xj
c+u
) = fo e
s(t−xo−xj
c+u
) and similar for g. Thus the acoustic pressure
can be written as: p′ = ρ c (f + g), the choice of the scaling factor ρc will become apparent from
next equation.
The acoustic velocity can be obtained by substituting the solution for the wave number (Eq. 2.25)
and the pressure (Eq. 2.27) into the momentum equation (Eq. 2.22):
ρ(
∂
∂t
+ u
∂
∂x
)u′ +
∂
∂x
p′ = 0 (2.28)
ρ(s+ u κ)u′ + κp′ = 0 (2.29)
u′ =
p′
ρ
−1
s
κ + u
(2.30)
=
−1
ρ
{
1
s
κ+
+ u
C+e
s t+κ+ x +
1
s
κ− + u
C−es t+κ− x
}
(2.31)
=
−1
ρ
{
1
c
C+e
s t+κ+ x − 1
c
C−es t+κ− x
}
(2.32)
= f − g (2.33)
Thus, very simple relations are found between Riemann invariants and the acoustic pressure
and velocity:
[
pˆ
ρc
uˆ
]
=
[
1 1
1 −1
] [
fˆ
gˆ
]
, (2.34)[
fˆ
gˆ
]
=
1
2
[
1 1
1 −1
] [
pˆ
ρc
uˆ
]
. (2.35)
The relation between Riemann invariants at two positions in a straight, one-dimensional duct
with mean flow can be expressed using Eq. 2.27:[
fˆj
gˆj
]
=
 e−sxj−xic+u 0
0 es
xj−xi
c−u
 [ fˆi
gˆi
]
. (2.36)
With Eqns. 2.34-2.36 a conversion between the Riemann invariants and acoustic pressures and
velocities can be performed at any location in a duct. These properties will be used in section
3 where the Riemann invariants will be estimated from multiple pressure signals.
In one-dimensional acoustics, the ratio between Riemann invariants is refered to as a reflection
coefficient R, for the upstream side:
R(ω) =
fˆ(ω)
gˆ(ω)
, (2.37)
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and for the downstream side:
R(ω) =
gˆ(ω)
fˆ(ω)
. (2.38)
The name reflection coefficient is somewhat misleading because it is not really a coefficient, but
a (complex valued) frequency dependent function. Similary, impedances can be defined as the
ratio between acoustic pressure and acoustic velocity. The acoustic velocity is generally taken
to be orthogonal to the bounding surface and pointing out of the volume:
Z(ω) =
pˆ
ρc uˆ
(2.39)
For one-dimensional acoustics with a global coordinate system, the relations for the upstream
side become:
Zup(ω) =
pˆ(ω)
−ρc uˆ(ω) , (2.40)
and for the downstream side:
Zdown(ω) =
pˆ(ω)
ρc uˆ(ω)
. (2.41)
Note that the conversion between impedance and reflection coefficients can be made as follows:
Zup =
1
ρ c
Rup + 1
Rup − 1 (2.42)
Zdo = − 1
ρ c
Rdo + 1
Rdo − 1
Rup = −Zup − 1
Zup + 1
Rdo =
Zdo − 1
Zdo + 1
(2.43)
The factor ρc is referred to as the characteristic impedance.
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2.4 Convective Wave Equation for Annular Ducts
Many modern gas turbines have annular combustion chambers. Therefore, special attention will
be paid to wave propagation in annular channels. In typical combustion chamber geometries
the difference between the inner and outer diameters of the annulus is small compared with the
mean diameter of the annulus. Therefore, a Cartesian system of coordinates is chosen where: x
is the axial coordinate, y the azimuthal coordinate and z the radial coordinate, as depicted in
Fig. 2.1. Thus the annular volume is approximated by a rectangular volume being periodic in
the azimuthal direction 1
Figure 2.1: System of coordinates for annular ducts.
For a mode defined by the wave numbers kx, ky, kz, the acoustic pressure can be expressed as a
Fourier integral:
p′(t, x, y, z)
ρc
≡
∫ ∞
−∞
pˆ(ω) eiωt−ikxx−ikyy−ikzzdω. (2.44)
with p′ ∈ R and pˆ ∈ C and thus pˆ(−ω) = pˆ∗(ω), in which ∗ denotes the complex conjugate.
Note that according to this definition, pˆ(ω) is the Fourier transform of p′(t) scaled by the
characteristic impedance ρc. Substituting Eq. 2.44 into Eq. 2.21, assuming a uniform mean-flow
in axial direction and solving for kx yields:
k±x =
−kM ±
√
(M2 − 1)(k2y + k2z) + k2
1−M2 (2.45)
The general solution of the wave equation in the Cartesian coordinate system is given by:
1An exact representation of the acoustic field in an annulus can be obtained using cylindrical coordinates, the
difference is, however, minimal. Use of Cartesian coordinates avoids the use of Bessel functions.
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p(x, y, z, t) = (C1e−ikx + C2e+ikxx)(e−ikyy + C3e+ikyy)(e−ikzz + C4e+ikzz)e+iωt, (2.46)
in which C1,2,3,4 are integration constants.
Because of periodicity in the azimuthal (y) direction:
p(x, y, z) = p(x, y + piD, z), (2.47)
and
∂p(x, y, z)
∂y
=
∂p(x, y+ piD, z)
∂y
, (2.48)
with D the (average) diameter of the annulus. Substituting the periodicity conditions in the
solution of the wave equation and solving for ky yields:
ky =
2n
D
n ∈ Z (2.49)
The wave number in the radial direction can be found by applying rigid wall boundary conditions.
These conditions imply that fluid velocity in the direction normal to the wall is zero at the wall.
Because,
u =
1
iρk
∇p (2.50)
it follows that in the radial direction:
∂p(x, y, z = 0)
∂z
=
∂p(x, y, z = h)
∂z
= 0, (2.51)
with h denoting the height of the annulus.
Substituting these boundary conditions into equation 2.46 yields:
C4 = 1; kz =
mpi
h
m ∈ N (2.52)
Because C4 is solved for, the dependence of the acoustic pressure on the radial direction is given
by:
p′(x, y, z, t) = p(x, y, t)cos(
mpi
h
z). (2.53)
Thus, the pressure distribution in the radial direction for m 6= 0 is always such that a maximum
of the absolute value is found on the annulus walls, and a minimum halfway between the walls.
In the azimuthal direction such a fixed distribution does not exist, because the value of C3 is
not known a-priori. If the boundary condition in the longitudinal direction is independent of
the y-coordinate, then the distribution of the pressure amplitudes in the y-direction can only be
obtained if the excitation of the system is known.
Assuming harmonic time dependence: p′ = pˆ e+iωt, the general solution of the wave equation in
an annular duct is thus:
pˆ
ρc
=
M∑
m=0
N∑
n=0
(r++ + r+− + r−+ + r−−)cos(
mpi
h
z) (2.54)
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with
r±± = R
(n,m)
±± e
−ik±x x−i±2nD y (2.55)
k±x =
−ω
c M ±
√
(M2 − 1)((±2nD )2 + (mpih )2) + (ωc )2
1−M2 (2.56)
Because the mode n = 0 has a uniform distribution in the y-direction, and is thus independent
of the y-coordinate, Eq. 2.54 can be written as:
pˆ
ρc
=
∞∑
m=0
{F e−ik+x x + G e−ik−x x +
N∑
n=1
(r++ + r+− + r−+ + r−−)}cos(mpi
h
z) (2.57)
The terms r±± can be physically interpreted as four waves traveling in up- and down- stream
directions with positive and negative senses of rotation.
Relations for the acoustic velocities can be obtained by substituting Eq. 2.54 into Eq. 2.22.
Considering mean flow in the axial direction only, u′x, u′y and u′z can be solved for by making use
of the fact that the velocity field and the pressure field have the same space and time dependence.
uˆx =
∞∑
m=0
∞∑
n=0
{ k
+
x
k −Mk+x
(r++ + r+−) +
k−x
k −Mk−x
(r−+ + r−−)}cos(mpi
h
z) (2.58)
uˆy =
∞∑
m=0
∞∑
n=1
{ 2n/D
k−Mk+x
(r++ − r+−) + 2n/D
k −Mk−x
(r−+ − r−−)}cos(mpi
h
z) (2.59)
uˆz =
∞∑
m=1
∞∑
n=0
{ mpi/h
k −Mk+x
(r++ − r+−) + mpi/h
k −Mk−x
(r−+ − r−−)}cos(mpi
h
z) (2.60)
As can be seen, the azimuthal velocity (v′) is zero for n = 0, which is consistent with plane wave
theory. The axial velocity (uˆ) can be rewritten as:
uˆx =
∞∑
m=1
{
k+x
k −Mk+x
F e−ikx+x +
k−x
k −Mk−x
G e−ikx−x +
+
∞∑
n=1
( k+x
k −Mk+x
(r++ + r+−) +
k+x
k −Mk+x
(r−+ + r−−)
)}
cos(
mpi
h
z) (2.61)
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2.5 Acoustic Energy Conservation
When analyzing thermoacoustic systems such as gas turbines, it is very important to consider
the acoustic energy balance of the system. The acoustic energy balance is closely related to the
stability of the system. If the net flow of acoustic energy into the system (averaged over space
and time) is positive, acoustic energy is accumulated which will result in continuously increasing
acoustic amplitudes. In this case, the system is said to be unstable. The acoustic energy balance
will be derived here for a system with zero mean flow. This is, however, a dangerous assumption.
In a combustion chamber, mean flow will always be present. Although the effect of the mean
flow on wave propagation may often be neglected, the effect on the boundaries and especially
on the energy balance can not be neglected. The energy balance with mean flow (but without
heat release) can be found in [111]. However, in order to get insight into the general behavior
of thermoacoustic systems, it is useful to investigate the simplified energy balance, without
mean flow. This balance can easily be obtained by making use of the acoustic continuity and
momentum equation and substituting the non-isentropic relation between acoustic pressure and
density (Eq. 2.15):
acoustic continuity
∂ρ′
∂t
+ ρ¯∇ · u′ = (γ − 1)Q˙′ (2.62)
acoustic momentum
ρ¯
∂u′
∂t
+∇p′ = 0 (2.63)
Multiplying the continuity equation by p
′
ρ¯ , and the momentum equation by u
′, and taking the
sum of these two results yields (after some manipulation):
1
2c2ρ¯
∂(ρ′)2
∂t
+
ρ¯
2
∂(u′)2
∂t
+∇·(ρ′u′) = p
′
ρc2
(γ − 1)Q˙′ (2.64)
Which can be recognized to be an energy balance [111]. This can be written more conveniently
as:
∂E
∂t
+∇ · I = (γ − 1)p
′Q˙′
ρc2
, (2.65)
E = p
′2
2c2ρ¯
+
ρ¯u′2
2
,
I = p′u′.
In which E will be referred to as the acoustic energy density, and I the acoustic energy flux.
From this expression the Rayleigh criterion can easily be understood: if heat release and pressure
are in phase, the right-hand side of Eq. 2.65 becomes positive, and thus the energy density will
increase locally. On the other hand, if the heat release is out of phase with pressure, the energy
density decreases locally. In order to investigate the energy flows of a system, Eq. 2.65 has to
be integrated over the volume:
d
dt
∫ ∫ ∫
V
Edx =
∫ ∫ ∫
V
(γ − 1)p
′Q˙′
ρc2
dx−
∮
S
I · n dxS. (2.66)
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In which the normal (n) points out of the volume.
By considering harmonic fluctuations, this expression can be given a frequency domain inter-
pretation. To do so, the acoustic pressure is expressed as: p′(t) = 12 pˆe
i ω t + 12 pˆ
∗e−i ω t, and
similar for the acoustic velocity and heat release rate. Substituting this relation into Eq. 2.66
and integrating over one period of oscillation (T = 2piω ) yields:
∆E = 1
T
∫ t
t−T
∫ ∫ ∫
V
Edx dt
=
1
4T
∫ t
t−T
∫ ∫ ∫
V
(γ − 1)
ρc2
(pˆei ω t + pˆ∗e−i ω t)( ˆ˙Qei ω t + ˆ˙Q
∗
e−i ω t)dx dt+
− 1
4T
∫ t
t−T
∮
S
(pˆei ω t + pˆ∗e−i ω t)(uˆei ω t + uˆ∗e−i ω t) · n dxS dt
=
1
4
∫ ∫ ∫
V
(γ − 1)
ρc2
(pˆ ˆ˙Q
∗
+ pˆ∗ ˆ˙Q)dx− 1
4
∮
S
(pˆuˆ∗ + pˆ∗uˆ) · n dxS . (2.67)
The relation between the acoustic pressure and velocity can be expressed as an impedance:
Z(ω) = pˆuˆ·n . In a similar manner, the relation between heat release rate and acoustic pressure can
be expressed as a transfer function FQp =
ˆ˙Q
pˆ . Note that linearity is assumed when expressing the
relation as transfer functions. Substituting these relations into Eq. 2.67 the following expression
is obtained for the energy increment over one period of oscillation:
∆E = 1
2
(γ − 1)
ρc2
∫ ∫ ∫
V
|pˆ|2<(FQp)dx− 12
∮
S
|pˆ|2<( 1
Zup
) dxS. (2.68)
The real part of the impedance of a boundary is always positive if no external energy addition
takes place on the boundary. Thus the second part of the right hand side of equation 2.68 is
always a loss term. The first term will add energy to the system if the real part of FQp is positive
(if the absolute value of the phase is smaller than pi/2), this term will dissipate energy if the real
part is negative (if the absolute value of the phase is larger than pi/2). The system is unstable
if ∆E is positive.
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2.6 Modal Expansion Using Green’s Function
The response to acoustic sources on the boundary or within a volume can be expressed con-
veniently by making use of Green’s functions and modal expansion. The derivation given here
follows the approach described in [79, 78]. This representation will later prove to be very useful
in obtaining acoustic input-output relations of a volume. These acoustic transfer functions, will
form the basis of the acoustic network models.
Starting from the wave equation with a heat release rate source term (Q˙), but in absence of
mean flow (Eq. 2.16), and writing the contribution of the heat release rate as h = −(γ − 1)∂Q˙′∂t :
c2∇2p′ − α ∂p
′
∂t
− ∂
2p′
∂t2
= h, (2.69)
nˆ · ∇p′ = −f,
f(t < 0) = 0,
h(t < 0) = 0.
In which f(t) is a source on the boundary and h(t) a source in the volume. The unit vector (nˆ)
points out of the volume, perpendicular to the boundary. Note that a damping term (α) has
been introduced, this term accounts for dissipation of acoustic energy.
After applying the Fourier transform to 2.69:
c2∇2pˆ− i αωpˆ+ ω2pˆ = hˆ (2.70)
nˆ · ∇pˆ = −fˆ
A solution can be obtained by making use of Green’s function. The Green’s function is a solution
of Eq. 2.69 in which f = 0 and h = δ(x− x0)δ(t− t0). The Dirac delta function δ(x− x0) is a
function which is zero for all values of x and for all instances of time except at x = x0, t = t0,
where it is infinite. Thus the Green’s function G(x|x0, t) can be considered as the response of the
system at x to an impulse in space and time at (x0, t0). The Green’s function can, for example, be
used to analyze how an acoustic (impulse) disturbance introduced at one point in the volume at
t = 0 evolves in space and time. However, the applications of Green’s function reach much farther
than this. This can be understood by considering that any function h(t,x) can be considered as
an infinite sum of impulses in space and time: h(t,x) =
∫
V
∫∞
t0
h(x0, t0)δ(t− t0)δ(x−x0)d t0dx0.
This makes clear that any solution of Eq. 2.69 can be expressed as an integral of infinite impulse
responses. To demonstrate this, the derivation presented in [79] is used, it starts with the wave
equation with an impulse at h = δ(x− x0)δ(t− t0):
c2∇2G(x, t|x0, t0)− α ∂G(x, t|x0, t0)
∂t
− ∂
2G(x, t|x0, t0)
∂t2
= δ(x− x0)δ(t− t0), (2.71)
nˆ · ∇G(x, t|x0, t0) = 0,
(2.72)
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Upon Fourier transformation:
c2∇2Gˆ(x|x0)− i ωαGˆ(x|x0) + ω2Gˆ(x|x0) = δ(x− x0) e−iωt0 (2.73)
nˆ · ∇Gˆ(x|x0) = 0 (2.74)
Note that the Fourier transform of a Dirac delta was introduced in this step: F{δ(t − t0)} =
e−i ωt0 . The usual way to proceed is to multiply Eq. 2.70 with G(x|x0), subtract Eq. 2.73
multiplied by pˆ(x) and integrate over the volume:
∫ ∫ ∫
V
c2(Gˆ∇2pˆ−pˆ∇2G)dx+
∫ ∫ ∫
V
(ω2+i ωα)(Gˆpˆ−pˆGˆ)dx =
∫ ∫ ∫
V
(Gˆ hˆ−pˆδ(x|x0) e−iωt0)dx
(2.75)
In this step it becomes apparent why the Fourier transforms of Eqns. 2.73 and 2.69 have been
taken: the multiplication operation can be done in the frequency domain only, because in the
time domain, a convolution integral should have been evaluated. Because G and p are scalar
functions, Gˆ pˆ = pˆ Gˆ and, therefore, the second term on the left hand side vanishes. Green’s
second theorem can now be applied to the first term and, by making use of the properties of an
integral over Dirac’s delta, Eq. 2.75 can be written as:∮
S
c2(Gˆ(x|x0)∇pˆ− pˆ∇Gˆ(x|x0)) · nˆ dxs =
∫ ∫ ∫
V
Gˆ(x|x0)h(x)dx− pˆ(x0) e−iωt0 (2.76)
Substituting the boundary conditions nˆ · ∇pˆ = −fˆ and nˆ · ∇G(x|x0) = 0 into Eq. 2.76 yields:
pˆ(x0) = e−iωt0
∫ ∫ ∫
V
Gˆ(x|x)hˆ(x)dx0 + e−iωt0
∮
S
c2 Gˆ(xs|x0)fˆ(xs)dxs (2.77)
Because the delay e−iωt0 multiplies both terms in Eq. 2.77, the value of t0 can, without loss of
generality, be set to zero.
As demonstrated in [78], the Green’s function satisfies a reciprocity condition: G(x, t|x0, t0) =
G(x0,−t0|x,−t). The Fourier transform of G is obtained as:
Gˆ(x|x0) =
∫ ∞
−∞
G(x, t|x0, t0)e−iωtd t (2.78)
=
∫ ∞
−∞
G(x0,−t0|x,−t)e−iωtd t (2.79)
= Gˆ(x0|x) (2.80)
And thus, in the frequency domain, the reciprocity condition reduces to: Gˆ(x|x0) = Gˆ(x0|x).
Hence a solution for pˆ in the domain V is obtained:
pˆ(x) =
∫ ∫ ∫
V
Gˆ(x|x0)h(x0)dx0 +
∮
S
c2 Gˆ(xs|x0)fˆ(xs)dx0,s. (2.81)
In order to make this equation useful, an expression for G has to be found. A convenient way
to proceed is to express G in an eigenfunction expansion. The eigenfunctions (modal functions)
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are orthogonal and form a complete set. Therefore, any function that fulfills the homogeneous
boundary conditions can be expressed as a linear combination of the eigenfunctions:
G(x|x0, t) =
∞∑
n=0
ηn(t)ψn(x), (2.82)
or, in the frequency domain.
Gˆ(x|x0, ω) =
∞∑
n=0
ηn(ω)ψn(x). (2.83)
With eigenfunctions (ψn) satisfying:
c2∇2ψ + ω2ψ = 0, (2.84)
nˆ · ∇ψ = 0, (2.85)
and ∫ ∫ ∫
V
ψm(x)ψn(x)dx = Λδmn. (2.86)
In which δmn is the Kronecker delta, it is unity for m = n and zero if m 6= n. Note that because
the original problem (Eq. 2.69) is causal, ηn(t < t0) = 0.
Substituting the modal expansion of Green’s function into Eq. 2.73, multiplying by ψm and
integrating over the volume yields:
∫ ∫ ∫
V
c2 ψm
∞∑
n=0
ηn∇2ψndx0+(ω2−i ωα)
∫ ∫ ∫
V
ψm
∞∑
n=0
ηnψndx0 =
∫ ∫ ∫
V
ψm(x)δ(x−x0)dx0
(2.87)
Substituting c2∇2ψn = −ω2nψn (Eq.2.84), making use of the properties of an integral over the
Dirac delta and of the properties of an orthogonal function (Eq. 2.86), then solving for ηn yields:
ηn =
1
Λ
ψn(x0)
ω2 − i ωα− ω2n
(2.88)
Substituting this result into Eq. 2.83, Gˆ can be written as:
Gˆ(x|x0) =
∞∑
n=0
ψn(x)ψn(x0)
Λ(ω2 − i ωα− ω2n)
(2.89)
And, finally, the pressure fluctuations can be expressed as a function of the eigenfunctions,
eigenfrequencies and sources by substitution of Eq. 2.89 into Eq. 2.81:
pˆ(x) =
∞∑
n=0
ψn(x)
Λ(ω2 − i ωα− ω2n)
{∫ ∫ ∫
V
ψn(x0)hˆ(x0)dx0 +
∮
S
c2 ψ(xs)fˆ(xs)dx0,s
}
. (2.90)
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So, if the sources in a volume are known, Eq. 2.89 can be used to calculate the acoustic
pressure in the volume. The eigenfunctions and frequencies can be obtained analytically for
simple geometries, or numerically (e.g. Finite Element Method) for more complex systems.
Note that the eigenvalues of Eq. 2.90 are all stable if α > 0 (positive damping) thus =ω < 0
(the inverse Fourier transform of Eq. 2.90) may then be used [57] to obtain the time domain
signal (p(t)) from pˆ(ω). Note that this also implies that Eq. 2.90 is causal [57]. The solution is
straightforward if the sources do not depend on the acoustic field. Therefore, it is useful to make
a distinction between dependent and independent acoustic sources. An independent source is
not affected by the acoustic field and can be considered as an external 2, independent input.
In thermoacoustic systems, a heat-release source term will be present. This source term will
generally have a dependent and an independent part. The independent part of the heat release
is caused by turbulent processes that are invariant to acoustic perturbations. The heat release
that depends on the acoustic field is the cause of thermoacoustic instabilities. The dependence
of the heat release fluctuations on the acoustic field is described by the flame transfer function.
2.6.1 State-Space Representation
In Eq.2.90, the sum over an infinite number of modes is taken. Depending on the frequency
range of interest, a limited number of modes is sufficient to represent the system. For N modes,
the order of the differential equation Eq.2.90 is 2N . A differential equation of any order can
be represented as a system of first order differential equations. These state-space systems, as
they are termed, will then have as many dynamic variables (states) as the order of the original
system. It will be demonstrated here how a system like Eq.2.90 can be treated as a state space
system. Equation. 2.88 can be written in the time domain as:
−η¨n = α η˙n + ω2n ηn +
ψn(x0)
Λ
, (2.91)
in which the dot represents a time derivative and the double dot the second time derivative.
The equivalent first order system (or state space representation) is given by:
∂
∂t
[
ηn
η˙n
]
=
[
0 1
−ω2n −αn
][
ηn
η˙n
]
+
1
Λ
[
0
−ψn(x0)
]
, (2.92)
or, for modes up to N:
2The word external should be interpreted from a systems point of view, it has no geometrical interpretation!
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∂
∂t

η0
η˙0
η1
η˙1
...
ηN
η˙N

=

0 1
−ω20 −αn
0 1
−ω21 −αn
. . .
0 1
−ω2N −αn


η0
η˙0
η1
η˙1
...
ηN
η˙N

+
1
Λ

0
−ψ0(x0)
0
−ψ1(x0)
...
0
−ψN(x0)

.
(2.93)
The vector ~η = [η0 η˙0 · · · ηN η˙N ]T is referred to as the state vector. Using similar notation for
the mode functions: ~ψ(x) = −[ψ0(x) 0 · · · ψN(x) 0] and ~ψ∗(xs) = [0 ψ0(xs)Λ0 · · · 0
ψN (xs)
ΛN
], the
Green’s function up to mode N can simply be expressed as:
Gˆ(x|x0, t) = ~ψ(x) ~η (2.94)
This equation, together with Eq. 2.93 is the state space representation of the Green’s function,
it is exactly equal to Eq. 2.89 for N =∞.
This representation of the Green’s function will be used to express Eq. 2.90 in state-space. In
order to avoid the integrals, the source terms are spatially discretised. The discrete points
where the sources are applied are gathered in a vector and are denoted as: ~xs for sources on the
boundary, and ~x0 for sources within the volume. Here, only surface integrals will be considered
(the volume integrals can be treated in the same manner). The integral in Eq. 2.90 for one mode
then reduces to c2 ψ(~xs) f(~xTs ) · af (~xTs ), in which af is the area associated with the discrete
point. For an exact representation, the vector ~xs is of infinite length. For practical applications,
a finite length vector will be used. The discretization should then be chosen such that it is small
compared to the largest wave length. All modes can now be combined in matrices Ψ, then by
making use of Eqs. 2.94 and 2.93, the relation for the acoustic pressure (Eq. 2.90) as a function
of sources on the boundary can be written as:
∂
∂t
~η(t) = A ~η(t) + c2Ψ∗(~xTs ) fa(~x
T
s , t) (2.95)
p′(~xT , t) = Ψ(~xT) ~η(t), (2.96)
in which fa = af · f , and A is the square matrix in Eq. 2.93.
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2.7 Area Disconitinuities
In this section, the acoustic relations across a compact area change or discontinuity are derived.
Such an element is of special importance because the burner can be regarded (from an acoustic
point of view) as an area discontinuity, provided the frequency range of interest is sufficiently
low (to ensure compactness). In order to simplify the analysis, incompressibility of the fluid is
assumed. In an acoustic network approach, several elements are interconnected. When intercon-
necting two elements, the area of the two “interconnection surfaces” should be equal. If these
areas are not equal, appropriate correction for the area change should be used. In a first ap-
proximation, continuity of mass and pressure could be applied. Which, in a linearized approach
would yield the static equations: ||Au′ ||21 = 0 and || p′ ||21 = 0. Later, it will be shown that this
approximation is valid for very low frequencies. For higher frequencies, the inertia of the fluid
in the “area change element” should be taken into account. Writing the momentum equation
without external forces as:
∂u
∂t
= −u · ∇u− 1
ρ
∇p (2.97)
Making use of the relation u · ∇u = 12∇u2 + ω × u, the momentum equation is written as:
∂u
∂t
= −1
2
∇u2 − ω × u − 1
ρ
∇p. (2.98)
Assuming irrotational flow (ω × u = 0) and thus defining the velocity as the gradient of the
potential function u = ∇ϕ, yields:
∂∇ϕ
∂t
= −1
2
∇u2 − 1
ρ
∇p. (2.99)
For incompressible flow, the density is constant, thus integration yields (for the one-dimensional
case):
∂||ϕ ||21
∂t
= −1
2
|| u2 ||21 −
1
ρ
|| p ||21. (2.100)
The potential drop can be written as the integral over the velocity:
||ϕ ||21 =
∫ 2
1
∇ϕdx =
∫ 2
1
u dx (2.101)
By substituting the continuity condition (u(x) = u1 A1A(x)), an expression for the potential drop
is found:
||ϕ ||21 = u1
∫ 2
1
A1
A(x)
dx = Lequ1. (2.102)
Here Leq is the equivalent length, it is a measure for the amount of mass that is accelerated due
to the area change. Linearizing Eq. 2.100 and substituting Eq. 2.102:
Leq
∂u′1
∂t
= −|| u¯u′ ||21 −
1
ρ¯
|| p′ ||21. (2.103)
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Or, equivalently:
Leq
∂u′1
∂t
+ u¯1((
A1
A2
)2 − 1)u′1 = −
1
ρ¯
|| p′ ||21. (2.104)
This equation is valid in one-dimensional, incompressible, isentropic, irrotational flow without
external forces, and therefore represents the unsteady compact potential field. Because the
acoustic field can be considered the unsteady (velocity) potential field, this equation is suitable
to describe smooth, compact area changes. The compactness requirement is fulfilled if the
Helmholtz number is much smaller than unity: He = ωLc  1, in which L is a typical length
scale associated with the area change. The velocity is the gradient of the potential. Because
the gradient may become infinite at discontinuities such as sharp edges, and discontinuities, the
velocity may (based on potential theory) become infinite at the discontinuities. In a real fluid,
viscosity will always play a significant role if velocity is sufficiently large. Because of viscosity,
shear forces near the sharp edges will act on the fluid, resulting in a fluid that is no longer
irrotational. Because of this process, part of the acoustic energy will be converted into vorticity.
It is very difficult to describe this process in detail. Therefore, a loss coefficient ζ is introduced,
such that || p¯ ||21 = 12ρζu¯2. Thus, a compact area change with viscous loss may be described
acoustically as:
Leq
∂u′1
∂t
+ u¯1((
A1
A2
)2 + ζ − 1)u′1 = −
1
ρ¯
|| p′ ||21. (2.105)
Note that this relation is entirely described by Leq, ζ, A1A2 and the mean flow conditions. It is
convenient to introduce the concept of reduced length, Lred. The reduced length is defined as:
Leq−L1,2, in which L1,2 is the physical distance between position one and two. This expression is
very convenient in acoustic network analysis: the area change is then considered a discontinuity
in the acoustic field. The reduced length can be considered to represent an amount of mass
balancing this discontinuity. For smooth area changes, the reduced length can thus be obtained
as: Lred =
∫ 2
1
A1
A(x) dx− L1,2. If the area change is not smooth, as is the case for an orifice in a
straight tube, this equation may loose validity. Nevertheless, the concept of reduced length may
be used. In this case, however, the reduced length could be defined as:
Lred =
1
u¯1
|| ϕ¯ ||21 − L1,2. (2.106)
For practical purposes 1u¯1 (ϕ¯2 − ϕ¯1) could be obtained from a (steady-state) calculation of the
potential field of the area discontinuity in a straight duct. The location of the axial positions
“1” and “2” can be chosen arbitrarily provided these are at a sufficient distance from the
discontinuity, in order to ensure a constant potential in the cross section of the duct. The
steady-state potential field can be calculated using commercial software packages. It should be
noted that for two-dimensional or rotationally symmetric 3-dimensional geometries the potential
field is a conformal map of the geometry to the flow field. In this case, analytic methods such
as the Schwartz-Christoffel transform or the hodograph method may be used to obtain the
steady-state potential field.
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2.8 Jump Conditions
Obviously, the area where combustion takes place is of crucial importance in thermoacoustic
systems. If this area is small compared to the wavelength, it may be considered a spatial
discontinuity, or jump. In this section, the conservation equations across a discontinuity will be
derived. First, the static relations will be obtained that describe the mean flow jump condition.
In a second step, the acoustic relations across the jump will be obtained. The validity of these
equations for the acoustic relations will be demonstrated.
Starting with the equations for continuity, momentum and energy (Eqns. 2.1, 2.2 and 2.3),
neglecting time derivatives (static relations), the conservation equations across a discontinuity
can be written as:
Continuity
ρ1 (u1 − S) = ρ2 (u2 − S) = ρ1 Sf ≡ m˙ (2.107)
In which Sf represent the motion of the discontinuity with respect to the incoming fluid.
Momentum
m˙ || u ||21+ || p ||21 = 0 (2.108)
Energy
m˙ || e+ 1
2
u2 ||21 + || p u ||21 = Q (2.109)
State
|| ρRT
p
||21 = 0 (2.110)
In which || · ||21 denotes the jump, and m˙ is the mass flow seen by a reference frame fixed to the
flame front. The flame location is considered to be determined by a balance between flow speed
and combustion velocity. Assuming instantaneous combustion of the fuel entering the flame, the
heat release in the flame due to the combustion process is given by:
Q = ρ1Sf yf hf , (2.111)
In which Sf is the flame speed, yf the mass fraction of fuel and hf the specific heat of reaction
of the fuel. This representation of the flame as one discontinuity with a closed surface that
propagates through the fluid, may not be a very realistic representation of a flame front. Because
it is well known that due to auto ignition, recirculation, or turbulent transport, the flame front
may not be a closed surface. Nevertheless, the concept of a flame speed may be used. In the
case that the flame is not a closed surface at every instant of time, the (equivalent) flame speed
is defined as: Sf =
Q
ρ1 yf hf
In which yf is the mass fraction of fuel in the mixture, and hf is the combustion heat per unit
mass of fuel. The energy equation can thus be written as:
Energy
|| e+ 1
2
u2 ||21 +
1
m˙
|| p u ||21 = yf hf (2.112)
The flame velocity of a lean premixed natural gas flame is typically two orders of magnitude
smaller than the speed of sound. Thus, terms in the equations that depend on the square of
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the Mach number will be neglected in this analysis. Note that a similar analysis can be done
without the low Mach number assumption [12]. However if the Mach number is included, the
resulting equations become very complex, and do not give a good insight to the contribution of
the individual quantities. By expressing, ρ = γp
c2
and e = pρ(γ−1) =
c2
γ
1
γ−1 in the conservation
equations, it can easily be seen that terms depending on u2 and on S u can be neglected. Now
it will be assumed that the velocity of the flame interface is small compared to the mean flow.
Thus:
1
m˙
p u =
p
ρ
u (u+ s)
u2 − S2 ≈
p
ρ
+
p
ρ
S
u
. (2.113)
Thus, assuming small interface velocity, using the property, e+ pρ = cp T , and neglecting terms
of M2a the conservation equations can simply be written as:
Continuity
ρ1 (u1 − S) = ρ2 (u2 − S) (2.114)
Momentum
|| p ||21 = 0 (2.115)
Energy
|| cpT ||21 + S ||
p
u ρ
||21 = yf hf (2.116)
Now, small (acoustic) perturbations of the mean flow jump relation will be considered. Each
physical quantity ϕ(t) can be represented as the sum of its mean part (ϕ¯) and fluctuating part
(ϕ′(t)). In this analysis, fluctuations of the gas constant (R) and specific heats will be neglected
(see [20] for the full analysis). Note that the mean value of the interface velocity (S) equals zero.
Then, by linearizing around the mean value, the following relations are found for the fluctuating
quantities:
Continuity, ∣∣∣∣∣∣ ρ′
ρ¯
+
u′
u¯
∣∣∣∣∣∣2
1
= S ′
∣∣∣∣∣∣ 1
u¯
∣∣∣∣∣∣2
1
. (2.117)
Momentum, ∣∣∣∣∣∣ p′
p¯
∣∣∣∣∣∣2
1
= 0. (2.118)
Energy,
|| cp T ′ ||21 + S ′ ||
p¯
ρ¯u¯
||21 = || cp T ′ ||21 = y′f hf . (2.119)
State, ∣∣∣∣∣∣ p′
p¯
− ρ
′
ρ¯
− T
′
T¯
∣∣∣∣∣∣2
1
= 0. (2.120)
It is remarkable that, although the fluctuations of the flame front are taken into account, this
contribution vanishes in the energy equation.
Combining eqns. 2.117, 2.118 and 2.120, the following relation is obtained:∣∣∣∣∣∣ u′
u¯
∣∣∣∣∣∣2
1
− S ′
∣∣∣∣∣∣ 1
u¯
∣∣∣∣∣∣2
1
=
∣∣∣∣∣∣ T ′
T¯
∣∣∣∣∣∣2
1
. (2.121)
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Using the energy equation and the equation of state, the temperature fluctuations are expressed
as:
T ′1
T¯1
=
p′1
p¯1
− ρ
′
1
ρ¯1
=
γ1 − 1
γ1
p′1
p¯1
(2.122)
T ′2
T¯2
=
y′f hf
T¯2cp2
+
cp1 T¯1
cp2 T¯2
T ′1
T¯1
(2.123)
(2.124)
Substituting these expressions for the temperature fluctuations into Eq. 2.121 yields,
∣∣∣∣∣∣ u′
u¯
∣∣∣∣∣∣2
1
− S ′
∣∣∣∣∣∣ 1
u¯
∣∣∣∣∣∣2
1
=
y′f hf
T2cp2
+ (
cp1
cp2
T1
T2
− 1) γ1 − 1
γ1
p′1
p¯1
(2.125)
The last equation is obtained using the relation ρ
′
1
ρ¯1
= 1γ1
p′1
p1
, thus assuming that no entropy
fluctuations are convected to the flame front from the upstream side. Note that this relation
may not be used downstream of the flame, because entropy fluctuations will be present due
to flame heat release fluctuations . Finally, by making use of the relation for flame speed
fluctuations, u′1 − S ′ = S ′f , and the relation R2R1
γ1−1
γ1
= cp2cp1
γ2−1
γ2
, substituting u¯2 = R2 T2R1 T1 u¯1 the
relation between acoustic velocity, acoustic pressure, heat release fluctuations and flame speed
fluctuations yields:
u′2 = u
′
1 + (
R2 T2
R1 T1
− 1)S ′f + u¯1
R2
R1
hf
cp2T1
y′f +
u¯1
p¯1
γ2 − 1
γ2
(1− cp2 T2
cp1 T1
) p′1 (2.126)
This result shows that the acoustic velocity jump across the flame front depends on the fluctu-
ations of pressure, mass-fraction, and flame speed.
Very similar equations were derived by B.T. Chu [20]. In his analysis, he starts with the
conservation equations for a static (not moving) discontinuity. Later, he allows perturbations of
the moving flame front. However, because he starts with:
|| e+ 1
2
u2 ||21 = QB.T.Chu, (2.127)
the work performed by the moving discontinuity on the medium is neglected. As shown in the
analysis, this is no problem because this term will drop out of the linearized equations for small
velocities of the discontinuity. However, it remains to be demonstrated that these relations will
also drop out of the non-linear equations for large velocities of the discontinuity as presented in
his paper. The heat release QB.T.Chu is defined as the heat release per unit mass of the medium.
Thus, comparing Eq. 2.116 and Eq. 2.127 it is concluded that Q = Sf yf QB.T.Chu. Care should
be taken not to mix up the different definitions. Thus, these equations may only be used for
flames that are stabilized by a balance between burning velocity and medium speed. Moreover,
heat release fluctuations that are not caused by fluctuations of composition of the mixture may
not be substituted in these equations.
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A more convenient expression for Eq. 2.126 can be found by expressing the flame speed fluc-
tuations as: S ′f = S¯f
S′f
S¯f
= u¯1
S′f
S¯f
and the influence of mass fraction fluctuations as: hf y′ =
(cp2T2− cp1T1)
hf y
′
hf y¯f
= (cp2T2− cp1T1) y
′
y¯f
. Then, expressing the specific heats in terms of R and
γ, the following relation is obtained:
u′2 − u′1
u1
=
(R2T2
R1T1
− 1
)S ′f
S¯f
+
(R2T2
R1T1
− γ1(γ2 − 1)
γ2(γ1 − 1)
) y′f
y¯f
+
(γ2 − 1
γ2
− γ1 − 1
γ1
R2T2
R1T1
)p′1
p¯1
(2.128)
Thus, this relation together with the momentum equation:
p′2 = p
′
1, (2.129)
provide the relation between the acoustic quantities on both sides of the flame sheet. As men-
tioned before, entropy fluctuations will be created by the flame. Because of the flow, these
fluctuations will be convected downstream of the discontinuity. The entropy fluctuations are
given by: s
′
2
cp2
= p
′
2
γ2 p2
− ρ′2ρ2 . This can be rewritten as:
s′2 = (R1
T1
T2
−R2)p
′
1
p1
+
hf y
′
f
T2
. (2.130)
Note that for equimolar combustion (for example combustion of methane) the ratio of gas
constants R2R1 = 1. To close the relations, the mass fraction fluctuations and the flame speed
fluctuations have to be related to pressure and velocity fluctuations which will be done in § 4.
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2.9 Discussion
In this chapter, relevant acoustic theory has been discussed that provides the basis of the theory
in the subsequent chapters. In this work, the thermoacoustic behavior of gas turbine combustion
systems is modeled as a network of acoustic elements. By doing so, simplifying assumptions
can be made for each of the sub-systems in the network where appropriate. The acoustic
wave equation has been derived, and the underlying assumptions are revealed. Heat release
fluctuations have been introduced in a second step. The influence of the mean flow on wave
propagation has been included via a coordinate transform of the wave equation (in absence
of mean flow). This convective wave equation has been used to obtain expressions for wave
propagation in annular ducts with mean flow. These relations will prove to be useful when
modeling wave propagation in combustion chambers. An energy balance of an acoustic system
including heat release, but in absence of mean flow, has been derived. Such an energy balance
is very useful because it provides better insight into the dynamic behavior of thermoacoustic
systems. In fact, the Rayleigh instability criterium for thermoacoustic systems is directly related
to this energy balance. Green’s functions can be considered as impulse responses in space and
time. It has been demonstrated how Green’s functions can be used in combination with a
modal expansion to obtain transfer function representations of arbitrary geometries. Making
use of the causality of the Green’s functions, these equations will be used later in order to
obtain state-space representations of acoustic systems. A simplified representation of the burner
can be obtained if the acoustic wave length is large compared to the geometrical extent of the
burner. The burner can then simply be treated as an area discontinuity. The relations for an
area discontinuity have been derived, and approaches to obtain a representation of a burner for
practical systems have been discussed. Similary, if the combustion zone is compact, the acoustic
relations for the combustion process reduce to a jump condition across the flame. Relations
for a moving discontinuity in a reactive medium have been derived. A low Mach number is
assumed in the combustion region, which results in continuity of pressure across the flame sheet.
It is concluded that the influence of periodic heat addition mainly affects the jump relation of
acoustic velocities. In subsequent chapters, closure relations for the flame model will be derived.
Chapter 3
Experimental techniques
3.1 Introduction
Because of a complex interaction between several physical processes, the thermoacoustic dynam-
ics of a swirl stabilized flame can be very difficult to model accurately. Experimentally obtained
transfer matrices are crucial to validate acoustic flame models. Besides validation, the measured
transfer functions can give more physical insight to the interactions occurring in the flame. A
measured transfer function may also be used directly in an acoustic network, treating the flame
element as a “black box”.
A technique has been developed at ABB Corporate Research [90, 91, 95], to determine frequency
responses of flame transfer matrices experimentally. This technique consists of exciting the flow
upstream and downstream of an “acoustic element” by loudspeakers. In this case the “acoustic
element” would be a burner with flame. However, because of the black box approach, any
acoustic element could be measured, provided one dimensional wave propagation can be assumed
at inlet and exit. The response to this excitation is then measured using arrays of microphones.
Because it is known from the wave equation how acoustic waves propagate through a straight
tube, acoustic pressure and velocity just upstream and just downstream of the acoustic element
can be calculated from the measured microphone data. This technique is termed the Multi
Microphone Method.
The transfer matrix linearly relates the acoustic pressure and velocity on both sides of the acous-
tic element. The frequency response of the transfer matrix is then obtained from the measured
acoustic pressures and velocities by solving a system of four equations with four unknowns. Be-
cause one test provides only two equations, two independent test states are required to obtain
the matrix coefficients. Two independent test states can be obtained by changing the acous-
tic boundary conditions, or by consecutively forcing upstream and downstream of the acoustic
element.
The idea of experimentally determining the coefficients of an acoustic system represented as
a black box with two inputs, two outputs and two source terms dates back to the nineteen
seventies. Cremer [24] (1970) realized that the two port (four pole) representation of systems as
used in communication theory applies equally well to acoustic systems. Acoustic and electrical
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network systems can be represented in an analogous way if the electrical voltage (current) is
replaced by acoustic pressure (velocity). Explained in his paper is how transfer matrix elements
and source terms of a fan can be determined from multiple acoustic measurements using different
acoustic boundary conditions. The two microphone method, used to separate the acoustic field
in a reflected and incident wave was introduced by Seybert and Ross [123]. In their paper the
influence of mean flow on the acoustic propagation was taken into account. A similar method has
been presented by Chung and Blaser in 1980 [22]. The transfer matrix measurement technique
was then developed using the transient techniques described by To and Doige in 1979 [129]. A
good explanation of theory and practice of different transfer function measurement techniques
is given in the papers of Bode´n, Lavrentjev and A˚bom [69, 68, 16, 1]. An error analysis of the
two microphone method and the transfer matrix estimate is given in [16]. Very useful is the
discussion on the linear independence of the test states as presented in [1].
The idea of using this method to obtain acoustic transfer matrices of combustion processes
originates from Paschereit and Polifke [90, 91, 95]. Obviously this technique is much more
difficult in presence of combustion than cold flow. The first results suffered from unacceptable
levels of measurement errors, and poor reproducibility of the results. Moreover, the experiments
where very time consuming. During the course of the work presented here, the technique has been
improved. Better cross-correlation techniques are used, leading to better accuracy and shorter
measurement times. The process of forcing the system, data acquisition and data processing has
been fully automated: all signals are generated, acquired and processed by a program written
in LabView. The program makes an automatic check of consistency of the measured data and
allows visualization of the accuracy. The method has been tested thoroughly, repeatability of
the experiment has been checked, and the assumption of linearity of the transfer function has
been validated. The independence of the obtained transfer matrix to the acoustic boundaries
is demonstrated, an error analysis and sensitivity study have been made and are reported here.
The technique has then been used successfully to measure more than a hundred transfer matrices
of several types of burners at different operating conditions.
3.2 Test Facility
The combustion facility is shown in Figure 3.1. The atmospheric test rig consists of a plenum
chamber upstream of the swirl-inducing burner and a combustion chamber downstream of the
burner. The plenum chamber contains perforated plates to reduce the turbulence level of the
flow. The circular combustion chamber consists of an air cooled double wall quartz glass tube to
provide full visual access to the flame. The exhaust system is an air cooled tube with the same
cross-section as the combustion chamber to avoid acoustic reflections at area discontinuities. The
length of the exhaust tube is adjustable from x/D = 6.4 to x/D = 14.3. The acoustic boundary
conditions of the exhaust system could be adjusted from almost anechoic (reflection coefficient
|r| < 0.15) to open end reflection. All the experiments have been performed on a swirl-stabilised
premix burner. Natural gas was injected upstream of the swirling air to premix the fuel with
the air. The flame was stabilized in a recirculation region near the burner outlet. Controlled
excitation of the burner flow was accomplished by a circumferential array of four loudspeakers
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Figure 3.1: The atmospheric combustion test facility, equipped with loudspeakers and water-
cooled microphones for acoustic measurement.
equally spaced in polar angle. One set of loudspeakers was placed at a distance of x/D = 4.2
upstream of the dump plane and the second set at x/D = 6.85 downstream of the dump plane.
Pressure fluctuations were measured using water-cooled 1/4” condenser microphones. A detailed
explanation and analysis of the properties of the burner used in this work is given in [94]
3.3 Signal Processing
A transfer function relates the output of a system to its input. In this work the term “transfer
function” is often used to indicate the frequency response of a transfer function, this is not
entirely correct but it will generally be clear from the context what is meant. A linear Single
Input Single Output (SISO), system is described in the frequency domain by: H(s) in which
the Laplace coefficient s ≡ i ω + α can be considered as a complex frequency. It can be proven
that an arbitrary system H is entirely described by either the impulse response h(t) or by the
frequency response H(iω), provided that the system is linear, time-invariant, and stable [57].
This can be seen from the following relation:
H(iω + 0)
L−1α=0⇐⇒ h(t) Lα=αk⇐⇒ H(iω + αk), (3.1)
for αk > 0. Here, Lα is the Laplace transform evaluated at α. Thus, even if the transfer function
H of a system is only known as a function ω then the dependence of α can be obtained from Eq.
3.1. Consequently, a system can be entirely identified by its steady-state frequency response,
provided it is linear, stable and time invariant. Thermoacoustic systems do not necessarily fulfill
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these requirements. For small amplitudes the system might be considered linear. However, if
the linear system is unstable, amplitudes will grow exponentially until some non-linear effect
limits its growth. Under these conditions the system may not be analyzed by a single frequency
response.
The transfer function of a system can be obtained experimentally by applying a forcing signal
to the input of the system and measuring the response of the system.
Figure 3.2: System H with forcing signal u at input and noise addition r at output y.
In the absence of external disturbances (r(t) = 0 in Fig. 3.2), the ratio of the Fourier transforms
of the output and input signal is an estimate of the systems transfer function:
Hˆ(ω) =
F{y(t)}
F{u(t)} (3.2)
Generally, experimental data will contain noise, which may lead to substantial error. To reduce
these errors the transfer function may be estimated by [131]:
Hˆ(ω) =
Suy
Suu
(3.3)
In which Suy denotes the “cross spectral density estimate” between signals x and y. The “cross
spectral density estimate” is the Fourier transform of the cross correlation vector of the two
signals. It can be calculated using for example, Welch’s algorithm [59].
In this work a slightly different method is devised. It is more efficient in removing noise contri-
butions since it uses a known, deterministic forcing signal. The method is termed “Pure Tone
Method”. It consists of exciting the system with a pure sinusoidal signal and calculating the
Fourier transform of the input and output signal exactly at the forcing frequency. The transfer
function can then be estimated using Eq.3.2 the estimation error will decrease with the square
root of the number of samples, as will be shown below.
3.3.1 Pure Tone Method
Consider a sinusoidal signal x(t) = A cos(ωt + φ) , corrupted by a noisy, stochastic signal r(t)
with mean value µr = 0 and standard deviation σr the resulting signal y(t) is the sum of both
contributions:
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y(t) = A cos(ωk t) + r(t). (3.4)
The aim is to estimate the amplitude (A) and phase (φ) of the signal (x(t)) from sampled data
of y(t).With a sampling interval of T , the samples y(nT ) are defined by:
y(nT ) = A cos(ωk n T + φ) + r(n T ) (3.5)
A discrete Fourier transform of the signal at frequency ωk will also consist of a deterministic part
and a stochastic part. The expected value of the estimation error of A due to the disturbance
is E{|rˆ(ωk)|}, in which E{ } denotes the expectation of the quantity. The discrete Fourier
transform of the signal is given by:
yˆ(ωk) =
2
N
N∑
n=1
y(n T ) eiωkn T (3.6)
= Aˆ+
2
N
N∑
n=1
r(n T ) eiωkn T . (3.7)
If r(t) has a normal distribution, then by making use of the linear properties of the expectation
operator it is found that:
E{|rˆ(ωk)|2} = 4
N2
E{
N∑
n=1
r2(n) ei2ωkdt n} = 4
N
σ2r . (3.8)
Use has been made of the property E{∑Nn=1 x(n)} = Nσ2x. Equation 3.8 shows that the error
due to the disturbance can be made arbitrarily small if a sufficiently large number of samples (N)
is taken. Care has to be taken that the frequency at which the Fourier transform is performed
corresponds to the frequency of the sinusoid. The difference between the frequency used for the
Fourier transform and the sinusoidal frequency should be well below the value of 2piNdt . Thus large
values of N could lead to considerable error in case of a frequency mismatch. However, if the
forcing sinusoid will be generated on a digital data acquisition board, and the data processing is
performed digitally, the frequency is a discrete quantity and a mismatch is avoided. The value
of N can therefore be maximized in order to obtain good noise reduction.
3.3.2 Transfer Function Measurement
The response of a linear system to a deterministic sinusoidal input signal will also be deter-
ministic. Introducing the notation yˆu(ωk) for the Fourier transform (Eq. 3.6) of a signal (y(t))
evaluated exactly at frequency ωk of a deterministic, sinusoidal signal (u(t)), then an estimate
of the transfer function of H in Fig. 3.2 is given by:
H(ωn) =
yˆu(ωk)
uˆu(ωk)
(3.9)
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Figure 3.3: Estimate of the amplitude at the forcing signal as a function of the number of
samples, calculated with Welch’s method and by the Pure Tone method.
Figure 3.4: The variance of the measurement data versus number of samples N .
The error in the estimate of H due to noise contributions will also decrease with the square root
of the number of samples. In Fig.3.3 a comparison is made between Welch’s method and the
Pure Tone method. The amplitude of the deterministic component of a signal is determined
from Welch’s method by calculating Sxy√
Sxx
and from the Pure Tone method, yˆu(ωk). The test
signal used was a microphone signal placed in the combustion chamber of the combustion test
facility. The forcing was applied by a loudspeaker placed in the air supply. Figure 3.3 makes
clear that both methods converge to the same value for a high number of samples, however, the
Pure Tone method converges much faster. An additional advantage of the pure tone method is
that it is computationally more efficient.
The variance of the measurement data is shown in Fig. 3.4. For numbers of samples larger than
70000, the variance remained below unity. The estimated value of the amplitude has an average
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Figure 3.5: Block diagram of H contained in a feedback loop. The transfer functions G1 and
G2 describe the (unknown) dynamics of the actuator and the feedback system.
of 126.17 (arbitrary units). Thus the measurement error is approximately: 0.8%.
The estimation of a transfer function (H) using the Pure Tone Method can also be used when
H is placed in a feedback loop as shown in Fig.3.5. The measured signals yˆ and xˆ are given by:
yˆ =
HG1
1−HG2 uˆ+
1
1−HG2 rˆ (3.10)
xˆ =
G1
1−HG2 uˆ+
G2
1−HG2 rˆ. (3.11)
By applying the Pure Tone Method, the stochastic contribution will vanish for sufficiently long
sampling time and the transfer function can thus be estimated from the measured signals x and
y.
H(ω) =
yˆu
xˆu
=
HG1
1−HG2 uˆ
G1
1−HG2 uˆ
. (3.12)
Once H is identified, an estimate of the spectrum of the noise contribution (r) can be obtained.
An additional set of data is then required, in which no forcing has been applied. All the measured
signals are then responses to the noise source in the feedback loop. The spectrum of the noise
input is thus recovered by:
yˆx,nf −Hxˆx,nf = 11−HG2 rˆ −H
G2
1−HG2 rˆ = rˆ (3.13)
In which the notation yˆx,nf =
Sxy√
Sxx
is used. Because of this definition, yˆx,nf has the absolute
value of yˆ and its phase is equal to the phase difference between xˆ and yˆ. This is merely a
matter of definition: since rˆ is a stochastic quantity, its phase does not carry information in a
statistical sense.
3.4 Acoustic Transfer Matrix Measurement
The method described in the previous section deals with determining a one dimensional transfer
function (MIMO) from experimental data. Because the one dimensional acoustic field is de-
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scribed by two state variables (acoustic pressure and acoustic velocity), the acoustic elements
are generally described by a 2x2 transfer matrix. The acoustic field can be described by two
state variables because isentropicity is assumed. However, as mentioned in § 2.8, the isentropic-
ity assumption is generally not valid in the flow downstream of the flame. Because of acoustic
fluctuations in the heat release rate, entropy fluctuations will be present. The acoustic state
should thus be described by acoustic pressure, velocity and entropy. The entropy fluctuations
convect with mean flow and will, because of diffusion, generally only be important for very low
frequencies. They are assumed to be negligeable in the frequency range of interest.
Transfer matrices can be determined using essentially the same method as described in the
previous section, which will be demonstrated in this section.
The aim is to experimentally determine the four elements of a transfer matrix (T) defined by:[
pˆd
uˆd
]
=
[
T11 T12
T21 T22
][
pˆu
uˆu
]
. (3.14)
The subscripts d and u denote quantities on the downstream and upstream side of the burner.
Note that the elements of T depend on frequency and have complex values. If the acoustic
pressure and velocity, pˆ and uˆ, on both sides of the burner are obtained experimentally, then
the four elements of T can be extracted in a similar manner as described in the previous section.
However, two problems arise now:
• Equation 3.14 has four unknown elements in two equations: the system is underdetermined.
Thus, T can not be obtained from one set of measurement data. Therefore, two linearly
independent sets of measurement data are required to solve for T.
• It is practically very difficult to measure acoustic velocity, especially in harsh environments.
To overcome this problem, a method is used to obtain the acoustic velocity from 2 or more
axially spaced microphones. This method is called Two Microphone Method or Multi
Microphone Method.
3.4.1 Multi Microphone Method
The Two Microphone Method (TMM) and Multi Microphone Method (MMM) are methods
to obtain the acoustic pressure and velocity in any position of a straight duct from pressure
measurements at multiple locations in that duct. Both methods are essentially the same, the
difference is that the MMM uses more than two pressure transducers and gives more accurate
results in the presence of measurement uncertainty. The acoustic pressure at two axial positions
(1 and 2) in a straight duct with uniform and constant cross-section, speed of sound 1 and
mean velocity are related to the Riemann invariants f and g at a certain reference position by
combining Eqns. 2.34 and 2.36:[
pˆ1
pˆ2
]
=
[
e−iω
x1
c+u eiω
x1
c−u
e−iω
x2
c+u eiω
x2
c−u
][
fˆ
gˆ
]
. (3.15)
1thus neglecting entropy waves.
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In which x1 and x2 are the axial distances from the microphone to the reference position. The
Riemann invariants are thus obtained by:[
fˆ
gˆ
]
=
[
e−iω
x1
c+u eiω
x1
c−u
e−iω
x2
c+u eiω
x2
c−u
]−1 [
pˆ1
pˆ2
]
. (3.16)
The acoustic pressure and velocity at the reference position are then obtained by pˆ = fˆ + gˆ and
by uˆ = fˆ − gˆ. From now on the reference position will be called the “burner location” as this
fits better with the subsequent chapter. In the case of N microphones, Eq. 3.16 can be written
as:
 pˆ1...
pˆN
 =

z
1
1+M
1 z
−1
1−M
1
...
...
z
1
1+M
N z
−1
1−M
N

[
fˆ
gˆ
]
, (3.17)
In which the following notation is used: z ≡ e−iω Lc and zn ≡ e−iωxnc = e−iωLc xnL = z xnL , in which
L is an arbitrary length, introduced to make the exponent non-dimensional.
The system is over-determined now, and the method of least squares can be used to solve the
system for f and g:
[
fˆ
gˆ
]
=
 N ∑Nn=1 z −21−M2n∑N
n=1 z
−2
1−M2
n
∑N
n=1 z
−4
1−M2
n
−1  z −11+M1 . . . z −11+MN
z
2
(1+M)(1−M2)
1 . . . z
2
(1+M)(1−M2)
N

 pˆ1...
pˆN

(3.18)
For ease of notation, the matrix in Eq. 3.17 is denoted as Z, the product of the two matrices
in Eq. 3.18 is then written as Z†, since this product can be considered as the inverse of Z in
the least squares sense (pseudo inverse).
The error in the estimates of f and g will mainly have two contributions. The first contribution
is because of noise contributions in the pressure signals σp. The second is due to errors in Z.
An error in Z depends on errors in the speed of sound, the microphone positions and the Mach
number. In addition Z should be applicable (frequency below cut off, no damping, uniform cross
sectional area, uniform mean flow, uniform temperature). The first error contribution can be
estimated from the variance of the least squares method [106], in this application it is found to
be :
σ2f = σ
2
g =
N
N2 − |∑Nn=1 z 11−M2n |2σ
2
pn (3.19)
As expected, the error in f will decease with an increasing number of microphones N. Generally,
the Mach number will be small and can be considered zero in this analysis. Equation 3.19 has
a singularity if all microphones are spaced at distances ∆ x = m c/ω, in which m is an integer
number. Thus if all the distances between the microphones are multiples of half the wavelength,
the error in f will become infinite. Generally a range of frequencies is measured, and thus a
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range of wavelengths is covered. When using the Two Microphone Method (N=2) there will
always be a frequency at which the distance between the microphones corresponds to half a
wavelength. Thus there will always be a frequency at which the error becomes infinitely large.
In the Multi Microphone Method this problem is avoided provided that the microphones are not
equally spaced. On the other hand, Eq. 3.19 is minimized if the spacing of the microphones
is ∆ x = cNω , thus an equal spacing is not necessarily bad. Equation 3.19 does not only give
an error estimate for a given microphone placement, it can also be used to choose an optimal
placement prior to the test. The aim is then to minimize Eq. 3.19 for a certain frequency range
of interest by adjusting xn.
3.4.2 Transfer Matrix Determination
As mentioned in the introduction, two independent sets of measurement data are required to ex-
tract the transfer matrix from experimental data. One set of data can be obtained by measuring
the response to an excitation by an upstream loudspeaker (test state A). The other test is then
created by using downstream excitation (test state B). The Fourier transformed microphone
signals from two experiments (A and B) with Nu microphones upstream and Nd microphones
downstream is grouped in the following two matrices:
Pu =
 pˆ
A
u,1 pˆ
B
u,1
...
...
pˆAu,Nu pˆ
B
u,Nu
 Pd =
 pˆ
A
d,1 pˆ
B
d,1
...
...
pˆAd,Nd pˆ
B
d,Nd
 (3.20)
In which superscripts A and B refer to the test state, and subscripts u and d refer to data
obtained from microphones place upstream or downstream from the element. Note that all
quantities depend on frequency, thus for each frequency measured (for each spectral line), two
matrices of data Pu and Pd are obtained. The Multi Microphone Method can now be applied
to these matrices to obtain the Riemann invariants:[
fˆAu fˆ
B
u
gˆAu gˆ
B
u
]
= Z†u Pu, (3.21)
and similarly to obtain the downstream Riemann invariants. The acoustic pressure and velocity
at the burner location will then be calculated using Eq. 2.34:[
pˆAu pˆ
B
u
uˆAu uˆ
B
u
]
=
[
1 1
1 −1
][
fˆAu fˆ
B
u
gˆAu gˆ
B
u
]
(3.22)
The error in the estimates of pˆ and uˆ is found to be: σ2p = σ
2
u = 2σ
2
f . And, finally, the transfer
matrix is obtained:
[
T11 T12
T21 T22
]
=
[
pˆAd pˆ
B
d
uˆAd uˆ
B
d
][
pˆAu pˆ
B
u
uˆAu uˆ
B
u
]−1
. (3.23)
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Obviously, the inverse in Eq. 3.23 should exist in order to determine the transfer matrix. The
inverse of a matrix exists if the matrix has maximum possible rank, or equivalently, if its deter-
minant does not equal zero. In order to have maximum possible rank, the vectors
[
pˆAu
uˆAu
]
and
[
pˆBu
uˆBu
]
(3.24)
should be linearly independent. Which corresponds to the aforementioned requirement that two
linearly independent test states are needed to obtain the transfer matrix. The two vectors are
independent if:
pˆAu
uˆAu
6= pˆ
B
u
uˆBu
. (3.25)
Generally, everything upstream of the burner can be described by an impedance (Zu)and a
source (us):
pˆu = Zuuˆu + uˆs. (3.26)
The source corresponds to the influence of the loudspeaker. In test state B, the upstream
loudspeaker is off, so uBs = 0, and pˆBu = ZuuˆBu . In test state A, the upstream loudspeaker is on,
thus: pˆAu = ZuuˆAu + uˆAs . Clearly these two test states are linearly independent because:
Zu 6= Zu + uˆ
A
s
uˆAu
(3.27)
for finite values of the impedance Zu and uˆAu .
A norm bounded error (e) in pˆ and uˆ will result in a norm bounded error (t) in T . The norm of
t will fulfill the following inequality:
‖t‖ ≤ ‖e‖
(
1 +
∥∥∥∥∥ T11 T12T21 T22
∥∥∥∥∥
)∥∥∥∥∥∥
[
pˆAu pˆ
B
u
uˆAu uˆ
B
u
]−1∥∥∥∥∥∥ (3.28)
Thus, the issue of sensitivity to measurement errors is clearly related to the linear independence
of the test states. The transfer matrix relates the acoustic pressure and velocity on both sides
of an element. The relation between the Riemann invariants is given by the scattering matrix :
[
fˆd
gˆu
]
=
[
S11 S12
S21 S22
][
fˆu
gˆd
]
. (3.29)
The conversion between transfer matrix and scattering matrix can be done in a straightforward
manner.
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3.4.3 Source Term Measurement
Not all acoustic elements are passive, i.e, some elements may contain an independent source of
sound. In a turbulent flame this source is due to non-steady disturbances of the flow and heat
release that propagates into the acoustic far-field. If these disturbances are of turbulent nature,
only a small fraction of the energy contained in this field will reach the acoustic far-field. From
Eq. 2.90 can be seen that the sources enter the wave equation via the following integral:
Source =
∫ ∫ ∫
V
ψn(x0)hˆ(x0)dV +
∮
S
ψ(xs)fˆ(xs)dS. (3.30)
If the flame region is small compared to wave length (compactness) then ψ may be considered
constant in the flame region. Thus, for compact flames the far field source term is the spatial
average of the sources hˆ(x). The volume source term (hˆ(x)) is caused by the non-steady flow
and non-steady heat release. Generally these processes can be considered as a superposition of
a part that is influenced by the acoustic field and a part that is not influenced by the acoustic
field: hˆ(x) = hˆd(x) + hˆi(x). Here the subscript i and d refer to independent and dependent
sources respectively. The measured transfer matrix relates the acoustic quantities across the
flame in a linear way. All linearly dependent sources are absorbed in the transfer function, the
linearly independent sources that propagate to the far field will be termed source terms 2.
The following definition of the source term will be used here: the source term contains all sound
produced in the flame region that contributes to the acoustic far-field, but is not affected by the
acoustic field itself. The pressure fluctuations in the flame region that do not propagate with
speed of sound to the far-field are termed pseudo sound [25].
A measure of linear dependence between two signals is the coherence. The source terms as it
has been defined previously is often referred to as the coherent source. This refers to the fact
that the source term has strong spatial coherence (as opposed to the pseudo-sound source).
An additional measurement is required for experimental determination of the source term .
The required test-state is obtained by applying no forcing to the loudspeakers. The measured
response is thus the response to the source term. The source term can be obtained by making
use of the previously measured scattering matrix:[
fˆs
gˆs
]
=
[
fˆd
gˆu
]
−
[
S11 S12
S21 S22
][
fˆu
gˆd
]
. (3.31)
Note the similarity between this expression and Eq. 3.13.
3.4.4 Flame Transfer Matrix
In order to measure a transfer matrix, arrays of microphones have to be placed at both sides
of the element. Since a flame is always stabilized by some kind of flame holder (the “burner”)
it is not possible to measure a flame transfer matrix directly. However, the transfer matrix of
the combined burner and flame element (T ) can be measured, and also the transfer matrix of
2The consequence of this definition is that if the transfer function is not linear, the non-linear processes will
contribute to the source term.
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the burner only (in absence of combustion) can be measured (B). The desired flame transfer
function (F ) can then easily be obtained by:
F = TB−1 (3.32)
The underlying assumption is that the transfer matrix (B) does not change due to the com-
bustion process. This is a very dangerous assumption, but this will be validated in the next
section.
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3.5 Experimental Results
3.5.1 Burner Transfer Function Without Combustion
The transfer function of the burner without combustion has been measured for a range of
operating conditions. As mentioned in section 2.7, the burner can be represented as a simple
area discontinuity with mean flow. The burner transfer matrix (without combustion) can then
be expressed as a function of the reduced length (Lred), a loss coefficient (ζb), cross sectional
area before, in and after the burner (Au, Ab and Ad), Mach number in the burner (Mb) and
angular frequency (ω), similar as in Eq. 2.104:[
pˆd
uˆd
]
=
[
1 Mb AbAu {1− ζb(AuAb )2 − (
Au
Ad
)2} − iωcLred AbAu
0 AuAd
][
pˆu
uˆu
]
. (3.33)
Note that pˆd and pˆu are the acoustic pressures scaled by the characteristic impedance (ρc), thus
the unit of these quantities is meters per second.
Figure 3.6: Fit of the Lζ-model to the absolute values of the measured burner transfer
function.
The values of Lred and ζb are not known a priori, and have been obtained by a curve fit to the
measured transfer function. The frequency range was sufficiently low to ensure one dimensional
wave propagation. However, the Lζ model is a zero dimensional representation, and acts as a
discontinuity in the one dimensional acoustic field. The burner has a finite axial extent, thus it
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Figure 3.7: Fit of the Lζ-model to the phase values of the measured burner transfer function.
is not obvious at what axial location the discontinuity should be chosen. Or, differently stated,
it is not obvious what value should be chosen for the reference position in Eq. 3.17 because the
burner has a finite extent. The axial position was then chosen such that the fit to the measured
transfer function gave the best result. The results of the curve fits have been displayed in
Figs. 3.6 and 3.7. The agreement between the measured transfer matrix and the model is very
good for all measured operating conditions. This indicates that the transfer matrix of Eq. 3.33.
is appropriate to model the acoustic behavior of the burner (without combustion). However,
care should be taken when interpreting the value of Lred as an acoustic property of the burner,
because this value depends on the cross sectional area of the test rig. An idea of the quality
of the measured transfer matrix can be obtained by comparing the values of ζb obtained from
the measured transfer function to the mean flow loss coefficient. Because the relation for the
acoustic loss has been obtained from a linearization of the mean flow loss, both values should be
equal. The mean flow loss coefficient has been calculated from the measured mean flow static
pressure difference across the burner. In table 3.5.1 the ratio between the acoustic and mean
flow loss coefficient is given, together with the value of Lred for several values of the mean flow
Mach number. The mean flow loss coefficient (ζb,static) is the loss coefficient calculated from the
static pressure difference across the burner. The reduced length is normalised by the burner exit
diameter (D).
Based on the analysis in section 2.7 it is expected that the value of ζb obtained from the curve
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Mb
Mb,ref
Lred
D
ζb
ζb,static
1 1.30 0.98
1.3 1.41 0.84
Table 3.1: The values of Lred and the ratio of the acoustic and mean flow loss coefficient for
several mean flow Mach numbers.
fit is equal to the mean flow loss coefficient. Indeed, the loss coefficients obtained from curve
fits to the measured transfer function and from the static pressured difference are very similar
according to table 3.5.1.
3.5.2 Burner Transfer Function With Combustion
Transfer matrices have been measured for a large variety of operating conditions. A detailed
analysis of the influence of flame temperature and the mass flow through the burner is given in
§ 4. Here the influence of burner velocity and flame temperature is shown by comparing three
transfer matrices measured at three operating conditions. The “burner velocity”, Vb is defined
as the total mass flow divided by the cross sectional area of the exit of the burner nozzle. The
“flame temperature”, Tf , is defined as being the adiabatic flame temperature, the adiabatic
flame temperature is calculated using an energy balance, based on measured mass flow of gas
and measured mass flow of air. In Fig.3.8. the absolute values of the four elements of three
transfer matrices have been plotted. In Fig. 3.8 the phases of the transfer matrices have been
plotted. These plots show that the transfer matrices of the burner with flame have the following
properties in common:
• The T11 element that relates the pressures across the burner and flame has zero phase for
the entire frequency range. This indicates that the dynamics in the flame are not strongly
dependent on the pressure.
• The T12 element relates the pressures downstream to the velocity upstream of the burner
and flame, and is (for high frequencies) characterized by a linear increase of the absolute
value with frequency and a phase of −pi/2. This behavior is typical for a confinement
in the acoustic field, as demonstrated in the previous section. This effect is due to the
burner geometry and flow field in the burner and is not affected strongly by the combustion
process. Indeed, this curve is not strongly affected by a change in flame temperature, but
does change with changing burner velocity.
• The T21 element relates the velocity downstream to the velocity upstream, the absolute
value of this element is very small compared to the other elements and is of little impor-
tance. The phase of this quantity has a very irregular trend, this is because the absolute
value is small. Small noisy contributions result in very large errors of the phase.
• The T22 element relates the acoustic velocity across the flame and shows a rather complex
dependence on frequency. The phase drops linearly for low frequencies which is charac-
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Figure 3.8: Absolute values of transfer matrix measured at reference operating condi-
tion(dotted), at Vb=2/3 Vb,ref (dashed) and at Tf=Tf,ref+100K (solid).
teristic for time delays. The behavior of the phase indicates that this element behaves
dynamically. This element is strongly affected by both flame temperature and burner ve-
locity. This result shows that the most important characteristic of the burner and flame
dynamics depend on the acoustic velocity, because the dynamics of the T22 element strongly
depend on temperature.
3.5.3 Flame Transfer Matrix
In order to obtain a better insight into the flame dynamics, Eq. 3.32 is used to obtain the flame
transfer matrix from the measurements of the transfer matrices of the burner with and without
combustion. In Figs.3.10 and 3.11 the transfer matrices of the burner without combustion, the
burner with combustion and of the flame only are shown. These results show very clearly the
individual contributions of the burner geometry and the combustion process.
• The T12 of the flame transfer matrix is nearly zero, while the T11 element is constant
and has a value close to ρ1c1ρ2c2 . Note that the pressure signals have been scaled by the the
characteristic impedance (ρc). Thus, the pressure across the flame is continuous.
• The value of T21 is very small compared to T22. The absolute value and phase of T22 are
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Figure 3.9: Phase angles of transfer matrix measured at reference operating condi-
tion(dotted), at Vb=2/3 Vb,ref (dashed) and at Tf=Tf,ref+100K (solid).
strongly frequency dependent for low frequencies, indicating a strong dynamic behavior.
For higher frequencies T22 converges to unity. Apparently the dynamic behavior is damped
for higher frequencies, resulting in continuity of acoustic velocity at these frequencies.
The flame transfer matrix clearly shows that all the dynamics of the flame are contained in the
T22 element of the flame. This is important information when deriving acoustic models of the
flame. In some flame models the coupling mechanism between the acoustic field and heat release
is assumed to result from fluctuation in the fuel supply system. If this were the case, this would
be manifested by a strong dependence of the acoustic velocity on the acoustic pressure. This is
clearly not the case here because the T12 and T21 matrices are nearly zero. Note that these results
are specific for this burner. For other types of burners or in a different combustion regime, these
results might be different. In other models [104], the instability mechanism is caused because
the derivative of the pressure across the burner and flame with respect to mass flow through
the burner is negative. Generally this derivative would be positive, however it is argued that
this derivative could become negative because of complex interactions in swirl-stabilized flames.
This acts as a “negative damping coefficient” in the wave equation, and may cause instability.
Because the mass flow is proportional to the velocity, this mechanism would be characterized by
a T12 element with a positive real part. However, in the burner and flame transfer matrix, T12
has negative real part for all frequencies, which corresponds to acoustic dissipation. A detailed
3.5. EXPERIMENTAL RESULTS 57
analysis of the T22 matrix element is presented in § 4.
Figure 3.10: Absolute values of transfer matrix of the burner with flame (solid), the burner
without combustion (dashed) and the transfer matrix of the flame only calculated from
Eq. 3.32 (dotted).
3.5.4 Source Terms
The source term has been measured using Eq. 3.31. In figure 3.12 the source term component fs
has been plotted for different values of the burner velocity. Because the source term is caused
by turbulent combustion processes, it is expected that the frequency dependency scales with the
Strouhal number (Sr = f Du ).
In figure 3.12 can be seen that this assumption holds for the larger burner velocities. However,
for the smaller burner velocity (U = 2/3Uref) this assumption does not hold.
3.5.5 Sensitivity Analysis
In order to obtain a quantitative estimate of the error in the transfer matrix measurement, a
sensitivity analysis is carried out. Two different contributions to the measurement error are
considered:
• error in parameters that are used in the MMM such as the error in speed of sound, measured
distance between microphones, and mean flow velocity
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Figure 3.11: Phases of transfer matrix of the burner with flame (solid), the burner without
combustion (dashed) and the transfer matrix of the flame only calculated from Eq. 3.32
(dotted).
• noise in the microphone signals
The sensitivity to a parametric error is estimated by determining the transfer function while
applying an offset to some parameters. The result is shown in Fig.3.13. A disturbance has been
applied to the upstream temperature, downstream temperature and on the Mach number. The
influence of an error in the microphone distance is not shown here because the sensitivity is the
same as for an error in the speed of sound, which depends on the square root of the temper-
ature. A measurement of distance will generally be much more accurate than a measurement
of temperature. It is difficult to give an estimate of the probable error in the measurement of
temperature and velocity in the test facility, but this error will certainly be much smaller than
the disturbances used to generate the results shown in Fig.3.13, demonstrating that the relative
error is small enough to obtain unbiased, reproducable results. The noise contribution in the
peak estimate of the microphone signal is estimated (from Fig. 3.2)to be less than 1%. In order
to investigate the influence of noise on measurement, the pressure signals have been corrupted
artificially with 2% noise. The transfer matrix was then recalculated several times, the result is
shown in Fig.3.14. The error is within 5% for all frequencies, except for the very low frequency
regime, where the error becomes considerable. This is important because in many flame transfer
functions spikes in the transfer function have been observed at very low frequencies. This anal-
ysis indicates that it is dangerous to give a physical interpretation to these spikes, since they
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Figure 3.12: Source terms measured for different burner velocities.
may equally well be caused by measurement uncertainty.
3.5.6 Linearity of the Transfer Matrix
Although the thermoacoustic system to be analyzed may be unstable, it is assumed here that
the subsystems are stable. This assumption is based on experimental observations: if a (nearly)
anechoic end is placed at the exit of the combustion chamber, this always results in low pulsation
levels. Or, expressed in control theory terms: if the feedback gain is zero (anechoic end) the
system is stable. Because the transfer functions of the subsystems are measured (and not
that of the entire closed loop system), the transfer functions to be measured are stable, and
the method is valid. Moreover, operation in the linear regime is guaranteed by applying the
anechoic end condition. The method for experimental determination of the transfer matrix
assumes linearity of the transfer functions. Validity of this assumption can easily be checked by
measuring the transfer function and source terms twice, with different amplitudes of the forcing
signal. Figures 3.15 and 3.16 show the result for this test. Both measurements yield the same
result, the differences between the curves are within measurement accuracy. Note that when
using a smaller forcing amplitude the signal to noise ratio decreases, thus a larger error will be
introduced. This experiment also provides a measure of reproducibility of the method.
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Figure 3.13: Absolute values of the transfer matrix plotted versus Strouhal number: nominal
(solid line), 50 K error in upstream temperature (dashed), 100 K error in downstream
temperature (dotted), Mach number neglected (dash-dotted).
Figure 3.14: The T22 element calculated 20 times with two percent random disturbance on
the pressure signals.
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Figure 3.15: transfer matrix measured with 0.5 Volt forcing (dotted), and 1.0 Volt forcing
(solid).
Figure 3.16: Source terms measured with 0.5 Volt forcing (dotted), and 1.0 Volt forcing
(solid).
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3.6 Validation
The measured transfer matrices proved to be reproducable and linear. As well, they are not
strongly affected by measurement noise (except for very low frequencies). The question remains
if the measured transfer matrices can be used to predict the acoustic behavior of a combustion
system. In order to answer this question an acoustic network model of the test facility has been
made. The block diagram of this system is shown in Fig.3.17. The burner and flame block
consists of the measured transfer matrix. Measured source terms are included and measured
reflection coefficients have been used to represent the boundary conditions at inlet and exit
of the system. The plenum and combustion chamber have been modeled as one dimensional
ducts with mean flow. The model is described in the frequency domain and consists mainly of
measured transfer matrices. This model was then used to “predict” the frequency spectrum of
the pressure in the combustion chamber. The “predicted” spectrum was then compared to the
measured spectrum of the pressure. Both spectra were in almost perfect agreement. This is not
surprising, since all blocks in the model have been obtained from measured responses.
Figure 3.17: Acoustic network representation of test facility.
A better test is to change the acoustic boundary conditions and see if the change of the measured
pressure spectrum corresponds to the prediction. The variable geometry of the combustion
chambers allowed for changes in the length of the combustor and the reflection coefficient at the
end of the combustion chamber. The transfer function of the burner was measured, while having
an absorbing boundary condition in the test rig. According to the model, a significant increase
of the pressure amplitudes can be expected if the exit condition is changed to fully reflecting.
An (almost) fully reflecting exit condition can be created by removing the throttle plate at the
exit of the combustion chamber. The absolute value of the reflection coefficient of the exit (with
and without throttle plate) has been plotted in Fig.3.18.
Figure 3.19. shows a comparison between the measured spectra with and without orifice and
the spectrum predicted by the network model. The spectrum changes dramatically by changing
the acoustic boundary condition. This change is predicted correctly by the model.
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Figure 3.18: Comparison of measured reflection coeficients of the exit with throttle plate
(dotted) and without throttle plate (solid).
The next test is to investigate the influence of the combustor length on the pressure fluctuations.
Simulations with the network model predicted decreasing values of the resonance frequency for
increasing combustor length. Figure 3.20 shows the frequency (normalized as a Strouhal number)
at which maxima occur in the pressure spectrum as a function of combustor length. The lower
frequencies correspond roughly to the quarter wave resonance mode, the higher frequencies
to the three-quarter wave mode. This result is not very surprising because the trend of the
frequencies can be expected from basic acoustic insight. However, a stability analysis showed
Figure 3.19: Comparison of measured and modeled pressure spectra. Measured pressure
spectrum with absorbing exit (dotted), measured spectrum with fully reflecting exit (dashed)
and predicted spectrum with fully reflecting exit (solid).
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Figure 3.20: The calculated (dashed) and measured (crosses) resonance frequencies (scaled
as a Strouhal number) as a function of duct length.
that instability could be expected for small combustor lengths, increasing the length results in
more stable combustion followed by an unstable region again.
In order to obtain a quantitative measure for the stability of the system, the gain margin of
the system has been evaluated. The gain margin (a term commonly used in control theory)
is defined as the amount of gain that can be inserted in the (closed loop) network before the
system reaches instability. In our analysis, a gain was applied to the downstream reflection
coefficient. A stability map has been made of combustor length versus gain. The gain margin
obtained in this way is plotted as a function of combustor length in Fig.3.21 for the first and
second resonance mode. In the same plots, the measured pressure amplitudes are plotted as
a function of length. A positive gain margin indicates stable combustion, whereas a negative
margin indicates unstable combustion. This comparison shows that high pressure amplitudes
were measured for these combustor lengths where the system was predicted to be unstable. The
actual pressure amplitudes can not be predicted using linear theory if the system is unstable.
3.7 Discussion
In this chapter a method for experimental determination of acoustic transfer matrices has been
discussed. The method consists of forcing a test facility with loudspeakers, and measuring
the acoustic reponse using arrays of loudspeakers placed on both sides of the element (the
burner) to be measured. By forcing downstream and upstream of the element consecutively
two independent test states are created. From the arrays of microphones, the acousic velocity
and pressure at the burner location is calculated using the relations for one dimensional wave
propagation. The transfer matrix relating the acoustic pressure and velocity at both sides of
the element is calculated from the experimental data obtained from the two test states. The
transfer matrix of the combustion process only is obtained by matrix division of the transfer
matrices with combustion and without combustion.
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Figure 3.21: The calculated gain margin and measured pulsation amplitudes of the first and
second resonance mode. A negative gain margin indicates instability.
The method is restricted is restricted in bandwidth, the upper frequency being limited by the cut-
off frequency of the test duct. The method does, however, take into account the effect of a mean
flow. Becasue the transfer matrices relate the acoustic quantities in a linear way, this method
may only be used to analyse linear systems. However, it is well known that thermoacoustic
systems may exhibit limit cycle behavior and are thus non-linear. This problem is avoided
by applying a (nearly) anechoic acoustic boundary to the test facility and thus ensuring low
amplitude, stable acoustics.
The transfer matrix measurement method is particulary difficult in combustion systems. This
is because of the high temperatures, and strong background noise due to turbulent processes in
the flame. The method has been improved during the course of this work by applying the “pure
tone method” to remove noise contributions that are not correlated to the excitation signal. The
measurement procedure has been automated in order to obtain transfer matrices systematically
and quickly.
The measurement procedure has been validated theoretically and experimentally. A sensitivity
analysis has been performed, and the assumption of linearity of the transfer matrix validated.
A network model of the combustion test facility has been made that consisted of measured trans-
fer matrices only. Comparison of the results obtained with this network model and experimental
data, demonstrated that the relevant acoustic dynamics are captured by the measured transfer
matrices, source terms and reflection coefficients.
After extensively testing and validating the measurement system, more than one hundred trans-
fer matrices and source terms have been measured of different burners at different firing condi-
tions and with different geometrical modifications. Not all results will be discussed in this work,
however in the section ”flame model” the dependence of flame temperature and through put
will be analyzed in more detail.
The transfer function relates two acoustic quantities at both sides of the element. This provides a
valid characterisation if one dimensional plane waves are considered. However, the acoustic field
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in a gas turbine is typically two dimensional. The acoustic velocity is then a vector quantity and
the assumption of plane wave propagation does not hold any longer. Nevertheless, such a one
dimensional representation may be used in a two or three dimensional network representation,
provided that the heat release process is not affected by transversal acoustic waves. The influence
of the heat release on the transversal waves is correcly taken into account even if the transfer
function is one dimensional. This is because the heat release acts as a volume source to the
acoustic wave, and by Eq. 2.90 a source in the volume may be represented by an equivalent
source on the boundary, provided that the region is compact. There is no experimental result
available that demonstrates the influence of transversal waves on the heat release in the flame
and, hence, it is recommended as a future research activity. It is assumed here that the influence
of transversal waves is small compared to the influence of longitudinal waves because only the
longitudinal waves modulate the supply of reactive mixture. This mechanism will be explained
in more detail in chapter 4.
Experimental analysis of a non-linear flame transfer function would require an experimental
set-up with extremely high acoustic forcing levels. A non-linear analysis of the signals is then
required. This is recommended as a future research activity.
Chapter 4
Flame Model
4.1 Introduction
For thermoacoustic simulations, the combustion system may be described as a network of acous-
tic elements modeling the various components of the system (e.g. air supply, burner, flame,
combustor, cooling channels, etc.) [80, 118]. As already discussed in chapter 3, the acoustic
elements are modeled as two-ports in which the acoustic field (pressure and velocity) upstream
and downstream of the element are coupled linearly via a four-element transfer matrix. The
eigenfrequencies of the acoustic network determine the linear stability of the combustion sys-
tem, stability analysis is discussed in § 5. For most of the acoustic elements, simple analytical
models provide an adequate description of their thermoacoustic properties (related only to wave
propagation). In contrast, the amplifying behavior of the flame makes it an “active” acoustic
two-port whose modeling depends on the characteristics of the combustion process (premix or
diffusion flame, flame stabilization mechanism, liquid or gas fuel, etc.).
In this work, lean premixed turbulent combustion is considered. The observed sensitivity of
the heat release fluctuations to equivalence ratio fluctuations in the lean regime [61] indicates
that, in lean premixed gas turbines, fuel concentration fluctuations cause a strong feedback
mechanism. Several models to simulate the coupling between heat release and fuel concentra-
tion fluctuations have been proposed, mainly based on the “time-lag” approach in which fuel
concentration fluctuations are caused by acoustic fluctuations at the fuel injector location. The
fuel concentration fluctuations are then convected to the flame, the convective time lag (i.e. the
time between injection and combustion of a fuel particle) depending on the fluid dynamic field
between injector and flame [118, 37, 85]. Analytical models have been proposed to account for
the flame shape effect on the time-lag distribution in the frequency domain [54, 36].
The area of the flame front is assumed to be constant with respect to time. This assumption
is supported by pictures of the OH radiation of the flame. Because the OH-chemiluminescence
is a measure of the instantaneous heat release, the pictures give information about the heat
release dependence on space and time. The pictures of the flame in an air cooled double walled
quartz tube were taken using an intensified CCD camera with an OH-filter. The (false color)
plot in Fig. 4.1 shows how the heat release is distributed. By forcing the combustion air with
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Figure 4.1: False color plot: OH-chemiluminiscence picture of the flame. Left curve: ”center of
gravity line” at −90◦ phase angle. Right curve: ”center of gravity line” at +90◦ phase angle.
loudspeakers, and using the forcing signal as a trigger signal for the camera, phase-locked images
of the flame are obtained. Comparison of the pictures taken at different phase-angles indicated
that the axial flame position of the flame varies sinusoidally with time. In Fig. 4.1 the axial
“center of gravity” of the flame is plotted in its rightmost and leftmost positions. The “center of
gravity” is defined as g(y) =
∫
xI(x,y)dx∫
I(x,y)dx
, where I is the image intensity and x and y are Cartesian
coordinates.
Heat release fluctuations related to flame speed fluctuations are also included. It is difficult to
find an analytical expression that correctly relates the turbulent flame speed to the acoustic field.
An additional uncertainty is the distribution of time delays. Because of these uncertainties, the
dependence of flame speed fluctuations on the acoustic field, and the distribution of the time
delays, are obtained by fitting to measured data.
Figure 4.2: Sketch of burner with fuel injection, mixing zone and flame front.
As a basis for the flame model, the jump relations 2.128 - 2.130 derived in § 2.8 will be used.
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These equations are repeated in Eq. 4.1
p′2 = p
′
1
u′2 − u′1
u1
=
(R2T2
R1T1
− 1
)S ′f
S¯f
+
(R2T2
R1T1
− γ1(γ2 − 1)
γ2(γ1 − 1)
) y′f
y¯f
+
(γ2 − 1
γ2
− γ1 − 1
γ1
R2T2
R1T1
)p′1
p¯1
s′2 = (R1
T1
T2
−R2)p
′
1
p1
+
hf y
′
f
T2
(4.1)
The aim of this chapter is to express the flame speed fluctuations (S ′f), and fuel mass fraction
fluctuations (y′f ), as functions of upstream pressure (p
′
1) and velocity (u
′
1). After substitution of
these relations in Eq. 4.1, closure of the relations across the flame front is obtained. The flame
front can then be represented in frequency domain with the following matrix representation: pˆ2uˆ2
sˆ2
 =
 T11 T12T21 T22
T31 T32
 [ pˆ1
uˆ1
]
, (4.2)
in which the matrix elements Tij depend on frequency only.
Equivalence Ratio Fluctuations
Fuel mass fraction fluctuations are considered as a possible coupling mechanism between the
acoustic field and the fluctuating heat release [72, 117].
An experiment has been performed to investigate if this is the dominant mechanism. In this
experiment, the transfer function of the flame has been measured two times for exactly the same
burner. In one experiment the fuel was mixed in the regular way, thus in the burner (premixed
operation). In the second experiment, all the fuel was injected far upstream of the burner,
in the plenum chamber (pre-premixed operation). This large distance between fuel injection
and fuel consumption ensures that the mass fraction waves are dispersed, and can therefore
not cause heat release fluctuations. The result is plotted in figure 4.3. This figure makes clear
that in absence of the mixture fraction fluctuations the magnitude of the T22 matrix element is
significantly smaller. This is clear evidence that fluctuations of the mass fraction of fuel are the
dominant effect in the thermoacoustic coupling mechanism. Nevertheless, it should be noted
that it is not the only mechanism. Because if it where the only mechanism, then the transfer
function of the pre-premixed flame would be unity, which is not the case.
A simplified representation of the combustion system is given in Fig.4.2. The fuel concentration
at the injector position is given by: yf,i =
mf
mf+ma
, in which mf is the mass flow of fuel, and ma
is the mass flow of air at the injector position. Thus, fuel mass fraction fluctuations may either
be caused by air fluctuations or fuel supply fluctuations:
y′f,i
y¯f,i
=
m′f
m¯f
− ρ
′
a,i
ρ¯a,i
− u
′
a,i
u¯a,i
, (4.3)
where the condition ma  mf has been used. In Eq. (4.3), air density fluctuations may be
expressed using an isentropic condition. Using the incompressibility hypothesis, the fuel mass
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Figure 4.3: The measured T22 transfer function element for regular fuel injection (solid) and
pre-premixed fuel injection (dotted).
flow rate through the injector is given by:
mf =
√
ρf p¯
2
Ai , (4.4)
and then, from Eq. (4.4):
m′f
m¯f
= −1
2
p′i
p¯
. (4.5)
Eq. (4.5) shows that if pˆi/p¯ 1, fuel mass flow rate fluctuations may be neglected in Eq. (4.3).
For the combustion systems considered in this work, this approximation is valid.
The equivalence ratio fluctuations at the injector position will be convected to the flame by
the mean flow. According to the time-lag model [117], the fuel concentration fluctuations just
upstream of the flame at time t are equal to those at the fuel injectors at time t− τ , where τ is
the time necessary to convect the equivalence ratio fluctuations to the flame front. It reads
y′f,1 = y
′
f,i(t− τ) . (4.6)
This representation is correct if:
1. fuel injection takes place at one axial position
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2. combustion takes place at on axial position
3. there is no diffusion
For practical combustion systems these assumptions will generally not hold. Although the axial
extent of the flame may be considered to be thin with respect to the acoustic wave length
(2pic/ω), it will generally not be thin with respect to the wavelengths of the equivalence-ratio
waves (2piu¯/ω). To include the effect of distributed fuel injection, flame shape and diffusion, a
model with distributed time delays has been utilized.
Figure 4.4: Spreading of time delays in a v-shaped flame.
In Fig. 4.4, a graphical representation of the time delay distribution is shown. The value of
the time lag is a function of the position on the flame surface. Because the heat release zone
is compact with respect to the acoustic wavelength, the “effective” equivalence ratio may be
obtained by averaging the time delays associated with each position on the flame surface:
y′f,1(t) =
1
S
∫ ∫
S
y′f,i(t− τ(x))dx, (4.7)
in which S denotes the flame surface. The dependence of τ(x) can be obtained analytically for
simple flames [72, 73], for practical flames the probability density function of the time delays
can be obtained numerically [37] or from experiment. With the probability density function ξ(τ)
Eq. 4.7 can be written as:
y′f,1(t) =
∫ ∞
τ=0
ξ(τ)y′f,i(t − τ)dτ, (4.8)
or, in the frequency domain as:
yˆf,1(ω) = yˆf,i(ω)
∫ ∞
τ=0
ξ(τ)e−iωτdτ. (4.9)
Note that the integral in Eq. 4.8 is a convolution integral and the integral in Eq. 4.9 is the
Fourier transform (with reversed sign convention). Equation 4.9 can thus be written as:
yˆf,1(ω) = F∗{ξ}yˆf,i(ω), (4.10)
in which F∗{} denotes the complex conjugate of the Fourier transform. The complex conjugate
has to be taken because of the sign of ω.
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If a Gaussian distribution of the time delays is assumed: ξ(τ) = 1
στ
√
2pi
e
− (τ−τ¯ )2
2 σ2τ , with τ¯ the
mean value, and στ the standard deviation of the time delays, then equation 4.10 reads:
yˆf,1(ω) = yˆf,i(ω) e−iωτ¯−
1
2
ω2σ2τ . (4.11)
From this representation it is seen that for high frequencies, or large values of στ , the equivalence
ratio fluctuations at the flame front decay to zero. In fact, e−iωτ¯ e−
1
2
ω2σ2τ is a low pass filter1.
Flame speed fluctuations
The underlying assumption is that the acoustic field does not influence the turbulence field.
However, fluctuations of fuel concentration, temperature, and pressure may influence the lam-
inar flame speed. Thus, acoustically induced equivalence ratio fluctuations may influence the
turbulent flame speed via a dependence on the laminar flame speed. Several correlations be-
tween laminar and turbulent flame speeds have been reported in literature. If the dependence
is expressed as a power-law, ST = β SαL , the dependencies vary from, α = 0 for sufficiently high
turbulence levels (Damko¨hler, Peters [98]), to α = 0 − 0.5 (Williams, [133]), and to α = 0.6
(Zimont, [139]). Thus the flame speed fluctuations induced by fuel concentration fluctuation
can be expressed as:
S ′f
S¯f
=
α
S¯L
(∂S¯L
∂y¯f
y′f +
∂S¯L
∂T¯1
T ′1 +
∂S¯L
∂p¯1
p′1
)
(4.12)
For the laminar flame speed in methane, a relation given by Abu-Off and Cant [2] is used:
SL = AφBe−C(φ−D)
2
(
T
TR
)2(
p
pR
)−0.5 (4.13)
in which A = 0.6079 m/s, B = −2.554, C = 7.31, D = 1.23, PR = 1 bar and TR = 300K. With
this relation at hand, equation 4.12 can be expressed as:
S ′f
S¯f
= α
{
(−2Cφ2 + 2CDφ+B)y
′
f
y¯f
+ 2
T ′1
T¯1
− 1
2
p′1
p1
}
(4.14)
= α
{
(−2Cφ2 + 2CDφ+B)y
′
f
y¯f
+ (2
γ1 − 1
γ1
− 1
2
)
p′1
p1
}
(4.15)
4.2 Closure
Substitution of Eqns. 4.10. and 4.14. into Eq. 4.1 provides closure of the jump conditions across
the flame front. In order to investigate the influence of the Mach number on the transfer function,
1Note that the normal distribution has the unique property that the absolute value of the Fourier transform of
the normal distribution is again a normal distribution. The variance of the function in frequency domain having
reciprocal dependence on the original variance.
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it is convenient to express the transfer function as T22 = 1− nF∗{ξ}, in which n is referred to
as the interaction index and does not depend on frequency.
If one assumes that the gas constant and ratios of specific heats are constant across the flame,
a very simple expression is found for n:
n = (
T2
T1
− 1)(1 + α {−2Cφ2 + 2CDφ+B}) (4.16)
In Fig. 4.5 the interaction index is plotted as as a function of the equivalence ratio for several
values of α. For large values of α, the interaction index increases when reducing the equivalence
ratio from stoichiometric conditions. This is in agreement with results obtained in [72]. For
very low equivalence ratios, the interaction index decreases again, unfortunately no results are
reported for these values in [72].
Figure 4.5: The interaction index as a function of equivalence ratio, plotted for several values
of the exponent α.
With the expression of the interaction index and with the Fourier transform of a Gaussian
distribution of time delays, the T22 element of the transfer matrix can be written as:
T22 = 1− (T2
T1
− 1)(1 + α {−2Cφ2 + 2CDφ+ B})e−iωτ¯− 12ω2σ2τ . (4.17)
4.3 Experimental validation
The transfer matrices measured in an atmospheric test facility are compared with the analytic
model using different flame speed fluctuation expressions. Transfer function measurements have
been performed for a range of operating conditions relevant for premixed gas turbine operation.
The mean flow velocity was varied from u¯1,ref to 1.4 u¯1,ref , and the mass fraction of fuel was
increased in steps of 5%. The distribution of the time lags, ξ(τ), is not known a-priori. A
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Gaussian distribution with mean value τ¯ and a standard deviation σ is assumed. The numerical
values of τ¯ , σ and α are obtained by fits to the experimental data.
Figure 4.6: Measured (dashed) and modeled (solid), absolute value of the T22 element of the
flame transfer function versus Strouhal number at yf,ref and u = 1.4 uref .
Figure 4.7: Measured (dashed) and modeled (solid), phase of the T22 element of the flame
transfer function versus Strouhal number at yf,ref and u = 1.4 uref .
In the comparisons, the most important transfer matrix element is T22 which links the acous-
tic velocity upstream and downstream of the flame. In fact, as shown by the experimental
data the T11 element is approximately constant in amplitude and phase, while T12 and T21 are
approximately zero.
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In Figs. 4.6 and 4.7, a comparison between the measured transfer function and the modeled
transfer function is shown for u¯1 = 1.4 u¯1,ref and mass fraction yf,ref . Note that the values of
τ , σ are obtained by fitting the model to experimental data.
Figure 4.8: The normalized mean values of the time delays, τ¯ , plotted against medium velocity
for several values of the adiabatic flame temperature - yf,ref (solid), yf,ref + 5% (dashed),
yf,ref + 10% (dotted).
Figure 4.9: The normalised standard deviation of the time delays, σ plotted against medium
velocity for several values of the adiabatic flame temperature - yf,ref (solid), yf,ref+5% (dashed),
yf,ref + 10% (dotted).
In Figs. 4.8-4.10, the values of τ and σ are plotted as a function of velocity at several levels of
the fuel mass fraction. From Fig. 4.8, two trends can be observed. First, the average time delay
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between fuel injection and fuel consumption, τ , decreases with increasing medium velocity. This
is expected because τ is a convective time lag corresponding to: τ ∼ L/u1, in which L is the
characteristic length between fuel injection and fuel consumption. Because the time delays are
normalised by L/u1, nearly horizontal lines are obtained in Fig. 4.8. The second observation is
that τ¯ decreases with increasing flame temperature. This is in agreement with the experimental
observation that the flame stabilizes closer to the burner exit at higher flame temperatures.
The standard deviation of the time delays, decrease strongly with increasing velocity, but is not
strongly dependent on the temperature, as can be seen in Fig. 4.9. This can be explained by a
diffusive effect: the longer the time delays, the more diffusion (the more spread in time delays).
However, a detailed analysis of the flow field and the flame structure is required to analyse this
effect quantitatively.
Figure 4.10: The values of the exponent α plotted against medium velocity for several values of
the adiabatic flame temperature - yf,ref (solid), yf,ref + 5% (dashed), yf,ref + 10% (dotted).
The best fit to the experimental data was obtained with α = −0.0012. This means that fluc-
tuations of the laminar flame speed do not affect fluctuations in the turbulent burning velocity.
This indicates that the turbulent flame speed in this flow is mostly determined by turbulence,
and has only a weak dependence on the laminar flame speed. This is generally true for high
Damko¨hler numbers. In the limit of α = 0 fluctuations of the flame speed are de-coupled of the
acoustic field. This means that the flame front fluctuations are equal to the acoustic velocity
fluctuations. In Fig. 4.11 the absolute value of the T22 element of the transfer matrix is shown
for different values of α.
A laser measurement technique has been used to obtain time resolved fuel mass fraction mea-
surements. This technique makes use of the property that CH4 absorbs infrared light. An
infrared laser beam was send through the fuel-air mixture, and the intensity of the out coming
laser beam was measured. Thus, the absolute value of this intensity has an inverse proportion-
ality with the fuel concentration. The heat release rate has been monitored by means of OH
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Figure 4.11: The absolute value of the T22 element versus Strouhal number plotted for several
values of α.
chemiluminescence measurement. The intensity of light emitted by OH radicals is assumed to
have some proportionality with the heat release. The set-up is shown in figure 4.12.
Figure 4.12: Experimental set-up for simultaneous measurement of transfer matrices, equivalence
ratio fluctuations and heat release fluctuations.
Transfer matrix measurements have been performed for three different operating conditions.
The chemiluminescence measurement and fuel mass fraction measurement have been performed
simultaneously with these transfer matrix tests. The response of the mass fraction fluctuation
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measurement (V1(t)) and heat release fluctuations (V2(t)) to the pure tone forcing was then
evaluated using the method described in chapter 3. In this way an estimate of the transfer
function between “heat release” and “fuel concentration fluctuations” was obtained by H(ω) =
Vˆ2
−Vˆ1 ≈
Qˆ
yˆf
. Note, that care should be taken when giving a physical interpretation to the absolute
value of the transfer function obtained in this way. This is because the signals only have some
proportionality to the physical quantity. However, the phase relation between the two quantities
should reflect the physical phase difference. Moreover, the signal delivered by the laser did not
have a constant intensity in time (fluctuating with a time scale much larger than the forcing
frequency). Development of the laser measurement technique was not part of this work, therefore
this method will not be explained in detail here. A very similar technique was used by [70, 77],
a detailed description of the method can be found in their papers.
By making use of Eq. 2.111 and 4.10 it can be seen that the following relation is found between
the heat release, mass fraction fluctuations and the T22 matrix element.
∠( Qˆ
yˆf
) = ∠(F∗{ξ}) = ∠(1− T22) (4.18)
Thus, if the proposed model is correct, the phase of the measured transfer function H(ω) should
correspond to the phase of (1−T22). Note that when a Gaussian time delay distribution is used,
∠(F∗{ξ}) = −ω τ¯ . This comparison has been made in figure 4.13, note that only the phases
should be compared. The comparison shows that the phase of both quantities is very similar,
and has the same trend when varying the flame temperature. Moreover, the phase characteristic
is nearly linear which is consistent with the predicted trend of −ω τ¯ .
4.4 Approximations
In this section, an approximation of the Fourier transform of the Gaussian distribution will be
derived. In order to avoid a convolution integral in the time domain simulations, the function
will be approximated by a time delay in series with a second order system.
The n − τ model with distributed time delays:
H = e−sτ¯e
1
2
s2σ2 , (4.19)
will be approximated by a delay (τ∗) and a second order system with parameters α and β:
F = n e−sτ
∗ 1
(αs + 1)(βs+ 1)
. (4.20)
The choice of this equation is based on two considerations:
1. in the original equation a time delay is present. A time delay is of infinite order, so the
approximating function should also contain an element of infinite order.
2. the magnitude of the original equation decreases strongly with frequency - a second order
system can reproduce the same effect.
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Figure 4.13: The absolute values and phase of T22 − 1 and of −H(ω) = Vˆ2/Vˆ1.
A complex exponential can be expanded in series as:
ez =
∞∑
n=0
zn
n!
. (4.21)
Expanding H up to the second the term, the following relation are found for α and β:
α =
(τ¯ − τ∗)−√(τ¯ − τ∗)2 + 2σ2
2
(4.22)
β =
(τ¯ − τ∗) +√(τ¯ − τ∗)2 + 2σ2
2
(4.23)
. (4.24)
To ensure that the function is real and stable, the following inequality needs to be fullfilled:
0 < τ∗ < τ¯ − √2σ. It was found that the best approximation was obtained when τ∗ is large.
Therefore, the maximal value was chosen: τ∗ = τ¯ −√2σ.
Thus the approximation of the Fourier transform of the Gaussian distribution is found to be:
H =
e−s(τ¯−
√
2σ)
1
2σ
2s2 +
√
2σs+ 1
(4.25)
The approximated transfer function of the flame model is then simply 1 + n H .
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4.5 Non-linearities
The acoustic flame model with distributed time delays is linear. This may be a valid assump-
tion for small amplitudes of oscillation, however, for sufficiently large amplitudes, the linearity
assumption will no longer hold. If the linear representation of the combustion system is unsta-
ble, this would mean that infinitesimally small disturbances will grow exponentially to infinitely
large amplitudes. Because infinite amplitudes do not exist in technical systems, it is clear that
there must be some non-linear mechanism that limits the exponential growth. Strictly speaking,
a combustion system will never be unstable, because the amplitudes are always finite. In this
respect it is important to make a distinction between stability and asymptotic stability. An
asymptotically stable acoustic system has an impulse response that decays to zero after suffi-
cient time, while a system is said to be stable if all amplitudes of the system remain bounded,
i.e., finite.
The acoustic amplitudes encountered in gas turbine combustion chambers are generally low
enough to ensure the validity of the linear acoustic wave equation as far as wave propagation is
concerned. Therefore, it is assumed here that the non-linear limiting effect is due to a limitation
of the periodic heat release. In the acoustic flame model, the amount of fuel injected is assumed
to be constant. Fluctuations in equivalence ratio are then created by fluctuations of the acoustic
velocity at the injection location. The heat release is then assumed to be proportional to the
equivalence ratio. This last assumption (heat release proportional to equivalence ratio) will not
hold for large amplitudes. This can easily be understood by considering the dependence of the
mean (steady) heat release as a function of equivalence ratio:
• for very low equivalence ratios the flame will extinguish and the heat release is therefore
zero
• for equivalence ratios larger then unity not all fuel will be consumed
• for very large equivalence ratios the flame will also extinguish
Note that the acoustic velocity fluctuations are not necessarily small compared to the mean
velocity, thus the equivalence ratio fluctuations are not necessarily small compared to the mean
value either. Deriving a thermoacoustic model that describes the non-linear physical processes
in the flame accurately will be very difficult, if possible at all. Therefore, an ad hoc systems
approach will be used to describe the phenomenon: the flame will simply be assumed to extin-
guish locally if the equivalence ratio is lower than a certain threshold value. It is important to
note that the flame will only extinguish locally, it will not blow off completely.
The flame can therefore be considered to consist of multiple flame models in parallel, each
sub-model having it’s own time delay (τ) and it’s own saturation function (Γ). Expressing the
linearized sub-models as an n − τ model: u′2 = u′1 + nu′1(t − τ), the saturated sub-functions
are written as: u′2 = u′1 + nΓ∗{u′1(t− τ)}. Note that the saturation function (Γ∗) acts here on
u′1(t− τ) rather than on the heat release. This was done for ease of notation, for the final result
this does not matter because the heat release is directly proportional to the velocity fluctuations.
This saturation function can be expressed as:
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Figure 4.14: System of parallel flames with non-linear saturation.
Γ∗{u′1(t− τ)}

ulim if u′(t − τ) < ulim − u¯
u′1(t− τ) if ulim − u¯ < u′(t− τ) < u¯− ulim
ulim if u′(t − τ) > u¯− ulim
The system of K parallel flames can be represented in a block diagram as shown in Fig.4.14. In
this diagram, (t− τk) represents the kth time delay.
If the saturation functions in this diagram would have been placed before the time delay, the
system would have the same input-output relation, because the delay only causes a phase shift.
Thus, the saturation function may as well be placed such as to act directly on u′1(t). This makes
clear that the system of Fig. 4.14 can simply be represented by:
u′2(t) = u
′
1(t) + nΓ{u′1(t)} ∗ ξ(τ), (4.26)
in which ∗ denotes the convolution product between two signals.
Following this line an “effective” equivalence ratio in the presence of the non linear saturation
function can be defined in a similar way:
y′f,1(t) =
∫ ∞
τ=0
ξ(τ)Γ{y′f,i(t− τ)}dτ (4.27)
= Γ{y′f,i(t)} ∗ ξ(τ) (4.28)
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4.6 Discussion
An acoustic transfer matrix model for lean-premixed flames is presented. The model accounts
for heat release fluctuations due to both fluctuations in fuel concentration and flame speed. A
“time-lag” model is employed to model the fuel concentration fluctuations which are produced
by air fluctuations at the injector location and thereafter convected to the flame.
Phase-locked images demonstrate that temporal fluctuations of the flame shape are minimal.
They are therefore neglected in this analysis. The model accounts for acoustic fluctuations of
the flame speed. The flame model has two unknowns: the distribution of the time delays and
the dependence of the flame speed on the laminar burning velocity. These a-priori unknown
parameters are obtained by fitting the model to measured transfer functions. Starting from
the general flame model, influence of flame velocity and distribution of time delays have been
validated. The flame transfer function of a swirl stabilized lean premix combustor is obtained
experimentally in an atmospheric test facility for a range of operating conditions.
A very good agreement between measured data and the analytical model is found. The values
obtained for the time delays show a strong correlation between the ratio of mean flow velocity
and estimated distance between fuel injection and consumption. The dependence of the flame
velocity on the laminar flame velocity is found to be very weak, which can be expected in
combustion processes dominated by turbulence.
A non-linear saturation mechanism has been introduced in the flame transfer function. The
description of the (static) non-linearity is not based on physical models but on an ad-hoc systems
modeling assumption. A detailed, physical understanding of the non-linear processes in the flame
would require transfer function measurements and flame visualization at different (very high)
forcing levels. This is recommended as a future research activity.
Although the derived model demonstrated to be in good agreement with experimental results,
it should be noted that different mechanism could lead to a similar transfer function. A possible
candidate for such a mechanism is based on heat release fluctuations caused by periodic vortex
shedding. It is well known that a confinement in a flow may cause periodic vortex shedding.
This mechanism of vortices that build up can be triggered by acoustic waves. Because vorticity
convects with mean flow as well, they could exhibit a similar time-lag behavior as the aforemen-
tioned equivalence ratio mechanism. Recent experimental results demonstrate that when the
air and fuel are mixed far upstream of the burner (and thus avoiding equivalence ratio fluctua-
tions near the burner), the magnitude of the transfer function relating the acoustic velocities is
decreased by a factor four. This is a strong indication that equivalence ratio fluctuations are of
crucial importance in the thermoacoustic interaction mechanism. Nevertheless, even in the case
of completely temporal uniform mixture supply, the transfer matrix was not completely passive,
and could, in principle, cause thermoacoustic instabilities.
Chapter 5
System Analysis
5.1 Introduction
In this chapter, the representation of thermoacoustic systems as networks of acoustic elements
will be discussed. An important issue is the inter-connection with annular ducts – three possible
ways for doing this have been investigated. The first method consists of a quasi two-dimensional
description of annular ducts. By making use of the symmetry of annular ducts, an annular
combustion system can be represented by a one-dimensional network. The advantage of this
method is its simplicity. A disadvantage is that only rotationally symmetric systems can be
investigated. Furthermore, it is a typical frequency domain approach, making this method
less suitable for the design of control systems. Stability analysis of these systems requires a
numerical search in the complex plane which is difficult because the equations are discontinuous.
This method, which was developed by Polifke et. al. [105] will be referred to as the 1-D Wave
Propagation Method . In order to overcome the limitation to rotationally symetric systems, a new
method has been developed that makes use of expansion of the acoustic field in Fourier series.
This method proved to be successful for relatively simple systems. However, more complex
systems became badly conditioned, and in some cases numerical difficulties were encountered.
This method will be referred to as the Fourier Expansion Method. Because this model proved to
be not suitable for control design and testing, a third method has been developed in this work:
the Modal Expansion Method. This method can be analyzed in frequency and time domains.
The stability analysis is straightforward and does not require a numerical search, guaranteeing
that all eigenvalues of the system are found in one step. The method is not restricted to
rotationally symmetric ducts; in fact, any geometry can be included. Very complex geometries
can be included by using input from Finite Element Packages. In this method, a state-space
representation of the system is used, thus making the method suitable for control system design.
5.2 System Analysis in the Frequency Domain
In this section, the analysis of relatively simple thermoacoustic systems will be addressed. Ther-
moacoustic stability will be addressed from three different points of view:
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1. energy balance analysis, using impedances and reflection coefficients in the frequency do-
main as done in “classical” acoustics
2. addressing the Rayleigh criterion
3. using the passivity criterion.
All of these methods are “frequency domain” methods. The aim is to show the similarities
between these methods. As well, these simple examples will give good insight as to how different
modeling and analysis techniques presented in this work can be combined. In section 5.6 a
different stability analysis method is addressed.
Generally it does not matter whether a linear system is analyzed in the time domain or in
the frequency domain (both representations carry the same information). It should be noted,
however, that the frequency is a complex quantity. Thus the system should be known in the
entire complex plane. If it is known a priori that the system under consideration is stable, then
it is sufficient to know the system as a function of real valued frequency to get a full description
of the system (See § 3.3. for more details). Systems in classical acoustics without mean flow
are known to be stable. Therefore, it is sufficient to analyze these systems as a function of real
frequency, time domain behavior can then be recovered via an inverse Fourier transform. If
interactions with mean flow or heat release occur, then the acoustic system may become linearly
unstable. In this case, the system is no longer described by the (real valued) frequency response.
Nevertheless, frequency responses can be useful, provided the system is split into sub-systems
in an appropriate way. The possibilities and limitations of such an approach will be discussed
in this section.
We will start with a very simple but also very generic combustion system: two volumes connected
by compact reaction zone. It is assumed here that the acoustic field in the reaction zone is one-
dimensional: only axial wave propagation. A sketch of such a system is given in Fig. 5.1.
Figure 5.1: Generic thermoacoustic system.
In this system, the upstream geometry is referred to as Zup, the downstream geometry as Zdo,
because they are entirely described by the acoustic impedances Zup =
pˆ1
−uˆ1 and Zdo =
pˆ2
uˆ2
. The
minus sign in the upstream impedance shows up because the impedance is defined based on a
velocity pointing out of the surface. Both volumes are interconnected by the combustion zone.
From the acoustic jump condition obtained in § 2.8, and from the experimental results in § 3, it
is clear that the pressure across the flame can be considered continuous, while the unsteady heat
release is mainly caused by the acoustic velocity. The dependence of the acoustic heat release on
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the acoustic field will be given here as: ˆ˙Q = F uˆ1, in which F is referred to as the heat release
transfer function. If the fluctuating heat release is a function of equivalence ratio fluctuations
only, then Eq. 4.1 can be written as:
uˆ2 = uˆ1 + (
T2
T1
− 1)u¯1 yˆf
y¯f
(5.1)
= uˆ1 + (
T2
T1
− 1)u¯1
ˆ˙
Q
¯˙
Q
= uˆ1 + (
T2
T1
− 1) u¯1¯˙Q
F uˆ1
And thus the heat release transfer function is F =
ˆ˙Q
uˆ1
= − ¯˙Qu¯1 e−iωτe−
1
2
ω2σ2 . For ease of notation,
the transfer function between the acoustic velocities will be defined as: uˆ2 = Huˆ1. With these
equations, the system is closed, and can be expressed in a block diagram as shown in figure 5.2:
Figure 5.2: Block diagram of generic thermoacoustic system.
Such a representation might seem to be over simplified, but it is not. In fact, the more complex
models describing the thermoacoustic behavior in an annular gas turbine combustion chamber
can be cast in exactly the same block diagram. Therefore, it is worthwhile to analyze this system
in greater detail. Note that a source has been added in this block diagram because the system
would be trivial if it did not have any input. The response to the input source is then:
pˆ =
Zdo
1 + ZdoZ−1up H
uˆs (5.2)
The eigenvalues of this system are the frequencies (complex valued) for which the denominator
of Eq. 5.2. equals zero:
Zdo(ω)Z−1up (ω)H(ω) = −1 (5.3)
Note that this is a remarkably simple equation! Especially because the underlying assumptions
are not very restrictive. The imaginary part of the eigenvalues (ωi) determines the stability of
the system. If the imaginary part of the eigenvalue (ω) is negative, the system is unstable. The
real part of the eigenfrequency (ωr) determines the instability frequency. However, solving this
equation analytically for ω is not that straightforward, but can be done by using a numerical
86 CHAPTER 5. SYSTEM ANALYSIS
search, provided of course that Zdo, Zup and H are known functions of the (complex valued)
frequency. If the system is on a stability border, then ωi equals zero. Thus if the stability border
of the system has to be found, ω = ωr may be substituted. In the case without acoustic losses
in the two volumes, the real part of the impedances will be zero (<{Z(ωr)} = 0), thus the ratio
of the two impedances will be real. It is then easily seen from Eq. 5.3 that the imaginary part
of the flame transfer function should equal zero (={H(ωr)} = 0). Assuming a flame transfer
function as in Eq. 5.1, with H = 1 − (T2T1 − 1)e−iωτe−
1
2
ω2σ2 , it is readily seen that a stability
border is encountered if ωτ = npi, in which n is an integer number. This is again a remarkably
simple solution for a very general system, but does not supply much useful information because
although the stability borders are known, it is not known at what side of the stability border the
system is stable or unstable. It only says that at ωτ = npi the system will change either from
stable to unstable or from unstable to stable. However, if it is known (from experiment, from
numerical analysis or by the Rayleigh criterion) that for one specific value of ωτ the system is
stable (or unstable) then the stability for all values of ωτ are known by investigating ωτ = npi.
The stability borders of systems with damping can be found by solving equation 5.4 :
ZdoZ
−1
up (1− (
T2
T1
− 1)e−iωτe− 12ω2σ2) = −1 (5.4)
for σ and τ :
τ =
−1
ω
={ln(1 + Zup
Zdo
T1
T2 − T1 ) + 2n pi} (5.5)
σ2 =
−2
ω2
<{ln(1 + Zup
Zdo
T1
T2 − T1 ) + 2n pi}. (5.6)
A parametric plot of σ(ω) versus τ(ω) provides the stability borders of the system.
The boundary conditions may equally well be expressed as reflection coefficients. A reflection
coefficient is the ratio between the outgoing and incoming wave or Riemann invariant, Rup = f1g1
and Rdo =
g2
f2
. Thus the reflection coefficients may be obtained from the following transform:
R = Z−ρcZ+ρc .
The system boundary of the upstream system will be changed such that it includes the com-
bustion area. The upstream impedance that includes the flame will now be denoted by Zup,f =
ZupH
−1. Expressing the two impedances in terms of their reflection coefficients, the dynamics
of the system are governed by:
1
1−Rup,fRdo (5.7)
which is equivalent to the dynamics of Eq. 5.2. In this case, the eigenvalues can be found by
solving Rup,f(ω)Rdo(ω) = 1 for ω. Although this expression is equivalent to Eq. 5.3, it is
more convenient because the reflection coefficients typically have order of magnitude 1, while
the impedances may take values between −∞ and +∞. The stability of the system may be
analyzed by making a parametric plot of −Rup,f (ωr)Rdo(ωr) in the complex plane and using
Nyquist’s stability criterion. This criterion states that if Rup,f and Rdo themselves are stable,
then the entire system is stable if the parametric plot of −Rup,f(ωr)Rdo(ωr) does not encircle
−1 in the clockwise direction. Note that the functions only need to be known as a function of
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ωr, thus one may equally well use measured reflection coefficients using the methods described
in section 3. A sufficient condition for stability is thus: |Rup,fRdo| < 1. For slightly damped
systems the absolute value of Rdo will always be smaller than 1. Thus, the sufficiency criteria
reduces to |Rup,f | < 1, which corresponds to <{Zup,f} > 0. Conversely, a necessary condition
for instability is |Rup,f | > 1, the sufficiency criterion then depends on the absolute value and
phase of Rup,fRdo.
As mentioned before, both reflection coefficients should be stable in order to perform this analy-
sis. If (one of) the reflection coefficients are (is) unstable (open-loop unstable), then the simpli-
fied Nyquist criterion may no longer be used, and the number of unstable open loop eigenvalues
of the system should be known in order to analyze the system. The method would then not be
useful because determining the number of unstable open loop eigenvalues requires approximately
the same computational effort as determing the eigenvalues of the closed loop system directly.
Thus it is of interest to investigate the likelihood of the open loop system being unstable. The
upstream reflection coefficient, including the flame, is given by:
Rup,f =
1− HZup
1 + HZup
(5.8)
The flame transfer function is stable because H is a Finite Impulse Response system (which is
always stable). If it is assumed that Zup has some damping, chosen here to be infinitesimally
small (worst case), then all eigenvalues and zeros of Zup are stable, thus the inverse is stable as
well. We may now use Nyquist’s criterion to determine the stability of Rup,f , by investigating
the stable open-loop system Z−1up H . The instability criterion is fulfilled if |H(ω)|> |Zup(ω)+1|.
In absence of damping, and for σ = 0, it can easily be seen that a necessary condition for
instability of the upstream reflection coefficient is: (T2T1 > 2). The sufficiency depends on the
time delay (τ). Thus, the “simplified” Nyquist criterion may not be used under these conditions.
From experimental observations in the test facility described in § 3 it is known that the system
will always be stable if the downstream reflection coefficient is reduced to sufficiently low levels
(even if the temperature ratio is larger than two). This can be explained because in a real test
facility, the acoustic losses are considerable, and the spread of time delays in the flame (σ) is
considerable. Thus, for this test facility, measured reflection coefficients may be used to analyze
the stability. However, in numerical or analytical analysis the losses are often neglected (in order
to analyze a worst case scenario) and σ assumed to be zero (time lag model). In these cases, it
is incorrect to use the simplified Nyquist criterion if the temperature ratio exceeds two.
Because Zup, Zdo and H are all stable transfer functions, the simplified Nyquist criterion may
be used when plotting Ho(ωr) = Zdo(ωr)Z−1up (ωr)H(ωr). This is, however, generally not very
convenient because the values of the impedances can take extremely large or extremely small
values. This disadvantage can be overcome by using appropriate scaling of the absolute value of
the transfer function while leaving the phase angle unchanged. The following map proved very
useful: Ho(ωr) → arctan(|Ho(ωr)|)|Ho(ωr)|−1Ho(ωr). However, such a map may be difficult to
interpret, especially when several modes are close to instability.
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There is a close link between the analysis presented before, the energy balance derived in §2.5,
and the Rayleigh criterion. Consider that the system presented above is zero-dimensional, thus
the spatial integral over the energy balance is easily obtained:
d
dt
E = (γ − 1)p
′
1Q˙
′
ρc2
− p′1u′1 + p′2u′2 (5.9)
The first term on the right hand side can be considered as internal power generation, and the
last two terms as external power input. Thus, E can be considered as the amount of energy
stored in the system, while the right-hand term of Eq. 5.9 is a “supply rate”, or “power flux”.
The acoustic velocities may be eliminated by substituting the relation for the impedances. Fur-
thermore, the heat release will be related to the acoustic pressure as: ˆ˙Q = F uˆ1 = −F 1Zup pˆ1.
The transfer function FQp will be defined here as the transfer function between pressure and heat
release: FQp = −FZup . Assuming periodic oscillations, the energy balance is integrated over one
oscillation period (T = 2piω ) in order to obtain the average energy gain over one cycle. Because
all signals are real, the integral over the product of velocity and pressure is obtained as:
ω
2pi
∫ 2pi
ω
0
p′(t)u′(t)dt =
ω
2pi
∫ 2pi
ω
0
(pˆeiωt)2Z−1 dt =
1
2
|pˆ|2<{Z−1}, (5.10)
and similarly for the integral over pressure and heat release. The energy balance over one cycle
is therefore:
∆E =
1
2
|pˆ|2γ − 1
ρc2
<{FQp} − 12 |pˆ|
2<{Z−1up } −
1
2
|pˆ|2<{Z−1do } (5.11)
Thus the system gains energy if the dissipation on the boundaries is smaller than the energy
added by the heat release term. If there are no losses in the upstream and downstream volumes,
then <{Z−1up } = 0 and the Rayleigh criterion is recovered: the system gains energy if <{FQp} > 0
(if acoustic pressure and velocity are in phase). However, this does not mean that the system is
unstable at every frequency where FQp has positive real part.
The energy balance and the Rayleigh criterion are closely related to the passivity property. A
system is passive if the increase of energy storage ( ddtE) is smaller than the supply rate [125, 121].
Thus it can be considered as a system that itself does not “produce” energy. A linear system is
passive if and only if it is stable and if its transfer function (evaluated at positive, real frequencies)
has a non-negative real part. Thus, the acoustic impedance (in classical acoustics) is an example
of a passive system. It can be demonstrated [125, 121] that a negative feedback interconnection
of two passive systems is passive as well1 (and thus stable).
Analyzing, in this light, the system described in the introduction (Fig.1.2) we may conclude
that the transfer function from ˆ˙Q to pˆ is passive. The interconnected system will be stable if
FQp is passive, thus if FQp has a negative real part, which corresponds to the result obtained
before. Thus, the Rayleigh criterion can be considered as a passivity condition.
The modal expansion provides good insight into the stability of the system. Considering only
one mode of (Eq.2.90) and integrating over the volume yields:
1This holds as well for non-linear systems and MIMO systems.
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pˆ =
ψ2(x0)
λ (ω2 − i ω α− ω2n)
(1− γ) i ω ˆ˙Q, (5.12)
after substituting the relation for the heat release, the homogenous equation can be written as:
−ω2 + i ω α+ ω2n =
ψ2(x0)
λ
(γ − 1) i ωFQp. (5.13)
Generally, the transfer function, FQp, depends on the flame transfer function and on the geometry
of the combustion system. Nevertheless, in order to investigate the influence of the phase relation
between acoustic pressure and velocity, it is useful to assume a time delay model between heat
release and pressure fluctuations. The right hand term of Eq. 5.13 can then be written as:
 i ωe−i ωτ . In which τ is the time delay, and  is some interaction coefficient. If the interaction
coefficient is very small, then the instability frequency will be close to ωn. An approximate
solution of Eq. 5.13 for the eigenvalue (ω) is then found:
ωeig ≈ ωn + i α− i  e−i ωτ (5.14)
The system is unstable if the imaginary part of the eigenvalue (ωeig) is smaller than zero. Thus
from Eq. 5.14 it is clear that the system is unstable if ωτ = 0 (heat release in phase with
pressure) and  > α (thermoacoustic amplification larger than damping). The dependence of
the eigenvalue ωn as a function of τ is sketched in figure 5.3.
Figure 5.3: Eigenvalues as a function of phase between heat release rate and pressure (ωτ)
This figure also makes clear that if the phase difference between heat release and pressure is
±pi2 , then the stability of the system is not affected, but the frequency of instability (<(ωeig))
changes. This is in accordance with [108].
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5.3 Annular Geometries
The 1-D annular method and Fourier expansion method will be mentioned briefly here, more
attention will be paid to the Modal Expansion Method.
5.3.1 Wave Propagation Method (Quasi 1-D)
Starting from the solution of the wave equation for a thin annular duct (Eq. 2.54), neglecting
the radial dependence (m = 0), and assuming rotational symmetry: R±+ = R±−, using the
notation f = R++ = R+− and g = R−+ = R−−, then because:
e−ik
±
x x−i 2nD y + e−ik
±
x x+i
2n
D
y = 2e−ik
±
x cos(
2n
D
y), (5.15)
equation Eq. 2.54 can be written as:
pˆ(x, y, ω)
ρc
=
N∑
n=0
(fne−ik
+
x x + gne−ik
−
x x) cos(
2n
D
y), (5.16)
uˆ(x, y, ω) =
N∑
n=0
(fnκ+e−ik
+
x x + gnκ−e−ik
−
x x) cos(
2n
D
y), (5.17)
(5.18)
with:
k±x =
−ω
c M ±
√
(M2 − 1)((±2nD )2) + (ωc )2
1−M2 (5.19)
κ± =
k±x
k −Mk±x
(5.20)
Note that the origin of y can be chosen arbitrarily. The notation p˘n(x, ω) will be introduced
for the maximum value of the acoustic pressure in the azimuthal direction: pˆn(x, y, ω) =
p˘n(x, ω) cos(2nD y). Denoting conditions at the inlet of the duct by the subscript u and out-
let by subscript d, the following relations are obtained between inlet and outlet for the nth
circumferential mode:[
p˘u
u˘u
]
=
[
1 1
κ+ κ−
][
fˆu
gˆu
]
,
[
p˘d
u˘d
]
=
[
1 1
κ+ κ−
][
fˆd
gˆd
]
. (5.21)[
fˆd
gˆd
]
=
[
e−ik
+
n L 0
0 e−ik
−
n L
][
fˆu
gˆu
]
. (5.22)
The transfer matrix relating the acoustic quantities at the inlet to the outlet can thus be written
for one mode as:[
p˘d
u˘d
]
=
[
1 1
κ+ κ−
][
e−ik
+
n L 0
0 e−ik
−
n L
][
1 1
κ+ κ−
]−1 [
p˘u
u˘u
]
=
1
κ+ − κ−
[
κ+e−ik
+
n L − κ−e−ik−n L e−ik+n L − e−ik−n L
κ+κ−(e−ik
+
n L − e−ik−n L) κ+e−ik+n L − κ−e−ik−n L
][
p˘u
u˘u
]
(5.23)
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Note that if n = 0, this corresponds to the transfer function of a simple one-dimensional duct
with mean flow. In the case of a one-dimensional duct, the Riemann invariants f and g can
be considered as two disturbances (or waves) traveling in opposite directions at the speed of
sound. In the case of an annular duct, the Riemann invariants f and g may be interpreted
in a similar way because these are disturbances travelling in the axial direction as well. The
difference is that in this case, the physical disturbance is generally not traveling in the axial
direction, but in any direction. If, for convenience, the Mach number is assumed to be zero,
then the wave travelling in the positive axial direction can be written as: fe−ix
√
(ω
c
)2−( 2n
D
)2 . This
is the projection on the axial direction of the physical disturbance that propagates at an angle,
α, to the x-axis. The propagation angle (α) is given by sin(α) = 2cnωD . The propagation speed in
the axial direction is cx = {(1c )2− ( 2nωD )2}−
1
2 , thus the propagation velocity in the axial direction
is always larger than the speed of sound, except for longitudinal modes (n = 0). At the cut-off
frequency (ω = 2cnD ) the f and g waves propagate in the axial direction with infinite speed!
The angle of propagation of the physical disturbance is then ±90◦. At frequencies lower than
the cut-off frequency, the magnitude of f increases exponentially in the axial direction, while
the direction of propagation is reversed. f then travels in the upstream direction (thus in the
direction of propagation, the magnitude decreases). It should be clear from this analysis that f
and g can still be considered as waves traveling in opposite directions, however, care should be
taken with the physical interpretation. Although this is not done here, k±x can be defined in a
different way to ensure that f is always traveling in the positive direction and g always in the
negative direction, even for frequencies below the cut off frequency. However, for the final result
(in terms of pressures and velocities) this does not matter.
If the transfer matrices of the other subsystems (burner, flame, etc.) in the combustion system
are known, then all the transfer matrices can be combined in one system of equations:
S(ω,n)p = e, (5.24)
in which the matrix S contains all the transfer functions, the vector p contains the unknown
pressure and velocities at all the interfaces, while the vector e (the forcing vector) contains the
acoustic sources of excitation in the system. The system can be solved for p(ω), in order to
obtain the frequency response of the system. If a linear system is stable, then the absolute
value of this frequency response corresponds to the absolute value of the Fourier transform of
the (steady state) time domain signal. However, this is not the case if the system is unstable,
simply because an unstable system grows without limitation, and does not have a steady state.
The frequency response data can easily be misinterpreted if no information about the stability
of the system is available. Note that the more unstable a linear system is, the lower the peak
in the frequency spectrum will be. This is a general property of unstable linear systems, thus
no matter what modeling approach is used, the frequency response of a linear system is useless
if the system is not guaranteed to be stable.
Stability of the system can be assessed by solving the homogeneous system S(ω,n)p = 0. Apart
from the trivial solution p = 0, non-trivial solutions exist for those ω where the determinant
of S(ω,n) equals zero. These values of ω are eigenfrequencies (or poles) of the system and
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are generally complex. The system is said to be stable if there are no eigenfrequencies with a
negative imaginary part. Solving |S(ω,n)| = 0 requires a numerical search of complex roots of
a complex function, which can be done using standard numeric routines. The acoustic system
under consideration has an infinite number of eigenfrequencies, this is because of the time delays
in the system which have an infinite order. Strictly speaking, all eigenfrequencies would have
to be found numerically to prove stability of the system, which is impossible in finite time.
Practically, however, the system model is only valid in a certain frequency range, the search of
eigenvalues can then be restricted to this frequency band. Nevertheless, this approach may be
dangerous, because there is no proof that all relevant eigenfrequencies have been found in the
frequency band.
The function |S(ω,n)| is generally not continuous, but will have branch cuts. This can easily
be seen from Eq. 5.19: the square root of a complex value is taken, and it is well known that
the square root function has a branch cut. This may cause numerical difficulties in root finding,
because bracketing methods do not work.
Note that because the azimuthal modes are orthogonal, the system may be evaluated indepen-
dently for every mode. This property will be used later when deriving active control algorithms
for annular combustion systems.
An advantage of the approach described here, is that the mean flow effect is included. In order
to investigate the influence of the mean flow on the acoustic waves in an annular duct, the
eigenfrequencies have been calculated for a closed-closed annular duct. Thus, the following
boundary conditions have been imposed on Eq. 5.23: u˘d = 0 and u˘u = 0. After rearranging the
equations and solving the homogenous equation for ω, the eigenfrequencies are found to be:
ω = c
√√√√(1−M2){(2n
D
)2
+ (1−M2)
(wpi
L
)2}
(5.25)
Expressing the ratio of the diameter (D) and the length (L) of the duct as β, the relative change
of the eigenfrequencies due to the mean flow is expressed as:
ω
ωM=0
=
√
(1−M2){(2nβ)2 + (1−M2)(wpi)2}
(2nα)2 + (wpi)2
(5.26)
This relative change of the frequency has been plotted as a function of the Mach number in
figure 5.4. A separate plot for each value of the azimuthal mode (n) has been made. A diameter
to length ratio (β) of 4 has been chosen. This is typical for a gas turbine combustion chamber.
In each plot, four curves have been plotted corresponding to axial modes w = 0, 1, 2, 3 (except
for the trivial combination where w = 0 and n = 0). In the first plot, (n = 0), the four
lines coincide, and are thus indistinguishable, which can be directly understood by investigating
Eq. 5.26. In the third plot (n = 2) the lines do not coincide exactly, but are very close. At first
thought, it might be surprising that even for a purely azimuthal mode (w = 0, n = 1) there is
an influence of the Mach number on the resonance frequency. However, it should be considered
that although the wave propagates in a direction orthogonal to the axis, the direction of the
wave propagation is not orthogonal to the mean flow direction if a coordinate system is used
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that moves with the mean flow. The mean velocity of the flow in a gas turbine combustion
chamber is generally smaller thanM = 0.03. Figure 5.4 shows that for these low mach numbers
the influence of the mean flow is negligible. Nevertheless, the influence of the Mach number on
the boundaries will generally not be negligible. Note that a closed-closed duct with mean flow
is a physical contradiction because the flow has to come in somewhere. However, it is assumed
here that for a more realistic configuration, the order of magnitude of the influence will be the
same.
Figure 5.4: Influence of Mach number on the eigenvalues of a closed-closed annular duct for
three longitudinal modes (w) and four azimuthal modes (n).
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5.3.2 Fourier Expansion Method (Quasi 2-D)
The Fourier expansion method is similar to the previously described method, however, in this
case no rotational symmetry is assumed. This method can be used to analyze the three-
dimensional wave propagation in combustion systems with multiple burners, where the burners
do not need to have the same transfer functions. Within the framework of this approach, it
is straightforward to apply impedances at the entrance or exit of the ducts that vary with the
azimuthal coordinate. As a starting point, Eqns. 2.57 and 2.58 are used. The idea is to discretise
the system in the azimuthal direction and apply boundary conditions at coordinates (x = 0, yi)
and (x = L, yi), where L is the length of the annular duct. From Eqns. 2.57 and 2.58, it is seen
that 2 + 4N unknowns have to be solved, namely F , G and r(n)±± with n = 1 . . .N , thus the
discretization in the azimuthal direction has to be done such that 2 + 4N boundary conditions
are applied. The value of N should then be chosen such that a sufficient spatial resolution is
obtained 2. In order to avoid lengthy expressions, the following notation is adopted to express
Eqns. 2.57 and 2.58:
p′(x, y)
ρc
= ~R · ~Hp(x, y) (5.27)
u′(x, y) = ~R · ~Hu(x, y)
with
~Hp = [P,−P,Hn=1++ , Hn=1+− , Hn=1−+ , Hn=1−− · · ·Hn=N++ , Hn=N+− , Hn=N−+ , Hn=N−− ]
~Hu = [P,−P,H∗,n=1++ , H∗,n=1+− , H∗,n=1−+ , H∗,n=1−− · · ·H∗,n=N++ , H∗,n=N+− , H∗,n=N−+ , H∗,n=N−− ]
~R = [F,G,Rn=1++ , R
n=1
+− , R
n=1
−+ , R
n=1
−− , · · · , Rn=N++ , Rn=N+− , Rn=N−+ , Rn=N−− ]
and
Hn±± = e
−ik±x x−i±2nD y
H∗,n±± =
k±x
k −Mk±x
Hn±±
As a very simple example, consider an annular duct open on one side, p′(x = 0, y) = 0, and
closed on the other side, u′(x = L, y) = 0, except for y = 0 where a source term () is applied:
u′(x = L, y = 0) = . In order to obtain the same number of equations as unknowns, the
azimuthal direction will be discretised in 1 + 2N points. The system of equations is then
obtained as:
2This can be understood by considering that the series are Fourier expansions. By Nyquist’s or Shanon’s
sampling criterion, the spatial resolution can not be smaller than piD
N
.
5.3. ANNULAR GEOMETRIES 95

~Hp(x = 0, y1)
...
~Hp(x = 0, y1+2N )
~Hu(x = L, y1)
...
~Hu(x = L, y1+2N )

︸ ︷︷ ︸
S
~RT =

0
...
0

...
0

︸ ︷︷ ︸
e
(5.28)
In which the square system matrix (S) has dimensions 2 + 4N and the vector e has the same
length. The acoustic pressure at any point (x, y) within the boundaries is thus obtained as:
p′(x, y)
ρc
= ~R · ~Hp(x, y) = ~Hp(x, y)S−1e, (5.29)
and similarly for the acoustic velocities.
Using the representation of Eq. 5.28, it is straightforward to extend the method to include
(complex valued, frequency dependent) impedances on the boundary. An impedance defined by
Z = pˆρc uˆ at the boundary for (x = 0, yi) can simply be included by writing the i
th row of S as:
~Hp(x = 0, yi)− Z ~Hu(x = 0, yi).
The same methodology can be used to obtain the transfer matrix of an annular duct. The
transfer matrix M is defined here as the matrix relating the K acoustic pressures on one of
the boundaries to the K acoustic velocities at the same locations. Denoting these K locations
as yI,k, with k = 1 . . .K (the subscript I denoting that at these locations, external inputs are
applied) the system matrix is expressed now as:
...
H
...
~Hu(x = L, yI,1)
...
~Hu(x = L, yI,K)

︸ ︷︷ ︸
S
~RT =

...
0
...
uˆ(x = L, yI,1)
...
uˆ(x = L, yI,K)

︸ ︷︷ ︸
e
. (5.30)
In which the upper part of the (4N + 2 − K) × K matrix H contains the relations at the
boundaries (except for the input locations), as described before.
Similar to the previous example, the acoustic pressures at yI,k are recovered now:
pˆ
ρc(x = L, yI,1)
...
pˆ
ρc(x = L, yI,K)
 =

~Hp(x = L, yI,1)
...
~Hp(x = L, yI,K)
S−1 [ 0
I
]
︸ ︷︷ ︸
M
 uˆ(x = L, yI,1)...
uˆ(x = L, yI,K)
 (5.31)
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In which M is the K × K transfer matrix that is solved for. This input-output relation of an
annular duct with mean flow (with complex impedances specified at the boundaries) can now
be used in a network representation of a combustion system, in a similar manner as described in
section 5.3.1. However, in this case every node in the network relates K acoustic quantities, and
therefore the matrices become accordingly larger. In order to validate the approach to obtain
the transfer matrix of a duct, a comparison with the finite element package Sysnoise has been
performed. A thin annular duct of 1 meter diameter and 2 meter length is modeled in Sysnoise, a
unit velocity source has been applied to the boundary at (x = 0, y = pi/2). The transfer matrix
of such a duct was obtained using the method described before. After applying the correct
inputs to the transfer matrix (all input velocities equal zero, except at uˆ(x = 0, y = pi/2) = 1),
the resulting pressure spectra have been compared. The result is displayed in figure 5.5.
Figure 5.5: Comparison of the fourier expansion method (solid lines) against Sysnoise
(dashed lines), both curves nearly coincide.
The acoustic pressure (at a certain frequency) can be calculated at any point within the bound-
aries. In figure 5.6, the acoustic pressure distribution has been plotted for 131 Hz.
In order to perform a stability analysis of the system, the eigenvalues of the homogenous system
have to be solved for. Thus det[S(ω)] = 0 has to be solved for ω ∈ C. As discussed in the previous
section, a numerical routine can be used to find the eigenvalues. Although good results have
been obtained for reasonably simple systems, more complex systems suffered from numerical
problems. The reason is that in order to obtain reasonably small spatial resolution, a very large
value of N is needed. Because the wave popagation (in absence of mean flow) is defined as:
e−ik
+
x x = e−ix
√
(ω
c
)2−( 2n
D
)2 , large values of N will cause a large positive value of the exponent if
the frequency is below the cut-off frequency. Because of this, the matrix in Eq. 5.31 becomes ill
conditioned and the inversion causes numerical difficulties. Also, note that the the square root
in the exponent has a branch-cut, and is thus discontinuous, this can cause problems for root
finding algorithms. The numerical difficulties associated with this method make this approach
not useful. This is the reason why a more robust method has been developed, which is the
subject of the next section.
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Figure 5.6: Contour lines of the acoustic pressure in the annular duct evaluated for the peak
at 131Hz.
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5.4 Modal Expansion of Arbitrary Geometries (1-D, 2-D or 3-
D)
Equation 2.90 is very useful in obtaining an acoustic transfer function for any volume. In this
section will be shown how Eq. 2.90 can be used to obtain an acoustic transfer function of a
volume. The acoustic transfer function is defined here as the ratio between the acoustic pressure
at a certain position (x) in the volume to the acoustic velocity (us) acting as an input on an
area (A0) centered on the boundary at x0. The source of acoustic velocity is defined such that
it is positive if the direction of the velocity points into the volume. The pressure as a function
of a source of acoustic velocity (us) is found by substituting Eq. 2.9 into Eq. 2.90:
pˆ(x) =
∞∑
n=0
ψn(x)
Λ(k2 − k2n)
∮
S
−iωρc2uˆs(xs)ψ(xs)dS (5.32)
If the distribution of the velocity is uniform and if the area (A0) is small compared to the
wavelength, then Eq. 5.32 can be rewritten to obtain the transfer function (H(ω)) between pˆ(x)
and u(x0).
H(ω) =
pˆ(x)
uˆ(x0)
= −iωρA0c2
∞∑
n=0
ψn(x)ψn(x0)
Λ(ω2 − ω2n)
(5.33)
More complex systems can be modeled by combining several transfer functions in an acoustic
network, also including flame and burner transfer matrices in the case of a network model of a
combustion system. Equation 5.33 relates the acoustic pressure at one location to the acoustic
velocity at another location. This Single Input Single Output (SISO) representation can easily
be extended to the general Multiple Input Multiple Output (MIMO) case. The K velocities at
~xin are then related to the J pressures at ~xout by a JxK transfer matrix (H):
p(~xout) = H u(~xin), (5.34)
in which the elements of H are given by:
Hjk = −iωρAkc2
∞∑
n=0
ψn(xj)ψn(xk)
Λ(ω2 − ω2n)
(5.35)
5.5 State-Space Representation
Because all the elements of the transfer matrix, H, have the same system poles (ωn) the trans-
fer matrix can be expressed more conveniently by a state-space representation. An additional
advantage of this representation is that it is more numerically robust. One mode of the SISO
system of 5.33 can be represented as:
x˙(t) = Ax(t) +Bu(t) (5.36)
p(t)
ρc
= Cx(t) +Du(t)
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An =
[
−αn −ωn
ωn −αn
]
Bnj =
[
0
ψn(xj)
]
Cnk =
[
0 cAkΛ ψn(xk)
]
D = [0]
Note that α, the modal damping, has been introduced here. It is assumed that the value of
α is small compared to ωn. There are many different possible state space representations of a
system. The representation chosen here has the advantage that it can easily be extended to the
MIMO case. The state of the system is represented by the 2x1 vector xn, this notation is chosen
to be consistent with notation used in control theory. The first element of this vector can be
interpreted as the modal value of the velocity potential, the second element corresponds to the
modal value ηn. The validity of this equation can easily be verified in the frequency domain,
because ˙ˆx = iωxˆ, the transfer function, H, is found to be equal to: C[iωI−A]−1B +D. The
structure of the equations for the general case, having N modes, J inputs and K outputs is
the same as for 5.36. However, the matrix A becomes a 2Nx2N block-diagonal matrix and the
matrices B and C become 2NxK and Jx2N matrices respectively:
 x˙1...
x˙2N
 =
 A1 . . .
AN

 x1...
x2N
+
 B11 . . . B1J... . . . ...
BN1 . . . BNJ

 u˙1...
u˙J

 p˙1...
p˙K
 = ρc
 C11 . . . C1N... . . . ...
CK1 . . . CKN

 x1...
x2N
+
 0 . . . 0... . . . ...
0 . . . 0

 u˙1...
u˙J

In order to obtain an acoustic transfer function or matrix of some volume, the eigenfrequencies
(ωn), and the eigenvectors (ψn) need to be known. For practical (often very complicated) systems
the eigenfrequencies and -vectors can be obtained from finite element analysis. Note that only a
modal analysis is required in the finite element method. This is computationally very efficient.
For more simple geometries, the eigenfrequencies and vectors can be obtained analytically. Two
examples that are of practical importance will be presented here: a simple one-dimensional duct,
and an annular duct.
5.5.1 One-Dimensional Duct
The longitudinal eigenfrequencies and eigenvectors of a duct of length L and diameter D, closed
at both ends are given for mode n by:
ωn =
pinc
L
(5.37)
ψn = cos(
pinx
L
)
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Λ =
∫ L
0
cos2(
pinx
L
)dx = L if n = 0
L/2 if n > 0
or,
Λ =
L
2− δkron(n) (5.38)
with δkron being the Kronecker delta.
Note that ψ(x = 0) = 1, thus the transfer function between the acoustic pressure at x = 0 and
the acoustic velocity at x = 0 is found by substituting 5.37 into 5.33:
pˆ
ρcuˆ
=
−iωc
L
{ 1
ω2
+
N∑
n=1
1
ω2 − (pincL )2
}
(5.39)
This transfer function can be represented in state-space form:
x˙1(t)
x˙2(t)
x˙3(t)
x˙4(t)
...
x˙2N−1(t)
x˙2N(t)

=

−α0 0
0 −α0
−α1 −picL
pic
L −α1
. . .
−αN −picNL
picN
L −αN


x1(t)
x2(t)
x3(t)
x4(t)
...
x2N−1(t)
x2N(t)

+

0
1
0
1
...
0
1

u′(t)
p′(t) = ρc2
[
0 1L 0
2
L . . . 0
2
L
]

x1(t)
x2(t)
x3(t)
x4(t)
...
x2N−1(t)
x2N (t)

(5.40)
Note that αn equals zero for ducts without acoustic attenuation, and will have a small positive
value for practical systems.
5.5.2 Annular Duct
A combustion chamber of a gas turbine can be represented as an annular duct with K input
and output ports (fig. 5.7), K being the number of burners.
The input-output relation is given by a transfer matrix relating K inputs to K outputs.
ωn =
√
(
2cm
D
)2 + (
picn
L
)2 (5.41)
ψn,m = cos(
pinx
L
)
{
cos(2myD )
sin(2myD )
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Figure 5.7: Annular duct with 12 input/output ports located at x = 0.
Λn,m =
{ ∫ L
0
∫ piD
0 {cos(pinxL )cos(2myD )}2dy dx = LDpih(2−δkron(n))(2−δkron(m))∫ L
0
∫ piD
0 {cos(pinxL )sin(2myD )}2dy dx = LDpih2(1+δkron(n))δkron(m)
Thus, the transfer function between the pressure at location y and the velocity at location x (at
x = 0) is given by:
pˆ(y)
ρcuˆ(y0)
= −iωcpiDh
K
N∑
n=0
M∑
m=0
{
cos(2myD )cos(
2my0
D )
Λ(ω2 − ω2n,m)
+
sin(2myD )sin(
2my0
D )
Λ(ω2 − ω2n,m)
}
(5.42)
It has been assumed here that Ak = piDK , this implies that each burner “communicates” via a
“surface” that equals the total cross sectional area divided by the number of burners. Note that
“surface” (Ak) is one-dimensional here, this is a consequence of the fact that the annulus has
been considered to be thin i.e., the height of the annulus is assumed to be negligible. Because
cos(a) cos(b) + sin(a) sin(b) = cos(a− b), Eq. 5.42 can be simplified to:
pˆ(y)
ρcuˆ(y0)
= −iωcpiDh
K
N∑
n=0
M∑
m=0
cos(2m(y−y0)D )
Λ(ω2 − ω2n,m)
. (5.43)
This last step is due to the rotational symmetry of the annulus: the transfer function depends
on the azimuthal distance between input and output location and is thus independent of the
choice of the origin of y. In order to relate all K inputs to all K outputs, a KxK transfer matrix
is required in which every element is given by Eq. 5.43. This can equivalently be expressed by
a state-space realization.
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An,m =

−α −
√
(2cmD )
2 + (picnL )
2√
(2cmD )
2 + (picnL )
2 −α
−α −
√
(2cmD )
2 + (picnL )
2√
(2cmD )
2 + (picnL )
2 −α

Bn,m =

0 . . . 0 . . . 0
cos(2pim1K ) . . . cos(
2pimk
K ) . . . cos(
2pimK
K )
0 . . . 0 . . . 0
sin(2pim1K ) . . . sin(
2pimk
K ) . . . sin(
2pimK
K )

Cn,m =
(2− δkron(n))(2− δkron(m))
KL

0 cos(2pim1K ) 0 sin(
2pim1
K )
...
...
...
...
0 cos(2pimkK ) 0 sin(
2pimk
K )
...
...
...
...
0 cos(2pimKK ) 0 sin(
2pimK
K )

. (5.44)
The burner’s azimuthal positions are given by: y = k piDK in which the integer k is the burner
number.
Validation
In order to validate the approach described in this section, a benchmark between this method
and a commercial acoustic finite element package has been made. The geometry consists of a
rigid walled annular duct as shown in fig. 5.7. The mean diameter of the annular duct is 0.44
meters, the length 0.35 meters and the height 0.12 meters. As an input, an acoustic velocity
uˆ = 1m/s has been applied to one of the “holes” or “burners” of the duct. The holes have a
diameter of 0.03 meters and are equally spaced around the circumference and centered at the
average radius of the annular duct. The speed of sound is 340 m/s and the density is 1.225
kg/m3. The pressure in the centers of the “holes” was calculated in three different ways:
• numerically, using the commercial package Sysnoise
• modal expansion, using analytically obtained eigenvectors and eigenfrequencies. In this
analysis longitudinal modes 0 and 1 and azimuthal modes 0 to 4 have been included.
• modal expansion, using eigenvectors and frequencies obtained from Finite Element Anal-
ysis
Figure 5.8 shows the comparison between the results of the three methods. Care has to be taken
when using modal analysis data obtained from finite element codes because some of these codes
won’t give the 0 Hz mode as an output. Indeed the 0 Hz is generally not of interest in acoustics,
however every closed volume will have an eigenfrequency at zero Hertz. Omitting this mode in
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the modal expansion will result in erroneous results in the low frequency range, the phase of
the pressure up to the first (non zero) resonance frequency will be especially strongly affected.
In Sysnoise, the zero Hertz mode is not calculated because it causes numerical difficulties [56].
As a consequence of this, the frequency response calculated by Sysnoise is incorrect for the
very low frequency regime. This “resonance at zero Hertz” might be somewhat surprising when
considering the physical interpretation of this acoustic effect. The reason is that these very low
frequencies are generally not considered to be acoustic. Note, however, that this phenomenon
is present in any rigid walled enclosure. A good example is the impedance of a one dimensional
duct of length L, which can be derived using the equations 2.34 and 2.36: Z(ω) = pu =
1
iρc tan(ωL
c
)
,
which has infinite response at ω = 0. The physical explanation is that in the limit case of the
frequency approaching zero, an “acoustic” velocity source acts as a constant (time invariant)
addition of mass. When continuously adding mass to a fixed volume the density (and accordingly
the pressure) will continuously increase. Another explanation is found when considering that if
the frequency becomes very low, the wavelength becomes very large, and thus gradients can be
neglected if the wavelength is much larger than the geometrical extent of the volume. Indeed,
the “mode-shape” corresponding to the eigenvalue at ω = 0 is uniform in space. From a systems
point of view, an eigenvalue in the origin corresponds to an “integrator”, the step response of an
integrator is a ramp function in time. This expresses the phenomenon that mass is accumulated
in a closed vessel with continuously increasing density as a result. Note that a duct closed at
one side, and open at the other side has an impedance Z(ω) = pu = iρc tan(ω
L
c ), which is zero at
ω = 0 thus if one side is open, no pressure can build up in the tube. Note also that if the acoustic
response due to a unit boundary displacement would have been applied (instead of an acoustic
velocity boundary), the peak at zero Hertz would be absent. This can be understood by the
relation between acoustic velocity uˆ and boundary displacement xˆ given by: xˆ = uˆi ω . Thus, a
unit acoustic velocity source in the frequency domain implies an infinite boundary displacement
at zero Hertz.
Note that it is important to know how the the eigenvectors are scaled, the scaling in Sysnoise is
such that ψsysnoise =
√
ρc2
Λ ψ in which ψ has unit amplitude.
5.5.3 Two Sided Duct
The two previous examples give a relation between the acoustic velocity and pressure at one side
of a duct, thus implying that the other side of the duct is a solid wall. Often times it is required
that a duct be connected to other systems on both sides. The state-space representation can
easily be extended to the more general case with inputs and outputs on both sides of the duct
(at x = 0 and x = L). When doing so, it is helpful to apply the following partitioning of the
B,C and D matrices:
x˙ = Ax+Blul +Brur (5.45)
pl
ρc
= Clx+Dllul +Dlrur
pr
ρc
= Crx+Drlul +Drrur
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Figure 5.8: Frequency response of annular duct, calculated with Sysnoise (solid), analytic
solution(dotted), and modal expansion (dashed).
In which l and r refer to the left or right hand side inputs and outputs. The matrix A is the
same as for the single-sided duct. The matrices Bl and Cl contain the values of the eigenvector
on the left side of the duct and are identical to the matrices B and C in Eq. 5.44. The matrices
Br and Cr contain the values of the eigenvectors at x = L. Because cos(pinxL ) = (−1)n if x = L
the following expressions are obtained for Br and Cr in annular ducts:
Brn,m = (−1)nBln,m
Crn,m = (−1)nCln,m
Although the D matrices are empty again, they are shown here in order to be more consistent
with a more general notation of partitioned state-space systems:
H =
[
H11 H12
H21 H22
]
=
 A Bl BrCl Dll Dlr
Cr Drl Drr

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Figure 5.9: Interconnection of two MIMO systems H and G, using the Redheffer star prod-
uct. Note that all arrows represents vectors of input or output signals.
5.6 Network Interconnections
In order to obtain a model of the acoustic behavior of a gas turbine combustion system, acoustic
transfer functions can be combined in a network of acoustic elements. The approach is similar
to the frequency-domain approach described in chapter 3. However, in order to make physical
sense, a time domain model has to be interconnected in a proper, causal way.
The lumped element representation of the annular combustion system of figure 5.9 can be rep-
resented by the block diagram of Fig. 5.9.
All submodules relate N pressure and N velocity signals on both the upstream and downstream
side. The entire system can now be modeled by interconnecting all the outputs of the subsystems
to the inputs of their “neighbours”. To do so, every subsystem will be represented as a state-
space system having the shape of 5.36 or 5.46. These subsystems can be inter-connected in a
very convenient way by making use of the Redheffer star product. The Redheffer Star Product
is a matrix operation based on a linear fractional transform [137]. It is often used in control
theory to model uncertainty in systems, but can be used to interconnect any network of state-
space systems. The interconnection of two ducts (or any other systems) H and G is then simply
given by: H ? G in which ? denotes the Redheffer star product, and is defined by:
H ? G =
[
Fl(H,G11) H12(I −G11H22)−1G12
G21(I −H22G11)−1H21 Fu(G,H22)
]
,
in which Fu() and Fl() denote the upper and lower linear fractional transform, defined as:
Fl(M, g) :=M11 +M12g(I −M22g)−1M21. The interconnection is illustrated in Fig.5.10.
Thus the system of Fig. 5.9 can easily be represented by the matrix S = P ? B ? F ? C ? E.
This system has no inputs or outputs, these could of course be added, but are not required
for a stability analysis. Stability requirement of the system is then satisfied if the real parts of
all eigenvalues of S are negative. The eigenfrequencies or poles of the system are the complex
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Figure 5.10: Interconnection of two MIMO systems H and G, using the Redheffer star
product. Note that all arrows represents vectors of input or output signals.
eigenvalues of the matrix S. Note that S ∈ R, is time invariant and does not depend on ω.
Computing the eigenvalues can be done using standard methods available in linear algebra.
Validation
The use of the Redheffer star product can be illustrated by applying end conditions to a one-
dimensional duct. With E being the boundary condition of the duct described by a partitioned
state space matrix, H . The transfer function (or impedance) of the duct plus this exit condition
is then simply given by: H ? E. The complex frequency dependent admittance E is set to:
E = up =
c
−iω 1
2
−200 and then represented in state-space. This admittance corresponds to strong
acoustic absorption for low frequencies and almost full reflection at higher frequencies, as shown
by the reflection coefficient plotted in Fig. 5.11. The frequency response of H ? E is plotted in
the right part of Fig. 5.11, together with the analytic result.
As a second example, the one-dimensional thermoacoustic system described in [65] will be an-
alyzed. This system consists of a straight duct, closed on one side, open on the other side,
with a flame stabilized in the middle of the duct. The pressure drop across the flame sheet is
assumed to be negligible. The acoustic velocity jump is modeled by the so-called n − τ model:
u2(t) = u1(t) + n u1(t − τ). The impedance of the open end is simply: Z3 = 0. A sketch of
the system and its lumped element block diagram is given in Fig. 5.12. Note that the n − τ
model contains a delay and is thus of infinite order. In order to avoid systems of infinite order,
the time delay is approximated by a Pade´ approximation, a technique commonly used in control
theory. The upsteam duct can be represented by the transfer function of Eq. 5.33, represented
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Figure 5.11: Absolute value of the reflection coefficient used for the validation model, left.
Absolute value of pressure response as a function of frequency, right. Analytic solution
(dotted line), modal expansion (solid line).
in state-space. However, in this case p is an input and u an output, thus the inverse of Eq.
5.33 has to be used to represent the duct, P . Because Eq. 5.33 is a minimum-phase transfer
function with 1 more pole than zeros, the inverse was taken after adding an “artificial” zero .
Using the Redheffer star product, the system can be represented as: S = P ? F ?C ? Z. An
analytic solution for the eigenvalues is not given in [65], however the eigenvalues of the system
Figure 5.12: Sketch of a one-dimensional combustion system, and block-diagram represen-
tation.
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are shown to be the roots of:
cos(2
ωL
c
)− sin2(ωL
c
)n e−iωτ = 0, (5.46)
which requires a numerical search. Both the results obtained via modal expansion and the roots
of Eq. 5.46 are plotted in Fig. 5.13, in which ω0 is the resonance frequency in the case n = 0.
For large values of ω0τ both curves deviate, this is because the order of the Pade´ approximation
was relatively low (six), however a perfect match can be obtained by increasing the order of the
Pade´ approximation.
Figure 5.13: Eigenfrequencies of the Rijke tube as a function of normalized time delay, τ .
Real part of frequency (left), imaginary part (right), analytic solution (solid line), modal
expansion (dotted line).
In order to validate the interconnection of MIMO systems, a very simple geometry is chosen as
the bench mark: 2 annular ducts coupled by 24 short ducts. This represents, in essence, a gas
turbine combustion chamber geometry [35]: the first annular duct corresponds to the plenum
chamber (diameterDup, length Lup, annulus height hup), the smaller ducts (length l, diameter d)
represent “burners” and the second annular duct (diameterDdo, length Ldo, annulus height hdo)
represents the combustion chamber. The dimensions are tabulated in table 5.6. A sketch of the
geometry is given in Fig. 5.14. A length correction was given to the small ducts, in accordance
with [111].
Lup
cdo
Ldo
cdo
l
cdo
Dup
cdo
Ddo
cdo
d
cdo
h
cdo
= hcdo
0.70 10−3 0.95 10−3 0.06 10−3 3.07 10−3 3.07 10−3 0.19 10−3 0.40 10−3
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Figure 5.14: Eigenfrequencies of the coupled duct with temperature jump obtained directly
by Sysnoise (o) compared to the modal expansion method based on numerically obtained
eigenvalues and vectors(x) and the analytic solution (+).
5.7 Test Rig Model
In this section, the network modeling approach will be used to obtain an acoustic model of an
atmospheric combustion test facility. The acoustic pressure spectra of this test rig have been
recorded systematically for a wide range of operating conditions. This set of experimental data
is used here to validate the network modeling and the stability analysis. The test rig is described
in section 3.2. A sketch of the test facility together with a network representation is given in Fig.
5.15. The model has been split up into five sub-systems. The Inlet block describes the acoustics
of everything upstream of the burner. It contains the wave propagation through the plenum
chamber and the air supply system (including air pre-heater and measurement orifices-plates).
The geometry of this system is rather complex, and therefore this sub-system is represented by
a measured impedance. This impedance is obtained as: Zin(ω) = − pˆ(ω)uˆ(ω) , in which pˆ(ω) and uˆ(ω)
have been obtained using the Multi Microphone Method (described in section 3.). A state-space
system representation of this measured frequency response is obtained using a built-in routine
in Matlabr, special care should be taken to ensure that this system is a minimal realization (no
pole-zero cancellation), and that the system is causal and stable.
The Burner block has two pressure signals as inputs and two velocity signals as outputs, its
transfer matrix will be represented by the symbol B, the dynamics are described by the L − ζ
model as desribed in sections 2.7 and 3.33. The causal representation of this sub-model is given
in the diagram of Fig.5.16, in which:
Lζ(s) =
1
−Lredc s +M(1− ζ − (A0A1 )2)
. (5.47)
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Figure 5.15: Sketch of the atmospheric combustion facility and the corresponding network
blocks
The values of Lred and ζ are obtained from a fit to measured transfer functions, as described in
section 3.33.
Figure 5.16: Block diagrams of the burner model (left), and the flame model (right).
The Flame module (F) consists of a dynamic relation between the two acoustic velocities u1(t)
and u2(t) and a static relation between p2(t) and p1(t). These relations have been discussed
in detail in chapter 4. The causal representation of F is given in Fig. 5.16. In this model the
following relation is used between the acoustic velocities on both sides of the flame sheet: uˆ3 =
uˆ2+(T2T1−1) e−iωτe−
1
2
ω2σ2 uˆ2. This model will be referred to as the τσ-model because the values of
the mean time delay τ and the standard deviation σ of the delays have been obtained by fitting to
experimentally obtained transfer functions. Alternatively, a model uˆ3 = k uˆ2+n e−iωτ e−
1
2
ω2σ2 uˆ2
can be used where two additional parameters (n and k) are introduced. Because in this case
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additional degrees of freedoms are introduced in the curve fit, a better match between model
and experiment is obtained. This model will be referred to as the nτσk-model.
The Duct module represents a one-dimensional duct with up- and down- stream velocity inputs
and pressure outputs. The state-space representation of this system, D, is given by Eq. 5.40.
In the Exit system, Aexit represents the impedance of a duct with an open end. Because of
acoustic radiation, considerable losses will occur in this element. Such a radiative element has
been described by Levine and Swinger [71] it is characterized by an impedance having a real part
(resistance) that increases with the square of frequency: the imaginary part (reactance) is similar
to the imaginary part of the L−ζ model and consists of an end correction or virtual length Lcor
and thus increases linearly with frequency. The exit impedance of a duct of diameter r with an
un-flanged end is given for low frequencies as: Zexit = i ω Lcorc4 + (
rω
2ca
)2 ρacaρ4c4 , with Lcor = 0.61r
and the subscript a denoting ambient conditions. The geometry of the exit condition of the
test rig is not that of a perfect un-flanged open end. In reality, the exit geometry is somewhat
more complicated, therefore a correction factor (α) has been introduced for the real part of
this impedance. The correction factor and the reduced length Lcor have been fit to a measured
impedance of the test rig exit. For reasons of causality, the reciprocal of the impedance (the
admittance) will be used in the network interconnection:
Aexit =
uˆ4
pˆ4
=
−1
s2 r
2ρa
4caρ4c4
α − s Lcorc4
(5.48)
The impedance of the combustion chamber at the flame location is then given by the star-product
of the exit admittance and the duct transfer function. This impedance has been measured in the
test-rig as well using the Multi Microphone Method. The modeled and measured impedances
have been plotted together in Fig.5.17.
Figure 5.17: Comparison of measured (solid) and modeled (dashed) exit impedance of the
combustion chamber, Zdo = D ? Aexit, as a function of frequency.
Because the transfer functions of every subsystem have been defined, the final interconnection is
easily obtained by making use of the star products, provided that all systems are represented as
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state-space realizations. Note that no source terms have been introduced in this model. These
could of course easily be added, but are not necessary for a stability analysis. The dynamics of
the system are governed by the eigenvalues (poles) of: S = Zin ?B ? F ?E ? Aexit. The system
is said to be unstable if one ore more eigenvalues has a positive real part. The real part of the
eigenvalues can be considered as a growth rate. In Fig.5.18 the maximum value of the Fourier
transform of the measured pressure signal in the combustion chamber has been plotted.
Figure 5.18: Comparison of measured pulsation amplitudes (left plot) and predicted growth
rates (right plot) of the atmospheric test facility.
The largest growth rates max(<{eig(S)}) have been plotted in the same figure for several values
of the adiabatic flame temperature (mass fraction of fuel) and throughput (velocities). The
imaginary part of these eigenvalues correspond to the frequency of oscillation associated with
these eigenvalues. In Fig. 5.19, the frequency at which the highest peak occurred in the Fourier
transform of the pressure pulsations is plotted together with the imaginary part of the eigenvalue.
The frequency has been scaled as a Strouhal number. The measured and modeled instability
frequencies have very good agreement. The measured pulsation amplitudes and modeled growth
rates can not be compared directly, nevertheless they show similar trends. Instability is predicted
for the lowest fuel mass fraction (lowest flame temperature). The measured amplitudes are
indeed highest for the lowest flame temperature.
The real parts of the eigenvalues clearly have some relation with the pulsation amplitudes.
However, in order to obtain a quantitative estimate of the pulsation amplitudes, a time-domain
simulation has to be performed in which the non-linearity in the flame transfer function needs
to be taken into account. As stated before, no detailed physical or empirical model is available
for the non-linear processes in the flame. The non-linear process is simulated here by assuming
a saturation process on the heat release as discussed in section 4. The value of the saturation
function has been adjusted such as to match the experiments. A comparison between the time-
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Figure 5.19: Comparison of measured (markers) and predicted (lines) peak pulsation fre-
quencies of the atmospheric test facility.
domain simulation and the measured frequency response is given in Figs. 5.20 and 5.21.
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Figure 5.20: Comparison of measured (solid) and predicted (dotted) pulsation spectra of the
atmospheric test facility.
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Figure 5.21: Comparison of measured (solid) and predicted (dotted) pulsation spectra of the
atmospheric test facility.
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Figure 5.22: Comparison of measured (solid) and predicted pulsation spectra of the atmo-
spheric test facility for two different flame models, the nτσk-model (solid) and the τσ-model
(dashed).
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5.8 Annular Combustion System
Having validated the coupled annular duct problem and the model interconnection of the test
facility, the step to a model of a (gas turbine) combustion system with an annular combustion
system is straightforward. For a combustion system with J burners, the upstream system
(plenum) and the combustion chamber will be modeled as annular ducts with J inputs and
outputs. The burner and flame modules are essentially the same, however, in this case these
modules will consists of J parallel burner and flame modules. Thus the transfer matrix of B is a
block diagonal matrix: B = diag[B1, B2, · · ·BJ ]. Note that if geometrically different burners are
used, the elements Bj will be different. Because of the high Mach number exit of the combustion
chamber, the relation for sonic nozzles is used: E = uˆpˆ =
γ−1
2 M .
With the plenum chamber represented by annular duct P, the burner by B, the flame by F, the
combustion chamber by C and the high Mach number exit by E, all the sub-modules can be
combined as: S = P ?B ? F ?C ? E. The eigenvalues of S are plotted in Fig. 5.23. Note that
the eigenfrequencies with negative real parts are not plotted, note also that the eigenfrequencies
with very large positive real part are not plotted. The eigenvalues with negative imaginary parts
are unstable. This system has one unstable pair of eigenvalues.
Figure 5.23: Eigenvalues of the annular combustion system (left plot). A negative imaginary
part indicates instability. Change of most unstable eigenvalue due to non-uniform distribu-
tion of convective time-delays (right plot). Uniform distribution (stars), +/- 20% deviation
of time delays (diamonds).
The eigenvalues appear in degenerate pairs because of rotational symmetry of the system. If a
non-uniform distribution of the parameters in the y direction is chosen, the previously degenerate
eigenvalue pairs separate. This has been investigated by applying a circumferential distribution
of the mean values of the time delays in the n − τ model. A sinusoidal distribution was chosen
τ¯(φ) = τ¯0(1+γ sin(φ)) in which γ is set to values ranging from zero (uniform distribution) to 0.2.
The most unstable eigenvalue pair has been plotted for different values of γ in Fig. 5.23. From
this figure can be seen that when γ is non-zero, the pole pairs split. This figure also shows that
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the previously unstable system can be stabilized by modifying the circumferential distribution
of time delays. The order of the system is very high: 254 eigenvalues. However, this does not
cause any numerical problems. Moreover, by using the Matlab package, convenient methods for
model reduction are available. The order can be reduced considerably if rotational symmetry of
the system may be assumed, however this is not done in this work.
Time Domain Simulation
The systems can be analyzed in the time domain by applying an additional input for source
terms in the flame module. The frequency spectra of the independent source terms have been
determined experimentally. A transfer function (Hs) was then fitted to the magnitude of the
frequency spectra. A time domain source signal can then be obtained by filtering white noise
with the transfer function (Hs). The source terms are defined as acoustic far-field turbulent
combustion noise. The mechanism of noise generation is independent of the acoustic field. Note
that this last statement is merely a matter of definition: in the transfer function measurement
technique, acoustic quantities that are linearly dependent of an external excitation signal are
attributed to the transfer function of the flame. The source term consists of signals that are
linearly independent of external excitation. In a multi-burner configuration, all source terms
should be linearly independent. This is obtained by generating different white noise sequences
for each burner. The model was then simulated in the Matlab/Simulink environment, using a
5th order integration scheme. Two models have been compared: one in which the value of τ¯ was
chosen such that the system was stable, and another model that was made slightly unstable. To
avoid unbounded growth of the unstable model, a saturation function has been applied to the
output velocity of the flame model. The resulting time trace of the unstable model at one burner
location has been plotted in Fig. 5.24. The exponential growth and non-linear saturation can be
Figure 5.24: Time trace of the pressure signal at one burner location, during transition from
exponential growth to non-linear saturation.
observed in this plot. The spatial distribution of the pressure amplitudes at the peak frequency
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has been calculated from the time traces in a similar manner as described by [64]. This is done
by calculating the transfer function estimate (Tr,k) between the pressure signal at every burner
location (pk) and the pressure trace at a reference position (pr):
Tr,k(ω) =
Sprpk(ω)
Spkpk(ω)
(5.49)
The absolute value and phase of Tr,k at the peak frequency has been plotted for every burner
position in Figs. 5.25 and 5.26 for the stable case and for the unstable case. The stable case
shows a typical standing wave pattern (sinusoidal distributed absolute values, ±180 degree phase
jump). The unstable case is characterized by a travelling wave (uniform amplitude distribution,
linear phase drop). The plots have a striking similarity with the experimental results obtained
by [64].
Figure 5.25: Standing wave pattern.
Figure 5.26: Travelling wave pattern.
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In this case, the system under consideration is completely rotationally symmetric, the orientation
of rotation of the traveling wave is determined by the random sequences that are used as an
input to the system. When using a rotationally symmetric excitation, a standing wave pattern is
observed, even for the unstable case. However, it was observed that after a very long simulation
time a rotating wave pattern is obtained again. This phenomenon is not observed when the non-
linear saturation function is removed. The hypothesis is that the non-linear dynamic system
has two types of solutions (fixed points): a center point and a saddle point. The center point
corresponds to the traveling wave, the saddle point solution corresponds to standing wave. Thus
the standing wave type solution exists, but the smallest (possibly numerical) disturbance will
cause the solution to drift to the rotating mode type solution. This hypothesis will be proved
in the next section.
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5.9 Non-linear Analysis: Rotating Modes
5.9.1 Analysis
During the time domain simulation of the model of the annular combustion system with non-
linear heat release limitation, the following has been observed:
• If the linear system has slightly damped eigenvalues, then forcing of the system with white
noise results in standing wave patterns. The location of nodes and anti-nodes in the
azimuthal direction changes slowly, depending on the forcing signal.
• If the linear system has unstable eigenvalues, then forcing of the system with white noise
results in exponentially growing standing wave patterns. The location of nodes and anti-
nodes in azimuthal direction does not change. If the amplitudes become larger than the
threshold in the saturation, then after some time a limit cycle takes place. During the
transition from exponential growth to limit cycle behavior, the wave shape transforms
from a standing wave pattern to a traveling wave. The traveling wave has a phase speed
of approximately the speed of sound.
Questions arise now:
• why does the wave shape transform from a standing wave to a traveling wave?
• what determines if it is a clockwise or counter clockwise rotation?
• is it a numerical artifact, or is there experimental evidence that this behavior occurs in
real gasturbines?
The answer to the last question is: yes, there is evidence that this phenomenon occurs in
gasturbines. Measurement of instantenous heat release in Alstom gas turbines, showed that the
amplitude of heat release intensity in the azimuthal direction was uniform, but the phase of the
heat release fluctuations changed linearly with azimuthal position [44]. Acoustic measurement in
a gas turbine with twelve pressure transducers in circumferential positions show the same result
[64], (in fact figures 5.25 and 5.26 are almost identical to the results presented in [64]). In order
to give an answer to the remaining questions, a simplified version of the annular combustion
model will be analysed. This reduced non-linear model has to be as simple as possible while
retaining the typical wave pattern switching behavior.
Starting from the wave equation with damping coefficient α and spatially distributed heat ad-
dition Q:
∇2p− α∂p
∂t
− 1
c2
∂2p
∂t2
= −γ − 1
c2
∂Q
∂t
. (5.50)
After modal expansion:
∂2ηm
∂t2
+ α
∂ηm
∂t
+ ω2mηm =
γ − 1
p¯Λ
∫
V
∂Q
∂t
ψmdv. (5.51)
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The eigenfrequencies and modes of a one-dimensional annulus are given by:
ωm =
2cm
D
(5.52)
ψm =
{
cos(θm)
sin(θm)
Λ = pi (5.53)
The heat release in this equation remains to be coupled to the acoustic field. For reasons
of simplicity, the heat release will be assumed to be proportional to the acoustic pressure:
−γ−1p¯Λ Q = βp for small amplitudes. If the amplitude of p exceeds a certain threshold value, the
heat release is not proportional any more, but is limited to a fixed constant value. Introducing
Γ as the non-linear saturation function, Eq. 5.51. can be written as:
∂2ηm
∂t2
+ α
∂ηm
∂t
+ ω2mηm = β
∫
V
∂Γ(p)
∂t
ψmdv. (5.54)
If the spatial heat release distribution is not assumed to be continuous, but discrete, with N
points of heat addition equally distributed around the circumference, Eq. 5.51 can be repre-
sented by the feedback diagram of Fig.5.27. Note that this representation is very similar to the
representation of the combustion chamber with N burners.
Figure 5.27: Simplified non-linear feedback representation of one mode of the combustion
system.
In this figure, the two second order transfer functions represent the dynamics of the two orthog-
onal modes. The input to the system is represented by u(t). One mode is represented by ηr with
eigenvector ψr(φ) = sin(mφ), the other by ψi(φ) = cos(mφ). Here, φ represents the azimuthal
angle of every burner position, and m represents the azimuthal mode number. The acoustic
pressure in the azimuthal direction is then given by:
∑∞
m=1{ηr,mψr,m + ηi,mψi,m}. In this ex-
ample the first azimuthal mode will be considered (m=1). In the diagram, single lines represent
scalar signals, double lines represent vectors (as a function of time). The dimension of the vector
signals is equal to the number of burners. The non-linear saturation simply passes through the
signal if the magnitude of the signal is below a certain threshold value, L. If the absolute value of
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the signal p(t, φk) is larger than L, then the kth ouput is given by: Σ(p(t, φk)) = sign(p(t, φk))L.
The saturation acts on all elements of the vector p(φ) independently.
Note that one mode is described by two identical pairs of eigenvalues with orthogonal eigen-
vectors (degenerate pole pairs). Thus the acoustic field can be considered as the sum of two
orthogonal modes having the same eigenfrequency. Equation 5.42 shows that one mode has a
sinusoidal distribution and the other a cosinuoidal distribution in the azimuthal direction. In
the linear system these two modes are not coupled. However, in the non-linear system these
modes will be coupled because the saturation takes place on the sum of the two modes. Note
that a similar representation can be found in terms of a clockwise and counter clockwise pair of
Riemann invariants, these can also be considered as two orthogonal eigenmodes of the system.
It is of interest now to see if the dynamic system represented by Fig.5.27, has the same “mode-
switching” behavior as the original system. The distinction between standing wave and travelling
wave behavior can be made by analysing the time traces of the phase and absolute value of ηc(t):
• A standing wave is characterised by a constant value of the argument of ηc(t) in time
(apart from ±pi jumps). The absolute value of ηc(t) changes periodically from zero to its
maximal value. Thus, in the complex plane ηc(t) moves with time along a straight line
through the origin.
• A traveling wave is characterised by a constant absolute value of ηc(t), while the phase
changes proportionally with time. In the complex plane this is represented by a circle
centered at the origin.
The two complex Riemann invariants can be optained from η(t) in a very elegant way using
the Fourier transform of a complex signal. With η(t) = |η|eiφ(t) the pressure distribution in the
azimuthal direction can be written as:
p(θ, t) = |η(t)| sin(θm+ φ(t)) = η(t)eiθm + c.c. , (5.55)
in which c.c. denotes that the complex conjugate of the quantity is added. The acoustic field
can also be expressed in terms of Riemann invariants traveling in opposite directions:
p(y, t) = f(t − y
c
) + g(t+
y
c
) = Fˆ (ω)e+iω(t−
y
c
) + Gˆ(ω)e+iω(t+
y
c
) + c.c. (5.56)
Upon substitution of eiω
y
c = eimθ , this can be written as:
p(θ, t) = Fˆ (ω)e+iωte−imθ + Gˆ(ω)e+iωte+imθ + Fˆ (−ω)e−iωte+imθ + Gˆ(−ω)e−iωte−imθ
= {Fˆ (−ω)e−iωt + Gˆ(ω)eiωt}eimθ + c.c. (5.57)
This has the same shape as 5.55 and thus η(t) = {Fˆ (−ω)e−iωt + Gˆ(ω)eiωt}. Therefore, the
spectra Fˆ (−ω) = ηˆ(−ω) corresponds to the component of the signal rotating counter clockwise
and Gˆ(ω) = ηˆ(+ω), corresponds to signals rotating clockwise. Because f(t) = Fˆ (−ω)e−iωt +
Fˆ (ω)eiωt, the Fourier transform of the modal value ηˆ(ω) corresponds to the Fourier transform
of g for positive values of omega and vice versa for f .
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The time domain representation of f and g can then be obtained by an inverse Fourier transform
of the positive and negative spectra of η respectively.
g(t) = F−1{H(ω)F{η(t)}}+ c.c.
f(t) = F−1{H(−ω)F{η(t)}}+ c.c. (5.58)
The simplified system is simulated in the time domain, the parameters in the system are chosen
such that the linear system is unstable: ωn = 200pi, β = 40pi , α = 4pi, L = 5. As an initial
condition, ηc(t = 0) = 1 + i was chosen, thus ensuring that both η1 and η2 have initially
equal amplitudes and are in phase. During the simulation, standing wave behavior is observed.
The amplitudes grow exponentially until they are limited by the saturation function. After
being saturated, the wave pattern is still that of a standing wave. However, when running the
simulation long enough, the wave pattern changes from a standing wave to a traveling wave. The
hypothesis is that because the system is completely symmetric, there is initially nothing driving
the system in one direction or the other. After a suffciently long simulation time, numerical
errors due to finite word length will accumulate in the time integration and cause asymmetry in
the system. If this is what really happens, then deliberately introducing a small asymmetry in
the system should cause a similar (but stronger) effect if the asymmetry is large compared to
the floating point error. Moreover, by reversing the asymmetry, the direction of the traveling
wave should be reversed. In order to see if the system indeed behaves like this, a small gain
(value 1.001) was added in the feedback loop. In a first simulation this gain was made such that
it only acted on the real part of ηc (on ηr). In a second simulation the same gain was added, but
now only acting on the imaginary part of ηc (on ηi). The simulation result correspond exactly
to what is predicted. The system starts as a diagonal line in the ηc plane, ηr and ηi having equal
values at each instant of time. Then, when the saturation starts to affect the system, the line
slowly evolves to an elipse, and finally to a circle. Depending on the asymmetry applied, the
circle rotates clockwise or counter clockwise. In Fig. 5.28, the timetraces of p(t), v(t), f(t) and
g(t) are plotted in the complex plane. These quantities are defined here as:
p(t) = η(t)
f(t) = F−1{H(ω)F{η(t)}}
g(t) = F−1{H(−ω)F(η(t))}
v(t) = f(t)− g(t), (5.59)
and are obtained from η(t) in a post processing step. Note that the complex conjugate part has
been neglected, thus the signals are complex valued and can be considred as Hilbert transforms
of the real valued signals. Figure5.28 makes clear that, in the final state, one of the Riemann
invariants vanishes. If the initial value is perturbed with reversed asymmetry, the same, but
mirrored plot is obtained.
The system was evaluated several times with a random perturbation on the initial conditions.
The absolute values of g(t) were then plotted against f(t), the result is shown in Fig. 5.29. From
this plot it is clear that depending on the initial condition, the solution will be a left running
wave or a right running wave.
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5.9.2 Analytic Solution
The analysis in the previous section makes clear that there are two types of solutions to the
problem of the annular duct with saturated heat release: the first solution is a traveling wave,
the second a standing wave. The second solution does not seem to be stable. In this subsection
the wave equation for a one-dimensional annulus with saturated heat addition will be derived.
An analytic solution of the system will be obtained, demonstrating the existence of the two
types of solutions. The stability of both solutions is investigated and the standing wave solution
is found to be unstable.
The analysis continues here from Eq. 5.54. Combining the two orthogonal modes in the complex
plane:
∂2ηr,m
∂t2
+ α
∂ηr,m
∂t
+ ω2mηr,m + i
∂2ηi,m
∂t2
+ iα
∂ηi,m
∂t
+ iω2mηi,m = −
γ − 1
p¯Λ
∫
V
∂Q˙
∂t
(ψr,m + iψi,m)dv,
(5.60)
in which ηr,m is the modal value corresponding to ψr,m = sin(θm), and ηi,m corresponds to
ψi,m = cos(θm). Defining the complex modal values and modes as: ηm = ηr,m + iηi,m and
ψm = ψr,m + iψi,m, the wave equation can be expressed as:
∂2ηm
∂t2
+ α
∂ηm
∂t
+ ω2mηm =
γ − 1
p¯Λ
∫ 2pi
0
∂Q˙
∂t
eiθmdθ. (5.61)
∂2ηm
∂t2
+ α
∂ηm
∂t
+ ω2mηm = β
∫ 2pi
0
∂Γ(p)
∂t
eiθmdθ, (5.62)
with the saturation function defined as:
Γ(p) = {H(|p| − L) L|p| +H(L− |p|)}p, (5.63)
in which H is the Heaviside function.
Expressing p(θ, t) =
∑∞
k=0 ηke
iθk , retaining only the mode k = m and substituting this in the
right part of Eq. 5.62:
β
∫ 2pi
0
∂Γ(ηmeiθm)
∂t
eiθmdθ (5.64)
Carrying out the integration piecewice from θ = 0 to θ = arcsin( Lηm ), and from θ = arcsin(
L
ηm
)
to pi/2, equation 5.62 can be written as the scalar complex differential equation:
∂2ηm
∂t2
+ α
∂ηm
∂t
+ ω2mηm = pi β
∂
∂t
Γ2(|ηm|)eiφ, (5.65)
with the non-linear function Γ2 defined as:
Γ2(|η|) = |η| if |η| < L
Γ2(|η|) = 2pi |η| arcsin( L|η|) + 2piL
√
1− ( L|η|)2 if |η| > L
(5.66)
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and η ≡ |η|eiφ ≡ ηr + i ηi.
By separating the real and the imaginary part of Eq. 5.65, the complex differential equation can
be expressed as two real, second order differential equations:
∂2ηr
∂t2
+ α
∂ηr
∂t
+ ω2mηr = pi β
∂
∂t
Γ2(|η|)
|η| ηr, (5.67)
∂2ηi
∂t2
+ α
∂ηi
∂t
+ ω2mηi = pi β
∂
∂t
Γ2(|η|)
|η| ηi, (5.68)
If |η| > L the two equations are nonlinearly coupled by Γ2(|η|) = Γ2(
√
η2r + η2i ). For small
values of η, the two equations are de-coupled, because Γ2(|η|)|η| = 1 if |η| < L and the system is
linear. It is easily seen that for small amplitudes (in the linear regime) the eigenvalues of the
system are: s = (pi β − α) ± i ωn. Thus, for small amplitudes the system is locally unstable if
pi β > α. If both ηr and ηi have non-zero intial conditions, they will both evolve as sinusoidal
functions with same frequency (ωm) and an amplitude that increases exponentially in time. The
phase between the two sinusoids and the ratio of their absolute values depends on the intial
conditions only. If the initial conditions are such that both ηr and ηi are in phase, then this
is observed spatially as a standing wave with growing amplitude. If their amplitudes are equal
and the phase difference is 90 degrees, this corresponds to a traveling wave.
If the amplitude of oscillation |η| exceeds the limit value (L), then the two waves (ηr and ηi) may
not be considered separate anymore: both their amplitudes and phases are inter-dependent.
Solving Eq. 5.67 is a difficult task, therefore an approximate analysis will be made. The method
used here is a variant of the “describing function method” [125], which is based on the principle of
equivalent or harmonic linearization [114]. The underlying idea is to do a spectral decomposition
and to consider only the frequency of the limit cycle. The effect of the nonlinearity (the ratio
between “input” and “output”) at this frequency is expressed as a quasi static “gain”. This
gain is only allowed to change very slowly in time; it is considered to be constant during one
period of oscillation. This gain is obtained as the ratio between the Fourier transform of the
output (evaluated at the frequency of the limit cycle) and the amplitude of the input. Because
it desribes a non linear function, the value of the gain depends on the amplitude of the incoming
signal. The problem can be solved by evaluating at what value of the gain (and hence the
amplitude) a solution is obtained.
This specific case is somewhat more complicated, because the system contains two parallel
second order systems. In order to extend the harmonic linearization method to two coupled
systems, solutions of the type η = A cos(ωn t) + i B sin(ωn t) will be considered. It is assumed
that A(t) and B(t) are functions that vary slowly in time; their time scales being much larger
than 1/ωn. It might, at a first glance, be surprising that the phase difference between ηr and ηi
is chosen to be 90 degrees. However, considering that the system is completely symmetric in φ,
this type of solution is general, because a coordinate transform in φ is allowed. The “output”
of the nonlinear function is assumed to be of a similar form:
Γ2(|η|)
|η| ηr ≈ A
∗ cos(ωnt), (5.69)
5.9. NON-LINEAR ANALYSIS: ROTATING MODES 127
In which A∗ is the slowly varying component of the nonlinear function’s “output”. An estimate
of A∗ can be obtained by means of the Fourier transform:
A∗ =
1
pi
∫ 2pi
ω t=0
Γ2(|η|)
|η| ηr cos(ωnt)d(ωnt) (5.70)
Because both A and A∗ vary slowly in time, their ratio can be considered as a quasi static gain:
Kr = A
∗
A , and similar for the imaginary component: Ki =
B∗
B :
Kr =
1
pi
∫ 2pi
ω t=0
Γ2(
√
A2 cos2(wt) +B2 sin2(wt))√
A2 cos2(wt) +B2 sin2(wt)
cos2(ωnt) d(ωnt) (5.71)
Ki =
1
pi
∫ 2pi
ω t=0
Γ2(
√
A2 cos2(wt) + B2 sin2(wt))√
A2 cos2(wt) +B2 sin2(wt)
sin2(ωnt) d(ωnt) (5.72)
This doesn’t seem to make the expressions much simpler but this will change for well-chosen
combinations of A and B. Using the expression for Kr, the differential equation governing the
real part is written as:
∂2ηr
∂t2
+ α
∂ηr
∂t
+ ω2mηr = pi β Kr ηr, (5.73)
and similar for the differential equation of the imaginary part. The solution is now readily seen,
a limit cycle will occur if K(A,B) = αβ pi .
In order to obtain Kr(A,B) and Ki(A,B), Eq. 5.71 can be integrated piecewise, in a similar
manner as in Eq. 5.64. However, in order to keep the analysis simple, the saturation function
will be approximated by an analytic function that has similar properties as Eq. 5.66. A good
approximation is obtained with:
Γ2 =
8L
pi2
arctan(
|η| pi2
8L
). (5.74)
Two types of solutions will be considered now: the standing wave solution characterised by
B = 0 (or by A = 0), and the rotating or traveling wave, characterised by A = B. It will first
be investigated if these two wave types are indeed solutions to the problem under consideration.
In a second step, the stability of both solutions will be investigated.
Solution 1. Standing wave
Substituting B = 0 and Eq. 5.74 into Eq. 5.71 and carrying out the integration yields:
Kr =
4
pi
∫ pi
2
0
Γ2(
√
A2 cos2(ω t))√
A2 cos2(ω t)
cos2(ω t) d(ω t) (5.75)
=
4
pi
∫ pi
2
0
Γ2(A cos(ωt))
A
cos(ω t) d(ω t)
=
16L
8L+
√
64L2 +A2 pi4
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A solution is obtained for α = pi βKr, and thus, solving for A yields:
Asol 1 =
16L
√
pi β2 − αβ
pi
3
2 α
(5.76)
The entire system has been simulated in Simulink with values: ωn = 200pi, β = 40pi , α = 4pi, L =
5 with symmetric initial conditions, the resulting standing wave stabilised at an amplitude,
Asim = 21.3674. Substituting the values of β , α and L into Eq. 5.76 results in the same value:
Asol 1 = 21.3674.
In order to investigate the stability of this solution, a small perturbation B 6= 0 is considered.
The gainKi is evaluated for very small values of B and with A = Asol 1. The resulting expression
is rather lengthy, evaluating the numerical result yields: Ki = 0.583. The dynamic relation for
the imaginary component of the modal value is unstable, because α < pi βKi. The implication
is that if the initial conditions are such that B(t = 0) = 0 then the limit cycle is given by:
ηr = Asol 1 sin(ω t). However, the slightest perturbation of B(t) will grow exponentially, and as
a result, the solution will drift away from (A = Asol 1, B = 0).
Solution 2. Traveling wave
Substituting B = A and Eq. 5.74 into Eq. 5.71 and carrying out the integration yields:
Kr =
4
pi
∫ pi
2
0
Γ2(
√
A2 cos2(wt) +B2 sin2(wt))√
A2 cos2(ω t) +B2 sin2(ω t)
cos2(ω t) d(ω t) (5.77)
=
4
pi
∫ pi
2
0
Γ2(A)
A
cos2(ω t) d(ω t)
=
8L arctan(Api
2
8L )
Api2
,
and Kr = Ki.
Thus the solution is given by:
α− pi β 8L arctan(
Api2
8L )
Api2
= 0 (5.78)
Solving for A yields: Asol 2 = Bsol 2 = 17.2947, while the result obtained from simulation is
Asim = Bsim = 17.2947 as well. The stability of this solution can be directly seen by observation
of Eq. 5.77. Any positive perturbation will make the gainsKr and Ki smaller, while any negative
perturbation will make the gains larger. And thus the final solution will always be driven back
to Asol 2 = Bsol 2.
It has been demonstrated analytically that only the rotating mode is a stable solution of the
nonlinear system. The physical interpretation can be understood as follows. If the system
is unstable, and the mode shape would be that of a standing wave around the circumference
(sinusoidal distribution), then, the burners that are located where the standing wave has its
maximum will be most affected by the saturation. The burners that are close to an anti-node
of the standing wave (where the pulsation amplitudes are minimal) will not directly be affected
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by the saturation mechanism. If, in addition to this sinusoidal pattern, there would be a much
smaller component with a cosinusoidal distribution, then this second distribution has a maxima
where the original distribution has a minima. Thus, the maxima of the cosine distribution
will not be affected by the saturation. From this point of view, it is obvious that the cosine
distribution is “less saturated” and will therefore grow in time, until it will be limited as strongly
as the sine distribution. The sum of these cosine and sine distributions correspond to a sine
wave, but with a spatial phase shift that increases linearly in time. Such a solution is observed
as a rotating mode.
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5.10 Discussion
This chapter started with an explanation of different system analysis techniques for thermoacous-
tic systems. Although the mechanisms involved are rather complex, relatively simple techniques
can be used to analyze the stability of the systems. The relation between Nyquist’s stability
criterion, Rayleigh’s stability criterion, the acoustic energy balance and the concept of passivity
has been demonstrated. It was concluded that Nyquist’s simplified stability criterion (for stable
open-loop systems only) may not always be used, and its application should be avoided if no
information is available about the location of the open-loop eigenvalues. Rayleigh’s criterion
gives good insight into the mechanism that leads to thermoacoustic instability. However, this
criterion is based on the phase relation between acoustic pressure and acoustic heat release,
whereas the characteristic behavior of lean premix flames is dominated by the phase relation
between acoustic velocity and heat release. Nevertheless, Rayleigh’s criterion can be applied,
but in order to predict stability of the system, the response of the entire system needs to be
evaluated. A disadvantage of frequency domain system analysis techniques of unstable systems
is that the more unstable the system is, the smaller its frequency response close to the instability
frequency.
Because of the importance of annular geometries in modern gas turbine combustion systems,
three different approaches to model wave propagation in annular geometries have been discussed.
The first approach is quasi one-dimensional: the three-dimensional acoustic waves are considered
as an infinite sum (over all azimuthal mode numbers) of waves propagating in the axial direction.
The azimuthal dependence of these axial waves is fixed, and depends on the azimuthal wave
number only. This method is valid if the system is completely rotationally symmetric (the
boundaries do not depend on the azimuthal coordinate). A network interconnection of an
annular combustion system can be made including such a representation of the annular ducts.
Because the entire system is considered to be quasi one-dimensional, the final system matrix is
relatively small. Nevertheless, solving for the eigenvalues is not that trivial because it requires
a numerical search in the complex field. This approach includes mean flow, and because of its
low order it is computationally efficient.
This method has been extended in order to model three-dimensional annular ducts in a quasi
two-dimensional manner. The underlying idea is to recognize that equations expressing the wave
propagation can be considered as two-dimensional spatial Fourier series. By applying as many
boundary conditions in the azimuthal direction as the number of unknown Fourier coefficients,
the system can be solved for the unknown Fourier coefficients. Using this approach, a method has
been developed to obtain transfer matrices of three-dimensional ducts. These transfer matrices
can be combined in a network interconnection including the burner and flame transfer matrices,
in which no rotational symmetry is assumed. Because the system matrices are larger than the
previously mentioned approach, the method is less computational efficient. Nevertheless, the
frequency response of a typical gas turbine configuration could be calculated in approximately
0.3 seconds per frequency. However, when it comes to finding all the eigenvalues of the system,
the numerical search becomes very lengthy. Moreover, numerical difficulties can occur when the
root finding algorithm is searching for a value close to a discontinuity of the function caused by
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branch cuts.
The disadvantage of the aforementioned methods could be largely overcome by using the Green’s
function approach in combination with a modal expansion. A transfer function of an annular
duct (or any other geometry) can then be expressed in terms of the eigenvalues and eigenmodes
of the geometry with solid walls. These eigenvalues and modes can be obtained analytically for
relatively simple geometries or can be obtained from a finite element package for geometries of
arbitrary complexity. The resulting transfer matrix is represented in state-space. By represent-
ing all other elements in the network as state-space systems, the final system interconnection
can be performed in an elegant way using linear fractional transforms. The stability analysis of
the interconnected system reduces now to calculate the eigenvalues of a real valued frequency
independent matrix, which can then be performed in a very straightforward manner using com-
monly available techniques in linear algebra. The advantage of a state-space representation of
the network is that time domain simulations of the system can easily be performed (this is in
strong contrast with the methods mentioned before) using a time marching procedure. In the
time domain, inclusion of non-linearities is straightforward. Moreover, the method is very com-
putationally efficient: within seconds all the eigenvalues of the (linear) system can be obtained,
whereas in the wave propagation method this would take many hours (without a guarantee
that all eigenvalues have been found). This approach has been validated by comparison against
results found in literature, against analytic solutions and by comparing to experimental data
from a single burner atmospheric test facility. The comparison was very good for all test cases.
No numerical difficulties have been observed, not even when using unrealistically high order of
the modal expansion. However, it should be noted that in this method the influence of the
mean flow was neglected. The influence of mean flow could, in principle, be introduced, but
is recommended here as a topic of future research. Nevertheless, the approach is very useful
because the influence of the mean flow was investigated in practical systems, and concluded to
be negligible.
When analyzing the network interconnection of a gas turbine combustion system a somewhat
unexpected behavior of the system was observed when a non-linear saturation function was
introduced into the system. The impulse response of the (unstable) system resulted (as expected)
in a standing wave behavior in azimuthal direction. However, after sufficient simulation time
the mode started rotating (which was unexpected), as the system was completely symmetric.
Because there is experimental evidence for similar behavior in gas turbines, this mechanism has
been investigated in more detail. The conclusion was that due to the saturation function, the
standing wave behavior is unstable: infinitesimally small perturbations will cause the standing
wave pattern to change to a rotating wave behavior.
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Figure 5.28: f(t), g(t), p(t) and v(t). Evolution from a standing wave pattern to a traveling
wave due to non-linear coupling. Time traces of the signal during (almost) one period have
been plotted with thick lines, at the begin of the simulation (marked by circles), halfway the
simulation (crosses) and at the end (diamonds).
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Figure 5.29: The absolute values of the Riemann invariants plotted against each other for
several runs with randomly perturbed initial conditions. The crosses indicate starting points.

Chapter 6
Active Control
This chapter starts with an overview of active combustion control strategies and a literature
review. Major advantages and disadvantages of several controller algorithms, actuating devices,
and sensors will be discussed. The second section describes the test facility and experimen-
tal equipment used at Alstom for active control experiments. In the same section, a system
identification technique is described that has been developed to obtain a dynamic model of the
acoustic behaviour of the combustion test facility. Section 6.3 describes how model based con-
trollers have been obtained based on the identified dynamic model. The control performance
was first assessed in a numerical analysis. In a second step, the controllers have been tested
on the combustion test facility. The experimental results at different operating conditions for
different controllers are reported. A self-tuning controller, based on an evolution strategy (or
genetic algorithm), has been developed in the course of this work. The algorithm and test results
are reported in section 6.4. Section 6.5 deals with a control method that has been developed
for multi-burner annular combustion chambers. Results of numerical simulations are shown in
this section. Section 6.6 gives a comparison between the different control approaches and the
conclusions for this chapter.
6.1 Active Control Strategies
Active control of combustion instabilities can be defined as: control and suppression of combus-
tion instabilities by actively and continuously perturbing certain combustion parameters in order
to interrupt the growth and persistence of resonant oscillations [75]. As opposed to passive con-
trol, active control techniques include control systems whose operation depends on a dynamic
or time-varying hardware component (e.g. a loudspeaker, or fast response fuel flow actuator).
A distinction can be made between open loop and closed loop control. Closed loop control uses
a time-varying input from the combustion system (e.g., from an acoustic pressure transducer
or instantaneous heat release sensor) to determine the control action (feedback control). As
opposed to open loop control, where the actuation signal is an external, independent input [75].
The control action in closed loop control can be in the same dynamic range as the combustion
instability (fast response feedback), or on a much larger time scale (trim-adjust controllers). In
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this work only fast response closed loop controllers will be considered. A further distinction can
be made between adaptive, self-tuning, and fixed-parameter controllers. An adaptive controller
uses an internal algorithm that adjusts its (time varying) parameters automatically in order to
achieve the control performance. A self-tuning controller is similar to an adaptive controller, but
the time-scale at which the controller parameters change is much larger. The transfer function
of a fixed parameter controller is time independent. Fixed parameter controllers can either be
manually tuned to achieve a desired control objective, or the transfer function of the controller
can be obtained based on a dynamic model of the thermoacoustic system. The model of the
controller can either be obtained from physical knowledge of the system (physics based) or be
obtained by an empirical method (system identification).
6.1.1 Sensors
The sensors for feedback control should be able to capture a dynamic combustion parameter
related to the instability phenomenon in the frequency range of interest. Transducers for acoustic
pressure (such as microphones or piezo transducers) have the advantage that they do not need
to be placed close to the heat release zone, because acoustic waves will propagate through the
entire combustion chamber and air supply system. Generally, it is the objective of the control
system to minimize the acoustic pulsations in the system. Because the acoustic waves will be
present as standing waves, and thus have a pattern of alternating minima (nodes) and maxima
(anti-nodes), the intensity of a microphone signal will strongly depend on the location where it is
placed in the combustion chamber. Even if the pressure transducer would be placed strategically
close to an anti-node, there is a danger that because of the control action, a mode will be excited
that has a node close to the sensor position, and can therefore not be measured 1.
Ideally, multiple microphones would have to be installed, from which the acoustic intensity in the
entire combustion system can be obtained, but this is not a very practical solution. Generally
the frequencies of interest are low (long wavelength) and therefore it is often assumed that one
transducer represents the acoustic intensity in the combustion chamber. This is a dangerous
assumption that should be handled with care, particularly at high frequencies. In annular gas
turbines, multiple sensors are even more important, as they are required to capture the azimuthal
distribution of the modes. The required number of sensors depends on the order of the modes
present in the system. In [48], 12 piezo pressure transducers are used in the plenum chamber of
an annular gas turbine with 24 burners. Making use of the symmetry of the system, these 12
transducers give an estimate of the acoustic pressure at the 24 burner locations. Note that even
less transducers are required by making use of modal decomposition techniques (section6.5).
Because fluctuating heat release is the driver for acoustic instabilities it is natural to monitor
this heat release. Photo multipliers are used to measure the light intensity emitted from the
flame. This intensity has some proportionality with the heat release in the flame. Using optical
filters in front of the photo multiplier enables one to filter out the spectral bands that are related
to certain reaction progress chemical components (OH, C2, CH) in the combustion zone . The
advantage of this method is that it is independent of changes in modal shapes of the acoustic
1In control theory, this phenomenon is related to the “observability” of a system’s state.
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field. A disadvantage is that visual access is required to the reaction zone (this can be solved by
making use of fiber optics). These signals tend to be more “noisy” than pressure signals, which
is unwanted in feedback applications. An additional disadvantage is that these devices have a
limited optical scope. Thus if the flame position changes out of the line of sight of the sensor, the
sensor signal intensity will decrease. This is of course dangerous in active control applications:
the flame may change position due to the control action, the cost function based on the intensity
signal then reduces, and the controller achieves its goal (reducing the cost function), without
changing the pulsation behavior. Both types of sensors have advantages and disadvantages, in
table 6.1.3 the sensor types used by different researchers are listed.
6.1.2 Actuators
The actuator should be capable of interacting with the dynamics of the thermoacoustic system
in the same time scale as the acoustic perturbations. The frequencies reported by most authors
are typically in a range between 50 and 500Hz. The performance of the actuators is always
limited in the high frequency range because of actuator inertia considerations. Loudspeakers
placed in the air supply (or in the exhaust, if cooled) can be used to apply acoustic forcing to
the system. The advantage of loudspeakers is that they are cheap and have good response up
to high frequencies. Loudspeakers are less suitable for industrial applications because of their
short lifetime in harsh environments and because of limited actuation power. Loudspeakers are,
of course, not an option in industrial gas turbines.
Modulation of the fuel supply has the advantage that, because of the chemical enthalpy of the
fuel, small modulations may have a strong impact on the entire system. The fuel flow can be
modulated by placing loudspeakers in the fuel supply [99]. However, for industrial applications
a fast-response fuel valve is more suitable. Solenoid type fuel valves, as used for fuel injection in
automotive engines, have fast response but have the disadvantage that they are of the open/close
type, and thus not linear. This poses serious limitations to control design and implementation.
Valves driven by a linear motor as used in [48] do not have this disadvantage. Magneto strictive
materials and piezo stacks have very high frequency response but only a limited stroke (typically
100 microns). A valve that uses a magneto strictive material (Terfenol-D) was used in [83]. Note
however, that magneto strictive materials have highly non-linear dynamics, which may cause
problem in control design [23].
A disadvantage of actuation valves is that a pressure drop across the valve is required to have
good actuation power. If the pressure drop is larger than the critical pressure drop (thus creating
sonic conditions in the valve orifice), nearly linear response of the mass flow with respect to
opening area off the valve is obtained. In industrial applications, especially under pressurized
conditions, such a large pressure drop over the actuation valve is unwanted. Thus, a good
actuation valve should create high amplitude flow modulation while ensuring a low pressure
drop across the burner. From basic fluid dynamic insight, it is understood that this means that
the stroke of the valve should be large. However, a large stroke causes high inertial forces that
are difficult to realize technically.
The fuel flow actuators can generally not be placed arbitrarily close to the reaction zone, and
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some piping is required between the actuator and the fuel injection position. This will cause
a delay time between the actuation signal and the heat release associated with it, which will
invariably deteriorate the controller performance. An additional complication is that acoustic
standing waves will be present in the tubing connecting the actuator to the burner. Because of
acoustic resonance, actuation power will be strongly frequency dependent. Proper choice of the
length of the tubing enables one to tune this resonance frequency to be close to the frequency
encountered in the combustor, thus ensuring high gain at the frequency of interest. However, if
the frequency of the combustion instability changes, the gain at this new frequency may not be
sufficient.
A different actuation technique is based on local acoustic excitation at the burner exit enabling
interference with the formation of spanwise vortices. The presence of these vortices have a
strong effect on the flame shape and position. A periodic heat release can be achieved by
periodic excitation of the shear layer. Although shear layer excitation is mostly reported as a
technique for open loop control, it has also been applied in closed loop [42].
6.1.3 Controllers
Active instability control (AIC) in combustion systems dates back to the early 1950’s [130],
where active control of liquid-fueled rockets is proposed. However, no references mentioning
any experimental results in this early stage have been found. This is probably due to hardware
limitations of the electronic components at that time. The first experimental results of AIC are
reported in the early 1980’s for so called Rijke Tubes [31, 46].
In a later stage AIC, has been applied to combustion systems [107, 99, 14, 67]. All the controllers
used at this stage where manually tuned, fixed parameter controllers, generally some variant of
the “band-pass phase-shift” type. These controllers are effective if only one acoustic mode is
dominant. They rely on the principle that the effect of the actuator on the acoustic field is
opposite to the acoustic field present in the combustion system, provided that the phase at the
instability frequency is well chosen. The control loop consists of a sensor, amplifier, and a “phase
shifting device”. The sensor signal is often passed through a bandpass, lowpass or highpass filter
in order to remove unwanted spectral components. The phase shift can be realized in several
ways. One way is to use a simple time delay line, the phase of the delay line is a function of
frequency: φ = −ω τ , in which τ is the delay time. Another method to generate the desired
phase is to make use of a phase lock technique: a zero crossing of the input signals triggers the
generation of a sine wave of the right frequency and phase. A third possibility is to make use
of a lag/lead compensator. The desired phase is then created by a transfer function (τs + 1),
because this function is not proper, it can be realized as: H = τs+1
s2+ω20
. The denominator of this
function acts as a very narrow bandpass filter. This is similar to the approach used by [42]
where the cut-off frequencies of low pass and high pass Butterworth filters are adjusted such as
to create the desired phase at a certain frequency in the passband. Although simple in nature,
these controllers have proven to be effective in many experimental and theoretical investigations
[124, 74, 92, 42, 58, 83], even in heavy duty industrial size gas turbine applications [48, 122].
The settings of the gain, phase shift, and filter coefficients can be tuned manually to achieve
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optimal pulsation suppression. A different possibility is to make use of measured transfer func-
tions and to choose the right settings based on classical control design techniques such as Bode
plots, or Nyquist diagrams [40]. However, a drawback of this type of control is that instabilities
at other frequencies than the original instability frequency may be excited. In some cases this
limitation may be partially overcome by choosing the right settings of the bandpass filter. The
frequency of secondary peaks are often close to the frequency of a (previously stable) higher
harmonic of the original frequency, but can also be close to the original frequency [67, 124, 74].
If more than one resonance peak has to be suppressed, the same methodology can be used but
with the use of two or more parallel control circuits. Each control circuit has a bandpass filter,
gain and phase shift adjusted to one of the resonance peaks [122].
A different approach is used by [58, 83]: an online frequency and phase observer algorithm
is used to detect the most dominant resonance frequency and the phase of the signal at that
frequency. The algorithm consists of an online Fourier transform, of a short sample of the time
trace of the signal at one or more frequencies. The frequencies at which the Fourier transforms
are performed are adapted such as to maximise the calculated Fourier coefficients. The controller
then creates the right phase shift for each resonant mode. Thus, if secondary peaks are created
by the control action, they will be detected by the observer and the controller will adapt to the
new frequencies.
The performance limitations due to occurrence of secondary peaks and problems encountered
with multiple resonance peaks has led to the use of more advanced control strategies. Modern
control hardware such as digital signal processing boards (DSP), with very fast CPU’s, A/D and
D/A converters made it possible to easily implement high-order controllers based on classical
loop shaping design methods or on modern control theory. These approaches need a dynamic
model of the system. These models can be obtained from physical knowledge of the system or on
some experimental technique (time-domain or frequency domain system identification). These
models will generally have considerable modeling errors, especially for the high frequency range.
Thus the model-based controller should not act on the very high frequency range, because of
the uncertainties in this range, resulting in small robustness. On the other hand, the controllers
should not act on the very low frequency range because the controllers should reject the acoustic
pulsations without interfering with the mean flow variables. Thus, the shape of the open loop
system (K P ) should be such that it has low gain in the low and high frequency range and high
gain in the passband. This is referred to as loop-shaping, the open loop is shaped in order to meet
tradeoffs between performance and robustness. The controller requirements in the passband are:
stability and noise rejection. Note that this is different from the more conventional requirements
encountered in robust control of, for example, positioning systems or level controllers, where
command tracking is required, and thus high gain in the low frequency range.
If a linear model of the system is available, then the controllability of the system can be directly
assessed from a state-space representation of the system using straightforward linear algebra
techniques. If the system is controllable, and if all states of the system can be accessed (observ-
able), a controller can be found that stabilizes the closed loop system, and has an arbitrarily fast
response. However, it is assumed here that the system is linear, but a practical system will never
be linear. Actuator response will be especially limited by some physical constraints that often
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appear as a saturation mechanism. Therefore, a controller should not only be able to control the
linear system, but should also make sure that the desired actuator response is within its physical
limits. In addition, there will be requirements on the transient response of the system. The
LQR (Linear Quadratic Regulator) control approach deals with this problem as follows: a cost
function is formulated that consists of a weighted quadratic sum of the state of the system, and
the time integral of the state and the output signal. A controller can be found that minimizes
this cost function by solving an algebraic Ricati equation. However, this approach requires that
all states of the system can be measured. In thermoacoustic systems this will likely never be
the case. The order of these systems is generally high, while often only one sensor is available.
Moreover, the states of the system do not always have a direct physical meaning. For example,
thermoacoustic systems have considerable time-delays. Time delays have infinite order and will
be explicitly (Pade´ approximation) or implicitly (fit to measured data) approximated by lower
order dynamic systems. These states can clearly not be measured, thus a state observer has to
be used. The observer obtains the measured signals as an input and gives estimates of the states
as an output (Luenberg observer, Kalman-Bucy filter). These states can now be used as an in-
put to the LQR controller. The combination of a Kalman Bucy filter with an LTR controller to
achieve robust control is named an LQG-LTR control (Linear Quadratic Gaussian-Loop Trans-
fer Recovery). Both classical loop shaping techniques and LQG-LTR design techniques where
used by [51, 113, 135, 8, 6, 45, 7] based on physical or experimental models.
LQR control minimises a quadratic cost term, this means that the root mean square (RMS) of
the signals is minimised (the H2-norm). An alternative is to minimise the peak values in the
frequency spectra of the signals (the H∞-norm). H∞ control is based on the same philosophy
as the LQR control problem. An H∞ controller will keep the H∞ norm of a transfer function
below a certain value. This transfer function can be the closed loop transfer function of the
controlled system, but will generally be augmented with additional transfer functions that apply
(frequency dependent) penalty weights on the actuator signal, output signal, and disturbance
inputs. In order to address robustness issues, the H∞ methodology can be used in combination
with classical loop shaping techniques (H∞-loop shaping). The open loop is then shaped such
as to obtain desired performance/robust stability tradeoffs. H∞ optimisation is then used to
stabilise the closed loop system and ensure robust stability at all frequencies. AIC controllers
based on H∞ optimisation have been investigated and applied by [21, 7, 128, 50, 4].
The techniques mentioned above, rely on a model of the system at one operating point. If the
operating point changes due to for example, a change in load or ambient conditions, the model
will not be valid anymore. If the controller is robust enough, it will be able to control the
system in some neighbourhood of the design operating point. However, if the deviation from
the design point is large, the controller will fail. To overcome this problem, controllers have to
be designed for every operating point that may be encountered. Gain scheduling methods, or
some interpolation technique can then be used to choose the right controller for every set point.
A similar approach was used in [42], the controller consisted of a bandpass, gain and time delay.
The operating point could be changed by choosing a different value of the equivalence ratio. A
series of tests were then done to obtain the optimal setting of the time delay for every operating
point. The values of the equivalence ratios and time delays were then used as a training data
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set for a neural network. During the test, the neural network would then choose the optimal
setting of the time delay for a given operating condition. In this case only one variable of the
operating condition could be changed (the equivalence ratio) and one control parameter (the
delay). This method could, in principle, be extended to set more control parameters dependent
on more variables of the operating condition. However, this would require extensive amounts of
experimental data to train the neural network (or any other response function or interpolation
technique).
An adaptive control strategy does not need a-priori knowledge of the system and can adjust
automatically to changes in operating conditions, or any other changes in the system. This
motivated several researchers to design adaptive control systems for instability control. Adaptive
control strategies have been used for noise cancellation (ANC, Active Noise Control) since the
beginning of the 1980’s. The problem of AIC is different from ANC for two reasons. First, ANC
generally deals with cancellation of an external noise source. If the external noise source can be
measured in some sense, feed-forward control techniques can be used in order to cancel this noise.
Second, the original system under consideration in ANC will always be stable. Nevertheless,
the problem of AIC is closely related to ANC, thus ANC controllers have been modified for
use in combustion systems [55, 13, 62]. These controllers use a Least Mean Squares algorithm
(LMS) to minimize the power of an error signal by adjusting the coefficients of a Finite Impulse
Response (FIR) or Infinite Impulse Response (IIR) filter. In the approach used by [62], a FIR
model of the plant is obtained in an online system identification step, this model is then used
to define the control action, done in a second step. Thus, this is actually a model-based type
of control. The approach used by [13] directly minimizes the cost function of a pressure signal.
A FIR filter is a digital filter that gives a linear combination of its delayed input signal as an
output. The order of the filter determines how many delays have been used. An IIR filter gives
a linear combination of its delayed inputs plus delayed outputs as an output. Note that any
continuous time system can be represented by an equivalent IIR filter of the same order, thus
the controller structure is very general.
Generally, an adaptive method is more likely to be effective if it has a small number of variables
to be adapted. If the general structure of the dynamics of a plant is known (without knowing
the exact values of the model coefficients), a general structure of the controller can be obtained.
Thus the plant is not seen as a black box, but could be seen as a “grey box”. With this approach,
a controller with less coefficients can be obtained. This approach is used in [34, 86], here the time
delays in the actuation path are explicitly taken into account by a modified Smith2 predictor
technique. Lyapunov’s direct method is used as an adaptive law.
2A Smith predictor is a time delay compensation technique, it requires a model of the system and the delay.
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Ref Author Approach Controller Actuator Sensor Validation
[7] MIT 00 PhysB LQG/H∞ speaker p’ num/exp
[112] MIT 98 PhysB LQG† speaker p’ num
† Adresses applicability linear controllers in limit cycles.
[113, 6] MIT 97 PhysB LQG speaker p’ num/exp
[8, 45] MIT 95 PhysB LQG speaker p’ num
[40] GEC 92 ManT BP&phase speaker p’ num/exp
[38, 39] PenState 91 PhysB PI fuel‡ p’ num
[135] PenState 90 PhysB LQ† fuel‡ p’ num
[50] PenState PhysB H∞ fuel‡ p’ num
†Uses Luenberger observer for state feedback. ‡Spatially distributed actuation.
[67] Cam 90 EmpB† time lag fuel p’ exp
†Fit to frequency response data
[14] Cam 88 ManT BP&phase fuel p’/C2 exp
[124] Imp. Col. 92 ManT BP&phase fuel/speak p’ exp
[75] PsiCorp ManT PWD†&phase fuel OH’ exp
†Uses Pulse Width Modulation (PWD) and online amplitude detection
[47, 122] Siemens 98 ManT BP&phase fuel† p’† exp
†Application to full scale gas turbine, multiple sensors, actuators.
[48] Siemens 97 ManT BP&phase fuel† p’/OH’ exp
†Liquid fuel, piezo actuators
[99] CNRS 87 ManT BP&phase speaker p’/OH’ exp
[110] USDE ManT open-loop fuel exp
[92] Alstom 98 ManT BP&phase speaker p’/OH’ exp
[93] Alstom 99 ManT open-loop speaker/fuel p’/OH’ exp
[41] NWC 91 AM† Proportional† shear‡ C2 exp
†Prop. control of Amplitude Modulation (AM) of carrier frequency.
[42, 116] NWC 91 ManT BP&phase† fuel/shear‡ p’/CH’ exp
†Also: open loop control. ‡ Shear layer excitation.
[107] Yale 87 ManT BP&phase speaker/fuel p’/OH’ exp
[55, 13] CNRS 93 Adapt LMS fuel p’/OH’ exp/num
[62] PenState 96 Adapt LMS fuel p’ exp
[43] NWC 93 Neural† BP&phase fuel p’/CH’ exp
†Uses neural network to set time delay.
[21] Cam 98 PhysB H∞ fuel p’ num
[4] LSU 01 ExpB† H∞ fuel p’ exp/num
†Uses fit to measured frequency response data.
[128] CalTech 92 ExpB† H∞ speaker p’ num
†Uses fit to measured frequency response data of a Rijke tube.
[58, 83] GeoTech 96 ManT BP&phase† fuel p’ exp
†Uses online frequency, amplitude observer
[50] PenState 00 PhysB H∞ fuel p’ num
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Ref Author Approach Controller Actuator Sensor Validation
[87] Stanf 95 Adapt DS† shear CH’ exp
†Downhill Simplex algorithm with search for optimal initial values.
[51] GE 91 ExpB† LQG speaker p’ num
†Uses fit to measured frequency response, closed loop system identification.
[34] Cam/MIT 00 Adapt † fuel p’ num
[86] MIT 00 Adapt† † fuel p’ num
†Uses generalised model, Smith predictor, Lyapunov functions
[81] MIT 03 ExpB† LQG fuel p’ num
†Time domain, non-linear system ID
Table 6.1: Active control literature overview
Approach Controller
PhysB Based on physical model LQG Linear Quadratic Gaussian
ManT Manually Tuned parameters H∞ H∞ optimal control
Adapt Adaptive Control BP&Phase Bandpassed and phase shift control
ExpB Based on Emperical Model PI Proportional Integral Control
LQ Linear Quadratic control
LMS Least Mean Squares Algorithm
Sensor Validation
p’ pressure transducer num numerical simulation
CH’ CH chemiluminescence exp tested in experiment
OH’ OH chemiluminescence
C2’ C2 chemiluminescence
Table 6.2: Abreviations in literature table
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6.1.4 Control Objectives and General Considerations
The purpose of active instability control in combustion systems is to reduce acoustic pulsation
levels in combustion chambers. In addition, it is required that the overall combustion properties
such as emission levels, flame blow out behavior, and flashback properties are not deteriorated.
The acoustic behavior of a combustion system will change with operating conditions or ambient
conditions. In addition, aging of the combustion system or measurement equipment may cause
changes. Thus, the controller should either be robust enough to deal with these changes in
the system, or the controller should adapt itself to the changing conditions. For commercial
applications, cost limitations and safety considerations will be important as well, but will not
be discussed here in detail. The amount of fuel required for actuation is not considered here as
a limitation as long as it does not require valves that are so large that the costs of application
are seriously affected.
Based on the discussion in the previous section, the following issues are considered crucial for
any active control system development and application:
• In practical applications the actuation power is limited, and the controller should thus be
able to reduce the pulsation levels with this limited control authority.
• Considerable time delays will always be present with any actuation system.
• The sensors will always be affected by noise. The high turbulence levels in practical
combustion systems will cause an especially poor signal to noise ratio.
• The amount, type and location of measurable dynamic quantities is limited.
In addition, it should be noted that the most challenging task is not to reduce very high am-
plitude pulsations with only very little spectral components, but that the real difficult control
problem is that of a system that is characterized by relatively low, but broad-spectrum pulsation
peaks. This class of systems is especially difficult to control if relatively large time delays are
present.
A time delay can be compensated for in a certain frequency bandwidth3. It is obvious that a
time delay can never be compensated (inverted) for over the entire frequency range, because
it would violate the general physical constraint of causality. Because of reasons of causality,
a system’s transfer function has a phase that generally decreases with frequency. A transfer
function can be shaped such that it has a local increase in phase. However, the phase of any
transfer function depends on the absolute value, as can be understood from Bode’s gain-phase
relation [137]. This means that the absolute value and phase of a transfer function can not be
shaped “at will”. Specifically, a region of increase of phase is followed by a region of increase
in gain. Thus if it is desired to have an increase of phase in a certain frequency range (in order
to compensate for a time delay), then the maximum gain of the controller will be just outside
of this region (where the phase relation is not correct). It is obvious that the combination of a
high gain and amplifying phase easily results in “secondary peaks”, or even instability.
3Note that the bandwidth does not necessarily start at zero frequency!
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This simple analysis explains why it is much more difficult to control broad band pulsation
behavior than narrow band pulsations: the decrease of the phase with frequency can only be
compensated for in a narrow frequency range.
Figure 6.1: Essential block diagram of a control system, with plant H , controller K, distur-
bance inputs w and n, control output y and measured output p.
Secondary Peaks
The phenomenon of secondary peak generation can be understood by investigating the sensitivity
function of the closed loop control system to an external disturbance n as defined in figure 6.1:
S(s) =
pˆ
nˆ
=
1
1 +H(s)K(s)
=
1
1 + ZHPH
ZK
PK
=
PH PK
PH PK + ZH ZK
, (6.1)
In which PH = ΠNn (s− pn) where pn is the nth pole of H and similar for the zeros zn. Clearly,
the poles of the original system become zeros of the closed loop system. Because the dominant
poles are close to the imaginary axis, the frequency response will have minima at the location of
the original peaks. This corresponds to the intuitive idea that the feedback signal “cancels” the
acoustic field. However, the poles of the system determine if the closed loop system is stable.
Stability of the closed loop can be ensured by choosing the right phase of the controller close
to the open loop resonance peaks (e.g., by means of Nyquist or Bode stability criterion). The
phase of a time delay is linear with frequency. Thus, if a time delay is used to create the desired
phase shift at, say, the first resonance frequency, then the phase at the harmonic frequencies
will generally not be optimal, and may create unstable poles at other frequencies. This problem
can be overcome by applying a bandpass filter that ensures only a certain frequency band has
high gain. Thus making the gain of the feedback path very low at harmonic frequencies. This
method has the disadvantage that a strong phase roll-off will be introduced in the passband.
The phase in the passband will drop by piN2 in which N is the order of the filter. If the phase
introduces a phase drop of pi within a frequency range where the open loop gain is larger than
unity, the system will become unstable. This simple analysis explains the phenomena observed
by several researchers that by increasing the gain of the bandpass phase-shift controllers, the
peak of the original instability decreases, but peaks very close to the main instability appear
and increase.
Even if a more sophisticated controller would be used that has a transfer function shaped to
stabilize the system over a wide frequency range, similar effects may be present. This is easily
seen from Bode’s sensitivity integral [137]. Let, in this case, p1, p2, ..., pm be the right half plane
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poles of K H . Bode’s sensitivity integral states:∫ ∞
0
ln |S(jω)|dω = pi
m∑
i=1
<(pi) (6.2)
if the open loop transfer function has at least two more poles then zeros. This relation states that
no matter what controller is used, if the controller reduces the sensitivity in a certain frequency
range it will always increase the sensitivity in an other frequency range. The capability of the
controller to shift the sensitivity from one frequency range to an other can be used to ensure that
the sensitivity is low in a frequency band where the disturbance (the source term) is large. But,
vise versa, the frequency at which the sensitivity increases should be shifted to the frequency
range were the disturbance is small.
Active Control Performance Index
The controllers are judged according to their capability to reduce pressure pulsations (or noise
in general) inside of the chamber. The best criterion to judge the effectiveness of the controllers
would be the reduction of the total acoustic energy in the combustion chamber. This is, however,
no practical measure, because it can not be measured with one microphone at one location.
Because the instability frequencies do not change very much, the signal of one microphone,
strategically placed close to an anti-node of the corresponding mode, provides a good measure.
So, the following two indices are used to measure the controller performance: NRR (Noise
Reduction Ratio) and PA (Peak Attenuation)
NRR = 10 · log10
[
Pressure poweron
Pressure poweroff
]
dB (6.3)
PA = 20 · log10
[ max
ω pˆon(ω)
max
ω pˆoff (ω)
]
dB (6.4)
where ω represents frequency, pˆ(·) Fourier Transform of the pressure measurement p′(t), the sub
indexes ·on and ·off test with controller on and off respectively, and
Pressure power(·) =
1
N
∑
ω
|pˆ(·)(ω)|2 =
1
N
∑
t
|pˆ(·)(t)|2
with N number of samples for evaluation. The Pressure power should not be confused with
acoustic power. Note that the Peak Attenuation, is a measure for the reduction of the H∞-norm
due to the controller action.
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6.2 Model for Active Control
Figure 6.2: The atmospheric combustion test facility, equipped with a Direct Drive Valve
(DDV) for fuel flow modulation.
6.2.1 Experimental set-up
The set-up for active control is essentially the same as the set-up described in chapter 3 and
in section 5.7. The only difference is that an actuator has been placed in the fuel supply. A
schematic representation is given in Fig.6.3. The actuator is a MOOG D633-Series Direct
Drive Servo-Proportional Valve (DDV-valve) [53] and is designed for high dynamic response
requirements.
The control strategies were implemented in the test-rig using a dSpace system ’DS1103’ [52],
which contains a Digital Signal Processing board (DSP) with 20 analog inputs and 10 outputs.
This system has a direct interface with MATLAB/Simulink which facilitates the implementation
of controllers using SIMULINK block diagrams. The sampling rate was specified at 12 kHz, high
enough to capture all system dynamics. The controller parameters can be adjusted online, via an
interface. Adjustment of parameters can be done “on the fly”, manually or from the MATLAB
environment running on a PC.
The loudspeakers are used for system identification purposes only. They are not used for the
active control applications.
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6.2.2 Block Diagram Representation
The block diagram of the combustion system as discussed in section 5.7 can be extended to in-
clude the actuator and controller. This representation is given in Fig.6.3. In this representation,
the output of the “valve” (the fuel flow actuator) acts as a volume source in the combustion
chamber. Physically, this representation is not entirely correct because the valve acts as a source
on the fuel flow. However, the fuel will burn in the flame, and the associated heat release will,
finally, result in a volume expansion of the reaction zone in the combustion chamber. Thus,
in this representation, the “valve” also includes part of the flame dynamics (it is just a matter
of choice of the system boundaries of the sub-systems). The pressure signal that is sent to the
controller is taken in this diagram at the flame location. In real applications, this signal is taken
somewhat downstream of the flame, however, this has not been shown in order to simplify the
diagram . The flame source signal is again represented as “filtered white noise”, w being the
white noise signal.
Figure 6.3: Block diagram of combustion facility with fuel flow actuators and closed loop
control loop.
The blocks of the Inlet, Burner and Flame may be combined into one subsystem Z−1up and
the blocks Duct and Exit may be combined in a block Zdown to get a representation similar
to that of Fig. 5.2. The system is then represented in terms of impedances, acoustic pressures
and velocities, but can equally well be expressed in terms of Riemann invariants and reflection
coefficients via the following transformation: R(ω) = Z(ω)−1Z(ω)+1 . In this case the representation of
Fig. 6.5 is obtained, which will be used for the empirical system identification.
No matter what internal representation is used, the entire combustion system can be considered
as one system (G) having two inputs (the flame noise input u′s and the control signal input y′)
and one output (the microphone signal p′).
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Figure 6.4: Representation of combustion system G with controller K
6.2.3 Empirical Model
In this section, a brief description of the methodology used to obtain an empirical model of
acoustic interactions in a single-burner acoustic test rig is given. This model is identified using
the same frequency domain system identification methods as described in chapter 3. A problem
with this kind of system is that it is not known a-priori whether the system is asymptotically
stable or not. The actual, non-linear system is (strictly speaking) always stable. However, this
system is not always asymptotically stable as in the case of limit cycle behaviour 4. Often, limit-
cycle behaviour can be recognised by investigating the frequency response: well-distinguished
higher harmonics may indicate limit cycle behavior. In practice, it is hard to distinguish between
a system that is asymptotically stable and a system that is in a limit-cycle. This is because the
open loop system generally acts as a low-pass filter, thereby suppressing higher harmonics. The
high turbulence levels and the associated noise make the secondary peaks difficult to distinguish.
In this section the terms “stable” and “unstable” will refer to low amplitude pulsation behavior
and high amplitude pulsation behavior, respectively.
The system identification technique uses sequential excitation with pure frequency tones. For
this purpose, pressure and fuel modulation is applied in sequence. The forcing acoustic signal
is driven by water-cooled loudspeakers situated downstream of the burner, and the fuel is mod-
ulated by the actuator valve. The use of the described frequency domain system identification
methods is only valid if the system is linear. Generally this assumption will not hold in the case
when high amplitude acoustic waves are present, or when the system is in a limit cycle. Because
it is not clear if the system under consideration is asymptotically stable or not, an identification
method has been developed that can be used for systems that are not necessarily asymptotically
stable. This is done by regarding the system as different sub-models. Each sub-model was then
identified separately. During the identification step of each subsystem, a modification in either
geometry or operating condition of another subsystem was applied (without changing the sub-
model that has to be identified). These changes were done such that the system had very low
4A system is said to be stable if a finite intial disturbance of the states results in a finite output (for all times,
including infinity); asymptotically stable if its state decays to zero; unstable if it is not stable.
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pulsation amplitudes, ensuring stability of the system.
The identification of all sub-models is done in consecutive steps. It is assumed that the sub-
models are all stable, and that possible instabilities are caused by the feedback loop. So, ifHdown
in the block diagram of Fig.6.5 has to be identified, then the “gain” of Hup has to be reduced
temporarily to ensure low pulsation amplitudes. And, conversely, during the identification of
Hup , the “gain” of Hdown has to be reduced. All identified sub-models can be combined now
in the feedback system, which is a representation of the system linearized around its mean
operating point.
Clearly such a model does not include the non-linear system dynamics. However as can be under-
stood from Lyapunov’s Indirect Method [125], a controller that stabilizes the linearized system
will also make the non linear system asymptotically stable, provided the system is continuously
differentiable around the mean operating point5.
Figure 6.5: The atmospheric combustion test facility, equipped with loudspeakers and water-
cooled microphones for acoustic measurement.
This experimental investigation of the combustion chamber is mainly based on acoustic proper-
ties. At every identification step the system is excited by some forcing signal (speakers, DDV-
valve or flame noise). The response is measured using an array of microphones. The Riemann
invariants f and g are obtained using the Multi Microphone Method (chapter 3). The sub blocks
are then obtained from the Riemann invariants.
The following 4 blocks are identified as essential parts of the combustor model:
5Thus, strictly speaking, only local stability is ensured.
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• Upstream (Hup). The upstream dynamics include the wave propagation from the reference
position to the burner exit, and acoustic properties of the combustion process, burner, and
plenum chamber.
• Downstream (Hdown). The downstream dynamics include wave propagation from the
reference postion to the exit of the combustion chamber, and the reflection properties of
the exit.
• DDV Actuator (HDDV ). This block not only contains the response of the actuator, but
also its influence on the combustion process and wave propagation from the flame location
to the reference position.
• Source term (Hsource). The source sub-model describes the acoustic sound source produced
by turbulence in the flame. Note that this Hsource does not contain the thermoacoustic
interaction. The interaction is included in Hup.
The “gain” of Hup could be tuned by choosing an operating condition that is stable. The “gain”
of Hdo could be tuned by mounting a throttle plate at the exit.
These blocks are identified in the following manner:
1. Downstream Model (Hdown) Figure 6.6.
• No throttle plate mounted, “stable” operating condition is chosen.
• No external forcing is applied, sound is generated by the flame. The only input to
the system is nf .
• Riemann invariants fˆ and gˆ are obtained using the Multi Microphone Method. Note
that in this case the Riemann invariants are defined as: fˆ = Spf/
√
Spp, as discussed
in chapter 3.
• The transfer function describing the downstream interaction is obtained fromHdown =
gˆ/fˆ .
Figure 6.6: Downstream interaction and modeling
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2. Upstream Model Hup, Figure 6.7
• Throttle plate mounted, reference operating condition is chosen.
• The pressure field is modulated with pure tones by downstream loudspeakers.
• Riemann Invariants fˆ and gˆ are obtained for each forcing frequency, using the Pure
Tone Method and the Multi Microphone Method. Thus, as discussed in chapter 3, fˆ
and gˆ do not contain any contribution of the source term, provided enough samples
were taken.
• The upstream model is obtained from Hup = fˆ/gˆ.
Figure 6.7: Upstream interaction and modeling
3. Response to Direct Driven Valve, HDDV , Figure 6.8
• Throttle plate mounted, reference operating condition is chosen.
• Fuel flow is modulated with pure tones by the DDV actuator.
• Riemann Invariants fˆ and gˆ are obtained for each forcing frequency, using the Pure
Tone Method and the Multi Microphone Method.
• The following relation is used nˆDDV = fˆ −Hupgˆ. Note that Hup is obtained from the
previous identification step.
• The forcing signal to the DDV actuator (uˆ) is known, therefore the actuator response
model is given by HDDV = nˆDDV /uˆ. Note that HDDV is not the transfer function of
the DDV actuator only, it also contains the reponse of the combustion system to the
fuel modulations.
4. Combustion noise model (Hsource), Figure 6.7,
• Throttle plate mounted, reference operating condition is chosen.
• No external forcing is applied, sound is generated by the flame. The only input to
the system is nf .
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Figure 6.8: Upstream interaction with DDV valve and corresponding block diagram.
• Riemann invariants fˆ and gˆ are obtained using the Multi Microphone Method. Note
that in this case the Riemann invariants are defined as: fˆ = Spf/
√
Spp.
• Use the following relation nˆflame = fˆ −Hupgˆ.
• The flame noise is assumed to be “coloured” white noise. Thus the “colouring”
transfer function is obtained as Hsource = nˆsource/wˆ = nˆsource . Note that because of
this definition, Hsource will have a phase. However, in this block only the absolute
value of the transfer function is relevant.
Note that the upstream interaction is quite complex because it consists of 3 blocks (see Figure
6.8). Thus, it is necessary to follow the procedure in the correct sequence to obtain the correct
overall model. Moreover, it is intended to control the combustor using fuel flow modulation, so
of particular interest is to obtain the right description for the DDV actuator. The contribution of
the DDV actuator and the flame source enter in the model at the reference position. In the real
system these contributions enter in the flame region. Nevertheless, the model is correct. Because
of the superposition principle any input to the system can be interchanged by an equivalent input
at an other location.
Finally, using the following relation between the Riemann-invariant waves f and g, and the
pressure fluctuations
p′(t) = ρc(f + g)
the model describing all the interaction processes in the combustion system from the input
control voltage of the DDV valves to the microphone measurements is given in Figure 6.10.
Note that the voltage signal to the DDV valves can not be arbitrarily large, so a saturation
block has been added.
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Figure 6.9: Time domain simulation and frequency spectrum of the uncontrolled model.
Figure 6.10: Block diagram of empirical combustor model.
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6.3 H∞ Optimal Control
6.3.1 Introduction
In this section, the design, simulation, and experimental validation ofH∞ optimal controllers will
be discussed. Two types of controllers have been used: H∞ Disturbance Rejection Control and
H∞ Loop Shaping Control. H∞ design was chosen as a control strategy because this technique
has a desired frequency domain interpretation: minimizing the peak amplitude in the frequency
response. A disturbance rejection controller attempts to:
1. stabilize the system
2. minimize the response due to the disturbance
In this case the disturbance is the source term. This design philosophy does not explicitly
take into account issues of robustness against modeling errors. Thus, modeling errors might
significantly reduce the performance of such a controller. This is in contrast to H∞ Loop
Shaping Controllers. In this method, the desired shape of the open-loop (i.e the controller
transfer matrix times the plant matrix) is prescribed. H∞ optimization then makes sure that
the closed loop is robustly stable against exogenous disturbances and internal modeling errors of
the plant. Both methods will be explained below in greater detail. The theory and application
of H∞ optimal control is discussed extensively in literature. A very clear and yet profound
reference is [137].
A major advantage ofH∞ techniques is that issues like robust performance of MIMO systems can
be formally proven in a very elegant manner using theorems from linear algebra. A disadvantage,
however, is that because of this formalism the link to the underlying physical behavior of the
controlled system is not always that obvious. Proofs of the theorems concerning H∞ control are
not given here, instead, an attempt is made to reveal the connection with the physical behavior
of the system.
The H∞ design methodology has been used to obtain controllers for the empirical model of the
test facility and for the analytic gas turbine model. The controllers for the test facility have
been tested in experiment. This part of the development has been done in close cooperation
with Daniel U. Campos-Delgado and has been published in [18].
6.3.2 H∞ Disturbance Rejection Control
H∞ control thanks its name to the fact that it minimizes6 the H∞-norm of a linear transfer
matrix. The H∞-norm of a transfer function is a measure for the peak value of its frequency
response. For example, if a controller K is placed between the pressure signal p, and the DDV
input u in Fig. 6.10, then the entire system (including the controller) can be considered to
have one input (w) and one output (p) as shown in Fig. 6.4. The transfer function between p
and w will be refered to as T . By using the methodology of H∞-control, a controller (K) is
6Because of other control objectives, the goal is generally not to minimize the norm but to achieve a norm
smaller than a certain value.
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obtained that minimizes the H∞-norm of T, which results in minimal peak amplitudes of the
Fourier transform of the pressure signal p(ω). Generally, reduction of the peak amplitudes of
the system is not the only control objective. In this case, for example, the actuation valve has
limited actuation power, especially at high frequency. Thus, a controller should be found that
controls the system without exceeding a certain amplitude of the actuation signal. Thus the
control objective is two-fold: minimizing pulsation amplitudes while maintaining the control
signal below a certain amplitude. Because H∞ control is not restricted to SISO systems, more
outputs can be added to T . If the second output of T corresponds to the (weighted) actuator
signal then a minimal H∞-norm of T corresponds to a low pulsation peak while maintaining a
small actuation signal. Generally, a weighting function (or penalty) will also be applied to the
pressure signal. Depending on the choice of penalty functions, a trade off can be made between
reducing pressure peaks, and actuation amplitude.
In order to be consistent with most literature on optimal control, the model of the test rig and
active controller will be represented in this section by the block diagram of Fig.6.11. In this
diagram,G represents the test rig and the weighting functions as shown in Fig. 6.12. K represents
the controller. The inputs to the test rig model, w and u are the same as in Fig.6.5. Output y
corresponds to the microphone signal. Output z contains z1 and z2 from Fig.6.12, they represent
the frequency weighted control signal and the weighted output signal respectively. Note that
the transfer function Tzw represents the closed loop plant from disturbances to weighted output
signals, and can easily be obtained with the LFT interconnection discussed in chapter 5.
Figure 6.11: Linear Fractional Transform standard diagram.
The goal of the H∞ optimal control is to obtain a controller K(s) such that
min
K
‖Tzw‖∞
The main steps to design an H∞ controller are summarized as follows
1. Identify control objective: Performance or Robust stability.
2. Select weighting functions
3. Obtain LFT representation of the system
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4. Compute optimal controller
5. If necessary, apply model reduction to the resulting controller.
The computation of H∞ optimal controllers is easily achieved using MATLAB (µ-Analysis and
Synthesis Toolbox [9]). Thus, the computation process is completely automated because the
LFT representation of the optimal controller can be obtained using just one command. The
control design is thus merely a matter of selecting appropriate weighting functions.
Convergence Towards Unstable Controllers
During the control synthesis of the H∞ controllers, it was found that the resulting controller
could be unstable. This is neither an error during the controller computation or a numerical
error. Because the H∞ theory only guarantees that the closed-loop will be stable but there is
no restriction on the controller stability. Obviously, these kind of controllers are useless, due
mainly to the high sensitivity and lack of robustness7. Robustness will especially be an issue
because the actuator acts as a saturation function; thus, for high amplitudes it might be that
the loop gain is not sufficiently high to stabilize the closed loop system.
During the MATLAB optimization, the closed-loop H∞ norm is minimized iteratively. For this,
MATLAB uses the bisection algorithm . So, if exist γ1 > 0 such that a controller K makes
the closed loop H∞ norm < γ1 and stabilizes the system, then a new γ2 is checked such that
γ2 < γ1 and exists a controller that satisfies the former requirements. The iterations end if
the closed loop H∞ norm can no longer be reduced. In this way, it was noticed that during
the optimization process the pole of the resulting controller was moving continuously to the
RHP after each iteration. Therefore, there was a limiting γstable > 0 such that the closed-loop
H∞ norm < γstable and the corresponding controller K is still stable. So, there is a limitation
in the performance that can be achieved if a stable controller is required. In addition, it was
also noticed that this limiting value γstable > 0 could be moved according with the weighting
functions Wz and Wu.
There is no result known so far that explains how to obtain a stable controller from the H∞
optimization. This is an important problem that should be solved, because better understanding
may lead to better control.
The frequency response for the resulting optimal controller and a comparison of open loop and
closed loop responses is shown in Figure 6.14.
6.3.3 H∞ Loop Shaping Technique
This design technique incorporates the classical loop-shapingmethods to obtain performance/robust
stability tradeoffs, and a particular H∞ optimization problem to guarantee closed loop stability
and a level of robustness at all frequencies. The design methodology uses only basic concepts
of loop-shaping methods, commonly used in classical frequency based designs like lead-lag con-
7Thus in this case, the plant is actually stabilizing the controller!
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Figure 6.12: Set up for H∞ optimisation.
Figure 6.13: Weighting Functions for H∞ Optimization: (Top) Wz (Bottom) Wu
Figure 6.14: (Top) Frequency Response for Closed-Loop with H∞ controller, (Bottom) H∞
Optimal Controller Frequency Response
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trollers. A robust stabilization controller for a normalized coprime factor perturbed 8 system is
used to construct the final controller.
It is important to mention that this approach, in contrast to the classical loop-shaping method,
is done without explicit regard for the plant’s phase information. Thus, when shaping the loop,
one does not need to worry about stability of the closed loop system. The closed loop stability
will be guaranteed in a next step, using H∞ optimization. Therefore, the design procedure is
both simple and systematic and only assumes knowledge of elementary loop-shaping principles
on the part of the designer.
The basic assumption of this procedure is that the open loop plant is a coprime factor perturbed
plant ([137]), under this assumption the robust stability problem is stated as:
min
K
∥∥∥∥∥
[
K
I
]
(I + PK)−1
[
I P
]∥∥∥∥∥
∞
(6.5)
by the Small-Gain Theorem. From this representation it is not easily understood how robustness
issues are addressed explicitly by this equation. The underlying theory is very elegant but rather
involved. However, the physical understanding can easily be understood by analyzing the SISO
case. Robustness can be considered as a degree of insensitivity to modeling errors and external
perturbations of the closed loop system. If a SISO transfer function, represented as a coprime
factorization: P = ND (with denominator transfer function (D) and numerator transfer function
(N)) has additive error on the denominator (∆D) and numerator (∆N), then it is said to be
coprime perturbed: P˜ = (N+∆N )(D+∆D)−1. The (˜·) indicating a perturbed transfer function.
Thus if the perturbed plant (P˜ ) is controlled by a controller (K), the diagram of Fig.6.15 is
obtained after making use of: (P +∆∗N )(1+∆
∗
D)
−1 with ∆∗D =
∆D
D . In this diagram, exogenous
perturbation signals w1 and w2 are perturbing the input and output of the plant, and the
modeling errors ∆∗D and ∆
∗
N are perturbing the plant’s denominator and numerator transfer
functions. The aim of H∞ loop shaping is to minimize the effect of the external perturbations
(source terms) and internal perturbations (modeling errors).
Figure 6.15: SISO coprime perturbed plant
The influence of the external perturbations are minimized if the transfer functions from w1 and
w2 to p and y are minimized, thus if the norms of P1−KP ,
KP
1−KP and
K
1−KP are minimized.
8Can be considered as systems with modeling uncertainty in the “numerator” and “denominator” transfer
functions.
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The influence of the modeling error ∆∗D is minimized if the transfer function from 2 to p is
minimized. Using this later transfer function, denoted as M = 11−KP , it easily seen
9 that the
modeling error can not render the system unstable as long as |M | |∆∗D| < 1 for all frequencies,
provided that M and ∆∗D are stable. A similar reasoning holds for the perturbation of the
numerator ∆∗N here the objective is to minimize
P
1−KP . Combining these objectives in one
matrix, it is seen that this corresponds to Eq. 6.5 written for the SISO case:
min
K
∥∥∥∥∥ 11− P K
[
K K P
1 P
]∥∥∥∥∥
∞
, (6.6)
and thus minimizing the influence of perturbations. Use has been made of the property that the
influence of both the modeling error ∆∗N and the source term w1 are minimized by minimizing
P
1−KP . Note that in the interconnection of Fig. 6.15, the disturbance w1 corresponds to the
flame source term of the combustion system. Thus, this explains the statement made before
that the source term model is not taken explicitly into account in this control design method.
The disturbance input is thus considered a “worst case” input.
After defining the parameter bP,K as the inverse of the minimum value achieved of ‖ · ‖∞ after
the optimization procedure, i.e.
bP,K =
(∥∥∥∥∥
[
K∞
I
]
(I + PK∞)−1
[
I P
]∥∥∥∥∥
∞
)−1
,
the design procedure for the SISO case can be summarized as follows:
1. Loop-shaping: the frequency response of the open loop plant is shaped using a compensator
(W (s)) to give the desired open loop shape. The nominal plant (P ) and the shaping
compensator (W ) are combined to form the shaped plant (Ps), where Ps = PW . It is
assumed that there is no pole-zero cancellation of unstable modes of P .
2. Synthesize a stabilizing controller (K∞) for Ps, through solving (6.5) and compute bP,K .
3. Check the resulting parameter bP,K , if bP,K  1 then return to (1) and adjust W.
4. The final feedback controller (K) is then constructed by combining the H∞ controller
(K∞) and the shaping compensator (W ), such that
K = K∞W
5. If necessary, apply model reduction to the resulting controller (K).
For a more detailed description of this design technique and justification for H∞ Loop Shaping
refer to [137].
The philosophy behind the H∞ Loop Shaping technique cannot handle direct constraints and
disturbance descriptions as in the previous formulation. This means that the model for the
9By the Small Gain Theorem or by Nyquist’s stability criterion
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noise coming from the flame is not actually used in the design stage and the control signal
restriction has to be checked individually after the design is complete. From the experimental
representation the equivalent open loop plant is given by:
P = HDDV
1 +Hdown
1−HupHdown
Now, the idea is to shape the open loop in a certain way such that the objectives can be
satisfied. Generally, in order to have a good frequency peak attenuation, the controller must
have enough control authority at that frequency. On the other hand, there is a hard limitation
coming from the control saturation. So, the gain at the dominant frequency has to be limited
to a certain value. In addition to this, the actuator has a limited working frequency range. All
these specifications were translated in the compensators (W ) in Figure 6.16. The corresponding
controller was obtained and a comparison between the closed and open loop frequency response
is shown is Figure 6.17.
Figure 6.16: (Top) Shaping Compensator, (Bottom) Resulting Open-loop shape.
Figure 6.17: (Top) Frequency Response for Closed-Loop with H∞ Loop shaping controller,
(Bottom) Loop shaping H∞ Controller Frequency Response
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6.3.4 Simulation
In order to obtain an estimation of the controller performance in the real combustor, the H∞−
and H∞−Loop Shaping controllers have been tested in a simulation. The time-domain simu-
lations were performed in Simulink, using a 5th order numeric integration scheme. The time
increment for numeric integration was about fifty times smaller than the period of oscillation
at the resonance frequency of the system. The system was simulated without control (open
loop) and with control (closed loop). In addition, a simulation was carried out in which the
controller was switched on after 2.4 seconds. This enables one to study the transient behavior
when control is switched on. The results are plotted in Figs. 6.18 and 6.19. The pressure spectra
are calculated using Welsh’s algorithm. The reduction of pulsation levels for both controllers is
summarized in Table 6.3.
Figure 6.18: H∞ control simulation. (Top) Time trace of pressure, control switched on after 5
seconds. (Bottom) Pressure spectra with and without control.
H∞ H∞ Loop-Shaping
NRR -6.08 dB -5.12 dB
PA -16.15 dB -13.95 dB
Table 6.3: Simulation results
These results show that both the H∞ and H∞ Loop Shaping controllers perform very well in
simulation. Thus, if the model describes the dynamic behavior of the system accurately, then
these controllers should also perform well on the real plant. Because both controllers have
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Figure 6.19: H∞ Loop Shaping control simulation. (Top) Time trace of pressure, control
switched on after 5 seconds. (Bottom) Pressure spectra with and without control.
comparable performance, they have both been tested on the atmospheric test facility.
6.3.5 Experimental Results
During the first tests, the same operating condition as for the system identification were chosen.
The test results at these conditions are plotted in Figures 6.20 and 6.21. These test confirm the
observation made during simulation: both controllers have similar performance, and are capable
of reducing the acoustic pulsation levels significantly.
In order to investigate the robustness of the controllers, the operating conditions of the test
rig were changed while using the same controllers. The changes in equivalence ratio, burner
velocity and temperature are listed in Table 6.4. The results of this experiment are summarized
in Table 6.5.
For different operating conditions, the peak frequency does not change significantly. This ex-
plains why the H∞ loop-shaping controller was able to perform that well for a wide range of
operating conditions. At these different operating points, the basic dynamics did not change
that much, only the intensity levels. Thus, the H∞ loop-shaping controller was able to adjust to
these small changes, because some degree of robustness is inherited from the design procedure.
It was noticed that even though good attenuation of pressure pulsations can be achieved for
different conditions, the pollutant levels could rise, especially the levels of UHC and CO. Mean-
while, the NOx level was almost always below the open loop level. The rise of UHC levels
suggests that incomplete combustion is taking place inside of the chamber. On the other hand,
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Figure 6.20: H∞ control test. (Top) Time trace of pressure, the arrow indicates the time the
controller has been switched on. (Bottom) Pressure spectra with and without control.
Figure 6.21: H∞ Loop Shaping control test. (Top) (Top) Time trace of pressure, the arrow
indicates the time the controller has been switched on. (Bottom) Pressure spectra with and
without control.
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Type φ vb Ta Peak freq. Peak ampl.
[-] [-] [-] Sr dB − dBref
H∞ cond.I 1.00 0.91 1.02 0.38 0
H∞ cond.II 0.78 1.16 1.03 0.42 20.6
H∞ cond.III 0.84 1.01 1.03 0.49 39.7
H∞ cond.IV 0.81 1.08 1.02 0.49 41.9
H∞ loop-shaping cond.I 0.80 1.07 1.03 0.49 43.5
H∞ loop-shaping cond.II 1.00 1.30 1.01 0.60 11.9
H∞ loop-shaping cond.III 0.81 1.04 1.00 0.49 36.4
H∞ loop-shaping cond.IV 0.79 1.35 1.07 0.50 38.1
H∞ loop-shaping cond.V 0.81 1.18 1.06 0.50 44.7
H∞ loop-shaping cond.VI 0.88 1.05 1.03 0.50 38.6
Table 6.4: Operating conditions optimal control
Closed-Loop
Type NRR PA Peak freq.
(dB) (dB) (normalized)
H∞ cond.I 0.8 1.0 0.35
H∞ cond.II -4.7 -7.8 0.07
H∞ cond.III -10.5 -24.2 0.49
H∞ cond.IV -12.7 -25.1 0.41
H∞ loop-shaping cond.I -11.0 -21.4 0.12
H∞ loop-shaping cond.II -0.4 -1.7 0.62
H∞ loop-shaping cond.III -5.9 -6.5 0.43
H∞ loop-shaping cond.IV -15.8 -25.4 0.49
H∞ loop-shaping cond.V -13.5 -26.1 0.49
H∞ loop-shaping cond.VI -14.1 -24.3 0.50
Table 6.5: Test results optimal controllers.
it was not possible to identify a trend, or pattern, for this problem. A relation between the
operating condition and the pollutants level could not be found either. Clearly, this stands as
the main drawback of the H∞ formulation because in order to incorporate this parameter, a
model describing the behavior of the pollutants must be derived, which is a very complicated
task.
In order to validate the effectiveness of the H∞ controllers, a comparison with some very simple
control structures has been performed. Two different strategies have been tested: a gain-delay
controller, and a gain-delay-lead compensator. Both controllers where implemented using the
same controller hardware as for the H∞ tests. The gain gain-delay controller consists of a gain
(k) and a delay (τ): K(s) = k e−sτ , the gain-delay-lead compensator has the same structure
but now a lead compensator is added: K(s) = k e−sτ 1
s/ωc+1
. The latter structure was believed
to have better phase characteristics close to the instability frequency. The values of k, τ and
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ωc have been adjusted manually such as to minimize the peak amplitude. In Table 6.6 the
operating conditions of the tests are listed, Table 6.7 summarizes the results. It was observed
that for some operating conditions the simple controller strategies had comparable performance
to more complicated H∞ and H∞-Loop Shaping controllers.
Type φ vb Ta Peak freq. Peak ampl.
[-] [-] [-] (Sr) (dB − dBref )
Gain-Delay 0.87 1.07 1.02 0.50 40.80
Lead Comp.+Delay 0.87 1.07 1.02 0.50 41.10
H∞ loop-shaping 0.90 1.03 1.03 0.50 38.00
H∞ loop-shaping+lead comp. 0.90 1.03 1.03 0.50 38.00
Gain-Delay 0.90 1.03 1.03 0.50 38.00
H∞ 0.91 1.06 1.02 0.50 36.20
Lead Comp.+Delay 0.91 1.06 1.02 0.50 35.80
Table 6.6: Operating conditions for comparison against low-order controllers.
Closed-Loop
Type NRR PA Peak freq.
(dB) (dB) (Sr)
Gain-Delay -9.40 -17.10 0.51
Lead Comp.+Delay -4.40 -8.80 0.50
H∞ loop-shaping -10.20 -19.40 0.43
H∞ loop-shaping+lead comp. -9.70 -20.00 0.42
Gain-Delay -2.70 -2.20 0.49
H∞ -12.70 -20.20 0.50
Lead Comp.+Delay -10.50 -21.20 0.57
Table 6.7: Test results comparison optimal controllers versus low order controllers.
Considering the underlying H∞ theory, this is a rather surprising result, because H∞ optimiza-
tion should lead to optimal controllers. However, the comparison is not really a fair one because
the parameters of the simple controllers have been tuned manually, whereas the H∞ controllers
had fixed parameters. Therefore, an additional test has been performed in which some tuning of
the H∞-Loop Shaping controller was allowed. This was done by connecting a lead compensator
in series with the Loop Shaping controller, thus allowing tuning of the controller’s phase. By
doing so, it was observed that a slight improvement of the performance of the H∞-Loop Shaping
controller could be obtained. The result of this test is shown in Table 6.7 as well.
6.3.6 Discussion
Based on an empirical model of a single burner combustion system, both H∞ disturbance rejec-
tion and H∞ loop shaping controllers have been derived. The controllers have both been tested
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in simulation as well as in experiment. The tests prove that these control techniques provide an
adequate means of attenuating acoustic instabillities.
Although the H∞ controllers proved to be superior to the simple controller architectures, its
superiority is only marginal if the effort to obtain these controllers is considered. Although the
method of obtaining the model of the system, as explained in section 6.2.3 is straightforward, it
is rather time consuming. The advantage of the H∞ controller is that no tuning or adjustment
is required during implementation.
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6.4 Self Tuning Control
The previous section demonstrated that relatively simple controller structures could achieve
performance comparable to that of more complex optimal controllers. However, these simple
controller structures need to be tuned online. This motivated the idea of testing somewhat less
simple control structures and tuning all the parameters in such a controller, hoping for better
suppression of the oscillations. Consequently, the tuning becomes a more complex task which
can not be done manually by trial-and-error. If a closed interval of variation is provided for
each parameter, the space of search would be largely reduced. An optimization algorithm could
then be used to tune the controller parameters. For this purpose, a control set-up as shown in
Fig.6.22 was used. The controller was implemented on the same DSP hardware as the previous
tests. The parameters of the controller could be adjusted from the computer program MATLAB,
running on a PC. The idea was now to make an optimization algorithm in MATLAB that would
adjust the parameters of the controller in order to reduce pulsations.
Figure 6.22: experimental set-up for self-tuning active control.
To have some flexibility in the control strategy, several controller structures were implemented
on the DSP-board.
K(s) = k0 e−sτ 1s/ωc+1
K(s) = k0
s/a1+1
s/b1+1
1
s/ωc+1
K(s) = k0
s/a1+1
s/b1+1
e−sτ 1s/ωc+1
K(s) = k0
s/a1+1
s/b1+1
s/a2+1
s/b2+1
1
s/ωc+1
K(s) = k0
s/a1+1
s/b1+1
s/a2+1
s/b2+1
e−sτ 1s/ωc+1
(6.7)
where (k0, τ, a1, b1, a2, b2) defines the overall set of parameters. The parameter ωc was always
set to a fixed value during the optimization process. Therefore, a 2 to 6 parameter optimization
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scheme could be chosen depending on the controller prototype. The choice of the number of
parameters to be used will generally be a trade-off between increased performance and increased
convergence time for the controller.
A performance index is chosen that reflects the pressure changes over some given time. A
measure of “power” of the signal over a given period of time is chosen:
P.I. =
1
T
∫ t
t−T
p′(t)2dt (6.8)
where p′(·) is the pressure fluctuation measurement coming from the microphone, and T is the
evaluation time. In order to reduce measurement uncertainty, and to have a consistent and
repeatable cost function, a large value of T should be chosen. Some operating conditions needed
long evaluation times to obtain an acceptable level of cost function variance. A compromise be-
tween reasonable evaluation time and acceptable variance was found for values of T between 5
and 10 seconds. The stochastic behavior of the system poses serious limitations on the optimiza-
tion strategy to be used. An optimization strategy is required that can deal with a stochastic
cost function and that has a reasonable convergence speed. Moreover, no (or as little as possible)
a-priori information of the system under consideration should be required.
Methods like the steepest descent algorithm or Lagrangian interpolation are likely to fail, because
they cannot deal with a stochastic cost function. Moreover, the “function” to optimize is not
necessarily concave, thus it is likely that these methods get “trapped” in a local minimum.
Nevertheless, these methods have been tested both in simulation and in experiment. The tests
demonstrated that these methods can not deal with randomness in the system. The algorithms
diverged unless extremely long evaluation times (T ) were used.
In order to avoid these problems, the use of an evolution strategy (or genetic algorithm) was
considered. The key advantage in this application is that in every iteration step of an evolution
strategy, not one, but several evaluations of the function are used. Thus, in the algorithm the
static properties of several evaluations are combined, this reduces the sensitivity to stochas-
tic processes. In addition, evolution strategies can easily be altered to incorporate additional
features, as will be discussed later.
6.4.1 Evolution Algorithm
Genetic algorithms and evolution strategies mimic some of the processes observed in natural
evolution [30]. Evolution has been responsible for developing optimal (or at least very good)
structures in nature. Evolutionmust be considered as a sequential process that exploits the infor-
mation from preceding successes and failures in order to follow a trajectory in an n-dimensional
parameter space[120]. The task of mimicking biological structures and processes with the object
of solving technical problems is as old as engineering itself. The widespread use of computers in
the past decades made it possible to encode these processes as algorithms.
Evolution as an optimization strategy has intrigued researchers since the 50’s and 60’s, proof of
this is early work by Box [17], Pask [96] and Schumer [119]. However, one of the main contri-
butions came later by Rechenberg. In his book [109], he examines the analogy between natural
evolution and technical optimization and presented a scheme for multi-membered evolution.
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An evolution algorithm can be explained as follows. Consider a function that has to be optimized
withm inputs and one output. The output of this function is referred to as its fitness. The idea is
now to adjust the input parameters in order to find an optimum in the fitness. One combination
of m input parameters is called an individual. A group of n individuals is a population. The
idea is to start with a randomly selected initial population and to evaluate its fitness. In the
next iteration, some random variance is applied to the population (mutation), creating a group
of children out of their parents. The fitness of the children is now evaluated and compared with
their parents’ fitness, and the best of both are selected to be the next generation of parents. This
procedure will go on until an optimum is found, or an other termination criterion is fulfilled.
Following these ideas the next evolution algorithm was adopted in the optimization process:
1. Initialize parameters of the evolution algorithm, such as: max number of iterations, step
size etc.
2. Select the initial population, (this can be a random selection, a guess or the result of a
previous experiment).
3. Check if the algorithm termination conditions are satisfied: optimality, max. # of calls or
no-progress
• YES : Set the best values obtained during the optimization process.
• NO : Continue with evolution algorithm.
4. Adjust step depending on progress achieved.
5. Create children from parents set.
(a) Check mutation factor.
(b) Determine new step.
(c) Generate child adding a random perturbation of variance ’step’ to parent.
(d) Check that child satisfies the parameter’s bounds.
(e) Go back to a) until the population is completed.
6. Evaluate fitness of children.
7. Compare children and parents fitness, keep the best of both.
8. Compute progress velocity according with # of children better that parents.
9. Select the best solutions to judge optimality.
10. Go back to 3.
The algorithm has successfully been used at ALSTOM for other optimization problems, and was
slightly adapted here for the optimization problem under consideration.
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Figure 6.23: Visual representation of the evolution algorithm. Note that this representation is
strongly simplified.
In Fig. 6.23, a graphical representation of the algorithm is given. Note that this representation
is strongly simplified, and that some (less important) aspects have been omitted because of space
limitation.
Tests of this algorithm on well-defined functions, corrupted by noise, showed that the algorithm
was able to find the global minimum of the function without getting “trapped” in local minima.
However, note that no (finite duration) algorithm can guarantee to find a global minimum
without a-priori knowledge of the function. A comparison of the evolution strategy with other
optimization techniques was carried out on the Simulink model of the combustion chamber.
This comparison showed that the evolution strategy was far superior to the other approaches
used. This encouraged a lab-test of the evolution self-tuning control.
6.4.2 Optimization of Controller Parameters by Evolution
The evolution algorithm was used to tune the parameters of Eq. 6.7 online. The algorithm
was coded as an m-file in MATLAB and it was in charge of running the evolution strategy and
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establishing the communication directly with a DSP board on which the controller was running
online. Thus, the controller parameters were updated from MATLAB by direct access to the
DSP.
Flexibility of the evolution strategy enables one to add some additional features to increase
convergence speed, or to obtain other desired effects. During the optimization, parameter com-
binations might be proposed that increase pulsations. This is of course unfavorable in practical
applications. Therefore, an intermediate evaluation of the cost function was introduced. The
underlying idea is that it is more important to have high accuracy during the evaluation of good
parameter combinations than of bad parameter combinations. The cost function is therefore
evaluated twice: if the evaluation over a short period of time indicates pulsations higher than
a certain threshold, evaluation is stopped and a penalty on the fitness is returned. If the first
evaluation indicates pulsations lower than the threshold, the evaluation continues, and the total
performance index is returned as the fitness. This approach has the additional advantage that
it results in increased convergence time of the algorithm.
Generally the pulsation levels are not the only parameters to be monitored. It might well be that
a certain combination of parameters that yields very low pulsation would increase emissions of
NOx or CO, which is undesired. The flexibility of the genetic algorithm also allowed specification
of emission level bounds. If the emissions are higher than a certain threshold, a penalty is given
to the fitness.
6.4.3 Experimental Results
The evolution strategy as a controller optimization technique was tested in the atmospheric test
facility. The evolution algorithm was fixed to stop after a determined number of iterations if an
optimal solution was not found before. If the optimum was not reached, the best solution was
returned at the end of the iterations. Parameter combinations that gave significant reduction in
the cost function were re-evaluated in order to ensure repeatability of these solutions. In order
to avoid influence of transients, and to ensure low noise levels, the evaluation time for the cost
function (Eq. 6.8) was set to 7.5 sec. and the maximum allowable number of iterations was 200.
The first test was performed using 2-parameter control. A comparison of the pressure signals
with and without control is made in Fig. 6.24. The controller with the optimal parameter setting
was switched on after 11 seconds, reducing the pulsations levels strongly: a factor 8 reduction
in peak amplitude level, and more than a factor 2 reduction of the pressure power of the signal.
Encouraged by these results, controllers with more than two parameters were tested under the
same conditions. The results are gathered in Table 6.8. Although the 4-parameter optimization
did not seem to reduce pulsations much better than the 2-paramter optimization, the resulting
controller from the 6-parameter optimization gave an excellent attenuation factor. In Figure
6.25, the response of the 6-parameters controller is plotted.
It is interesting to note that the emissions of NOx and CO where also reduced by applying the
five and six parameter controllers. Some of the lower order controllers would increase emission
levels. As mentioned before, it is easy to incorporate the emission levels in the cost function
during optimization. This was not done in these tests, because of the positive results with the
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Figure 6.24: (Top) Evolution Optimization 2 param, the arrow indicates the time the best
controller has been switched on. (Bottom) Spectral Density for pressure signal
Type NRR PA CO NOx
(dB) (dB) (-) (-)
Gain-Delay -2.7 -2.2 2 1.3
Evol. 2 param. -6.9 -18.0 2.6 0.5
Evol. 4 param. -6.8 -18.7 1.3 0.5
Evol. 5 param. -13.4 -26.2 0.6 0.4
Evol. 6 param. -13.0 -26.7 0.6 0.2
Table 6.8: Comparison of controllers, the emission values are relative to the open-loop emission
data.
higher order controllers.
The performance of the 6-parameter controller was tested while varying operating conditions.
The comparison of the performances is listed in Table 6.10, together with results of the 2 and
4 parameter optimization. The operating conditions are listed in Table 6.9, they are related to
the reference operating condition.
6.4.4 Discussion
A relatively simple controller structure with tunable parameters was used for active control.
The free parameters of the controller are tuned by an optimization algorithm. The optimization
algorithm attempts to set the free variables in such a way that pulsations in the combustion
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Figure 6.25: (Top) Evolution Optimization 6 param, the arrow indicates the time the best
controller has been switched on. (Bottom) Spectral Density for pressure signal
Type φ vb Ta Peak freq. Peak ampl.
[-] [-] [-] (Sr) (dB − dBref )
Evolution 2 param. 0.85 1.01 1.02 0.49 40.00
Evolution 4 param. 0.94 0.98 1.02 0.49 40.80
Evolution 6 param. cond.I 0.94 1.17 1.02 0.50 37.10
Evolution 6 param. cond.II 0.90 1.22 1.03 0.50 41.80
Evolution 6 param. cond.III 0.88 1.24 1.03 0.49 41.80
Table 6.9: Operating conditions optimal control
chamber are minimized. Because of its ability to deal with noisy cost functions, an evolution
strategy is used for optimization. An additional advantage of an evolution algorithm is that
because of its flexible nature, additional features can easily be added. The final controller
consisted of a gain and delay plus a rational transfer function of order two, with two free variables
in the numerator and denominator. Because the controller has no a-priori knowledge of the
system to be controlled, parameter combinations may be suggested that increase pulsations.
This is not really a problem in a test rig. However, this might be undesired in a practical
application. This problem was overcome by applying double evaluation of the cost function, if a
specific combination proves to be bad, evaluation is aborted early. This also has the advantage
of increased convergence speed. The algorithm converged to an optimum in 15 to 25 minutes.
This is very slow for practical applications. If this algorithm would directly be applied to a gas
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Closed-Loop
Type NRR PA Peak freq.
(dB) (dB) (Sr)
Evolution 2 param. -6.10 -12.60 0.42
Evolution 4 param. -13.50 -27.50 0.54
Evolution 6 param. cond.I -12.70 -26.20 0.58
Evolution 6 param. cond.II -13.70 -26.40 0.50
Evolution 6 param. cond.III -13.90 -26.30 0.43
Table 6.10: Test results optimal controllers.
turbine, it would mean that that the machine would have to run 15 to 25 minutes at unacceptable
pulsation levels after a change of operating condition. Nevertheless, this approach can be used if
good initial values are given for the algorithm. This can be done by keeping the optimal values for
different operating conditions in a database. If the operating condition changes, the algorithm
would have to start with values suggested by the database. Tests demonstrated a reduction of
the pressure amplitudes of more than 26 dB for various operating conditions. Emissions of NOx
and CO were reduced as well.
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6.5 Modal Control of Multi-Burner Combustion Systems
6.5.1 Introduction
An active control method has been developed for multi-burner combustor configurations. The
state-space representation of such models has been discussed in chapter 5.4. One advantage of the
H∞ controller design techniques is that they can deal with MIMO systems. Thus, in principle,
the controller design methodologies discussed in section 6.3 could be used for combustion systems
with more than one burner. The number of actuators and sensors does not necessarily have to
be the same as the number of burners.
Although the transfer matrices of the annular ducts are of a relatively low order (N ≈ 10),
the total system is of a very high order (N > 300), this is mainly because J parallel transfer
functions of the burners and flames are present. Designing a controller for such a system is not
that straightforward, not even when using methods for order reduction (i.e., no sensible result
can be obtained by using commercially avalaible tools for H∞ optimization).
The power of the H∞ methods is that they guarantee robust stability of the controlled system,
and that the design methodology is very systematic. The disadvantage, however, is that physical
understanding of the active control mechanism gets somewhat lost in the mathematics. This is
especially true for MIMO systems.
The method presented here combines physical insight into the problem with H∞ optimization.
This is done by considering that the acoustic fields can be expanded in modes. In a similar way,
the S sensor signals can be expanded in “spatial” orthogonal modes as well. Generally, there is
only a small number of dominant modes, thus it is more efficient to control the dominant modes
only. Thus the controller acts on the modal amplitudes rather than on the individual signals.
The outputs of the controller are then the modal amplitudes of the control signals. Thus the
signals that need to be sent to the actuators can be obtained by modal recombination.
The controllers for the individual modes are obtained here using H∞-Loop Shaping. Note,
however, that any control design strategy could have been used, including adaptive techniques.
6.5.2 Modal Decomposition
The pressure sensor signals p′s at location φs can be expressed in a modal expansion:
p′s(t, φs) =
M∑
m=0
p˘m(t)ψm(φs) (6.9)
Where p˘m(t) is the modal amplitude of the mth mode. A similar expression can be given for the
Y actuation signals (y(t)). In practical situations, only a very low number of modes is needed in
the expansion (M typically being two or three). This property is used to reduce the amount of
control variables: instead of having S sensor signals as inputs and Y actuator signal as outputs,
onlyM modal amplitudes need to be controlled. If anM ×S matrixΨ is formed with elements:
Ψs(m,s) = ψm(φs) and a vector p′s of length S containing all the sensor signals, then the modal
expansion of p′s is:
p′s(t) = Ψsp˘s(t) (6.10)
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The modal amplitudes can be obtained by making use of the Moore-Penrose pseudo inverese
(denoted here by the superscript †):
p˘s(t) = Ψs†p′s(t). (6.11)
In which Ψ† = (ΨT Ψ)−1ΨT . For an annular system in which all S sensors are located in
the same axial plane, but at different azimuthal angles (φs), the values of the modes at sensor
locations are given by ψ(m,φs) = eimφs . Thus, all columns of Ψ are orthogonal, and therefore
it can be demonstrated that the expression for the pseudo inverse reduces, in this case, to:
Ψ† = 1S Ψ
T . If all controller transfer matrices (Km) are combined in one block diagonal matrix
(K), the controller of Fig. 6.26 can simply be expressed as: y(s) = ΨaK(s) 1S Ψs
T p(s). In
which Ψa is the matrix containing the values of the eigenfunctions at the actuator location.
The set-up of such a controller is given in Fig.6.26. In which T represents the multi burner
combustor configuration, Hsource the source transfer function, w the white noise input, p the
measured pressure transducer signals and y the actuator signals. In this example, two controller
transfer functions are used: K1 and K2 (thus: M = 2). Note that the number of actuators does
not have to be equal to the number of sensors or burners. The transfer function W is a loop
shaping compensator, as discussed in section 6.3.3.
Figure 6.26: Control set up for multi burner system.
If the transfer functions of each burner and flame can be considered the same, and if the com-
bustion chamber and plenum geometries are axially symmetric, then the azimuthal modes are
decoupled. If the azimuthal modes are decoupled (independent), then controllers may be derived
for each azimuthal mode individually, and recombined later as in Fig.6.26. The dynamics of
one azimuthal mode can be described by a network model that relates the modal amplitudes of
the signals rather than the signals themselves, similar to [32]. Thus the structure of the block
diagram of Fig.5.9 remains the same, the only difference being that signals are no longer J × 1
vector quantities, but scalars. Thus, the elements representing the burners and flames are no
longer represented by J parallel transfer functions, but by just one. The annular duct transfer
matrices become SISO instead of MIMO. The matrix elements for the (n,m)th mode of the
annular duct then reduce to:
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An,m =
[
−α ωn,m
ωn,m −α
]
, (6.12)
Bn,m =
[
0
1
]
,
Cn,m =
4− 2δkron(n)
J L
BTn,m.
The eigenvalues of the network system relating the M modal amplitudes have been compared
to those of the original network that relates J signals. As can be seen in Fig.6.27 both methods
yield exactly the same results. Note that if the system is not rotationally symetric (e.g., because
different burner geometries have been used), this simplified modeling approach may not be used
(but modal decompostion may still be applied). The entire linear system (for the mth mode)
between control signal y and sensor ps will be denoted by P˘m(s) = T˘mHact..
Figure 6.27: Real and imaginary values of the (most dominant) eigenfrequencies of the system,
MIMO approach (crosses) and SISO approach (circles).
H∞ controllers have been designed for theM controller modes using exactly the same procedure
as outlined in Section 6.3. Figure 6.27 shows that two azimuthal modes are unstable (m=1,
and m=2). Therefore, controllers have been derived that only control these two modes. Note
that the mode vectors used for modal decomposition eiφj and ei2φj are complex valued. In
order to avoid designing controllers described by complex differential equations, the real and
imaginary part of the mode are controlled separately. Which is convenient, because these two
(real) controllers are identical. The modal controllers are then combined in one control matrix:
K = diag(K1, K1, K2, K2). Finally, the controller relating the actuator signals to the sensor
signals is obtained: ΨaK∞(s)W(s) 1S Ψs
T .
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6.5.3 Results
The loop shaping controller has been tested in a time domain simulation. Although the con-
trollers were derived based on the models describing the individual modes, the simulation was
performed on the model with full annular ducts and 24 parallel burners. The time domain
model is not linear because of the saturation functions on the velocity and thereby heat release.
Results of the simulation are plotted in Figs. 6.28. and 6.29. Figure 6.28. shows one of the 24
pressure signals obtained by the sensors, the controller for mode 1 was switched on after two
seconds. One second later, the controller for mode two was switched on. In Fig.6.29, the time
traces of the modal amplitudes p˘0, p˘1, p˘2 and p˘3 are plotted. It is interesting to see that if only
the most dominant mode is controlled, the second dominant mode increases. When both modes
are controlled, a very good suppression is obtained. In Fig.6.30 the square root of the sum of
the power spectra of the J pressure signals has been plotted. This plot shows, again, that a
minimum of two modes need to be controlled in order to obtain good suppression. Note that
this behavior corresponds qualitatively to active control engine tests reported in [49].
Figure 6.28: Time trace of one pressure signal, at t = 2 only the controller for mode 1 is switched
on. At t = 3 the controller for mode 2 is switched on as well.
6.5.4 Discussion
The state-space representation of acoustic systems via modal expansions, provides a straightfor-
ward, fast, efficient way to model complex (thermoacoustic) systems. Generally, the state-space
representation is a perfect basis for active control design, however the order of the systems
under consideration is very high. This causes difficulties when designing active controllers. A
H∞-loop shaping controller has been derived based on the state space model. In order to re-
duce control effort, a modal decomposition method is applied. Using H∞, machinery controllers
for the individual modes have been derived. The controllers were then combined using modal
recombination. This approach has been tested on a model of a hypothetical gas turbine. The
model included all important features relevant for control:
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Figure 6.29: Time trace of the absolute values of the modal amplitudes.
Figure 6.30: Spectra of pulsations without control (dotted), with only the first mode controlled
(dashed) and with both modes controlled (solid).
• annular multi burner configuration (modeled using the Finite Element Method package,
Sysnoiser)
• actuator models (obtained experimentally using frequency domain system identification)
• source term models (obtained experimentally)
• non-linear saturation of internal dynamics
• non-linear actuator saturation.
The controllers proved to be very effective and capable of suppressing multiple modes.
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6.6 Discussion
Active control of combustion instabilities provides an efficient means of reducing acoustic ampli-
tude levels in combustion systems. Using a modulation of the fuel flow, the required actuation
power is negligible. An active instability control system can easily be adapted to different
combustion systems or to changes in the operating regime.
Because there are many techniques available for active control, an overview of different ap-
proaches reported in literature has been given. Two different approaches have been developed
and tested in this work. One approach is model-based, the other does not need any a-priori
knowledge of the system.
Two different approaches have been used to obtain a model of the combustion system, one
approach is based on a physical model of the system. The other is based on an empirical model.
The empirical model was obtained using a frequency domain system identification method,
similar to the approach described in chapter 3.
Based on the empirical model,H∞ controllers have been derived. BothH∞ disturbance rejection
control and H∞ loop shaping control have been tested in simulation as well as in experiment on
a full scale gas turbine burner.
An evolution algorithm has been used to tune controller parameters of relatively simple controller
structures. The advantage of this method is that no a-priori knowledge of the system is required.
The disadvantage is that a considerable amount of time is required to converge to an appropriate
solution.
Both the self-tuning and the optimal controllers had similar performance. This is an important
result, considering the simplicity of the controller structures that have been used. In Fig. 6.31,
the controller transfer functions of the H∞ controllers and the low order controllers have been
plotted (obtained by evolutionary optimization). In Table 6.11 a comparison of the performance
of these controllers has been made.
All the controllers have nearly the same phase close to the instability frequency. This result is
obvious, because all controllers where able to reduce the peak amplitude significantly. This can
only be the case if the phase is correct at the frequency of instability.
The H∞ disturbance rejection controller has a large gain for low frequencies, whereas the H∞
loop shaping controller has a low gain in the low frequency region. This is inherent to the
underlying control methodology: in the design of the disturbance rejection controller, robustness
issues are not addressed. The empirical model has considerable modeling errors for the very low
frequency regime (it is an acoustic model). Therefore, the shape of the loop shaping controller
was chosen such that it has a low gain for the very low and very high frequency regimes. This
explains why the disturbance rejection controller excited very low frequencies during some of
the tests.
The H∞ controllers have a phase characteristic that has a “kink” at the instability frequency.
Apparently, the H∞ controllers try to locally invert the open loop characteristic. The lower
order controllers have a much smoother phase characteristic. This is essentially due to the
chosen controller structures: all controllers tested are characterized by real-valued poles and
zeros. It is possible that controller structures with complex poles and zeros would be able to
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reproduce similar phase characteristic as the H∞ controllers and have even better performance.
Figure 6.31: Comparison of different controllers H∞ (solid), H∞ − LoopShaping (dashed)
and the low order controllers obtained by the evolution algorithm with six parameters (dot-
ted) and five parameters (dash-dotted). The vertical dashed line indicates the instability
frequency of the open loop.
The model of the annular combustion system described in chapter 5 has been used to derive
controllers for multi-burner combustion systems. The method uses a modal decomposition tech-
nique. The modal amplitudes are then controlled (rather than the pressure amplitudes them-
selves). The signals sent to the actuators are obtained using a modal recombination technique.
Any type of controller can be used in combination with the modal de-composition technique.
However, in this case a loop shaping controller has been tested in simulation.
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Open loop Closed Loop
freq. freq. NRR PA
Sr Sr dB dB
H∞ loop-shaping 0.50 0.43 -10.2 -19.4
H∞ 0.50 0.10 -8.4 -19.8
H∞ loop-shaping+lead net. 0.50 0.42 -9.7 -20
Gain-Delay 0.50 0.49 -2.7 -2.2
Evolution 2 param. 0.50 0.37 -6.9 -18
Evolution 4 param. 0.50 0.41 -6.8 -18.7
Evolution 5 param. 0.50 0.40 -13.4 -26.2
Evolution 6 param. 0.50 0.48 -13 -26.7
Table 6.11: Comparison of controllers, all tested at the same operating condition.

Chapter 7
Conclusions
The thermoacoustic dynamics of gas turbine combustion systems have been analyzed and mod-
eled in detail. Based on these models, active control strategies have been developed and tested.
Representation of the combustion system as a network of acoustic elements allowed the combi-
nation of several modeling techniques.
The transfer function measurement technique has been validated for a wide range of operating
conditions. The measurement technique proved to be repeatable. The validation and error
analysis of this method demonstrated its usefulness. The linearity of the burner and flame
transfer matrix has been investigated by measuring the transfer functions at different forcing
levels. Doubling the forcing level did not affect the transfer matrix.
The network modeling approach reproduced the dynamics of the system correctly. The change in
pulsation behavior due to changing acoustic boundaries was correctly predicted by the network
model.
Transfer matrices of a burner with regular fuel injection (mixing of air and fuel in the burner)
have been compared to those of the same burner, but with fuel injected far upstream of the
burner (and thus avoiding temporal mixture fracture fluctuations). Comparison of the experi-
mental results demonstrated that fluctuations of the fuel concentration are the main (but not
the only) cause of the interaction between heat release and the acoustic field. Time-resolved
laser diagnostics of the fuel concentration supported this observation.
A novel acoustic modeling approach has been developed in which three-dimensional geometries
are modeled as causal multi-input multi-output systems. The method uses a modal expansion
technique, where the modes required can either be obtained analytically (for relatively simple
geometries) or numerically (for systems of any complexity). Because the system is represented in
state-space, interconnection with other systems, or application of impedances on the boundaries,
is done in a straightforward, efficient way by making use of linear fractional transforms. This
method has been successfully validated against analytic solutions and numerical methods (finite
element codes).
A thermoacoustic flame model has been derived based on the relations of a discontinuity prop-
agating in a reactive medium. In the model, the heat release fluctuations are assumed to be
caused by equivalence ratio and flame velocity fluctuations. The flame shape is assumed con-
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stant in time and fluctuating in the axial direction around a mean position. This assumption is
consistent with phase-locked chemiluminescence pictures of the combustion process.
A network model of an atmospheric combustion test facility with full-scale gas turbine burner
proved to be in excellent agreement with experimental results for a wide range of operating
conditions.
The model of an annular gas turbine reproduced the experimentally observed phenomenon that
the acoustic field is rotating for high amplitude oscillations. The non-linear dynamics responsible
for this behavior has been solved analytically. This analysis proved that a non-linear saturation
of the linearly unstable thermoacoustic feedback mechanism makes the standing wave limit cycle
solution unstable while the rotating wave limit cycle solution is stable.
A system identification method has been developed to obtain empirical acoustic models of gas
turbine combustion systems. Using this model, H∞ controllers have been developed. The
controllers obtained in this way have been tested on a single burner atmospheric test facility
with a full-scale gas turbine burner. Experiments demonstrated that these controllers are capable
of reducing acoustic peak pulsation levels up to 25 dB, without significantly increasing (and
generally even reducing) emission levels of pollutants.
However, it has been demonstrated that even very simple controller structures had comparable
performance. This motivated the idea of developing a self-tuning controller. The parameters of
the controller transfer function were adjusted online by an evolution strategy such as to minimize
the acoustic pulsation levels. Reductions of pulsation levels up to 25 dB have been achieved.
This approach has the advantage that no a-priori knowledge of the system is required. The
convergence time of the algorithm was less than 30 minutes.
A novel method for active control of multi-burner combustion systems has been developed. The
method makes use of on-line modal decomposition and recombination. Using this method the
modal amplitudes are controlled rather than the acoustic pressure itself. This method can be
used in combination with any control synthesis method. However, in this work an H∞ loop
shaping technique has been used. The advantage of this method is that the controller explicitly
treats the system as a distributed parameter system while using low order control schemes. The
method has been tested in simulation, and demonstrated the capability of suppressing multiple
unstable modes. The time-model used for the simulation included all important features relevant
for control:
• annular multi burner configuration modeled in a modal expansion (using modes obtained
from a finite element calculation)
• actuator models (obtained experimentally using frequency domain system identification)
• source term models (obtained experimentally)
• non linear saturation of internal dynamics
• non linear actuator saturation
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