Abstract. We investigate the duality between call-by-name recursion and call-by-value iteration in the λµ-calculi and their models. Semantically, we consider that iteration is the dual notion of recursion. Syntactically, we extend the call-by-name λµ-calculus and the call-by-value one with a fixed-point operator and an iteration operator, respectively. This paper shows that the dual translations between the call-by-name λµ-calculus and the call-by-value one, which is constructed by Selinger, can be expanded to our extended λµ-calculi. Another result of this study provides uniformity principles for those operators.
Introduction

Background
In this paper, we study the duality between recursion and iteration in functional programming languages with first-class continuations.
The duality between recursion and iteration is induced by the duality between call-by-name and call-by-value, which was first formalized by Filinski in [2] . The duality between call-by-name and call-by-value is based on the duality between a direct semantics and a continuation semantics. In a direct semantics, a term F : A → B usually represents a function f which accepts a value x of the type A and returns a computation f(x) of the type B. In a continuation semantics, we can consider F : A → B to transform a B-accepting continuation k to an Aaccepting continuation k•f. This implies that the exchange of the value paradigm for the continuation paradigm reverses the directions of computations.
In [2] , Filinski introduced the symmetric λ-calculus, which is an extension of the simply typed λ-calculus with control operators. Since λµ-calculi [10] also include control operators, the duality between call-by-name and call-by-value can be expanded to λµ-calculi. Indeed, in [12] Selinger has given categorical models to the call-by-name λµ-calculus (which we call the λµ n -calculus) and the call-by-value λµ-calculus (the λµ v -calculus). The class of models of the λµ ncalculus consists of the opposite categories of models of the λµ v -calculus. This semantical duality induces the syntactic duality.
The λµ-Calculi
Syntax and Axioms
The λµ-calculus was first introduced by Parigot in [10] . λµ-calculi are extensions of λ-calculi with the notion of continuations. In this subsection, we define the syntax of the λµ-calculi, both the call-by-name calculus and the call-by-value one. Our version of the λµ-calculi is based on Selinger's [12] : including conjunction types and disjunction types. Disjunction types are the dual notion of conjunction 
[α] V (neither α nor β occurs in V freely)
where x ranges over variables, α and β range over names, and σ ranges over base types. A, M and V are called types, terms and values, respectively. Values make sense only for the call-by-value calculus. The symbol * denotes a special constant with the type ⊤. We assume the usual associative strength among connectives (µα A . (−) and [α] (−) is as strong as λx A . (−)), and the set denoted by FV(−) of free variables on terms is defined as for λ-calculi. We also define FN(−), the set of free names on terms, where µ-abstractions bind names. For abbreviation, we may write ¬A for A → ⊥ and in the call-by-value calculus we use let x A be M in N as syntactic sugar for (λx A . N )M . Every judgment takes the form Γ ⊢ M : A | ∆, where Γ denotes a sequence of pairs x : A, and ∆ denotes a sequence of pairs α : A. The typing rules, which are applied to both the call-by-name λµ-calculus and the call-by-value one, are given in Figure 1 . In this paper, we consider only derivable judgments and we may confuse a judgment itself with the predicate that means the judgment is deducible.
The axioms of the call-by-name λµ-calculus are in Figure 2 . In that figure, an expression of the form [N /x] means a usual substitution for free variables or names, and an expression [
The axioms of the λµn-calculus
We call this call-by-name λµ-calculus the λµ n -calculus, and we call the call-by-value λµ-calculus the λµ v -calculus. The axioms of the the λµ v -calculus are given by Figure 3 . The λµ n -calculus and the λµ v -calculus are variants of Parigot's λµ-calculi [10] and Ong-Stewart's λµ v -calculus [9] . Especially we note that the λµ v -calculus is an extension of Moggi's λ c -calculus [8] .
Control Categories
According to Selinger, the λµ n -calculus has a complete class of models called control categories [12] , while the λµ v -calculus has a complete class of models called co-control categories. A co-control category is the opposite category of a control category. So it is natural that there exists the dual correspondence between the λµ v -calculus and the λµ n -calculus.
Following Selinger, we shall characterize control categories by response categories. Let C be a category that has distributive finite products and coproducts and distinguished object R such that R A exists for any A. We call C a response category (and call R its object of responses), if C satisfies the mono requirement, i.e., for any A, the canonical morphism ∂ A : A → R R A is monic. Given a response category C, we define its category of continuations R C , which has the same objects as C and the morphisms defined by R C (A, B) = C(R A , R B ). Here we remark that the opposite category of continuations (R C ) op can be considered as Kleisli category of the continuation monad R
It can be seen that a category of continuations has a cartesian closed structure. Indeed, in terms of C,
hold. Moreover R C has a premonoidal structure [11] & : Proposition 1 (Selinger [12] ). Let C be a response category with R. The category of continuations R C is a control category.
The proposition above claims that a category of continuations is an example of a control category, but Selinger has shown that any control category essentially arises as a category of continuations.
Theorem 1 (Selinger [12] ). Any control category is equivalent to a category of continuations.
Models of the λµ-Calculi
In this subsection, we outline the interpretation of the λµ n (λµ v )-calculus in a (co-)control category.
The type interpretation of the λµ n -calculus is defined by
while the type interpretation of the λµ v -calculus is defined by
where σ is an object assigned to each base type σ. The operators are defined in [12] . (+ forms coproducts. ⊗ is the dual operator of
n in a control category. On the other hand, a λµ v -judgment
We shall omit the details of the interpretations, which are given as the CPS translations (the reader is referred to [12] ).
Centrality
In call-by-value languages, values are considered to represent effect-free computations, but effect-free computations should not be characterized by values. Centrality represents a sort of effect-freeness in a control category.
The subcategory formed by the central morphisms of a control category P is called the center of P and denoted by P
• . Some properties of central morphisms in a control category (for example, any central morphism is discardable and copyable) are found in [12] .
Duality between Recursion and Iteration
Recursion and Iteration
Because the call-by-name λ-calculus is the subcalculus of the λµ n -calculus, models of the λµ n -calculus are also models of the call-by-name λ-calculus. Properties of fixed-point operators on the call-by-name λ-calculus have been studied widely, for example, uniformity, dinaturality, diagonal property and so on (see [13] for recent results). So it is natural to start our investigation by studying recursion in the call-by-name λµ-calculus and its models. Definition 2. A parameterized fixed-point operator on a control category P is a family of functions
satisfying the following:
Filinski has claimed in [2] that call-by-value iteration is the dual notion of call-by-name recursion. Below we show the case for the λµ-calculi in a control category and its opposite category.
Let P be a control category and (−) † is a parameterized fixed-point operator on P. We introduce (−) † as the dual operator of (−) † in the opposite category of P. If the parameterization is trivialized, the following dual equations are induced:
The duality seems to turn programs inside-out, and f † seems to iterate the computation f. So we call the dual of recursion iteration.
Here, we confirm the definition of the exactly dual notion of parameterized fixed-point operators in co-control categories.
Definition 3. A parameterized iteration operator on a co-control category D is a family of functions
which is a parameterized fixed-point operator on the control category D op .
Example 1. A non-trivial example is given in the following. We consider the category of ω-cpos and ω-continuous maps as a response category C. (R C is a control category.) Let R be an ω-cpo that has a bottom element. Because each
has a least fixed-point. Then we can get a fixed-point operator on R C via the natural isomorphism
Fixed-Point Operators and Iteration Operators
Following the semantic insight in the previous subsection, we shall consider the duality syntactically. We add a family of constants {fix A | A is a type} to the λµ n -calculus, and a family of constants {loop A | A is a type} to the λµ vcalculus, where {fix A } and {loop A } are called a fixed-point operator and an iteration operator respectively.
The typing rules and the equality axioms are standard ones:
It follows that fix M = n M (fix A M ) holds for any λµ n -term M : A → A, and loop F = v (loop A F ) • F holds for any λµ v -value F : A → A.
Remark 1. Despite of its restricted type, loop has enough expressive power. Indeed, we can define a general feedback operator feedback from loop:
fix A and loop A in the λµ-calculi represent exactly a parameterized fixedpoint operator in a control category and a parameterized iteration operator in a co-control category.
Theorem 2. Control categories with parameterized fixed-point operators provide a sound and complete class of models of the λµ n -calculus with a fixed-point operator.
Theorem 3. Co-control categories with parameterized iteration operators provide a sound and complete class of models of the λµ v -calculus with an iteration operator.
Remark 2. We can also extend the CPS translations (defined in [12] ) to the λµ n -calculus with a fixed-point operator and the λµ v -calculus with an iteration operator. The original CPS target calculus is the simply typed λ-calculus with finite products and finite coproducts. So, we cannot extend the target calculus with a generic fixed-point combinator because a distributive category that has a fixed-point operator is trivial [6] . However, since our extended CPS target calculus requires only a fixed-point combinator on negative types, we can extend the CPS translation validly.
Duality on the λµ-Calculi
The Dual Translations
In order to deal with the duality plainly, we assume that the set of names in the λµ n -calculus is the same as the set of variables in the λµ v -calculus, while the set of variables in the λµ n -calculus is the same as the set of names in the λµ vcalculus. We also assume in the λµ n -calculus ⋄ denotes the constant that plays Fig. 4 . The dual translation from the λµv to the λµn the role of * because * in the λµ n -calculus is not the dual of * in the λµ v -calculus. We will define translations between the λµ n -calculus and the λµ v -calculus. These dual translations are just the syntactic incarnation of the categorical duality. Now especially we shall pick up the recursion part:
Rest of the definitions, due to Selinger [12] , are in Figure 4 and 5.
The following propositions guarantee that these translations are sound for the typing and for the equational theories. Proof. Check all the equality axioms. For example, the (loop) case follows from
) and the equation (fix). ⊓ ⊔
Moreover, from the semantic point of view, the translations are mutually inverse up to natural isomorphisms. For example, we can check the translations preserve the CPS transforms up to some simple isomorphisms. In the following subsections, we formalize and demonstrate it syntactically in the λµ-calculi. 
According to this categorical consideration, we construct the terms I 
Remark 3. One would expect the substitutions in the foregoing proposition to mean parallel substitutions. However,
is a problematic substitution if [α j , α i ] occurs in the target term freely. Here we define the multi-substitution as a sequential composition of single-substitutions.
, we see that these two terms are equal to each other in the λµ v -theory, and furthermore, we also get the term equal to them even if we apply the substitution replacing
, because J Ai∨Aj is an isomorphism. Thus, the multi-substitution is well-defined and there is no need to take care whether some substitutions conflict in a parallel substitution.
If the iterator loop A occurs in M , then loop |(|A|)| occurs in µκ. |(|M |)κ| * . Therefore we have to extend the substitutions to include the replacement of 
Theorem 4.
In the λµ v -calculus with loop for any judgment
where D i ranges over all types D such that loop D occurs in M .
From λµ n to λµ n via λµ v
In the similar way of the previous case, we define in the λµ n -calculus the isomorphisms G A : A → (| |A| |) and H A : (| |A| |) → A, and also define the type translators G Proposition 5. In the λµ n -calculus without fix, for any judgment α 1 : B 1 , . . . , α n :
Theorem 5. In the λµ n -calculus with fix, for any judgment α 1 : B 1 , . . . , α n :
where D i ranges over all types D such that fix D occurs in M .
Uniformity
Uniform Iteration Operators
In this section, we investigate uniformity principles for recursors and iterators introduced above. First, we consider the λµ v -calculus with loop. Under the condition 
Remark 4. H : B → A is total if and only if
holds for any N : C and L : D such that y is not free in N and z is not free in Hx. So, the totality of H implies that Hx, such a term is called a central one, is free from computational effects. (Detailed analysis of effect-freeness are found in [4] .) Central terms correspond to semantic central morphisms in a co-control category.
The totality plays the role of strictness in the uniformity principle for callby-value iterators. We propose the following uniformity axiom [5] .
Uniform Fixed-Point Operators
In the λµ n -calculus, the dual notion of call-by-value uniform iteration operators exists.
While a total λµ v -value is interpreted to a curried form of a central morphism in a co-control category, a total λµ n -term is also interpreted to a curried form of a central morphism in a control category. So both the notions of totality coincide in the models.
The uniformity principle for call-by-name fixed-point operators is symmetric with the call-by-value case.
Definition 7. A fixed-point operator {fix
A } on the λµ n -calculus is uniform if H(fix A F ) = n fix B G holds for any terms F : A → A, G : B → B and any total term H :
If we give an appropriate definition of parameterized uniformity, control categories with uniform parameterized fixed-point operators provide a sound and complete class of models of the λµ n -calculus with a uniform fixed-point operator. This fact is a uniform operator version of Theorem 2. (The definition and the proof are omitted for the lack of space.) On the other hand, we can extend Theorem 3 with uniform parameterized iteration operators: co-control categories with uniform parameterized iteration operators provide a sound and complete class of models of the λµ v -calculus with a uniform iteration operator.
Moreover, uniform parameterized iteration operators and uniform parameterized fixed-point operators are categorically dual. Hence, we can say that uniform iteration operators in the λµ v -calculus are the exact dual of uniform fixed-point operators in the λµ v -calculus.
Remark 5. An extra bonus of uniformity is that a uniform parameterized fixedpoint operator can be reduced to a uniform non-parameterized one, i.e., uniform parameterized fixed-point operators and uniform non-parameterized fixed-point operators are in bijective correspondence (cf. [5] , [13] ). Therefore uniformity principles are helpful in simplifying our semantic consideration. This observation also suggests a general approach to dealing with parameterized operators on control categories. This topic will be studied in details at a forthcoming paper.
Call-by-Value Fixed-Point Operators
Though we have discussed about iteration in call-by-value languages, iteration is less familiar than recursion with functional languages. However, Filinski demonstrated in [3] that iteration operators have bijective correspondence with recursion operators under a uniformity condition in a call-by-value calculus with first-class continuations.
In [5] , we proposed an axiomatization of fixed-point operators for the call-byvalue λµ-calculus, and demonstrated Filinski's construction in the λµ v -calculus. (This axiomatization does not require the existence of control operators.) Our axiomatization consists of three axioms, which is the call-by-value fixed-point axiom, the stability axiom and the uniformity axiom. One can see call-by-value uniform iterators defined above have bijective correspondence with call-by-value uniform stable fixed-point operators. So, our uniform iterators are justified in the same sense as stable uniform fixed-point operators.
Concatenating the correspondence between call-by-value recursion and callby-value iteration with the duality between call-by-name and call-by-value, we can get the correspondence between call-by-name recursion and call-by-value recursion.
Recursion in call-by-value Iteration in call-by-value ⇔ Recursion in call-by-name
Conclusion
Summary
In this paper, we have investigated the duality between call-by-name recursion and call-by-value iteration in the λµ-calculi.
In [12] , Selinger has shown the model-theoretic duality between the call-byname λµ-calculus and the call-by-value one, and induced the syntactic duality from it. Along the line that Selinger has taken, we studied the duality between call-by-name recursion and call-by-value iteration extending the λµ-calculi with a call-by-name fixed-point operator and a call-by-value iteration one.
Because the syntactic translations have dealt with recursion and iteration, there are some possibilities that they are applied to practical programs. Especially, we expect that the translations may be used for verification of programs or compiling.
Further Duality
Data structures are also important and necessary for programming languages. The natural numbers type is a typical example of important data structures. In call-by-value languages, the natural numbers type is considered as the coproduct of countably infinite ⊤'s. Hence, applied to the duality, the call-by-name list type of infinite ⊥'s is induced from the call-by-value natural numbers type.
This duality of inductive data-types and co-inductive data-types may combine with the duality between call-by-name and call-by-value. Further discussion and examples are in [7] .
