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Abstract— In general purpose computer vision systems, non-supervised
image analysis is mandatory in order to achieve an automatic operation. In
this paper a different approach to image segmentation for natural scenes is
presented. Scale-Space representation is used to extract the structure from
meaningful objects in the image. A hierarchical decomposition of the image
is performed from the iso-intensity paths. The Scale-Space stack is gen-
erated using isotropic diffusion on the basis of linear Scale-Space theory.
From that, the independence of the algorithm from the image content and
particular characteristics is ensured. In the framework of this work, it is
also introduced the use of additional information to improve the robustness
in the structure extraction. In addition to the set of several diffused versions
of the image, a representation of edges through scale is included as a feature
in order to supervise the generation of the hierarchical tree that represents
the image.
Keywords—Scale-Space, isotropic diffusion, unsupervised segmentation,
edge detection, Wavelets, image structure, uncommitted visual front-end.
I. INTRODUCTION
In the future, smart systems [1] relying on visual informa-
tion will need from general purpose non-adapted visual front
ends. These will have to adapt to the most diverse situations
and scenes being its working principle independent of particular
features of the image. The idea of an uncommitted visual front
end in computer vision is very closely related to the concept of
artificial intelligence. Such a system should be able to identify
meaningful objects in the scene independently of its nature. It
is for sure that, despite a complete uncommitment is desired, a
smart system will be supposed to have some previous knowl-
edge about the object that will be identified. Anyway, before
such a high level of image understanding, a lower level of anal-
ysis is necessary to extract from the scene suitable information
about its general characteristics.
In the literature appear many image and sequences analysis
algorithms that are more or less based on low level features. An
elaborated and complete statistical based example can be found
in [2], [3]. This approach has demonstrated to perform well in
several applications, but is not less expensive computationally.
Anyway, it has also the evidence of keeping some dependence
on human supervision, since a large number of parameters and
factors need to be tuned. Thus, a general statement of the present
problem can be explained as: The necessity of some methodol-
ogy to extract and treat the most important information and fea-
tures of an image or sequence with absolute or almost absolute
independence of human intervention.
One of the most relevant informations contained in an image
is structure. It gives information about how the different regions
in a scene are organized. Structure gives a good low level ba-
sis for a primary ordering of information. It allows to perform
an early classification according to scale and consistent regions.
In fact, studies [4], [5] stablish links between analysis of im-
age structure and the HVS (human visual system). In particu-
lar, there are evidences about the possibility that the brain uses
some kind of scale-space like analysis to perform preliminary
processing on the images before any semantical classification is
realized. It follows from this fact that in case the HVS really
uses this principle, it is a very natural direction of evolution for
computer-vision systems.
The use of scale-space representation to perform early image
analysis provides a tool very suitable to extract the image struc-
ture. Furthermore, it allows a non-committed configuration in
a particular case of scale-space. The idea of multi-scale analy-
sis to perform unsupervised low level image segmentation was
already introduced by Burt et al. [6] and further developed by
Ziliani and Jensen [7] to a multi-scale and multi-feature algo-
rithm. They used the idea of hierarchical representation of the
input data for segmentation purposes.
The concept of the necessity of analysing image structure for
a suitable image understanding was introduced by Koenderink
[8]. From this, many works have appeared on several directions.
On linear scale-space, Lindeberg [9] has come to be a refer-
ence. From the scale-space theory, and from the fact of evolu-
tion through scale of different image phenomena, different ap-
proaches trying to extract structure from the changes suffered by
extrema can be found in the literature, see for example Lifshitz
[10] and Henkel [11], [12].
In this paper, an approach to a possible non-committed visual
front-end is presented. On the basis of the work performed by
Vincken [13] for medical images, a new scope is proposed. On
the idea of a possible general computer vision system several
experiences are realized using the image structure. A promis-
ing future is foreseen for a large spectrum of applications where
the supervision of a computer system would be desired, and the
main input is visual information. Additionally to the low-pass
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representation through scale, the use of multi-scale band-pass
information is used as well. Taking the HVS as example addi-
tional information is introduced in the data set analysis for the
generation of the hierarchical tree that will hold the image struc-
ture. As it will be seen later, this comes from the fact that HVS
besides of extracting objects structure, makes great emphasis on
edges. This will improve the precision on the detection of con-
sistent segments according to meaningful objects.
This paper is structured as follows. In section II a gen-
eral introduction to Scale-Spaces can be found. In section III
Vincken’s[13] hierarchical segmentation algorithm is described.
Section IV presents two possible basis for edge representation
through scale and the best fit for our application is discussed.
Section V will show how the information from edges can be in-
cluded in the retrieval of image structure. Finally several results
are presented and discussed in section VI followed by the con-
clusions in section VII.
II. SCALE-SPACE
The structure of images has a close relation with multi-scale
representation. One of the most clear examples of multi-scale
(or multi-resolution) data representation is Scale-Space. Such a
representation is composed by the stack of successive versions
of the original data set at coarser scales. It is assumed then, the
bigger the scale, the less information referred to local character-
istics of the input data will appear. Anyway, we also impose that
general information applying to large scales will last through
scale. Taking that into account, it is reasonable to think that local
and high resolution scale information can be related to general
and low resolution information. This will enable us to extract
image structure.
Fig. 1. Scale-Space stack.
A. Scale-Space Flavors
Scale-spaces can be generated on the basis of many different
principles. It is just necessary to be able to obtain in some way a
description of the image structures through scale. According to
the application, it will be possible to derive the scale stack from
different scale operators. In the literature, different approaches
can be found. General comparisons are available in [13], [4]. A
rough classification might be:
Linear Scale-Space is a one parameter family of images derived
from the linear diffusion equation. Koenderink [8] derived the
unique linear kernel that satisfies such condition: the Gaussian.
Further details are given in sec. II-B, since it is the base for the
present work.
Non-Linear Scale-Spaces relax the constraint of uncommit-
ment in the processing of visual information, but keeping the
main properties of a scale-space. Some of them are:
1. Luminance conserving scale-spaces where examples are
Gradient dependent diffusion [14] and Tensor Dependent Dif-
fusion [15].
2. Geometric flows where the evolution through scale of
curves and surfaces are considered as a function of their geom-
etry [16].
3. Morphological scale-spaces are the ones coming from the
successive erosion or dilation of an image with a structuring el-
ement of increasing size [17].
The choice of one or other principle to obtain the derived set of
images at different scales is a matter of the particular applica-
tion. Depending on the previous knowledge about the character-
istics of the images to analyse, one can be selected. That will
allow to take advantage of some special feature and will allow
to preserve some image particularity.
In the case where there is no previous knowledge of the kind
of scene, it is not possible to foresee which will be the most
advantageous scale-space. In that case, the best is to stay on the
basis of the uncommitted visual front-end [18] where properties
like:
 linearity,
 spatial shift invariance,
 isotropy,
 scale invariance,
will be kept. Such a set of properties is satisfied by the Linear
Scale-Space. It will then be taken as the basis of this work, since
no dependence on the input data is desired and a maximum of
flexibility is preferable.
B. Linear Scale-Space
Assumptions made by Lindeberg [19] are based on the idea of
using successive convolutions to generate the scale-space. Koen-
dering first reailzed [8] about which should be the basis for the
structure of images analysis. Under several constraints, he de-
fined the diffusion equation, given by (1), as the generator of its
scale-space. 	
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From (1) and from the constraint of using convolution to gen-
erate the subsequent scale levels one finds that the unique kernel
that satisfies both is the Gaussian.
The Gaussian is the Green function of the diffusion equation
and for an infinite domain it is given by:
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From this simple formulation, it follows that the problem of
a basis generation for an uncommitted front-end turns into the
simple successive blurring of the image to analyse. A linear
scale-space representation will be then defined by: The succes-
sion of an infinitely dense set of images derived from the original
one through convolution by a Gaussian kernel where the contin-
uous scale parameter  variate monotonically ascending. In other
words: A continuous three-dimensional blurring representation
of a continuous image where the third dimension is defined by
the scale parameter, which is monotonic and ascending.
The fact that in this case scale-space is being generated by
blurring, confers to this representation some interesting proper-
ties which are:
 Causality: coarser scales can only be caused by what hap-
pened at finer scales.
 Maximum principle: at any scale change, the maximal lumi-
nance at coarser scale is always lower then the maximum inten-
sity at the finer scale, the minimum is always larger.
 No new extrema at larger scales: this holds only for one-
dimensional signals [19].
 Physics of luminance diffusion: the decay of the luminance
with scale is equal to the divergence of a flow.
Once the Gaussian kernel is established as the unique scale-
space operator to change scale, there is an important additional
result. One of the most useful results in linear scale-space the-
ory is that the spatial derivatives of the Gaussian are as well
solutions of the diffusion equation, and together with the zeroth
order Gaussian they form a complete family of differential op-
erators [9]. It can be seen that:
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which is trivial according to the linearity of the differential op-
erator and the convolution. (In II-B
L
stands for convolution).
From this, it was seen that derivatives are given at certain
scale. Multiscale differential analysis can thus be performed.
B.1 Discrete Approximation: Stack Generation
The main problem with Scale-Space applications is that the
theory holds on the continuous domain. In order to be able to use
such analysis approach, a discrete approximation of the princi-
ple is mandatory.
Lindeberg [9] postulates that the Linear Scale-Space should
be generated by convolution with a one-parameter family of ker-
nels, i.e. N
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where functions are defined to by discrete spatially and contin-
uous in the scale dimension.
He defines the Scale-Space Family of Kernels
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If we want to approximate the discrete Scale-Space kernel, by
a discrete Gaussian kernel, we face two main problems.
1. The Gaussian is defined over an infinite domain, which
means that for a practical implementation a truncated version
will be necessary.
2. Discrete Gaussian approximations differ much from the con-
tinuous Gaussian function at lower scales.
0
2
4
6
8
10
12
0
2
4
6
8
10
12
0
0.05
0.1
0.15
0.2
(a) Discrete Gaussian kernel
to generate the 1 octave dis-
tance image.
0
20
40
60
80
0
20
40
60
80
0
0.5
1
1.5
2
2.5
3
3.5
x 10−3
(b) Discrete Gaussian kernel
to generate the 7.25 octave
distance image.
Fig. 2. The problem of the approximation of the continuum with discrete.
From eq. 6 we find the expression of the discrete Gaussian,
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. The same reasoning can be done in the Fourier
domain, where it follows from applying the DFT to eq. 6:
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where  and  specifies the Fourier transform dimensions and
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_
represent the discrete frequencies in the Fourier do-
main.
As said before, the kernel needs to be truncated since the
Gaussian function has an infinite support. Defining the Gaus-
sian matrix as a NxN matrix, then 

(w
H (or equivalently
truncating the Gaussian at radius 


H ), where  defines the
accuracy factor used in the approximation. 
h
is considered
as being an acceptable approximation.
The choice of domain to generate the stack is a matter of
different preferences. In what refers to spatial convolution, pix-
els affected by boundary effects can be controlled exactly. Ap-
proximation error will be bigger at fine scales. Convolution is
computationally very expensive, although in this case, since the
Gaussian kernel is separable some fast computing can be imple-
mented. In the Fourier domain, the generation is less expensive.
The boundary problem gets somehow arranged by the implicit
periodization, although literature [10], [13] qualifies such ap-
proach as including undesirable artifacts at large scales, because
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it modifies the original structure of the image. The main prob-
lem in the Fourier domain is that the Gaussian kernel is worse
approximated at bigger scales. A way to solve that is to increase
the resolution of the Fourier transform. Performing the Fourier
transform using much more samples than the image size showed
to improve significantly the quality of the segmentation. Further-
more, it seemed to perform similarly when using different kinds
of padding around the original image (see section II-B.2) if the
Fourier transform was big enough. In our test, stack is being
generated in the Fourier domain with a transform of size sig-
nificantly bigger (about 3 or 4 times) than the original image in
order to have enough resolution for the Gaussian kernel.
Besides the approximation of the kernel in what concerns to
space dimensions, the scale parameter has to be taken as well
into account. In a practical application it has to be sampled too.
Sampling the scale dimension will determine (according to the
resolution) the possibility of following the structure. So, sam-
pling very coarsely the scale parameter will lead to wrong and
undesired effects in segmentation.
To obtain a uniform sampling in the scale direction, and re-
late it linearly with a parameter
j*
, the std. deviation H; of the
Gaussian must have the form:
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& is just a possible offset of the first level in Scale-Space, and
j
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specifies the scale sampling.
In this work, sampling of the scale parameter has been taken
up to 4 layers per octave
jwﬂ  
I
¡ in order to reach a compro-
mise between resources needs and accuracy.
Discrete Gaussian kernels with discrete scale parameter lack
the property of generating one level of the scale-space from the
level below with an iterative. The property of semi-group is fail-
ing. That is one of the reasons that impulsed Lindeberg to work
directly on a kernel approximating the discrete version of the
diffusion equation [19]. When the stack is being generated with
the Gaussian kernel, all the levels will have to be the product of
convolving by a kernel of the appropriate scale with the original
image.
B.2 Finite Image Limitations: Border Extensions
One of the most important problems on scale-space genera-
tion is the fact that theory was conceived in an infinite space.
This problem, is especially noticed when reaching the calcula-
tion of large scale levels. There Gaussian kernels become really
big compared to the image and border effects stand for an im-
portant handicap. The most relevant solutions to the problem are
quite logical and some of them quite used in other domains of
image processing. Those are:
 Zero Padding [10] which has been shown to be not very suit-
able when looking for iso-intensity paths, since it affects the
structure concerning to low pass components. It may serve, any-
way, when just the retrieval of extrema is desired.
 Mean Image Value Padding has its explanation on the fact that
scale-space generation is affected by the borders when the kernel
is very big. If it is considered that at big scales the image tends
to its mean, then it should be fair padding around the image with
(a) Level 0 (b) Level 1 (c) Level 2
(d) Level 3 (e) Level 4 (f) Level 5
(g) Level 6 (h) Level 7 (i) Level 8
Fig. 3. Scale-Space representation by Gaussian blurring of image (a) with 1
sample per octave in scale.
the mean. When the influence of extern pixels to the image will
be relevant, the image will already be converging to the average,
and so it will not be very affected.
 Periodization would keep also the mean level at large scales
but will introduce additional structure with a huge slope around
the image.
 Mirroring solves the problem of the slope around the image,
but still adds structure to the scale space.
 Extrapolation can be seen as a solution in the case where no
slope is desired, although depending on the extrapolation order,
in general it will affect the image mean value.
The last four points are further explained and compared in [13].
In our case, the Mean Image Value Padding was used since
it does not affect the structure in terms of DC component and it
does not add new structures around the image.
Summarizing, the choice of border extensions has to be done
correctly according to the way the scale-space is going to be
extracted. In our case, since the iso-intensity paths are going to
be followed, we should not affect the DC component.
III. SCALE-SPACE SEGMENTATION
The basis of scale-space segmentation is the extraction of the
hierarchical structure of the image. In figure 4 the description
corresponding to the general algorithmcan be seen. First, the
Scale-Space representation is generated. Right after, the struc-
ture analysis is realized building up the tree-like hierarchy (fig-
ure 5). From this, a set of segments is obtained. Those corre-
spond to all the pixels hanging down the selected roots from
the hierarchy. In the end just a morphological filtering on the
encountered regions masks is performed to erase little spots or
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regions corresponding to mistakes occurred during the phase of
structure analysis. In this work, the multi-resolution segmenta-
tion algorithm by Vincken [13] is taken as a starting point.
Tree−link Generation
Image Structure
Analysis Segmentation
Segments ImageOriginal Image
Scale−Space
Generation
Morphological
Filter
Clean Small Regions
Fig. 4. Segmentation Scheme.
A. Space Generation
Scale-space generation is explained in detail in section II-B.1.
We show the constraints and limitations due to discrete approx-
imations.
B. Linking up through space
The algorithm for the construction of the structure, on a sim-
ple approach [13], is based on the tracking of the iso-intensity
paths through scale. Other algorithms where proposed relying
on extrema [12], [11], [20], [10], [21], but we considered to be
more consistent and generic to search for the iso-intensity paths.
This is because image pixels can not be fully described by max-
ima and minima.
The algorithm sets up the structure establishing relations be-
tween pixels of consecutive levels. On the finest scale (the orig-
inal image) all the pixels are related to the pixel from the first
blurred image on the scale direction. At this level, not all pixels
will receive a link from a pixel from the level below. This is be-
cause due to blurring, the image contains less information, and
so a pixel from the upper level (bigger scale), will be related to a
bigger number than one pixel from the level below (finer scale).
Pixels from the finer scale level will represent the details lost by
blurring in the upper level. This linking up is performed between
all the scale levels. Figure 5 shows a simple schema of the idea.
Levels are linked in a tree like structure. These links converge
through scale according to the reduction of information imposed
by the low-pass filtering.
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Fig. 5. Hierarchical analysis of the image structure linking pixels through levels.
The basic problem that arises is the search of the parent pix-
els at a larger scale. Vincken proposes as linkage criteria the gray
level difference between two different pixels of different neigh-
bor levels. Those pixels having the smallest difference from a
limited spatial neighborhood will be linked. That means that tak-
ing a valid pixel from a determined level (a pixel who has at least
one link from the level below), a search on a circular area around
that point will be performed. This search area is proportional to
the inner scale (see figure 6).
In addition to the base criteria of gray level difference, some
others where added in order to help the convergence [13]. Those
rely on different features like for example volume of pixels
hanging from the selected parent pixel. This would influence
in the way that a pixel having many children is very likely to
have more. Another feature would be the average gray level of
the hanging pixels. Such a characteristic is quite advantageous
when segmenting regions with a uniform gray level, like for ex-
ample medical images. Factors are represented by:
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where
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is the feature associated to the mean gray value of
segments.
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where n indicates the scale level.
In figure 7, the convergence rate can be seen (in fact, the num-
ber of nodes in every level) through scale. It shows how iso-
intensity paths converge to few points at larger scales. The use
of the additional features proposed by Vincken will accelerate
the convergence rate, although in some cases they can contribute
to break the structure of the scale-space based on isotropic dif-
fusion since they do not really take into account the scale-space
theory.
To improve the linking phase of the algorithm, the most im-
portant and decisive stage in terms of final performance, an ap-
proach based on a maximum likelihood linking path retrieval
was proposed by Vincken in [13], [22]. Instead of selecting the
parent for a given pixel in each linking level, all the possible
paths are kept. The most probable path will be selected in the
segments reconstruction stage where from the whole set of pos-
sible ones. Although it improves the quality of final segments,
the increase of necessary memory resources turns into a real lim-
itation.
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Fig. 7. Number of nodes (parent pixels) in every level for the analysis of the
image structure relying only on the gray level through scale and the image
used to generate the values.
In this method, only two values are used to estimate the
iso-intensity paths and local links. Thus, the linking procedure
lacks from robustness, mainly at fine scales where noise can be
present. It gets easily lost in the search of the strongest link be-
tween to pixels from two levels and it is quite common that little
segmented regions (mainly in the single parent linking method)
emerge to the top of the scale-space stack. Those little miss-
segmented regions are regions of pixels such that their hierar-
chical tree has not found the right path till the largest scale level.
There can appear very clearly errors in the linking procedure
on the border of big segments. The assumption that those little
segments are incorrectly linked is evident if the selected scale
level is big. According to the inner scale of a level, regions sizes
should be (although very roughly) around the generating kernel
size.
The full criteria for linking is:
Ò
ÔÓ
!
Õ
T Ö
?"×;Ø
Ö
!
¼
Ö
Õ
T
Ö
?"×
Ø
Ö

ØÚÙ
Û
¼
Ö
ÝÜ Þ
¾&ß
 (12)
where
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are possible configurable weights and
Ó
is a weight
depending on distance (equation III-B). In here
Ø
Ö
will be fixed
and further exploitation of features relaying in scale-space will
be studied. We have used:
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In section V in addition to the low pass information structure ob-
tained from Gaussian blurring, band pass information structure
is also taken into account for the hierarchical analysis. Anyway,
some other technique of parent search should be studied. It is not
enough to take into account which is the most similar pixel in a
given region on the upper scale level. A more precise estima-
tion of the direction of variation or gradient of scale-space could
be quite useful when extracting the structure. The principle pro-
posed by Vincken (called in his work single parent linking) could
be considered as a particular case where only a two tap filter is
used to look for the minimum gray level variation.
C. Reconstructing Segments
Once the image structure has been estimated, the obtention of
segments is evident. To carry out the segmentation it is neces-
sary to select the scale of analysis. From this, all the nodes at
that scale level will define a segment each. The segments will
be all the pixels connected through the hierarchical tree to the
upper selected node.
Selected
Level
Downward
Projection
Fig. 8. Scanning of the image structure to obtain the segments
Selection of the upper nodes that define the final number of
segments, can be done in different ways. The most simple is
the selection of scale level, and from there take all the segments
emerging from the hierarchical tree. Other possible approaches
appeared in the literature. Those try mainly to look for the nodes
that should be root instead of being further linked up. In order to
do that, segmentation algorithms apply different seeding rules
based on several different features of the scale stack. In [13],
[22], [23], [24] some thresholding is applied on the distance
measurement between pixels for the linking procedure. When
the closest pixel to link is above some similarity distance, it is
not linked and it will define a new segment. This can be done se-
lecting the threshold heuristicaly or on the basis of some statis-
tics. The idea of seeding rule retrieval on the basis of a statistical
model can be found in the segmentation algorithm based on the
pyramid of Ziliani [7].
Since scale-space analysis is intended to be used as visual
front-end, the use of simple classification of features to select
roots on hierarchical trees turns into a lack in segmentation qual-
ity. It should be more appropriate the use a feedback from the
high level analysis stage in a complete visual system.
The only root node classification in this work will be the se-
lection of scale level. All the nodes in a certain level will be
considered as root nodes. It is out of the scope of this paper
to attempt to perform an abstract understanding of the image,
but investigate the possibilities of scale-space representation for
natural images analysis.
D. Cleaning up regions
The problem of little regions miss-segmented due to linking
errors introduces quite a high number of little segments of few
pixels. It is clear that they do not belong to the selected scale
level. A way to remove them is to delete regions smaller than
certain area proportional to scale and re-assign those pixels to
the big neighbor segments on the basis of some criteria, like
average gray level, or big existing regions can be grown using
geodesy with some morphological operators.
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IV. EDGES THROUGH SCALE
Edge detection through scale can rely on the application
of Gaussian derivatives. According to section II-B, Gaussian
derivatives are also a solution of the diffusion equation (1). Thus
all the statements that hold for the scale-space generated by
Gaussian blurring will also hold for the scale-space generated
by one of the Gaussian derivatives. We will find, thus, the hier-
archical structure of image edges in this space.
In this work, two different approaches have been studied,
those are the use of the first derivative (spatial gradient) and the
second derivative (the Laplacian of the Gaussian).
The First Gaussian derivative corresponds, in practical terms,
to the spatial gradient of the scale-space levels extracted in sec.
II-B.1. All the existent ridges in the gradient module (15) at all
levels are extracted. Those define where are the local maximas
of image variations, and consequently the location of edges.
There is no selection of the most important edges, since those
will persist through scale. For the ridges extraction, a morpho-
logical procedure using a directional dilation with reconstruc-
tion is used [1]. Anyway, any other approach could be taken to
extract ridges [9], [18].
The module of the first derivative is represented by:
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where  represents the scale.
(a) Level 1 (b) Level 4 (c) Level 7
Fig. 9. Edge representation through scale using the gradient module. 1 sample
per 3 octaves (first sample on the first octave)
The Second Gaussian derivative is the Laplacian of the Gaus-
sian. An equivalent scale-space of the second derivative is com-
puted on its basis. It is given explicitly by:
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Instead of using directly the second derivative, we approximate
it. We used the Difference of Gaussians (
Ó
û ), which has been
recently proved to be the response of the receptive field in the
cats retina [25]. To detect edges in scale, the difference between
two consecutive levels of the scale-space is computed (figure 12)
and then, a zero-crossing detection is performed.
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where H q Q H
I
.
For example with two Gaussians

and  of scale  and å oc-
taves respectively, the
Ó
û
will be the equivalent to the second
derivative of a Gaussian of scale åþGlå octaves.
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Fig. 10. Comparison between the Laplacian of a Gaussian and the DOG ap-
proximation
(a) Level 1 (b) Level 4 (c) Level 7
Fig. 11. Edge representation through scale using DOG. 1 sample per 3 octaves
(first sample on the first octave)
In the images from Fig. 11 and 9, we can see how edges of
the most important structure are kept through scale.
The use of edges representation through scale on the basis of
the second derivative of a Gaussian, in fact, is nothing else than
a wavelet representation of the image. In this particular case the
the use of a second derivative of a Gaussian is known as the
Mexican Hat wavelet [26]. This is another analogy with the HVS
[5]. There are evidences of certain similarity between some parts
of HVS analysis and wavelet analysis. Wavelet representation of
images, allows to work and to represent in a structured fashion
band-pass information of signals in general.
A possible use of the inherent structure represented by
wavelets could lead to an estimation of image structure through
them instead of using the low pass information. In any manner,
here, edges through scale will be used as an accessory to the
Gaussian blurred data in order to get rid of incorrect linking.
Blurred Scale−Space
0
1
2
3
2.5
1.5
0.5
DoG Scale−Space
Equivalent
Level
Level
Fig. 12. Generation of the approximation of the Laplacian of a Gaussian from
the blurred scale-space.
V. SUPERVISING SEGMENTATION WITH EDGES
Two sources of image structure have been exposed. One ex-
tracts information from the low-pass approximation of the im-
age in a multi-resolution way. The other extracts structure from
image through the multi-resolution representation provided by
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wavelets. One possibility would be to use either one or the other
to extract the structure. Another would be the cooperation be-
tween both principles in order to profit from both to build a more
precise structure to describe the scene under analysis.
In this work the use of both scale-spaces to generate the hier-
archical tree has been studied. As a basis, we took the algorithm
described in section III-B. The use of the second scale-space is
introduced in the procedure of linking through scale. The multi-
scale edge representation extracted from the second derivative
of the Gaussian (see section IV) is used to supervise the linking
procedure.
During the linking up procedure, a search to find parents is
performed. All the pixels that where already linked from a level
below will be linked up to a parent pixel. This linking proce-
dure [13], [22], [23], [24] from level to level does not take into
account orientation of structure in itself. It looks for the near-
est gray level pixel in a circular area. This is performed inde-
pendently of the shape of the region where both pixels (child
and parent) belong. This uncontrolled link search turns into the
possibility that pixels can be linked outside the region they rep-
resent. Although locally it is true that the most similar pixels
in the upper level are very likely to be the best parents for
the child pixel, when search windows are large, children pixels
can find sometimes better fits for their gray level some distance
away from the supposed ideal pixel. In this situation, when paths
evolve through scale, this small mistake turns into a divergence
of a whole branch.
Figure 13 shows the algorithm proposed to reduce the diver-
gence of paths during linking. When looking for the relation
window is out of the region
Part of the search
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Fig. 13. Wrong linkage problem.
between two pixels, we test if they belong to the same region
or blob at that scale. This means that when looking for linkage,
all those links that cross an edge of the second derivative repre-
sentation at the same scale level will not be taken into account.
It follows that the area of search for a parent pixel is modified.
Only that area that is included into the blob of the child pixel is
taken into account in the search window.
In figure VI we show the convergence of pixels through the
scale when using the edge supervision. If compared with figure
7 where there is no use of edges in the linking procedure we can
see no difference in the speed of convergence. That means the
application of edges does not affect the structure negatively. It
does not contribute to split segmented regions more but to redi-
rect links into the appropriate blobs, avoiding inter-blob linking
of pixels, as it should.
VI. SEGMENTATION EXPERIMENTS
In this section a set of results and several segmentation exper-
iments are presented. All are realized on natural image sets. Ac-
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Fig. 14. Number of nodes (parent pixels) in every level for the analysis of the
image structure relying on the gray level through scale and the edges repre-
sentation through scale
cording to the results obtained, the influence of different aspects
of the segmentation algorithm will be discussed in the following
sections.
A. Parameter Influence
Segmentation are performed relying mainly on the gray level
difference between the child pixel and the supposed parent pix-
els. As it appears in section III-B and in [1], [13], some addi-
tional features are used in order to increase stability and force
little lost segments to join big segments. Anyway, an excess on
those additional components will break the tracking of the real
scale-space since such features do not rely on a scale-space ba-
sis.
(a) Level of segmen-
tation:  "!$#&%('
pixels
(b) Meaningful ob-
ject from the seg-
mentation in (a).
Fig. 15. Segmentation of Rosa’s hand relaying only on the gray level component
through the scale and filtered morphologicaly.
Figure 15 shows the result of applying the algorithm from
[13] with single parent linking trying to follow the iso-intensity
paths with no additional feature. It is easy to see a great amount
of little segments due to wrong linking. Although the target ob-
ject is segmented, part of the background gets merged to this.
In figure 16 some components of the two secondary features
described in [13] are slightly introduced. With respect to the
gray level difference a smaller weight is used for those addi-
tional components. The figure shows how segments are more
consistent and the target object is reached.
In figure 17 a much stronger weight is used for the feature
that takes into account the gray level mean of the segments. Al-
though a finer segmentation is achieved in this case, it affects
the structure and the tracking up of the scale-space defined by
the diffusion equation. Such a case of linking procedure could
be considered as a modification of the original scale-space in
order to take profit from some special characteristics of a par-
ticular application. Those special features could be the uniform
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(a) Segmentation of
the image Rosa’s
hand. Level of
segmentation:
 ! #)%(' pixels
(b) Meaningful ob-
ject from the seg-
mentation in (a).
Fig. 16. Segmentation of Rosa’s hand using the three components with weights
*,+(-
#/.(0 ' ,
*1+

#)'0 2 ,
*1+43
#5'0 2 and filtered with the morphological
filter.
gray level in the regions of interests, quite a common situation
in medical image analysis.
Fig. 17. Segmentation of the image Rosa’s hand, using two of the three compo-
nents: 67 and 68 , with 1.0 and 1000 as weight values respectively.
The use of the parameter relying on the size can be considered
as a help (with small weights) to avoid lost and small segments.
Anyway, although the number of small segments will reduce,
they will not necessarily correctly merge. The other additional
feature, the one that relies on the mean gray level, can be con-
sidered as a variation of the scale-space basis (towards a kind of
non-linear one) in order to take profit of a special features of the
image uniformity.
On one hand additional parameters should not be used in an
early stage of the segmentation if not introduced by a posterior
sketch on the basis of some preliminar analysis. On the other
hand, a better extraction of the link structure would help much
more, i.e. the use of edges through scale-space (section VI-B)
or to track the iso-intensity paths taking into account the direc-
tion of minimum variation of the gray level paths through scale,
instead of taking just a circular window to look for the parent
pixel.
B. Edge Supervision Influence
Edge detection is intended to avoid incorrect linking between
different regions separated by an edge. In Fig. 18 we see the
effect of the use of edges. Both segmentations are computed us-
ing the same parameters, and are segmented on the basis of the
same scale level. The only difference is in the use of edges to
supervise the correct linking.
An improvement is clearly seen. In the images the most rele-
vant details are signaled where the use of edges are more influ-
ent. In figure (b) we see how part of the head is merged to the
body, and next to the picture on the wall, there is a little box,
which does not appear on the segmentation without edges. In
(a) Image Sergi.
(b) None using
edges.
(c) Using edges.
Fig. 18. Comparison of the effect of edge detection on the segmentation. Seg-
mentation of the image Sergi. Level of segmentation:  9!:#5;(% pixels.
(c), since we use the edges at each scale, we keep from linking
through them, and we success in avoiding the incorrect linking
of the head, improving the definition of the contours. We can
observe that here the region that defines the box on the wall is
kept, and not wrongly merged.
C. The Contrast Problem
In this segmentation technique, we have been working with
the information available on the intensity image only. The main
and unique feature is the gray level, with the additional feature
of the edge detection. The problem that arises here is that neigh-
bor regions, can have the same or similar intensity. This brings
the problem of two neighbor objects badly contrasted can merge.
It is clear that sooner or later regions merge in the structure,
but bad contrast between regions make them merge before they
should.
(a)
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(b)
Fig. 19. Segmentation (a) of the image Oscar (b) with edge supervision using
the Laplacian version and filtered with the morphological filter. Level of
segmentation  !:#)@(%
This is the example that can be seen in Fig. 19. We can ob-
serve how the algorithm success in segmenting the body, and the
head of the subject. But, a part of the wall merges with the body
due to the relative low contrast. This is because when building
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the structure, the most suitable link connects both regions and
the edge estimation can do nothing since it is also affected by
the low contrast and the edge at the corresponding scale is also
not found. In order to be able to split them and perform a correct
analysis, the intervention of some higher level of image under-
standing might be needed. In fact, it could act as a feed back
in order to change the uncommitted front end diffusion basis
to some appropriate anisotropic diffusion. In fact, human vision
has the same problem.
D. Scale Selection
Image structure gives a hierarchical description of the scene
through scale. As it is explained in section III, in order to obtain
the segments a scale level is selected. This selection contributes
to set the roots of the hierarchical trees that will represent the
whole segments. In the underlying idea of the present segmen-
tation principle, this selection of roots would be carried by the
high abstraction level layer that would interpret the structures
obtained from the the analysis using the scale-space.
As it is seen in figure 20 the scale parameter plays a funda-
mental rol. It is evident that from image structure can be ex-
tracted much useful information to generate segments. In addi-
tion, the scale selection helps on the definition of the desired size
of segments.
(a) Level of segmen-
tation:  !A#B@('
pixels.
(b) Level of seg-
mentation:  !C#
;(% pixels.
(c) Meaningful ob-
ject from (a).
(d) Meaningful ob-
ject from (b)
Fig. 20. Obtention of meaningful objects using the Scale-Space segmentation.
When selecting the scale parameter to set the root segments,
an implicit selection of the approximated size of segments is
performed. From figure 20 we see that for different settings of
the root level different segments are obtained. In (a),(c) a scale
of H
 
# pixels is selected. The segments obtained corre-
spond to big meaningful objects according to their structure. We
can see in (a) segments clearly defined. A segment represents
clearly the subject, another represents the picture on the wall,etc.
The wall does not looks like a single segment since scale is still
not enough high. In (b),(d), we see how the variation of the scale
parameter provides a change on the segment selection. The re-
duction on the imposed scale produces the splitting of several
meaningful segments into smaller segments corresponding to a
more detailed partition of the image. One of the most relevant
effects is how the head of the subject and the body are splitted.
Here a meaningful object is splitted to obtain further smaller
divisions meaningful as well. This reflects clearly the applied
concept of structure analysis. Selecting the scale level results in
chosing the size of the meaningful segmented objects.
VII. CONCLUSIONS
In scale-space segmentation, we have seen, that we can not
obtain all the possible segments in an image at the same time.
We have to chose between bigger or smaller details. Then, ac-
cording to the choice, we will obtain the segments of objects that
are approximately belonging to that scale. Depending on the ap-
plication, this can be a problem, or an advantage. In the present
one, this can help in discriminate implicitly small details. In this
way, the task reserved for the following step in the system (seg-
ments analysis for image understanding) will be easier.
The technique proposed was shown to be very sensitive to the
quality of the generated scale-space. Much care must be taken in
its generation, avoiding as much as possible coarse approxima-
tions. One of the most important factors in the quality of scale-
space was the frequency resolution of the Fourier transform. The
other limitations are the spatial resolution (which limits also the
use of finer scale sampling rates), the boundary problems (which
are more or less solved with the image mirroring or the image
mean padding), and the scale sampling rate. Furthermore, the
direction of variation of iso-intensity paths should be taken into
account.
The inclusion of edge detection is the band-pass part of the
image analysis in this procedure. As the human eye, we want
to integrate in the same procedure low-pass and band-pass pro-
cessing of the image. Using the low-pass as a basis to extract the
structure and the band-pass as correcting feature, improved the
performance.
The tests have shown that the segmentation technique has
some problems when two objects or regions not very well con-
trasted are neighbors. If the segmentation scale is not very well
chosen, then these regions can merge. Another problem can be
when the optimal scale to begin the segmentation is between two
scale samples, and is not available.
Very complicated scenes, can have segmentation problems. If
they are very complicated, then it means that there are many de-
tails. Small details are more difficult to segment because they
have less scale levels to converge. In addition, it is possible that
some other band-pass analysis should be necessary for their cor-
rect analysis, or some non-linear scale-space analysis.
Finally, it has to be emphasized that the present technique is
intended to be a low level image analysis tool. Further higher
level understanding analysis layers are supposed to be included
in a complete computer vision application. The use of a scale-
space framework opens a door to further adaptive analysis.
There is always the possibility of variating what kind of dif-
fusion is applied in order to adapt it to the scene.
Scale-Space can be considered as a promising technique for
image analysis and segmentation.
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