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CONICAL ZETA VALUES AND THEIR DOUBLE SUBDIVISION RELATIONS
LI GUO, SYLVIE PAYCHA, AND BIN ZHANG
Abstract. We introduce the concept of a conical zeta value as a geometric generalization of a
multiple zeta value in the context of convex cones. The quasi-shuffle and shuffle relations of
multiple zeta values are generalized to open cone subdivision and closed cone subdivision relations
respectively for conical zeta values. In order to achieve the closed cone subdivision relation, we
also interpret linear relations among fractions as subdivisions of decorated closed cones. As a
generalization of the double shuffle relation of multiple zeta values, we give the double subdivision
relation of conical zeta values and formulate the extended double subdivision relation conjecture
for conical zeta values.
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1. Introduction
1.1. Multiple zeta values and conical zeta values. Multiple zeta values (MZVs) are special
values of the multi-variable analytic function
(1) ζ(s1, · · · , sk) =
∑
n1>···>nk>0
1
n
s1
1 · · · n
sk
k
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at integers s1 ≥ 2, si ≥ 1, 1 ≤ i ≤ k. Their study in the two variable case goes back to Goldbach
and Euler. The general concept was introduced in the early 1990s, leading to developments in
both mathematics [17, 25], where MZVs conjecturally span (periods of) mixed Tate motives, and
physics [5], where MZVs mysteriously appeared in Feynman integral computations. Since then
the subject has been studied intensively with interactions to a broad range of areas, including
arithmetic geometry, combinatorics, number theory, knot theory, Hopf algebra, quantum field
theory and mirror symmetry [1, 3, 4, 6, 10, 12, 16, 14, 18, 20, 23, 24, 26].
MZVs have several generalizations, such as Hurwitz multiple zeta values and multiple poly-
logarithms. In this paper we give a geometric generalization of MZVs in the context of convex
cones. For an open convex cones C =
r∑
i=1
R>0vi spanned by vectors vi ∈ Zk≥0, 1 ≤ i ≤ r, we define
the conical zeta function associated with C by
ζ(C; s1, · · · , sk) :=
∑
(n1 ,··· ,nk)∈C∩Zk≥0
1
n
s1
1 · · · n
sk
k
, si ∈ C, 1 ≤ i ≤ k,
where it converges and define a conical zeta value to be the value of the function at nonnegative
integer arguments. Such values contain MZVs as special cases when the cones are taken to be
Chen cones {x1 > · · · > xk > 0}.
1.2. Double shuffle and double subdivision relations. A major goal in the study of MZVs is
to determine all algebraic relations among the MZVs. According to the Double Shuffle Conjec-
ture [16, 18], all such relations come from the shuffle and quasi-shuffle relations (the extended
double shuffle relation) that encode products of MZVs from their summation and integration rep-
resentations [20]. In this spirit, we generalize the double shuffle relation of MZVs to conical zeta
values as subdivisions of open and closed cones.
The double shuffle relation can be summarized in the following commutative diagram that we
will generalize to conical zeta values.
(2) (H∗0, ∗)
ζ∗ %%❏
❏❏
❏❏
❏❏
❏❏
(HX0 ,X)ooηoooo
ζXxxqq
qq
qq
qq
qq
QMZV
Here
(a) H∗0 := Q 1 ⊕
⊕
s1 ,··· ,sk≥1,s1≥2,k≥1
zs1 · · · zsk is the quasi-shuffle algebra [15] with the quasi-shuffle
product ∗, encoding the MZVs by the algebra homomorphism
ζ∗ : H∗0 → QMZV, zs1 · · · zsk 7→ ζ(s1, · · · , sk);
(b) HX0 := Q 1 ⊕
⊕
s1 ,··· ,sk≥1,s1≥2,k≥1
xs1−10 x1 · · · x
sk−1
0 x1 is the shuffle algebra with the shuffle product
X, encoding the MZVs by the algebra homomorphism
ζX : HX0 → QMZV, x
s1−1
0 x1 · · · x
sk−1
0 x1
and
(c) η : HX0 → H∗0, xs1−10 x1 · · · xsk−10 x1 → zs1 · · · zsk , is the obvious linear bijection.
The Double Shuffle Conjecture states that the kernel of ζ∗ is the ideal of H∗1 generated by the set
{w1 ∗ w2 − η
−1(η(w1) X η(w2)), |w1 ∈ {z1} ∪H∗0,w2 ∈ H∗0}.
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The quasi-shuffle (stuffle) encoding ζ∗ of MZVs follows directly from the definition of MZVs.
This is generalized to CZVs as open cone subdivisions.
The shuffle encoding ζX is less direct. It is derived by the integral representation of MZVs [20]
or, alternatively, from the integral representation of the multiple zeta fractions [11]. As shown
there, the multiple zeta fractions
(3) f[ s1, · · · , sk
u1, · · · , uk
]
:=
1
(u1 + · · · + uk)s1(u2 + · · · + uk)s2 · · · uskk
, si, ui ≥ 1, 1 ≤ i ≤ k
on the one hand give multiple zeta values
(4) ζ(s1, · · · , sk) =
∑
u1,··· ,uk≥1
f
[ s1, · · · , sk
u1, · · · , uk
]
and on the other hand satisfy the shuffle relation. The shuffle relation of MZVs then follows by
summing over the the uis.
To generalize the shuffle relation of MZVs to CZVs, we interpret the shuffle relation of multiple
zeta fractions geometrically, starting from the simple observation that relations among fractions
such as
1
u1(u1 + u2) +
1
u2(u1 + u2) =
1
u1u2
are related to subdivisions of cones, here the cone x1 ≥ 0, x2 ≥ 0 is seen as a union of the cones
x1 ≥ x2 ≥ 0 and x2 ≥ x1 ≥ 0. More generally, we interpret linear relations among simple fractions
i.e., of the type 1L1L2···Lk where L1, · · · , Lk are linear independent linear forms, to subdivisions of
simplicial cones. A differentiation procedure then further relates fractions 1Ls11 Ls22 ···Lskk with si ∈ N,
to what we call algebraic subdivisions of decorated cones obtained from differentiating geometric
subdivisions of the underlying geometric cones. Such fractions arise as Laplace transforms: for
example, if Li = ui + · · · + uk, for s1 > 1, s2 ≥ 1, · · · , sk ≥ 1, we observe that the multiple zeta
fractions
f
[ s1, · · · , sk
u1, · · · , uk
]
=
1
Ls11 L
s2
2 · · · L
sk
k
can be written as differentiated Laplace transforms on the closed cone x1 ≥ · · · ≥ xk ≥ 0 (see
Proposition (4.8) for notations):
f
[ s1, · · · , sk
u1, · · · , uk
]
=
1
(s1 − 1)! · · · (sk − 1)!∂
s1−1
L∗1
· · · ∂sk−1L∗k
1
L1 · · · Lk
=
1
(s1 − 1)! · · · (sk − 1)!∂
s1−1
L∗1
· · · ∂sk−1L∗k
∫
x1>···>xk>0
e−
∑k
i=1 xiui dx1 · · · dxk.
This is the starting point for our generalization of the double shuffle relation among zeta values
associated with more general cones. Eventually we obtain a geometric interpretation of the com-
mutative diagram in Eq. (2) and generalize it to a commutative diagram in Eq. (30) of double
subdivision relation for CZVs.
1.3. Layout of the paper. After summarizing concepts and basic facts on convex cones, we give
in Section 2 the definition of conical zeta values and their open subdivision relation as a general-
ization of the stuffle (quasi-shuffle) relation of MZVs. In order to generalize the shuffle relation of
MZVs to CZVs, we generalize the shuffle relation of multiple zeta fractions to a suitable relation
for a much larger class of fractions derived from CZVs by means of a differentiation procedure
4 LI GUO, SYLVIE PAYCHA, AND BIN ZHANG
similar to the one described above in the case of MZVs. We achieve this in two steps. In Sec-
tion 3, we relate via a bijection closed cones modulo subdivisions to simple fractions. Thus linear
relations among simple fractions are precisely those coming from subdivisions of closed simpli-
cial cones. By means of the natural differential structure on fractions, in Section 4 we infer from
this bijection a one to one correspondence between decorated cones modulo subdivision and pure
fractions. This correspondence between cones and fractions is applied in Section 5 to provide
closed subdivision relations of CZVs when expressed as Shintani zeta values. In doing so, the
shuffle product of multiple zeta fractions seen as decompositions of fractions with linear poles is
reflected geometrically as subdivisions of the closed Chen cones. Combining the open and closed
subdivision relations with the concept of cone pairs gives the double subdivision relation of CVZs
that generalizes the double shuffle relation of MZVs. Finally it is shown that CVZs and Shintani
zeta values span the same linear space.
In this paper we shall not touch on divergent conical zeta values, which will be the subject of
a forthcoming paper. Divergent MZVs, which in recent years have been studied in the algebraic
framework of Connes and Kreimer [7] inspired by the method of renormalization of quantum field
theory, can be defined using several approaches such as [2, 12, 21]. In this forthcoming paper, we
construct a coalgebra structure on cones and as an application, we show that renormalization of
conical zeta values recovers the local Euler-Maclaurin formula [2, 10].
2. Convex cones and conical zeta values
2.1. Polyhedral cones. We first collect basic notations and facts (mostly following [8] and [27])
on cones that will be used in this paper. Let K ⊆ R be a field and let k ≥ 0 be an integer. In
practice K is usually the field Q of rational numbers.
(a) A closed (polyhedral) cone (resp. An open (polyhedral) cone) in Kk is the convex set
〈v1, · · · , vn〉
c := K≥0v1 + · · · + K≥0vn,(5)
(resp. 〈v1, · · · , vn〉o := K>0v1 + · · · + K>0vn), vi ∈ Kk≥0, 1 ≤ i ≤ n.
(b) A cone is always taken to be a closed or open polyhedral cone. In particular, the term
polyhedral will be omitted in this paper and we sometimes write 〈v1, · · · , vn〉 when the
closedness or the openness does not play any role.
(c) For a cone C = 〈v1, · · · , vn〉 in Kk and a field L ⊆ R, let C(L) denote L≥0v1 + · · · + L≥0vn if
C is closed and L>0v1 + · · · + L>0vn if C is open.
(d) The set {v1, · · · , vn} in the definition of a cone is called the generating set or the spanning
set of the cone. The dimension of the K-linear subspace generated by the cone is called
its dimension.
(e) A closed cone in Kk can also be described as the intersection ∩iHui of finitely many half
spaces Hui = {x ∈ Kk |ui(x) ≥ 0} defined by linear functionals ui with K-coefficients on Kk
(see e.g. Theorem 1.3 in [27]).
(f) Let Cck(K) (resp. Cok(K)) denote the set of closed (resp. open cones) in Kk, k ≥ 1. For
k = 0 we set Cc0(K) = {0} (resp. Co0(K) = {0}) by convention. The natural inclusions
Cck(K) → Cck+1(K) (resp. Cok(K) → Cok+1(K)) induced by the natural inclusion Kk → Kk+1,
give rise to the direct limit set Cc(K) = lim
−→
C
c
k(K) (resp. Co(K) = lim
−→
C
o
k(K)).
(g) A simplicial cone or a simplex cone is a cone spanned by linearly independent vectors.
(h) A cone in Qk is called a rational cone. Thus a rational cone is spanned by vectors in Qk
(equivalently in Zk).
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(i) A smooth cone is a rational cone with a spanning set that is a part of a basis of Zk ⊆ Rk.
In this case, the spanning set is unique and is called the primary set of the cone.
(j) A cone is called strongly convex if it does not contain any linear subspace.
(k) A face of a closed cone 〈v1, · · · , vn〉c in Kk is a subset of the form 〈v1, · · · , vn〉c ∩ {u = 0},
where u : Kk → K is a linear function with K-coefficients which is non-negative on
〈v1, · · · , vn〉
c
.
(l) A face of an open cone 〈v1, · · · , vn〉o in Kk is an open cone of the form 〈vi1 , · · · , vir〉o(K)
where 〈vi1 , · · · , vir〉c(K) is a face of 〈v1, · · · , vn〉c.
(m) A face F of a cone C is again a cone and we write F ≤ C. If F is a proper face of a cone C
we write F < C. A 1-dimensional face is called an edge. A codimension 1 face is called
a facet.
(n) For ~x = (x1, · · · , xk) and ~y = (y1, · · · , yk) in Rk, let (~x, ~y) denote the inner product x1y1 +
· · · + xkyk. Through this inner product, Rk is identified with its own dual space (Rk)∗.
2.2. Subdivision of cones. In this subsection, we recall some facts about subdivisions of poly-
hedral cones. For the sake of completeness, we provide proofs for some of the results.
Definition 2.1. (a) A subdivision of a closed cone C ∈ Cck(K) is a set {C1, · · · ,Cr} ⊆ Cck(K)
such that
(i) C = ∪ri=1Ci,
(ii) C1, · · · ,Cr have the same dimension as C and
(iii) intersect along their faces i.e., Ci ∩C j is a face of both Ci and C j.
(b) A subdivision of an open cone C is the set of the relative interiors of the closed cones in
(6) {∩tj=1Di j | {i1, · · · , it} ⊆ {1, · · · , r}, 1 ≤ t ≤ r}
where {D1, · · · , Dt} is a subdivision of the closure C of C. By convention, the relative
interior of {0} is {0}.
(c) A subdivision of a rational cone is called smooth if all the cones in the subdivision are
smooth.
Proposition 2.2. (a) Any cone in Kn can be subdivided into strongly convex simplicial cones
in Kn.
(b) Any strongly convex simplicial rational cone can be subdivided into smooth cones.
Proof. (a) By taking the intersections with coordinate orthants, we can assume that the cone is
strongly convex.
Now for a strongly convex cone C in Kn, we take its barycenter type subdivision built as
follows. In the following we identify a point M in Kn with the vector ~OM = v. For each face F of
C, take a vector vF ∈ Kn in the relative interior of F. Note that, since F(Q) ⊇ F and F(Q) is dense
in F(R), such a vector always exists. Let n = dim(C). If the cone C is open, then the open cones
〈vF1 , · · · vFℓ〉
o ⊂ C with F1 < · · · < Fℓ, 0 ≤ ℓ ≤ n, are simplicial and intersect along their faces. If
the cone C is closed, then the closed cones 〈vF1 , · · · , vFn〉c with F1 < · · · < Fn, are simplicial and
intersect along their faces. Thus to prove that this gives a subdivision, we only need to prove that
the union of these cones is C.
First we prove this for a closed cone C. We proceed by induction on the dimension n of C.
Since the case n = 1 is trivial, we assume that n ≥ 2. For any vector v in C, if v is a multiple of the
vector vC chosen in the relative interior of C as above, then we have the conclusion. Otherwise
the vectors v and vC span a 2-dimensional linear space V . Let K≥0v1 and K≥0v2 be the outmost
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intersections. Then by convexity, 〈v1, v2〉 is in C(K). By the choice of v1 and v2, 〈u1, u2〉 = V ∩C.
Thus the intersection of V with the boundary of C are the two rays K≥0u1 and K≥0u2. The vectors
v1, v2 lie in some facets since the boundary of C is the union of its facets. Then v is a non-
negative K-linear combination of vC with one of the two vectors v1 or v2, say v1. By the induction
hypothesis, v1 is in 〈vF1 , · · · , vFn−1〉c with Fv1 < · · · < Fvn−1 where Fvn−1 is a facet of C. Then v is in
one of the simplicial subdivisions 〈vF1 , · · · , vFn−1 , vC〉c(K).
For an open cone, the proof is similar. The only difference is that the intersection rays K>0v1
and K>0v2 may be in the interior of some lower dimensional faces of C. Let v be a positive K-
linear combination of vC and v1 as in the closed cone case. Then by the induction hypothesis, v1 is
in 〈vF1 , · · · , vFr〉o with Fv1 < · · · < Fvr and dim Fvr ≤ n−1. Thus v is in the simplicial subdivisions
〈vF1 , · · · , vFr , vC〉
o.
(b) See the second exercise on page 48 of [8]. 
Lemma 2.3. (a) For a family of closed cones {Ci} in Kk, 1 ≤ i ≤ m, that span the same linear
subspace of Kn, there is a simplicial subdivision {Ci j} in Kk of Ci such that any two of Ci j
either coincide or only intersect along their faces.
(b) For a family of rational closed cones {Ci}, 1 ≤ i ≤ m, that span the same linear subspace
of Qn, there is a smooth subdivision {Ci j} of Ci such that every two of Ci j either coincide
or only intersect along their faces.
Proof. (a) Each closed cone Ci can be written as an intersection of half hyperplanes Huij , j =
1, · · · , s j
Ci =
si⋂
j=1
Huij , 1 ≤ i ≤ m.
Denote
S := {(i, j) |1 ≤ i ≤ m, 1 ≤ j ≤ si},
and
F := {ν : S → {1,−1} | ∃i0, ν(i0, j) = 1,∀ j}.
Each element ν ∈ F defines a set
Cν :=
m⋂
i=1
si⋂
j=1
Hν((i, j))uij ,
which is a cone though it may be trivial.
For each 1 ≤ i0 ≤ m, consider the set
Fi0 := {ν ∈ F | ν(i0, j) = 1 for all j and dim Cν = n}.
Then Ci0 =
⋃
ν∈Fi0
Cν. Further for ν, µ ∈ ∪mi=1Fi, we have
Cµ ∩Cν =
⋂
(i, j)∈S
Hµ(i, j)uij ∩ Hν(i, j)uij =
( ⋂
µ(i, j)=ν(i, j)
Hµ(i, j)uij
)⋂( ⋂
µ(i, j),ν(i, j)
{
uij = 0
})
.
We note that the faces of a closed cone C := ∩kℓ=1Huℓ are of the form
(⋂
ℓ∈K′ Huℓ
)
∩
(⋂
ℓ∈K′′ {uℓ = 0}
)
for a partition K′ ⊔ K′′ = [k]. Thus Cµ ∩Cν is a face of both Cν and Cµ.
Therefore, for 1 ≤ i ≤ m, the set {Cν | ν ∈ Fi} is a subdivision of Ci and any two µ, ν ∈ ∩mi=1Fi,
Cµ and Cν either coincide or only intersect along their faces. By subdividing each Cν, ν ∈ ∪mi=1Fi
into simplicial cones applying Proposition 2.2.(a), we obtain the simplicial subdivisions of Ci in
the proposition.
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(b) Taking K = Q in Item (a), and applying Proposition 2.2.(b) to further subdivide each Ci j there
into smooth cones, we achieve the desired subdivision. 
2.3. Conical zeta values and open subdivision relations. We now introduce our main concept
of study in this paper.
Definition 2.4. Let C be an open cone in Rk≥0 and let ~s ∈ Ck. Define the conical zeta function by
(7) ζ(C; ~s) =
∑
(n1,··· ,nk)∈C∩Zk
1
n
s1
1 · · · n
sk
k
,
if the sum converges. Here we have used the convention that 0s = 1 for any s.
Note that with this convention, the definition of ζ(C; ~s) does not depend on the integer k such
that C ⊆ Rk≥0 and ~s ∈ Ck. Thus we can use ζ(C; ~s) without referring to k. When s1, · · · , sk are
taken to be integers, we call ζ(C; ~s) a conical zeta value (CZV). Sometimes we use the name
open conical zeta value also. Let CZVo denote the set of convergent conical zeta values. Define
the space QCZVo to be the space of convergent conical zeta values over Q.
Lemma 2.5. Let C be an open cone in Rk≥0. For ~s ∈ Zn with si ≥ 2, ζ(C; ~s) is convergent.
Proof. Let C be the first coordinate orthant Rn≥0. Then
ζ(C; ~s) =
k∏
i=1
ζ(si)
and hence is convergent if si ≥ 2 for 1 ≤ i ≤ n. Then the statement holds for any open cone
C ⊆ Rn≥0 since ζ(C; ~s) ≤ ζ(Zn≥0; ~s). 
An (open or closed) Chen cone of dimension k is a (open or closed) cone Ck,σ spanned by the
vectors {eσ(1), eσ(1) + eσ(2), · · · , eσ(1) + · · ·+ eσ(k)} where {e1, · · · , en} is the standard basis of Zn and
σ ∈ S n, S n is the symmetric group on {1, · · · , n}. Let Ck denote the standard (open or closed)
Chen cone spanned by {e1, e1 + e2, · · · , e1 + · · · + ek}.
Proposition 2.6. For any open Chen cone Ck,σ, k ≥ 1, σ ∈ S n, we have
ζ(Ck,σ; s1, · · · , sn) = ζ(sσ(1), · · · , sσ(k)),
where the right hand side is the multiple zeta value.
Therefore the space QMZV spanned by MZVs over Q is a subspace of QCZVo.
Proof. An element of Ck,σ ∩ Zn is of the form
a1eσ(1) + a2(eσ(1) + eσ(2)) + · · · + ak(eσ(1) + · · · + eσ(k))
=(a1 + · · · + ak)eσ(1) + (a2 + · · · + ak)eσ(2) + · · · + akeσ(k),
where ai ∈ (0,∞), 1 ≤ i ≤ k. Hence
ζ(Ck,σ; s1, · · · , sn) =
∑
a1 ,··· ,ak≥1
1
(a1 + · · · + ak)sσ(1) · · · asσ(k)k
= ζ(sσ(1), · · · , sσ(k)).

From the definition of CZVs, we derive the following lemma.
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Lemma 2.7. Let {Ci}i be a family of open cones that form a subdivision of an open cone C, then
(8) ζ(C; ~s) =
∑
i
ζ(Ci; ~s).
This is called an open subdivision relation of CZVs.
We next show that open subdivision relations of open Chen cones recover the quasi-shuffle
relations of MZVs. First recall the quasi-shuffle encoding of MZVs. Define
(9) H∗0 := Q 1 ⊕
⊕
s1,··· ,sk≥1,s1≥2,k≥1
zs1 · · · zsk ,
with the quasi-shuffle product ∗ which is defined recursively but can also be defined by the stuffle
product as follows. Define
S tk,ℓ =
{
(ϕ, ψ)
∣∣∣ ϕ : [k] → [m], ψ : [ℓ] → [m] are order preserving,injective and im(ϕ) ∪ im(ψ) = [m]
}
and ϕ−1(i) = 0 when ϕ−1(i) = ∅. Then
(10) zs1 · · · zsk ∗ zsk+1 · · · zsk+ℓ =
∑
(ϕ,ψ)∈S tk,ℓ
zs
ϕ−1(1)+sk+ψ−1(1) · · · zsϕ−1(m)+sk+ψ−1(m).
Then the quasi-shuffle encoding of MZVs is given by the algebra homomorphism
ζ∗ : H∗0 → QMZV, zs1 · · · zsk 7→ ζ(s1, · · · , sk),
namely,
ζ(s1, · · · , sk)ζ(sk+1, · · · , sk+ℓ) = ζ∗(zs1 · · · zsk ∗ zsk+1 · · · zsk+ℓ).
We likewise give an open cone encoding of CZVs.
Definition 2.8. (a) Let DCo be the set of decorated open cones consisting of pairs (C; ~s)
where C ⊆ Qk≥0 is an open rational cone and ~s ∈ Zk≥0.
(b) Let {Ci}i be an open subdivision of C. Then we also call {(Ci; ~s)}i an open subdivision of
(C; ~s) and denote it by
(C; ~s) ≺
∑
i
(Ci; ~s).
(c) Denote DCo0 for the subset of DCo such that ζ(C; ~s) is convergent.
(d) Define the linear map
(11) ζo : QDCo0 → QCZVo, (C; ~s) 7→ ζ(C; ~s).
(e) Let DCHo (resp. DCHo0) denote the subset of DCo of decorated cones (C, ~s) with under-
lying cone C an open Chen cone (resp. that give convergent CZVs).
By definition, ζo(C; ~s) = ζ(C; ~s). Thus the two notations will be used interchangably; the
notation ζo(C; ~s) will be used to stress the map ζo.
Then we have the bijection
H
∗
0 → QDCH
o
0, zs1 · · · zsk 7→ (〈e1, · · · , e1 + · · · + ek〉o; s1, · · · , sk),
completing the following commutative diagram of linear maps.
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(12) H∗0 // // //
ζ∗

QDCH
o
0
  // QDC
o
o
ζo

QMZV
  // QCZV
o
In this context, we obtain the following
Theorem 2.9. (a) The quasi-shuffle product in Eq. (10) corresponds to the open subdivision
〈e1, · · · , e1 + · · · + ek, ek+1, · · · , ek+1 + · · · + ek+ℓ〉
o(13)
=
∐
(ϕ,ψ)∈S tk,ℓ
〈eϕ−1(1) + ek+ψ−1(1), · · · , eϕ−1(1) + ek+ψ−1(1) + · · · + eϕ−1(m) + ek+ψ−1(m)〉
o.
in the sense that the composition in the top of Eq. (12) sends the right hand side of Eq. (10)
to the right hand side of Eq. (13).
(b) The quasi-shuffle product of MZVs:
ζ(s1, · · · , sk)ζ(sk+1, · · · , sk+ℓ) = ζ∗(zs1 · · · zsk ∗ zsk+1 · · · zsk+ℓ)
coincides with the subdivision of CZVs:
ζo(〈e1, · · · , e1 + · · · + ek, ek+1, · · · , ek+1 + · · · + ek+ℓ〉o; s1, · · · , sk, sk+1, · · · , sk+ℓ)
=
∑
(ϕ,ψ)∈S tk,ℓ
ζo(〈eϕ−1(1) + ek+ψ−1(1), · · · , eϕ−1(1) + ek+ψ−1(1) + · · · + eϕ−1(m) + ek+ψ−1(k)〉o; s1, · · · , sm).
For example, the closed cone subdivision
〈e1, e1〉
c = 〈e1, e1 + e2〉
c ∪ 〈e2, e1 + e2〉
c
by Chen cones gives the open cone subdivision
(〈e1, e2〉o; s1, s2) = (〈e1, e1 + e2〉o; s1, s2) ⊔ (〈e2, e1 + e2〉o; s1, s2) ⊔ (〈e1 + e2〉o; s1, s2)
which recovers the quasi-shuffle relation
zs1 ∗ zs2 = zs1zs2 + zs2zs1 + zs1+s2 .
Indeed we have
ζ(s1)ζ(s2) = ζo(〈e1, e2〉o, s1, s2)
= ζo(〈e1, e1 + e2〉o, s1, s2) + ζo(〈e2, e1 + e2〉o, s1, s2) + ζo(〈e1 + e2〉o, s1, s2)
= ζ(s1, s2) + ζ(s2, s1) + ζ(s1 + s2).
3. Closed cones and simple fractions
As noted in the introduction, we will establish a class of relations of CZVs that generalizes
the shuffle relation of MZVs. Motivated by the approach of multiple zeta fractions outlined in
the introduction, we first relate CZVs to a class of fractions and generalize the shuffle relation
of multiple zeta fractions to this class of fractions. Our geometric approach of generalizing the
shuffle relation consists in encoding all linear relations of these CZV fractions as subdivision
relations of closed cones from the CZVs. Thus we now make a digression of our discussion of
CZVs to relate closed cones with a family of rational functions, which we call simple fractions.
Under this correspondence we show that linear relations among simple fractions have a natural
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geometric interpretation as subdivisions of closed cones. This correspondence will be generalized
to decorated cones in the next section.
3.1. From closed cones to simple fractions.
Definition 3.1. Let K be a subfield of R. Let zi, i ≥ 1 be a countable set of variables and let
~z = (zi)i≥1. A simple fraction with coefficients in K is a fraction of the form 1L1···Lk , where
L1, · · · , Lk ∈ K[~z] are linearly independent linear functions. Let S(K) be the K-linear subspace of
the quotient field K(~z) of K[~z] generated by simple fractions with coefficients in K.
Let KCc(K) denote the K-vector space spanned by Cc(K). We will define a natural map from
KCc(K) to S(K). Lawrence in [19] (see also [9]) constructed a similar map based on the valuation
property. Our map generalizes Lawrence’s map in so far as it takes non-zero values for lower
dimensional cones in large dimensional spaces.
Let C be a closed simplicial cone in Kn≥0 with linearly independent generators v1, · · · vk. Let
ei, 1 ≤ i ≤ n, be the standard basis of Kn. For 1 ≤ i ≤ k, let vi =
n∑
j=1
a jie j, a ji ∈ K. Define linear
functions Li = Lvi =
n∑
j=1
a jiz j and let AC = [ai j] denote the associated matrix in Mn×k(K) with vi as
column vectors. Let w(v1, · · · , vk) or w(C) denote the sum of absolute values of the determinants
of all minors of AC of rank k. Then define
(14) Φn(C) := w(v1, · · · , vk)L1 · · · Lk .
This defines a map Φn from the set Cc(K) of closed simplicial cones in Kn≥0 to S(K).
Lemma 3.2. (a) Let C = 〈v1, · · · , vn〉c be a closed cone of rank n in Kn, then
Φn(C) = (−1)n
∫
· · ·
∫
C(R)
exp(x1z1 + · · · + xnzn)dx1 · · · dxn,
where C(R) is the R≥0-linear span of C and ~z is any element in
ˇC− := {~y | (~y, c) < 0,∀c ∈ C(R)}.
(b) Let C be a closed simplicial cone in Kk and let {C1, · · · ,Cr} be a closed subdivision of C
into closed simplicial cones C1, · · · ,Cr in Kk . Then Φn(C) =
r∑
i=1
Φn(Ci).
Proof. (a) Since C is strongly convex, ˇC− is a cone of rank n. With our notation, we have
(v1, · · · , vn) = (e1, · · · , en)A, (L1, · · · , Ln) = (z1, · · · , zn)A.
Any point
∑
xiei in C can be uniquely expressed as
∑
yivi through a change of variables
(x1, · · · , xn)T = A(y1, · · · , yn)T .
Thus we obtain ∫
· · ·
∫
C(R)
exp(x1z1 + · · · + xnzn)dx1 · · · dxn
=
∫ +∞
0
· · ·
∫ +∞
0
exp
((z1, · · · , z1)A(y1, · · · , yn)T)| det(A)| dy1 · · · dyn
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=
∫ +∞
0
· · ·
∫ +∞
0
exp
((L1, · · · , Ln)(y1, · · · , yn)T)| det(A)| dy1 · · · dyn
= | det(A)|
n∏
i=1
∫ ∞
0
eLiyidyi
= (−1)n | det(A)|
L1 · · · Ln
where Li = (vi,~z) < 0 for given ~z ∈ ˇC−, 1 ≤ i ≤ n.
(b) For a closed cone C of rank n in Kn, let ~z ∈ ˇC− be as given in Item (a). Then the proof follows
from Item (a):
Φn(C) = (−1)n
∫
· · ·
∫
C
ex1z1+···+xnzndx1 · · · dxn
= (−1)n
r∑
i=1
∫
· · ·
∫
Ci
ex1z1+···+xnzndx1 · · · dxn
=
r∑
i=1
Φ(Ci).
In general, we can extend a minimal generating set {v1, v2, · · · , vk} of a cone C of rank k in
Kn to a basis {v1, · · · , vk, vk+1, · · · , vn} of Kn. For a cone D in the linear space Kv1 ⊕ · · · ⊕ Kvk,
let D denote the cone in Kn generated by D and vk+1, · · · , vn. Then clearly {Ci} is a simplicial
subdivision in Kn of C.
Let Ci be generated by w(i)1 , · · · ,w
(i)
k with w
(i)
j =
∑n
ℓ=1 b
(i)
ℓ jvℓ and let M(i) = (b(i)ℓ j). Then
AC = [AC |B], ACi = [ACi |B],
where (vk+1, · · · , kn) = (e1, · · · , en)B, and
ACi = AC M(i), AC i = AC
[
M(i) 0
0 I
]
.
Since the cone C has rank n, we have Φn(C) =
r∑
i=1
Φn(Ci). That is,
| det(AC)|
Lv1 · · · Lvk Lvk+1 · · · Lvn
=
r∑
i=1
| det(AC i)|
Lw(i)1 · · · Lw(i)k Lvk+1 · · · Lvn
.
Since det(ACi) = det(AC) det(M(i)) and w(Ci) = w(C)| det(M(i))|, we reach the conclusion
w(C)
Lv1 · · · Lvk
=
r∑
i=1
w(Ci)
Lw(i)1 · · · Lw(i)k
.

Now let C be a closed cone in Kn and let C = {C1, · · · ,Cr} be a subdivision of C into closed
simplicial cones C1, · · · ,Cr in Kn. Define
(15) Φn(C) :=
r∑
i=1
Φn(Ci).
The value Φn(C) is well-defined because of the following lemma.
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Lemma 3.3. For a closed cone C in Kn, the value Φn(C) does not depend on the choice of the
subdivision C = {C1, · · · ,Cr} of C into closed simplicial cones in Kn.
Proof. Suppose C = {C′1, · · · ,C′r′} is another subdivision of C into closed simplicial cones in
Kn. Let C = {C′′1 , · · · ,C′′r′′} be a common refinement of the two subdivisions, which exists by
Lemma 2.3.(a). Then by Lemma 3.2.(b), we obtain
r∑
i=1
Φn(Ci) =
r′′∑
k=1
Φn(C′′k ) =
r′∑
j=1
Φn(C′j),
as needed. 
Thus we can extend the map Φn defined in Eq. (14) on the set of closed simplicial cones to a
linear map
(16) Φn : KCcn(K) → S(K), Φn(C) =
r∑
i=1
Φn(Ci),
where {Ci} is taken to be any simplicial subdivision of C. The linear maps Φn on KCcn(K), n ≥ 1,
are compatible with the direct system {KCcn(K)}n≥1 and can therefore be put together to build a
linear map
(17) Φ : KCc(K) := K(∪∞n=1Ccn(K)) → S(K).
Let WC denote the subspace of KCc(K) generated by the following two types of elements:
(a) closed cones containing a linear K-subspace, and
(b) linear combinations C −∑ri=1 Ci where {Ci} is a subdivision in Cc(K) of a closed cone
C ∈ Cc(K).
Proposition 3.4. (a) If a closed cone C in Kn contains a line ℓ, then there exist a subspace
L of C and a strongly convex closed cone C′ in lin⊥(L; lin(C)) that give the direct sum
C = L ∔ C′. Here lin⊥(L; lin(C)) is the orthogonal complement of L in lin(C), both taken
as K-vector spaces.
(b) We have WC ⊆ kerΦ.
Proof. (a) First assume that the line ℓ is contained in a proper face of C. Let L be the maximal
subspace L ⊂ C that contains ℓ. Let C′ be the projection of C in lin⊥(L; lin(C)). Then C = L+C′.
We know that C′ is strongly convex because L is the maximal subspace in C.
Next assume that ℓ is not contained in any proper face of C. A generator ~u of ℓ gives rise to
relative interior points ~u and −~u of C. Thus the projections of C∩{~v | (~v, ~u) ≥ 0} and C∩{~v | (~v, ~u) ≤
0} in lin⊥(ℓ; lin(C)) both coincide with lin⊥(ℓ; lin(C)). Notice that lin⊥(ℓ; lin(C)) ⊂ C. Indeed,
for any vector v ∈ lin⊥(ℓ; lin(C)), there exist v′ ∈ C and a ∈ R≥0 such that v′ = au + v. So
v = a(−u) + v′ ∈ C by convexity. Therefore
C ⊇ (R≥0~u + lin⊥(ℓ; lin(C))) ∪ (R≥0(−~u) + lin⊥(l; lin(C)))
which implies that
C = lin(~u) + lin⊥(ℓ; lin(C))
is a linear subspace, proving the claim.
(b) Because of Lemma 3.2.(b), we only need to prove that Φ(C) = 0 if C contains a line.
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First consider the case when C itself is a one-dimensional subspace. Let C = K≥0u ∪ K≥0(−u).
So
Φ(C) = w(u)
Lu
+
w(−u)
L−u
=
w(u)
Lu
+
w(u)
−Lu
= 0.
Next consider the case when C is a non-zero linear space. Take any basis {v1, · · · , vk} of C. The
family of cones {Cε1ε2···εk := 〈ε1v1, ε2v2, · · · , εkvk〉c |εi = ±1} provides a simplicial subdivision of
C and
w(ε1v1, ε2v2, · · · , εkvk) = w(v1, v2, · · · , vk).
Thus
Φ(C) =
∑
εi=±1,1≤i≤k
Φ(Cε1ε2···εk)
=
∑
εi=±1,1≦i≤k
w(ε1v1, · · · , εkvk)
Lε1v1 · · · Lεkvk
= w(v1, · · · , vk)
∑
1≤i≤k
(
1
Lvi
+
1
L−vi
)
= w(v1, · · · , vk)
∑
1≤i≤k
( 1
Lvi
−
1
Lvi
)
= 0.
Finally consider the case when C is a cone that contains a line. By Proposition 3.4.(a) we
have C = L ∔ C′ where L is a linear subspace and C′ is a strongly convex cone. Given a basis
{v1, · · · , vk} of L, the set {Cε1,ε2,··· ,εk := 〈ε1v1, ε2v2, · · · , εkvk〉c +C′ |εi = ±1} provides a subdivision
of C. As in the case of a linear subspace, we have on the one hand
w(Cε1 ,ε2,··· ,εk) = w(C1,1,··· ,1),
and on the other hand
Φ(C−1,ε2,··· ,εk) = −Φ(C1,ε2,··· ,εk).
Consequently
Φ(C) =
∑
ε1,ε2,··· ,εk
Φ(Cε1,ε2,··· ,εk) =
∑
ε2,··· ,εk
Φ(C1,ε2,··· ,εk) + Φ(C−1,ε2 ,··· ,εk) = 0.

3.2. Subdivisions of cones and simple fractions. We next show that all relations among simple
fractions are determined by those coming from subdivisions of the corresponding cones. As a
preparation, we give some properties of cones and fractions.
Lemma 3.5. Let {Ci} be a set of closed cones in Kn≥0 that span the same linear subspace of Kn and
meet with each other only along faces. Then the set {Φ(Ci)} of fractions is linearly independent.
Proof. We proceed by induction on the dimension of the closed cones Ci. If the dimension is 1,
then the set {Ci} can contain only one element 〈v〉c where v is a nonzero vector. Thus, Φ(Ci) is a
nonzero multiple of 1/L where L is a nonzero linear form and the lemma is proved.
Assume that the lemma has been proved when the dimension of Ci is k ≥ 1 and consider a
set {Ci} of closed cones with dimension k + 1 that satisfy the conditions in the lemma. Suppose
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{Φ(Ci)}i is a linearly dependent family. Taking a subset of {Φ(Ci)}i if necessary, we can assume
that there are nonzero ai ∈ K, 1 ≤ i ≤ r, such that
f :=
r∑
i=1
aiΦ(Ci) = 0.
Since ∪ri=1Ci is contained in Kn≥0 and hence has a topological boundary, we can also assume
that C1 = 〈v1, · · · , vk〉c contains part of the boundary of ∪ri=1Ci. Then one of its facets, say the one
spanned by v2, · · · , vk, is not contained in any other cone. We can therefore rewrite f =
r∑
i=1
ciΦ(Ci)
as
f = a1
L1 · · · Lk
+
r∑
i=2
ai
Li1 · · · Lik
,
such that L2 · · · Lk ∤ Li1 · · · Lik, 2 ≤ i ≤ r. Since all the Cis span the same linear space, for each
2 ≤ i ≤ r, we have L1 =
∑k
j=1 ci jLi j so that
L1
Li1 · · · Lik
=
k∑
j=1
ci j
Li1 · · · ˇLi j · · · Lik
,
where ˇLi j means the term Li j is deleted. Thus from f = 0 we deduce that
0 = L1 f = a1L2 · · · Lk +
k∑
i=2
ai
k∑
j=1
ci j
Li1 · · · ˇLi j · · · Lik
,
which is a linear combination of simple fractions of degree k − 1. Since L2 · · · Lk does not di-
vide any of the other forms, the coefficient of 1/(L2 · · · Lk) is a1 which is not zero by assumption.
Furthermore the cones corresponding to the fractions are faces of {Ci} and hence meet each other
along faces. Thus by the induction hypothesis, all the coefficients are zero, which is a contradic-
tion. This proves Lemma 3.5. 
Let K(~z) = K({zi}i≥1) be the field of fractions in the variables {zi | 1 ≤ i < ∞} with coefficients
in K. An element f ∈ K({zi}i≥1) is called homogenous of degree k if f ({tzi}) = t−k f ({zi}) for a
nonzero scalar t.
Lemma 3.6. Let f (~z) ∈ K(~z) be of the form ∑∞k=1 fk(~z), where fk is homogeneous of degree k. If
f = 0, then fk = 0, k ≥ 1.
Proof. For any given value~z0 := (z0,1, · · · , z0,n, · · · ) of~z, consider the substitutions zi = z0,it, where
t is a nonzero scalar. Then we obtain f (~z) =∑k fk(~z0)t−k so that every coefficient fk(~z0) has to be
0. Thus fk(~z) = 0. 
Lemma 3.7. (a) Let k ≥ 1 be given. Let g, h ∈ K(~z) be linear combinations of simple fractions
of homogeneous degree k such that the linear factors in g are in the linear span of z1, · · · , zk
only, while at least one linear factor in each simple fraction in h is not in the linear span
of z1, · · · , zk. If g = h, then g = h = 0.
(b) Let f be in S(K) and let 1L1···Lk be a simple fraction in f . Let G be the summand of f
consisting of simple fractions whose linear factors are in the linear span of L1, · · · , Lk. If
f = 0, then G = 0.
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Proof. (a) Let
h =
r∑
i=1
ai
Li1 · · · Lik
.
Then for each 1 ≤ i ≤ r, at least one Li j is not in the linear span of z1, · · · , zk. For an positive
integer n we set [n] = {1, · · · , n}. Let J ⊆ [r] × [k] be the set of indices (i, j) ∈ [r] × [k] such that
Li j do not lie in the linear span of z1, · · · , zk. For (i, j) ∈ J, we write
Li j = L′i j + L
′′
i j,
where L′i j lies in the linear span of z1, · · · , zk and L′′i j is a nonzero form in the linear span of
zk+1, · · · , zn. Here n is the largest index such that zn appears in Li j. Thus the product
∏
i, j L′′i j is a
nonzero polynomial so that there is an evaluation zi = ci, ci ∈ K, k + 1 ≤ i ≤ n, such that
ℓi j := L′′i j(ck+1, · · · , cn) , 0, (i, j) ∈ J.
Take the substitution zi = xit, 1 ≤ i ≤ k and zi = ci, k + 1 ≤ k ≤ n in g and h, where xi and t
are variables. On one hand we have g(x1t, · · · , xkt) = t−kg(x1, · · · , xk). So g has a pole at t = 0
of order k unless g = 0. On the other hand, for (i, j) ∈ J, since L′′i j is nonzero in K for this
substitution, 1/Li j(x1t, · · · , xkt, ck+1, · · · , cn) does not have a pole at t = 0. The order of t = 0 as
pole of h(x1t, · · · , xkt, ck+1, · · · , cn) is therefore at most k − 1. Hence we must have g = 0 and
h = 0.
(b) Fix a simple fraction 1L1···Lk in f . Let f = G + H, where G is the linear combinations of
simple fractions whose linear forms are linear combinations of L1, · · · , Lk only, and H is the linear
combination of simple fractions with at least one linear form that is not any linear combination of
L1, · · · , Lk.
Expand L1, · · · , Lk to a basis L1, · · · , Lk, Lk+1, · · · , Ln of the linear subspace generated by the
linear forms that appear in f . Expand L1, · · · , Ln further to a system {Li}i≥1 of linear forms that
form a basis of the linear span of {zi}i≥1. Then the linear map Li 7→ zi, 1 ≤ i < ∞ induces an
algebraic automorphism on K(~z). Under this automorphism, the element G (resp. H) above is
sent to a g (resp. an −h) in the first part of the lemma . Thus f = 0 means g = h. By the first part
of the lemma, g = h = 0 and hence G = H = 0. 
Definition 3.8. (a) Consider a fraction aL1···Lk , where a ∈ Z and L1 =
∑n
j=1 a1 jz j, · · · , Lk =∑n
j=1 ak jz j ∈ Z[~z]. If v1 := (a11, · · · , a1n), · · · , vk := (ak1, · · · , akn) is part of a basis of Zn,
then the fraction is called a smooth simple fraction. The linear subspace of Q(~z) spanned
by the smooth simple fractions is denoted by SSM(Q).
(b) Let WSM denote the subspace of QMCc(Q) generated by the following two types of ele-
ments:
(a) smooth closed cones containing a linear Q-subspace, and
(b) linear combinations C − ∑ri=1 Ci, where {Ci} is a smooth subdivision of a closed
smooth cone C.
Lemma 3.9. We have S(Q) = SSM(Q), where as before S(Q) stands for the space of simple
fractions with rational coefficients.
Proof. Let 1/(L1 · · · Lk) be a simple fraction in S(Q) with Li =
∑n
j=1 ci jz j ∈ Q[z1, · · · , zn]. Let
vi =
∑n
j=1 ci je j. By Proposition 2.2.(b), the rational cone 〈v1, · · · , vk〉c admits a subdivision {Ci}
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consisting of smooth cones. By Proposition 3.4.(b), we have
1
L1 · · · Lk
= Φ
(
1
w(v1, · · · , vk)〈v1, · · · , vk〉
c
)
=
∑
i
1
w(v1, · · · , vk)Φ(Ci)
with a multiple of Φ(Ci) smooth, as needed. 
Thus the map Φ : QCc(Q) → S(Q) in Eq. (15) restricts to a map
ΦSM : QMC
c(Q) → SSM(Q).
Theorem 3.10. Let WC be defined as above Proposition 3.4. Then kerΦ = WC and kerΦSM =
WSM. Thus we have linear bijections
(18) Φ : KCc(K) := KCc(K)/WC  S(K) and ΦSM : QMCc(Q) := QCc(Q)/WSM  SSM(Q).
Proof. The surjectivity of the maps Φ and ΦSM follows from the definitions of S(Q) and SSM(Q)
combined with Lemma 3.9. By Proposition 3.4.(b), we have WC ⊆ kerΦ and WSC ⊆ WC(Q) ⊆
kerΦSM. So we only need to prove kerΦ ⊆ WC and kerΦSM ⊆ WSC. We first prove the first
inclusion.
Let
∑r
i=1 aiCi be in kerΦ. First, we can assume that ∪Ci has boundary. This is because if ∪Ci
is not the whole space, then it has a boundary. Otherwise, fix a point v0, for all cones {C′j} ⊂ {Ci}
containing v0 as an interior point, then modulo subdivision therefore modulo WC, we can assume
that C′j simplicial. If C′j = 〈v1, · · · , vk〉c, then modulo WC,
C′j ∼
∑
〈ǫ1v1, · · · , ǫkvk〉
c,
where ǫi = ±1 and the summation is taken over all possible ǫi except when all ǫi = 1. Now, v0 is
not an interior point of any resulting cones, so the union of resulting cones has a boundary.
Then
0 = f (~z) := Φ
(
r∑
i=1
aiCi
)
=
r∑
i=1
aiΦ(Ci) ∈ R(~z)
as a linear combination of monic simple fractions Φ(Ci). We prove that
∑r
i=1 aiCi lies in WC by
reducing this statement to Lemma 3.5 by means of the following reduction steps.
By Lemma 3.6, we may assume that f (~z) is homogeneous of degree −k.
By choosing a simple fraction 1L1···Lk in f whose linear forms span a minimal linear subspace
and then applying Lemma 3.7.(it:comb), we may further assume that the linear forms of each
simple fractions in f span the same linear subspace.
Let L1, · · · , Lk, Lk+1, · · · , Lm be all the linear forms in f . Let
{C j | 1 ≤ j ≤ ℓ}
be the set of cones corresponding to the simple fractions in f , that is,
f =
l∑
j=1
a jΦ(C j).
On the grounds of our assumptions on the simple fractions, we conclude that the C j’s span the
same linear subspace of Rn.
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Choose the simplicial subdivision {Ci j} of Ci, 1 ≤ i ≤ r, as in Lemma 2.3.(a). Then
r∑
i=1
aiCi −
∑
i, j
aiCi j
lies in WC and we can write ∑
i, j
aiCi j =
∑
ℓ
bℓDℓ,
where Dℓ are distinct simplicial cones that meet only at faces. Since
0 = Φ
(
r∑
i=1
aiCi
)
= Φ
(∑
i j
aiCi j
)
= Φ
(∑
ℓ
bℓDℓ
)
=
∑
ℓ
bℓΦ(Dℓ),
by Lemma 3.5, all the coefficients bℓ are zero. Thus∑
i, j
aiCi j =
∑
ℓ
bℓDℓ = 0.
Therefore,
r∑
i=1
aiCi =
r∑
i=1
aiCi −
∑
i, j
aiCi j
lies in WC.
The proof of the second inclusion kerΦSM ⊆ WSM is the same as the proof of the first inclusion
up to that Lemma 2.3.(a) is replaced by Lemma 2.3.(b). 
4. Decorated cones and pure fractions
We next generalize the geometric interpretation of linear relations of simple fractions as subdi-
vision of cones to the fractions with multiplicity for the linear forms. For this purpose, we need
to generalize the notion of smooth cone to smooth decorated cones which involve multiplicity
encoded in the decoration.
4.1. Decorated closed cones.
Definition 4.1. (a) Let C = 〈v1, · · · , vk〉c be a smooth cone in the first orthant with its (unique)
primary generating set {v1, · · · , vk} and let s1, · · · , sk be in Z≥1. We call the monomial
[v1]s1 · · · [vk]sk a decorated smooth cone, s1 + · · · + sk the weight of the decorated cone
and 〈v1, · · · , vk〉c the underlying geometric cone of the decorated cone which we can also
denote by [v1] · · · [vk].
(b) The set of decorated smooth cones is denoted by DMCc, regarded as a subset of the
polynomial algebra Q[{[v] ∈ Q∞}]:
DMC
c :=
{
[v1]s1 · · · [vk]sk ∈ Q [{[v] ∈ Q∞}]
∣∣∣ {v1, · · · , vk} ⊆ Zn is part of a basis of Zn
s1, · · · , sk ≥ 1
}
.
(c) For i ≥ 1, define the conical derivation in direction ei to be the linear operator
δi : QDMC
c
→ QDMC
c, δi([v1]s1 · · · [vk]sk) :=
∑
j
s j (e∗i , v j)[v1]s1 · · · [v j]s j+1 · · · [vk]sk ,
where {e∗1, e∗2, · · · } is the dual basis to {e1, e2, · · · }, and (e∗i , v j) is the pairing between e∗i and
v j. Here QDMCc is the Q-linear span of the set DMCc of smooth decorated closed cones.
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Remark 4.2. (a) The notion [v1]s1 · · · [vk]sk is well-defined since the primitive generating set
is unique.
(b) Since we will only consider decorated smooth cones, we will often suppress smooth from
the notations.
(c) The term conical derivation is justified because of the following fact.
Proposition 4.3. Let V := [v1]s1 · · · [vk]sk be a decorated smooth cone.
(a) The operator δi can be equivalently defined by
(i) δi([v]) = (e∗i , v)[v]2 for a smooth vector v ∈ Zn, and
(ii) (Weak Leibniz Rule) If V is the product of decorated cones V1 and V2, then δi(V) =
δi(V1)V2 + V1δi(V2).
(b) Let {v∗i =
∑
j ci je
∗
j}i be a dual basis to {vi}i in the sense that (vi, v∗j) = δi j, 1 ≤ i, j ≤ k.
Define δv∗i =
∑
j ci jδ j. We have
(19) [v1]s1 · · · [vk]sk = 1(s1 − 1)! · · · (sk − 1)!δ
s1−1
v∗1
· · · δsk−1v∗k
([v1] · · · [vk]).
Remark 4.4. The product of two decorated smooth cones is not necessarily a decorated smooth
cones so that we call ”weak Leibniz rule” the above product rule which only applies for decorated
smooth cones that can be factored into a product of two decorated smooth cones.
Proof. (a) Since DMCc is multiplicatively generated by smooth vectors, there is unique operator
δ satisfying the two conditions. On the other hand, δi satisfies the first condition by definition.
Further note that V1 and V2 must be of the form V1 = [v1]a1 · · · [vk]ak and V2 = [v1]b1 · · · [vk]bk with
ai + bi = si. Then δi also satisfies the second condition. Thus δ and δi must be the same.
(b) This will be proved by induction on m := |s| − k, si ≥ 1, 1 ≤ i ≤ k, k ≥ 1, with the case m = 0
being trivial. Assume that Eq. (19) has been proved for all fractions with m = n ≥ 1 and consider
a decorated cone [v1]s1 · · · [vk]sk with m = n + 1.
Let sr be the first si, 1 ≤ i ≤ m with si > 1. Then for tr = sr − 1 and ti = si, i , r, we have
|t| − k = n, so that the induction assumption yields
(20) [v1]t1 · · · · · · [vk]tk = 1(t1 − 1)! · · · (tk − 1)!δ
t1−1
v∗1
· · · δtk−1v∗k
([v1] · · · [vk]).
Let vi and v∗j , 1 ≤ i, j ≤ k, be defined as in the proposition. Then for the column vectors
~e = (e1, · · · , en)T , ~v = (v1, · · · , vk)T and ~v∗ = (v∗1, · · · , v∗k)T , we have
~v = A~e, ~v∗ = C~e
for A = (ai j),C = (ci j) ∈ Mk×n(R). By duality, ACT = Ik, that is,
∑n
ℓ=1 aiℓc jℓ = δi j, 1 ≤ i, j ≤ k,
from which it follows that
δv∗r ([v1]t1 · · · [vk]tk ) =
( n∑
j=1
cr jδ j
)([v1]t1 · · · [vk]tk )
=
n∑
j=1
cr j
n∑
i=1
tiai, j[v1]t1 · · · [vi]ti+1 · · · [vk]tk
=
n∑
i=1
ti
( n∑
j=1
ai, jcr j
)[v1]t1 · · · [vi]ti+1 · · · [vk]tk
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= tr[v1]t1 · · · [vr]tr+1 · · · [vk]tk .
Combining this with the induction hypothesis in Eq. (20), we obtain
[v1]s1 · · · [vk]sk = [v1]t1 · · · [vr]tr+1 · · · [vk]tk
=
1
(t1 − 1)! · · · tr! · · · (tk − 1)!δ
t1−1
v∗1
· · · δtrv∗r · · · δ
tk−1
v∗k
([v1] · · · [vk])
=
1
(s1 − 1)! · · · (sk − 1)!δ
s1−1
v∗1
· · · δsk−1v∗k
([v1] · · · [vk]).
This completes the induction. 
We generalize subdivisions of geometric cones to algebraic subdivisions of decorated cones.
Definition 4.5. (a) An algebraic subdivision of a smooth cone [v1] · · · [vk] is an element∑
i
[vi1] · · · [vik] ∈ QDMCc,
where {[vi1] · · · [vik]}i is a smooth subdivision of the cone 〈v1, · · · , vk〉c in MCc.
(b) An algebraic subdivision of a decorated smooth cone [v1]s1 · · · [vk]sk is an element∑
i
1
(s1 − 1)! · · · (sk − 1)!δ
s1−1
v∗1
· · · δsk−1v∗k
([vi1] · · · [vik]) ∈ QDMCc,
where {[vi1] · · · [vik]}i is a closed smooth subdivision of the cone [v1] · · · [vk]. We will use
the notation
[v1]s1 · · · [vk]sk ≺
∑
i
1
(s1 − 1)! · · · (sk − 1)!δ
s1−1
v∗1
· · · δsk−1v∗k
([vi1] · · · [vik])
to denote such an algebraic subdivision.
Example 4.6. From the algebraic subdivision
[e1][e2] ≺ [e1][e1 + e2] + [e2][e1 + e2],
we obtain the algebraic subdivision
[e1]2[e2] = δe∗1([e1][e2])
≺ δe∗1([e1][e1 + e2] + [e2][e1 + e2]) = [e1]2[e1 + e2] + [e1][e1 + e2]2 + [e2][e1 + e2]2.
4.2. Subdivision of decorated cones and pure fractions.
Definition 4.7. (a) For a smooth simple fraction 1L1···Lk and s1, · · · , sk ≥ 1, the fraction 1Ls11 ···Lskk
is called a smooth pure fraction. The integer
∑k
i=1 si is called the degree of the fraction.
The linear subspace of Q({zn}n≥1) spanned by smooth pure fractions is denoted by FSM(Q).
(b) Denote
∂i = −
∂
∂zi
: FSM(Q) → FSM(Q), i ≥ 1.
(c) Define
(21) ΦDM := QDMCc → FSM(Q), [v1]s1 · · · [vk]sk 7→ w(v1, · · · , vk)Ls11 · · · Lskk
,
where w(v1, · · · , vk) is defined in Eq. (14).
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The following proposition follows from straightforward computations using Proposition 4.3.
Proposition 4.8. (a) For i ∈ I, we have ΦDM ◦ δi = ∂i ◦ΦDM.
(b) Let a smooth pure fraction 1Ls11 ···Lskk be given. Let {L
∗
i =
∑
j ci jz
∗
j}i be dual to {Li}i in the
sense that (Li, L∗j) = δi j, 1 ≤ i, j ≤ k. Define ∂L∗i =
∑
j ci j∂ j. Then we have
(22) 1
Ls11 · · · L
sk
k
=
1
(s1 − 1)! · · · (sk − 1)!∂
s1−1
L∗1
· · · ∂sk−1L∗k
1
L1 · · · Lk
.
Lemma 4.9. Let {Ci}i be a set of decorated closed smooth cones in Qn such that the linear forms
in every cone span the same linear subspace of Qn and the underlying geometric cones meet only
along faces. Then the set {ΦDM(Ci)}i of fractions is linearly independent.
Proof. We just need to prove that a contradiction follows from any relation
(23)
r∑
i=1
aiΦDM(Ci) = 0
with 0 , ai ∈ Q and Ci = [vi1]si1 · · · [vik]sik closed smooth cones with the conditions in the lemma.
By Lemma 3.6, we can assume that for each 1 ≤ i ≤ r, the weight |si| = si1 + · · ·+ sik is the same.
We next proceed by induction on s := |si|. So s ≥ k.
If s = k, then all the edges of the cones have decoration 1. Then by Lemma 3.5 we must have
ai = 0 for any index i, leading to the expected contradiction. Assume that a contradiction arises
for any relation in Eq. (23) with s = n ≥ k and consider such a relation with s = n + 1. In this
case, at least one edge, say [v1] in some decorated cone, has decoration greater than one.
Let r1 be the maximal decoration of [v1] in all the cones. We split the family of cones into three
disjoint sets. Let C1, · · · ,Cm be all the cones with edge [v1] decorated by r1. Let Cm+1, · · · ,Cm+ℓ
be all the cones, if any, with [v1] decorated by a positive power less than r1. Let Cm+ℓ+1, · · · ,Cr
be all the cones, if any, that do not contain [v1] in their spanning set. Then
Lv1
r∑
i=1
aiΦDM(Ci) = Lv1
m∑
i=1
aiΦDM(Ci) + Lv1
m+ℓ∑
i=m+1
aiΦDM(Ci) + Lv1
r∑
i=m+ℓ+1
aiΦDM(Ci).
For any m+1 ≤ i ≤ m+ℓ, the power of 1/Lv1 in Lv1ΦDM(Ci) is less than r1−1. For m+ℓ+1 ≤ i ≤ r,
1/Lv1 does not appear as a linear form of ΦDM(Ci). Using the assumption of the proposition, we
write Lν1 as a linear combination of the generators Lvi1 , · · · , Lvik of Ci:
Lv1 = ai1Lvi1 + · · · + aikLvik .
Thus Lv1ΦDM(Ci) =
k∑
j=1
ai1
Lsi1vi1 ···L
si j−1
vi j ···L
sik
vik
is a linear combination of fractions that do not contain Lv1 as
a linear form. In summary, each monomial in
r∑
i=m+1
aiLv1ΦDM(Ci) has its power of 1/Lv1 less than
r1 − 1 so that no such monomial can cancel with any monomial in Lv1
m∑
i=1
aiΦDM(Ci). Then from
r∑
i=1
aiΦDM(Ci) = 0 and thus Lv1
r∑
i=1
aiΦDM(Ci) = 0.
In the equality
Lv1
r∑
i=1
aiΦDM(Ci) = 0,
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the monomials from decorated cones C1, · · · ,Cm have non-zero coefficients a1, · · · , am, and the
weight of each terms in the sum is n, by the induction hypothesis we must have ai = 0, i = 1, · · ·m,
which yields the expected contradiction. 
Let WDM be the subspace of QDMCc spanned by algebraic subdivision of decorated cones in
DMC
c
. More precisely,
WDM := Q
{
U −
∑
i
Ui
∣∣∣U ∈ DMCc and ∑
i
Ui is a smooth subdivision of U
}
.
Theorem 4.10. The kernel of the linear map ΦDM : QDMCc → FSM(Q) is WDM. Thus ΦDM :
QDMC
c
→ FSM(Q) induces a bijective linear map
ΦDM : QDMC
c := QDMCc/WDM  FSM(Q).
Proof. Any simple fraction in FSM(Q) is an iterated derivation of a pure fraction in S(Q) by
Proposition 4.8.(b) and, by Proposition 4.8.(a), derivations on FSM(Q) are compatible with the
derivations onQDMCc(Q) underΦDM. Then the surjectivity ofΦDM follows from the surjectivity
ofΦSM in Theorem 3.10. Let
∑
i aiUi be a smooth subdivision of a decorated closed smooth cone
U. Then by definition, U −
∑
i aiUi is an iterated derivation of a C−
∑
i Ci where {Ci} is a smooth
subdivision of C. Thus by Proposition 4.8 (a), Φ(U−∑i aiUi) = Φ(U)−∑i aiΦ(Ui) is an iterated
derivation of Φ(C) −∑i Φ(Ci). By Proposition 3.4(b), Φ(C) −∑i Φ(Ci) = Φ(C −∑i Ci) is zero.
Hence its iterated derivations are also zero. Thus WDM ⊆ kerΦDM.
On the other hand, let F be a linear combination of decorated closed cones in DMCc such that
the corresponding linear combination f := Φ(F) ∈ FSM(Q) of fractions is zero. As in the proof
of Theorem 3.10, by applying Lemma 3.7, we can assume that f is homogeneous of degree k:
(24) f =
r∑
i=1
ai
Lsi1i1 · · · L
siℓ
iℓ
,
where si1 + · · · + siℓ = k, and the linear forms span the same linear spaces. In other words,
f = Φ(F) where
F =
r∑
i=1
ai
w(vi1, · · · , viℓ)[vi1]
si1 · · · [viℓ]siℓ ,
where {vi j} j, 1 ≤ i ≤ r span the same linear space in Qn.
Choosing smooth subdivisions of the smooth cones [vi1] · · · [viℓ] as in Lemma 2.3 and then
taking suitable derivations as in Proposition 4.3.(b), we obtain a smooth subdivision∑ j bi jCi j of
[vi1]si1 · · · [vil]sil whose underlying geometric cones meet along faces. Then
r∑
i=1
ai
w(vi1, · · · , viℓ)[vi1]
si1 · · · [viℓ]siℓ −
∑
i, j
aibi j
w(vi1, · · · , viℓ)Ci j
lies in WDM and we can write ∑
i, j
aibi j
w(vi1, · · · , viℓ)Ci j =
∑
m
bℓDm,
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where Dm are distinct decorated smooth cones whose underlying geometric cones meet only at
faces. Since WDM is in kerΦDM, we have
0 = ΦDM
(
r∑
i=1
ai
w(vi1, · · · , viℓ)[vi1]
si1 · · · [viℓ]siℓ
)
= Φ
(∑
i j
aibi j
w(vi1, · · · , viℓ)Ci j
)
= Φ
(∑
m
bmDm
)
=
∑
ℓ
bmΦ(Dm).
By Lemma 3.5, all the coefficients bm are zero. Thus∑
i, j
aibi j
w(vi1, · · · , viℓ)Ci j =
∑
m
bmDm = 0.
Therefore,
r∑
i=1
ai
w(vi1, · · · , viℓ)[vi1]
si1 · · · [viℓ]siℓ =
r∑
i=1
ai
w(vi1, · · · , viℓ)[vi1]
si1 · · · [viℓ]siℓ −
∑
i, j
aibi j
w(vi1, · · · , viℓ)Ci j
=
r∑
i=1
ai
w(vi1, · · · , viℓ)
(
[vi1]si1 · · · [viℓ]siℓ −
∑
j
bi jCi j
)
lies in WSM and hence WDM ⊇ kerΦDM. 
5. Conical zeta values revisited: double subdivision relations and Shintani zeta values
The purpose of this section is to revisit conical zeta values using decorated closed cones. We
provide a closed cone encoding of CZVs as a generalization of the shuffle encoding of MZVs. We
then apply via ΦSM the relation of decorated cones with fractions to give the closed subdivision
relation of CZVs and further the double subdivision relation of CZVs by combining with the open
subdivision relation in Section 2. We also consider the relationship between CZVs and Shintani
zeta values.
5.1. Closed subdivision relation and shuffle relation.
5.1.1. Closed cone encoding of CZVs. We now give another encoding of CZVs by decorated
closed cones.
Definition 5.1. Let [v1]s1 · · · [vk]sk be a decorated smooth closed cone.
(a) Define the linearly constrained zeta value (LZV)
ζc([v1]s1 · · · [vk]sk ) :=
∞∑
m1=1
· · ·
∞∑
mr=1
1
(a11m1 + · · · + a1rmr)s1 · · · (ak1m1 + · · · + akrmr)sk
if the sum is convergent, where vi =
∑r
j=1 ai je j, 1 ≤ i ≤ k.
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(b) LetQDMCc0 denote the linear subspace ofQDMCc spanned by the set DMCc0 of decorated
smooth cones [v1]s1 · · · [vk]sk such that ζc([v1]s1 · · · [vk]sk) is convergent.
(c) Define
ζc : QDMCc0 → R, [v1]s1 · · · [vk]sk 7→ ζc([v1]s1 · · · [vk]sk).
We refer the reader to Section 5.3 for the relationship among CZVs, LZVs and Shintani zeta
values. The following result is immediate from Theorem 4.10.
Lemma 5.2. The linear map ζc : QDMCc0 → R is zero on WDM ∩ QDMCc0. In particular, let
[v1] · · · [vk] ≺
∑
i
[vi1] · · · [vik]
be a smooth closed subdivision and let
D := [v1]s1 · · · [vk]sk ≺
∑
i
1
(s1 − 1)! · · · (sk − 1)!δ
s1−1
v∗1
· · · δsk−1v∗k
([vi1] · · · [vik]) =
∑
aiDi
be the corresponding algebraic subdivision of the decorated smooth cone D. Then we have
ζc(D) =
∑
i
aiζ
c(Di).
Such a relation is called a closed subdivision relation.
Proof. Note that the coefficients ai are all positive from the definition of the decorated division.
Hence all the terms in the sum of fractions ΦSM(D) =
∑
i aiΦSM(Di) are positive. Thus from
the convergence of ζc(D) := ∑m1,··· ,mr≥1 ΦSM(D), we obtain the convergence of ζc(Di) and the
equation in the lemma. 
5.1.2. Shuffle relations as closed subdivision relations. Now consider the spaceQDCHc spanned
by the set DCHc of decorated closed Chen cones. Two Chen cones xσ(1) ≤ · · · ≤ xσ(k) and
xτ(1) ≤ · · · ≤ xτ(l) defined by two permutations σ and τ as in Section 2.3 can only meet along
faces where some of the coordinates xσ(i) and xτ( j) coincide. Thus by Lemma 4.9, the set of Chen
cones is linearly independent in QDMCc. Thus by Theorem 4.10, the linear isomorphism ΦcDMC
obtained there restricts to a bijection
Φch : QDCH
c
→ Fch,
where
Fch := Q
{
f
[ s1, · · · , sk
z1, · · · , zk
]
:=
1
(z1 + · · · + zk)s1 · · · zskk
∣∣∣ si ≥ 1, 1 ≤ i ≤ k, k ≥ 1}
is the space of multiple zeta fractions [11]. We refer the reader to the introduction for some of the
notations used hereafter.
On the other hand, recall [15, 18] the vector space
H
X
1 := Q 1 ⊕ Q
{
xs1−10 x1 · · · x
sk−1
0 x1 ∈ Q〈x0, x1〉
∣∣∣ si ≥ 1, k ≥ 1} ,
equipped with the shuffle product X. See also [11] where it is denoted by HX1 (x0, x1) and [13]
where it is denoted by H0≥1 and is shown to be the free nonunitary Rota-Baxter algebra of weight
zero on one generator. Then the linear map
f : HX1 → Fch(Q), xs1−10 x1 · · · xsk−10 x1 7→ f
[ s1, · · · , sk
z1, · · · , zk
]
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in [11, Theorem 2.1] together with the obvious bijection
θ : HX1 → QDCH
c, xs1−10 x1 · · · x
sk−1
0 x1 7→ [e1 + · · · + ek]s1 · · · [ek]sk
gives the commutative diagram
(25) HX θ //
f
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
QDCH
c
Φch
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
Fch
of linear maps. Thus f is a bijection since θ and Φch are.
The shuffle product of the two multiple zeta fractions is induced by f [11]. More precisely, if
the shuffle product in HX1 is given by
xs1−10 x1 · · · x
sk−1
0 x1 X x
sk+1−1
0 x1 · · · x
sk+ℓ−1
0 x1 =
∑
w∈HX1
αw
x
s1−1
0 x1 ···x
sk−1
0 x1 , x
sk+1−1
0 x1 ···x
sk+ℓ−1
0 x1
w,
then
f
[ s1, · · · , sk
z1, · · · , zk
]
X f
[ sk+1, · · · , sk+ℓ
z1, · · · , zk+ℓ
]
:=
∑
w∈HX1
αw
x
s1−1
0 x1 ···x
sk−1
0 x1 , x
sk+1−1
0 x1···x
sk+ℓ−1
0 x1
f(w).
The shuffle product of two MZVs ζ(s1, · · · , sk) and ζ(sk+1, · · · , sk+ℓ) is determined by the shuffle
product of their corresponding multiple zeta fractions
f
[ s1, · · · , sk
z1, · · · , zk
]
:=
1
(z1 + · · · + zk)s1 · · · zskk
and f[ sk+1, · · · , sk+ℓ
z1, · · · , zk+ℓ
]
:=
1
(zk+1 + · · · + zk+ℓ)sk+1 · · · zsk+ℓk+ℓ
.
On the other hand, the decorated cone
[e1 + · · · + ek]s1 · · · [ek]sk [ek+1 + · · · + ek+ℓ]sk+1 · · · [ek+ℓ]sk+ℓ
is uniquely written as a linear combination of Chen cones∑
C∈DCHc
αC[e1+···+ek]s1 ···[ek]sk ,[ek+1+···+ek+ℓ]sk+1 ···[ek+ℓ]sk+ℓC.
Indeed the inclusion/exclusion principle partitions the domain
Pk,ℓ := {x1 ≥ · · · ≥ xk ≥ 0} × {xk+1 ≥ · · · ≥ xk+ℓ ≥ 0}
as follows
Pk,ℓ =
∏
σ∈S k,ℓ
Pσ,
where S k,ℓ is the set of (k, ℓ)-shuffles and the domain Pσ is defined by:
Pσ =
{
(x1, · · · , xk+ℓ)
∣∣∣ xσ(m) ≥ xσ(p) if m ≥ p and σ(m) , σ(p)} .
So we have
[e1+ · · ·+ek] · · · [ek][ek+1+ · · ·+ek+ℓ] · · · [ek+ℓ] ≡
∑
σ∈S k,ℓ
[eσ(1)+ · · ·+eσ(k+ℓ)] · · · [eσ(k+ℓ)] mod WSM.
The very definition of subdivisions of decorated cones then yields
[e1 + · · · + ek]s1 · · · [ek]sk [ek+1 + · · · + ek+ℓ]sk+1 · · · [ek+ℓ]sk+ℓ
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≡
∑
σ∈S k,ℓ
1
(s1 − 1)! · · · (sk+ℓ − 1)! D
s1−1
(e1+···+ek)∗ · · ·D
sk+ℓ−1
e∗k+ℓ
[eσ(1) + · · · + eσ(k+ℓ)] · · · [eσ(k+ℓ)] mod WDM.
By means of the map ΦCh, this gives rise to another way of writing f
[ s1, · · · , sk
z1, · · · , zk
]
X f
[ sk+1, · · · , sk+ℓ
z1, · · · , zk+ℓ
]
as a sum of other multiple zeta fractions. The multiple zeta fractions are linearly independent as
a consequence, for instance, of the bijectivity of ΦCh. Thus the two linear combinations must be
the same. More precisely,
αw
x
s1−1
0 x1 ···x
sk−1
0 x1 , x
sk+1−1
0 x1 ···x
sk+ℓ−1
0 x1
= αθ(w)[e1+···+ek]s1 ···[ek]sk ,[ek+1+···+ek+ℓ]sk+1 ···[ek+ℓ]sk+ℓ .
Hence we have the following
Theorem 5.3. The shuffle relation of multiple zeta fractions and hence of MZVs corresponds via
ΦCh to the subdivision relations of decorated Chen cones. Equivalently, the shuffle product in the
shuffle algebra HX1 corresponds via θ in Diagram (25) to the subdivision relation of decorated
closed Chen cones.
5.2. Double subdivision relations and double shuffle relations. We now put the open subdivi-
sion relation and closed subdivision relation together to form the double subdivision relation for
CZVs that generalizes the double shuffle relation for MZVs.
In order to relate the open and closed subdivision relations, we first relate the open and closed
decorated cones. We show that they are essentially the transpose of each other.
Definition 5.4. (a) Let O(Z) denote the set of r × r orthonormal matrices. Let M ∈ O(Z)
and ~s := (s1, . . . , sr) ∈ Zr≥0. Let v1, · · · , vr and u1, · · · , ur be the row and column vectors
of M. The (decorated) cone pair associated with M and ~s is the pair (C, D) consisting
of the decorated open cone C := CM,~s = (〈u1, · · · , ur〉o, ~s) and the decorated closed cone
D := DM,~s = [v1]s1 · · · [vr]sr . We call the pair convergent if the corresponding ζ-values
ζ0(C) and ζc(D) converge.
(b) Let DTP denote the set of cone pairs (CM,~s, DM,~s) where M ∈ O(Z) and ~s ∈ Zr≥0. Let
po : QDTP → QDCo
and
pc : QDTP → QDMCc
denote the natural projections.
Remark 5.5. (a) Let I = {i1, · · · , ik} ⊆ [r] be the support of ~s, namely I := {i ∈ {1, · · · , r} | si ,
0}. Then [v1]s1 · · · [vr]sr = [vi1]si1 · · · [vik ]sik .
(b) By definition, for a cone pair (C, D), the vectors in C are the column vectors of a matrix
whose row vectors are the vectors in D. Thus C can be regarded as a transpose of D and
will be denoted by DT even though such a C is not unique for a given D. For example,
for the decorated closed cone D := [e1]2[e1 + e2] = [e1 + e2][e1]2, we can choose DT =
(〈e1 + e2, e2〉o; 2, 1) or DT = (〈e1 + e2, e1〉o; 1, 2).
(c) The central objects of study in this article are open convex cones C =
r∑
i=1
R>0vi spanned by
vectors vi ∈ Zk≥0, 1 ≤ i ≤ r. Whereas the order of the vectors does not play a role for zeta
functions associated with cones, whether open or closed, it implicitly does when bringing
them together to prove double shuffle relations. We chose to adopt a geometric approach
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putting geometric cones in the forefront when ignoring the order of the generating vec-
tors. Another possible and more algebraic focus would be to start off from framed cones,
namely cones together with an ordered set of generating vectors, a point of view we intend
to explore in a forthcoming paper.
Lemma 5.6. (a) The map pc is surjective. In other words, for any D ∈ DMCc, there is a
decorated open cone DT such that (DT , D) is a cone pair.
(b) For any cone pair (C, D) ∈ DTP, if C ∈ DCo0 or D ∈ DMCc0, then we have
ζo(C) = ζc(D).
(c) Any LZV is a CZV.
Remark 5.7. Even though a given decorated closed cone D can have multiple decorated open
cones C such that (C, D) is a cone pair, by Lemma 5.6.(b), these decorated open cones give the
same CZV.
Proof. (a) Let D := [v1]s1 · · · [vk]sk be inDMCc. Then v1, · · · , vk is part of a Z basis v1, · · · , vk, · · · , vr
of Zr≥0. Let M ∈ Or×r(Z) be the matrix with v1, · · · , vr as row vectors and let s1, · · · , sr ∈ Z≥0 with
sk+1 = · · · = sr = 0. Then C = (〈v1, · · · , vr〉, s1, · · · , sr〉) and D = [v1]s1 · · · [vk]sk build a cone pair
so that [v1]s1 · · · [vk]sk lies in im pc .
(b) Let C = (〈u1, · · · , ur〉o; s1, · · · , sr) with u j =
∑r
i=1 ai jei, 1 ≤ i ≤ r, then
n1e1 + · · · + nrer = m1u1 + · · ·mrur =
r∑
j=1
(
r∑
i=1
ai jmi
)
e j.
Thus C ∩ Zr≥0 ⊆ {(m1, · · · ,mk) ‖mi ≥ 1, 1 ≤ i ≤ k}. Since the matrix (ai j) lies in Or×r(Z), the
inclusion in the other direction also holds. Thus
ζo(A) =
∑
~n∈CT∩Zk
≥0
1
n
s1
1 · · · n
sr
k
=
∑
m1,··· ,mr≥1
1
(∑ri=1 ci1mi)s1 · · · (∑ri=1 cirmi)sr
= ζc(B).
(c) follows from Item (a) and Item (b). 
Let DTP0 be the set of convergent cone pairs (C, D), i.e., with either ζ0(A) or ζc(B) conver-
gent. On the grounds of the above lemma, we have restricted maps:
po : QDTP0 → QDCo0,
and
pc : QDTP0 → QDMCc0
with pc surjective. Here the subscript 0 stands for the restriction to the set of cones for which the
corresponding conical ζ-values converge.
Thanks to Lemma 5.6, we obtain a linear map
(26) ζc : QDMCc0 → QCZVo, D 7→ ζc(D) = ζo(C),
where (C, D) is a cone pair. The following result is immediate from Theorem 4.10.
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Theorem 5.8. Let (C, D) be a convergent cone pair. Let {Ci}i be an open subdivision of the
decorated open cone C and let
∑
j c jD j be a subdivision of the decorated closed cone D. Also let
DTj ∈ DC
o be the transpose cone of D j, that is, (DTj , D j) is a cone pair. Then
(27)
∑
i
Ci −
∑
j
c jDTj
lies in the kernel of ζo.
A linear combination in Eq. (27) is called a double subdivision relation and we shall see that
it generalizes the usual double shuffle relation.
Proof. By Lemma 2.7, for the open subdivision {Ci}i of the decorated open cone C, we have
(28) ζo(C) =
∑
i
ζo(Ci).
On the other hand, for the closed subdivision
∑
j a jD j of the decorated closed cone D, by
Lemma 5.2, we have
(29) ζc(D) =
∑
j
a jζc(D j).
Then by Lemma 5.6.(a), there are open decorated cones DTj such that (DTj , D j) is in DTP0. Further
by Lemma 5.6.(b), we also have ζc(D) = ζo(C) and ζc(D j) = ζo(DTj ). Therefore combining with
Eqs. (28) and (29) we obtain ∑
i
ζo(Ci) = ζo(C) =
∑
j
a jζo(DTj ),
as needed. 
In summary, we have the following commutative diagram where the subscript 0 stands for re-
stricting to cones of which the corresponding zeta values are convergent. The inner triangle gives
the double shuffle relation. There H∗0 is the quasi-shuffle algebra defined in Eq. (9). The left part
of the diagram is from Eq. (12). The commutativity of the outer triangle follows from Lemma 5.6.
The map ζX is the usual shuffle encoding of MZVs, here expressed as the composition of θ with
the free summation :
ζX(xs1−10 x1 · · · xsk−10 x1) =
∑
m1,··· ,mk≥1
1
(m1 + · · · + mk)s1 · · ·mskk
= ζ(s1, · · · , sk).
The map T is well-defined on QDCHc from the standard form of Chen cones:
T ([eσ(1) + · · · + eσ(n)]s1 · · · [eσ(n)]sn) = (〈eσ(1), · · · , eσ(1) + · · · + eσ(n)〉o; s1, · · · , sn).
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In Corollary 5.20 we will prove the surjectivity of ζo and ζc, as in the case of MZVs.
Definition 5.9. For any not necessarily convergent cone pair (C, D), let {Ci} be a subdivision of C
and
∑
j a jD j a subdivision of D. If
∑
i Ci −
∑
j a jDTj is in QDMC
o
0, then it is called an extended
double subdivision relation.
Conjecture 5.10. The kernel of ζo is the subspace IEDS of QDMCo generated by the extended
double subdivision relations.
In view of the Double Shuffle Conjecture for MZVs, we also make the following
Conjecture 5.11. The intersection IEDS ∩QDCHo, identified with a subset of H∗0 by the bijection
QDCH
o
→ H∗0, is the extended double shuffle ideal IEDS of H∗0.
Verifying this conjecture would provide evidence for the Double Shuffle Conjecture.
5.2.1. Examples. We demonstrate the utility of double subdivision relations by some examples.
The first example illustrates how the double shuffle relation of MZVs can be obtained when
subdivisions of open and closed cones are used in place of quasi-shuffles and shuffles.
Example 5.12. Consider the cone pair (C, D) associated with M = I2×2 ∈ O2×2(Z) and ~s = (2, 2).
Then C = (〈e1, e2〉o; 2, 2) and D = [e1]2[e2]2. From the open subdivision
〈e1, e2〉
o = 〈e1, e1 + e2〉
o ⊔ 〈e2, e1 + e2〉
o ⊔ 〈e1 + e2〉
o,
we obtain
ζ(2)ζ(2) = ζo(〈e1, e2〉o; 2, 2)
= ζo(〈e1, e1 + e2〉o; 2, 2) + ζo(〈e2, e1 + e2〉o; 2, 2) + ζo(〈e1 + e2〉o; 2, 2)
= 2ζ(2, 2) + ζ(4),
giving the quasi-shuffle relation for ζ(2)ζ(2).
On the other hand, we have
ζc([e1]2[e2]2) = ζ(2)ζ(2).
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Differentiating the subdivision
[e1][e2] ≺ [e1][e1 + e2] + [e2][e1 + e2]
we have the decorated subdivision
[e1]2[e2]2 ≺ [e1]2[e1 + e2]2 + 2[e1][e1 + e2]3 + 2[e2][e1 + e2]3 + [e2]2[e1 + e2]2.
Applying ζc we obtain the shuffle relation
ζ(2)ζ(2) = 4ζ(3, 1) + 2ζ(2, 2).
Altogether, we recover the double shuffle relation ζ(4) = 4ζ(3, 1).
The next example provides an alternative way to apply the double subdivision relation to get a
double shuffle relation of MZVs, that bypasses the stuffle and shuffle products in that there is no
presence of products of MZVs. Compare with the previous example.
Example 5.13. Consider the cone pair ((〈e1, e1 + e2〉o; 2, 2), [e1 + e2]2[e2]2) associated with the
matrix
(
1 1
0 1
)
and ~s = (2, 2). The open cone subdivision
〈e1, e1 + e2〉
o = 〈e1, 2e1 + e2〉o ⊔ 〈2e1 + e2, e1 + e2〉o ⊔ 〈2e1 + e2〉o
gives the following subdivision ofthe decorated open cone
(31) (〈e1, e1 + e2〉o; 2, 2) ≺ (〈e1, 2e1 + e2〉o; 2, 2) + (〈2e1 + e2, e1 + e2〉o; 2, 2)+ (〈2e1 + e2〉o; 2, 2).
On the other hand, the closed cone subdivision [e1 + e2][e2] ≺ [e1 + e2][e1 + 2e2] + [e1 + 2e2][e2]
induces the following subdivision of the decorated closed cone
[e1 + e2]2[e2]2 ≺ [e1 + e2]2[e1 + 2e2]2 + 2[e1 + e2][e1 + 2e2]3 + [e2]2[e1 + 2e2]2 + 2[e2][e1 + 2e2]3.
Taking the transposes of the right hand side we have
(〈e1+e2, 2e1+e2〉o; 2, 2)+2(〈e1+e2, 2e1+e2〉o; 3, 1)+ (〈e1, 2e1+e2〉o; 2, 2)+2(〈e1, 2e1+e2〉o; 3, 1).
Combining with Eq. (31) we obtain the double subdivision relation
(〈2e1 + e2〉o; 2, 2) − 2(〈e1 + e2, 2e1 + e2〉o; 3, 1) − 2(〈e1, 2e1 + e2〉o; 3, 1).
Then by Theorem 5.8), we have
ζo(〈2e1 + e2〉o; 2, 2) = 2ζo(〈e1 + e2, 2e1 + e2〉o; 3, 1) + 2ζo(〈e1, 2e1 + e2〉o; 3, 1).
Since ζo(〈2e1 + e2〉o, (2, 2)) = 14ζ(4) and
ζo(〈e1 + e2, 2e1 + e2〉o; 3, 1) + ζo(〈e1, 2e1 + e2〉o; 3, 1)
= ζo(〈e1, e1 + e2〉o; 3, 1) − ζo(〈2e1 + e2〉o; 3, 1)
= ζ(3, 1) − ζ(4),
we derive the formula ζ(4) = 4ζ(3, 1) in a way that differs from the double shuffle approach.
The next example shows that double subdivision relations can give relations between MZVs
and CZVs.
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Example 5.14. We give a double subdivision relation of the cone pair
((〈e1, e1 + e2〉o; 2, 1), [e1 + e2]2[e2]).
An subdivision of the open cone 〈e1, e1 + e2〉o yields
(32) (〈e1, e1 + e2〉o; 2, 1) ≺ (〈e1, 2e1 + e2〉o; 2, 1) + (〈2e1 + e2, e1 + e2〉o; 2, 1)+ (〈2e1 + e2〉o; 2, 1).
On the other hand, we deduce from the subdivision
[e1 + e2][e2] ≺ [e1 + 2e2][e2] + [e1 + e2][e1 + 2e2]
the following subdivision for the decorated closed cone [e1 + e2]2[e2]
[e1 + e2]2[e2] ≺ [e1 + 2e2]2[e2] + [e1 + e2]2[e1 + 2e2] + [e1 + 2e2]2[e1 + e2].
Taking the transposes we get
(〈e1, 2e1 + e2〉o; 2, 1) + (〈e1 + e2, e1 + 2e2〉o; 2, 1) + (〈e1 + e2, 2e1 + e2〉o; 2, 1).
Combining with Eq. (32) we obtain the double subdivision relation
(〈2e1 + e2〉o; 2, 1) − (〈e1 + e2, e1 + 2e2〉o; 2, 1).
By Theorem 5.8, we have
ζo(〈2e1 + e2〉o; 2, 1) = ζo(〈e1 + e2, e1 + 2e2〉o; 2, 1).
Noting that ζo(〈2e1 + e2〉o, (2, 1)) = 14ζ(3). Then we obtain the following analog of the Euler sum
formula.
ζ(3) = 4ζo(〈e1 + e2, e1 + 2e2〉o; 2, 1).
5.3. Conical zeta values and Shintani zeta values. We show that CZVs span the same space as
the space of Shintani zeta values.
5.3.1. Fractions and smooth fractions.
Proposition 5.15. (a) Any fraction of the form 1Ls11 ···Lskk where L1, · · · , Lk are linear forms in
K[~z] is a linear combination of pure fractions.
(b) Any fraction of the form 1Ls11 ···Lskk where L1, · · · , Lk are linear forms in K[~z] with non-
negative coefficients is a positive linear combination of pure fractions whose linear forms
have positive non-negative coefficients.
Proof. (a) By the unique factorization in K[~z], we can uniquely write such a fraction as f =
a
Ls11 ···L
sk
k
, where the Li’s are not multiples of one another. We then denote d := d( f ) = k −
rk{L1, · · · , Lk}.
We prove Item (a) by induction on d. If d = 0, then L1, · · · , Lk are already linearly independent
and we are done.
Suppose Item (a) has been proved for all fractions with d = m ≥ 0 and consider a fraction f
with d = m + 1. Then d > 0 and k > rk{L1, · · · , Lk}. Thus there is a linearly independent subset
Li1 , · · · , Liℓ of {L1, · · · , Lk} and Liℓ+1 < {Li1 , · · · , Liℓ } such that
(33) Liℓ+1 =
ℓ∑
j=1
a jLi j , a j , 0, 1 ≤ j ≤ ℓ.
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Since the linear forms Li are not multiples of one another, we have ℓ ≥ 2. Thus
(34) 1
Li1 · · · Liℓ
=
Liℓ+1
Li1 · · · Liℓ Liℓ+1
=
ℓ∑
j=1
ai
Li1 · · · ˆLi j · · · LiℓLiℓ+1
,
where ˆLi j indicates that the factor Li j is absent. Implementing this procedure reduces the total
degree of Li1 , · · · , Liℓ by one. An iteration of this substitution procedure inside f , terminates after
finitely many times, when exactly one of the Li j ’s (1 ≤ j ≤ ℓ) disappears.
Each term in the resulting sum is of the form g := 1
Lt1i1 ···
ˆLi j
t j ···Ltkik
, 1 ≤ j ≤ ℓ. Hence the linear
forms are still not multiples of one another. Furthermore, by Eq. (33), we have
rk{Li1 , · · · , Liℓ } = rk{Li1 , · · · , ˆLi j , · · · , Liℓ , Liℓ+1} = ℓ, 1 ≤ j ≤ ℓ.
Hence
rk{L1, · · · , Lk} = rk
(
{L1, · · · , · · · , Lk}\{Li j}
)
, 1 ≤ j ≤ ℓ.
Thus
d(g) = k − 1 − rk ({L1, · · · , · · · , Lk}\{Li j}) = k − 1 − rk{L1, · · · , Lk} = d( f ) − 1 = m.
It follows from the induction hypothesis,that each term g in the resulting sum is a linear combi-
nation of pure fractions. Then the same is true for f itself. This completes the induction.
(b) For f in Item (b) define d( f ) in the same way. We prove the statement by induction on d.
If d = 0, then L1, · · · , Lk are already linearly independent and we are done.
Suppose the proposition has been proved for all fractions with d = m ≥ 0 and consider a
fraction f = 1Ls11 ···Lskk with d = m + 1. Define
δ( f ) := min
{
p ∈ Z≥0
∣∣∣ ∃ linearly independent Li1 , · · · Liℓ and L j < {Li1 , · · · , Liℓ} such thatL j =∑ℓj=1 c jLi j , with c j , 0, 1 ≤ j ≤ ℓ and p of which being negative
}
.
We will prove Item (b) for f with d = m + 1 by induction on δ( f ) ≥ 0. Since the linear forms Li
are not multiples of one another, we have ℓ ≥ 2. If δ( f ) = 0, then there is a linearly independent
set {Li1 , · · · , Liℓ } and Liℓ+1 not in this set such that Liℓ+1 =
∑ℓ
j=1 a jLi j with positive coefficients.
Then following the substitutions in Item (a), we find that f is linear combination of fractions of
the form g := 1
Lt1i1 ···
ˆLi j
t j ···Ltkik
, 1 ≤ j ≤ ℓ. Since all the a j’s are positive, the coefficients of this linear
combination is also positive. Further as in the proof of Item (a), by the induction hypothesis, each
term g is a linear combination, with positive coefficients, of pure fractions whose linear forms
have positive coefficients. Thus f is also such a linear combination. This completes the induction
on d in the case when δ( f ) = 0.
Suppose the induction on d is proved when δ( f ) = q ≥ 0 and consider a fraction f = 1Ls11 ···Lskk
with δ( f ) = q + 1. Let {Li1 , · · · , Liℓ } be independent and Liℓ+1 < {Li1 , · · · , Liℓ} such that Eq. (33)
holds with q + 1 negative coefficients. Reordering the linear forms if necessary, we can assume
a1 < 0. Applying
1
Li1 Liℓ+1
=
1
Lii (−a1Li1 + Liℓ+1)
+
−a1
(−a1Li1 + Liℓ+1)
,
we obtain
1
Ls1i1 L
sℓ+1
iℓ+1
=
∑
j
α j
Lu ji1 (−a1Li1 + Liℓ+1)v j
+
∑
j
β j
(−a1Li1 + Liℓ+1)w j Lx jiℓ+1
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with non-negative αi and β j’s. Hence
1
Ls11 · · · L
sk
k
(35)
=
∑
j
α j
Lu ji1 (−a1Li1 + Liℓ+1)v j Ls22 · · · L̂
siℓ+1
iℓ+1 · · · L
sk
k
+
∑
j
β j
(−a1Li1 + Liℓ+1)w j Lx jiℓ+1 Ls22 · · · L̂
siℓ+1
iℓ+1 · · · L
sk
k
.
If −a1Li1 + Liℓ+1 is a multiple of an L j (this can happen for example when ℓ = 2), then since
both −a1Li1 + Liℓ+1 and L j are linear forms with positive coefficients, this multiple must also be
positive. Thus in the above two sums, we can replace the power of L j by that of −a1Li1 + Liℓ+1 and
still get a linear combination of positive coefficients. Thus we can assume that the linear forms
in each term g of the two sums in Eq. (35) are not multiples of one another. Then the relation
−a1Li1 =
∑ℓ
j=2 a jLi j in g shows that δ(g) ≤ q and hence the induction hypothesis on δ(g) applies
and expresses g as a positive linear combination prescribed in Item (b). Since the coefficients
in Eq. (35) are positive, f also has the desired positive linear combination. This completes the
induction for δ( f ) and hence for d. 
5.3.2. Conical zeta values and Shintani zeta values. Recall that for a matrix M = (ci j) ∈ Mk×r(Z≥0),
a Shintani zeta value (SZV) is the special value of the Shintani zeta function [22]
(36) ζ(M; s1, · · · , sk) =
∞∑
m1=1
· · ·
∞∑
mr=1
1
(c11m1 + · · · + c1rmr)s1 · · · (ck1m1 + · · · + ckrmr)sk ,
at (s1, · · · , sk) ∈ Zk if the sum converges.
Proposition 5.16. (a) Let C = 〈v1, · · · , vr〉 be a smooth cone and let M := MC be the matrix
with the spanning set {v1, · · · , vr} of C as column vectors. Then
ζo(C; s1, · · · , sk) = ζ(M; s1, · · · , sk).
(b) Any CZV is a linear combination of Shintani zeta values.
Proof. (a) Since C = 〈v1, · · · , vr〉o is a smooth cone generated by primary set {v1, · · · , vr}, the
set can be expanded to a Z-basis {v1, · · · , vk} of Zk. Write vi =
∑k
j=1 ci je j, 1 ≤ i ≤ k. Then
(ci j) ∈ Mk×k(Z≥0) has determinant 1. Then from
∑k
i=1 niei =
∑r
j=1 mivi =
∑k
j=1 mivi where mi = 0
for r + 1 ≤ i ≤ k, we have
(n1, · · · , nk)T = (c ji)(m1, · · · ,mk)T ,
and hence
(m1, · · · ,mk)T = (c ji)−1(n1, · · · , nk)T .
Thus we have
ζo(C; s1, · · · , sk) =
∑
~n∈C
1
n
s1
1 · · · n
sk
k
=
∑
m1,··· ,mk≥1
1
(∑ri=1 ci1mi)s1 · · · (∑ri=1 cikmi)sk
= ζ(M; s1, · · · , sk).
CONICAL ZETA VALUES AND THEIR DOUBLE SUBDIVISION RELATIONS 33
(b) Since any rational cone C can be subdivided into smooth cones {C1, · · · ,Cp} by Proposi-
tion 2.2, we have
ζo(C; s1, · · · , sk) =
p∑
i=1
ζo(Ci; s1, · · · , sk),
hence is a linear combination of SZVs. 
Definition 5.17. A matrix M = (ci j) ∈ Mk×n(Z≥0) is of maximal rank if the rank of the matrix is
k. The corresponding SZV will be called a maximal rank SZV.
Lemma 5.18. (a) A convergent SZV is a Q-linear combination of convergent maximal rank
SZVs.
(b) Any convergent maximal rank SZV is a Q-linear combination of convergent LZVs.
Proof. (a) For M = (ci j) ∈ Mk×n(Z≥0),
ζ(M; s1, · · · , sk) =
∑
m1,··· ,mn>0
1
(c11m1 + · · · + c1nmn)s1 · · · (ck1m1 + · · · + cknmn)sk .
By Proposition 5.15.(b), the fraction 1(c11m1+···+c1nmn)s1 ···(ck1m1+···+cknmn)sk is a positive linear combina-
tion of fractions in which the linear forms are linearly independent and have positive coefficients.
Since ζ(M; s1, · · · , sk) is convergent, all these fractions give rise to convergent SZVs, leading to
the desired linear combination.
(b) For M = (ci j) ∈ Mk×n(Z≥0) with maximal rank, i.e. rank(M) = k, we know that the cone
spanned by vectors v1 = (c11, · · · c1n), · · · , vk = (ck1, · · · ckn) can be subdivided into smooth cones
Ci = [v(i)1 ] · · · [v(i)k ], v(i)j = (c(i)j1, · · · , c(i)jn), i = 1, · · · , l, so we have subdivision relations,
1
(c11m1 + · · · + c1nmn) · · · (ck1m1 + · · · + cknmn) =
∑
i
ai
(c(i)11m1 + · · · + c(i)1nmn) · · · (c(i)k1m1 + · · · + cknmn)
where the ai’s are positive rational numbers.
Taking derivatives and applying Proposition 4.8 yields the conclusion. 
Theorem 5.19. Convergent CZVs, LZVs and SZVs span the same linear space over Q. Thus
QCZV = QLZV = QSZV.
Proof. By Lemma 5.18, we have QSZV ⊆ QLZV. By Lemma 5.6 we have QLZV ⊆ QCZV. By
Proposition 5.16.(b), we have QCZV ⊆ QSZV. 
Corollary 5.20. The linear maps ζo and ζc are surjective.
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