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LOWER BOUND TECHNIQUES FOR VLSI ALGORITHMS
J. Hrorakoviő
Department of Theoretical Cybernetics 
Comenius University 
842 15 Bratislava 
Czechoslovakia
1. INTRODUCTION
The basic concept of complexity theory for VLSI was given 
by Thompson C32,33]. Since hundreds of papers dealing with VLSI 
algorithms were published in the last six years we have no chance 
to consider all of them. The aim of this paper is to outline an 
short overview involving the basic concepts in the proving of 
lower bounds for different complexity measures of VLSI algorithms 
the new approaches making the lower bound proof techniques more 
successful, and the use of the idea of "information transfer for 
VLSI" for the obtaining of lower bounds on different complexity 
measures of another computing models. In the case that the reader 
is interested in other questions concerning VLSI theory too, the 
monograph of Ullman L34] is much recommended.
First, let us give the definition of the notion "problem", 
and a short, informal definition of the notion "VLSI circuit".
Let X = ix1,... ,x }, Y = [y1....yml be sets of Boolean va­
riables. A problem instance from the input variables X to the 
output variables Y is a set of Boolean functions f ^, fg,..., fm 
such that f ^ : X -» {0,1} and yi = »x2» * * * >xn) ;for ^ ~ 1»• • • *m«
A problem is an infinite sequence of problem instances, 
where each two instances in the sequence have a different size 
parameter n.
We have no space to formally specify the notion "VLSI cir-
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cuit". So, we give only an informal abstaction of this notion.
A VLSI graph can be wiewed as a directed graph embeded in 
the lattice with the following properties.
(1) the sum of output and input edges from any vertex is bounded
by 4,
(2) each square of the lattice has one of the following con- 
tentses:
(a) an vertex of the graph
(b) one line going in the horisontal or in the vertical 
direction (this line is a part of an edge of the graph)
(c) two crossing lines, one going in the horisontal direc­
tion, another in the vertical direction (this depicts 
the place of two crossing edges without any vertex of 
the embeding of the directed graph in the plane)
(d) the empty contents.
The space complexity of an VLSI graph is the area of a mi­
nimal rectangle involving all non-empty squares of the lattice.
We can obtain a VLSI circuit of n innut variables x..... x------------  I ' n
and m output variables y^,...,ym from a VLSI graph in the follow­
ing way:
(1 ) we assign to each vertex of the VLSI graph an processor 
which has the same number of Boolean inputs (outputs) as 
the indegree (outdegree) of the vertex is,
(2) a pair (v,t) is related to each input and output variable, 
where v is a vertex and t is a nonnegative number (for an 
input variable it means that it will be read by the VLSI 
circuit through the vertex in the t-th time unit of the 
computation; analougsly for an output variable).
The space complexity of an VLSI circuit is the space com­
plexity of the corresponding VLSI graph.
The VLSI circuit computes in such a way that all processors 
are working in each time unit, and the information (a Boolean 
value) between two connected processors flows exactly one time 
unit. The time complexity of an VLSI circuit is max £t | (v,t) is 
a pair related to an output variable}.
We shall not specify what it means that "a VLSI circuit 
solves a problem instance" because we hope that it is clear from
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the above introduced. Solutions to problems are sequences of 
circuits, one for each instance of the problem. So, the time (T) 
and area (A) complexities of a problem can be defined as func­
tions from positive integers to positive integers in the obvious 
way (note that VLSI circuits are a nonuniform computing model).
The paper is divided in six sections. Section 2 and 3 resp. 
involves the outline of lower bound techniques for the complexity
measure A and AT respectively. The technique for proving lower
2bounds on the most studied complexity measure AT is presented 
in Section 3. The abstaction of this technique based on the 
notion "communication complexity" is introduced in this section 
too. Section 4 involves a new approach to defining the notions 
introduced in the previous section in the order to make the lowerpbound technique for AT more successful. Section 6 consists of 
some examples showing that the notion "communication complexity" 
can be used to obtain the lower bounds on different complexity 
measures of other computing models. 2
2. LOWER BOUNDS ON THE AREA
The area of a VLSI circuit solving a specific problem was 
investigated in several papers (see, for example, [3,5,9,18,19]). 
The reason to deal with the area complexity measure follows from 
the technology. If we are able to produce a good, special chip 
of area complexity A with a probability p (for example, if p = 
1/10 then it means that 10% of the produced chips are good) then 
the probability of producing the good chip of area complexity 
2A is p ( 1% in our example). So, the charge of the VLSI chips 
growths exponentially with the area complexity of these chips.
The obtaining of lower bounds on the area of VLSI circuits 
is based on the following fact. Each circuit having area A cannot 
remember more than A bits from one time unit to the next one. We 
can define, for each time unit, the state of a circuit as the 
sequence of the output bits of all processors in the circuit. 
Using this notion we shall formulate a general "algorithm" for 
proving lower bounds on area of VLSI circuits computing specific 
problems.
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"A - algorithm” :
I n p u t :  A problem instance P with input variables X and
output variables Y.
S t e p 1 - Prove, for a and that there is a time
unit t such that all input variables from X^  have 
to be read before the time unit t, and all output 
variables from Y^ have to be computed after the 
time unit t in any VLSI circuit solving P.
S t e p 2 - Prove, for a number d, that there are d different 
assignments of values to the input variables from 
X.j which require distinct assignments of values to 
the output variables from Y^.
O u t p u t :  A ±  log2d .
The correctness of "A-algorithm" follows from the fact that 
the VLSI circuit that is in the same state in the same time unit 
t for two different inputs (according to X^ ) cannot distinguish 
between these two inputs, and has to compute the same values for 
all output variables computed after the time unit t.
Using "A-algorithm” one can prove, for example, that the 
sorting of m digits of the length [log2mJ + 1 in the binary coding 
requires A ^ m.
3. LOWER BOUNDS ON THE TRADEOFF AT
There is a very simple lower bound proof technique for the 
complexity measure AT considered, for example, in [4,6,24-26,32, 
33]. It is based on the following theorem.
Theorem 2.1 Let P be a problem instance with input variables *4
X, and output variables Y. Let d = max[|Xl , | YI} . Then AT^d.
Proof. In each time unit the VLSI circuit can read (write) at 
most A bits.
Using Theorem 2.1 we have that AT^mlog2m for any VLSI 
circuit sorting m numbers of the length log2m.
4. LOWER BOUNDS ON AT2 AND COMMUNICATION COMPLEXITY
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The complexity measure AT is the most studied area-time 
tradeoff in VLSI theory [1,2,4,9,11-13,15,23,30,32-34]. Opposite 
the lower bounds on A and AT based on memory requirements the 
lower bounds on AT are based on the requirements on information 
flow within the chip.
In what follows we shall consider the circuits with 1/3- 
property, where 1/3 property means that no processor in the cir­
cuit is assign to more than 1/3 input variables. Clearly, in the
case that a circuit has not 1/3-property it must satisfy T An/3
2 2(n is the number of input variables ) ,what implies T — fi(n ) 
CAT2 = lUn2) ) . 2To outline the "strategy" for proving lower bounds on AT 
we need the following lemma.
2
Lemma 3.1 Let P be a problem instance with the set of input 
variables X, and let C be a circuit with 1/3 property solving 
this problem. Then there is a line involving at most one single 
jog (see Fig.1 ) that divides the circuit C into two parts, each 
having assigned between 1/3 and 2/3 input variables.
k
Fig. 1
Now, the idea consists in pro­
ving that at least d bits must 
flow through the line depicted 
at Fig.1, for a positive inte­
ger d. Then assuming kAh we 
have hTAd, i.e. AT2A d 2.
Let Pn be a problem in­
stance with input variables X, 
\X|An, and output variables 
Y. A partition for Pn is a di­
vision of X into two disjoint 
sets X^ and X^, X^ -U X^ = X,
1/3 ^ IXLI ,IXR !^ 2/3, and a di­
vision of Y into Y-^  and Y^, Y^U Y^ = Y. Obviously, a partition 
can be assign to each line dividing a circuit into two parts. 
Now, let us formulate an "algorithm" for proving lower bounds 
on AT2.
"AT2 - algorithm"
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I n p u t :  A problem instance P .
S t e p  1. Let 'tl'.j, 1^ 2» • ••» be all different partitions
for Pn , and let =(x£, X*, Y*, Y*). Find, for 
each i e 11,2,...,k}, the largest set A^ of input 
assignments such that any two assignments of input 
variables in A^ require to be distinguished by the 
information flowing across the boundary.
S t e p 2. Compute d = min £. I A.^ | | i = 1,...,k } .
O u t p u t :  AT2 (log2d)2.
2The introduced "AT -algorithm" based on so called "crossing 
sequences" or "fooling sets" is correct because if a circuit has 
the same information flow through the line for two inputs cL and 
Ű then the innut constructed from is the part of input
assignment ol restricted by XR, analougsly ß T ) must have the same 
output values in Y^ (Yr ) as ß (oL).
The abstraction of this concept led to the definition of the 
notion "communication complexity" for language recognition in 
[23]. Let us give an informal definition of this complexity mea­
sure .
Suppose that a language L -i.0,1} must be recognized by two 
distant computers. Each comouter receives aproximately half of 
the input bits, and the computation proceeds using some protocols 
for communication between the two computers. The minimum number 
of bits that has to be exchanged in order to successfully recog­
nize L A [0,1}n, minimized over all partitions of the input bits 
into two aproximately equal parts, and considered as a functions 
of n, is called the communication complexity of L.
The communication complexity C of L provides a direct lower 
2 2bound AT ^ C on any circuit recognizing L. This complexity 
measure was studied in several papers [2,9-13,15,17,23], where 
the basic results concerning the strong hierarchy of communica­
tion complexity, relation between determinism and nondeterminism 
in communication complexity model, closure properties of the 
classes of languages determined by communication complexity, the 
relation between Chomsky hierarchy and communication complexity 
hierarchy, lower bounds on the communication complexity of spe­
cific languages, and the properties of snecial types of communi­
15
cation complexity model were established.
5. AN IMROVED LOWER BOUND ARGUMENT FOR AT2.
The technique introduced in the previous section has the 
following two lacks:
21, There are very hard problems according to AT which can be 
solved with small "information transfer".
2, It is very hard to prove a high lower bound on "information 
transfer" as the minimum over all partitions. It holds in the 
cases too, where it seems to be obvious that a high communi­
cation complexity is required.
We shall try to show the background of these lacks. Let us
have a problem consisting of a constant number of subproblems
with disjoint input variables. Let some of these subproblems re-
auire linear (maximal) communication complexity, and let a small
(constant, for example) communication complexity suffices to
obtain the solution of the problem in the case that the solutions
of the subproblems are known. Then, if we take a partition of
the input bits which gives the input bits of some subproblems to
the first computer, and the innut bits of additional subproblems
to the second computer, the problem can be solved with small
(constant) communication complexity. On the other hand the so-
lution of the problem can require AT =il(n ). In [12] it is
shown how a problem with zero communication complexity can be
constructed from a problem with linear communication complexity
without decreasing the complexity AT . In [10] it is shown that
a Boolean function with linear communication complexity can be
obtained as a disjunction of two Boolean functions with constant2communication complexity. Clearly, this cannot be true for AT .
Now, let us consider the second lack. Let be a problem 
instance rieoending on two sets of input variables X, and Y, but 
in another way on X as on Y. There are cases that, for partitions 
that divide the input bits such that X is divided on two aproxi- 
mately equal-sided parts, the proof of the lower bound on infor­
mation transfer is not very hard. But, for additional partitions
16
the proof can be much harder.
This led to new approaches to the defining of the notions
” fooling sets” and ’’communication complexity” in [2,15]. They
are based on the fact that we need not to take minimum over all
partitions. In fact we can choose any subset Z of input variables
and take minimum over all nartitions of the innut variables X
dividing Z into two aproximately eaual-sided parts only. So, we2can improve the "AT -algorithm” by adding the initial step:
"Choose a suitable Z £ X", and following the original algorithm
for nartitions with 1/3-property according to Z.
How this new annroach helps for the use of communication
complexity is shown in [15]. For example, a specific language 
2 2with AT = il(n ) having constant original communication complex­
ity, and linear new communication comnlexity is constructed, and 
it is proved that almost all languages having sublinear original 
communication complexity require in fact linear communication 
complexity.
6. COMMUNICATION COMPLEXITY AND LOWER BOUNDS FOR OTHER - . 
COMPLEXITY MEASURES
We shall show in this section how the idea based on the 
notion "communication complexity" was used to obtain lower bounds 
for distinct computing models.
6.1 Area and space complexity of Boolean circuits
The problem of determining lower bound on area and space 
needed for the computation of problems on the well-known comput­
ing model - Boolean circuit was studied in [31], where the lower 
bound IHn5/2) for a specific Boolean function was established.
Using a special type of communication complexity the strongest2 3/2lower bound D(n ) and IKn ' 1 resp. was obtained for area and
space complexity respectively in [21],
6.2 Linear lower bounds on the number of gates of CA-circuits
The CA-circuits introduced in [14] are a generalisation of 
unbounded fan-in Boolean circuits. Defining the communication 
complexity of CA-circuits the method for obtaining linear lower
17
bounds on the number of gates was developed in [14].
6.3 Lower bounds on branching programs
The branching programs were introduced in [22,28] as a tool 
for obtaining lower bounds on the space complexity of sequential 
algorithms. A special type of communication complexity was used 
to obtain new lower bounds for branching programs [27]. In some 
sence the communication complexity is related to the width of 
branching programs.
6.4 Information flow among distinct processes in distributed 
computing *1234
The communication complexity model can be used to study the 
requirements on the information flow among distinct processes in 
distributed computing [8,16], The model is considered too if the 
question, whether the computation facilities of communication 
computer in a computer network with a special topology can de­
crease the amount of submitted data, is investigated.
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Abstract. We define the notion of the equivalence of mappings 
on languages in three different ways and call them universal 
equivalence, existential equivalence and equivalence with multi 
plicities. We survey recent results on this topic, as well as 
state some open problems.
1 . Introduction
Since the beginning of the automata theory one of the most 
natural problems of the field has been the equivalence problem 
for automata or other devices of a certain type, that is to say 
the problem of finding an algorithm or proving the nonexistence 
of such to decide whether two given automata behave in the same 
way, or in other words, are equivalent. Our intention here is 
to point out that the research in this problem area is still 
now - 30 years later - quite active and that there are many 
attractive unanswered problems left.
We formulate our basic problem as follows. Let L be a fam­
ily of languages over a finite alphabet £ and 0 a family of 
(not necessarily single-valued) partial mappings or devices 
defining such from the free monoid £* into another free monoid. 
Then we want to decide whether, for a given L from L and two 
mappings from 0, these mappings are "equivalent" on L. This 
problem in connection with morphisms, i.e., the "morphic equiv­
alence for languages", was introduced by Culik and Salomaa in
22
[CS], which was a starting point for quite an active research.
Clearly, the above formulation includes the problem of de­
ciding the equivalence of two automata with outputs, i.e., the 
equivalence problem for finite transducers. Other typical cases 
we shall be dealing with are the cases when L is the family of 
regular languages and 0 is either a morphic mapping, i.e., 
a composition of morphisms and inverse morphisms, or a finite 
substitution. In particular, we shall be looking for borderlines 
between the decidable and undecidable equivalence problems in 
these cases.
If the partial mappings a and T are many-valued, in other 
words nondeterministic, then there are (at least) three differ­
ent possibilities to define the notion of the equivalence of 0 
and t on L. In each case the equivalence is word-by-word equiv­
alence, which means that the mappings must behave in a similar 
way on each of the words of L. The most natural definition of 
the equivalence is the ordinary one which we refer to as the 
universal equivalence: 0 and X are universally equivalent on a 
word x if o(x) and t (x ) coincide as sets. They are existentially 
equivalent on x if either c(x) and x(x) have a nonempty inter­
section or both are empty, and they are equivalent with multi­
plicities if o(x) and x(x) are the same as multisets.
The rest of this paper is organized as follows.
After introducing the problems in details in Section 2 we 
recall in Section 3 the main decidability and undecidability 
results concerning the (universal) equivalence problem for 
transducers. We consider both one-way and two-way finite trans­
ducers, but do not deal with more general devices. Some of the 
results are rather new and are obtained by using techniques 
which allow to test the equivalence not only on the domains of 
the transducers but also on a given HDTOL language.
In Section 4 we consider the universal equivalence problem 
for different kinds of morphic and related mappings on regular 
languages. We are able to detect a sharp borderline between the 
decidability and the undecidability.
Finally, in Section 5 we discuss two other types of equiv­
alences, although we have only a few results in this direction.
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We conclude this paper by giving a couple of open problems 
which, we believe, are quite interesting and important.
As a survey this paper does not contain any essentially 
new results. Neither are the proofs given, only a few outlines 
or simple constructions are shown. However, the references t^o 
complete works are always mentioned.
2. Preliminaries and the problems
We assume that the reader is familiar with the basics of formal 
language theory, cf.[H] or [Be]. Consequently, we recall here 
only very few definitions.
According to [Be] we denote a finite one-way transducer by 
a sixtuple T = <Z , A,Q,q^,F,E> , where £ and A are the input 
and output alphabets respectively, Q is the set of states, q^  
is the initial state, F is the set of final states and E S  
Qx£*xA*xQ is the set of transitions. The relation realized by 
T is denoted by |T| and it can be viewed as a partial many­
valued mapping from Z* into A*. Forgetting the output structure 
of T we obtain the underlying finite (generalized) automaton 
of T.
Clearly, a finite transducer may produce an infinite number 
of outputs for a given input. However, in many cases we want to 
consider only the following restricted classes of transducers:
(i) T is k-valued, for some given k > 1, if for each input 
word there exists at most k different output words, (ii) T is 
k-ambiguous, for some given k IS 1, if for each input word there 
exists at most k different accepting computations, and (iii) T 
is deterministic if E 9 Qx£xA*xQ and for each q £ Q and 
a £ Z the cardinality of the set ({q}x{a}xA*xQ ) H E  is at 
most one. Further a transducer is finite-valued (resp. finite- 
ambiguous ) if it is k-valued (resp. k-ambiguous) for some k > 1. 
Observe also that our deterministic transducers are often called 
deterministic gsm's or deterministic sequential transducers. 
(Indeed, T is a gsm if E *= Qx£xA*xQ).
All the above restrictions can be defined in a natural way 
in connection with two-way finite transducers as well, cf. [EY].
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Next we fix our notation for some families of partial 
mappings. We assume that the domain and range alphabets are 
fixed, say E and A. We denote by H and S the families of mor- 
phisms and finite substitutions, respectively. Clearly, each 
partial many-valued mapping a considered as a relation has the 
inverse and thus defines the unique such mapping, the inverse 
of O which is denoted by a ^. Similarly, any composition of 
such mappings defines the unique such mapping. Consequently, if 
0^  and 02 are families of partial many-valued mappings so are 
0^   ^ and 0^002 (where we first apply mappings from ©2)*
In particular, H  ^ denotes inverse morphisms and H ^0H mappings 
of the form a morphism followed by an inverse morphism. Finally, 
we denote by 1T (resp. 2T ) the families of mappings defined by 
one-way (resp. two-way) finite transducers and we put in front 
of these abbreviations V, kU, kA, FU and FA to denote deter­
ministic, k-valued, k-ambiguous, finite-valued or finite- 
ambiguous restrictions, respectively.
We denote by Reg and CF the families of regular and 
context-free languages (over £). Further by HVTOL we mean the 
family of HDTOL languages, cf. [RS], defined as follows. Let w 
be a word over an alphabet T and h^ , ..., h^ , for some k 2 1,
morphisms from T* into itself and f another morphism from F* 
into E *. We define the language
OO
L = U f (L ) , 
i = 0
where
L0 = {w}
Li+f hi(Li)u-• • uhk (L±) for i 2 0 ,
and call languages L thus obtained HDTOL languages. It is 
straightforward to see that Reg Sr H V T O L , and can be shown that 
the families CF and HVTOL are incomparable, cf. [NRSS].
Now, we formutale our problems. As earlier let E and A be 
two fixed finite alphabets. Further let I be a family of lan­
guages over E and 0 a family of partial many-valued mappings 
from £* into A*. We say that mappings o and T universally
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(resp. existentially or with multiplicities) agree or are equiv­
alent on a word x 6 £* if
o(x) = t (x) as ordinary sets (1)
(resp. o(x) n t (x ) x <j> whenever a ( x ) U t (x)*<J>)(2) 
(resp. o(x) = t (x ) as multisets) (3)
Further we say that a and t agree (universally, existentially 
or with multiplicities) on a language L S Z* if they do so on 
each of its words. We denote by
EPv (6 , L )
(resp . EP^ (0,L) )
(resp. EPm (0,L ) )
the problem of deciding whether two given mappings from 0 are 
universally (resp. existentially or with multiplicities) equiv­
alent on a given language from L. We refer these problems to as 
universal, existential and multiplicity 9-eouWal ence problems 
for L .
It follows immediately that for single-valued partial map­
pings the above three types of equivalences coincide. Observe 
also that in the definition of the equivalence with multiplic­
ities the mappings o and t actually must be considered as map­
pings into the set of formal power series over nonnegative 
integers (augmented with °°) , i.e., into IN v '<<A*>> in terms 
of [SS]. However, we shall be dealing with this notion only in 
connection with mappings defined by finite transducers, and 
since in this case the notion of "equality as multisets" meaning 
that the transducers must produce, for each input word, each 
output word equally many times is so intuitive and clear, we 
prefer not to go into a more formalized presentation.
3. The equivalence problem for transducers
In this section we consider the equivalence problem for differ­
ent types of finite transducers. Here the equivalence means
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the universal equivalence so that in our earlier formulation 
the problem is EP (0,Z*), where 6 is (the family of mappings 
defined by) the corresponding family of transducers. Since the 
domains of all the transducers defined in the previous section 
are regular it follows that EPy(0,E*) is equivalent to 
EP,,(0»Reg) for all these families of transducers.
Our aim here is to point out a borderline between decidable 
and undecidable equivalence problems for finite transducers. To 
start with we first recall that the problem for all one-way 
finite transducers is undecidable as shown in [FR] and at the 
same time even in a slightly stronger form in [Gr] :
Theorem 1 . The equivalence problem for A-free nondeter- 
ministic gsm's (sequential transducers) is undecidable.
A striking generalization of this result was proved by 
Ibarra in [II ] :
Theorem 2. The equivalence problem for A-free nondeter- 
ministic gsm's (sequential transducers) with unary output alpha­
bet is undecidable.
As regards deterministic transducers it seems to us that 
the decidability of the equivalence problem for these has been 
known for a long time, a special case is covered already in 
[Mo], cf. also [Bi] and [JL], but the original proof can be 
found nowhere. In other words, the result seems to be considered 
as folklore. We present here a proof which is (after knowing 
some elementary automata theory) very simple and which also 
allows some generalizations.
Theorem 3. The equivalence problem for deterministic finite 
transducers is decidable.
Proof. Let = <Z,A, ,  q^  , ,E^>, for i = 1,2, be two
deterministic finite transducers. We define an infinite state 
automaton Aro = <Q,q,F,0> as follows:
Q = Qx * Q2 * '
q = (qx,q2>A)
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F = { (q ,q * , A) | q € Fj.q' G F2 )
Q let us denote by length(q) the length of the (reduced) word 
in the third component of q. Now, for each k ä 1, let be 
the subautomaton of obtained from it by removing all the
states q (and corresponding transitions) for which length(q) > k.
Clearly, A^  is deterministic and
It also follows from the construction that and T2 are equiv­
alent if and only if
But now dom(T^) and dom(T2) are regular and hence (5) holds 
(remember (A)) if and only if
This last equivalence is a consequence of the following three 
facts:
(i) The minimal automaton for deterministic infinite state 
automaton is finite if and only if it accepts a regular lan­
guage, cf . [E ];
(ii) In each single step of a computation of A^ the length of 
a state can not decrease by more than a fixed constant amount 
depending only on T^ and T2;
(iii) The length of the final states of A^  equals 0.
From (6) we obtain a semialgorithm for the equivalence of 
Tj and T2. Since a semialgorithm for the nonequivalence is 
trivial our proof is complete.
It follows immediately from the above proof that the 
theorem holds also in the case when the output structure is a 
finitely generated free group instead of such a monoid. Similar
L( A^ ) <E dom(T1) n dom(T2) (A)
L(Aro) = d om(T x ) = dom(T2) (5)
3k 2 0 such that L(A, ) = dom(T^) = dom(T2) (6)
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results, even in stronger forms, have been proved in [Lil] and 
[Li2]. If the determinism is defined like in deterministic 
pushdown automata, i.e., in a state it is allowed to read the 
empty word provided that in this state no symbol can be read, 
then we obtain a wider class of transducers. For this class the 
equivalence problem is shown to be decidable in [BH2],
Theorem 3 was generalized for single-valued transducers in 
[S] and independently in [ BH1 3 :
Theorem 4. The equivalence problem for single-valued trans­
ducers is decidable.
Next step in generalizing Theorem 3 was made in [GI] where 
the following result was proved:
Theorem 5 . The equivalence problem for finite-ambiguous 
transducers is decidable.
Still one step in generalizing the above decidability 
results for one-way transducers was achieved recently as a 
consequence of a more general result of [CK3 ] :
Theorem 6 . EP^(FF1T , H V T Ű L ) is decidable.
Outline of the proof. The proof is based on the following 
two important results: (i) The validity of the Ehrenfeucht 
Conjecture, which states that each system of equations over 
a finitely generated free monoid and with a finite number of 
unknowns is equivalent to its finite sybsystem, cf. [K] and 
[ALI]. (ii) The decidability result of Makanin, which states 
that it is decidable whether a given equation over a finitely 
generated free semigroup has a solution, cf. [Mak],
In addition to these results we use techniques, cf. [CK2] 
or [CK3], which allow to state the fact that two considered 
transducers are equivalent on a given word in terms of solutions 
of certain systems of equations over a free monoid. In this way 
we associate languages with systems of equations. Further the 
languages we are considering, HDTOL languages, are in a certain 
sense morphically defined, and hence it turns out that the 
systems of equations associated with these languages are so 
simple that equivalent finite subsystems (guaranteed by the
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Ehrenfeucht Conjecture) can be effectively found.
The construction of the above systems of equations depends 
on the k-valuedness of the transducers. So we have to be able 
to find such a k. This can be done by a result in [Gl] (assuming 
that, as is the case, the transducers are finite-valued).
□
Corollary 1 . The equivalence problem for finite-valued 
transducers is decidable.
Now, |t is interesting to compare Corollary 1 with Theorems 
1 and 2. The characteristic feature of the transducers in 
Corollary 1 is that there exists an upper bound for the number 
of different outputs produced for single input words. Freely 
speaking this can be stated that the global degree of nondeter­
minism (with respect to outputs) is bounded. In this case the 
equivalence problem is decidable. On the other hand, if this 
degree of nondeterminism is unbounded, then the problem becomes 
undecidable even in quite restrictive cases as shown by 
Theorem 2.
On the previous lines we generalized Theorem 3 by allowing 
some nondeterminism. Another direction to generalize it is to 
consider more powerful deterministic transducers, for example 
two-way transducers. It was for a long time an open problem to 
decide whether two deterministic two-way transducers are equiv­
alent, until it was solved by Gurari in [Gl], cf. also [G2] :
Theorem 7. The equivalence problem for deterministic two- 
way transducers is decidable.
Recently this result was generalized in [CK2] as follows:
Theorem 8. The equivalence problem for single-valued two- 
way transducers is decidable.
The proof of Theorem 8 resembles that of Theorem 6, and in 
fact the same ideas can also be used to generalize it for 
k-valued or finite-valued two-way transducers, cf. [CK3],
A. Universal equivalence of mappings on languages
In this section we consider mappings which are compositions
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of morphisms and inverse morphisms and study the universal 
equivalence of such mappings on languages, mainly on regular 
languages. The problem of asking whether two morphisms are 
equivalent on a given language was first explicitly studied in 
[CS], although the same problem had occurred implicitly already 
earlier in connection with some other problems. Indeed, the 
well-known DOL sequence equivalence problem, cf. [CF] or [CKl], 
can be stated in this form as follows: given a word w in I* and 
two morphisms h and g from E * into itself decide whether h and 
g are equivalent on the language {hn(w) | n 2 0} .
Concerning morphisms the following result was proved in 
[CS], cf. also [ACK] and [12] where the result has been 
generalized:
Theorem 9. EP,,(H,CF) is decidable.- - - - - - - - -  v
As an evidence of the nontrivial ityof our Theorem 6 we 
note that it contains as a special case the following result 
which, in turn, is a proper generalization of the above men­
tioned DOL sequence equivalence problem.
Theorem 10. EP. .( H, HV T Ű L ) is decidable.V
Next we turn to consider more general mappings. Based on 
the fact that finite one-way transducers can be simulated by 
morphisms and inverse morphisms, cf. e.g. [KL], the following 
result was deduced from Theorem 1 in [KK]:
Theorem 11. EP.,(^ oH ^,Reg) is undecidable.V
Actually, in Theorem 11 the family Reg can be replaced by 
the family F = {F* | F is finite). Consequently, we also have:
Theorem 12. EP,,(HoH is undecidable.V
On the other hand, it was also shown in [KK] that if we 
reverse the order of morphisms and inverse morphisms, then the 
problem becomes decidable (ever for the family CF as shown in 
[Mao3 ]).
Theorem 13. EPW(H ^oH,Reg) is decidable.- - - - - - - - - -  v
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Theorems 11 and 13 are interesting in the sense that they 
reveal the borderline between the decidability and the 
undecidability in a certain setting. More precisely, let us call 
a partial mapping morphic if it is a composition of morphisms 
and inverse morphisms. Now, Theorems 11 and 13 determines 
sharply for which types of compositions their equivalence on 
regular languages can be decided.
A natural way to generalize the notion of a morphism is to 
consider substitutions. In this case the most important decid­
ability question is however unanswered:
Open problem 1. Is the EPy(S,Reg) decidable or not?
We feel that this problem is interesting, but also diffi­
cult. There exists some support for this evaluation. First of 
all it can be shown, cf. [AL2], that, not only for regular lan­
guages, but for all languages the following result holds: Given 
a natural number k 2 0 and a language L S  £ * » then there 
exists a finite subset F of L such that, for any two finite 
substitutions O and T satisfying max {card(ö(a) ) , card(x(a))| 
a € Z} s k, a and t are equivalent on L if and only if they are 
equivalent on F. So the question is whether such an F can be 
found effectively for each regular language. It would be sur­
prising if this is not the case. On the other hand, the above 
result does not hold even noneffectiveiy for the regular lan­
guage ab*a with respect to all finite substitutions as shown 
in [La ].
Our conjecture is that EPy(S,Reg) is decidable. However, 
as the second evidence of its nontriviality we mention the 
following related result of [Mao2 ] :
Theorem 14. Given a regular language L ^ Z* and two 
finite substitutions O and T on Z* it is undecidable whether 
the relation o(x) 5" t (x ) holds for all x in L.
We conclude this section by stating a generalization of 
Theorem 11 due to [Maol]:
Theorem 15. EP,(S ^,Reg) is undecidable.V
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5. Other types of equivalences and open problems
First we consider the existential equivalence. Intuitively 
it is clear that it is more difficult to decide the existential 
rather than the universal equivalence of two mappings. That 
this is really the case is seen from the following result proved 
in [KM], cf. Theorem 13:
Theorem 16. EP^(H ^,Reg) is undecidable.
Actually, Theorem 16 remains valid if, like in Theorem 11, 
Reg is replaced by F. Since the problem EP^(H,Reg) is triv­
ially decidable, as a special case of that of Theorem 13, we 
have found also in the case of the existantial equivalence of 
morphic mappings on regular languages a sharp borderline 
between the decidability and the undecidability.
Concerning the equivalence with multiplicities we have
only the following simple observation (due to T. Harju): For any
finite transducer T if we add to it, for each state q, the loops
(q,A,A,q) we obtain a transducer which produces every output
with the multiplicity 00. Hence, the problem EP^(1T,Z*) is
undecidable by Theorem 1. However, this undecidability is based
on the identity a + 00 = 00 and is thus in a sense artificial.
So let us consider only such transducers which do not have any
transitions in Qx{A}x{A}xQ. Let us denote the family of such
one-way transducers by IT . Obviously each transducer T in
this class satisfies: the multiplicity of y C |T|(x), for any
x € Z* and y £ A*, is bounded. On the other hand, it is also
obvious that, for any one-way transducer T’ satisfying this
condition, there exists a transducer T" in IT such that T'e
and T" are equivalent with multiplicities.
Now, we state
Open problem 2 . Is the problem EP^(lTe»Z*) decidable?
We again conjecture that this is the case, and further that the 
problem is difficult. Indeed, a solution to this problem would 
immediately give a solution to the equivalence problem for 
deterministic two-tape acceptors, which is known to be
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decidable, but not easy, cf. [Bi].
We conclude this paper by discussing more our first open 
problem EP^(S,Reg) introduced in Section 4. We give an equiv­
alent formulation of this problem in terms of equivalence prob­
lems for transducers. In order to be able to do this we call 
a one-way transducer T input deterministic if the underlying 
automaton of T is deterministic. (So each input deterministic 
transducer is a gsm.) Let us denote this family of transducers 
by V . I T .  We have
Open problem 1' . Is the problem EP (  V . I T,£ *) decidable?V 1
Based on the well-known fact that the set of accepting 
computations of a finite automaton forms a regular set it is 
not difficult to prove, cf. [CK3]:
Theorem 17. The problem EP^(S,Reg) is decidable if and
only if EP ( V . l T,E*) is decidable.V 1
We feel that Theorem 17 makes our problem 1 even more 
interesting.
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I N T R O D U C T I O N
In t h i s  p a p e r  a g e n e r a l  f r a m e w o r k  f o r  t h e  s t u d y  o f  r e w r i t i n g  s y s t e m s  is 
d i s c u s s e d .
A f t e r  s o m e  p r e l i m i n a r i e s  t h e  c o n c e p t  o f  a s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r  is 
p r e s e n t e d  a n d  m o t i v a t e d  in S e c t i o n  2. In S e c t i o n  3 w e  i n t r o d u c e  s - g r a m m a r s  
as i n s t a n c e s  o f  s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r s .  T h i s  g i v e s  r i s e  to a s i m p l e  
f r a m e w o r k  s t il l g e n e r a l  e n o u g h  to c h a r a c t e r i z e  in a u n i f o r m  w a y  d i f f e r e n t  
f e a t u r e s  o f  r e w r i t i n g  s y s t e m s .
In t h e  r e m a i n d e r  o f  t h e  p a p e r  w e  r e v i e w  t h e  l i n e s  of r e s e a r c h  p u r s u e d  u n t i l  
now. In S e c t i o n  4 t h r o u g h  7 g e n e r a l  a p p r o a c h e s  w i t h i n  t h e  s t u d y  o f  s - g r a m m a r s  
a r e  s k e t c h e d .  In S e c t i o n  8 c o n c r e t e  c l a s s e s  o f  g r a m m a r s  a r e  i n v e s t i g a t e d  in 
t h e  f r a m e w o r k  o f  s - g r a m m a r s ,  w h e r e a s  in S e c t i o n  9 a p a r t i c u l a r  c l a s s  o f  s- 
g r a m m a r s ,  s u i t e d  f o r  an i n v e s t i g a t i o n  o f  v e r y  b a s i c  p r o p e r t i e s  o f  r e w r i t i n g ,  
is c o n s i d e r e d .  G e n e r a l i z a t i o n s  to t w o - d i m e n s i o n a l  a n d  i n f i n i t a r y  l a n g u a g e s  
a r e  b r i e f l y  m e n t i o n e d  in S e c t i o n  10. F i n a l l y ,  in S e c t i o n  11 , an e x t e n s i o n  to 
a g e n e r a l  f r a m e w o r k  f o r  t h e  s t u d y  o f  g r a m m a r s  a n d  a u t o m a t a  is d i s c u s s e d .
1. P R E L I M I N A R I E S
W e  a s s u m e  t h e  r e a d e r  to be f a m i l i a r  w i t h  t h e  b a s i c  c o n c e p t s  o f  f o r m a l  
l a n g u a g e  t h e o r y  a s ,  e . g . ,  in t h e  s c o p e  o f  S a l o m a a  [27] a n d  R o z e n b e r g  a n d  
S a l o m a a  [25]. In a d d i t i o n  t h e  f o l l o w i n g  n o t a t i o n s  a n d  t e r m i n o l o g y  a r e  u s e d .
T h r o u g h o u t  t h e  p a p e r  w e  a s s u m e  t h a t  an i n f i n i t e  a l p h a b e t  o f  s y m b o l s  is 
a v a i l a b l e :  all s y m b o l s  t h a t  w i l l  be u s e d  a r e  e l e m e n t s  o f  t h e  i n f i n i t e  a l p h a ­
b e t  A  U Ä, w h e r e  Ä  = (a : a € A} a n d  A  a n d  Ä  a r e  d i s j o i n t .  A b a r  a p p e a r i n g  
a b o v e  a s y m b o l  i n d i c a t e s  t h a t  t h e  o r i g i n a l  s y m b o l  is a c t i v a t e d . S y m b o l s  w i t h ­
o u t  a b a r  a r e  n o n - a c t i v a t e d . A  c o n s i s t s  o f  n o n - a c t i v a t e d  s y m b o l s  o n l y .  In 
t h e  s e q u e l  all a l p h a b e t s  d i f f e r e n t  f r o m  A , Ä  o r  A u Ä  a r e  t a c i t l y  a s s u m e d  to 
be f i n i t e .
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F o r  a w o r d  w, jw| is i t s  l e n g t h  a n d  w e  d e n o t e  t h e  e m p t y  w o r d  by A.
L e t  V and W b e  a l p h a b e t s ;  V , W  c á  U Á,
( 1 )  , A total m a p p i n g  h f r o m  V i n t o  n o n - e m p t y  s u b s e t s  o f  W  is a s u b s t i t u t i o n
f r o m  V* into W*) if h ( A )  = {A} a n d ,  f o r  all a £ V a n d  v £ V* h ( a v )  = h ( a ) h ( v ) .
F o r  K c  V*, h(K) = u{ h ( v ) : v £ K } ; h is a f i n i t e  s u b s i t u t i o n  if h ( a )  is f i n i t e  
f o r  all a £ V.
( 2 )  . L e t  h be a f i n i t e  s u b s t i t u t i o n  f r o m  V into W .
( 2 . 1 )  . h is a f i n i t e - l e t t e r - s u b s t i t u t i o n  i f h (a ) c  W ,  f o r  all a £ V.
( 2 . 2 )  . h is a h o m o m o r p h i s m  if h[a) c o n s i s t s  o f  o n e  e l e m e n t  f o r  all a £ V;
h is a c o d i n g  if a d d i t i o n a l l y  h(a) 5  W  f o r  all a £ V.
( 2 . 3 )  . h is a w e a k  i d e n t i t y  if it is a h o m o m o r p h i s m , a n d  f o r  all a £ V, h(a) = 
{a} o r  h(a) = {A} .
T h e  f a m i lies o f  a l l  s u b s t i t u t i o n s ,  f i n i t e  s u b s t i t u t i o n s ,  f i n i t e - l e t t e r -
* *s u b s t i t u t i o n s ,  h o m o m o r p h i  s m s  an d  c o d i n g s  f r o m  V i n t o  W  are d e n o t e d  b y  
S U B ( V , W ) , F S U B ( V , W ) ,  F L S U B ( V , W ) ,  H 0 M ( V , W ) ,  a n d  C 0 D ( V , W ) ,  r e s p e c t i v e l y .
L e t  h £ S U B ( V , W ) .  h is n o n - e r a s i n g  if, f o r  all a £ V, A t h ( a ) .  h is
d i s j o i n t  if, for all v , w  £ V , s u c h  t h a t  v A  w, h(v) n h ( w )  = 0. If, f o r  all
a £ V  n A, h(a) e  (W n A) , and, f o r  all a £ V n Ä ,  h ( a )  5  (W 0, Ä )  , t h e n  
h is c a l l e d  b a r - p r e s e r v i n g .
In the sequel w e  u s e  a f i x e d  c o d i n g  i d e n  £ C O D ( A u Ä , A )  to " r e m o v e  b a r s " .
It is d e f i n e d  by i d e n ( a )  = i d e n (ä) = { a } ,  f o r  all a £  A. T h e  r e s t r i c t i o n  o f  
i d e n  t o  su b s e t s  o f  A  U Ä  will a l s o  be d e n o t e d  by i d e n .
A  c o n t e x t - f r e e  g r a m m a r  is s p e c i f i e d  as a 4 - t u p l e  ( V , h , S , T ) ,  w h e r e  V is 
its t o t a l  a l p h a b e t , T  c  V is its t e r m i n a l  a l p h a b e t , S £ V - T  its a x i o m  ( s t a r t -  
s y m b o l )  a n d  h £ F S U B ( V - T , V )  d e f i n e s  it s  s e t  o f  p r o d u c t i o n s  in t h e  f o l l o w i n g  
w a y :  i f  w  £ h(a), f o r  s o m e  w  £ V a n d  a £  V - T ,  t h e n  ( a , w )  is a p r o d u c t i o n  
a n d  w e  w r i t e  (a,w) £ h. T h e  c l a s s  o f  c o n t e x t - f r e e  g r a m m a r s  is d e n o t e d  b y  CF.
A n  E O S  s y s t e m  ( s e e ,  e . g . ,  [19]) is, r o u g h l y  s p e a k i n g ,  a c o n t e x t - f r e e  
g r a m m a r  in w h i c h  t h e  r e w r i t i n g  of t e r m i n a l s  is a l l o w e d .  W e  s p e c i f y  it a s  a 
4 - t u p l e  ( V , h , S , T ) , w h e r e  V an d  T a r e  a s  f o r  c o n t e x t - f r e e  g r a m m a r s ,  S £ V, 
a n d  h £ F SUB (V,V) d e f i n e s  its set o f  p r o d u c t i o n s .  T h e  c l a s s  o f  E O S  s y s t e m s  
is d e n o t e d  by EOS.
A  c o n t e x t - f r e e  g r a m m a r  (or E O S  s y s t e m )  ( V , h , S , T )  is p r o p a g a t i n g  i f  h 
is n o n - e r a s i n g .  T h e  c l a s s  o f  p r o p a g a t i n g  c o n t e x t - f r e e  g r a m m a r s  ( E O S  s y s t e m s )  
is d e n o t e d  by A - C F  ( E P O S ,  r e s p e c t i v e l y ) .
F o r  a c o n t e x t - f r e e  g r a m m a r  o r  EOS s y s t e m  G , t h e  d i r e c t  d e r i v a t i o n  r e l a t i o n  =>
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*is d e f i n e d  in t h e  u s u a l  w a y .  T h e  d e r i v a t i o n  r e l a t i o n  £  is i t s  r e f l e x i v e  a n d  
t r a n s i t i v e  c l o s u r e .  T h e  l a n g u a g e  o f  G, d e n o t e d  by L ( G ) ,  is d e f i n e d  by  
L(G) = { w  £ T *  : S I  w}..
T h e  f a m i l i e s  o f  l a n g u a g e s  g e n e r a t e d  by c o n t e x t - f r e e  g r a m m a r s  a n d  by E O S  s y s ­
t e m s  a r e  d e n o t e d  b y  L ( C F )  a n d  L ( E O S ) ,  r e s p e c t i v e l y .  C l e a r l y  L(CF) = L ( E O S ) .
A  c o n t e x t - f r e e  g r a m m a r  ( V , h , S , T )  is r i g h t - l i n e a r  if, f o r  all a € V - T ,  a n d  
f o r  all w  € h ( a ) ,  w  £ T ( V - T )  U T U {A}.
T h e  c l a s s  o f  ( p r o p a g a t i n g )  r i g h t - l i n e a r  g r a m m a r s  is d e n o t e d  by ( A - ) R L I N .  T h e  
f a m i l y  o f  l a n g u a g e s  g e n e r a t e d  by r i g h t - l i n e a r  g r a m m a r s  ( i . e .  th e  f a m i l y  o f  r 
r e g u l a r  l a n g u a g e s )  is d e n o t e d  b y  L ( R e g ) .
T h e  f a m i l y  o f  c o n t e x t - s e n s i t i v e  l a n g u a g e s  a n d  t h e  f a m i l y  o f  r e c u r s i v e l y  
e n u m e r a b l e  l a n g u a g e s  a r e  d e n o t e d  by L ( C S )  a n d  L ( R E ) ,  r e s p e c t i v e l y .  W e  u s e  
A L L  to d e n o t e  t h e  f a m i l y  o f  all l a n g u a g e s .
2. S E L E C T I V E  S U B S T I T U T I O N  G R A M M A R S
W i t h i n  f o r m a l  l a n g u a g e  t h e o r y  t h e  n o t i o n  o f  a r e w r i t i n g  s y s t e m  ( o r  g r a m ­
m a r )  f o r m s  o n e  o f  t h e  m o s t  i m p o r t a n t  t o o l s  in th e  s t u d y  o f  for m a l  l a n g u a g e s .  
D u r i n g  t h e  d e v e l o p m e n t  o f  t h e  g r a m m a t i c a l l y  o r i e n t e d  f o r m a l  l a n g u a g e  t h e o r y  
n u m e r o u s  i n s t a n c e s  o f  r e w r i t i n g  s y s t e m s  h a v e  b e e n  d e f i n e d ,  se e  e . g . ,  S a l o m a a  
[ 2 7 ] , a n d  D a s s o w  a n d  Pciun [3].
In 1 9 7 7  R o z e n b e r g  p r o p o s e d  in [23] a u n i f y i n g  f r a m e w o r k  f o r  r e w r i t i n g  s y s t e m s  
H i s  a i m  w a s  n o t  to c a p t u r e  all e x i s t i n g  r e w r i t i n g  s y s t e m s  in o n e  g e n e r a l  d e ­
f i n i t i o n  b u t  r a t h e r  to s i n g l e  o u t  b a s i c  f e a t u r e s  o f  m a n y  k i n d s  o f  r e w r i t i n g  
s y s t e m s  a n d  t o  d e f i n e  a g e n e r a l  n o t i o n  o f  a r e w r i t i n g  s y s t e m  b a s e d  o n  t h e s e  
a b s t r a c t i o n s .
T h e s e  b a s i c  f e a t u r e s  a r e  t h e  f o l l o w i n g :
R e w r i t i n g  r u l e s  o r  p r o d u c t i o n s  t h a t  d e s c r i b e  t h e  r e p l a c e m e n t  ( s u b s t i t u t i o n )  
o f  s i n g l e  ( o c c u r r e n c e s  o f )  l e t t e r s .
A  r e w r i t i n g  m e c h a n i s m  t h a t  p r e s c r i b e s  t h e  u s e  o f  p r o d u c t i o n s  in a w o r d  ( s e l e c  
t i on ) t h u s  d e f i n i n g  d i r e c t  d e r i v a t i o n  s t e p s .
A  c o n t r o l  o n  t h e  c o m p o s i t i o n  o f  s e q u e n c e s  o f  d i r e c t  d e r i v a t i o n  step s.
A  l a n g u a g e  d e f i n i n g  m e c h a n i s m .
T h e i r  a b s t r a c t i o n s  w h e n  p u t  t o g e t h e r  y i e l d  t h e  n o t i o n  o f  a s e l e c t i v e  s u b s t i ­
t u t i o n  g r a m m a r .
W e  will a b s t a i n  f r o m  g i v i n g  t h e  full f o r m a l  d e f i n i t i o n  o f  a s e l e c t i v e  s u b s t i ­
t u t i o n  g r a m m a r ,  b u t  r a t h e r  d e s c r i b e  it s  c o m p o n e n t s  on a n  i n f o r m a l  b a s i s  a n d  
r e l a t e  t h e m  to t h e  b a s i c  c h a r a c t e r i s t i c s  o f  r e w r i t i n g  s y s t e m s  as d e s c r i b e d
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a b o v e .
A  s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r  is s p e c i f i e d  -as a 7 - t u p l e  
G = (V ,E ,U , C , B , T ,\p).
V c  A  is the a l p h a b e t  o f  G.
In G t h e  r e w r i t i n g  o f  a s i n g l e  s y m b o l  is f o r m a l i z e d  u s i n g  the n o t i o n  o f  a 
b a s e d  s u b s t i t u t i o n .  F o r  A c V ,  an A - b a s e d  s u b s t i t u t i o n  is a s u b s t i t u t i o n  
5 £ S U B ( V  U Ä,V) s u c h  t h a t  ő(a) c  V * , f o r  all a € A  a n d  o ( a )  = { a } ,  f o r  all 
a € V. je
In a d i r e c t  d e r i v a t i o n  s t e p  in G f r o m  a w o r d  x £ V » s e l e c t e d  o c c u r r e n c e s  in
x a r e  r e p l a c e d  a c c o r d i n g  to some b a s e d  s u b s t i t u t i o n  in t h e  f o l l o w i n g  w a y .
G i v e n  a n  A - b a s e d  s u b s t i t u t i o n  6 £ S U B ( V u Ä , V )  a n d  a s e l e c t o r  (l a n g u a g e )
-  *K c  (V U A) , w h e r e  A c V ,  one c o n s i d e r s  all w o r d s  y  £ K t h a t  a r e  e q u a l  to
x u p t o  b a r s ,  i.e. i d e n (y) = x. E a c h  s u c h  y  a l l o w s  a r e w r i t i n g  in x o f  all
a n d  o n l y  t h o s e  o c c u r r e n c e s  in x t h a t  h a v e  b e e n  a c t i v a t e d  ( o c c u r  b a r r e d )  in y.*T h e  a c t i v a t e d  o c c u r r e n c e s  are r e p l a c e d  a c c o r d i n g  t o  6 . H e n c e  a w o r d  x £ V*d i r e c t l y  d e r i v e s  a w o r d  u £ V , if a n d  o n l y  if u is a r e s u l t  f r o m  a n  a p p l i c a ­
t i o n  o f  a s e l e c t i v e  s u b s t i t u t i o n  6^ t o  x, w h e r e  6 a n d  K a r e  as a b o v e .  T h i s  
m e a n s  t h a t  u £ 6^ ( x )  , w h e r e  6^(x) = U{<5(y) : y £ K a n d  i d e n (y) = x } .
In g e n e r a l  G has s e v e r a l  s e l e c t i v e  s u b s t i t u t i o n s  w h i c h  a r e  s p e c i f i e d  in U, the 
s e t  o f  s u b s t i t u t i o n  b l o c k s  of G. U = (g>e : e £ E) w h e r e  E is th e  s e t  o f  la b e l s 
o f  G a n d  e a c h  tp is a s e l e c t i v e  s u b s t i t u t i o n  w i t h  a n  u n d e r l y i n g  A - b a s e d  
s u b s t i t u t i o n  6e a n d  a s e l e c t o r  K g c  (V U Ä ) , f o r  s o m e  A g <= V.
H o w  s e q u e n c e s  o f  d i r e c t  d e r i v a t i o n  s t e p s ,  e a c h  u s i n g  a s e l e c t i v e  s u b s t i t u ­
t i o n  tp as d e s c r i b e d  a b o v e ,  are c o m p o s e d  a c c o r d i n g  t o  t h e  c o n t r o l  s e t  C ofS 5^
G, w h e r e  C c  E . F o r  c = e . . . . e  , w h e r e  n > 1 a n d  e- £  E, f o r  1 <  i <  n,I f i  I
ip d e n o t e s  the c o m p o s i t i o n  tp 0...0 <P '» ipA (x) = { x } ,  f o r  all x £ V . F o ren 61 jjt q
x , u  £ V , x d e r i v e s  u a c c o r d i n g  to s o m e  c £ E , d e n o t e d  by x =» u , if
u £ ip (x). In G o n l y  d e r i v a t i o n s  x ^  u s u c h  t h a t  c £ C a r e  a l l o w e d .
T h e  l a n g u a g e  of G, L ( G )  is o b t a i n e d  b y  c o n s i d e r i n g  a l l  w o r d s  t h a t  c a n  be
d e r i v e d  f r o m  w o r d s  i n  B c V  , t h e  s e t  o f  a x i o m s  ( s t a r t w o r d s )  o f  G, a n d  t h e n
# *a p p l y i n g  to t h e m  a ( p a r t i a l )  m a p p i n g  p ( t h e  fi 1 t e r  o f  G) f r o m  V i n t o  T , 
w h e r e  T is the t e r m i n a l  a l p h a b e t  o f  G.* 3{CH e n c e  L ( G )  = {w £ T  : t h e r e  e x i s t  a w o r d  x £ B a n d  a w o r d  u £ V s u c h  t h a t  
x ^  u, f o r  some c £ C ,  a n d  ip(u) = w } .
In [23] R o z e n b e r g  d e m o n s t r a t e s  t h e  f l e x i b i l i t y  o f  t h e  f r a m e w o r k  o f  s e l e c t i v e  
s u b s i t i t u t i o n  g r a m m a r s  b y  s h o w i n g  h o w  a v a r i e t y  o f  c l a s s e s  o f  g r a m m a r s  f i t s  
i n t o  it. T w o  of t h e s e  e x a m p l e s  a r e  p r o v i d e d  here.
E x a m p l e  2 . 1 .  L e t  G = (V,E,U,C,B,T,i|/) b e  a s e l e c t i v e  s u b s t i t u t i o n  g r a m ­
m a r ,  w h e r e
( 1 )  . B = { S } ,  w i t h  S £ V - T ,  E = { e }, C = E , T  <= V, ^ is a p a r t i a l  i d e n t i t y
*--- *m a p p i n g  d e f i n e d  on T o n l y ,  U = {cpg } , w i t h  tpg = ő ^ ,  K = V V - T V  an d  
6 £  F S U B ( V  U T T T . V ) .
T h e n  G is i n t e r p r e t e d  as a c o n t e x t - f r e e  g r a m m a r .* jfc
( 2 )  . B = {w}, w i t h  w  £ V , C = E , T  c  V, if is a p a r t i a l  i d e n t i t y  m a p p i n gp _.*d e f i n e d  on T o n l y ,  e a c h  ipg in U, f o r  e £ E, is o f  the f o r m  6 ^ w i t h  K = V a n d  
6e €  F S U B ( V  U V , V ) .
T h e n  G is i n t e r p r e t e d  as an E T O L  s y s t e m  ( s e e  R o z e n b e r g  a n d  S a l o m a a  [ 2 5 ] ) .
N o t e  t h a t  if 1) c o n t a i n s  o n l y  o n e  s u b s t i t u t i o n  b l o c k ,  t h e n  w e  a r e  d e a l i n g  
w i t h  a n  EOL s y s t e m .  □
3. s - G R A M M A R S
A s  the n o t i o n  o f  a s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r  p r o v i d e s  a f r a m e w o r k  
f o r  a g e n e r a l  t h e o r y  o f  r e w r i t i n g  s y s t e m s  i t  is r a t h e r  i n v o l v e d .  In o r d e r  t o  
i n v e s t i g a t e  v a r i o u s  p r o p e r t i e s  o f  r e w r i t i n g  s y s t e m s  it is u s e f u l  to r e s t r i c t  
t h i s  f r a m e w o r k  t o  a m o r e  c o n c r e t e  a n d  s i m p l e r  o n e ,  in w h i c h  t h e  f e a t u r e s  o n e  
is i n t e r e s t e d  in a r e  h i g h - l i g h t e d .
T h e  m o s t  s t r i k i n g  a s p e c t  o f  s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r s  is the e x p l i c i t  
w a y  ( b y  s e l e c t o r s )  o f  s e l e c t i n g  t h e  o c c u r r e n c e s  to be r e w r i t t e n  w h i c h  is m o r e  
i m p l i c i t  in m o s t  c l a s s e s  o f  g r a m m a r s .  T h i s  m o t i v a t e d  R o z e n b e r g  a n d  W o o d  i n  
[26] t o  u s e  c o n t e x t - f r e e  g r a m m a r s  w i t h  s e l e c t i o n  as s p e c i a l  i n s t a n c e s  o f  
s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r s  in o r d e r  t o  g a i n  m o r e  u n d e r s t a n d i n g  o f  t h e  
r o l e  o f  s e l e c t i o n .  In l a t e r  r e s e a r c h  a l s o  t h e  p o s s i b i l i t y  o f  r e w r i t i n g  t e r ­
m i n a l s  is t a k e n  i n t o  a c c o u n t .
T h i s  ha s  led t o  t h e  i n t r o d u c t i o n  o f  s - g r a m m a r s  w h i c h  p r o v i d e  a s i m p l e  f r a m e ­
w o r k  still g e n e r a l  e n o u g h  f o r  a u n i f i e d  a p p r o a c h  to the s t u d y  o f  r e w r i t i n g  
s y s t e m s .  ( S e e  K l e i j n  [ 1 7 ] . )  H e r e  w e  i n t r o d u c e  t h e  n o t i o n  o f  a n  s - g r a m m a r  a s  
a r e s t r i c t e d  v e r s i o n  o f  a s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r  w i t h  o n e  s t a r t l e t t e r ,  
o n e  s u b s t i t u t i o n  b l o c k ,  t h e  s t a n d a r d  f i l t e r ,  a n d  i m p l i c i t  c o n t r o l .
L e t  G = (V,E,U,C,B,T,ijj) be a s e l e c t i v e  s u b s t i t u t i o n  g r a m m a r  an d  l e t
A  c  V be a f i x e d  s e t  o f  s y m b o l s ,  t h e  a c t i v e  s y m b o l s  o f  G. F u r t h e r m o r e ,  l e t*B = { S }, w i t h  S £ A, E = {e }, C = E , T c: V, \p is a p a r t i a l  i d e n t i t y  m a p p i n g  
d e f i n e d  on T o n l y ,  U = {cpg } w i t h  cp = 6^, f o r  s o m e  K e  (V u Ä ) *  a n d  
6 £ F S U B ( V  U Ä , V ) .
N o w  G c a n  be s p e c i f i e d  in t h e  f o r m  ( V , h , S , T , K ) ,  w h e r e  h €  F S U B ( A , V )  is 
d e f i n e d  by h ( a )  = 6 (a), f o r  all a £ A.
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( V , h , S , T )  is c a l l e d  t h e  b a s e  o f  G  a n d  d e n o t e d  b y  b a s e ( G ) , a n d  K is c a l l e d  
t h e  s e l e c t o r  o f  G  a n d  d e n o t e d  b y  s e i ( G ) . W e  u s e  A ( G )  to d e n o t e  t h e  s e t  o f 
a c t i v e  s y m b o l s  o f  G.
N o t e  t h a t ,  fo r  A ( G )  = V-T, b a s e (G) is t h e  s p e c i f i c a t i o n  o f  a c o n t e x t - f r e e  g r a m ­
m a r  a n d ,  for A ( G )  =  V, it is t h e  s p e c i f i c a t i o n  o f  a n  E O S  s y s t e m .  In t h e  f o r ­
m e r  c a s e  we r e f e r  t o  G as a C F - b a s e d  s - g r a m m a r  a n d  in t h e  l a t t e r  c a s e  w e  r e ­
f e r  t o  it as an E O S - b a s e d  s - g r a m m a r . If G is a n  X - b a s e d  s - g r a m m a r ,  w i t h  X £ { C F ,E O S } , w e  m a y  a l s o  r e f e r  t o  it as an s - g r a m m a r .
T h e  r e w r i t i n g  p r o c e s s  in an s - g r a m m a r  G = ( V , h , S , T , K )  c a n  e a s i l y  be d e s c r i b e d :  
x £ V ca n  be r e w r i t t e n  if a n d  o n l y  if K c o n t a i n s  a w o r d  y  t h a t  is e q u a l  t o  
x u p t o  bars. T h e  r e w r i t i n g  o f  x is n o w  p e r f o r m e d  b y  a p p l y i n g  p r o d u c t i o n s  
f r o m  h to e x a c t l y  t h o s e  o c c u r r e n c e s  in x t h a t  c o r r e s p o n d  to b a r r e d  ( a c t i ­
v a t e d )  o c c u r r e n c e s  i n  the c h o s e n  s e l e c t o r  w o r d  y. All o t h e r  o c c u r r e n c e s  
r e m a i n  u n t o u c h e d .  T h e  l a n g u a g e  o f  t h e  g r a m m a r  is t h e  se t  o f  all w o r d s  o v e r  
t h e  t e r m i n a l  a l p h a b e t  T of G t h a t  c a n  be d e r i v e d  f r o m  its a x i o m  S by i t e r a t ­
in g  t h i s  p r o c e d u r e .  F o r m a l l y  w e  h a v e  the f o l l o w i n g  d e f i n i t i o n s .
L e t  G = ( V , h , S , T , K )  be an s - g r a m m a r .
jfeF o r  x , u  £ V , x d i r e c t l y  d e r i v e s  u (in G) if t h e r e  e x i s t s  a w o r d  y  £ K, s u c h
t h a t  i d e n (y) = x, a n d  if y = a ^ . . . a  , f o r  a. £ V u A ( G ) ,  1 <  i <  n, t h e n
u = w ^ .. .w w h e r e ,  f o r  1 < i <  n ,  w. = a. if a. £  V a n d  w^ £  h( i d e n ( a ^ )) if
a. £  A ( G ) . Let => d e n o t e  the d i r e c t  d e r i v a t i o n  r e l a t i o n  in G; t h e n  4  is its 
i G Gr e f l e x i v e  and t r a n s i t i v e  c l o s u r e . * • *T h e  l a n g u a g e  o f  G ,  d e n o t e d  as L ( G ) ,  is n o w  d e f i n e d  by L(G) = { w  £ T : S ’=>w}.GE x a m p l e  3 . 1 .  L e t  G = ( V , h , S , T , K )  be an s - g r a m m a r .
( 1 )  . K  = V * A ( G ) V * .
T h e n  L ( G )  = L ( b a s e ( G ) ), s i n c e  t h e  r e w r i t i n g  p r o c e d u r e  d e s c r i b e d  b y  K c o r r e s ­
p o n d s  to the r e w r i t i n g  in t h e  u n d e r l y i n g  C F - g r a m m a r  (A(G) = V - T )  o r  E O S -  
s y s t e m  (A(G) = V ) .
( 2 )  . K = Ú  V* , w i t h  V. c  A ( G ) , f o r  1 < i <  n.
1=1 1 1
T h e n  G c o r r e s p o n d s  t o  an E T O L  s y s t e m  w i t h  ( p a r t i a l )  t a b l e s  h ^ , . . . , h n w h e r e ,  
f o r  1 <  i < n, h..(a) = h(a), f o r  a £ , a n d  h ^ ( a )  is n o t  d e f i n e d  o t h e r w i s e . □
T h e  f o l l o w i n g  i m p o r t a n t  o b s e r v a t i o n s  a r e  i m m e d i a t e  c o n s e q u e n c e s  o f  t h e  
d e f i  ni tion s.
T h e o r e m  3 . 1 .  L e t  G be an s - g r a m m a r .
( 1 )  . L ( G )  c  L(b a s e ( G ) ).
( 2 )  . I f  V * A ( G ) V *  cz s e i ( G ) , w h e r e  V is the a l p h a b e t  o f  G, t h e n
L ( G )  = L ( b a s e ( G ) ). □
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A  s e l e c t o r  is a l a n g u a g e  o v e r  (a f i n i t e  s u b s e t  of )  A  u Ä. A n y  f a m i l y  o f  
l a n g u a g e s  o v e r  A  u Ä  will be c a l l e d  a f a m i l y  o f  s e l e c t o r s . O n e  o b t a i n s  d i f f e ­
r e n t  c l a s s e s  o f  s - g r a m m a r s  b y  v a r y i n g  th e  f a m i l i e s  o f  s e l e c t o r s  a n d  b y  v a r y ­
ing t h e  c l a s s e s  o f  b a s e s .  L e t  X be a c l a s s  o f  c o n t e x t - f r e e  g r a m m a r s  o r  a c l a s s  
o f  E O S  s y s t e m s  a n d  l e t  K be a f a m i l y  o f  s e l e c t o r s .  T h e n  (X,K) = {G : G is a n
s - g r a m m a r  w i t h  b a s e (G) £ X a n d  s e i (G) € K) a n d  L ( X , K )  = { L (G) : G 6 (X,K)}.
In th e  t h e o r y  o f  s - g r a m m a r s  r e s e a r c h  is f o c u s s e d  o n  t h e  i n t e r r e l a t i o n ­
s h i p s  b e t w e e n  c l a s s e s  o f  s e l e c t o r s ,  c l a s s e s  o f  b a s e s  a n d  f a m i l i e s  o f  
l a n g u a g e s  g e n e r a t e d  by s - g r a m m a r s  w i t h  c e r t a i n  b a s e s  a n d  s e l e c t o r s .  B e f o r e  
w e  d e s c r i b e  t h e  i d e a s  u n d e r l y i n g  t h e  r e s e a r c h  u nti l n o w  a n d  s o m e  o f  t h e  r e ­
s u l t s  o b t a i n e d  so f a r ,  w e  f i r s t  d i s c u s s  t h e  r e l a t i o n s h i p  b e t w e e n  C F - b a s e d  
s - g r a m m a r s  a n d  E O S - b a s e d  s - g r a m m a r s  in o r d e r  to f a c i l i t a t e  o u r  l a t e r  c o n s i d e ­
r a t i o n s  .
As w e  h a v e  s e e n  L ( C F )  = L ( E O S )  a n d  f o r  m a n y  q u e s t i o n s  in f o r m a l  l a n g u a g e  
t h e o r y  it d o e s  n o t  m a t t e r  w h e t h e r  o r  n o t  it is a l l o w e d  t o  r e w r i t e  t e r m i n a l s .
In a g e n e r a l  t h e o r y  o f  r e w r i t i n g  s y s t e m s ,  h o w e v e r ,  t h i s  d i f f e r e n c e  m a y  b e c o m e
i m p o r t a n t .  In t h e  c a s e  o f  s - g r a m m a r s  it is o b v i o u s  t h a t  e v e r y  C F - b a s e d  s - g r a m ­
m a r  c a n  be v i e w e d  a s  an E O S - b a s e d  s - g r a m m a r  w h i c h  ha s  o n l y ,  s a y ,  i d e n t i t y  
p r o d u c t i o n s  f o r  its t e r m i n a l  s y m b o l s .
T h e o r e m  3 . 2 .  F o r  e v e r y  s e l e c t o r  K, L ( C F , { K } )  c  L ( E O S , { K ) ). □
O n  t h e  o t h e r  h a n d  in g e n e r a l  an E O S - b a s e d  s - g r a m m a r  c a n n o t  d i r e c t l y  b e  
i n t e r p r e t e d  as a C F - b a s e d  s - g r a m m a r  w i t h o u t  c h a n g i n g  its s e l e c t o r .  S i n c e  in 
a C F - b a s e d  s - g r a m m a r  t e r m i n a l  s y m b o l s  c a n n o t  b e  a c t i v a t e d  ( o c c u r  b a r r e d  in 
t h e  s e l e c t o r ) ,  a l s o  t h e  s e l e c t o r  o f  an E O S - b a s e d  s - g r a m m a r  h a s  to be t r a n s ­
f o r m e d  in s o m e  w a y  in o r d e r  t o  a r r i v e  at a C F - b a s e d  s - g r a m m a r .  If a c e r t a i n  
f a m i l y  K o f  s e l e c t o r s  is c l o s e d  u n d e r  s u c h  a t r a n s f o r m a t i o n  t h e n  L(CF,K) = 
L ( E 0 S , K ) .  We d i s c u s s  b r i e f l y  a t r a n s f o r m a t i o n  f r o m  E O S - b a s e d  s - g r a m m a r s  to 
C F - b a s e d  s - g r a m m a r s  p r e s e r v i n g  e q u i v a l e n c e  a n d  th e  f a m i l y  o f  s e l e c t o r s  
i n v o l v e d ,  if t h a t  is c l o s e d  u n d e r  a c e r t a i n  o p e r a t i o n .
L e t  G = ( V , h , S , T , K )  be an E O S - b a s e d  s - g r a m m a r .  L e t  T 1 = ( a ' : a  £ T }  a n d  l e t  
f €  F L S U B ( V  U V , V  U T' U ( \ PT ) U T ' )  d e f i n e d  b y  f(a) = ( a ) ,  f o r  a £  (V-T) u ( V - T ) ,  
f(a) = { a , a ' } ,  f o r  a £ T, a n d  f ( a )  = { a 1}, f o r  a £ T. D e f i n e  t h e  f i n i t e  s u b ­
s t i t u t i o n  g £ F S U B ( ( V - T ) U T ' ,  V U T') by g ( a )  = f ( h ( a ) ) ,  f o r  a £ V - T ,  a n d  
g ( a ' )  = f ( h ( a ) ), f o r  a £ T. L e t  Z = S, if S £  V - T ,  a n d  l e t  Z = S', if S £ T. 
T h e n  H = (V u T 1, g , Z , T , f ( K ) )  is a C F - b a s e d  s - g r a m m a r  a n d  L ( H )  = L(G).
T h e  t r a n s f o r m a t i o n  f a p p l i e d  t o  K is a d i s j o i n t  a n d  b a r - p r e s e r v i n g  f i n i t e -  
l e t t e r - s u b s t i t u t i o n .  If K is a f a m i l y  of s e l e c t o r s  t h a t  is c l o s e d  u n d e r  d i s ­
j o i n t  a n d  b a r - p r e s e r v i n g  f i n i t e - l e t t e r - s u b s t i t u t i o n s ,  t h e n  w e  s a y  t h a t  K is 
d b p f l s .  H e n c e  w e  h a v e  t h e  f o l l o w i n g  re s u l t .
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T h e o r e m  3.3. I f  K is a d b p f l s  f a m i l y  o f  s e l e c t o r s  t h e n  
L ( C F , K )  = Li E O S . f O .  □
4. F A M I L I E S  OF S E L E C T O R S
A  natural f i r s t  s t e p  in t h e  i n v e s t i g a t i o n  o f  s - g r a m m a r s  is t o  i n v e s t i ­
g a t e  h o w  "big" a f a m i l y  o f  s e l e c t o r s  s h o u l d  be in o r d e r  to d e f i n e  a " r e a s o n ­
a b l e "  f a m i l y  of l a n g u a g e s .  ( T h i s  t o p i c  is a d d r e s s e d  in R o z e n b e r g  a n d  W o o d  
[ 2 6 ] . )  It turns o u t  t h a t  w h e n  no r e s t r i c t i o n s  a r e  i m p o s e d  on t h e  s e l e c t o r s
a n y  l a n g u a g e  can be g e n e r a t e d  b y  a n  s - g r a m m a r .*
E x a m p l e  4.1. L e t  T  c  A  and l e t  L <= T  be an a r b i t r a r y  l a n g u a g e .  T h e  CF -  
b a s e d  s - g r a m m a r  G = ( V , h , S , T , K )  is d e f i n e d  by V = { S }  u ( a 1 : a E T }  U T; 
h ( S )  = (a S  : a E T }  U { a 1 : a E T }  U ({A} n L) a n d  h ( a ' )  = { a } ,  f o r  all a £ T ;j|c _ _
K = V S U ( a 1. . .an - 1 a 1 n : n > 1,a.. e  T, f o r  1 < i < n, a ^ . a ^ a  E L}.
T h e n  L ( G )  = L. o 
H e n c e  we have
T h e o r e m  4.1. L ( R L I N  ,ALL) = A L L .  □
C o r o l l a r y  4 . 1 .  L( C F , A L L )  - L ( E 0 S , A L L )  = A L L .  □
E x a m p l e  4.1. a l s o  i m p l i e s  t h a t  f o r  K E { L ( R E ) ,  L ( C S ) ,  L ( C F ) , L ( R e g )}, 
L ( R L I N , K )  => K. H e n c e  m u c h  of t h e  g e n e r a t i v e  c a p a c i t y  o f  s - g r a m m a r s  s t e m s  f r o m  
t h e  p o s s i b i l i t y  o f  e n c o d i n g  th e  d e s i r e d  l a n g u a g e  in t h e  s e l e c t o r .  It is, h o w ­
e v e r ,  d e s i r a b l e  to d e f i n e  l a n g u a g e s  u s i n g  o b j e c t s  t h a t  are l e s s  c o m p l i c a t e d  t h a n  
t h e s e  l a n g u a g e s  t h e m s e l v e s .  In c a s e  o f  L ( R E )  it t u r n s  o u t  to be s u f f i c i e n t  to 
c o n s i d e r  only r e g u l a r  s e l e c t o r s .
T h e o r e m  4.1. L ( C F , L ( R e g ) ) = L ( C F , L ( C F ) )  - L ( C F , L ( C S ) )  = L ( C F , L ( R E ) )  = 
L ( R E ) .  □
S i n c e  L(Reg), L ( C F ) ,  L ( CS ), a n d  L ( R E )  a r e  d b p f l s  a s i m i l a r  r e s u l t  h o l d s  
f o r  E O S - b a s e d  s - g r a m m a r s .  W h e n  w e  i m p o s e  a d d i t i o n a l  r e s t r i c t i o n s  o n  the b a s e s  
t h e  s i t u a t i o n  c h a n g e s :
T h e o r e m  4.3. L( A - R L I N , L ( R E ) ) = L ( A - C F , L ( R E ) ) = L ( R E ) .
L ( A - C F , L ( R e g ) )  = L(A - C F , L ( C F ) ) = L ( A - C F , L ( C S ) ) - L ( C S ) .
L ( A - R L I N , L ( R e g ) )  ^  L( A - R L I N , L ( C F ) ) ^  L ( a - R L I N , L ( C S ) ) = L ( C S ) .  □
F o r  more d e t a i l e d  c o n s i d e r a t i o n s  w e  r e f e r  to R o z e n b e r g  a n d  W o o d  [26].
5. S T R U C T U R A L  R E S T R I C T I O N S  ON S E L E C T O R S
A s  w e  have s e e n  e v e n  w i t h  r a t h e r  r e s t r i c t e d  f a m i l i e s  o f  s e l e c t o r s ,  s- 
g r a m m a r s  can still g e n e r a t e  c o m p l i c a t e d  f a m i l i e s  o f  l a n g u a g e s .  B u t  s o m e
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r e s t r i c t i o n s  h a v e  m o r e  i n f l u e n c e  on t h e  l a n g u a g e  g e n e r a t i n g  p o w e r  t h a n  o t h e r s .♦ —  ♦F r o m  E x a m p l e  3.1 it f o l l o w s  t h a t  w i t h  s e l e c t o r s  o f  t h e  f o r m  V V V  all a n d
o n l y  c o n t e x t - f r e e  l a n g u a g e s  a r e  g e n e r a t e d  w h e r e a s  s - g r a m m a r s  w i t h  s e l e c t o r s  — *o f  t h e  f o r m  V g e n e r a t e  t h e  E O L  l a n g u a g e s .  S u c h  c o n s i d e r a t i o n s  l e a d  to t h e  
q u e s t i o n  w h a t  f e a t u r e s  o f  s e l e c t o r s  a r e  r e s p o n s i b l e  f o r  t h e  l a n g u a g e  g e n e ­
r a t i n g  p o w e r  o f  s - g r a m m a r s .
I n t u i t i v e l y  t h e  l a n g u a g e  g e n e r a t i n g  p o w e r  o f  a s e l e c t o r  s t e m s  f r o m  t h e  p o s s i ­
b i l i t i e s  it has to u s e  i n f o r m a t i o n  f r o m  t h e  c o n t e x t  in t h e  r e w r i t i n g  p r o c e s s  
a n d  t h e  p o s s i b i l i t y  o f  b l o c k i n g  a d e r i v a t i o n  ( b y  n o t  p r o v i d i n g  a m a t c h i n g  
s e l e c t o r  w o r d  f o r  t h e  c u r r e n t  s e n t e n t i a l  f o r m )  if s o m e t h i n g  g o e s  w r o n g .  In 
R o z e n b e r g  a n d  W o o d  [26] s o m e  a s p e c t s  o f  t h e  a b o v e  f e a t u r e s  a r e  f o r m a l i z e d  
a n d  t h e n  i n v e s t i g a t e d  f o r  t h e i r  e f f e c t s  on t h e  l a n g u a g e  g e n e r a t i n g  p o w e r .  In 
K l e i j n  a n d  R o z e n b e r g  [19] t h i s  s t u d y  is c o n t i n u e d  in m o r e  d e t a i l .  U s i n g  c o n ­
t e x t - f r e e  g r a m m a r s  as an e x a m p l e  o f  g r a m m a r s  w h e r e  c o n t e x t - i n f o r m a t i o n  d o e s  
n o t  i n f l u e n c e  t h e  r e w r i t i n g  p r o c e s s ,  a n d  w h e r e  no e s s e n t i a l  d e r i v a t i o n - b l o c k ­
i n g  p o s s i b i l i t i e s  a r e  p r e s e n t ,  v a r i o u s  " c o n t e x t - f r e e "  r e s t r i c t i o n s  a r e  i m p o s e d  
o n  t h e  s e l e c t o r s  o f  s - g r a m m a r s .  All c o m b i n a t i o n s  o f  t h e s e  r e s t r i c t i o n s  h a v e  
b e e n  i n v e s t i g a t e d .  S o m e  c o m b i n a t i o n s  o f  r e s t r i c t i o n s  y i e l d  c h a r a c t e r i z a t i o n s  
o f  t h e  c o n t e x t - f r e e  l a n g u a g e s ,  f o r  s o m e  c o m b i n a t i o n s  l o w e r -  a n d  u p p e r b o u n d s  
o n  t h e  l a n g u a g e  g e n e r a t i n g  p o w e r  o f  th e  r e s u l t i n g  s - g r a m m a r s  c a n  be g i v e n ,  
w h e r e a s  t h e r e  a r e  a l s o  c o m b i n a t i o n s  w h i c h  d o  n o t  r e s t r i c t  t h e  l a n g u a g e  g e n e ­
r a t i n g  p o w e r .  R o u g h l y  f o u r  t y p e s  o f  r e s t r i c t i o n s  a r e  d i s t i n g u i s h e d  in [19] 
a n d  f o r m a l i z e d  as c o n d i t i o n s  t o  be s a t i s f i e d  b y  s - g r a m m a r s .
B a r - f r e e n e s s , w h i c h  f o r b i d s  t o  p r o g r a m  t h e  c h o i c e  o f  p a r t i c u l a r  p l a c e s  in a 
s t r i n g  to be r e w r i t t e n .
I n t e r s p e r s i o n , w h i c h  f o r b i d s  to t e s t  on t h e  i m m e d i a t e  n e i g h b o u r h o o d  o f  
l e t t e r s .
S y m b o l - f r e e n e s s , w h i c h  f o r b i d s  to d i s t i n g u i s h  b e t w e e n  s y m b o l s  t h a t  s h o u l d  o r  
s h o u l d  n o t  a p p e a r  at p a r t i c u l a r  p l a c e s  in a w o r d .
U n i v e r s a l i t y , w h i c h  r e q u i r e s  t h a t  e v e r y  w o r d  c o n t a i n i n g  an a c t i v e  s y m b o l  c a n  
be r e w r i t t e n .
H e r e  w e  o n l y  g i v e  f o r m a l  d e f i n i t i o n s  f o r  s y m b o l - f r e e n e s s  ( w h i c h  is a l s o  i n ­
v e s t i g a t e d  in S e c t i o n  9) a n d  u n i v e r s a l i t y .
L e t  G = ( V , h , S , T , K )  be a n  s - g r a m m a r .
G is s y m b o l  - f r e e  if, f o r  e v e r y  w^ ,w^ E (V U W T ) ) *  a n d  f o r  e v e r y  a £ A ( G )  a n d  
b E  V, w h e n e v e r  w ^ ä w ^  £  K, t h e n  w ^ A ( G ) w 2 c  K, a n d  w h e n e v e r  w ^ b w ^  £ K, t h e n  
w1^ w2 — K*
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if: if:
G is u n i v e r s a l  if, f o r  e v e r y  w  £ V A ( G ) V  , t h e r e  e x i s t s  a w o r d  v £ K, s u c h  
t h a t  v / w  a n d  i d e n (v) = w.
N o t e  t h a t  t h e  s - g r a m m a r  G = ( V , h , S , T , V * A ( G ) V * )  is b o t h  s y m b o l - f r e e  a n d  u n i ­
v e r s a l .  H e n c e  t h e  c l a s s  o f  c o n t e x t - f r e e  l a n g u a g e s  c o n s t i t u t e s  a l o w e r b o u n d  
o n  t h e  g e n e r a t i v e  p o w e r  o f  t h e  s y m b o l - f r e e  a n d  u n i v e r s a l  s - g r a m m a r s .  T h e  
sr-grammar G = ( V , h , S , T , A ( G )  } is s y m b o l - f r e e .  If G is C F - b a s e d  it is n o t  
u n i v e r s a l .  In c a s e  G is E O S - b a s e d ,  h o w e v e r ,  it is u n i v e r s a l .  H e n c e  all E O L 
l a n g u a g e s  c a n  be g e n e r a t e d  by s y m b o l - f r e e  a n d  u n i v e r s a l  E O S - b a s e d  s - g r a m m a r s .  
T h e  n e x t  r e s u l t  s h o w s  t h a t  t h e s e  s - g r a m m a r s  c a n  e v e n  g e n e r a t e  l a n g u a g e s  w i t h  
a r b i t r a r i l y  c o m p l i c a t e d  l e n g t h  s e t s .
T h e o r e m  5.1. L e t  R 5  IN.
T h e r e  e x i s t s  a s y m b o l - f r e e  a n d  u n i v e r s a l  E O S - b a s e d  s - g r a m m a r  G s u c h  t h a t  
R = { j w  : w  £  L (G )}. □
F o r  t h e  c a s e  o f  C F - b a s e d  s - g r a m m a r s  one c a n  only p r o v e  t h e  f o l l o w i n g  
t h e o r e m .
T h e o r e m  5.2. L e t  R c  IN
T h e r e  e x i s t s  a s y m b o l - f r e e  C F - b a s e d  s - g r a m m a r  G s u c h  t h a t  R = { | w | : w £ L ( G ) }. □ 
T h i s  d i f f e r e n c e  is e x p l a i n e d  b y  t h e  f o l l o w i n g  r e s u l t .
T h e o r e m  5.3. (1). All l a n g u a g e s  c a n  be g e n e r a t e d  by u n i v e r s a l  E O S - b a s e d
s - g r a m m a r s .  □
(2). A l a n g u a g e  is c o n t e x t - f r e e  i f a n d  o n l y  if it c a n  be g e n e r a t e d  b y  a u n i ­
v e r s a l  C F - D a s e d  s - g r a m m a r .  □
H e n c e  in c a s e  t h e  r e w r i t i n g  o f  t e r m i n a l s  is n o t  a l l o w e d ,  u n i v e r s a l i t y  
p r o v i d e s  a c h a r a c t e r i z a t i o n  o f  t h e  c o n t e x t - f r e e  l a n g u a g e s .  In K l e i j n  a n d  
R o z e n b e r g  [19] the d i f f e r e n c e  b e t w e e n  C F - b a s e d  s - g r a m m a r s  a n d  E O S - b a s e d  
s - g r a m m a r s  u n d e r  all c o m b i n a t i o n s  o f  r e s t r i c t i o n s  is f u r t h e r  i n v e s t i g a t e d .
H e r e  we s t r e s s  t h a t  t r a n s f o r m a t i o n s  b e t w e e n  t h e  t w o  t y p e s  o f  s - g r a m m a r s  as 
d e s c r i b e d  in S e c t i o n  3 o f  t h i s  p a p e r  a r e  not g u a r a n t e e d  to p r e s e r v e  t h e  r e s ­
t r i c t i o n s  i m p o s e d  on s - g r a m m a r s ,  e . g . ,  a u n i v e r s a l  C F - b a s e d  s - g r a m m a r  c a n n o t  
d i r e c t l y  be i n t e r p r e t e d  as a u n i v e r s a l  E O S - b a s e d  s - g r a m m a r .
As r e g a r d s  the b a s e s  w e  c a n  a d d  t h e  f o l l o w i n g  r e m a r k s .  In K l e i j n  a n d  
R o z e n b e r g  [19] o n l y  p r o p a g a t i n g  b a s e s  (i.e. f r o m  A - C F  a n d  E P O S )  a r e  c o n s i d e r e d . 
T h i s ,  h o w e v e r ,  d o e s  n o t  a f f e c t  t h e  r e s u l t s  as w e  h a v e  s t a t e d  t h e m  h e r e .  In 
G o n c z a r o w s k i  e t  al. [14] f o r  s o m e  c o m b i n a t i o n s  o f  r e s t r i c t i o n s  it is s h o w n  
t h a t  t h e y  do n o t  a f f e c t  t h e  l a n g u a g e  g e n e r a t i n g  p o w e r  e v e n  in t h e  c a s e  t h a t  
t h e  b a s e s  s a t i s f y  a d d i t i o n a l  r e q u i r e m e n t s .  (See a l s o  S e c t i o n  7.)
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6 . P R O P E R T I E S  O F  G E N E R A T E D  L A N G U A G E S
U nti l n o w  w e  h a v e  c o n c e n t r a t e d  o n  t h e  i n f l u e n c e  o f  t h e  p r o p e r t i e s  o f  t h e  
s e l e c t o r  o f  a n  s - g r a m m a r  on t h e  l a n g u a g e  g e n e r a t e d  by th e  s - g r a m m a r .  A n o t h e r  
a p p r o a c h  is t o  c o n s i d e r  c e r t a i n  p r o p e r t i e s  o f  ( f a m i l i e s  of) l a n g u a g e s  a n d  to  
t r y  to f i n d  c o n d i t i o n s  on ( f a m i l i e s  of )  s e l e c t o r s  g u a r a n t e e i n g  t h o s e  d e s i r e d  
p r o p e r t i e s  f o r  t h e  ( f a m i l i e s  of) l a n g u a g e s  g e n e r a t e d  by t h e  c o r r e s p o n d i n g  
s - g r a m m a r s .  In G o n c z a r o w s k i  e t  al. ( 1 2 , 1 3 ]  a n d  in C h a p t e r  5 o f  K l e i j n  [17] 
t h i s  l i n e  o f  r e s e a r c h  is p u r s u e d  f o r  c l o s u r e  p r o p e r t i e s .  In [ 1 2 , 1 3 ]  a w i d e  
r a n g e  o f  l a n g u a g e  t h e o r e t i c a l  o p e r a t i o n s  is c o n s i d e r e d .  T h e n ,  f o r  e a c h  o f  
t h o s e  o p e r a t i o n s ,  c o n d i t i o n s  o n  s e l e c t o r  f a m i l i e s  a r e  f o r m u l a t e d  w h i c h  g u a r a n ­
t e e  t h a t  t h e  f a m i l i e s  o f  l a n g u a g e s  g e n e r a t e d  b y  t h e  c o r r e s p o n d i n g  s - g r a m m a r s  
a r e  c l o s e d  u n d e r  t h i s  o p e r a t i o n .  A  n u m b e r  o f  t h e s e  g e n e r a l  r e s u l t s  is a p p l i e d  
to p r o v e  t h a t  s o m e  s p e c i f i c  f a m i l i e s  o f  l a n g u a g e s  a r e  c l o s e d  u n d e r  c e r t a i n  
o p e r a t i o n s .  T h i s  d e m o n s t r a t e s  o n c e  m o r e  t h e  u s e f u l n e s s  o f  h a v i n g  a g e n e r a l  
t h e o r y  of r e w r i t i n g  s y s t e m s .  C h a p t e r  5 o f  [17] is b a s e d  o n  t h e  r e s e a r c h  
p r e s e n t e d  in [ 1 2 , 1 3 ]  a n d  f o c u s s e s  o n  A F L  c l o s u r e  p r o p e r t i e s .
A  f a m i l y  o f  l a n g u a g e s  is c a l l e d  a n  a b s t r a c t  f a m i l y  o f  l a n g u a g e s  (an A F L  
f o r  s h o r t ) ,  i f  it c o n t a i n s  a n o n - e m p t y  l a n g u a g e  a n d  is c l o s e d  u n d e r  e a c h  o f  
t h e  f o l l o w i n g  o p e r a t i o n s :  u n i o n ,  K l e e n e  c r o s s ,  n o n - e r a s i n g  h o m o m o r p h i s m ,  
i n v e r s e  h o m o m o r p h i s m ,  a n d  i n t e r s e c t i o n  w i t h  r e g u l a r  l a n g u a g e s .  An A F L  is f u l 1 
if it is c l o s e d  u n d e r  a r b i t r a r y  h o m o m o r p h i s m .
F o r  e a c h  o f  t h e  a b o v e  p r o p e r t i e s  a s e t  o f  c o n d i t i o n s  on f a m i l i e s  o f  s e l e c t o r s  
is p r e s e n t e d  g u a r a n t e e i n g  t h a t  t h e  f a m i l i e s  o f  l a n g u a g e s  g e n e r a t e d  by t h e  
c o r r e s p o n d i n g  c l a s s e s  o f  s - g r a m m a r s  h a v e  t h i s  p r o p e r t y .  T h e  c o m b i n a t i o n  o f  
c o n d i t i o n s  y i e l d s  th e  f o l l o w i n g  r e s u l t .
T h e o r e m  6 . 1 .  L e t  K be a d b p f l s  f a m i l y  o f  s e l e c t o r s  t h a t  s a t i s f i e s  all o f  
th e  f o l l o w i n g  c o n d i t o n s .
( 1 )  . T h e r e  e x i s t s  a K € K, s u c h  t h a t  K n Ä  / 0.
(2 )  . K is c l o s e d  u n d e r  u n i o n . _ *
( 3 )  . K is c l o s e d  u n d e r  u n i o n  w i t h  l a n g u a g e s  o f  t h e  f o r m  W w i t h  W c  A.*
( 4 )  . K is c l o s e d  u n d e r  c o n c a t e n a t i o n  w i t h  l a n g u a g e s  o f  t h e  f o r m  W w i t h  W c A .  
T h e n  L ( E 0 S , K )  = L ( C F , K )  is a full A F L .  □
7. B A S E S
H a v i n g  i n v e s t i g a t e d  t h e  r e l a t i o n s h i p  b e t w e e n  f a m i l i e s  o f  s e l e c t o r s  a n d  
f a m i l i e s  o f  l a n g u a g e s  g e n e r a t e d  by s - g r a m m a r s  u s i n g  t h e s e  s e l e c t o r s ,  w e  n o w  
t u r n  to c o n s i d e r a t i o n s  e x p l i c i t l y  i n v o l v i n g  t h e  b a s e s  o f  s - g r a m m a r s .  S o m e
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attention to the role of the bases has already been given in previous sections, 
In particular s-grammars with bases from CF and s-grammars with bases from EOS 
have been compared and possibilities of performing transformations without 
affecting the families of selectors or the language generating power have been 
considered. In fact the topic of grammatical transformations (to a certain 
"normal form") is a traditional one in formal language theory. In Gonczarowski 
et al. [14] and in Chapter 5 of Kleijn [17] which is based on [14], "stan­
dard" grammatical transformations are considered in the frame-work of s-gram­
mars (as suggested in [26]). Whether or not a transformation can be performed 
within a given class of s-grammars depends on the family of selectors involved . 
This leads to the formulation of conditions on selector families. The results 
obtained are applied to specific classes of s-grammars. Here we present a 
result from [17].
An s-grammar (V,h,S,T,K) is binary (has a binary base), if, for all 
a £ A(G) and w e V , w £ h(a) implies |w| < 2.
To perform a more or less standard transformation to binary bases within a
certain class of s-grammars, the following notion is introduced.
Let V <= 'k u Ä and let t £ A be such that {t,t} n V = 0. A substitution
g £ SUB(V,V U {t,t}) such that, for a £ V n A, g(a) - t at and, for a£VDÄ,_ _ * *g(a) = t at is called an r-substitution (for V and t).
Theorem 7.1. Let K be a dbpf1s family of selectors that is closed under 
union and r-substitution. Then, for every G £ (E0S,K) there exists an equiva­
lent binary G1 £ (E0S,K).
At this point one should notice the difference between the existence of 
a normal form for bases and the possibility of changing bases without leaving 
a certain family of selectors. Note that by Example 4.1, for every language 
L, a binary s-grammar exists that generates L. In Gonczarowski et al. [14] 
it is shown that certain standard restrictions as, e.g., chain-freeness, im­
posed on the bases (even when combined with additional restrictions on the 
selectors as discussed in Section 5) do not affect the language generating 
power of the whole class of s-grammars. From Example 4.1 (slightly modified) 
an even stronger normal form for bases follows: one fixed base suffices to 
generate all languages (over a fixed terminal alphabet). This leads to the 
following notions, which are introduced and discussed in Rozenberg and 
Wood [26].
Let Y be a class of context-free grammars or EOS systems and let K be a 
family of selectors. Let t 5 A.
G £ Y is said to be K-universal for Y modulo T if
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L(Í6},/0={L c T* : L € L ( Y , K ) } .
K £ Kis said to be Y-universal for K modulo T if 
L(Y,{K}) = {L C T* : Le L(Y,K)}.
(The interested reader may also look up Gonczarowski et al. [14] for the re­
lated notion of s-generator.)
Now one can investigate what conditions on a selector family K guarantee the 
existence of a /(-universal base. From Example 4.1. it follows that for every 
alphabet T c A  there exists a context-free grammar (EOS system) that is K -  
universal for CF (EOS) modulo T, where K is any family closed under union 
with regular languages and "renaming" . This can be applied to specific fami­
lies of selectors as, e.g., ALL,L(RE) ,L(CS) ,L(CF), and JL(Reg).The next result 
(from Rozenberg and Wood [26]) is proved using transformations to a fixed base .
Theorem 7.2. Let K be a family of selectors, that is closed under union 
and finite substitutions. Let TcA. There exists a context-free grammar that 
is /(-universal for CF modulo T. □
For the grammar-universality of families of selectors we do not present 
results as it is a more restricted notion than the selector-universality of 
bases. A fixed selector prohibits the possibility of encoding directly the 
languages to be generated and moreover it establishes an upperbound on the 
number of non-terminals that can be used actively in the base.
8. SPECIFIC SELECTORS
In this section we present an example of the study of concrete "rewriting 
modes" prescribed by specific families of selectors. Such research is presen­
ted in Ehrenfeucht et al.[11], Kleijn and Rozenberg [20] and continued in 
Kleijn and Rozenberg [21], Ehrenfeucht et al.[10] and Subramanian [30]. 
Sequential and parallel rewriting modes are investigated and compared in the 
framework of s-grammars, together with a new "in-between" continuous way ofjfe__ jc
rewriting. Using context-free grammars (selectors of the form V V-TV ) and 
EOL systems (selectors of the form V*) as extreme examples of sequential and 
parallel rewriting three classes of s-grammars are introduced. Sequential 
grammars (rewriting only one occurrence in a derivation step), parallel 
grammars (rewriting all occurrences in a derivation step), and continuous 
grammars (rewriting a continuous segment in a derivation step).
Let n > 1.
The family of n-sequential selectors, denoted by nS, is defined by
nS = (Ö  X*Y.Z* : X. ,Y.,Z. c A, for 1 < i < n}. 
i=1 1 1 1 T i l ”
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The family of n-parallel selectors, denoted by nL, is defined by
nL = { \ J Y- : Y. c A, for 1 < i < n}. 
i=1 1 '
The family of n-continuous selectors, denoted by nC, is defined by 
nC - Í Ö  X*Y*Z* : X,,Y.,Z. c A, for 1 < i < n}.
j  _ -J 1 I 1 1 1 1  — “  “
An s-grammar G is called sequential (para!1 el, continuous) if 
sei(G) E nS(nL,nC), for some n > 1.
Note that nS,nC, and nL are dbpf1s families of selectors. Hence, by Theorem 
3.3, L(EOS,K) = L ( CF,K), for K  E {nS,nC,nL}.
Much emphasis has been given to the investigation of the language generating 
power of these classes of s-grammars both in relation to one another and in 
relation to known classes (see [10],[11],[20]). Not all questions have been 
solved yet. In [12,13] and [17] an application of the results on closure 
properties (see Section 6) yields that the family of languages generated by 
continuous grammars is an AFL. This has also independently and directly been 
proved in [30]. In [20] and [21] also the role of erasing productions is con­
sidered and combinations of sequential, continuous and parallel selectors are 
investigated. The sequential, continuous and parallel modes of rewriting are 
investigated further (in [20]) by subjecting them to certain fundamental res­
trictions as context-symmetry and selection determinism. This brings to light 
essential differences between sequential, continuous and parallel grammars 
and yields new characterizations for several known classes of languages.
9. PATTERN GRAMMARS
Within the framework of s-grammars it is possible to consider special 
classes of s-grammars which in their turn are sufficiently "broad" to allow 
a unified approach to the basics of rewriting processes. The class of pattern 
grammars (introduced in Kleijn and Rozenberg [19])forms such a concrete frame­
work. A pattern grammar is actually a symbol-free s-grammar (see Section 5).
In such an s-grammar the symbols occurring in the selector are not relevant. 
The only thing that matters is whether or not they occur activated (barred). 
Hence the selector controls the rewriting only by prescribing "rewriting 
patterns" which can be viewed as consisting of two symbols: 1 for "rewrite" 
and 0 for "do not rewrite". Varying the rewriting patterns leads to very
different rewriting systems. For instance, a context-free grammar uses re-* *writing patterns from 0 10 (i.e. rewrite one occurrence) and an E0L system*uses patterns from 1 (i.e. rewrite all occurrences).
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In the remainder of this section 0 and 1 are distinguished symbols.
A pattern grammar is a construct G = (V,h,S,T,K) where base(G) = (V,h,S,T)*is a context-free grammar or an EOS system and seHG) = K <= {0,1} .
Let sy £ FSUB({0,1}, V U Ä(G)) be defined by Sy a(q)(0) = V and
sy ß(Q)(1) = A"(G). Then s(G) = (V,h,S,T,Sy ^ qj(K)) is the symbol-free s-gram- 
mar corresponding to G. The direct derivation relation and derivation rela­
tion in G are inherited from s(G) and L(G) = L(s(G)).
Note that a symbol-free s-grammar H = (V,h,S,T,K) corresponds to the pattern 
grammar s (H) = (V,h,S,T,Sy ^^(M)) and ss (H) = H. Hence symbol-free 
s-grammars and pattern grammars specify the same objects. However, since the 
selectors of pattern grammars do not involve the names of symbols they faci- 
litate a general approach: One language K c {0,1} determines a family of 
selectors {Sy (^K) : A c V e A}. Any language over {0,1} will be called a 
pattern selector. Using observations simi1ar to those in Section 3, it can 
easily be seen that, for pattern grammars - even in the case of one fixed
selector - the difference between EOS bases and CF bases can be discarded.
For a family K of pattern selectors, L(pK) = {L(G):G is a pattern grammar 
with sei(G) £ K} Let Pat denote the family of all pattern selectors and let 
RegPat denote the family of all regular pattern selectors. From Theorem 5.2 
it follows that L(pPat) contains arbitrarily complicated languages. In Kleijn 
and Rozenberg [19] and [22] the generative power of regular pattern grammars 
(pattern grammars with a regular selector) is investigated. This leads to 
the following results.
Theorem 9.1. (1). L(pRegPat) c L(RE).
(2) . For every L £ L(RE), L c £ L(RegPat), where c is a new symbol.
(3) . For every L £ L(RE), there exists a weak identity g and a propagating
regular pattern grammar G such that L = g(L(G)). □
Hence even the simple class of regular pattern grammars generates 
"almost" the recursively enumerable languages. This generative power seems 
to stem from the "counting" ability of regular pattern selectors. In order to 
destroy this ability two additional restrictions are considered in [22].
K c {0,1} is commutative if, for all x,y £ {0,1} , x01y £ K if and only if 
x10y £ K.
K <= {0,1} is prefix closed if, for all x,y £{0,1} , xy £ K implies that x£K. 
The family of commutative and prefix closed regular patterns is denoted by 
CPRegPat.
Theorem 9.2. L(E0L) ^ L(pCPRegPat) ^ L(CS). □
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Interesting examples of rewriting patterns are 0 1K0 and 0 (10 ) , k > 1, 
which determine "context-free" grammars in which in every derivation step k 
(adjacent or scattered) symbols are rewritten in parallel. (The rewriting of 
the axiom is "free".) It is easy to see that, for k > 2, the patterns 
0 (10 ) give rise to non context-free languages, as, e.g. {ay...a^  : n > 1 }. 
For the adjacent case it remained for some time an open problem whether or not 
JL(p{0 110 }) contains non context-free languages (see [18]). This problem has3|C
recently been solved by Dahlhaus and Gaifman [2], who showed that L(p{0 110 }) 
contains non EOL languages.
Theorem 9.3. L(CF) L(p{0 110 }). □
In Gonczarowski and Shamir [15] and Gonczarowski and Warmuth [16] parsing 
algorithms are developed and the complexities of the membership problems are 
investigated for families L(p{0 1 0 }) and L(p{0 (10 )K}), k > 1.
10. GENERALIZATIONS
The flexibility of the framework of selective substitution grammars is 
once more demonstrated in the work of Siromoney and Subramanian [29] and of 
Siromoney and Dare [28]. In [29] selective substitution array grammars are 
introduced which provide a unifying framework for many of the two dimensio­
nal array grammars in the literature. In [28] a method is presented to gene­
rate infinite words using selective substitution grammars. This method is 
compared with some well-known ways of defining languages of infinite words. 
Relations between several infinitary language families obtained from selec­
tive substitution grammars are established and closure properties and deci­
dability questions are studied.
11. GRAMMARS AND AUTOMATA
In formal language theory one can distinguish next to the grammatical 
approach an automata based approach to the study of formal languages. As 
with grammars numerous instances of automata have been defined in the litera­
ture. By singling out basic features of automata one may construct a frame­
work for a general theory of automata. However, such a close look at auto­
mata may also lead to the insight that grammars and automata are very close­
ly related. Such considerations have motivated the introduction of a uni­
fying framework for grammars and automata. In Rozenberg [24] coordinated table 
selective substitution systems (cts systems, for short) were introduced as
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a unifying framework for both grammars and automata. This framework is an ex­
tension of the framework of s-grammars and is based on the rewriting of vec­
tors of words rather than single words. Here we discuss a simplified version 
of cts systems. For the full framework and an extensive number of examples 
the reader is referred to [24].
A cts system is a construct H = (G^,...,Gp;R), n > 1, where, for 
1 < i < n, G.. = (V.j ,h.. ,S. ,T.j ,K^ ) is an s-grammar, and R is a set of rewrites
each of which is of the form U = (U^....Un) with IL c {(a,w):w€h^ (a) and
a e V^ }. Hence, for each 1 < i < n, U. is a subset of the set of productions
defined by h..^ *Given x = (x,j,...,x ) and y = (y1,...,yn) where x^  ,y^  £ V. ,for 1 < i < n,
we say that x directly derives (or computes) y jn H (using the rewrite U),
denoted by x ^ y, if for every 1 < i < n, x.. directly derives y.. in G^  using
productions from U. only. The reflexive and transitive closure of ^  is
denoted by ^  . The 1anguage L(H) of H is defined by
L(H) = {w £ T* : (S1,...,Sn) ■* (w,A,... ,A)}.
In [24] various ways of defining languages of cts systems are discussed. One 
can interpretate one dimensional cts systems as (s-) grammars and more dimen­
sional systems as automata with the first component as input and the other 
components as auxiliary (e.g., storage) devices. This motivates the above 
definition: a computation has ended only if the storage is empty.
Until now especially the following types of s-grammars have been used in the 
framework of cts systems.
Let G = (V,h,S,T,K) be an s-grammar 
G is RL, if base(G) £ RUN and K = T*TFT7;
G is RB, if base(G) £ EOS and K = V*V;
G is OL, if base(G) £ EOS and K = V ;
G is OS, if base(G) £ EOS and K = V*VV*;
G is OS2, it base(G)£ EOS and K = V*VVV*.
The class of cts systems H = (G.,...,G ;R) with G. of type X •, wherer\ i n  I 1
X.j £ {RL.RB.OL.OS.OS^ }, for 1 < i < n, is denoted by (X^ ,...,Xn). The families
of languages generated by cts systems from (X^ ,...,X ) are denoted by
L (X.... X ).n 1 n
As in the framework of s-grammars one can investigate various families of 
selectors and their influence on the families of languages generated by cts 
sytems using these selectors. In cts systems selectors can be used in a 
"direct mode" (on the first coordinate) and in an "indirect mode" (on another
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coordinate). In [24] it has been shown that the relative power of a family 
of selectors depends on the mode in which the selectors are used.
Theorem 11.1. (RB) = /-(Reg), i-^ OS) = L(EOS) = L(CF), and
f-1 (OL) = L(EOL). □
This implies that L^ (RB) ^ L^ (OS) ^ L^ (OL). If we use the same families 
of selectors at the second coordinate, the situation changes as can be seen 
from the next theorem. In all three cases we assume that the first component 
is RL which corresponds to the standard use of an input tape. L(PN) in the 
statement of the theorem denotes the family of languages defined by labeled 
marked Petri nets with final zero marking (see Aalbersberg and Rozenberg [1]).
Theorem 11.2. i-2(RL,RB) = L(CF), L2(RL,0S) - L(PN), and
i-2(RL,0L) = L(Reg). □
This implies that L2 (RL,0L) ^ L2(RL,RB), L2(RL,0L) ^ /_2(RL,0S) and
L2(RL,RB) and L2(RL,0S) are incomparable. The equality L2(RL,0S) = L(PN) has
been proved in Aalbersberg and Rozenberg [1]. In that paper the relationship
between (classes of) Petri nets and (classes of) cts systems is investigated.
2In addition cts systems from (RL,0S ) are investigated.
Theorem 11.3. L2(RL,0S2) = L(RE). □
It is interesting to compare this result with the remarks in Section 9 on 
L1(OS2) = L(p{0*110*}).
The main part of the research in the framework of cts systems until now 
is devoted to (RL,RB) systems, (see Ehrenfeucht et al. [4] through [9]). 
(RL,RB) systems, usually called coordinated pair systems or cp systems,model 
the classical push-down automata (pda's for short). The notion of a cp system 
is simpler than that of a pda and the framework of cp systems gives rise to 
new results on the behaviour of pda's. Also new proofs for already known 
results can be provided without reference to other constructs like contex- 
free grammars.
In [4] a normal form for cp systems is established yielding the so-called 
real-time cp systems. In the proof of this result rather than the grammatical 
Greibach normal form the structure of computations in cp systems is 
considered .
Much emphasis is given to the study of computations in cp systems. An impor­
tant tool is the Exchange Theorem (see [7]) that describes how to swap sub­
computations between computations in a cp system. In [8] and [9] this tool 
is used to investigate the possibi1ites of obtaining pumping properties 
of context-free languages via the analysis of computations in cp systems.
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This leads in particular to an analysis of the structure of Dyck words. The 
correspondence between the structure of Dyck words and computations in cp 
systems can then be used to derive pumping lemma's. In [6] a survey of 
results is given.
In [5] the use of the "memory" (the RB component) of a cp system is inves­
tigated yielding as an overall conclusion that the evaluation of the memory 
behaviour depends strongly on the observation method chosen.
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We discuss here three classes of regulation mechanisms 
for context-free grammars, all three introduced in the eight­
ciates numbers to production rules and accepts as correct on­
ly derivations with a certain total valence. The second mecha­
nism is a variant of random context restriction (strings in­
stead of symbols in context sets) and it has been proposed
based on the so-called walk language associated to a grammar.
The regulated rewriting is a very important (rich in no­
tions, results, problems and applications) area of formal lan­
guage theory. Proofs of this assertion can be found in the 
forthcoming monograph by Dassow, Paun^4^J, where almost all 
the known regulation devices are presented.
The domain is not new! the first known restriction in 
derivation, the matrix one, already counts more than two de­
cades (Abraham [^ l] ). However, new restrictions still appear.
We discuss here three of the recently introduced ones (defi­
nitions, examples, no-proof results, open problems). They are 
the valence grammars in Päun [l3], the semi-conditional gram­
mars of Kelemen £9] (see also Päun £l4^ J) and the new, unpu­
blished yet, walk restricted grammars.
ies. The first one, the valence grammars in Päun £ 13], asso­
The third restriction is a new one and it is
1. Introduction
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The idea of this last regulation mechanism is the follo­
wing! take a context-free grammar and interpret the derivation 
process in an automata-type manner, that is consider a "re­
writing head" which scans the current string and replaces cer­
tain nonterminals by right hand members of corresponding rules, 
then moves again and so on. The "walk" of this rewriting head 
can be described by a language, appropriately codifying the 
three basic actions it does! move to the right, move to the 
left, rewrite. Imposing restrictions to this language (to be 
given, as in a regular control grammar, for instance), we can 
obtain more variants of such a "walk restricted grammar". Ge­
nerally, they have a great generative capacity (characteriza­
tions of context sensitive languages are obtained); some of 
them are strongly similar to the selective substitution gram­
mars of ftozenberg (see Kleijn £loJ for detailed references).
In what follows, the reader is assumed familiar with for­
mal language theory basic notions and results, including rudi­
ments of regulated rewriting (see, for instance, Salomaa £17]). 
Some notations! V* is the free monoid generated by V, (X is the 
unity of V*, j x| is the length of x, RE, GS, CF, REG are the 
four families of languages in Chomsky hierarchy, LIN is the 
family of linear languages and MLIN is the family of metali- 
near ones. The components of a Chomsky grammar will be denoted 
G = (VN, V,p, S, P) , with the nonterminals in V^ T specified by 
capitals and the terminals in V,p by small letters.
2. Valence grammars
Definition 2.1. An additive valence grammar is a con­
struct G = (VN, VT, S, P, v), where G* = (VN, VT, S, P) is a
usual Chomsky grammar and v ! P — > Z (Z is the set of inte­
gers). For a derivation
rl r2 rnD ! S = >  wx — ■ w2 - J ... - - wn
n
v(D) = v(r. )
i=l
in G', we define
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The language generated by G is
L(G) = £ xfc V* I D : S x in G* , v(D) = 0^
Replacing Z by Q+ (i.e. the set of positive rational 
numbers), the addition by multiplication and the condition 
v(D) = 0 by v(D) = 1, we obtain the multiplicative valence
grammars.
Example 2.1. Consider the grammars G^, i = 1, 2, identi­
fied by the next rules!
S
A
A
aS, v]_ ( ) = 1 and
aA, v1(r2) = 0
b A >  v l ^ r 3 ^  =  -1 
b, vi^  r4) = 0
S
S
A
A
B
B
aS, v2(rx) = 2 
aA, v2(r2) = 1 
bA, v^(r^) = 3 
bB, v2(r4) = 1 
cB, v2(r5) = 1/6
c * v 2 ^ r 6 ^  =  1 #
We obtain
L(G-^ ) = a^ Ta11 J n^l^ (additive valences)
L(G2) = ^ a nbncn | n ^  1^ (multiplicative valences)
Denote by AV(X) (MV(X)) the families of languages gene­
rated by additive (multiplicative, respectively) valence gram­
mars of type X, X a class in Chomsky hierarchy. The above 
examples show that AV(REG) contains non-regular languages, 
and MV(REG) contains non-context-free languages. In what fol­
lows, REG stands for right-linear grammars and the grammars 
can possibly contain 'X-rules.
The following results were proved in Päun [13] (some new 
proofs are given in Dassow, Päun £4^ ) and in Gheorghe ^6^1
THEOREM 2.1.
(i) The families AV(REG), MV(REG) can be characterized 
in terms of the one-way nondeterministic finite automata with 
addition/multiplication and without equality in Ibarra et al. 
[ 8],
(ii) The families MV(X) equal the families of unordered 
generalized vector grammars of type X in Cremers, Mayer £ 2^,
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(iii) X c A V ( X ) c M V ( X ) ,  X€^CF, LIN, REG^, strict in­
clusions.
(iv) AV(REG) c  AV(LIN) c  AV(CF),
MV(REG) C  MV(LIN) C  MV(CF),
AV(REG) c  CF, strict inclusions.
(v) The families in the next pairs are incomparable* 
AV(REG) and LIN, MV(REG) and CF,
MV(REG) and AV(CF), MV(REG) and LIN,
MV(REG) and KLIN, AV(LIN) and GF,
AV(LIN) and MLIN, MV(LIN) and GF.
Considering the above characterizations (and the results 
in Gremers, Mayer £2], £3 ] and Ibarra et al. [8] ) as well as 
by ad-hoc proofs, many closure properties were obtained for 
valence grammars. We do not discuss them here, but we present 
some results of Marcus, Päun M .  concerning an extension of 
valence restriction to gsm mappings.
Definition 2.2. An additive valence gsm is a system g =
= (K, I» 0, sQ, F, P, v), where g' = (K, I, 0, sQ, F, P) is 
a usual gsm (with the moves in P specified as rewriting rules, 
sa  > xs', s, s'e K, a £ I, x £()*) and v I P — > Z. The valen­
ce v(D) of some rewriting
[3].
D y s »•• v =? yx1b2c,2c-- n-Sri&n a . . a Z
2 .
=?
n-1 n^yx1...xnsn+1z,
z€I*, yto*, r± : siai X . s. n 1 1+1 £ P, l ^ i < n ,  is defined by
v(D) = v(r.)
M  1
and, for w€I*,
g(w) = (^ z e 0* I there is D I sqw  ^ z s ^ , ,  F, v(D) = C^
A similar definition holds for multiplicative valence 
gsm'si replace Z by Q+, addition by multiplication and v(D) = 
= 0 by v(D) = 1.
We denote by AGSM the class of additive valence gsm's,
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and by MGSM the class of multiplicative valence gsm's. By 
AGSM(X), MGSM(X) we denote the families of languages obtained 
by translating a language in the family X by mappings in 
AG SRI, MGSM, respectively. Write AGSMn(X), MGSMn(X) for n ti­
mes iterated such translations.
The following results were proved in Marcus, Päun
THEOREM 2.2.
(i) AV(X) = AGSM(X),
MV(X) = MGSM(X), Xe ^ CP, LIN, REG^.
(in this way a new characterisation of vector languages is 
obtained, as the image of context-free languages by multipli­
cative valence gsm mappings.)
(ii) The class AGSRI is not closed under composition and 
the families AV(X), X€ ^ CF, REG^, are not closed under addi­
tive valence gsm mappings.
(iii) The class MGSM is closed under composition (there­
fore MV(X), XC^CF, REG^, are closed under multiplicative va­
lence gsm mappings).
(iv) MGSMn(X) = MGSM(X) , n^l, Xfe^CF, REG^,
AGSRIn(REG), n^2, are incomparable with CF,
AGSMn(X) C  MGSRI(X) , n^l, Xe^CF, REG^.
Open problems.
Ql. Which are the relations between MLIN and AV(REG),
MV(LIN) ?
Q2. The families AGSMn(X) , n^l, Xt^CF, REG^, define
two hierarchies which lie in between AV(X) and MV(X). 
Are these hierarchies infinite ? We expect an affir­
mative answer.
Q3. Here we considered valence grammars (and gsm's) in­
volving the particular groups (Z, +, 0) and (Q+ , •, 
1). Whet about considering arbitrary groups ? For 
instance, can we obtain an infinite hierarchy of 
language families taking the groups (Zn , +, (0, 0,.. 
...,0)), n ^ l  ? Denote by AVn(X), n^l, Xt^CF, REG'J, 
the family of languages generated by additive valence
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grammars of the form G = (VN, V^, S, P, v), v I P — ^
— > Zn . We obtain (Gheorghe, Paun^7]):
(i) AV(X) = AV’1(X) ,
(ii) AVn(X) S  AVn+1(X), n>l,
(iii) V.__J AV (X) = MV(X) , X E Í C F , r e g2,n ^ l  n L '
therefore the hierarchies AVn (X) lie in between AV(X)
and MV(X) , Xt^CF, RKG^, respectively. We feel that
these hierarchies are infinite too.
3. Semi-conditional grammars
Kelemen [9] has proposed the following type of regulated
mechanism, with AI motivation: add to each rule A  > x in a
given grammar G = (V^, V^, S, P) a string w over = V^VJV^
and apply this rule only for rewriting strings which have w 
as substring. Such a restriction is similar to the conditio­
nal one (Fri§ £ 5], Päun [^ 12] ), where a language is etdded to
each rule and the rule is applied to strings in the associa­
ted language, as well as to random context grammars (Van der 
Walt [16]), in which each rule has a set Q of permitting sym­
bols and a set R of forbidding symbols, the rule being appli­
ed only to strings which contain all symbols in Q and no sym­
bol in R. A generalization of Kelemen grammars were conside­
red in Páun [14]. under the name of semi-conditional grammars.
Definition 3.1« Pet i, 3 be two natural numbers. A semi- 
-conditional grammar of degree (i, 3) is a system G = (V^,
V^, S, P), where V^, V^, S are as in a usual grammar and P
is a finite set of production rules of the form (A -->x,oC,
), where A -> x is a context-free rule, o(_ = 0 or € V*,
\o6\ i, and ß> = 0  o r £ e V*, ( ß | < 3. Such a rule can be
applied to a string w if and only if (if c< 0 0 ) is a sub­
string of w and (2 (if ß, 0  0 ) is not a substring of w. (When 
OC = 0 , = 0 f then the rule can be applied without restric­
tions. )
We denote by SK(i, 3), i^O, 3^ 0 , the family of langua­
ges generated by ^-free context-free semi-conditional gram­
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mars of degree (i, j); when X  -rules are allowed, a super - 
script X is added.
The following results were proved in Päun £l4j l 
THEOREM 3.1.
(i) Both families SK(l, 0), SK(0, 1) contain non-semili- 
near languages, hence they include strictly the family CF.
(ii) SK(1, 1) a  CS, strict inclusion.
(iii) SK(2, l) = CS = SK(1, 2),
SK* (2, 1) = RE = SK^ (1, 2) .
(iv) SKleft(l, 0) = CS = SKleft(0, 2),
0) = RE = S K * ft(0, 2)
(the subscript left indicates the restriction to leftmost de­
rivations in the usual sense).
To a semi-conditional grammar one can impose a further 
regulating device, for instance, the order restriction of 
FriS £5 ] (introduce a partial order of rules and use the maxi­
mal applicable miles for rewriting the current string), the 
programmed restriction (Rozenkrantz j^ l5^ J), the regular control 
(Salomaa £l6j) or the matrix restriction (Abraham £l}). We 
shall add the letters 0, P, G, M in the front of SK(i, j) in 
order to denote the corresponding families of languages, res­
pectively. As it is expected, new characterizations of CS and 
RE families are obtained in this way. Please note that we do 
not use appearance checking features in programmed (^f(r) = 0  
for all rules), regular control and matrix grammars (F = 0 ) .
THEOREM 3.2.
XSK(2, 0) = GS = XSK(0, 2), X€ ^ 0, P, C, M^,
XSK*(2, 0) = RE = XSK*(0, 2), Xt^O, P, G, M*^ .
A similar result can be obtained also when considering 
the semi-conditional restriction imposed to matrix grammars 
(matrices with an associated pair (o(, p) as above; the whole 
matrix is applied only to strings containing ot and not con­
taining ß t etc.).
Also for this regulation mechanism some problems have 
remained open!
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Q4. Are SK(i, 0), SK(0, i), i^2, strictly included into 
GS ? (Remember points (ii) and (iii) of Theorem 3.1.) 
Is 1) strictly included into CS ?
Q5. Are the inclusions SK(l, 0) q  SK(l, 1), SK(0, l)Q 
CSK(1, 1) proper ? Which relations there are bet­
ween SK(0, i) and SK (i, 0) , i ^l ?
4. Walk restricted grammars
Consider a context-free grammar G = (VN, V^, S, P). When 
in some string w = x-^Ax^Bx^ we first rewrite the A occurrence 
and then the B occurrence, we can say that the "writing head" 
of the grammar has moved from A to B. We can thus think in 
terms of automata even when dealing with grammars. We shall 
formalize this in the following way:
Definition 4.1. Let G = (V^, V^, S, P) be a context-free 
grammar and consider a derivation D according to G,
D : S = wo==£> w1==£> ... =£>wn e V*
The "grammar scanner" is initially positioned on S and
for w., j^l, it is positioned according to the next rules!J
1. If wi= >  wi+1, w± = xxAx 2, wi+1 = x1yzx2, x-^ y, x2£ 
£V*, z £Vg, and the scanner is positioned on A in w^f 
then the scanner is positioned on z in
2. If wj^+]_ as above, the used rule was A -— and
the scanner is positioned on A in w., then in w. ,1 l+l
the scanner is positioned on z in x2 = zx^ when x2 ^
^  \  , or on z in x^ = x^z when x2 = \  , x^ /  'X ; the
scanner is "lost" when w^+^ = ^ .
The "walk" of the grammar scanner can be codified as fol­
lows. If, according to the above definition, the scanner is 
positioned on z in w., w^ = y-^ zy2Ax2, and this occurrence of
A is rewritten in w^+ ,^ then we say that the scanner
has been moved k steps to the right, k = | y2A|. When
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= x1Ay1zy2 we say that the scanner has been moved k steps to 
the left, k =  ^Ay^J .
Let us denote by 0 the action of rewriting (using a rule), 
by 1 the scanner moving for a step to the right and by 2 the 
scanner moving for a step to the left. We write 
walk(w^, D) = lk , walk(wif D) = 2k 
in the above cases, respectively. Thus, the scanner walk (in­
cluding the rewritings) in the derivation D will be described 
by the string
walk(D) = 0 walk(w^,ű) 0 walk(w2,D)...0 walk(wn_^,D) 0
In this way, a language
walk(G) =^walk(D) ) D is a derivation in G^ 
can be associated to the grammar G.
Example 4.1« Clearly, if G is a linear grammar, then 
walk(G) is a regular sublanguage of ^0, 2^*.
Take now the metalinear grammar G with rules
S  > AB, A  > Aa, B  > bB, A  > a, B   ^b
We have
L(G) = ^ anbm j n ^ l  , m ^  1^ 
walk(G)r>0(2+01+0 )* = ^02010230130...22k+1012k+10 \
therefore the language walk(G) is not context-free.
It is easy to see that the language walk(G) is context 
sensitive for each context-free grammar G. As the language 
walk(G) is similar in some sense with the Szilard language as­
sociated to G, it is interesting to examine it as a goal per 
se. We shall not insist on this direction here, but we shall 
define a regulating mechanism on this basis (in the same way 
as the regular control grammars are defined starting from 
Szilard languages).
Definition 4.2. A regular walk grammar is a system G =
= (V^, S, P, C), where G' = (V^, , S, P) is a usual con­
text-free grammar and C is a regular language over ^0, 1, 2^. 
The language L(G) is
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L(G) = eV* | there is a derivation
D I S ■ x in G' such that walk(D) 6
We denote by RW the family of languages generated by re­
gular walk 'X-free context-free grammars; when X -rules are 
allowed, we write RW^.
The inclusions
RW C  GS, R W ^ Q  RE
can be proved by a standard construction. The following exam­
ples will show that the inclusion CF c RW is proper (moreover, 
RW contains non-semilinear languages).
Example 4.2. Consider the grammar G with the rules
S --AB, A — > aAb, B ----> cB, A --> ab, B --> c
and with the regular language
G = 02(01+02+ )*
It is easy to see that all correct terminal derivations must 
be of the form
S ,=^AB - s’ aAbB aAbcB a^Ab^cB =£> a" Ab^c^B >=$> ...
... anAbncnB ■=? an+1bn+1cnB = *  an+V +1cn+1
hence
1(G) 4 . W  |n>l]
Example 4.3. Consider the grammar G with the rules
S — * BAAc, B --=► bB, B --=► b, A --> AAc, A --> a
and with the regular language
G = 023(00(l+0 ) + 3+ )*
Let us remark that the substrings 00 of strings in G imply the 
use of rules B --  ^bB, B -- > b (after using A — > AAc the sca­
nner is positioned on c). Moreover, after using two times the 
rule B — > bB (thus introducing two occurrences of b), the 
scanner goes to the right and at least a rewriting is perfor­
med (the substring l+0); then we return to the left symbol B 
and the process is reiterated. In consequence, the strings in 
L(G) are of the form b^nw with w £ (^ a, c^94, n + l ^ | w|a < 2 n,
n ^|w|c ^ 2n - 1 (|w|z is the number of symbol z occurrences
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in w). This language is not semilinear.
Some variants of the walk restricted grammars could be of 
interest. For instance, instead of 0 in the walk control lan­
guage we can consider a nonterminal; the rewriting specified 
by 0 must now consists of rewriting the corresponding nonter­
minal. Another possibility is to replace 0 by a production 
rule label and to use this rule at the corresponding step of 
a derivation.
Example 4.4. Consider a context sensitive grammar G in
Kuroda normal form and let r ! AB --^ CD be a rewriting rule
in G. Construct a context-free regular walk grammar G' intro­
ducing the associated rules
A — * Ar> Ar --» C, B Br, Br — > D
and considering the string AArlBBr (instead of 00100) as a 
substring of the associated walk control language. Clearly, in 
this way the grammar G' can simulate the rule r, hence we ob­
tain L(G) = L(G').
A similar result is true for the case when we replace the 
0 occurrences by rule labels, therefore these variants of walk 
restricted grammars characterize the context sensitive langua­
ges (recursively enumerable languages, when ^ -rules are used).
Of course, the study of regular walk grammars needs much 
further efforts. Here are some open problems and research to­
pics which seem to deserve our attention!
Q6. Is the inclusion RW C. CS a proper one ? Compare the 
family RW with other families obtained by regulated 
rewriting.
Q7. What about considering a context-free walk language ? 
What about adding appearance checking features ?
(Mark some occurrences of 0 in the strings of the 
walk language C and use them in the appearance che­
cking manner, that is ignore them when no rewriting 
is possible in this place.)
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SUMMARY
One of the basic results in automata theory is certainly 
the theorem of Kleene : the one which states that the class of 
formal languages that are accepted by finite automata coincides 
with the class of languages that can be defined by regular ex­
pressions. No surprise then that this result has been given 
several (equivalent) statements and proved in several (slightly 
different) ways.
The analysis of these statements show that Kleene's theorem 
consists indeed in two different propositions that are better 
distinguished when one tries to generalize the result. The 
first aim of this paper is to state explicitely a possible gene­
ralization of Kleene's theorem from formal languages - that is 
the semi-rings of subsets of free monoids - to a class of semi­
rings called here Kleene semi-ring. We call mechanism the cor­
responding generalization of automata. A mechanism is basically 
a finite graph with edges labelled by elements of a Kleene semi­
ring. One then defines the result of a mechanism, which corres­
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ponds to the language accepted by an automaton, and one has
Theorem 1 : Let S be a subset of a Kleene semi-ring K.
The regular closure of S is equal to the class of elements 
of K that are result of mechanisms the entries of which be­
long to S.
The roots of Theorem 1 may be found in the thesis of 
Walljasper and in the books of Conway and Eilenbera.
But the main purpose of the paper is to show how this theo­
rem on mechanisms, Kleene's theorem indeed, appears at other 
places in automata theory. We give here there examples.
The first example, a straight forward one, is a theorem by 
Elgot and Mezei which states that rational relation between 
free monoids are realized by finite state transducers. The se­
cond example is somewhat more involved. After the necessary 
framework has been set up, it appears that theorem 1 directly 
implies the Chomsky normal form for context-free grammars. In 
the last example, theorem 1 is used to give a characterization 
of regular sets in free products. This is the basis of the cha­
racterization of the free partially commutative monoids the 
regular sets of which form a Boolean algebra and are all unam- 
giguous.
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1 INTRODUCTION TO GUHA-STYLE 
HYPOTHESIS FORMATION 
Mechanized hypothesis formation of 
certain general logical forms has 
been realised in a multilevel system, 
by the Czechoslovak artifical in­
telligence project ongoing since 1965, 
known as the "GUHA Project" [2,3].
The current overall concept, GUHA-80, 
is a long-term effort to construct an 
intelligent analyser of large data 
sets in the spirit of parallel logic „ 
processing [3]. In particular,
domain with dozens of relevant 
properties as columns and hun­
dreds of observed individuals 
as rows, the goal is to dis­
cover all interesting non­
trivial [logical/statistical] 
implications and/or associations 
that are plausible hypotheses 
about the domain, using the 
properties as unary predicates C2l.
Interesting" is given meaning based
on user options but is generally an
GUHA-80 applies AI techniques to helpill-defined term, as befits an open
expedite data analysis which is 
"exploratory" (EDA), as opposed to 
"confirmatory" data analysis. The 
latter merely confirms a hypothesis 
once a researcher forms one; the 
former searches for all patterns, of 
various types, in the data. MHF as 
done in the GUHA Circle is neces-
ended task. There are copious dis­
cussions of this cognitive concept in 
the GUHA literature [2,3,4,5]. It 
suffices here to note that it is dealt 
with in the GUHA-80 project, but we 
will focus on other aspects. Each 
GUHA run allows the user to re-define 
"interesting".
sarily working on an open-ended goal:
Given large, selected data sets Their current work develops experi-
as matrices over a particular mental, but key, kernels of the
GUHA-80 master plan which in its full
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extent will be an agenda-driven, rule-gent systems which guide their users
based, multilevel Al-system for EDA 
using parallel processing, with a 
facet-rich, frame-like knowledge rep­
resentation structure [3,6]. In many 
respects its symbolic reasoning is 
patterned on that of Lenat's AM pro­
ject [7]. However, EDA deals with 
real-world empirical data, not pure 
mathematics. The GUHA-80 system will 
choose its parallel processes from a 
wide range of modular algorithms:
- DATA_REDUCTION,
- SIMILARITY_MATRIX,
- CHI_SQuare,
- BMDP3F,
- CLUSTERING (See [3] for a list 
of GUHA procedures.)
One significant motivation for the 
overall project is the AI-enhancement 
of huge statistical software packages, 
e.g. BMDP, SPSS, SAS, SURVO, etc. [8], 
for the benefit of ordinary users. 
These packages are powerful and com­
plex and are somewhat user-oriented, 
but they usually cannot advise the 
user about what tool to select from 
the many possibilities, nor what 
parameters to use, because there are 
so many different user situations and 
variables. Users who are not statis­
ticians, the majority, often need 
counsel on what software tool should 
be used in their particular situa­
tions .
The first parts of GUHA-80 are ap­
proaching this by developing intelli-
in the choice of next procedure to 
run and its parameters. These new 
systems draw heavily upon the experi­
ence of the expert systems MYCIN and 
SACON [9,12]. The latter advises 
users of a multi-part package, MARC.
Another AI/analytic system, done with­
in SUMEX, is the RX project, which is 
like the EMYCIN with the addition of 
a statistics package [17]; see 
Figure 1. According to its de­
scriptors, the RX system is admit­
tedly primitive in that it mainly 
cross-tabulates each domain property 
versus all others, for significant 
statistics. It reports very few new 
results, possibly due to this re­
striction on form and length of 
output hypotheses.
Figura 1. MYCIN/RX-typa Automated Discovery System
2 EXPLORATORY DATA ANALYSIS VIA 
HYPOTHESIS FORMATION 
Recent work on the GUHA-80 objectives 
has been focused on a prototype 
expert system, G-QUANT, and on an 
intelligent multi-statistic evaluator, 
ASSOC [5]. These kernel procedures 
deal with (1) the choice of a par­
ticular "quantifier", or statistic, 
from a variety of available modules,
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and then (2) the detailed evaluation 
of the chosen statistical or logical 
formulae over the user's data matrix. 
There is considerable interfacing 
between these two modules, and op­
portunity for positive feedback in 
their repeated invocation. They form 
a synergistic pair, like SACON and 
MARC.
In order to run ASSOC, one must first 
set the form of quantifier to be used, 
e.g. an independence test for two or 
more properties, like Fisher's Test, 
or perhaps one of a class of (non­
standard) implications. The expert 
system G-QUANT serves to help make 
this choice. Present implementations 
utilize six (6) distinct forms, which 
go way beyond one-by-one crosstabs. 
GUHA hypothesis forms have always been 
complex enough to relate from two to 
six different domain properties. 
Associations of compound (two-way) 
attributes with a third property are 
common.
Figura 2. GUHA'a Hecbanlted Hypothesis Former
2.1 THE GUHA procedure G-QUANT:
This GUHA module operates more like 
EMYCIN, without embedded domain know­
ledge, but with the addition of 
heuristic rules that give in effect 
a Logical/statistical Knowledge Base,
the expert system G_QUANT; see Figure 
2. GUHA runs typically produce much 
output (unless cleverly restricted), 
including some novel results [2], but 
also very many trivial, known or 
otherwise less interesting hypotheses. 
G_QUANT was inspired by EMYCIN, as a 
naked inference engine, but developed 
independently of it and RX.
The consulting system G-QUANT asks 
questions of the user like "What is 
the size of your data matrix?", and 
then assigns categories, like "The 
matrix is: Small/Medium/Large." Then 
this system employs the technique of 
backwards chaining, as in SACON and 
MYCIN, using its knowledge base of 
heuristic rules of the form:
"IF (condition-1) THEN (condition-2) 
WITH CERTAINTY (factor)".
Both of condition-i (i=l,2) are 
true/false propositions related to 
data analysis, and factor is a know­
ledge base assigned probability.
For example:
IF (the user wants the results
to be decision rules) THEN (the. .i >class of the quantifier is 
IMPLicational) WITH CERTAINTY 
(1.0);
IF (the kind of quantifier is 
Symmetric) AND (the matrix 
size is Small) THEN (the identity 
of the quantifier is FISHER)
WITH CERTAINTY (0.9);
Actually, to control complexity, 
G-QUANT does not use a numeric
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range of "factor" from 0.0 to 1.0, but conditioned associations of the form 
rather a discrete range of seven (A^^S)/C may be generated ashypothe-
values of "c-degrees": from -3 ses, where C is a prior condition for
(certainly not) to +3 (certainly yes); A'v'vS- Only sentences with disjoint 
0 means unknown. These c-degrees are components A, S[, C] will ever be 
assigned to the basic rules, as pro- generated; "A" is called the ante- 
vided by user evidence, then propa- cedent, "S" the succedent, "C" the
gated via the net of rules using the condition [14].
reverse logic of backward chaining, to a given run of ASSOC, the quanti- 
recommend a quantifier of highest fier is fixed and so is the condition
certainty. C (if any); A and S vary. Each gen-
2.2 Forming Hypotheses; ASSOC erated hypothesis is tested as a
While this procedure is not an expert statement about the data matrix, by
system, it is the target of the expert standard methods of evaluation,
system G-Quant. ASSOC is a GUHA including cases of missing data,
procedure that processes binary and/or When C is chosen,A''''0s is evaluated on 
n-ary, i.e. finite-valued, nominal the submatrix which omits all rows 
data in a "smart" if not intelligent not staisfying C. If no missing data 
way. It fosters wise choices of is detected in the matrix, a prop-
input parameters and uses clever osition pair A,S determines a 4-fold
default values, to guide novice usera contingency table:
a = H of rows satisfying A 3 S, la btIt can also accept real—varxable prop— t # of rows satisfying A 3 -S, |c d|
, , , c = # of rows satisfying -A 3 S,erties and convert them to rang^value d = # of rows satisfying -A 3 -S.
The six quantifiers now used in ASSOCcategories, so that all data is 
nominal.
For all six quantifiers these are
include three symmertric ones:
SIMPLE (association),ASSOC generates and tests hypotheses. FISHER (independence test), and
CHI_SQ(uare statistic), 
each of which satisfies a*d > b*c ("coincidence 
binary associations of the form: dominates difference"), as well as other defining
AvvS ("A is associated with S") conditions. The three non-standard, IMPLication
where A, S are compound propositions quantifier* *re:
for which the atoms are the domain's
properties. Non-atomic propositions 
are formed as disjunctions or con­
junctions of signed atoms, and the 
operator -t-v is to be one of several 
(generalized) associations, called 
"quantifiers" [13]. Moreover,
FIMPL - Founded almost IMPLication,
LIMPL - Lower critical almost IMPLication, and 
UIMPL - Upper critical almost IMPLication.
The definitions of these non-standard quantifiers 
are rather special: for example, (A FIMPL S) is
valid iff a > BASE and a/(a*b) > CPROB, given the 
parameters BASE,CPROB.
EXAMPLE: Suppose the antecedent A conjoins pro­
perty »2 and the negation of property *19 and S is 
property *20 [Suppose these domain properties are
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respectively; JO-year-chaln-smoker, age under 60, 
and lung cancer]. Then validity holds for
(P2 I -P19) FIMPL P20,
if A is true in 50 rows and both A and S are true 
in at least 40 of those rows, where BASE ■ 40 and 
CPROB ■ 0.80. In words, the hypothesis: "A 30-
year-chain-smoker over 60 is likely to have lung 
cancer" is true for 80\ of the (limited) sample.
Matrices with missing data are processed using one 
of 3 possible semantics: "secured" (the default),
"deleting", or "optimistic"; see ClSl. These use, 
Instead, a nine-fold contingency table for three­
valued logic. Other quantifiers are defined and 
discussed in Cl4], The planned maintenance of the 
new systems G-QUANT and ASSOC allows for the addi­
tion of new quantifiers, as long as they are 
"founded" and, preferably, "associational"; see 
[14].
[The programming for the ASSOC systei 
was done by P. Hajek, I. Hlaveseva,
B. Louvar, D. Pokorny, A. Sochorova 
and E. Tschernoster. The implementa­
tion of the G_QUANT expert system was 
in PL/I, by Marie Hajkova, using 
IBM 370.]
2.3 Control of Complexity of 
GUHA/HF Computations 
To supress output of hypotheses im­
plied by already found ones, ASSOC 
runs use one or both of two logical 
rules: "Symmetry" for the symmetric 
quantifiers, and "Improvement"
(either "strict" or "conservative") 
for all six. Improvements of 
would only increase its validizing 
statistics. The need for GUHA pro­
cesses to preserve strict limits on 
combinatorial explosion, and princi­
ples for doing so, were noted by 
Springsteel, and by Pudlak & Spring 
steel [16,15 ] .
Later versions of ASSOC, which will 
allow more quantifiers, are planned to 
utilize some of the complexity-induced 
principles for bounding two-valued 
logic searches. These principles can 
best be discussed here in the context 
of a search for Disjunctions of at 
most n signed (and distinct) predi­
cates, which disjunctions are to be 
true for each individual row in the 
data sample, where n is the total 
number of atomic properties. I.e., 
we assume all basic propositions are 
in their Disjunctive Normal Forms.
We »hall denote an instance of this problem by 
D^M), where M is the given mxn data matrix, or 
simply by D< for the general algorithmic problem. 
The first principle allows less output:
EXTENSION: If one disjunction, say d *
Pl I... I... I Pk, is true in M, then there are atn _ kleast 2 different disjunctions of the maximum 
length, n, that are true in M. [The latter are 
the extensions of d by each sign pattern on the 
(n-k) signed atoms: .... (♦l-)Pn>]
Thus, D< (M) is true if and only if the instance 
Dmax^0 1* true of maximum length disjunctions.
The second principle is:
EXCLUSION: A non-trivial disjunction of d of max­
imum length n is false over matrix M if and only 
if the n-tuple of 0’s and l*s which negates the 
Pi’s signs is in M.
Thus, &Bax(M) is true if and only if at least one 
possible row is missing from M, and a true d can 
be found by probing for a missing row, linearly. 
Note that the Principles of Extension and Exclu­
sion imply that not only is D solvable in poly-B&X
nomial time, over a "search space" of 2n maximum 
length disjunctions, but so is D<t over a much 
larger search space. For example,
d ■ Pl I -P2| PI
is false only when any row <0,1,0, .... .,.>
is present in M; this Is easily checked. But, if 
d is thereby found true, so are all extensions of
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d to maxiaus length. Is minimal such.)
2.3.1 Example A: Short Disjunctions Can Play
"Hard-to-Cet"
Seven people are asked six Y/N questions, includ­
ing sex (P3, where "1" signifies Bale), and five 
either-or preferences. Each person answers inde­
pendently, but an easy analysis shows there to be 
several patterns of responses common to all seven. 
This follows fron the Exclusion Principle in gen­
eral. because 7 is auch smaller than 2n « 26 ■ 64; 
thus, many "falsifying rows" must be nissing fron 
M. Suppose the responses are:
Respondecs PI P2
Preferences 
P3 P4 PS P6
R1 0 0 0 1 1 1
R2 0 0 1 1 1 0
R3 0 1 0 1 0 1
R4 0 1 1 1 0 0
R5 1 0 0 0 1 1
R6 1 0 1 0 1 0
R7 1 1 0 0 0 1
Since 7 is actually less than 23, in any 3 col­
umns we can apply Exclusion to find true disjunc­
tions of only 3 properties. Using the four possi­
ble sequences of consecutive columns, we can find, 
in this special sample, exactly one length-three 
pattern true for every individual and each sequence 
of columns:
-Pl|-P2|-P3, -P2|-P3|P4, -P3|P4|PS, P4|PS|P6
The fourth disjunctive pattern here says that 
everyone answered at least one of the last three 
questions "Yes". By the Principle of Extension, 
each of these patterns can be extended arbitrarily 
by signed predicates that are missing in it, to 
any length 4, 5, or 6. However, it is not neces­
sary to output these "seen-at-a-glance" conse­
quences of the algorithmically discovered length-3 
patterns.
Now, one can try to use Extension to ask if any 
disjunctions shorter than length three could be 
true in the M above, aeaning length two since no 
column is all l's. If any length-2 disjunction 
were true, it would have two arbitrary extensions 
of length three using any extra column. By the 
above results, from an exhaustive search only of 
consecutive properties, we know that this does not 
happen for two adjacent columns. Indeed, M con­
tains a full complement of 0's and l's (four dis­
tinct rows) in any pair of ADJACENT columns I (M
•ut how can we know if ANY two columns are full 
without looking at all pairs? It turns out that 
we can’t in this case, unless we notice that M has 
"opposite" columns, modulo every third one, 
e.g., PI • -P4, etc. Hence, PI | P4, P2 | PS, and 
P3 I P6 are true over M, as are the same with all 
negated predicates. However, in some sense we had 
to look at arbitrary pairs of the n columns, or 
"n choose k" combinations, which becomes exponen­
tial for k > 2.
2.3.2 Exasq>lo B: Minimal Seven Rows Without
Length-2 Truths
Suppose the survey used above was seen to be con­
cocted, and then refined to ask the same seven 
people six different 0/1 preferences. Call these 
changed questions Cl through C6. Answers may be 
as follows:
M :
Respondees Cl C2
Preferences 
C3 C4 CS C6
R1 0 0 0 0 0 0
R2 0 1 0 1 0 1
R3 1 0 1 0 1 0
R4 1 1 1 1 1 1
RS 0 1 1 0 1 1
R6 1 0 1 1 0 1
R7 1 1 0 1 1 0
A perceptive table-reeder (i.e., exploratory data 
analyst) will realise that some pairs of respondees 
now fall into patterns like the questions did be­
fore: R1 • -R4, R2 » -R3. The latter two re­
sponded with opposite "altemate-the-answers" 
strategies. But this has little to do with find­
ing true length-2 disjunctions, IP any exist. To 
find the latter, the agent will need to look at 
each pair of columns, to see if they always agree 
or always disagree. It turns out that M1 has no 
true length-two's, and seems to be minimally so. 
For cates like this, it appears "length k" exam­
ples will take exponential time.
It turns out that no length-2 disjunctions are 
true in M', but clearly many length-3's are, since 
7 < 8. E.g., C1|C2|-C3, meaning C3 implies (Cl|C2). 
Thus the design of the new questionnaire is super­
ior: some sample of size 7 (these folks) has no
simple pattern of length less than 3 true ln M'. 
[These examples generalize.] Therefore, systems 
like RX, which seek only length-two valid state­
ments will find nothing true in this M'.
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2.1.3 Zxtapl« C: Truth Comes in All Sites,
Negatively
The previous examples used the fact that with only 
* < * rows there must be true disjunctions of 
length n/2, in ANT n/2 columns of a binary matrix, 
’t is possible with more than 2n/2 rows that there 
will still be short, true disjunctions, e.g., some 
column may be all l's or all 0's. Thus a matrix 
with 6 columns and as many as 32 (or, n6/2) rows, 
the full 5-column binary matrix with an extra 
column of 0's, has true disjunctions of ALL 
lengths, but no purely POSITIVE-predlcate dis­
junctions at all I But, when a increases to as 
many as 16 ■ 2*/*^ rows, we can find special 
examples, like Example B, with no true length-n/2 
formulae. (See [16].)
determining whether such hypotheses 
exist for given conditions by: 
Notation Problem
D Given any M, is there a maxi­max
mum length disjunction true 
in M?
Given any M, is there a dis­
junction of length at most 
1(M) true in M?
D  ^ Given any M and any parameter 
k 1(M), is there a dis­
junction of length k true
These examples show the difficulty, and almost the 
complexity, of search for true disjunctions in 
simple two-valued matrices. Other work by this 
author demonstrates that even very tractable two­
valued problems can instantly turn into NP-complete 
problems when a third logic value is introduced. 
Also, in general, the problems are harder when the 
search is for associational quantified hypotheses, 
but few quantifiers have been studied.
D1/2
in M?
Given any M, is there a dis­
junction of length at most 
l(M)/2, true in M?
These probelms can also be posed for 
Positive disjunctive forms, so denoted 
by a superscript ' + '. We assume all
Furthermore, certain HF problems seem disjunction sought are of elementary
to fall into natural intermediate form (no predicate occurs twice), all
complexity classes: their known time 
bounds are non-polynomial, non-expo­
nential functions such as
Nlog N.
See [16] for a review of these dif­
ficulties; it shows the Czechs' 
limitations on size of desired outputs 
to be wisely efficient.
2.4 Selected Results in Hypothesis 
Formation Complexity Analysis 
Here we examine certain results con­
cerning the EXISTENCE of desired 
disjunctive form hypotheses true 
over given 2-valued (or, 3-valued) 
data matrices. As above, we shall 
denote the probelm of algorithmically
predicates are unary properties and 
are considered universally quantified 
(over all rows in the matrices). 
Obviously, such types of problems in­
clude as special cases simple impli­
cations :
(Pl I -P2 ) 1 P3 = (-P1 & P2) => P3. 
Therefore, even length three dis­
junctions are of more generality than 
the problems considered in the RX 
project.
2.4.1 Two-valued Disjunctive
Existence Results
I. D+ is in P; in fact it is max
solvable in linear time and 
in log n space.
Proof: There is only one d; test it!
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Corollary: is in P .
Proof: Principle of Extension 
makes these equivalent. [X]
II. D is in P.max
Proof: Use the Principle of Ex­
clusion to probe for any missing 
row in M, in linear time and log­
arithmic space.[X]
Corollary: D^ is in P, with time
and space as above.
III. D ^ 9 is in P. [Modify the proof 
IV, below.]
Corollary: Given a fixed k, the
D problem is in P.par
IV. D is solvable, all k,par 2time, (logN) spaceN1o§N
Proof: Given M with m rows, and
k £ n = 1(M), if: (a) m < 2^ then
the Exclusion principle produces
true disjunctions over any k
columns; so, the answer is "Yes";
(b) m > 2 , then generate all
length-k d's in some numeric
order and test on M. The number
1cof such d is at most (nlk)*2 < 
(2n)k = OC^log m) . Say "Yes" if 
any.[X]
[Notice that the median case, 
k = 1(M)/2, is D1/2.]
V. D^par is NP-complete, as is
D 1/2*
Proof: Reduce this one to the 
N0DE_C0VER problem; cf. [15],
2.4.2 Three-valued Disjunctive 
Existence Results
To distinguish these problems from 
the above two-valued cases where all 
matrices contain only 0's or l's, we 
adjoin an X in the notation. Here
the M may contain entries from (0,1, 
X) where X denotes "unkown". Dis­
junctions are evaluated on such M by 
standard 3-valued logic.
I'. D+ (X) is in P. max
(Proof in [15].)
II' - V :  The three-valued problems
are NP-complete, For example,
we demonstrate II'.
Proof of II': D (X) is iso­max
morphic to the originally 
proven NP-complete problem 
SATISfaction of boolean CNF's,
F = &(C^), over n atomic 
variables (l,2,...,n) and their 
negations, per the Reduction: 
Suppose F has m clauses. 
Transform F to the mxn 
3-valued matrix M where 
M(i,j) is: 1 if clause 
contains variable j, 0 if C.l
contains -j, and X otherwise. 
It can be checked that a 
truth assignment to (1,2,..., 
n) satisfying F corresponds 
to one set of signs on prop­
erties (columns) P1,P2,...,
Pn yielding a true dis­
junction over M, and con­
versely, The map F^>M is log 
space.[X].
Most of the positive disjunctive 
forms of III' - V  follow form re­
ductions to the N0DE_C0VER problem, 
via the previously seen NP-complete 
D+par two-valued case, as shown in 
[15].
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2.5 ASSOCIATIONS HYPOTHESES 
EXISTENCE RESULTS
These problems will be denoted by "A" 
in place of "D", even though we still 
assume that the two sides of the as­
sociations are each in boolean dis­
junctive form: ~  denotes (simple) as­
sociation.
A +: Given any M over (0,1), aremax '
there positive disjunctions
d, d' of total length 1(M)
such that d~d' is true inM?
[It is an Open Problem where the above
set fits in the hierarchy!]
Likewise, A (X) denotes the same max
problem for arbitrary disjunctive 
sides, but over three-valued M.
2.5.1. Two-valued Associational 
Results
P-time solvable: A ; A.: A,--------------- max < 1/2
„logN solvable: AN— a---------- par
OPEN PROBLEMS: A and all such------------- par
Positive cases.
2.5.2 Three-valued Associational 
Problems
We define here a special-form posi­
tive-parts associational problem that, 
as an exception, has a P-time 
solution. All other cognates of the 
above problems have been shown to be 
NP-complete. (See Table 2.)
A+ , (X): Given any M over (0,1,max-1
X), are there positive 
disjunctions d, d' of 
lengths m-1, 1 respec., 
such that d~» d' is true 
in M?
Proposition: The above problem is 
solvable in linear time.
Proof: The possible choices for d',
hence d, are linear in 1(M).[X]
The above proposition gives hope to 
the practical side of GUHA-style 
research, because almost all important 
(e.g., medical) questions are phrased 
in terms of what combination of sub­
ject properties associate with one 
specific property, e.g. disease. 
Similar considerations make dis­
junctive problems important to find­
ing what implications from a con­
junctive (negated premiss) combination 
of properties, or lack thereof, yield 
one highly interesting conclusion. 
There are as yet few results on other 
quantifiers, e.g. C h i - S Q u a r e . One 
negative result appearing in the ap­
pendix of [15] shows that all the 
three-valued problems are NP-complete.
Table 1. Summary of results 
Logical values
2 3
Length V —0 y
-  parameter 2lo,i 2lo,! N P -c. N P -c.
2 K M )  P p  NP-c. N P -c.
K M )  P  P  NP-c. N P -c.
« K M )  P  p  NP-c. N P -c .
*  parameter NP-c. ? NP-c. N P -c.
i K M )  NP-c. ? NP-c. N P -c .
K M )  P  * ? p  N P -c.
P  ? p  N P -c.
TABLE 1. SUMMARY OF RESULTS
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NODE COVER SATIS FIAB ILITY
I. /
, D p - r D m „ ( X )  =  D * ( X )
X  \  _
D) : D ;4,(x ) D „ „ ( x ) !>,,,(* )
D •■)
CUTV-, u. 1
7 ^x) d; (x) D«’(x)
Dp.r’( x j D?l'(x ) Dp.‘,(x) or.hx)
TABLE 2. TABLE OF NP-COMPLETENESS
OPEN QUESTION: Is D or Apar par
actually in P-Time? I.e., can the 
critical subcase for 2^ < m < 2n  ^be 
solved in time less than the ex­
haustion method's n^°^m? If so, 
a P-time algorithm could conceivably 
be useful to design an MHF process to
decide D for arbitrary matrices par
with a moderate number of rows com-
n ^ pared to 2 , but more than 2 , making
the Principle of Exclusion in­
applicable.
GENERAL SOLUTIONS: All of the above 
problems have considered only exis­
tential questions, e.g. of whether 
there exist true lengt'n-n or -k dis­
junctions for the given M. This is a 
good prior problem to solve before 
running any GUHA algorithm, for if no 
output is to result, it would run ex­
ceedingly long to discover this! 
Still, given some tractably solvable 
existential situation, how do we con­
vert this to knowledge useful in 
generating ALL the desired, interest­
ing hypotheses, as required by the 
General Goal? As seen in [16], most 
of these so-called "General" problems 
are NP-hard!
Heuristic Case I: If 2^< m < 2 n^ ’
THEN we need not generate all 2n-m 
true length-n disjunctions by Exclu­
sion; it suffices to find (some) of 
their minimal-length representatives,
using the following heuristic, where
km is approximated by 2 :
Each length-k representative extends
n _ _ kto 2 length-n d's; thus the total 
number of the latter is represented 
by at most
[2n - 2k]/2n_k - 2k - f <2k 
such distince length-k true disjunctions, 
where f <1. This assumes few short 
d's extend to equal length-n's, 
which is not always true! However, 
each longer one can stand for its 
many shorter representatives, if 
necessary, and at most one should 
generate about m "independent" dis­
junctions, giving a linear bound.
Cf. Example A.
Heuristic Case II: IF m< 2^ and k =
n/2, as in Example B, THEN we can
generate true length-k disjunctions
using ANY k columns for a total pos-
Icsible number of (n"choose"k)*(2 -m)
length-k's, each of which extends to 
n~lc2 length-n's, for a grand product 
>> 2n - m, the distinct disj unctions!
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Thus, here again, as each length-n 
true disjunction may be the extension 
of many, many length-k's, we should 
use the former to keep track of the
could be very expensive (supercomputers 
will be justified);
(4) it is Inherently costly to extract just 
the valid AND new hypotheses from all 
those generable by the system.
latter ones and of independence. For 3.2 WHERE WE WOULD LIKE TO BE:
example, M' can have at least (61 3) = 
20 length-3 truths, but each of them 
pairs with its complementary columns 
in on e of the 57 length-6 truths.
3 EXPECTED FUTURE DEVELOPMENTS IN 
GUHA-STYLE EDA/MHF 
Future EDA/MHF software can benefit 
from the experience gained in develop 
ing the earlier GUHA algorithms, and 
in the advanced analysis of possible
The G_QUANT and ASSOC systems increase our under­
standing of what the larger package should do, and 
how to do it. Also, the smaller systems could be 
used directly by an implementation of GUHA-80, as 
modules. The GUHA approach to EDA seems much in 
need of a normal-sized expert system for its users, 
partly because it is non-standard in some sense: 
GUHA is oriented mainly to nominal data and its 
procedures tend to generate plausible domain hypo­
theses, rather than confirming some user-posited 
hypotheses.
Special features of a newly proposed 
( "GUHA-90", below ) project also
, . . , . , make it possible for an applied EDAheuristic algorithms.
Eventually, when Automated EDA is applied to very system to be of benefit to AI. Having 
large domains and/or data "samples", like a large large e m p i r i c a l  d a t a , one could p r o _
city's census, it will require a CPU on the order- . , , . . ,, cess them by ASSOC with an implica-of today's supercomputers, in order to generate all J r
"interesting" basic rules (even of restricted tional quantifier in order to obtain
forms) about the city's population. For example, rules Df the form:
many different types of economic analysis questions if (condition) THEN (conclusion) WITH
could be answered simultaneously, without each
being explicitly asked 1
CERTAINTY (e-de»r»el.
Such rules fora part of the knowledge base in most 
expert systems. Thus, it it conceivable that 
GUHA-SO could b* useful to opening the bottleneck
3.1 WHERE WE ARE/Current limitations
on automated discovery:
. . . .  , , . of the knowledge Acquisition Problem thst every
The major limiting factor Is the high cost of dis»knowledge engineer faces when building a knowledge
cover/ compared to conventional methods of doing b#je fr0B th# utterances of huaan experts. In the
research; specially built systems cost more than ,pirlt of autonated research, inspired by TUkey's
people, at least at first. However. IP vital re- exploratory d.ta analy#is# ono ain of this rest-of-
sults were discovered this way that were not see- c#ntury proJect i$ t0 partially aut0Bate. and
sbl. another way. then the value of EDA systems th#reby lpeed upj th„ ab9traction of heUristic KB
would be apparent, regardless of cost. It is rules, directly from the data as much as possible.
doubtful that this can he demonstrated soon, only this idea needs ^  reMarch and testing,
a relative speed of examination compared to humans. tQ t„ t ltf fBaaibility further.
Costs are high because:
(1) collecting and storing data is costly;
(2) building suitablo (initial) KB's is 
expensive (EDA can help later);
(3) processing very large data sets, using 
the twin KB's, to find new knowledge
71gur« 3. GUHA-#5 Planned Architecture
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3.3 WHERE WE CAN GO/HOW TO GET THERE:
The MOST interestinf developments are expected to 
occur when we combine the best of both (GUHA and
RX) worlds: by interfacing a domain-dependent KB
with a domain-independent logico-statistical KB 
having the power of CUHA's general logic system, 
plus its multi-statistics evaluations. [See 
FIGURf 3.] This future system will have five
AUTHOR'S NOTE: While such large 
research projects are inherently ex­
pensive, it seems that the most ad­
vanced nation should be able to co­
operate with one of the smallest in 
Eastern Europe, in order to effect
major software components:
(1) The Domain-expert KB (DKB), preferably 
medical for comparisons;
(2) The Logic KB (LKB), much more powerful 
than RX's one-on-one;
(3) The domain-dependent database (PDB), for 
patient studies;
(4) The statistics applications system, here 
called SAS; and
(5) The control system that includes an auto­
matic hypothesis acquirer (AHA), to coor­
dinate the parallel workings of LKB and 
DKB and to enlarge (occasionally) the DKB.
It seems clear that American implementations of 
EDA expert systems should not repeat the FORTRAN 
and PL/1 experimental work of the Czechs. In fact, 
in order to handle the backward-chaining logic and 
rich knowledge representation framework envisaged 
for QJHA-80's unmet goals, several types of modern 
software support must be arranged:
(1) UNIX/C for a productivity-enhancing oper­
ating environment;
(2) PROLOG for the AI aspects Just mentioned, 
requiring Logic Programming;
(3) Compiling facilities, for calling SAS 
from within PROLOG;
(4) Test Advisor module fully Integrated into 
the Evaluation Stat-Pak;
(5) Artificial Hypothesis Acquirer, trans­
forming output hypotheses, after confir­
mation, into domain rules for the Knowl­
edge Base.
[Note that "AHA" here implies human- 
interfaced knowledge acquisition!]
very state-of-thfc-art information 
"extraction" systems. Consider the 
gains.
(1) The RX system output is too restricted;
It is domain-dependent;
(2) The GUHA system output is too prolific; 
it is domain-independent;
(3) The combined, binational system could use
the best of both present systems: domain
KB for soundness and selectivity of re­
sults, and the uniquely powerful logic KB 
of GUHA-8S to increase the likelihood of 
discovering varied, new and significant 
results.
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Desirable hardware: powerful, multi-station,
number-crunching super-minicomputer with massive
disk storage. Medium-to-high-resolution graphics, 
for displays, would be an extra advantage. [While
Tukey’s version of EDA is more visually oriented, 
our system will NOT try to do cluster analysis 
graphically!]
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A b s t r a c t
In the paper we present some re-flections on PROLOG and 
logic programming. Assuming a basic knowledge o-f PROLOG we try 
to show some aspects of both the underlying theory and the 
practical applications. We also try to discuss how PROLOG fits 
into the general stream of logic programming research 
reflecting on its past, present and future.
1. In t r o d u c t io n
Mathematical logic has been used in various areas of 
programming from the very beginning of its history. The basic 
operations of propositional calculus, the conditional 
statements are present in every programming language. Now we 
are trying to show the path of research that aims at using 
higher forms of mathematical logic in programming. This path 
leads to the creation of very high level programming languages 
based on .logic as PROLOG is.
In point 2. some aspects of verification and program 
synthesis systems are discussed and the general principles of 
logic programming are introduced. In points 3. and 4. features 
of the PROLOG language are described - its relation to logic 
programming and also its usability in practical programming. 
Finally in point 5. current trends of research and development 
of logic programming and PROLOG are investigated.
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2 . From  " lo q ic  i n  p ro g ra m m in g “ t o  " lo q ic  program m ing
Higher -forms o-f mathematical logic, e.g. the -f order 
predicate calculus were started to be used in programming in 
the early sixties. One of the research directions -for -facing 
the software crisis advocated the use of program specifications 
formulated in mathematical logic to provide safer and more 
productive software systems. On the other hand various 
mechanical theorem proving techniques were developed that could 
serve as tools for implementing such logic based systems.
The first approaches that used program specifications in 
logic were program verification and program synthesis systems 
C8H„ Let us examine a much simplified schema of these systems 
as presented in Figs.l. and 2. In a program verification system 
the user has to supply a program (generally written in some 
high level algorithmic language) together with a specification 
in logic of what the given program is intended to do. The 
verifier uses theorem proving techniques to compare the program 
and the specification and returns a yes/no answer whether the 
program is correct with respect to the given specification or 
not. The process of verification can be performed independently 
of the actual execution of the program as depicted on Fig.l.
yes/no
execution
L ver i f i — 
( cation
Fig.l. Schema of a program verification system
A program synthesis system takes a logic specification of 
a program as input and - again using theorem proving techni ques 
- produces a program conforming to the specification (Fig.2.). 
□f course program synthesis needs more powerful theorem proving 
techniques than verification in order to construct an 
executable program. This program can be subsequently executed 
in the same way as hand written programs.
-  9 9  -
L program r synthesis
execution
Fig. 2. Schema o-f a program synthesis system
Experience and the problems of theorem provers, 
verification and synthesis systems all contributed to the 
appearance of a new research direction: logic programming 
pioneered by A. Col merauer , F'.Hayes and R.Kowalski in the early 
seventies ÍC43, C6lX The basic idea of this approach is that one 
can totally get rid of the "traditional" algorithmic program in 
the above schemas. The specification in logic itself can be 
considered a program that may be executed using a theorem 
prover, which - in terms of software engineering - serves as 
an interpreter for the logic program (Fig.3.):
u. V J
execution
Fig.3. Schema of a logic programming system
logic 
i nput
Let us clarify the basic idea of 
specification can be thought of as 
values x of a program to the output
logic programming, 
a formula relating 
values
A
the
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If the specification is satisfiable then for each input there 
exists at least one set of output values, i.e
V  * 3  * if
holds. (We are simplifying the discussion by assuming that the 
program should work for al1 input values. It is left to the 
reader to consider the case when the program and so the formula 
' LP •' is defined only for input values satisfying some condition 
’ U A x ) ’•) Given now a concrete input a one can supply the true 
closed formula
3
to a theorem prover which should be able to prove it. If the 
theorem proving technique is constructive, i.e. an existentially 
quantified formula is proved by finding a concrete object for 
which the formula holds, then proving the above formula means 
constructing a concrete b for which
kp (a, b)
holds. That means that the result of the theorem proving process 
is the desired output b of the program.
A logic programming system allows the user to write
specifications instead of programs - thus implementing the
famous slogan "WHAT rather than HOW". Logic programming systems, 
however, still inherit the major problem of theorem proving: the
peril of combinatorial explosion. Proving a theorem is
basically finding a specific path in a tree of possible proofs - 
which may be a practically impossible task if the tree is big 
enough. There are a number of concepts left open in the general 
schema of logic programming: the logic language, the theorem
proving method and also the strategy of the theorem prover. An 
appropriate choice of these concepts can help in overcoming the 
problems of combinatorial explosion.
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3 . From Io q í c  program m ing  t o  PROLOG
The programming language PROLOG (PRGgramming in LOGic) was 
created in the early seventies at the University o-f Marseille 
C123, virtually in parallel with the construction o-f the theory 
o-f logic programming.
As mentioned previously some compromises had to be made in 
designing PROLOG to avoid combinatorial problems. The first of 
these was to restrict the language to so called Horn clauses, 
i.e. statements of form
Of) A if Ci and. . . and C0 n>=0
where A and C* are atomic relations having constants, variables 
and functional expressions as arguments. Functional expressions 
consist of a function name applied to a number of arguments of 
similar form. (#) is usually called a rule if n >0 and an
assertion or fact if n-0. All variables in the statement are 
universally quantified. Note that for variables which occur only 
in conditions C« this is equivalent to being existentially 
quantified whithin the conditions part:
A if(3v(Ci and... and Cn) )
In addition to a number of statements of form <#) one can 
specify a goal statement
Ci and ... and Cn
to be proved.
The theorem proving technique choosen for PROLOG is 
resolution developed by J.A. Robinson in 1965 C 11 3 . This is one 
of the most powerful theorem proving techniques, it works on the 
clausal form of first order logic (of which the Horn clauses are 
a subset). Its basic operation is unification — a general­
ization of pattern matching which is used to create the least 
specialized common form of two atomic relation expressions by 
substituting variables in both of them.
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A number o-f specialized strategies have been developed -for 
resolution theorem proving. PROLOG uses a -form o-f linear 
resolution: SL resolution C53. In addition to that, most common 
PROLOG implementations apply strict selection rules in
traversing the search tree of proofs. This results in a very 
simple proof strategy that can also be described in more 
traditional terms of pattern directed procedure invocation and 
backtracking, leading to procedural semantics which is used in 
most PROLOG textbooks, e.g. [23.
On approaching PROLOG from the theorem proving side one can 
be seriously disappointed. The restriction to Horn clauses means 
that one can not use negation, implication or universal quanti­
fiers in the conditions of a rule. Consequently many relations 
need to be defined recursively, when one could get away without 
recursion in full first order logic. An example of this is the 
relation 'all elements of a given list are positive' which could 
be something like
al 1 _elements_positi ve(L) if
< V  X) (member(X,L) implies X>0).
in full first order logic. In PROLOG one needs to transform the 
above to the following:
al 1 _el ements__posi ti ve (C3).
al 1 _el emen t s__posi tive ( C X ! L 3 ) if
X >0 and al 1 _el ements_.posi t i ve (L) .
PROLOG programs are also especially vulnerable to ordering 
of statements or ordering of the conditions of a rule. For 
example the ' ancestor_of' relation can be simply defined by a 
recursion on the 'parent_of’ relation:
A ancestor_of D if A parent of D.
A ancestor_of D if A parent_of C and C ancestor_of D.
If we exchange the order of the two conditions in the 
second statement the PROLOG execution mechanism will enumerate 
all ancestors and then loop. If in addition we exchange the two 
statements then PROLOG will loop immediately.
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If, however, one looks at PROLOG as a programming language 
it shows a number of high level features. The most important of 
these are the following
a. Double semantics - in addition to procedural semantics 
PROLOG statements have a well defined meaning in logics a 
declarative semantics.
b. Multi-purpose definitions - a relation represents a number 
of functions depending on which arguments are supplied on 
invocation and which are not.
c. Backtracking can serve as a high level form of iteration.
d. Unification replaces a number of data handling facilities: 
selector and constructor functions and also handling of 
references (pointers)
Let us illustrate the above points on a classical example 
of list membership
(1) member(X,CXILD).
(2) member(X,CV!LI) if
member(X,L ).
These two statements can be read dec1 aratively as follows:
(1) for each X and L a list with head X and tail L has X as 
its member i.e. a head of a list is its member;
(2) X is a member of a list if it is a member of its tail.
The definition of member can be used for a number of 
purposes. The simplest use is to check whether a given object is 
a member of a given list:
?- member(3,C1,2,3,4,53).
The answer is: Yes.
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It can be used to -find a common member of two lists:
?- member ( X , C 1,2,3, 4,53 ) and
member (X,12,4,6,8,103).
The system gives two answers: X=2 and X=4
Here the -first call of member chooses an element of the first 
list while the second one checks whether the selected element is 
present in the second list. The second invocation of member acts 
as a filter on the results produced by the first one. This could 
be implemented by a doubly nested loop in a traditional 
algorithmic language. Increasing the number of conditions to be 
satisfied for a given abject, corresponds to increasing the 
depth of nested loops - this shows how enumeration on
backtracking in PROLOG replaces complex nested iterations of 
algorithmic languages.
The same definition of membership can be used to construct 
a list with given objects as elements. To illustrate this 
feature we use a more complex data structure for the elements of 
the list: ’pair(KEY,CONTENTS)’. A list of such pairs can be used
to represent a dictionary associating a CONTENTS field with each 
KEY field. The ’member’ predicate can be used both for entering 
a new pair to the dictionary and for searching a pair with a 
given KEY field:
?- member(pair (a,1),L) and member(pair(b,2),L)
and member(pair(b,X),L).
The answer is: L = Cpair(a,l),pair(b,2)!L’’3
X = 2
The first call of member instantiates L to Cpair(a ,1)!L’3, the 
second one L ’ to Cpair(b ,2) ! L’’ 3 resulting in the above answer. 
The third call does not instantiate L further, but returns X=2 
by matching the given pair(b,X) with the second element at L. Of 
course, in real applications these calls of member are not 
consecutive, they are scattered through a recursive program. 
This example convincingly shows the power of unification 
replacing complex data manipulation constructs of algorithmic 
1anguages.
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Summarizing the discussion we have to state that a PROLOG 
system should not be expected to behave like a general theorem 
prover. PROLOG should be regarded as a programming language 
which, however, preserves a number of important features of an 
ideal logic programming language. For example, in general we 
cannot wr i te PROLOG programs by describing only WHAT to perform, 
we do have to consider HOW the program will be executed. The 
existence of declarative semantics means, however, that a lot of 
PROLOG programs can be read concentrating on WHAT the program is 
going to do without paying any attention to HOW this is going to 
be achieved.
4 . From PROLOG t o  p r a c t i c e
The pure PROLOG language needs to be extended with so 
called built-in predicates to support "real" programming.
Introduction of some built-in predicate groups - for 
example of integer arithmetic predicates - do not hurt the basic 
principles of logic programming. In this case equivalent 
predicates could be formulated in PROLOG, but the underlying 
hardware or software can itself perform the necessary operations 
(e.g. addition or multiplication) so it is worthwile to allow 
the PROLOG programmer to access the hardware facilities through 
built-in predicates. Such built-in predicates can be regarded as 
relations that are not defined by logical formulae but derive 
their meaning from some standard model.
Other groups of built in predicates - basically those for 
input/output - need to be introduced to link the PROLOG system 
to the usual computing environment. Such predicates can hardly 
be assigned a declarative reading, their essence is the side 
effect they produce, but this side effect concerns the external 
world not the PROLOG system itself.
There are two built-in predicate groups 
conflicts with declarative semantics and so 
bulk of controversy: the predicates for
execution and the predicates for program 
PROLOG data base handling).
which may cause 
give rise to the 
controlling the 
modification (or
The basic control operation available in all PROLOG 
implementations is the ’cut' operation denoted by ’ !’ (or 
sometimes by ’/’). One can use the ’cut’ just to improve
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efficiency of the program i.e. to cut out only those branches of 
the search tree that are known to contain no solutions. This use 
does not modify the semantics of the program, so the ’cut’ can 
be ignored on declarative reading. The "real" use of the ’cut’ 
is when those branches are cut out which may contain solutions. 
This is a serious breach of declarative semantics, which, 
however, can be remedied in certain situations. For example one 
can give declarative semantics to certain constructs in which 
’cut’ occurs (switching to a more widespread notation for 
PROLOG connectives and ’,’ instead of i_£ and and) ;
d : -
a, !, b. 
d : - 
c .
can be read as
d if (if a then b else c)
or equivalently
d if (a implies b and not(a) implies c)
provi ded ’a’ 
variables) at 
’closed world 
true if the p
is fully instantiated (does 
the moment of execution and 
assumption’ i.e. that ’not(a) 
roof of ’a’ fails.
not 
al so 
’ can
contain free 
accepting the 
be considered
The program modification predicates are for adding and 
deleting statements. This of course carries the danger of self 
modifying programs. The most common use of these built-in 
predicates is, however, for updating a database of variable-free 
facts. Even this simple usage is difficult to embed into the 
theory of logic programming since the modification of a database 
of facts means changing the axioms during the proof. Let us show 
a small extension of the "standard" PROLOG predicate set that 
helps in solving the outlined problem.
In the MPROLOG system (Cll C93) backtracjkab 1 e versions of 
database modification predicates are introduced. With these 
predicates the change performed on the database is undone when 
control backtracks over the predicate causing the change. This 
means that if several alternative branches can be selected at a
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given point of execution the data base will be restored to the 
original state before trying a next alternative.
The backtrackable versions of the data base modification 
predicates are much more clear from the theoretical point of 
view than the non-backtrackable ones. In fact, the solution 
proposed by R. Kowalski [73 to overcome the impurity introduced 
by a changing data base through meta-level reasoning works only 
for the backtrackable version. On the other hand backtrackable 
predicates are very useful in the practice of PROLOG
programming. We illustrate this by a small example in MF'ROLOG.
Let us have an undirected graph represented by a data base 
of facts of form
edge(pointi,point2 )
Such a fact states that there is an edge from ’point*’ to 
’pointz’. We define a predicate ’path(pointx ,point2) to mean 
there is a path from ’point*’ to ’point2’!
path(X,X). 
path (X,Z): -
del _matchi ng_edge(X,Y) , path(Y,Z).
del _matchi ng__edge (X, Y) : -
del _matching_statement. b (edge(X,Y) ) . 
del_matching_edge(X,Y )s-
del_matchi ng_statement_b(edge(Y,X) ) .
Here del_matching_statement_b is the backtrackable predicate to 
find a statement matching its argument and to delete it. 
Deletion of the matching fact ensures that each edge is used 
only once, but if backtracking stpps back over the given choice 
the deleted fact has to be reinserted into the data base to make 
possible using the given edge in another selection. Note that in 
the above example ’del_matching_st«tement_b ’ could be defined in 
terms of del_matching_statement (equivalent of ’retract’ in 
DEC-10 PROLOG) and add_statement (equivalent of ’assert’):
del _matchi ng_statement__b (ST)i-
del_matching_statement(ST) .
del_matching_statement_b (ST)i-
add_statement<ST), fail.
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This definition, however, is not only more expensive in terms of 
implementation, but it is also vulnerable to any ’cut's - these 
may cut off the ’addstatement’ branch in which case undoing is 
not performed.
5 .  F u tu r e  t r e n d s  i n  lo g ic  p rogram m ing
The first, very natural question arising in connection with 
the future of logic programming is: can one expect new logic 
programming languages to be created that are completely 
different from PROLOG?
Recent results of M. Szöts C13D show that a constructive 
theorem proving technique can be developed only for sublanguages 
of logic that are equivalent to (some subset of) Horn clauses. 
By constructivity we mean here that at proving an existentially 
quantified formula a unique object is being constructed for 
which the formula holds. This result proves that the language of 
a logic programming system (as outlined in point 2) must be 
equivalent or weaker than the language of Horn clauses, which 
means that the subset of logic chosen for PROLOG was in some 
sense the "best choice". On the other hand we can still create 
new logic programming languages as long as the language is 
transformable to Horn clauses in general terms of logical 
equivalence. In this sense PROLOG can be regarded as a low 
level, "machine code" language of logic programming and one can 
design "higher level" logic programming languages that can be 
transformed to Horn clauses - just as higher level algorithmic 
programming languages are transformed into actual machine code.
One important aspect where PROLOG needs to be upgraded to a 
higher level is organisation of loops or more exactly recursion. 
The restriction to Horn-clauses means that one has to use 
recursion instead of universal quantification as illustrated in 
point 3 by the ’ al 1 _el ement s_posi t i ve’ example. Moreover many 
PROLOG definitions have to be defined by recursion, e.g. the 
’split’ predicate used in quicksort:
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split(CH!L3, X,CHILID,L2)
H< = X, sp1 i t (L, X , L 1,L2).
split(CHILD,X,LI,CHÍL2D)
H > X, split<L,X,L1,L2).
split <C3,_,CD,CD).
could be defined in a "higher level" form by something like 
spl i t (L, X, LI, L2) if
LI = 1 i st (H el ein L suchthat H <= X) and 
L2 = 1i st(H elem L suchthat H > X).
Another possible extension of the PROLOG language is the 
introduction of data types. This helps in improving the 
readability of programs and also may contribute to solving 
"loop" organization problems. A recursive data structure e.g. a 
binary tree can be traversed in several ways - so the language 
should enable the user to define the data structures and the 
traversal algorithms together. The traversal algorithms could be 
named (e.g. 1eft_to_right_breadth_first) and used in loop
(recursion) specifications.
Introduction of data types may also help in improving the 
speed of code generated from a PROLOG program by a compiler. It 
is a problem, however, that currently available PROLOG systems 
offering data types (e.g. TURBO-PROLOG based on work of J.F. 
Nilsson C10D) pose severe restrictions on important aspects of 
PROLOG e.g. data base handling and meta-programming.
Let us now briefly tackle the two other components of a 
logic programming system besides the language: the theorem
proving technique and the strategy (execution mechanism). 
Resolution and especially unification seem to have important 
advantages over other techniques. An example of very few 
alternative languages is "LOBO" C3D. "LOBG" has no pattern 
matching but it allows bounded universal quantifiers resulting 
in a logic programming language that is nearer to traditional 
programming and simpler to compile - but one looses quite a few 
advantages of PROLOG, e.g. those described under b. and d. in 
point 3.
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Many research activities have been devoted to improving 
the very simple and straight-forward execution mechanism of 
PROLOG. Due to lack of space we just list a few topics:
- intelligent backtracking tries to avoid those branches of 
the search tree which can not change the subgoal that 
causes backtracking.
- coroutined execution to allow postponing certain subgoals 
until e.g. some variables become instantiated.
concurrent execution that makes possible exploiting par­
allel hardware.
6 .  C o n c lu s io n
PROLOG has been a compromise between the general aims of 
logic programming on one side and the capabilities of hardware 
and the power of implementation techniques on the other side. 
Recently there have been important developments on this second 
side: dramatic increase of the computing power of generally 
available hardware and also notable improvements in the 
compilation technique of PROLOG (see e.g. [103 and [143).
This will hopefully contribute both to more widespread 
use of PROLOG which may become almost a general purpose language 
like Pascal and also to the development of higher level logic 
programming languages that may bring the "WHAT rather than HOW” 
principle nearer to realisation.
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1. Introduction
The ruestion whether nondetermini sin is more nowerful than 
determinism is one of the most investigated questions in 
complexity theory. The well-known extentions of this question 
are NP ? P, PLOO ? NLOO. We shall study the second in this 
paper.
We shall consider two-way deterministic /nondeterministic/ 
eutomata, 2dfa(k) /2nfa(k)/, because they characterise loga­
rithmic space in the following way
dLOO = jU 2PFA(k) , NLOO = ^  2NEA(k), 
where 2PEMk) /PN^Alk)/ is the family of languages recognized 
by 2dfa(k) /2nfa(k)/ automata.
Promkoviö proved in [4] that a specific language can be 
recognized bv no 2nfatk1 automaton /for anv keN/ with n , for 
0 <a'<l/3, bound on the number of head reversals in the 
accepting comoutations. Using this fact we Drove that, for 
some "nice" functions f, eftn) reversal-bounded 2nfatk) 
automata are not closed under complement, and that eftn) 
reversal-bounded 2dfa(k) automata are closed under complement, 
where cfcN. This separates nondeterminism from determinism for 
reversal-bounded multihead finite automata. The immediate 
consequence of this fact is that if deterministic multihead
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finite automate are as powerful as nondeterministic ones then 
the deterministic automata have to use a substantially lererer 
number of reversals than nondeterministic automata.
This paner is divided as follows. Section 2 involves some 
basic definitions and Section 3 contains the basic results 
concerning "fin) reversal computability" for multihead finite 
automata introduced in Section 2. The main results are formu­
lated in Section 4 .
2 . Definitions
The formal definition of two-way multihead finite 
automata as a 5-tuple (£,K,F,<5",q) can be found in £63, and 
was soon thereafter extensively studied by Sudborough [7],
Yao and Divest £r 3 , and Fromkoviő [3].
A bound on the number of reversals as a measure of 
complexity was introduced by ^artmanis £23. ue considered two- 
tape Turins machines with one-way read-onlv input-tape. 
Deversal-bounded one-tape Turing machines were considered in 
[l3 and reversal-bounded multi-tape Turing machines in £53.
Let f be a function from natural numbers to the positive 
real numbers, and let M be a family of languages recognized 
by multihead finite automata from an automaton class S. Then 
M-H(f) is the class of languages accepted by automata in 7 
which use in their accepting comnutations at most cf(n)head 
reversals for input words of lenght n.
Definition 2.1. Let f:N-»N call a reversal computable function 
if there exists 2dfa{k)-H(cf) automaton A where c is a positi­
ve constant such, that after finishing computation on the 
input word of lenght n the nositions of the heads on the input 
tape represent value fin).
In what follows we shall only consider functions for
which f(n)^n. For the reoresentation of value fin) we shall
use head H^, whose position on i-th symbol reoresents value i.
When proving qualities of the operation 0 for the
result of which is f .we suppose that f.,...,f ,f - < n.m+1 1 ’ m 1 m+1
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3* Reversal computable functions
In this Section we shall prove that sum, integer-valued 
power and root of reversal computable functions are reversal 
computable functions.
Lemma 3.1. For every m*N, if f, ,...,fm are reversal compu­
table functions then f^+..,+f is a reversal computable 
function too.
Lemma 3.2. If f is a reversal comnutable function, then f1,
where i€N, is a reversal comnutable function.
Proof. By induction according to i. For i=l the statement is
obvious. Let us assume that f1"*"'' is reversal computable, i.e.
there is an automaton An whose computation ends in such a way, 1 i—1 "^that Hn represents f (n) and the number of reversals isi—I p0(f (n)) . Let automaton constructs f(n) so, that
represents ftn), Automaton A working in three phases
constructs f^n^es follows: 1 • «
1. It simulates An , resulting in Hn representing r -1(n) ,1 i—1 xnumber of reversals being 0 (f In)) .
2. It simulates A^  resulting in F^ representing fin), number 
of reversals being o(f(n)) .
3. It moves head H-, fin) times by f1_^(n) svmbols in the
following way. Head H-j will at the end represent fin). Heads 
F^ and G will alternatively represent f1-"*"ln). Head is
moved to the left and heads H-^ , G to the right until H^ reads
ft. Fead F^ is moved one symbol to the left because F was
1 i—1 1moved once by f In). Now positions of G and F, are altema-
• • 2 ^  tivelv exchanged moving F^ by one symbol to the left at every
exchange. It is repeated until reads ft. Number of reversals
is 2.f(n)+l.
It follows from the description of the computation of A that 
fxln) is reversal computable.
Consequence 3.3. If fin) is a reversal computable function 
with Olf(n)) number of reversals, then f1( n), where i*N, is 
reversal computable with 0(fIn)) number of reversals.
Lemma 3.4 . |.n is a reversal computable function, ieN.
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proof. We construct 2dfa(k)-p(Ln automaton a which
i  ^ i ?gradually verify if 1 ± n, 2 = n etc. If for number j  holds
j^<n and (j+l^1>n, then j=Ln"*'//lJ. Automaton A use heads G ,
H t ,H0 ,... ,H* ,. . . ,Ft_. Head G represents by its position 
gradually values 1 , 2 , 3 ••• until rea’s /. Pead R-^  moves 
after each successful cycle /i.e. transition from configura­
tion in which head G represents value x1 to configuration in 
which head G represents value (x+l)1/ one svmbol to the right 
and at the end represents value Lnx/1J.On transition from x1 
to (x+l)1 heeds ,...,R^ always represent following informa­
tions: represents value ^jx1-\  H^ represents ^^oc1" ,
p  ^ represents ,1(i-i)x- According to binomial theorem
and so it is sufficient(x+l)1 = x1 +(l}x1"''" +...+ ( i-l)x + 1
/if possible/ to move gradually head G to the right by values 
represented by heads F9 ,...,F- and eventuellv move it one more
symbol. Fach of the heads F2 , ,p . has it own substitute
which in the case of value addition keeps information renre- 
sented by head. Humber of heads is constant and every addition 
recuires a constant number of head reversals. Automaton must 
then adapt information carried by heads F^,..•,F^ to values
Q x + l l 1*1, üfc+l)1"2...... (i-l)(x+11
(ilu-l/-1 = ( i M d - t f c 1) xi-2+(ii1)xi-3+... + (i-2)
- ( l ) d - v  (i) F - 2+ . .
x + l .
--V--2 x F- ------------sr—  .3 x F.
(zlfx.n1-2 = (Dx1-/ (jK^^xi-t (aK^lx1-^ .. ^ '■y .'’- 1 J »Y 1 ■■ ^ — . ■ ■ ^ ■■ -   mi
TJ 3 x H . 6 x Fr
etc.
The whole adaption of information at every transition from x1
to (x+l)1 always recuires constant number of reversals, gince1 / •
maximum successful cycles is |_n J, so the number of 
reversals is o(Ln1//:LJ) .
Conseouence 3*3« Function Ln1/(U>\ for o,,£F, p < q  , is 
reversal computable.
Lemma 3.6. Function |_lo&2n J ia reversal computable
4 . determinism versus nondeterminism for reversal-bounded 
multihead finite automata
Now, proving that nondeterminism is essential for 
reversal-bounded two-way multihead finite automata we give 
a partial answer to the well-known open problem whether non- 
deterministic multihead finite automata are more nowerful than 
deterministic ones.
Theorem 4 .1. If a function f(n) is reversal comnuteble, then 
the class of languages 2dFA (k)"Flf) is closed under
complement.
Proof. It is sufficient to prove that for every language L in 
2dFA( k)-Rlf) recognized by a 2dfalk)-F(f) automaton 
A =(£,K,F,i ,qQ) there is a 2df a( 0 - «  If ) automaton a '
A /= (£,K ' ,F', 6 ' ,q') recognizing language L°. Automaton A', 
works on the input word w of lenght n as follows: 
in the first phase value f(n) is coded by the position of one 
of its heads. Let us call this head G. To code this value at 
most c.^ .f(n) reversals ere necessary since f(n) is a reversal 
computable function. Then A ' moves to the initial state of 
the automaton A.
In the second phase of the computation a ' simulates computa­
tion of the automaton A. For every reversal of one of the 
heads of the automaton A automaton a ' moves the head G one 
symbol to the left, during the computation only one of the 
following three cases is possible:
1. Automaton A would enter the state qfcF. Then A' does not 
accept and enters a state p^F'.
2. If head G of the automaton A' reads jzi, then the automaton 
A would already cross bound of reversals and therefore 
automaton a ' enters a state pG F'.
3. The head G of the automaton A ' does not read yet é and for 
state p, in which automaton A would be, & -function is not
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defined. Tn such case automaton fi ' accepts.
^ince we simulated the work of the automaton A, the number of 
reversals does not /even in this Dart of comnutation of A ' /  
exceed the value Cp.f(n), where Cp is a positive constant. 
uence A' is 2df a(k ') -'R(f ) automaton and recognizes L°.
Theorem 4 .2 . The class of languages ?r'VA (k )-H(nP ) ,where
0 < a < l / 3, is not closed under complement.
Proof. Let us consider the language L, for which it is Droved 
in the paper [43» that L does not belong to 2l'^A(k)-P(n?) ,
where 0<a<l/3. It is sufficient to prove, that the complement 
of the language I, = < xl^x2^ . * ’xi# * k ^ 0, £ Lr for i=l ,2 , . . ,
«here L„ = ^  Lr , „
Lr = { w^cWpC. . . cw^+w^c. . . cWp cw^ I wi € Í 0,1 } for i = l, . . . , r }
is reco-nized bv a 2nfa(2^-P(2) automaton a .
Let us analyze in more detail, what is the stucture of the 
words of the language LC. Tince every word in L /besides t  /  
contains symbol #  > is W, = {0,l,c,+ }+C T,c. Language consists
further of all words from Wp and V/^
W 2 = i w I w = #  v , v €. { 0,1, c ,+ , #  } * } ,
V' = { w I w = vx, ve { 0,l,c,+, #}* , x€^0,l,c,+ }} .c ,All other words of language L /i.e. those which do belong 
neither to » Wp nor to W^/ hsve following structure: 
w = x^  xp #  . . . , where k 2:1, xi 6 { 0,1, c ,+ )* for i=l,.. ,k,
x, 4 E and there is i such tKnt x- 4- L--,.
Automaton A nondeterministicly decides at the beginning of the 
computation on word u, which one of the four above mentioned 
structures is aquiered by the word u. ^o verifv the first 
three cases one head is sufficient and this one executes not 
even one reversals. In the fourth case the automaton A again 
nondeterministicly decides which one of the subwords x^ does 
not belong to Tn . ^o verify its decision it is sufficient, for 
the automaton, to use two heads which execute two reversals.
As a conseouence of Theorem 4.1. and Theorem 4.2.
we have
Ill'
Theorem 4»3» For any reversal computable function f such that 
f(n)5na, where 0 < a < 1/3
k€N ^ A O O - T U f  ) k^ N 2NFA (k) -R(f )
Corollary 4 »4 « For anv p€N
2h^A(k)-R(Llog2nJp) £  ^  2^FA (k)-R(Llo/^2nJp )
Corollary 4.5» For p,o 6 N, 0< n/o <1/3
keij 2DFA( k’)-R(Ln1/aJp  ^ £  ^  2*tFA ( k )-R(Ln1/oJp)
References
1. Fischer, P.C.: The reduction of tape reversals for off-line one-tape Turing machines. J. Comput. System Pci. 2, (1968) 
136-1472. Fartmanis, J.: Tape reversal bounded Turing machines 
computations. J. Comput. System Pci. 19, (1979) 145-162
3. Hromkoviö, J.; One-way multiheed deterministic finite 
automata. Acta informatics 19, (1983) 3'7'7-3844 . Hromkoviő, J.: Fooling a two-way nondeterministic multihead 
automaton with reversal number restriction. Acta Tnformatica 
22, (1985) 589-5945. Famede, T., Vollmer, R.: Note on tape-reversal complexity 
of languages. Inform. Control 17, (1970) 203-215
6. Piatkowski, T.F.: N - head finite state machines. ph.D. 
Dissertation. University of Michigan, (1963 )
7. Sudborough, I.F.: One-way multihead writing finite automata. 
Inform. Control 3o, (1976) 1-20
R. Yoo, A.C., Rivest, R.L.: K+l heads are better than F.
J. ACM 25, (1978) 337-340

113
Proc. IMYCS '86 October 13-17,1986 
Smolenice Castle, CSSR
ON DEPENDENCIES FOR HIERARCHICAL DATA STRUCTURES
K. Benecke
Section Matbematik/Physik 
Technical University "Otto von Guericke"
3010 Magdeburg, PSF 124 
DDR
1. Introduction - Motivation
We noticed that a lot of queries cannot be or cannot be 
conveniently expressed in terms of the Relational Algebra or 
even in terms of "userfriendly" languages based on the Rela­
tional Data Model. There are several attempts to avoid the 
lacks of the Relational Data Model. By some attempts it is 
tried to generalize and extend the theoretical base of the 
Relational Data Model, proposed by E.F. Codd, and by other 
attempts a completely new way is taken.
Database Logic by B.E. Jacobs /5/ is a theoretical base con­
taining the Relational Calculus as a special case. Here, flat 
relational tables, hierarchical tables, and network tables are 
allowed. Concepts, based on Database Logic are for example 
"A generalized Query-by-Example Data Manipulation Language" 
of Jacobs and Walczak /6/ or the "Operators for Non-First— 
Normal-Form relations" of Fischer and Thomas /4/. Although 
both concepts have the same theoretical base they have nearly 
nothing in common at external level - the point of view of users 
and especially endusers. Ideas connected with the "Universal 
Relation" belong to the first category, too. Whereas the Func­
tional Data Model is completely independent of the Relational 
Data Model Shipman /9/ or Zlatuska /10/.
The "Algebraic Founded Hierarchical Data Model" aims to pro­
vide operations for the manipulation of mass data. Its
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theoretical background is an Algebraic Specitication Language 
for Abstract Data Types (compare Reichel / ! / ) .  The specifica­
tion language forces the designer to think about each special 
case of an operation, to think about the generation of the 
basic objects and about the basic properties of operations, 
which determine the operations uniquely. Further, the objects 
and operations are freed from details of concrete representa­
tion. The design process of the operations of the data model 
differs deeply from the theories mentioned above.
We did not try to design basic operations as simple as possible 
to guarantee that it could be understood by endusers. In our 
belief, there is no chance to design very simple operations 
with the help of which the enduser is able to formulate nearly 
all of his query or update requirements.
We believe that a small number of universal and natural princip­
les is needed. By the understanding of only these principles 
the user has to be enabled already to formulate his queries.
Some of these principles are in short:
- each table has a head, by which the columns and the 
structuring of the informations are described;
— a query is formalized by a GIB-AUS-MIT (GET-FROM—'WHERE) 
construct, where
- the head of the desired structure is written after GIB;
- the tables (permanent files) needed for the query are 
written in the AUS part; they are "joined" to the source 
structure;
- by conditions the desired parts of the source structure 
are described.
Now, it is on the designers turn to define and specify opera­
tions, by which the above GIB-AUS-MIT-construct is precised. 
Especially, it is necessary to design an operation, by which 
an arbitrary given structure can be transformed to an arbit­
rary other table, from which only the head is given. This 
operation is called stroke-list-operation or shortly stroke, 
because the transformation of tables is combined with aggre­
gations, which are executed in the case of "COUNT" "stroke
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by stroke".
The source structure composition is mainly realized by the 
extension operation (ext). We found out that the join of 
Relational Algebra is for many cases not the best way for 
putting two relations together.
Let us consider a standard example with employee and depart­
ment data: EMP: S(ENO,NAME,DNO) ; DEPT: S(DNO, MANAGER__NO) 
(Here "S" stands for "set"). The result of the extension of 
DEPT by EMP is a non-first-normal-form relation with head 
S(DNO,MANAGER_NO,S(ENO,NAME)), in which each DEPT-pair is 
extended by the set of the corresponding employees. The 
advantages of such a non-flat structure compared with the 
join of DEPT and EMP are additional selecting possibilities, 
no undesired loss of informations, and naturalness.
On the other hand it is disadvantageously that the scheme 
S (ENO, NAME, DNO, S (MANA GER_NO)) is the head of ext (EMP, DEPT) . 
Here, the inner collection of each employee is a singleton.
To improve the ext operation by omitting of unnecessary 
structuring, it is necessary to have some ’knowledge’ about 
the given tables. Prom the above example, we "know" that 
DNO is the key of DEPT and that each DNO-value of EMP occurs 
in DEPT, too. The improved operation is called "database 
extension" (dbext). It is an intelligent database operation. 
Here, "intelligent" means that the operation exploits not 
only the simple knowledge of heads of tables but some 
integry constraints, which are presupposed to hold in the 
given tables. The constraints represent knowledge about the 
values of the tables.
We see that data dependencies are a corner stone for the 
further development of the data model.
In this paper inference rules for Uniqueness,Existential, 
and Functional dependencies are proved. Such rules have to be 
applied before the intelligent database operations can be 
executed. It is outside of the scope of this paper that all 
basic objects and operations needed for the introduction of
dependencies are specified in detail. They will be verbally 
explained.
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2. Data Dependencies for Hierarchical Structures
In this chapter we describe shortly the objects and 
operations needed for Functional Dependencies. Axioms are 
omitted. Values of hierarchical structures are restricted tc 
natural numbers. For more details compare Benecke /"l/ and /3/.
sorts Nat, Bool (natural numbers, truth values)
sorts Fields (parameter for column names)
Coll-sym (sort for the three collection symbols)
opers set; ms; s e q ---Coll-sym (set; multiset(bag);sequen.)
sorts Scheme (head of a hierarchical table)
opers empty-s--- ► Scheme (the empty scheme)
(Field)---Scheme (injection; without name)
coll(Coll-sym,Scheme) --- *> Scheme (putting a collection
symbol on the top of the scheme)
pair-s(Scheme,Scheme)--- Scheme (concatenation of schemes)
coll?(Scheme) --- s> Bool (Is the scheme a collection?)
coll-type(s: Scheme iff coll?(s) = true) --- s> Coll-sym
(the uppermost collection symbol of s)
red(s:3cbeme iff coll?(s) = true) --- »Scheme
(s is reduced by coil-type(s)) 
sorts Table (hierarchical table)
opers abs-empty --- &■ Table (absolute empty table)
empty(s;Scheme iff coll?(s) = true) --- > Table (empty collec­
tion table)
ele-tab(f:Field, n:Nat)--- Table (elementary table)
bead(Table)--- o Scheme (head of a table)
add(t1:Table,t2:Table iff red(head(t1)) = head(t2) ) -- -»Table
(adding the "element" t2 to the collection t1)
pair(Table,Table ) --- *>• Table (putting two tables
horizontally together)
comp?,inn-comp?(s1:Scheme, s2:Scheme) --- => Bool (each compo­
nent of s1 is a component resp. inner 
component of s2)
dis joint?(Scheme) -- Bool (the scheme contains no fi.eld
multiple)
narrow?(Scheme)--- > Bool (the scheme does not contain
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two collection schemes on one horizontal level; further 
the scheme is disjoint and does not contain an inner 
component of type "coll(cs,empty-s)")
ele-comps, non-ele-comp-s(Scheme) --- ► Scheme (the fields
resp. collections of a scheme)
stroke(s:Scheme, p:Scheme,t:Table iff ele-comp—s(s)=empty—s 
& elecomp-s(p)=empty-s) --- » Table
(the source table t is transformed element by element 
into a new table with head s ; p is a parameter des­
cribing the atomic collection; the atomic collections 
of t are not transformed element by element but as a 
indestructible unit; for our purposes aggregations are 
not needed)
A more detailed description is presented in /1/.
Definition of dependecies in hierarchical structures, 
let t be a table with narrow head and let s and s r be two 
narrow schemes satisfying the following property:
If c and cf are components of s and s’, respectively, (*) 
with a common field, then c and c* are equal.
Further, let tt=stroke(S(s,S(sf)),non-ele-comp-s(pair-s(s,s’)),t). 
The existential dependency (ED) s — e— ► s’ holds in t, 
if each inner collection of tt with head S(s’) contains 
at least one element;
the uniqueness dependency (UD) s ====> s’ holds in t, 
if each inner collection of tt with head S(s’) contains 
at most one element;
the functional dependency (FD) s --- s' holds in t,
if the ED s — e— * s’ and the UD s ===:> s’ hold in t, 3
3. Inference Rules
In this chapter we shall formulate and prove the refle- 
xivity (Ref), transitivity (Trans), projectivity (Proj), 
augmentation (Aug), and additivity (Add) rules for existen­
tial (e), uniqueness (u), and functional (f) dependencies.
It is presupposed in any rule that the left and right hand 
side of the resulting dependency are narrow schemes
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satisfying the above condition (*).
Ref-e Ref-u Ref-f
s — e— «► s s ====£> s s ----— t> s
Trans-e Trans-u Trans-f
s — e— £> s’ CO ii ii ii CO s ------>  s ’
s' — e— s" s’ ====i>s" S ' ----- ■?> s"
CO -
m II II II V CO s s" — e— 1> s’ s s' — e— s" s s" e __5* s’
„ s = = = d >  s"s — — e— í> s
CO 1 1 1 * CO 
!
Pro ;j -e Proj-u Proj-f
s — e— w s*
comp?(s",s’)
s — e— i> s"
s ====?> s’ 
comp?(s",s’ )
s s' -e—> s
s ===q> s"
S --- fc- s ’
comp?(s", s*)
s s' •e— s>
— s’
Aug-e
s — e— ?> s’
comp?(s,s") 
s ====> s"
s" — e— ■> s’
Aug-u
s ====> sf 
comp?(s,s")
a" ====> s’
Aug-f
s --- > s '
comp?(s, s" ) 
s ====> s"
s " --- > s’
Add-e
s — e— t* s’
s — e— ► s"
s — e— & s’ s"
Add-u
s ====> s ’
S = = = :£> s"
S = = = 4> S’ s"
Add-f
s --- s ’
s --- > s"
s --- p. c 1 s"
First, it can be seen easily that the rules Ref-f, Proj-f, 
Aug-f, and Add—f are immediate consequences of the corres­
ponding existential and uniqueness rules. Further, the rule 
Proj-u can be derived from Ref-u, Aug-u, and Trans-u.
Namely, s ===^> s’, comp?(s" ,s’), s s" — e— ;> s' implies 
successively s" ====£» s" , s’ ====> s" , and s ====£> s" . In the 
same way Aug—e is implied by Ref-e, Proj-e, and Trans-e.
We remark that the rules comp?(s ,s ’ ) and s — e— > s’
s’ -- ^  s 3 s.1.
s — e— i> s"
can be derived using the above rules.
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Now, it is no problem to derive Trans-f.
It is evident that s — e— ■> s and s ====£> 3 hold in an 
arbitrary table. The proofs of the rules Trans-e, Trans-u, 
Proj-e, Aug-u, and Add-u and Add-e are similar; only the 
first two are executed.
Let t be a table with narrow head. In the following, an s-ele- 
ment out of t is understood to be a table with head a such 
that its components occur in t and for each two components 
c and c' either c is superordinated to c* or c’ is super- 
crdinated to c (or c and c' are at one level).
Trans-e
Let e be an s-element out of t. s — e— j> s’ implies the 
existence of e' such that e e’ is an s s’-element out of t 
and s’ — e— > s" implies the existence of an s’ s"-element 
e’ e" out of t. If all components of s" are superordinated 
to the deepest components of s and s’, the e e’ can be 
immediately extended to an s s' s"-element e e* f". Other­
wise, a deepest component of s s' s" occurs in s", such that 
e’e" can be extended to an s s’ s"-element f e’ e". 
s’ ====> s implies e=f, such that e can be extended to an 
s s"-element in any case.
Trans-u
Let e e" and ef" be s s"-elements. Because of s s” — e— > s’ 
the two elements can be extended to s s’ s"-elements e e' e" 
and e f' f”. Prom s ====> s’ follows e’=f* and now the 
desired equality e"-f" results from s’ ===^> s" .
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1. Introduction
With the rapid advances in large scale integration, a grow­
ing number of digital signal processing operations becomes 
attractive. The number-theoretic transform (NTT) was intro­
duced as a generalization of the discrete Pourier-transform 
(DPT) over residue class rings of integers in order to imple­
ment fast cyclic convolution and correlation without round­
off errors and with better efficiency than the fast Pourier- 
t ran s f o rm (PPT) [1,2]. Other interesting applications of the 
NTT are in fast digital filtering 0 Ű  » image processing [3], 
fast coding and decoding of error-correcting codes [4] and 
very fast PPT computation [5]. A large number of transform 
raetnods are developed [1,2,6], However, it is always a hard 
problem to find moduli m that are large enough to avoid over­
flow and to find primitive N-th roots of unity modulo m with 
minimal binary weight for transform lengths N that are high­
ly factorizable and large enough for practical applications 
fel. The Permat-number transform (PNT) is a compromise bet­
ween these various conditions [7,8]. In this note the imple­
mentation of the Permat-number transform on a 16-bit compu­
ter for 2-dimensional fast digital correlation is described.
2. Number-theoretic transforms
Let Z be the ring of integers and m > 1 an odd integer with
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prime factorization 
r r
m = p1 p2 (1)
Then acZ is called primitive N-th root of unity modulo m
if M M
= 1 mod m, (2)
gcd(an-1 ,m) = 1 for every n = 1,...,N-1. (3)
A necessary and sufficient condition for the existence of 
such primitive N-th roots of unity modulo m is M
N I gcdCp-,-1 ,... ,ps-1). (4)
Note that (3) is always fulfiled if the modulus m is a prime 
number.
The NTT of length N with a as primitive N-th root of unity 
modulo m and its inverse are defined between N-point integer 
sequences N-1
X = ) . x, ank mod m, (n = 0,...,N-1),
n k=0 K 
Nzd.
xv s N ' 2 _ X n a"nk mod m,(k = 0,...,N-1),n=0
where NN' = 1 mod m. Note that the components of a signal
X = (Xq ,X1 » • • • )'
have to be quantized to integers before using the NTT. How­
ever in many practical applications this is already done by 
sensors with analog/digital conversion.
The NTT has a similar structure and properties like the DPT, 
particularly the cyclic convolution property Cl] - 
Prom the numerical point of view the following three essen­
tial conditions on NTT are required [83031:
- N has to be large enough and highly factorizable in or­
der to implement fast algorithms like prime-factor-, 
Winograd-, single-radix-, mixed-radix algorithms [2],
- a should have a simple binary representation (2, for 
example), so that arithmetic modulo m is easy to per­
form,
- m has to be large enough to avoid overflow but on the 
otherhand small enough, so that the machine word length
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is not exceeded. Furthermore m should have a simple 
binary representation.
A list of various NTT's and their parameters a,N,m is given 
in £6].
3. Fermat-number transform
The Fermat-number transform uses the transform length-3 . AN = 2a , the simple binary element a=2 as a primitive N-th 
root of unity modulo m and the Fermat-number modulus 
2dm = F^ = 2 + 1 , (d = 0). The one-dimensional Fermat-number
transform and its inverse are defined as 
N-1
= / x, 2nk mod Fi , (n = 0,...,N-1) 
n k=0 * a
N-1 ^
x, = 2"nk mod F. , (k = 0,...,N-1)
K n=0 n a
with N' = -22d_d"1 mod Fd#
The transform length N of the Fermat-number transform is al­
ways a power of 2, therefore the well-known radix-2 FFT-al- 
gorithm can be used [8]. With the help of li additions and 
N/2 multiplications it is possible to perform the transform
(5) of length N = 2d+"' as 2 transforms of length N/2. For 
d+1N = 2 this is d-times possible. This gives a number of 
N log2 N additions and (N^iloggN multiplications for a 
fast Fermat-number transform. But with the help of a special 
binary arithmetic for the Fermat-number transform it is 
possible to avoid any multiplication. Every multiplication 
in (5) means only a binary shift operation. The special bi­
nary arithmetic for the FNT was developed in detail in Dü. 
The following example shows the implication of Fourier- and 
Fermat-number transforms, respectively, to one-dimensional 
cyclic convolution.
Example Calculation of cyclic convolution of the signals 
x = (2,1,0,1)' and h = (1,-2,0,0)' of length N = 4 via 
discrete Fourier- and Fermat-number transforms,
a) Fermat-number transform: From (5) and with modulus
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*2 -inverse T
T =
+ 1 = 17 
-1
1
4
T-1 = 4-1
one gets the transform matrix T and its
42 43’ 
44 46 
46 49/ \1 -4 -
4-2 4-31 
4”4 4-6 . 
4-6 4-9
= -4
and the Fermat-number transforms of x and h 
X = T x = (4,2,0,2) ’ mod 17,
H = T h s (-1,-7,3,-8)' mod 17.
mod 17,
mod 17,
Pointwise multiplication
l o H i  (-4,3,0,1)’ mod 17
and inverse transform gives the cyclic convolution of x and h 
X = x * h  = f 1(XoH) = (0,-3,-2,1)’ mod 17.
b)_Dis_crete Fourier-_transf_orm The Fouriermatrix and its 
inverse are
F = , l -1 1?
This gives the Fourier-transforms of x and h
X = F x = (4,2,0,2)’
H = F h = (-1,1+23,3,1-20)’.
Pointwise multiplication and inverse Fourier-transform gives 
X o H  = (-4,2+4j ,0,2-43 ) ’ ,
X = £ * h  = f 1(XöH) = (0,-3,-2,1)'.
Because of arithmetic in a finite ring one has to pay atten­
tion to the overflow modulo m in convolution calculation
E = INTT (NTT x o NTT h) = (6)
From (6) it is necessary that the maximum components 
max|xnl and max|hn|of the signals x and h fulfil 
|yn( = max|ynl = N max/xn l max|hn( = (m-1)/2 » (7)
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so that no overflow occurs in (6).
4. Applications
The 2-dimensional Fermat-number transform was implemented on 
a 16-bit computer in order to perform fast cyclic correlation 
A special binary aritnraetic modulo the Fermat-numbers 
F^ = 2 ^  + 1 and F^ = 2?^ + 1 was developed 8 • V/ith
a = 2 it is possible to get a transform length N = 32 and
N = 64, respectively* The following table shows the computa­
tion times for transform and correlation via Fourier- and 
Fermat-number transforms for signal-lengths N = 32:
Signal FNT FFf Convolution or correlation via—  -f.. . ■■ - .... . -■■■■—-■ ■ ■ ' ...■»■■■
______________________________ FNT_______________ FFT_______
1- dim. 32 ms 300 ms 100 ms 1 s
2- dim. 2 s 20 s 7 s 70 s
The Fermat-number transform allows the reduction of up to 
90 /o of computing time!
The method was used to calculate wind velocities from cloud 
tracking in satellite pictures. The detection of the wind 
velocity vectors was realized by the determination of the 
maximum of the crosscorrelation function between a template 
and the the image field to be searched. The images are pro­
duced at a distance of 30 min by a geostationary satellite. 
Typical small cloud clusters or significant parts of the 
edges of a cloudy region were used as objects.
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1. Introduction
This paper is considering a subclass of running discrete 
transforms - running discrete orthogonal transforms (RDOT) [1] 
which are containing well known running (or sliding, or mo­
ving window, or short-time, or short term [2]-[5] ) discrete 
Fourier transforms. The descriptions of arbitrary quasistati- 
onary (slowly changing in time) processes such as speech [4]; 
action of phase vocoders, spectrographs and some systems of 
speech recognition [6] are based on the methods of short-time 
Fourier analysis and synthesis of signals. They are connected 
with questions such as: filter bank implementation, synthesis 
of the original sequence by the method of summation of the 
filter bank outputs or overlap add method, recursive realiza­
tion of finite impulse filters etc. ll ] , [3].
By ['ll the running discrete orthogonal transform of an
arbitrary sequence x(n) with respect to an arbitrary N N
orthogonal matrix H = ||H , | is
N-1 101
Fm (n) = 2 2  x(n-k) Hm?k ; m=0,N-1;
k=0
where Hm k is the m,k th element of H.
In general, RDOT can be defined by
n=0,1, ... (1.1)
(n) * 2Z x(n-k) w(k) i^(k , (1.2)
where w(n) is a weight function of the ’’window in the time 
domain" and can be regarded as the impulse response of a
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discrete low-pass filter. RDOT is a function of frequency m
and time n.
Existence of a recursive algorithm for computing RDOT of 
a data sequence in time n from an analogous transform in 
xime n-1, gives a chance for effective calculation of RDOTUl 
Fm (n) = [x(n) - x(n-N)] H ^ q + Am F (n-1) (1-3)
where
A = [Aq , ^ ....Ajj^f = ^ H UT H*, (1.4)
F (n) = [ FQ(n) ,F1 (n),...,FN_1(n)]T , m=0,N-1; n=0,1,...;
* tH is the conjugate-transposed matrix of H, U is the trans­
position of the circulant matrix U [1].
The matrix A given by (1.4) is the circular advance 
matrix associated with transform matrix H, and will play a 
basic role in the sequel.
Let us consider the properties of A-matrices (circular 
advance matrices) obtained in [1],
Property 1 . The effect of interchanging rows i and j 
of H is to interchange both the i th and j th rows and 
the i th and j th columns of A.
Property 2. If H is unitary to within a constant k 
(H = k H ), then A is stricly unitary: A = A . Further­
more, the m,n th entry of Ap , say a^p^ , 0  m,n N-1, 
where p is any integer, p=0, 1, 2,..., is
- 11 £ ,  V l  V l - P  • (U5)
Note that due to a large computational complexity of A2by (1.5) (of order N operations) it's not advisable to apply 
for efficient computation of RDOT by (1.3).
Section 2 of this paper derives the analytical expres­
sions of matrices A, corresponding to the well known and 
most applicable orthogonal bases, defined by matrix H. Sec­
tion 3 is devoted to efficient algorithms for computing RDOT 
and estimates of computational complexity. In Section 4 the 
application of RDOT for recursive realization of FIR (finite 
impulse response) filters is shown.
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2. Analytical expressions of matrices A.
First, we give two properties of matrices A.
Property 3- The multiplication of row j of H by any 
fixed b is defined by multiplying both the j th row of A 
by b and j th column of A by K (complex conjugate of b).
Property 4. Let the matrices A^ and A2 (the A-matrices) 
correspond to orthogonal matrices H1 and H2 of orders m and 
k. Then the matrix A = Im 0 A2 - ^ ( A^ - Im ) 0 V,
where V = ^  0 5 H2 = Í *^2’* * * >  w -^1  ^correspond
to orthogonal matrix H = 0 H2 (the symbol 0 denotes the
Kronecker product [7]).
The Table given below shows the well-known orthogonal 
bases, which form matrices H and the corresponding matrices 
A. The analytical expression of matrix A for DEF (see Table) 
is known II], the rest ones are considered for the first time 
(partially by using the property 4). In the Table and further 
on in the paper e^ is a primitive p th root of unity, say, 
2 j r  vep = exp (i ---), Ip and Jp are respectively the unit and
all-one matrices of order p.
Table
Orthogonal bases (H) Circular advance matrices A
1) Discrete exponential functions (DEF)
H1 ,p = Hepk ® 5 0 $ j  , k s  p-1
2) Functions of Vilenkin- 
Crestenson (VCF)
.n = H<n> =1 »PH2*P
= H„ 0 0 H,1,P *** 1.P
3) Functions of Vilenkin- 
Pontryagin (VPF)
Ho w= H. 0 H,3jN 3 9P-j • • • -j
N
k
n  P1;
j=1 J
H1 >P1
IIp,
<
r diag (1 e-P-  ^ e' ’®p »* * *’ep
A  o n = I 0  A 0 n-1 +2,P P 2,p
+ (A1 — I ) 0  v ^ n _ 1 )  ,>P P P
where I1 = 1; V = J A 1 „  P P 1*P1
A, w = I_ 6 A, „ _ +3,N Pj^  3,p^ • • *Pk-i
+ ---1-----  (A7 - I ) 0
P-j • • *Pk-1 ^’^ k
0 V ®...0 V_ ,where I1= 1, 
Pk-i Pi 1
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Continuation of Table
Orthogonal bases (H)
4) Functions of Vilenkin- 
Walsh (VWF) is the VCF 
when p = 2
5) The cut functions of
Vilenkin-Crestenson (CVCF)
H. = 5,p
h 5,p = h i,p
1... 1 0 H. . , 5,p
e^ • •.ep 1 01P P P
eg:! • 01 .p P P
Circular advance matrices A
T
A2 2n = ^2 ® A2 2n”1 +
T 0 J2n-1 where
[0 O' 1 o'T = lo -1 • A ss ’ a 1,2 .0 -1
A5»pn dia«
In-1 + eP"* 1 P P
(A5,pn-1
Rpn-1 , 9
L n-1 + e^ R n-1P P P
' 0 0 . . . 0  1 '
0 0...0 0
), where
L = UT - R.
0 0...0 0
Analytical expressions of circular advance matrices cor­
responding to other classes of orthogonal bases are obtained 
as well.
3- The complexity and efficient algorithms of
calculating ROOT
We use the analytical expressions of matrices A, found 
in the previous Section, for the efficient calculation of 
RDOT by recursive algorithm (1.3).
We estimate the complexity of calculation (1.3), when 
time interval n is fixed, and A is the circular advance mat­
rix associated with the matrix of an orthogonal basis, say,
VCF (see Table). Denote the number of additions and multipli-
I vcations required for computation (1.3) by s and s respecti­
vely. Then s+ = N+1+t+ and sx= tx , where t+ and tx are the 
complexities of the computation of matrix expression A lf(n-1).
Devide the vector F(n-1) into p blocks lf(n-1) = [Fn(n-1),_ T ^.. . ,F i  (n-l)J . According to Table, computation of A F(n-1)
is equivalent to computations
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[A2>pk-1 + ~T£TT (ep J" 1) vpk’1) ] Oíjíp-1, (3.1)2>P 
from where
t£ = 2(k-1)pk- (2k-1)pk-1 + p = 2Hlogp |-|(21ogpN-l)+p, (3.2)
= kpk - (k-l)pk_1- 1= Nlogp | - f(logp |-1)-1. (3.3)
Note that the computation of A lf(n-1) where A is the 
matrix associated with basis VCF and obtained by (1.4), 
requires pN logpN operations of addition and multiplication 
by using the fast transform algorithm by basis VCF[7l. Hence 
the calculation of RDOT by (1.3), using the analytical exp­
ression of matrix A, is more efficient than the calculation 
of (1.3) using (1.4).
4. Recursive realization of FIR filters by using RDOT 
The recursive realization of FIR filters [8] is the 
expression of filters output y(n) (which is the convolution 
of the sequence x(n) of input signals and impulse response 
h(n)) as a linear combination of the running discrete Fourier 
transforms. Here we consider an efficient algorithm of recur­
sive realization of such filters by using RDOT which ha3 lar­
ger economy in computations than the known algorithms [3].
The filtering system of the given impulse response h(n) 
shown in Fig., where F(n-1) = [FQ(n-1), . .. ,FjJ__1 (n-1)] , matrix 
A is defined by (1.4);
b1= i  1 2 h(m) H, (0*1« N-1) (4.1)m=0 ’
is a discrete orthogonal transform with transform matrix
H = vll ( m’ k = 0 , 1 , . . . , N - 1 ) .K N-1 N-1 N-1
y(n) = XI x(n-k) h(k) = XL x(n-k) XI b 
k=0 k=0 1=0
N-1 N-1 N-1
1 Hl,k
1=0 k=0
x(n-k) Hl,k 1=0 bl Pl^n^ (4.2)
Note that in the case, when H is a matrix of the basis
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DEF, the illustrated filtering system coincides with the 
known [3]. Thus, let data x(n) be given to the input of sys­
tem in discrete intervals of time n = 0,1,... The complexity 
(g ,g ) of the realization of this filtering system at each 
step n, where H is an orthogonal matrix of the basis CVCF 
(see Table in section 2, expression 5)> when p = 2), is g+=
3N + log N and gx= 2N + log N instead of N(log N + 2) and 
N(log N + 2) operations of addition and multiplication res­
pectively, in the case of the known filtering system which 
applies the running discrete Fourier transform [31 -
Below we give the program in FORTRAN 17 for recursive 
realization of FIR filters by the described algorithm.
SUBROUTINE FTCVW(X,H,F0,F1 ,N,M,Y) 
DIMENSION X(N) ,H(N),F0(N),F1(N),Y(N) 
NORM = 1CALL TCVW(H,K,M,NORM)
DO 10 1=1 ,N
Y( I)=0.
10 F0(I)=0
DO 11 K=1,N 
XKN=0.
IF(K.GT.N) XKN=X(K-N)
DO 12 L=1 ,N
12 F1 (L)=XH(X(K) ,XKN,L,M)+AMF(FO,L,N,M) 
DO 13 1=1,N Y(K)=Y(K)+H(I)*F1(I)
13 F0(I)=F1(I)11 CONTINUE 
RETURN 
END
FUNCTION XH(XK,XKN,L,M) FUNCTION AMF(F,L,N,M)
XH=XK-XKN DIMENSION F(N)
IF(L.LE. 2) GOTO 99 IF(L.GT.2) GOTO 9
DO 10 1=1,M-1 AMF=F( 1 )
I2=2**I IF(L .EQ.2) AMF=-F(2)IF(L.EQ.12+1) GOTO 11 GOTO 99
10 CONTINUE 9 DO 10 1=1,M-1XH=0. I2=2**I
GOTO 99 IF(L.EQ.12+1) GOTO 11
11 SQ=FL0AT( 12) 10 CONTINUEXH=XH*SQRT(SQ) AMF=F(L-1)
99 RETURN GOTO 99END 11 AMF=-F(2*12)
99 RETURNEND
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1o Introduction
Logic programming and attribute grammars have been studied 
since the end of the 1960s. Fundamental papers were presented 
by Kowalski [ 7] and Knuth [ 4] .
The computational formalisms have been developed independently 
with different motivations. But results of the 1980s show, that 
attribute grammars and logic programs are closely related. The 
aim of this paper is to discuss relationships between both 
formalisms and to demonstrate their application in data driven 
software design.
To illustrate some principles of these formalisms we will use 
a simple example, a telegram problem.
A program is required to process a stream of telegrams. This 
stream is available as a sequence of words, spaces and the 
special delimiter *, showing the end of a telegram. The stream 
is terminated by the occurrence of the empty telegram.
The telegrams are to be processed to determine for each telegram 
the number of words and the number of long words with more than 
twelve characters. The telegrams together with the statistics 
have to be stored on an output file by eliminating all but one 
spaces between words. The longest possible word has twenty 
characters. For simplicity telegram streams containing woras 
with more than twenty characters are omitted.
In the following more formal specifications the spaces will be 
presented by
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2. Logical Programming
For the definition of the telegram problem a finite sys­
tem of Horn clauses is used ( see e. g. Loyd [9] ).
A Horn clause is a string of the form
B A1 , . .. , Am ( m > 0 ) ( + )
where B, A^  , ... » An are atoms.
An atom consists of an n-ary predicate symbol followed by a 
list of n terms inserted in paranthesis.
Let x^  , ... , be the only variables occurring in the terms 
of B , A1, ... , A . Then ( + ) means
( Vx^  ’ • • • » x^  ) ( A i ... Am B ) .
By usual interpretation of formulas we get:
For all values of the variables , ... , such that all
A^ are valid B is valid too. ( A^ and B are assertions 
arising from A^ and B respectively. )
For the definition of facts a special kind of Horn clauses is 
used:
B ^  - .
To achieve better readability of the clauses specifying our 
telegram problem we will first give an interpretation of the 
atoms.
sum( X,Y,Z ) 
less( X,Y ) character( X ) 
word( X,L ) 
telegram( X,Y ) 
tel( X,Y ) 
telegramstream( 
telstr( X,Y
- Z is the sum of X and Y.
- X is less than Y.
- X is a character.
- X is a word consisting cf L characters.
- Y is the output telegram corresponding 
to the input telegram X.
X,Y ) - Y is the output telegram stream corres- 
) ponding to the input telegram stream X.
The atoms tel and telstr are only used to garantee that a tele­
gram stream cannot consist of the empty telegram.
For simplicity we omit the definition of clauses referring to 
natural numbers and the concatenation of terms. They are sup­
posed to be predefined.
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Under this precondition the following Horn clauses specify the 
telegram problem:
character( X ) <—  . X c {A,,.., Z, a,..., z, 0,..., 9}
word( X, 1 ) < —  character( X ).
{A word consisting of one character only has the length 1
word( XY,L1) —  character( X ), word( Y,L ), sum( L,1,L1 ).
(A word consisting of one character and a word of length 1 
has the length L + 1 .}
telegram( #X,Y ) telegrara( X,Y ).
{if Y is the output telegram of X then Y is also the output 
telegram of =X.}
telegram( X#Y,X#Z#N1 #L# ) —  word( X,L0 ), less( 10,13 ),
tel( Y,Z#N#L# ), sum( N,1,N1 ).
IA telegram consisting of a short word X and a telegram Y has 
the output telegram X#Z with N+1 words and L long words, if 
Z is the output telegram of Y and Z has N words and L long 
words.}
telegram( X#Y,X#Z*N1 #L1 # ) word( X,L0 ), less( 12,LO ),
less(L0,21), tel( Y,Z#N#L# ), sum( N,1,N1 ), sum( L,1,L1 ).
(A telegram consisting of a long word X and a telegram Y has 
the output telegram X#Z with N+1 words and L+1 long words, 
if Z is the output telegram of Y and Z has N words and L 
long words.}
tel( #,*#0*0« ) < —  .
tel( X ,Y ) telegram( X,Y ).
tel( *X,Y ) tel( X,Y ).
telstr( —  •
telstr( XI,YO ) telegram( X,Y ), telstr( 1,0 ).
telegramstream( XI,YO ) ^ —  telegram( X,Y ), telstr( 1,0 ).
For a given input telegram stream T the corresponding output 
telegram stream is determined ( if it exists ) beginning from 
the goal telegramstream( T,Y ).
This is done by constructing a proof for the goal by Horn 
clauses. The variables of the Horn clauses are suitably substi­
tuted and the determined value of the variable Y of the goal 
is the desired output telegram stream.
3- Specification by attribute grammars
We use a generative version of attribute grammars, the 
extended attribute grammars introduced by Watt and Madsen. The 
interested reader is referred to [l 6] . We will only give a short
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introduction into the formalism. An extended attribute grammar 
is a 5-tuple G = ( D, V, Z, B, R ) and its elements are 
defined as follows.
- D = C D1 , D2,... , f1,f2»... ) is an algebraic structure with 
domains , D2 ♦ . .. and partial functions f1, f2,... operating 
on Cartesian products of these domains. Each object in one
of these domains is called attribute.
- V is the vocabulary of G, a finite set of symbols partitioned
into nonterminals V and terminals V.. Associated with eachn x
symbol in V is a fixed number of attribute positions, classi­
fied as either inherited (^) or sythesised (f).
An attribute expression is
a) a constant attribute, or b) an attribute variable, or
c) a function application f(e^,...,en ), where e^,...,en 
are attribute expressions and f is chosen from D.
Attribute expressions can be written on attribute positions.
- Z is the start symbol, a member of V .
- B is a finite collection of attribute variables.
- R is a finite set of production rule forms F :: = F^  ... F, ,
where F^  , ... , F^ are attribute symbols from V and F is an
attributed symbol from V . Provided all attribute expressions 
have defined values we get a production rule A::=A^ ... A^.
To specify the telegram problem by an extended attribute gram­
mar it is possible to use following domains and functions. The 
functions define the concatenation of strings of different type. 
The attribute variables at the beginning of each line have the 
corresponding domains.
ITS: ITELSTREAM = -j> | cs( ITEL, ITELSTREAM)}
{Input telegram stream}
OTS: OTELSTREAM = /cat ( + , *, 0 , # , 0, * ) | cos( OTEL, OTELSTREAM)J 
/Output telegram stream}
IT: ITEL = {* | ct( WORD,#,ITEL ) | ce( #, ITEL )}
{input telegram}
OT: OTEL = {cot( AOTEL, # , INT, # , INT, # )}
{Output telegram}
AOTEL = {* I ca( WORD,#,AOTEL )}
{Auxiliary output telegram}
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W: WORD = {CHARACTER I c( CHARACTER, WORD )}
C: CHARACTER = {A|...lZ|al...(zlOl...|9}
N, N1 , L, L1 , LONG: INT = {o | 1 | 2 .. . }
The telegram problem is specified by the following rules:
<character IX> ::= . X c A,..., Z, a,..., z, 0,..., 9 
<word 1W ti> ::= <úharacter W .
<word |c(C,W) |L1> ::= <character |C> <word |W fL>
<sum ÍL |1 1L1> .
<telegram jce(#,IT) t0T> ::= ^telegram IIT fOT>.
<telegram lct(W,#,IT) foot(ca(W,#,0T),#,N1,#,L,#)> ::=
<Word |W fLONCXless jLONG *13>
<tel IIT tcot(OT,#,N,#,L,#)><sum IN |1 tN1>.
<telegram |ct(W,#,IT) fcot(ca(W,#,0T),#, N 1 L 1 ,#)>:: =<word |W fLONGXless |12 |L0NG><less |L0NG |21>
<tel IIT tcot(0T,#,N,#,L,#)>(sum |N |1 tN1>
<sum |L tLl> .
<tel I* fcot(¥,#,0,*,0,*))> : := .
Ctel ^IT tOT> ::= «{telegram |IT tOT>.
<tel |ce(#,IT) fOT)> : := ^telegram |IT |0T)>.
<telstr >1* tcot(*,#,0,#,0,#)> ::= .
<telstr lcs(IT,ITS) tcos(0T,0TS)> ::=
<felegram |IT tOT'Xjtelstr I ITS tOTS>.
<telstream |cs(IT,ITS) fcosCOT^TS)/- : : =
<telegram i-IT tOTXtelstr | ITS tOTS>.
The nonterminals sum and less are supposed to be predefined.
This specification is very similar to the set of Horn clauses
and no comment is necessary.
We have used both formalisms in the following data driven 
manner:
1. The structure of input data was described by grammar rules 
( Horn clauses ). In this first step relations between 
attribute positions ( terms ) were neglected.
2. Nonterminals and functions ( atoms ) were introduced to 
describe relations between attribute positions ( terms ). 
Sometimes it is necessary to copy rules ( clauses ), if 
different semantical relations exist. ( see e.g. counting 
normal and long words )
3. The newly introduced nonterminals ( atoms ) were defined by 
rules ( clauses ). (This is not necessary if nonterminals
( atoms ) are predefined. )
The similarity of these methods and the resulting specifica­
tions raises the question, whether these both formalisms are 
very closely related.
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4. Relations between logical programming and grammars
Recently some very interesting results about attribute 
grammars and logical programming have been published. Figure 1 
is an attempt to give an overwiew of some of these papers.
Specification by 
attribute grammars
IAttribute Grammars 
I Knuth 68 
Two-level grammars
I van Wijngaarden 69 
Grammars of syntactic 
functions
I Riedewald 71 
Affix grammars 
{ Koster 71
Extended attribute grammars 
Watt, Madsen 77
Specification using 
predicate calculus
Predicate logic as 
programming language 
Kowalski 74
PRO
Roussel 75
Grammars and predicate calculus
Koch 81
X
A version of PROLOG based 
on the notion of two-level 
grammars
Maluszynski 82
pOG
File structures, program 
structures and attribute 
grammars Logrippo,
Skuce 83 IRelating logic programs and attribute grammars
^ Deransart, Maluszynski 85
Figure 1 Papers concerning attribute grammars and 
logical programming
As Figure 1 shows there exist relations between attribute gram 
mars and logical programs, which were developed independently 
with differen motivations. Attribute grammars were introduced 
in the 1960s to define programming languages and their compi­
lers. At the same time the predicate logic was applied to pro­
gramming. The first investigations were summarized in the pa­
per by Kowalski and resulted in the programming language PROLOG 
Relationships between both formalisms were studied by Koch 
and it was shown that both concepts are able to compute rela­
tions. Maluszynski ( Do] and [l lj ) has proved, that a special 
class of two-level grammars is able to implement PROLOG in an 
efficient way. He introduced the concept of grammatical unifi­
cation, where terms are described by contextfree grammars.
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Logrippo and Skuce [8] follow a contrary way and implement an 
attribute grammar using PROLOG. Deransart and Maluszynski D 1  
show that a set of Horn clauses can be transformed into a se­
mantical equivalent functional attribute grammar, and vice 
versa. Semantically equivalent means, that both specifications 
compute the same relation. Deransart and Maluszynski use a 
slightly different definition of attribute grammars. They do 
not define the direction of attribute propagation within the 
production rules, but use a separate direction assignment for 
nonterminals. It was proved that semantics of attribute gram­
mars does not depend on these direction assignments. 
Nevertheless, the direction assigned to positions in attribute 
grammars provide a pragmatic information which makes it pos­
sible to organize the attribute evaluation more efficiently.
This principle can also be used in connection with Horn clauses. 
The results of these investigations show that it is possible 
to use methods of one of the formalisms for solving problems 
related to the other. So it was possible
- to show that proof trees of logic programs and the decorated 
syntax trees of attribute grammars have a similar structure.
- to find a sufficient condition under which no infinite term 
can be created during the computation of a logic program.
- to define a nontrivial class of logic programs which can run 
without employing unification in its general form.
However, in contrast to a set of Horn clauses an attribute 
grammar defines not only a relation but also a language. Defi­
nite clause grammars JT2j are an extension of Horn clauses. Like 
attribute grammars, definite clause grammars define a language. 
In Maluszynski*s approach the language defined by an attribute 
grammar is used to control the computation of the relation 
specified by the grammar. In cooperation with Riedewald we have 
used in D ä  a similar concept to specify a telegram problem.
The language defined by the grammar is the set of all correct 
input telegram streams and during attribute propagation the 
corresponding output telegram stream is computed.
We have compared this approach with algebraic and denotational 
specifications.
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The formalism of attribute grammars was extended by abstract 
data types. This allows the combination of data driven program 
development and data abstraction, usually classified as con­
trary.
5. Conclusion
Attribute grammars and Horn clauses are closely related 
formalisms to compute relations. It is possible to use methods 
of the formalisms for solving problems to the other. Some of 
these results were discussed and the data driven application 
of both formalisms was demonstrated.
We believe that attribute grammars should be further investi­
gated for theory and application in software design.
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1. Introduction
This paper concerns the study of fixed points of rational 
transductions rational relations . A set of fixed points of a 
rational transduction as a subset of a free monoid is called a 
fixed point language. Our paper is closely related to the re­
sults on fixed point and equality languages and is a sequel to
K. Culik II [3]], K. Culik II, 0. Karhumäki [43, 3. Engelfriet,
bution to the qualitative theory of equations in free monoids. 
It seems to us that a motivation for those investigations is 
quite clear from the mathematical point of view and also with­
in the formal language theory. If not, see 3. Engelfriet, G.
2. P re limi na ries
We assume the familiarity with the basic notions of for­
mal languages and semigroup theories. For any undefined no-
only some basic for our paper definitions and notations. Let 
M be any monoid. The family Rat M of rational subsets of M 
is the least family R of subsets of M satisfying the fol­
lowing conditions:
tions see S. Eilenberg [53, G. Lallement Now we recall
1° 0  £ R, ( m] £ R forany m £ M  
2° if A,B £ R then A U B, A • B 6 R
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3° if A € R then A+ = U An e. R
n=l
Now let A be any finite non empty set ^an alphabet). A / A +
denotes a free monoid/semigroup generated by A. For any word
w £ A the length of it is denoted by [w|. Let a € A and
w £ A . By w is denoted the number of occurrences of the 
a *letter a in the word w. A subset L C- A is called regular
&iff there exist a finite monoid M and a morphism cp :A — > M 
such that L = cj> 1 ( cp(l )). For any finite generated free mo-■K- *noid A the family of all regular subsets of A coincides 
to the family Rat A* (Kleene theorem). For any set 3 its 
cardinality is denoted by &  S. Let h :A— * B be any morphism 
where A , B free monoids. A morphism h is said:
- alphabetic if h(A)c B u(ij
- strictly alphabetic if h ( a  ) C B. * ¥rA rational subset t of a monoid A x B where A and B 
are any alphabets is called a rational relation. Such relation 
can be treated as a function from A* into the set (P ( B*) 
putting t(w) = 0  if (w,B*) n t  = (fi . In this case t is 
called a rational transduction and usually is written as 
t :A --feB . The following characterization of rational trans­
ductions is due to M. Nivát:
THEOREM 2.1. The following conditions are equivalent 
1 t:A — >B is a rational transduction
2° There exist an alphabet Z, two alphabetic morphisms
Xr ^h :Z — +  A  , g :Z — *B and a regular language R Z
such that
t(w‘) * g ( R n h 1(w)) forany w £ A*.
It is possible to assume that R is a local regular language. 
Hence any rational transduction t can be factorized as fol­
lows
t = ge> r \ R o h ^
where r\R:<P(Zit)— *P(Z*) is an operation defined by nR (x) =
= R D X for any X £ P(z*) .
A rational transduction t is said:
- increasing if for any v € t(w) (wl ^ 1vl holds
- decreasing if for any v £ t(w) |w| ^ I v I holds
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- length preserving if for any v e t(w) \ w I = lv| holds
- continuous if for any w € A+ t (w") C. A+ holds.-k- x-Let t:A — *A be any rational transduction. A set of
all fixed points of t defined as follows 
F p t = I w € A* : w £ t(w) I
is equal to
Fp t = h (Eq (h ,g ) O R )
where Eq(h,g") is an equality set of morphisms h and g. 
We assume that for any rational transduction t = gonR oh 
there is no a e A such that g (a) = h(a) = 1 ( if such Ha"
exists it can be deleted).
3. General Case
Now let us recall that a morphism h :A — B is linear *bounded on L c A if there exists an integer k > 0 such 
that \ h(w)l ^ k(w| for each w c L. It is true that the fa­
mily of context-sensitive languages is closed under the linear 
bounded morphisms A. Salomaa [io]. Now we have the following 
THEOREM 3.1. Let t :A— *• A be any rational transduction. A
set Fp t is a context-sensitive subset of A*.
PROOF. As was stated above Fp t = h (r n Eq(h,g)) where g,h 
are alphabetic morphisms. A set Eq(h,g) is a context-sensi­
tive subset of 3. Engelfriet, G. Rozenberg Let
|a e A:h(a)= l] = | c^  ,. . . , c^  ^ . For each c^, i = l,...,k we
define a morphism h :A* — *■ A* putting
u i
Any
So
hc .(a) -1
1 for 
a otherwise
a = c.
is a linear bounded morphism on the set L = Eq(h,g)/1 R. 
(L) is a context-sensitive set and consequently
K = h o h  < 
Ck ck-l 0 hc ( L ) C1
is a context-sensitive subset of A*. Let A = A v [c. ,... ,c, ].
Of course K C  A . Now we define a morphism h :A > A by the
condition hj- = h|~. The following equalities are true:
h(K) = h (l) = Fp t.
But h as a strictly alphabetic morphism is linear bounded
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on K. Hence finally we obtain that h (k ) = Fp t is a context- 
-sensitive subset of A .
REMARK 3.2. Let t :A — ►A be any rational transduction such— 1 it" -jfthat t = g o rs R ° h where h :Z — *A , g :Z •— are alpha­
betic morphisms and df Z = 2. In this case Fp t is a regular 
subset of A*.
We justify the above remark as follows. A set Eq(h.g') for 
morphisms h,g over a binary alphabet Z = {a,b] is regular 
or is of the form K. Culik II, 3. Karhumäki [4 3 :
1 1 1  # b w ]
where k > 0, k € Q.. In view of our assumption h and g are 
alphabetic morphisms. So Eq(h,g) is a regular set or is of 
the form (l^ U  ^w € Z : = ^^wj. If Eq(h,g) is regular
the statement is trivially true. So we consider the second 
case. It takes place iff h and g are of the form (within 
isomorphisms): h (aj * 1, h (b) = b, g (a) = b, g (b) = 1. In 
that case the set Eq(h,g) is the Dyck language over Z =ja,b^. 
So it is a context-free subset of Z* . Then Eq(h,g) O R  is 
context-free also. But h(Eq(h,g') O R) is context-free over 
one elementary alphabet and thus regular.
The argumentation for the following remark may be compu­
ter aided. For this purpose we have used SCHNEIDER microcompu­
ter CPC 64 k.
REMARK 3.3. Let t :A — ►A be any rational transduction such
that t = g o o R  ° h- where h :Z — ►A , g:Z — *A are alpha­
betic morphisms and # Z = 3. In this case Fp t is a context-
-free subset of A .
The justification is as follows. For alphabetic morphisms h 
and g over the alphabet Z = £a , b, c] it is possible to 
determine all possible forms of the set Eq(h,g). With the 
computer aid we have analysed this problem and have obtained 
the following results, beyond the cases in which Eq(h,g) is 
regular. The set Eq(h,g) is equal to (within isomorphism):
1° L* where L^ = £w £ Z * : 4F^ w = cw ]
2° where L^ = [w £ Z * : #  w = + stf w ]
3° (K1 u k2)”^  where K^ = ^a^bncn € Z* : n * 1,2,... ?
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and l<2 = [cnbnan € Z*: n «* 1,2,...  ^
First we consider the cases 1° and 2° together. Let D be the 
Dyck language over a binary alphabet (x,y]. Let for i = 1,2 
fi:Z^— >[x,y] be morphisms defined as follows: f^a) =
f1(b') = x, f1(c') = y and f2(a) = x, f2(b) = f2 Cc) = y* Then 
L^  and are inverse images of D under the morphisms
respectively. Hence are context-free. Consequently in the 
cases 1° and 2° the set Fp t is context-free.
The case 3° follows from the fact that in the factoriza- 
tion of t it is possible to use a local regular set R C- Z 
and that this case holds for a morphism h which ereases a 
letter "b". Basing on this fact one can consider all possible 
forbidden and authorized transitions in R and check on 
(k o l<2) n R for all these possibilities. The number of them 
can be reduced by the facts that some are symmetric and other 
lead to the empty set. Finally, after the analysis of all sub­
cases we have came to the conclusion that the set (k  ^u l<2) n R 
is regular (mostly) or it is obtained from K and K by 
the operations: U, • For example: K^L^K^, K , ,
(K1 K2) * ( K1 U  X) U  C K2 Kl')*‘(K2 ° 0  Where L3 = K1 U  K2*
Of course h(K^) and h(K2") are context-free. The class of 
context-free languages is closed under the above operations. 
Hence h ((k  ^u  K^)* O r ) is context-free because of the men­
tioned properties and that h (x u y) = h(x) u h (Y) , h(x*) =
= h(x)* , h (XY) = h (x) h (y ) .
The following example answers the question for Z of the 
cardinality 4.
EXAMPLE. Let Z = (a,b,c,d ]. R = z* and
hCa1) = 1, h(b) = a, h(c) = b, h(d ) = c
g (a) = a , g(b) = b , g (o') = c, g (d ) = 1.
For t = g ° OR  o h  ^ it holds
f n. n n Fp t = ) a b c n.n n, c b a : n =
and this set is context- sensitive indeed.
4. Some Special Cases
We end our considerations by listing some types of ratio­
nal transductions which have a regular set of fixed points.
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Let t be any rational transduction. If t is increasing or 
decreasing cr length preserving or continuous then Fp t is 
regular. For any rational transduction of the above type there 
exists a factorization with at least one strictly alphabetic 
morphism L. Boason, M. Nivát [2 3 . 3. Leguy £9 3 . This implies 
the regularity of Eq(h,g) in view that another morphism is 
alphabetic and thus proves the statement.
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Digital image processing or picture processing is a ra­
pidly growing discipline with broad applications. Most of the 
work involves picture analysis (given a picture to construct 
its desciption) or simply picture classification (to determi­
ne a class to which a given picture belongs), both together 
called also picture recognition. The picture classification 
utilizes the so called features of the digital picture. The 
aim of this contribution is to.show relationship between the 
special kind of the features of binary images and some alge­
braic properties of these images.
1. A picture is input to the computer by sampling its 
brightness values at discrete grid of points and digitizing 
or quantizing these values to a finite number of binary pla­
ces. The result of this process is called a digital picture 
(image); it is a rectangular array of discrete values. The 
elements of this array are called pixels and the value of a 
pixel is called its level. If the level of each pixel can ta­
ke only two values the digital picture is called binary pic­
ture (image). Usually is one value denoted by unit (represen­
ting the pixels of an object) and the second by zero (repre­
senting the backround). In fact in binary images the silhoue­
ttes of the objects are available and the experience shows 
that the information important from the point of recognition 
is concentrated on the border of the silhouette. When reco­
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gnizing these objects various morphometric features are utili­
zed such as the surface, diameter, height or width of an ob­
ject. As the very interesting for recognition from the psycho­
logical point of view are the points corresponding to the 
greatest curvature of the silhouetted border, particulary the 
points in which the direction of the border is changing. The 
convenience of these points for the description of the objectd 
form was investigated by Duda and Hart in [l] and for the eva­
luation of the combinational complexity of the matrix by Ha­
verük in [~ 4~l •
These points are called corner points. Before we introdu­
ce them formally we have to define the plane equivalent of the 
digital picture. The similar definition was presented in \_2j .
Definition 1. Let A be a binary picture containing 
n x n pixels and let d be a constant equal to 1/2. The 
p-grid of picture A is called a finite square grid in the 
plane wnere the centre of the square with coordinates (i,j) 
is corresponding to the pixel with coordinates (i,j) and the 
square is determined by the grid points with coordinates 
(i - d,j - d). If the pixeld level is equal to 1 then the 
corresponding square is denoted as black square.
Then the corner point can be defined as follows.
Definition 2. The point of the p-grid of binary picture 
A is called the corner point if the number of black squares 
determined by this point is odd.
2. There is a great interest in discovering the basic 
properties of binary images which can be utilized in image 
processing itself. The basic topological properties were stu­
died, involving such concepts as adjacency and connectedness. 
The geometrical properties studied depend especially on the 
positions of the pixels of an object. Last but not least are 
the algebraic properties of binary images.
In what follows we suppose the binary image is represen­
ted by a Boolean matrix the elements of which will be farther 
denoted as pixels and a^. will denote the level of the pi­
xel with coordinates (i,j). There is no problem to show that
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(d,d)’ >—  1 V
4(
^(6*d;q(7)l
>
4 /
4 4 Í4 4
4 4 4 4
4 4 4 4 4 ✓/
4 4 4 4 4 '4 4>1 4 >1 4 ,4 4 1 1
(N+d, N*d)
Ffg. 1
The monotone matrices represent such binary pictures 
which contain the part of an object with the ’'simple” border
the class of all square Boolean matrices of order N (denoted 
as with operation ©  (sum modulo 2) forms with the field
T » with operations ©  and the logical product the vec­
tor space. The canonical base of this space is the set of ma­
trices of type A = (a..), where a.. = 1 if i = r and j «
= s exactly for one pair r,s£^1, •••» Nj> and a ^  = 0 other­
wise. The cardinality of this base is , For the vector
space ( 'áíjj, ©) also other bases can be found fulfilling some 
restrictions, e.g. one can require every element of the base 
to be monotone.
In [2] we studied the class of monotone matrices which 
can be defined as follows.
Definition 3. The matrix A c is called monotone
(i.e. it belongs to the class of monotone matrices E-^) if 
for its p-grid at least one of the following conditions is 
satisfied (d = 1/2):
1) in p-grid of A such a 4-connected path J* (see e.g. 
[5]) can be chosen which consists of 2N+1 points of the grid 
and connects the point (d,d) with the point (N+d,N+d) and 
black: are only the squares (i.e. in matrix A the value 1 
have only the pixels) with coordinates (i,j) for which
j <q(i) and q(i) = max ^  y ) (i - d, y)ej|;
2) the condition 1 is fulfilled for a matrix B which 
can be obtained by rotating the matrix A at K / 2, 1Z or 3#/2 
in clockwise orientation (Fig. 1).
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(in fact it is an approximation of the simple border). This 
border is determined by the path from definition 3.
Prom the results presented in f3] it follows that is
a generating set for the class . Prom the well-known theo­
rem for the finite dimensional spaces it follows that from a 
generating set of the space the base of that space can be cho­
sen.
So the requirement of the monotonicity of every base ele­
ment is consistent and we shall present such a base. The most 
simple one can be defined as follows. To every element A of 
the canonical base CB in which exactly one a ^  * 1 there is 
assigned a matrix B = (b ) such that b = 1  if p ^  i and
r a a 1q ^  j . It is obvious that the base constructed in this way 
(it will be denoted as MB) is monotone. Also some other mono­
tone bases can be defined which preserve the certain proper­
ties of the canonical base. The base MB preserves only one: 
the elements of both bases can be determined by only one pair 
of coordinates. The main difference is the following: the num­
ber of elements of canonical base whose composition is a ma­
trix is equal to the value of one characteristic of the matrix 
- the number of units. Por the monotone base this is not true.
3. Let us denote NEg(A) the number of elements of the 
base B whose composition mod 2 is the matrix A and by a [j 
denote the number of units in matrix A . There holds NE^-p(A)
AC t N
JCB
The distribution of the matrices
into the classes according the number of canonical
A j for every 
from
base elements necessary to compose the matrix corresponds to 
distribution of the matrices into the classes with equal num­
ber of units. Since for every base there holds that the num­
ber of matrices A for which NEg(A) » Jc is equal to C^2
the cardinality of the classes according to NE^ -g will be the 
same as for NE^B . But in the case of monotone base in one 
class will belong the matrices due to some other properties 
and not the number of units. In this connection we can formu­
late the following problem. Let áíí be a subclass of ; let
us define NEtj(ÍH) as max NEtj(A). It is obvious that NE-qOLt) 2 " BT>j» N for arbitrary base B. The problem is, what is e.g. the
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value of NEj^ gCÉjj) .
Theorem 1 . NE^ (5N) » 2N .
Proofs Since the base MB is not invariant to rotation, 
the number of base elements will depend on two circumstatnces: 
first is the direction of the path which determines the cor­
responding matrix (definition 3), the second and more substan- 
cial is the number of changes of the path’s direction (since 
the path is 4-connected only the change at angle JC/2 is pos­
sible). It is because the change in direction determines ei­
ther the unit of the matrix which has to be covered by an in­
dependent base element or the place from which the unsuitable 
removed units (zeroes) are to be added.
If we accept this and realize that to every change of the 
path’s direction corresponds exactly one corner point of the 
matrix then we can formulate the following proposition.
Proposition 1 . Let A = (a^j) belong to . If we de­
termine the set C of all corner points of the matrix A and 
take the set D of all elements of the monotone base MB de­
termined by the elements of C (every corner point with coor­
dinates (i-d,j-d) determines - if possible - that element of 
the base MB which can be desribed by the pixel with coordina­
tes (i,j) ) and compose all elements in D with operation ©  
then we obtain the matrix A .
Proofs Let us consider the monotone matrix A which ful­
fils the condition 1 of definition 3 and let a ^  * 1. W« shall 
show that the number of base elements determined by the corner 
points of the matrix and covering the pixel (i,j) is odd and 
therefore after the composition the elements of monotone base 
will form in pixel (i,j) the value 1. It is sufficient to con­
sider only the number of corner points in the rectangle (d,d), 
(d,j-d), (i-d,d) and (i-d,j-d) - because only these points de­
termine the base elements which cover the pixel (i,j).
Since the number of corner points in the row is either 
zero or two we want to show there exists exactly one row which 
has one corner point inside and the second outside the rectan­
gle. Let us assume that (s,j) (s ^  i) is the pixel with the
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smallest first coordinate from all pixels in the j-th column 
which have the value 1. According to definition 3 this pixel 
must be separated from the zeroes by the points of the path 
defining the matrix A which lie in the row s-d • It is clear 
that in this row the path is changing its direction two times 
- once in the corner point with coordinates (s-d,k-d) (k j) 
and twice in the corner point (s-d,m+d) (m being outside
the rectangle. Two such rows cannot exist according to given 
number of points in the path (which secures its monotone cha­
racter). The similar proof can be used if * o and for the 
matrices rotated at 7C/2,TT, 3 K / 2 .
Now back to the proof of theorem 1. From the relation be­
tween the corner points and the elements of the monotone base 
one can conclude that the maximal number of the base elements 
is needed to compose a monotone matrix with the maximal num­
ber of corner points. It is shown below that this is not en­
tirely true. The maximal number of corner points occur in such 
matrix which has units on the diagonal. This matrix contains 
2N + 2 corner points (2N + 1 on the diagonal and one in the 
opposite corner). It is possible to show that for every rota­
tion at multiples of K / 2 always at least three corner points 
determine no base element. For this matrices it holds NE^
<  2N - 1.
The key is to find a matrix with almost maximal number 
of corner points which all will determine the corresponding 
base element. The example of such matrix is in Fig. 2 . This
matrix has units on the diagonal left to secondary diagonal. 
The number of corner points is 2N-1 on the diagonal, one cor-
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ner point in the opposite corner all determining the elements 
of monotone base. This completes the proof.
4. The positive consequence of theorem 1 is the possibi­
lity of data compresion at the storage of monotone matrices.
In fact the storage of concrete base element requires only 
2 log N bits so that at most 4N log N bits are sufficient for 
the storage of arbitrary monotone matrix.
The second consequence of the proved theorem is the fact 
that the structural properties were discovered (first for the 
case of monotone matrices) according to which the matrices can 
be arranged in the classes with the same number of base ele­
ments whose composition produces exactly those matrices. It 
was shown that the property is the number of corner points in 
the matrix which is in good correlation with the number of 
base elements referred. One can conjecture this true also in 
the general case. The following proposition approves that con­
jecture .
Proposition 2. Proposition 1 holds not only for matrix 
A £ , but for arbitrary matrix A e Ujj •
Proof: Let us assume again a = 1. We have to show that----—the number of corner points in the rectangle examined in pro­
position 1 is odd. In this case there holds that in each row 
and each column the number of corner points is even (inclu­
ding of course zero). The concept of the path is replaced by 
the concept of the border of an object (represented also by 
the points of the p-grid).
We shall first examine the pixels in the column j with 
the first coordinate less than i in descending order. If we 
come to first zero pixel in the row s then this must be se­
parated from units by the points of the border in the row s+d. 
The border in this row "crosses" the side of the rectangle ha­
ving one of its corner points - inside and one outside the rec­
tangle. Every next combination of units and zeroes must be se­
parated twice having two corner points inside. So the number 
of corner points corresponding to column is odd.
Now we take the pixels in the row i with the second
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coordinate leas than j in descending order. If the value of 
pixel (i,j-1) is equal to zero it is separated by border whose 
corner point inside was already counted. Every next combina­
tion of units and zeroes must be separated twice having two 
corner points inside the rectangle. If a. . 1 » 1 then we 
search for the first zero which must be again separated. The 
combination of units and zeroes are separated by even number 
of corner points but one of them could not be counted because 
it would be counted twice (in row and also in column examina­
tion). So the number of corner points corresponding to row i 
is even and the total number of corner points is odd. The 
proof is completed.
The assertion of proposition 2 is in good agreement with 
the results of Haver lile [4 ] who showed that if only corner 
points of the matrix are given the whole matrix can be unambi- 
gously reconstructed. (His procedure is based on the examina­
tion of the parity of the number of corner points which cover 
the corresponding pixel of the matrix). The algebraic substan­
ce of this procedure is shown in the proof of proposition 2.
5. In this contribution the unusual relation between the 
corner points of binary image and the elements of monotone 
base for vector space of binary images including its consequen­
ces was shown. This suggests that an algebraic view on binary 
images can deep our knowledge about the features and characte­
ristic needen in picture processing.
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1. Introduction
Recently the Boolean closure of NP (denoted by BC(NP)) 
has been studied from several points of views. Since F. Haus- 
dorff [1J the Boolean closure of a class K of sets closed under 
union and intersection is known to be the union of classes 
which we call the Hausdorff hierarchy generated by K. In the 
case of K = NP we have D1= NP , C1= coNP ,
1C(NP) = ■! C : n£lN}v^D : Then according to Hausdorff:u n ** ■ n *
Fact 1 : BC(NP) = .U, Cn .
In Wechsung [ij and Wechsung,Wagner [l] new acceptance 
types for nondeterministic Turing machines have been intro­
duced in such a way that the polynomial time complexity classes 
with respect to these new notations are exactly the classes 
of <£(NP). Related questions concerning BC(NP) are investi­
gated in Köbler,Schöning [l] , Papadimitriou,Yannakakis ,
Wagner [l] .
The complexity classification of problems defined by 
restricting NP-compléte problems to those instances having 
unique solutions requires finer hierarchies within BC(NP).
The class 1NP of sets which can be accepted by nondeterministic
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polynomial time Turing machines by exactly one acceting path is 
unlikely closed under union (1NP C  INPvINP). This motivates 
examining the Hausdorff hierarchy generated by 1LP in Gunder­
mann, Wechsung [2] . We define
A1= 1NP , Ai+1= A± V1NP , A± ± = A± A . . . A a ± ,
K(1NP) = I A± : s,i1,...,is£>Mj: .
The question whither the hierarchies (NP), lt(1NP) are 
strict is at least as difficult as the P-NP-problem. It is known 
which relationships between the classes of the hierarchies are 
possible under suitable relativizati'ons. In Gundermann,Wechsung 
we showed that for "K. (NT) everything is possible:
Pact 2: There exists a recursive oracle A such that 
c| c Cg c. ... c c£ C ... .
Fact 3: For every k ^  1 there exists a recursive oracle A such 
that C^C C^C ... C  c£ = c£+1= ... .
In Gundermann,Wechsung[2] similar results for"K(1NP) are proved.
To formulate them we need the following concepts:
level A. . = 2CÍ.+...+Í )-2s + 3 and... 1 1 aindex A. , = index A. . for every permutation p
1 ■ V u - ’- V s )  o f ^1j2....ej and
index Ai i » (i1 ,... ,iQ) for i^  - i2 - ... £ i g .
Fact 4: If X, Y€^(1NP) and level X level Y then there exists
a recursive oracle B such that Y ^ X
Pact 5: If X, YtiCONP) and level X = level Y but index X ^ in­
dex Y then there exists a recursive oracle B such that
YB4  XB and XB 4 YB .
We know that finding an oracle which separates two complexity 
classes need not be an argument that those two classes must be 
different in the unrelativized case. But it is also useful to 
look for restrictions on the oracle machines which bound the 
power of the oracle in such a way that separation in the relati­
vised case implies the inequality of the unrelativized one. 
Investigations in such a direction for questions concerning the 
relationships between P, NP, coNP, PSPACE may be found for in­
stance in Book, Long, Selmán P.2j •
In Section 3 we develop "positive relativizations" of 
questions tyNPi NP for arbitrary acceptance types 01 and'sS ;
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that is we restrict the behaviour of these oracle machines to 
obtain statements such as Q.NP S &  NP ^  NP^®
where GlNPRB is the class of languages L such that Li <JfcNPB 
is witnessed by a nondeterministic polynomial time bounded 
oracle machine operating with restriction R. Our result can be 
improved for acceptance types characterising classes of^C(NP). 
Using the method of the proofs of Pact 2 and Pact 4 we are able 
to show that the restriction for questions concerning^NP) is 
as weak as possible.
2. Basic concepts
We always use an input alphabet with two letters ]L=\o,lJ. 
To describe our classes we provide the following acceptance 
notations. Definition :
1 . Ot is called an acceptance type if there is a natural number 
k such that CIS INk where IN is the set of natural numbers \ o , 1 ,..n  J2. Let Mw  be a nondeterministic oracle machine having the set 
ISQ,S1,...»S^^of final states and AS£L*.
Leafj^A (x) = number of paths of MA(x) reaching a final configu­
ration with state S^.
LeafMA (x) = (Leaf^A (x),...,Leaf^A (x)) is called the leaf 
number vector of M on x relative to the oracle A.
3. MA Cl-accepts x <— ^ Leaf^A (x)fcQ. »provided has a set 
of k+1 final states ( SQis needed for waste).
4. L_,(MA) = j x  : MA Ql -accepts x ^  .
5. &NP a = j  L ^ (Ma ) : Nr 'is a nondeterministic oracle machine 
working in polynomial time| .
If A = yS we write for short M* = M, QNP®* = CtNP.
The classes of 1C(NP) and 1C(1NP) are certain QUiP. We have 
for instance NP vcoNP = ^(m,n) : m,nfclN a  (m  4 0 v n = 0)\ NP,
1NP = {1}NP .
In a similar way we define classes of functions.
2'. Let T ^  be a nondeterministic transducer with oracle having 
the set ^SQ,. . . of final states.
Leaf^A (x,y) = number of paths of TA(x) reaching final state S.^ 
and computing y. Leaf^A (x,y) is defined like above.
3'. TA Ol -computes (x,y)<— > Leaf,pA (x,y)^CTb .
Amultivalued partial function ft'L. V M r  *)is said to be
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öl-computable in polynomial time if there is a transducer T
with oalynomial clock such that ye f(x)-*-* T Ol-computes (x,y).
4'. f oj, (IA) =| (x,Y) : YSZ* A y TA Ol-computes (x,y)} .
5'. ClNPAMV = : fa s fc i <tA) and is a nondeterministic
polynomial time bounded transducer with oracle ] .
Por fS 1 * * $ & ') let fQ= |(x,y) : yt f(x)]| . We say fQ has
polynomial bounded size iff there is a polynomial p such that
xAy yfef(x) ---- *lyl 4 pOxl) .
For every set L let X-^  be the function defined by
X ( t ) = Í 1 * if x £ L,
'  I undefined otherwise.
Then we have the following correspondence between complexity 
classes for languages and functions:
Theorem 6: 1. Lt <3lNPA *--- * XL 4 OlNPAMV
2. f ClNPAMV 4-- ? fQ OlNPA and fQ has polynomial
bounded size.
Theorem 7: Let Cl , &  be acceptance types. Then
01NPAS 1* NPA «----♦ ClNPAMV £ %-NPAMV .
3. Positive Relativizations
First we give a positive relativization for questions concerning 
arbitrary acceptance types.
Definition: A nondeterministic Turing machine with oracle 
is called confluent iff for any input x and any oracle A there 
is a set {y.| ,... ,y-^  ^  of words y^£ 21* such that on every path 
of the computation tree MA(x) the oracle is queried exactly about 
y1,...,yl. (Note that this concept is more extensive than the 
Definition in Book,Long,Selmán [l| )
ÜINPCA = ^L^(MA) : is a confluent nondeterministic oracle
machine working in polynomial time^ .
Theorem 8: Let 01 , &  be acceptance types. Then
GINP 4 *  NP «-----* A£t*lNPcA S &NP A
For the classes ofTl(NP) the following property can be 
used to improve the above result.
Lemma 9: For any X 4 (NP) there exists a chain respecting
acceptance type such that jx.j ,... ,x^C Cl and
x.^ * 0 implies x .^* 0 and X = OlNP. ( Wechsung [l] )Q
Lemma 10: If OlNP "JC (NP) then there exists a chain respecting
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acceptance type such that Cl NPMV = 'Ay NPMV .□
Now we shall define a weaker restriction on nondeterministic 
oracle machines than confluence.
Definitions Let be a nondeterministic oracle machine. Por any 
set A and any input x let Q(M,A,x) be the set of strings y such 
that there is a path in MA(x) on which the oracle is queried 
about y. Q(M,x) = ^  Q(M,A,x) .
ClNPg = ^ L ^ ( M A) : is an nondeterministic oracle machine
working in polynomial time and there is a polynomial p such 
that card Q(M,x) 4 p(^x)) j
Note that ClNPCA ^  tyNPA .
Theorem 11 s Let 01 , t *  be acceptance types characterizing classes 
of KCNP). Then O.NP S  &  NP > {\aiNPA á & N P A .
Sketch of proof: *--- “Obvious, because ClNP = QlNP-J.
---->. Por c,d i l let code(x1,...,x^) be a string coding the
finite set x^-j ,... ,x | of words belonging to ( 2Z v |c, d] f. Assume 
that code and also its inverse are computable in polynomial 
time. Then we can use
Lemma 12: Por any nondeterministic Turing machine J working 
in polynomial time p and having the set of final states|so,..,S^ 
there exists a nondeterministic transducer M' working in poly­
nomial time p' and having the set of final states ^Sf,,... 
in such a way that for any oracle A and any x
leaf^A (x) = card { b : b is a path in M'(x) on which the final
state is reached and for the word w = code(w^,...,w^ )
computed on b holds that U = ^u : cu 6 c A and
V =  ^v : dv £ \ w1 ,. . . ,wt^  c A j
for 1 i i t k .0
We call M' a speculating machine equivalent to M^.
In general we cannot force that a NP^-machine is confluent 
but we can construct equivalent speculating machines which 
compute codes of sets of equal cardinality.
Lemma 1 31 Por any speculating machine M working in polynomial 
time p and any polynomial q with p(n) £ q(n) there exists a 
speculating machine M' working in polynomial time such that 
for any x and any set W' with card W' = q(|x|): 
card |b : b is a path in M(x) leading to the final state
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and computing code W  with W §■ W'J = card | b : b is a path in 
M'(x) leading to Si and computing code W'j 
for 1 í i Í k .□
Now let L QlNPg be witnessed by MA. Let p be a polynomial
clock for and q(lxt) a polynomial bounding the cardinality 
of Q(M,x). According to the preceding two lemmas there is a 
speculating machine M ’ such that for any x,W
Mew : wt AH Q(M,x)| 'í ^dw : w * A o Q(M,x )]SlWSs 
(1)j C [cw : w í a ] ^ ^dw : w fe A ]
* and card W = q( \ x \) and y € W —* | y\ & p( \ x \)
implies
leaf^A (x) = cardj^ b : b is a path in M'(x) leading to
and computing code W f for 1 í i £ k .
AThis means : x is a  -accepted by MA *■— —* (x,code W) is Ot-computed 
by M' for any W satisfying (1). According to Theorem 7 we have 
the existence of a machine M" working in polynomial time and
f ^  (M') = f£,(M")» (x,code W) is -computable by M 1 <--- *
(x,code W) is $  -computable by M".
Now there exists an oracle machine M'w ^  equivalent to M".
(Mw first simulates M" and asks then the oracle about the words
in code W).We may assume that &  is chain respecting. Then there
is a satisfying (1) such that for all W with (1): If
code W is computed on path to by M" on input x then there is
a path to S. for at least one j ^ i on which code W isJ 1ÜÖIXcomputed.
Let i be the maximal number i such that code W is computed o * maxon a path to . Then M,nR reaches Sj on input x but no 
with ,1 < j. Thus, if W is &  -computed by M” then x isU  *  J f u c l J v
-accepted by M,wA. W
The restriction given above is as weak as possible.
If the machines are allowed to ask the oracle more then 
polynomially many different words, then those machines are 
to powerful for positive relativations. We give a precise 
formulation;
Definition: A function f from N  into is said to be super­
polynomial if there is no polynomial p such that ^ f(n)  ^ p(nj_
Ok = |l ^ (M^) : Mis an oracle machine working in polynomial
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time and card Q(M,x) é f(lxO for all x
A numbertheoretical function f is computable in polynomial time 
iff F: in — > bin f(n) is computable in p(n) steps for some 
polynomial p.
Theorem 14: Por any superpolynomial f which is computable in 
polynomial time there is a recursive oracle A such that 
G, C  C« C,,, C. cf t  .If Kf
The method to prove this Theorem has already been used in 
Gundermann,Wechsung C1*2].®
I want to thank Gerd Wechsung for his supports and many 
hints.
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ABSTRACT
An 1-dimensional homogeneous structure is formally intro­
duced as a real-time acceptor. The computational characteris­
tics of 1-dimensional homogeneous structures are illuminated 
by establishing severel results concerning the sets of Boole­
an functions that they recognize. This paper proves that the 
set of symmetric Boolean functions is real-time acceptable by 
1-dimensional homogeneous structures.
1 .Introduction
The paper deals with the real-time computability on ho­
mogeneous structures in the sense introduced by Cole [l] . Tho 
homogeneous structure is a formalization of the concept of an 
infinite regular array of identical finite-state machine uni­
formly interconnected in the sense that each machine can di­
rectly receive information by means of interconnecting wires 
from a finite number of neighbouring machines where the spa­
tial arrangement of these neighbouring machines is the same 
relative to each machine in the array. Each machine can syn­
chronously change its state at discrete time steps as a func­
tion of the states of the neighbouring machines, but will be 
identical for each machine in the array at any given time 
step. An 1-dimensional homogeneous structure can be imagined
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as an infinite tape of identical cells A_^ , i=. . . ,-2, -1,0, 1,2,
0 0 0 0 In order to study the computation by 1-dimensional homo­
geneous structures, it is possible to have a special cell 
as the input and output cell. The subclass of 1-dimensional 
homogeneous structures we shall deal with are those that compu­
te characteristic functions (functions with range 0,1 ). To 
each characteristic function f there corresponds the set A^ 
of all objects n, such that f(n)=1. Homogeneous structures 
that compute characteristic functions are called "acceptors", 
since one attributes to them task of accepting the objects in 
Af by producing the output 1 in the output cell and rejecting 
the objects not in A^  by producing the output 0 as the state 
in the output cell. All cells of 1-dimensional homogeneous 
structures are divided into two parts of 1-dimensional homo­
geneous structures by cell AQ. All cells A ^, A 2, . .., A ^
in the left part are those that contain a code of the object 
from the set A^. at the 0-th step of computation. The computa­
tion is realized in the right part. Let the inputs in cells 
A  ^, A ..., are fed in from right to left and transfered
from left to right to input cell AQ. A real-time acceptor must 
generate the output at the i-th step of computation whereby an 
information about the code of the input object in cell A k , 
k=1, 2, ..., i, is received at the k-th st»p of computation in 
cell Aq.
Cole [l] has shown that they can recognize the set of all 
palindromes and the set of all strings of the form xx. Fischer
[2] has shown that 1-dimensional arrays can generate the cha­
racteristic sequence of the set of all prime numbers, i.e., 
the cell Aq will put out a 1 at the time t when t is a prime 
and a 0 at the time t otherwise.
Let the inputs be written in binary notation and represent 
the values of the Boolean function^ all values of n-ary Boole­
an function are written in cells A ^, A_2, ..., A_2n, n= 1, 2,
... . Ve show that 1-dimensional arrays can recognize the set 
all symetric Boolean functions in real time, i.e., the cell AQ 
will put out a 1 at the time 2n, if A ^, ..., A 2n are
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values of the symetric Boolean function at the time 0, and a 
0 at the time 2n otherwise.
The paper is organized as follows. In section two the 
necessary definitions are given. The third section contains 
the main results.
2,Basic Notions
2.1. The letters Z, N will denote the sets of integers and 
nonnegative integers, respectively.
D e f i n i t i o n  2.2. An 1-dimensional homogeneous 
structure (1-HS) is an ordered quadruple (Z,E,V,fX  where
(1) Z represents an 1-dimensional regular array,
(2) E = { 0, 1, ..., r-lj is the set of states of the 
1-HS,
(3) V is the neighbourhood index of the 1-HS,
(4) F is the local transition function of the 1-HS,
F :En— » E,
(5) n is the number of neighbouring machines in the 
1-HS.
The n neighbours of cell z (zcZ) are cells z+a^ z+a2, •••» 
z+an» where V = (a^ a2, ..., an).
The elementary operation of an 1-HS is the simultaneous 
application of a local transformation F to the neighbourhood 
of every cell of the 1-dimensional regular array while a lo­
cal transformation F produced the next sé«te of an individu­
al oell z in terms of the states of the machines which are 
neighbours of the cell z. The action performed by one such 
elementary operation is called "step".
D e f i n i t i o n  2.3« Let denotes the set of all 
configurations with respect to Z and E, i.e., Cß is the set 
of all mapping Z— ►E. Let the image of zcZ under c«CE is 
written c(z). The neighbourhood index V and a map F : E1^—>E 
define a global map G:CE— » CE as follows. G(c) = c'if and 
only if for any z € Z, c'(z) = F(c(z+a1),c(z+a2),...,c(z+an)). 
the action of applying a map G to the homogeneous spaoe is
168
called step of 1-HS.
D e f i n i t i o n  2.4. A set of Boolean functions Af is 
said to be real-time acceptable if th*re exist 1-HS such that
(1) V = (-1, 0, 1),
(2) Let Up, u^ , ...» u2n_i be values of Boolean
function f of n variables such that0 zx 1ui = f(x 1»•••>xn)» 1 = X12 + ••• + xn2 ” »
then the input data uQ, u 1, . .., u2n_ j are put into
cells A A 2, . .., A 2n, respectively,
(3) The cell AQ will put out a 1 at the time 2n when
the function f is element of Af and cell AQ will
put out a 0 at the time 2 otherwise.
D e f i n i t i o n  2.5. A Boolean function f : A13—» A 
(where A denotes a set {0, ij ) , ncN, is called symmetric if for 
all permutations 71 of (1,2, ... ,n}
f(c1,...,cn) = f (cj( 1)»*‘*»<Tj-(n))-
D e f i n i t i o n  2.6. A Boolean function f : A^—*A 
is called monotone if for all c, dcAB, c = (c ^
d = (d1, ..., dn ) and c ^  ..., dß
1 ( c -j» • • • t cn) — f ( d,j, • • . , d^ ) .
D e f i n i t i o n  2.7» A Boolean function f j A1^—»A 
is called linear if for all c t An, c = (c<, **«>cn)
f(c1t...,cn) = aQ + a 1 c 1 + ... + a c^ (mod 2 ) 
where aic£0,l}, i = 1,...,n.
D e f i n i t i o n  2.8. A Boolean function f : A^—»A 
is called self-dual if for all c < An, c = (c 1, . « • » cn)
cn) =
where x means the opposite of x.
D e f i n i t i o n  2.9. A Boolean function f : A1^— >A 
is called "function preserving a 0" if f(0,...,0) = 0.
3.Main Results.
The proofs of our main results are quite long containg
169
many lemmas from which we present the most interesting and 
fundamental ones.
L e m m a  3*1« Let uQ, . .., u2n+j  ^be the values of
arbitrary n+1 -ary syme*ric function f such that
0 nui = *(*!» xn+1^ s X12 + ••• + xn+12 •
Then
u2n-1 = u2n 
"2n-1+ 1 = “2H+,
(3.1.1)• • 0 • # ♦
0 0 o 0 m 3
U2n-1 = U2n+2n-1__1
u2n-1+2n-2 = U2n+2n-1 
u2n-1+2n-2+i = u2n+2n-1+1
0 3 0 0 0 0
• »• ... (3* L  2)
... ...
U 2 » _ 1 =  U  2U +  2n ~ 1 + 2n ~ 2 - 1
000
0 0 0
u2n-1+2n-2+>##+2n-k = u2n+2n-1+###+2n-k+1
U 2n _ 1+ 2n ~ 2 + . . . + 2n “k + 1=u 2n + 2n " 1+ . . . +  2n - k + 1 + 1 
000 000
(3.1. k)
U2n- 1 = u 2n+2n“ 1 +*. . +2n_k- 1 
for every ki{3,...,n-1].
P r o o f .  Since f(x^,». , , ^, 0 , ^,...,1) =
= f(x1,...,xk_1,1,xk+1,...,xn,0) for every k€{l,...,n } , one 
can easily verify that (3.1*1)» (3.1.2), ...» (3*1.k) holds.
N o t e  3.2. The previous lemma is used for evaluting 
the values u2ll, u2n+1> u2n+1-2 of arbitrary n+1-ary sy 
mmetrio function f if we know the values uQ, u^, ...» u2n„i
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T h e o r e m  3»3. Let A_ be a set of symmetric Boolean
functions. Then is real-time acceptable.
P r o o f .  It is easy to construct the 1-HS if n = 1.
Let us assume, therefore, that ni 2. By definition 2.4, the 
input data uQ, . .., u£n„-j are P1^  into cells ,j, * . . , A_,,n » 
respectively at the time O. The machines in 1-HS D consist 
of eight registers A, B, ... , H. 1-HS D processes according 
to the following steps:
1°. Symbols u^ , u^ are stored in registers A of the cells 
A.J, A^ respectively. Let i = 1, j = 2.
2o
3°
4°
5o
Second half of the input symbols stored in registers
A of the cells A, A j is synchronously pro-1' 1+1»"*'pagated trough the C register of the array to the
a^ 2
if j+1 = j.rvi then go to step 4°.
right and put into cells A^+1, Aj + 2’ • »
The contents of registers A of the cells A^, A^,..., 
A, 1 are put into registers E, This process is exe- 
cuted synchronously in cells A^ , Ag, ..., A^ .+ 1.
Put i:=1 and go to step 2°.
Registers G, H are used for synchronization of the process in 
step 2°, 4°, respectively. When registers E are feed their 
contents is propagated trough the array to the left. The con­
tents of the cell A 1 and register A of the cell AQ are com­
pared. According to lemma 3.1. and the note 3.2. if U q , . . . ,  
u^n 1 are the values of symmetric function than the contents 
the registers of compared will be equal. Only the value u^k^, 
k = 1, 2, ..., does not depend on the previous values so this 
value is propagated trough the F registers of the array to the 
right.
A precise proof of theorem 3.3. is given by Janetka Í3].
Using the idea of evaluting the values before their put­
ting to the cell AQ we have obtained the following results.
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T h e o r e m  3.4, Let A_ be a set of monotone Boolean
1 2functions. Then A_ is real-time acceptable.
1 2
T h e o r 
functions .
e m 3.5. 
Then A„
3
is
Let A^ be a set of linear Boolean 
1 3real-tijje acceptable.
T h e o r e m  3,6.
functions. Then A_ is
f4
Let A_ 
real-time
be a set of self-dual Boolean 
acceptable.
T h e o r e m  3.7# Let A_ be a set of Boolean functions
1 5preserving 0. Then A~ is real-time acceptable.
5
A proof of theorem 3.4. - 3.7. is given by Janetka [3].
As a corollary of theorem 3.4. - 3.7. we get
C o r o l l a r y  3.8. Let A^. be a set of complete sys»
terns of Boolean functions in the sence introduced by Post[4]. 
Then A^. is real-time acceptable.
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Abstract; A new data model of comparison baaed sorting like 
procedures is presented. Using the model we give an Oin^) 
algorithm with an output - optimal algorithm for merging 2 and 
n element linearly ordered sets, we pose a transparent formula™ 
tion of one open problem on sorting, and an equivalence of a so 
called parity problem and a sorting problem is shown using 
a very simple argument.
1» Introduction
A process of a comparison based sorting can be viewed in 
different ways. A standard model of a sorting algorithm is a 
comparison tree /Kn/ which reflects gradual enrichments of an 
order until a total order is obtained in a leaf of the tree.
But the same process can be viewed also as a sequence of splits 
of a set of all admissible total orders (similarly it is done in 
/KS/). Por example, sorting an n element set we start with n! 
possible total orders (permutations), the first comparison splits 
this set into two (nonintersecting) subsets; it depends on the 
result of the comparison which of these sets is used in the fol­
lowing similar process. The process ends when a singleton permu­
tation is obtained. Each of the sets of permutations in this 
process is associated with some partially ordered set (poset).
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Many different models of posets have been used up to now 
(the best known is the Hasse diagram) but non of them clearly 
refle-cts the interconnection between a comparison and corre­
sponding partition of a set of permutations.
In the following section we introduce a graph model with 
permutations for nodes and a simple rule for edges. It is shown 
how to check if such a graph corresponds to a poset or not 
(Characterization theorem) and which partition of this graph 
corresponds to a comparison and which not (Splitting theorem). 
In Section 3 we show how the model can be used in solving some 
problems on comparison based sorting like procedures.
2. Graphs of permutations
We denote (P a set of all permutations of m element base 
set M (only finite sets are considered throughout the paper) 
and £  a set of all linear orderings of M. The simple one-to-one 
correspondence between the elements of <P and involves us to 
use terms linear ordering and permutation interchangeably.
Two linear orderings 1^, from are called neighboring 
iff I 1^\ 1^1 = 1. Using permutations instead of linear order­
ings it is easy to see that two permutations from &  are neigh­
boring (i.e. they correspond to neighboring linear orderings) 
iff one can be obtained from the other by reversing the order 
of one pair of adjacent elements. This symmetric relation on 
a set PS iP of permutations will be denoted by N(P).
The following definition gives a feasible model of the 
neighboring relation.
Definition 1. Let P be a set of permutations. A graph of P is 
an unoriented graph G(P) = (P,N(P)). Such graph is called 
a graph of permutations.
Particularly important is the graph G( ) of all permuta­
tions of M. This graph has m! nodes; Figure 1 shows the graph 
for m=3o Such graphs were briefly mentioned in /Kn/ but not in 
the context of posets as it is in our paper.
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To-give a better understanding of how the graphs look 
we list some easily provable proper­
ties of the graph G( f t  ) (see /Go/
for definitions of terms): bao boa
(1) G( <P ) is regular
(2) the degree of a vertex 
is m-1
(3) G( (P ) is connected
(4) G( (ß ) is a comparability 
graph
(5) G(<*°) is a perfect graph
(6) G( (P ) is planar iff mi 4«
aob cab
Figure 1.
Graph G(@ ) for 
M = {a,b,o}.
like,
As it was already mentioned in Introduction, we would like 
to consider the sorting process as a sequence of splits of sets 
of permutations. Since we proceed by comparisons, only sets of 
permutations which correspond to posets are admissible. For a 
given poset U we can find the corresponding set of permutations 
by extending U to linear orderings in all possible ways, and 
the collection of these linear extensions of U produoes the set 
of all admissible permutations (see /Ri1/ for an excellent sur­
vey on linear extensions). The set of all linear extensions of 
a poset U will be denoted by E(U).
Our main "oharaoterization” problem may be stayed as:
Let P be a set of permutations. Does there 
exist a poset U such that E(U) =» P ?
We shall show that the question can be answered investi­
gating the graph G(P).
Definition 2. A nonempty set P of permutations is convex if 
for every x,yí P, G(P) contains all shortest pathes from 
G( <P ) with terminals x,y.
Using the example in Figure 1 it is clear that P =* {abo, 
aob, cab} is convex and P ■ E(a>b) if we assume that the 
permutations are ordered in decreasing manner. On the other hand 
neither {abo, cab) nor {abo, aob, cab, cba} is convex and 
it is easy to see that in the both oases we are not able to find 
a proper poset. It can be shown that this fact holds generally:
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Theorem 1 (Characterization). Let P be a set of permutations. 
There exists a poset U suoh that E(U) = P iff P is convex.
Now we know that only convex sets of permutations are 
useful in a sorting process. But one more question remains:
How to picture a comparison ?
Let us again turn to the example in Figure 1. A comparison 
a:b yields two outcomes: a > b  or a<b. If a > b  then the 
corresponding set of permutations is {abc, acb, cab} and if 
a < b  then it is {bac, bca, cba} . Both the sets of permu­
tations are convex, i.e. the comparison a:b splits the orig­
inal set of permutations into two convex subsets. It is clear 
that the graph G(<i°) in Figure 1 can be splitted into two con­
vex subgraphs just in three different ways and each of them 
corresponds to one of the possible comparisons a:b, b:c, a:c, 
respectively (Figure 2).
a: c
Figure 2. Splits caused by comparisons.
One can prove a generalization of the correspondence 
betweeh a split of a graph and a comparison:
Theorem 2 (Splitting). (P.,,P2) is a partition of a convex set 
P of permutations into two convex subsets P^, P2 iff there exist 
posets U, , U2 such that P = E(U), P^ = E(U^), ?2 =» E(U2) 
and there exists a pair (a,b) such that
U1 = (Uu(a>b))+ and U2 = (Uu(a<b))+.
Moreover, for given partition the pair (a,b) is unique.
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Now we oan investigate comparison based processes without 
any care for comparisons; it suffices to ensure "convex" splits. 
This approach will be demonstrated in the following section.
3. Applications of the model
Here we present three different applications of the model 
described above.
(i) Optimal merging of 2 and n element sets.
We assume a problem of optimal merging of 2 and n element 
linearly ordered sets (disjoint) into a single linear order.
The attribute "optimal" can be substituted either by "worst 
-case optimal" or by "average-case optimal"(here we assume 
that each possible output permutation is equally likely and 
only comparisons between merged elements are computationally 
relevant in the both oases) in the following.
At first we show how looks the graph of an input poset.
We shall use an example with n=4. Let the merged sequences 
be a1 > &2 > > a^ and b ^  bg. There are 5 possible positions
of the b s among the as as it is indicated in the Hasse dia­
gram by numbers from 1 to 5 in Figure 3» Hence each possible
1
&2 < 
a3 " 
a4 "
2
3
4
5
position 
of b1
position of b^
Figure 3. 
Hasse diagram.
Figure 4.
Graph of permutations
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output permutation is uniquely determined by a tuple (i^ig) 
where i1 (±2) is the final position of b1 (b^). Slnoe b1> b 2, 
we have i^ó i2 and thus the corresponding graph of permuta­
tion has a nice grid structure (see Figure 4)* We note this 
structure does not depend on the input range n.
It is easy to see that only horizontal and vertcal line 
outs split the graph into two convex subgraphs (here we use 
"graph” instead "set of permutations") and therefore they cor­
respond to some comparisons. After the first split (comparison) 
similar process is applied to the both subgraphs when we are 
constructing an algorithm. All such graphs can be arranged into 
a sequence, where a split of a graph with higher number in the 
sequence gives rise to two graphs with smaller numbers. Figure 
5 shows the initial portion of the sequence of graphs.
Figure 5« Sequence of graphs in 2:n merging.
The construction of optimal algorithms proceeds in this way: 
Let us assume that we have optimal sorting algorithms for graphs 
up to k-1 in the sequence (here we assume a general sorting 
algorithm - with an arbitrary poset as an input). Now try all 
possible convex cuts of the k-th graph and pick the best one 
(the optimal algorithms for graphs with smaller numbers are 
used to decide which cut gives the best algorithm) and it is 
the optimal algorithm for this graph.
It can be shown that the initial graph for 2:n merging is 
1 3  2 5at the position g n + n + g n in the sequence and there are
maximally 2n possible cuts of this graph (and in all preceding 
graphs). Thus to find an optimal 2:n merging algorithm we have 
to oheck O(n^) graphs and 0(n) possible cuts in each of them. 
Therefore the complexity of this process is O(n^).
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We note that the worst-oase optimal 2:n merging algorithms 
are known (/HL/) while the average-oase optimal algorithms are 
known only for some values of n (0,1,2,3,5,8,12,18,26,37,53,76, 
108,154,... - see /HL/). Moreover, in all these average-oase
optimal algorithms the information theoretic lower hound is 
attained. Therefore we used a computer to find optimal algori­
thms for some small values of n.
Figure 6 shows the output - we computed the total (over all 
possible input permutations) number of comparisons and D(n) in 
the figure denotes the discrepancy of this total between the 
average-case optimal algorithm and the information theoretic 
lower bound (see /Kn/ for the information theoretic lower bound 
on average-case optimal merging).
n D(n) n D(n) n D(n) n D(n) n D(n) n D(n)
0 Ü 1 0 2 0 3 0 4 1 5 0
6 1 7 1 8 0 9 2 10 5 11 1
12 0 13 2 14 7 15 7 16 2 17 0
18 0 19 4 20 11 21 22 22 15 23 7
24 2 25 0 26 0 27 4 28 11 29 22
30 35 31 35 32 21 33 11 34 5 35 1
36 0 37 0 38 1 39 9 40 20 41 35
42 53 43 74 44 88 45 69 46 51 47 35
Figure 6. D(n) in the optimal 2:n merging algorithms
Using the values of D(n) and denoting N = WQ oan
compute the average number of comparisons in the optimal 2:n
merging algorithm as plg N~|
D(n) + N. rig2Nl + N - 2 2_ •
If D(n)=0, then for this n there exists an optimal merging al­
gorithm which attains the information theoretic lower bound.
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It is clear that similar algorithm (but with a greater 
complexity) can be also used to find optimal parallel 2:n 
merging algorithm.
(ii) Balancing poset extensions.
To obtain a good sorting algorithm we would like to perform 
splits of sets of permutations as balanced as possible. But 
what is the bound for such a balanced split? Kahn and Saks /KS/ 
had shown that an arbitrary convex set P of permutations with 
more than one element can be splitted into two convex subsets
P.J, P2 with
However, we do not know a counterexample for the inequality
1
2 4 £ 2
(see the Unsolved problems section in the journal Order). A 
graph of permutations seems to be a good tool for proving the 
oloser inequality. This will give a new information theoretic 
upper bound to a general sorting problem.
(iii) Parity problem.
This problem due to Chase (see p. 198 in /Kn/) may be stay­
ed as: Let a^a2 ...an be a permutation of {l,2,...,n}. Prove 
that any algorithm which decides whether this permutation is 
even or odd based solely on comparisons between the a*s is e- 
quivalent to a sorting algorithm for sorting n element sets 
even though the "parity” algorithm has only two possible outco­
mes (i.e. the information theoretic lower bound gives one com­
parison) .
Knuth /Kn/ presented a simple solution to this problem and 
Fredman /Fr/ shows the information theoretic lower bound is 
pitiful in much more oases.
Our graphs of permutations give a feasible argument to the 
equivalence between the parity and sorting problems. Since each 
convex set of permutations with more than one element contains
tat least one pair of permutations with an opposite parity 
(neighboring permutations), only one element sets of permuta­
tions are allowed for the leaves of a decision tree for the 
parity problem. And this is just the same tree as that one for 
sorting n element sets.
- 181 -
4. Conclusion
The graphs of permutations bring a new insight not only 
into comparison based sorting like problems but into finite 
poset problems in general. We are sure that the presented list 
of problems where the graphs of permutations are useful is not 
exhaustive. And we recall, graphs of permutations are neither 
like potatoes nor like barrels /Ri2/, but "perfect" graphs!
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T H E  B E H A V I O U R  O F  T H E  R A T I O  F U N C T I O N  
M á r i a  K r á l ’o v á
M a t h e m a t i c a l  I n s t i t u t e  
S l o v a k  A c a d e m y  o f  S c i e n c e s  
O b r a n c o v  m i e r u  4 9  
8 1 4  7 3  B r a t i s l a v a  
C z e c h o s l o v a k i a
1. I n t r o d u c t i o n .
T h e  a i m  o f  t h e  p r e s e n t  p a p e r  i s  t o  c h a r a c t e r i z e  t h e  b e h a ­
v i o u r  o f  t h e  r a t i o  f u n c t i o n  o f  a D O L  s y s t e m .
T h e  f i r s t  p a p e r  d e a l i n g  w i t h  t h e  a n a l y s i s  o f  t h e  r a t i o  
f u n c t i o n  w a s  t h e  p a p e r  [ 5 ] .  I n  t h a t  p a p e r  t h e  b e h a v i o u r  o f  t h e  
r a t i o  f u n c t i o n  o f  a D O L  s y s t e m  i s  s t u d i e d  a c c o r d i n g  t o  s t r u c t u ­
r a l  p r o p e r t i e s  o f  t h e  g i v e n  D O L  s y s t e m .
T h e  r e s u l t s  f r o m  [ 3 ] ,  c o n c e r n i n g  t h e  r a t i o  f u n c t i o n  d e ­
t e r m i n e d  b y  a m o n o r e c u r s i v e  l e t t e r  w i t h  t h e  i n d e x  o f  m o n o r e c u r -  
s i v i t y  t -1 a n d  t h e  r a t i o  f u n c t i o n  d e t e r m i n e d  b y  a n  e x p a n d i n g  
l e t t e r  w i t h  t h e  i n d e x  o f  e x p a n s i o n  t = l ,  a r e  i n c l u d e d  i n  t h e  
p a r t  3 o f  t h i s  p a p e r .  W e  g i v e  t h e s e  r e s u l t s  f o r  t h e  s a k e  o f  t h e  
c o m p l e t n e s s  .
I n  t h e  p a r t  4 w e  c o n t i n u e  t h e  s t u d y  o f  t h e  p r o p e r t i e s  o f  
t h e  r a t i o  f u n c t i o n  f o r  t h e  c a s e ,  w h e n  i t  i s  d e t e r m i n e d  b y  a n  
e x p a n d i n g  l e t t e r  w i t h  t h e  i n d e x  o f  e x p a n s i o n  t > l .  T h e  c h a r a c t e ­
r i z a t i o n  o f  s u c h  r a t i o  f u n c t i o n  i s  g i v e n  i n  t h e o r e m  4 ( t h e  m a i n  
t h e o r e m  o f  t h i s  p a p e r ) .
2. B a s i c  d e f i n i t i o n s .
I n  t h e  f o l l o w i n g  W  a l w a y s  d e n o t e s  a f i n i t e  n o n e m p t y  s e t
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of symbols, W* denotes the set of all words over W , including 
the empty word £T (the word with no symbols in it). If w is a 
word in W*. then 4 w is the number of occurrences of the letterT g
a in the word w.
The set of natural numbers ^1,2,...} will be denoted by 
N, the set of nonnegative integers {0 , 1 , 2 , . . .} by Z+ and the set 
of nonnegative reals byj^+.
D e f i n i t i o n  1. A deterministic Lindenmayer system with­
out interactions (abbreviated DOL system) is an ordered triple 
G = (W , h,w), where W is a finite nonempty set of symbols, h is a 
homomorphism from W into W* and weW* is an initial word (cal­
led axiom) .
D e f i n i t i o n  2. For any DOL system G=(W,h,w) a letter 
a a W is called
m o r t a l  ( a e M ) if h1 ( a ) = £T for some i e. Z + ,
ir e c u r s i v e  (a e R) if h (a)=v^av2  for some ie N, v^  , V2  e W , 
m o n o r e c u r s i v e  (a e.MR) if h1(a) = v-^ av2 for some i£ N,
vx , v2ä M*,
e x p a n d i n g  (ae E) if h1(a) = v^av2 av-^  for some i <= N, v^ , v2 ,
v 3 e1 W *,
b - m o r t a l  (a € b - M) for b £ W if there exists a number i Q &  N ,
for which h1(a)=0, i-in, 
bn D u
a c c e s s i b l e  from a l e t t e r  b£ i (ae U(b)) if there
is a number ie N such that 4 c,h1(b)40.a
D e f i n i t i o n  3. Let G = (W,h,w) be a DOL system and a <£ W .
An equivalence class
[a] g = {b^W; b<£ U ( a ) and a£ U(b)} 
is called the l e v e l  of the DOL system G generated by a.
R e m a r k  . The subscript G will be ommited in the notation 
always when it is clear which G is considered.
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D e f i n i t i o n  4 .  T h e  l e v e l  [a] i s  s a i d  t o  b e  m o r t a l ,  r e ­
c u r s i v e ,  m o n o r e c u r s i v e , e x p a n d i n g ,  b - m o r t a l  i f  t h e  l e t t e r  a i s  
m o r t a l ,  r e c u r s i v e ,  m o n o r e c u r s i v e , e x p a n d i n g ,  b - m o r t a l ,  r e s p e c t ­
i v e l y  .
D e f i n i t i o n  5 .  L e t  G = ( W  , h ,w ) b e  a D O L  s y s t e m .  A l e t t e r  
a e r W  i s  c a l l e d  m o r t a l  w i t h  t h e  i n d e x  o f  m o r t a l i ­
t y  t ( a e M ^ \  r e c u r s i v e  w i t h  t h e  i n d e x  o f  r e - 
c u r s i v i t y  t ( a e R ^ b ,  m o n o r e c u r s i v e  w i t h  t h e  
i n d e x  o f  m o n o r e c u r s i v i t y  t ( a c M R ^ h  , e x p a n d ­
i n g  w i t h  t h e  i n d e x  o f  e x p a n s i o n  t ( a e E ^ b ,  
i f  t i s  t h e  s m a l l e s t  n u m b e r ,  f o r  w h i c h  t h e  c o n d i t i o n  o f  m o r t a ­
l i t y ,  r e c u r s i v i t y ,  m o n o r e c u r s i v i t y ,  e x p a n s i o n ,  r e s p e c t i v e l y ,  
i s  s a t i s f i e d .
D e f i n i t i o n  6 . L e t  G = ( W , h , w )  b e  a D O L  s y s t e m ,  l e t  
w  ~ x i x 2 • • ’ x n ’ w *n e r e  f o r  i = l , . . . n ,  a n d  l e t  w  = y  ^ x ^ x ^  . . . x n y 2 >
w h e r e  y , y 2 <£ W  *. T h e n  \n ' i s  c a l l e d  t h e  s u b a x i o m  o f  t h e  a - 
x i o m  w.
D e f i n i t i o n  7 .  A n  o r d e r e d  4 - t u p l e  G = ( W  , h , w  , w  ) i s  c a l ­
l e d  t h e  D O L  s y s t e m  w i t h  a s u b a x i o m ,  i f  ( W , h , w )  i s  
a D O L  s y s t e m  a n d  vj ' i s  a s u b a x i o m  o f  t h e  a x i o m  w .
D e f i n i t i o n  8 . L e t  G " = ( W , h ,w ,w  ) b e  a D O L  s y s t e m  w i t h  a 
s u b a x i o m  a n d  l e t  a e W .  T h e  f u n c t i o n  r • Z + — d e f i n e d  a s
a
f o l l o w s
r a ( i )  =
C4ah i (w ' ) ) ( $  h h w ) )  L  i f  4 f i h w V O
a d  a
i s  n o t  d e f i n e d ,  i f  I  h 1 ( w ) = 0 ,3
i s  c a l l e d  t h e  r a t i o  f u n c t i o n  o f  G d e t e r m i n e d  b y  a .
3. R a t i o  f u n c t i o n s  w i t h  t h e  c o n s t a n t  b e h a v i o u r .
C o n s i d e r  a D O L  s y s t e m  w i t h  t h e  s u b a x i o m  G = ( W , h , w , w  ). 
A f t e r  w h a t  c o n d i t i o n s  h a s  t h e  r a t i o  f u n c t i o n  o f  G  t h e  c o n s t a n t
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b e h a v i o u r  ? I n  [ 5] t h e  r e a d e r  c a n  f i n d  t h e  a n s w e r  t o  t h i s  q u e s ­
t i o n  in t h e  f o l l o w i n g  f o r m :
T h e o r e m  1 . L e t  G *  b e  a D O L  s y s t e m  w i t h  a s u b a x i o m ,  l e t  
[ a ]  b e  i t s  m o n o r e c u r s i v e  l e v e l  w i t h  t h e  i n d e x  o f  m o n o r e c u r s i v i -  
t y  1 a n d  l e t  t h e r e  h o l d  f o r  e a c h  o f  t h e  l e t t e r s  b e  W ,  b / a  o n e  
o f  t h e  f o l l o w i n g  c o n d i t i o n s :
1 . b e  a - M  ,
2 .  b  £  R a n d  a e U ( b ) .
T h e n  t h e r e  e x i s t s  a n a t u r a l  n u m b e r  i g  s u c h  t h a t
r g ( i ) = p q “ 1
f o r  a l l  i - i g ,  t h e  n o n n e g a t i v e  i n t e g e r  p a n d  t h e  n a t u r a l  q. 
S k e t c h  o f t h e  p r o o f .
T h e  a s s u m p t i o n s  b ^ a ,  a e  M R ^  , b s a - M  i m p l y  I  h * ( b ) = 0  f o r  
a l l  i e  N.
D e n o t e
A = { b e i ;  b ^ R  a n d  a e  U ( b ) )
a n d  a s s u m e
c a r d  A  = s .
T h e n  w e  c a n  w r i t e
A =  { b x , b 2 , . . , b s } .
I t  i s  c l e a r  t h a t  f o r  e v e r y  i > s a n d  b ^ €  A t h e r e  h o l d s
*ah‘*1(bk ) = *ahl(i=k )-
I t  s u f f i c e s  t o  p u t  i q  — s a n d  t h e  a s s e r t i o n  o f  t h e  t h e o r e m  i s  
p r o v e d  f o r
p  = 4a w '  *  I  , t b  w ' + a h
b,<£ w  kk
(to,
q = *aw I  *b w *ahl°(bk)> k = 1’2 k = l k . s .
T h e o r e m  2 . L e t  G "  b e  a D O L  s y s t e m  w i t h  a s u b a x i o m  a n d  
l e t  a € W ,  a c  E ^ 1 ^ . I f  f o r  a n y  b € W ,  b ^ a  i t  h o l d s  
e i t h e r  a ^ U ( b )
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o r  a e U ( b )  a n d  b y ^ R ,
t h e n  t h e r e  i s  a n o n n e g a t i v e  i n t e g e r  n u m b e r  i g  s u c h  t h a t
r a ( i ) = p q _1
f o r  a l l  i-ig, t h e  n o n n e g a t i v e  i n t e g e r  p a n d  t h e  n a t u r a l  n u m b e r
q-
W e  o u t l i n e  t h e  p r o o f  o f  t h i s  t h e o r e m .
C o n s i d e r  a e E ^ \  b ^ a  s u c h  t h a t  a ^ U ( b ) .  T h e n  p u t  
+ a w  = P ,  4 a w '  = q
a n d
4gh(a) = m.
H e n c e
4 h ^ C a )  = m * f o r  i c Z + .3
S o ,  i n  t h i s  c a s e  ig = 0.
A s s u m e  t h a t  a e U ( b )  a n d  b ^ R .  T h e  n o n r e c u r s i v i t y  o f  t h e  
l e t t e r  b i m p l i e s  b y i U ( a ) .
L e t  b , , . . . b  b e  a l l  l e t t e r s  o f  t h e  a x i o m  w  s u c h  t h a t  1 ’ s
b ^ a ,  a c U ( b . )  a n d  b ^  R f o r  i = l , . . . s .  P u t  ig = s .  T h e n  i t  h o l d s
rg(i) = r (ig) = ( m  0 l a w ' +  r  , 4 g h  0(b ± )#b w ' ) ( m  0 # g w  +
b . e w  il
+ £  + a h ° ( b. ) #. w )  
i = l  a 1 D i
i - i 0
4. R a t i o  f u n c t i o n s  w i t h  t h e  p e r i o d i c  b e h a v i o u r .
I n  t h e  p r e v i o u s  p a r t  w e  h a v e  c o n s i d e r e d  t h e  r a t i o  f u n c t i ­
o n  d e t e r m i n e d  b y  a m o n o r e c u r s i v e  l e t t e r  w i t h  t h e  i n d e x  o f  m o n o -  
r e c u r s i v i t y  1 ( t h e o r e m  1 ) a n d  t h e  r a t i o  f u n c t i o n  d e t e r m i n e d  b y  
a n  e x p a n d i n g  l e t t e r  w i t h  t h e  i n d e x  o f  e x p a n s i o n  1 ( t h e o r e m  2 ). 
W h a t  h a p p e n s ,  i f  w e  s h a l l  c o n s i d e r  t h e  r a t i o  f u n c t i o n  d e t e r m i ­
n e d  b y  a m o n o r e c u r s i v e , r e s p e c t i v e l y  e x p a n d i n g ,  l e t t e r  w i t h  
t h e  i n d e x  o f  m o n o r e c u r s i v i t y , r e s p . e x p a n s i o n ,  g r e a t e r  t h a n  1 ? 
T h e  n e x t  t h e o r e m s  i n d i c a t e  t h a t  t h e  r a t i o  f u n c t i o n s  a r e  p e r i o -
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d i e .  I n  t h i s  s e n s e  t h e  t h e o r e m s  3, 4 a r e  e x t e n s i o n s  o f  p r e v i o u s  
o n e s  .
T h e o r e m  3 . L e t  G = ( W , h , w , w  ) b e  a D O L  s y s t e m  w i t h  a s u b ­
a x i o m ,  l e t  a e W ,  a e  t >  1, t <= N , l e t  f o r  a n y  b e  W ,  b / a
o n e  o f  t h e  f o l l o w i n g  c o n d i t i o n s  h o l d s :  1 . a £ U ( b ) ,
2. a e U ( b ) ,  b e M R  o r  b ^ R  . 
T h e n  t h e r e  e x i s t s  a n u m b e r  i g  t h a t  f o r  a l l  i ^ i g ,  i er N t h e  r a t i o
f u n c t i o n  r ( i )  i s  p e r i o d i c  w i t h  t h e  p e r i o d  t.
S k e t c h  o f  t h e  p r o o f .
F o r  b e  W s u c h  t h a t  a ^ U ( b )  w e  h a v e  |  h ^ ( b ) = 0  f o r  i e  Z + .
T h e  p r o p e r t y  a e  M R ^ \  t >  1 , i m p l i e s :  t h e r e  i s  a f i n i t e  s e q u e n ­
c e  b  ^  , . . . b^._ ^  S' W  , f o r  w h i c h  | a h n * ^ ( b ^  ^ 0 f o r  k = l , . . . t - l ,  n e  N.
S u p p o s e  t h a t  c s , s = 1 , . . . m , a r e  a l l  l e t t e r s  o f  t h e  a l p h a b e t  W
s a t i s f y i n g  t h e  c o n d i t i o n s  a s  U ( c s ), c ^  R .  T h e n  t h e r e  e x i s t s  
t h e  s m a l l e s t  n u m b e r  i , f o r  w h i c h
l
h s ( c  ) e  W * a W * . s
D e n o t e
C = {s ; s = l , . . . m ,  i ( m o d  ’ ’ s t ) = 0} a n d  i n = m a x  i + t.U /—i s 56 C
L e t  t h e  a x i o m  b e g i v e n  b y  w  = x ^  . . .x f , r e  N . T h e n
r a ( V n t )  = C 4 a w - *  i- 4 a h 10 x . c B  J
(Xj))(*aw  + £  + a h ° ( x , ) )  
x . s B  J J
w h e r e  n £ N ,  B = { x  ^ ; j = l , • • . r ,  x j = c s) s e c ) , B ' = { x . « B , * x > w V 0 ) .
W e  p r o v e d  t h a t
r a ( V n t )  = r a C i 0 ) ’ n C N - 
I n  t h e  s a m e  w a y  i t  i s  p o s s i b l e  t o  p r o v e  t h a t
r a ( i o  + n t  + l )  = p ^ q ^  f o r  a n y  n e  N a n d  1 = 1, . . . t - 1 .
W e  s h a l l  s a y  t h a t  a l e t t e r  b e  W  s a t i s f i e s  t h e  c o n d i t i o n  
( C ) ,  i f  t h e  p r o d u c t i o n  r u l e  f o r  b h a s  t h e  f o r m  h ( b ) = v ,  w h e r e  
v e: ( a - M  u d  ) *, d e  [a] , i . e .  t h e  w o r d  v d o e s  n o t  c o n t a i n  t w o  d i f ­
f e r e n t  l e t t e r s  o c c u r r i n g  i n  t h e  l e v e l  [ a ] .
T h i s  c o n d i t i o n  g u a r a n t e e s  t h a t  t h e  l e t t e r s  o f  t h e  s a m e  
e x p a n d i n g  l e v e l  h a v e  t h e  s a m e  i n d e x  o f  e x p a n s i o n .
(- 1 8 9 -
P r o p o s i t i o n  1 . L e t  G = ( W , h , w )  b e  a D O L  s y s t e m ,  l e t  a e W ,  
a e  t - 1, l e t  a n y  b e  W ,  b c  [a] s a t i s f i e s  t h e  c o n d i t i o n
( C ) .  T h e n  t h e  l e v e l  [aj c o n t a i n s  e x a c t l y  t l e t t e r s .
T h e  a s s e r t i o n  o f  t h e  f o l l o w i n g  p r o p o s i t i o n  t o g e t h e r  w i t h  
t h a t  o n e  a b o v e  w i l l  b e  u s e d  i n  t h e  p r o o f  o f  n e x t  t h e o r e m .
P r o p o s i t i o n  2 . L e t  G = ( W , h , w )  b e  a D O L  s y s t e m ,  l e t  a €. W  , 
a e E  t > 1 .  I f  a n y  b e W ,  b e  [a] s a t i s f i e s  t h e  c o n d i t i o n  ( C )
t h e n  e a c h  l e t t e r  o c c u r r i n g  i n  t h e  l e v e l  [a] i s  e x p a n d i n g  w i t h  
t h e  i n d e x  o f  e x p a n s i o n  e x a c t l y  t.
T h e  p r o o f s  o f  b o t h  p r o p o s i t i o n s  c a n  b e  f o u n d  i n  [6] .
T h e o r e m  4 .  L e t  G ’ b e  a D O L  s y s t e m  w i t h  a s u b a x i o m .  L e t
a e E ^ \  t > 1 ,  a e W  s a t i s f y i n g  t h e  c o n d i t i o n  ( C ) .  L e t  f o r  a n y  
b e W ,  b / a  o n e  o f  t h e  f o l l o w i n g  c o n d i t i o n s  h o l d s
1. a ^ U ( b )  ,
2. a e U ( b )  a n d  b ^ R ,
3. b €  [a] a n d  b s a t i s f i e s  t h e  c o n d i t i o n  ( C ) .
T h e n  t h e r e  e x i s t s  a n o n n e g a t i v e  i n t e g e r  i g  s u c h  t h a t  f o r  
a n y  i - i g ,  i G  N , t h e  r a t i o  f u n c t i o n  r g i s  p e r i o d i c  w i t h  t h e  
p e r i o d  t .
S k e t c h  o f  t h e  p r o o f .
L e t u s  d e n o t e  $  h ^ ( a ) = m  a n d  b, , k = l , . . . r ,  a l l  o f  t h e  l e t -  
t e r s  o f  t h e  a l p h a b e t  W ,  f o r  w h i c h  t h e  a s s u m p t i o n  2 . i s  s a t i s ­
f i e d .  T h e n  f o r  e v e r y  b ^  t h e r e  i s  t h e  s m a l l e s t  n u m b e r  i ^  t h a t
i,
h ( b k ) c  W * a W  *, k = 1 , . . . r .
L e t
T = { k ; i ^ C m o d  t ) = 0 , k = l , . . . r ]  a n d  i g = m a x + t
k = 1 , . . . r
T h e  d e f i n i t i o n  o f  t h e  n u m b e r  i g  i m p l i e s  t h a t  t h e r e  i s  a n u m b e r  
n g £  N w i t h  t h e  p r o p e r t y
lg = nQt.
A c c o r d i n g  t o  t h e  p r o p o s i t i o n  1 t h e  l e v e l  [a] c o n s i s t s  o f  
t l e t t e r s .  L e t  u s  s u p p o s e  t h a t  [a] = [a , c ^  , . . . c^._ a n d
4 c It -1 ( a ) , j = 1, . . . t - 1 .
3
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I f  w e  d e n o t e  T = {k e T ; f  w ^ 0 } ,  w e  c a n  e x p r e s s  t h e  r a t i o
Kf u n c t i o n  d e t e r m i n e d  b y  a a s
r a ( i 0 ) = ( m  ° * a w \  ? . - + a h ° ( b k } *b. w  # } ( m  ° * a w  +k £  I k
+ Z  I h 0 ( b , ) | h w ) “ 1 = r ( i n + n t ) ,  n e Z + . 
k <£ T a K ° k  3 U
I t  r e m a i n s  t o  p r o v e  o n l y  t h a t  t h e  r e l a t i o n
r a ( V n t + 1 )  = r a ( i 0 + 1 )
i s  t r u e  f o r  1 = 1 , . . . t - 1 .  T h e n  i t  s u f f i c e s  t o  p u t
T f  = { k ;  i k ( m o d  t )  = l, k  = 1 , . . . r }
a n d
Ti = lk e T i; +bkw ^°}-
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A b s t r a c t .  The aim of this contribution is to draw 
the attention to the systematization of the NP-complete 
results on graph problems. Within the context of [ l , s ]  
the discussion is relative to the symmetric difference 
problems on graphs. I.
I. INTRODUCTION
A large variety of computational problems defined on 
graphs are known to be NP-complete, and hence there are no 
polynomial algorithms solving them exactly. Throughout the 
last decade the list of NP-ccmplete problems has expanded 
steadily. Recently efforts have begun towards systematizing 
NP-completeness proofs and attacking groups of similar 
problems. Some systematic approaches have been achieved to 
problems defined on graphs. In particular, more recently, 
many researchers considered so-called "edge-deletion" or 
"edge-contraction" problems on graphs, cf. [ 1,8]] . These 
problems under consideration are generally formulated 
as follows :
0P(<^) : INSTANCE : A graph G with the set of vertices
graphs on V having the property if , 
positive integer k ;
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QUESTION : Does it holds that
°P(G, ^  ^ k ? ,
where
OP(G,^>) denotes the minimum number of edge-operat­
ions, such as deletion, addition, contract­
ion ... ,that are needed to perform on a 
graph G in order to obtain a graph G* 
from .
In what follows we shall investigate the NP-completeness 
of OP(^) for some graph properties (P supposing that OP 
stands for the operation addition and/or deletion of an 
edge. It is easy to see that in this case
OP(G, 9 b  ) = k there is a graph G on the
same vertex-set as G such that 
I G A G * / = k, where
A(G,G') = lG2^ G'l =f(E(G) - E(G')) Ü (E(G ') - E(G)) [ is 
the cardinality of the symmetric difference of graphs 
G and G ' .
Now, our discussion will be parallel to problems where 
"OP" concerns only deletion of an edge. We shall use this 
notation :
0P( f  ) 2  ....  symmetric difference
problems,
- ( P )  .... edge-deletion problems
II. RESULTS
Throughout this paper let V = { v-^ ,... , vn J- be a finite 
set. Further let be a class of all clique graphs on V,
i.e. graphs whose all components are complete graphs. 
Referring to L 4,p.68 J the following theorem is straight­
forward :
T h e o r e m  1
Problem -(G, ^  ) is NP-complete even when it is restricted 
to graphs of maxiaum degree 6 and without subgraphs isomor­
phic to K^.
19 3
Using different proof technique the analogous result 
has been obtained for problem ), cf. r 5 J:
T h e o r e m  2
Problem (G, ^  ) is NP-complete even when restricted
to graphs with maximum degree 6 and without .
Comparing proofs of Theorem 1 and Theorem 2 one can see 
that essentially problems ) and are not
the same as one could expect by examining the problems 
- ( ß  ) and &  ( <ß ), where <8 stands for denoting the biparti­
teness of graphs. Indeed, it is senseless to add edges to 
a graph to make it bipartite. On the other hand the problem 
-( £  ) is known to be NP-complete t  4,p.l96 7 and consequ­
ently the problem Zi ( <8 ) is also NP-complete.
Now, another example of the same situation will be given. 
Let Qí<r  denote the class of all Robinson graphs. Recall 
that a graph is said to be Robins on if there is a permutat­
ion $ such that when it is simultaneously applied to rows 
and columns of a graph incidence matrix the following con­
ditions are satisfied :
(I) ®f(i), J(i)+1 “ 8j>(i), 5>(i)+2 " *•* “ 8f(i),n
(II) a?(i), y (i)+l " aj»(i)-l, 5» (i)+l " ‘ al, j>(i)+l ’
i 1) • • • I n •
In Í 6  J the following theorem was proved :
T h e o r e m  3
Problem /\(G, is NP-complete even when it is restricted
to planar graphs which are cubic and such that each face 
has at least 5 edges.
Examining the proof of Theorem 3 we can see that the 
problem A  (G, ) is again the same problem as the problem
-<G> 9 h  ) but only with respect to the restricted instances 
as it is described in Theorem 3. Of course, for prooving 
the NP-completeness of —(G , 9'<*. ) it is sufficient.
In further discussion we shall present some new results 
concerning symmetric difference problems on graphs. We shall
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introduce end investigate the symmetric difference problem 
for two graphs G,H£^>as the problem of computation
A  (G. H) = min {  A(G,H') ; H' = H }
Therefore we are interested in determining the minimum 
number of edge deletions/additions needed to perform in G 
in order to obtain a graph isomorphic to H.
Cur main result is read as follows :
T h e o r e m  4
Let T-j^, T^ be two trees of the same order , k be positive 
integer. Then it is NP-complete to decide whether a  (T-^ jT^ )
 ^ k .
Proof.
Since the test for isomorphism of two trees can be 
done in polynomial time (e.g. £ 3 J ) the aforementioned 
Droblem is trivially in the clsss NP. We shall give a poly­
nomial transformation from the known NP-complete problem 
ERD : INSTANCE : Two trees T-^ ,T2 of the same order, positive
integer k ;
QUESTION : Is erd(T1 ,T2) ^ k ?
By erd (T^,T2) we mean the edge-rotation distance between 
O  snd T2 , i.e. the minimum number of edge-rotations 
needed to transform T^ into a tree isomorphic to T2 .
( T arises from T by one edge-rotation <£=> erd(T,T") = 1
T 7 T - {"u,v} + |u,w} where (u,v}6E(T), £u,w}<^E(T)
The NP-completeness of ERD was established in C7 1 .
Let T-, , T2 be two trees on the same set of vertices V such 
that A  (Tq_»T2 ) = k . Note that k is even. Let us assume 
the graph G = (V,E) = T-^ A  T2 . Further let us denote
= E n  E(T^) , V2 = E A E ( T 2) . Let us suppose that
the graph T^ a  T2 is polynomially computable.
Let us define the bipartite graph Gfe = (V-^ ,V2,Eb) such 
that ■,-[ e1,e2 '} £ Efe 4=t> e-^  r\ e2 Cjt> . Let M be the
maximum matching in G^. Note that V-^  corresponds to edges 
that were deleted from T-^ while V2 represents edges added 
to T1 in order to obtain from T1 a graph isomorphic to T2.
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As both T-, and T0 are acyclic graphs where any addition ofi- c.
an edge forms a cycle it holds that for any T*, (T,TÍ =  2 
erd (Tj,T *) = 1 T' ~  Ti " ei + e2 , e1 f\ e2 i <f>
= 2 T' ~  T1 - e1 + e2 , e1 n  e2 = <p
Altogether it yields that el’e^ ^ l ^  t '
^ ( T i ,T2) = k ^  erd (T-l,T2) = k - | M I.
(the proof is visualised in Figure 1 ).
Thus given an input instance (T1,T2,k>) of ERD using a poly­
nomial algorithm for determining A (T]_»T2) we can decide 
in polynomial time whether erd(TlfT2) - k\ a contradiction.
Figure 1
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i-et be the class of all trees on V. We obtained
the corollary :
T h e o r e m  5
The orcblem ^  ( 3" ) is NP-complete even when restricted 
to the class Q y- .
Cn the other hand we have 
T h e o r e m  6
The problem T') is polynomially solvable .
'Pr o of.
We are only to decide for two trees if th^ fey are 
isomorphic or not. It can be done in polynomial time 0 7  •
To close our discussion it remains to find an example 
of a graph Droperty such that A  ( (P ) is polynomially 
solvable while -( (P ) has no polynomial solution.
Let S ' * denote the class of all split graphs, i.e. 
graphs which are union of exactly one complete and one 
discrete graph. Taking into account the known NP-complete 
problem "CLIQUE", see £"4,p.l94 7 » the following theorem 
is selfevident :
T h e o r e m  7
The problem -(G, ) is NP-complete.
On the other hand in Ü 2  J the polynomial algorithm for 
4^  (G, ) has been developed .
III. CONCLUSION
Let P denote the class of all polynomially solvable 
problems and NPC the class of all NP-complete problems.
In this caper we have introduced the symmetric difference 
problems on graphs. Their NP-completeness was discussed 
parallel with NP-completeness of corresponding edge-dele­
tion problems. Unfortunately there is no mechanism for 
dealing with symmetric difference problems and edge-deletion 
problems altogether. In the subsequent table all possibili­
ties of the NP-comoleteness "behaviour" are summarized.
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The reader sholud have little difficulties to find an 
example of the pair of "P"-symmetric difference problem 
and "P"-edge-deletion problem for some graph property
<P : c CH T f
A. (<?) NPC NPC NPC NPC P
- NPC NPC NPC P NPC
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Introduct ion
One of the most difficult and important problems in 
VLdI theory is the problem of placement ana interconnection 
given the set of cells with terminals on its boundaries, 
find a placement of cells and route the wires oetween the 
corresponding terminals so that the whole layout tSKes 
a minimal area. This problem was shown to be NP-complete. 
One way to solve this problem is to partition it into seve­
ral simpler subproblems. One of such suoproolems is line 
cha n n e1 routing pr ob1em (CHP).
In this paper we shall deal with a multi-layer channel 
routing, where wires can oe routed in more layers. The mo­
del we shall use is the generalization of the well-tcnown 
two-layer Vertical-Horizontal model (VH). in the VH model, 
one lo^er serves for routing the vertical and the second 
for routing the horizontal segments of wires. In our model 
of 2k+1 layer channel, vertical and horizontal layers alter 
nate beginning with vertical one. vVe shall call this moael 
2k+1 layer VH model and use the notion (VH) V for it.
In this paper we present one provably good algorithm 
for routing 2-terminal nets, which solves a CRP of density 
d in 2k+1 layer channel in [a/k] +1 traces without dogleg- 
ging. Then we shall discuss some possible genera 1 ízet ions
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of this algorithm for multi-terminal nets.
Basic definitions and concepts
we shall briefly review some basic notions here. The 
reader should refer to [2 ,4] for more details and remaining 
unexplained notions.
Let us consider a rectangle channel placed in a grid 
consisting of rows (tracks) and columns. Lumbered pins (ter­
minals) are placed in the top and bottom rows of the channel. 
Pins with the same number constitute a net which is to be 
electrically connected. The CRP (Channel Pouting Problem) is 
fully defined by a list of top and a list of bottom termi­
nals with "0" (a space) inserted appropiately to indicate 
that in the given column there is no terminal. An instance 
of a GRP is shown in Pig. 1a. Fig. 1b illustrates another 
wiay of presenting the same CRP - each net is represented by 
a line segment on which the lower and upper terminals of the 
net are indicated.
number of column
list of upper t. 
list of lower t.
1 2 3 4 6 7 8 cj 10 1 1 12 13 14 15 16 17 18 19 20 21
4 0 1 0 b 0 b 0 2 7 0 0 7 0 8 3 0 GJ c 4 0
0 5 0 0 6 1 7 1 0 2 4 2 8 2 G 9 0 0 0 0 3
Figure 1a
1 2 3 4 ^ 6 7 8  S1011i213i4l5i617ia1S2021
dL iIL
dL
___JL __ ,9
Figure 1b
To solve the CRP means to design connections between 
the terminals of the net in such a way that each terminal of 
the net is electrically connected ana no two terminals from 
different nets are elctrically connected. In the case when
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e a e h  n e t  h a s  e x a c t l y  2 t e r m i n a l s  we s h a l l  speak :  a b o u t  2 - t e r -  
m i n a l  CHP.
The s o l u t i o n  o f  t h e  CHP f r o m  P i g . 1  ( s e e  P i g . 2 )  Í 3  c o n -  
s t u c t e d  i n  t h e  t w o - l a y e r  VH m o d e l .  I n  p l a c e s ,  w h e r e  t w o  l a y ­
e r s  a r e  e l e c t r i c a l l y  c o n n e c t e d ,  t h e r e  a r e  c o n t a c t s  ( c i r c l e s ) .  
I n  t h i s  s o l u t i o n  e a c h  n e t  h a s  o n l y  o n e  h o r i z o n t a l  s e g m e n t .  
P o u t i n g  m o d e l s ,  w h i c h  do  n o t  a l l o w  t h e  u s e  o f  s e v e r a l  t r a c k s  
p e r  n e t  a r e  c a l l e d  m o d e l s  w i t h o u t  d o g l e g g i n g .  I n  P i g .  3 we 
c a n  see  a s o l u t i o n  o f  t h e  p r o b l e m  f r o m  P i g . 1  w i t h o u t  d o g l e g ­
g i n g  i n  t h r e e - l a y e r  VHV m o d e l .
1 2 3 4 5 6 7 8 ^  Q1 1 1 2 13 , 4 1 5 1 6 1 7 1Q1 S2Q2 1
- 4  I 
-----AT 7i r- 4-
I I I
I I I
<p£--é
&
i-4-- 1— ^ ---T— I— ? -- 4—^
~f I— |— I— i— b-r i I II It i l l ■ I
F i g u r e  2
1 2 3 4 0 0 7 8  S 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 3 1 5 2 0 21 
• i l l
i^L. 4- I— b-
--- 4 oii~
• '4-^----9— —^ 0
i 4  q| ----- A—A
<y- 4
l a y e r  1 ----------
F i g u r e  3 
l a y e r  2 ------ l a y e r  3
Vie c a n  s e e  t h e  n u m b e r  o f  t r a c k s  i n  t h e  f i r s t  s o l u t i o n  
i s  m o r e  t h e n  i n  t h e  s e c o n d .  The  r e a s o n  i s  t h e  f o l l o w i n g :  i n  
t h e  t w o - l a y e r  VH m o d e l  t h e r e  a r e  v e r t i c a l  c o n s t r a i n t s  -  n e t  
5 h a s  t o  l i e  a b o v e  n e t  6 ,  n e t  6 h a s  t o  l i e  a o o v e  n e t  7 ,  a n d  
s o  o n ,  o t h e r w i s e  t h e r e  w o u l d  be a c o n f l i c t  i n  t h e  v e r t i c a l  
l a y e r .  I n  t h e  VHV m o d e l  we h a v e  2 l a s e r s  f o r  r o u t i n g  v e r t i ­
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cal segments, therefore there are no vertical constraints.
uy the number of tracks neeaed to solve the CRP in
VHV model equals exactly to the density of this problem. 
Density of the CRP in column i is the number of nets inter­
secting this column (each of them has terminals on both si­
des of the column i) plus the number of nets starting or en­
ding in this column (they have terminals in the column i and 
on one side of this column). Density of a CRP is the maximum 
over densities in all columns.
The number of trsctcs in two-layer VH model without dog- 
legging cannot be smaller then the density of the problem 
but it can be much greater (depending on the number of ver­
tical constraints).
By developing various VLSI manufacturing technologies, 
routing in more layers becomes possible. In [l] we can see 
one approach to solving the CRP in multi-layer channel. In 
this approach a channel model is used where no layer is 
strictly horizontal or vertical. The number of tracks needed 
in the presented algorithm equals to Td/m] +1, where d is the 
density of the CRP, L is the number of layers and m £ L/2 -2 
is the number of wires on different layers which are allowed 
to run on top of each other.
In this paper we introduce another model of multi-layer 
channel - the Vertical-Horizontal model. The (VH), V model oftC
the channel is the 2k+1 layer channel where vertical and ho­
rizontal layers alternate, beginning with a vertical one.
So, in (VH) V mocel of the channel there are k horizontal 
and k+1 vertical layers.
Results
First, we give a Description of an algorithm for an op­
timal solution of the 2-terminal CRP in the (VH), V model.
tC
The main idea of the algorithm is the following: the 
wire for each nontrivial net will consist of 3 segments. One 
horizontal segment starting in the column of the left termi-
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nal of the net and ending in the column of the right termi­
nal of the net. Further, two vertical segments which will 
connect the horizontal segment and the terminals, The whole 
net will occupy two or three neighbouring layers. The net 
with both terminals in the same column (trivial net) has 
only one vertical segment which will occupy one (whichever; 
vertical layer.
In 2k+1 layer channel we consider each track to con­
sist from k subtracts (1 subtract for each horizontal lay­
er). We distribute the horizontal segments of nets of the 
GRP among subtracts according to the following conditions:
1. segments on subtracts cannot overlap
srminals in the same column are as- 
of the same tractc.
tion using at most [a/kl +1 tracks in 
ssume we have a list of nets oraered 
srminals of the nets. In each step,
:t i is the number of the column 
['rein the list and assigne it to the 
3ubtrack which does not contain any 
intersecting column i) of a track 
which does not contain any net having terminal in column i. 
Since among |d/k] +1 tracks there are always at least k free 
subtracks (the density of the GRP is d ana the number of 
subtracks is  ^d + k) such a tracic always exists.
When the distribution of nets among subtracts (ana 
thus among horizontal layers) is done we have to assign the 
layers for vertical segments. We shall use the following 
procedure:
If there is a net having both terminals in the same 
column we simply connect these terminals in any vertical 
layer. If two nets are assigned to the same horizontal lay­
er 1 and their vertical segments overlap then one of these 
segments we route in vertical layer 1 and the second in 
vertical layer 1+1. All remaining vertical segments of nets 
assigned to horizontal layer 1 we route in vertical layer 1.
We note that in no vertical layer vertical segments
2. no two nets having
signed to subtrack
We can do this dis tri
the follow ing way: We
acc ord ing to the left
we taice the next net
where this net starts
fir st free sub tractc (;
net starting, ending i
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overlap. The reason is the following:
In each column there are at
most 2 terminals, thus in each column there are at moat 2 
vertical segments. Let a and b are nets having vertical seg­
ments in the same column. In the case when a ana b are assi­
gned to different horizontal layers 1 and j, these vertical 
segments are routed in different vertical layers 1 and j.
In the case when a and b are assigned to the same horizontal 
layer 1 and their vertical segments overlap, one of these 
segments is routed in vertical layer 1 and the second in ver­
tical layer 1+1. fherefore, vertical segments do not overlap 
in any vertical layer.
In places where horizontal ana vertical segments of a 
net intersect, we place the contact between the correspon­
ding layers.
In figure 4 we can see an example of the CuP of density 
6 routed in 5 layers.
track
track
track
track
1
2
3
4
Let us note that using at most k horizontal lasers to 
solve a CHP of density d we need at least [d/k] traces, so 
our algorithm really gives a good result.
Clearly, the algorithm works in time 0(a), where n is 
the number of nets. We note there was an assumption the list 
of nets be sorted. If no, we need additional ü(nlog n) time
205
to sort the nets.
In the case of multi-terminal nets the situation is a 
little bit more complicated, unless we do not allow two con­
tacts in one gridpoint (for example one between layers 1 and 
2 and the second between layers 6 and 7). In such case we 
can use the same algorithm as for 2-terminal nets. Ihe only 
difference is thst curing the distribution of nets among 
subtracts we forget all middle terminals (tnose terminals of 
a net which are neither the leftmost nor the rightmost ter­
minal) and consider the multiterminal net to be a 2-terminal 
net. Following the distribution among subtracks we consider 
all terminals of the nets and route the vertical segments.
In case we do not allow two contacts in one gridpoint 
there are instances of multiterminal CKP having no good so­
lution without dogleg^ing. let us take for example an ins­
tance of CKP where for each two nets there is a column in 
which both nets have a terminal. In this case no two nets 
can be at the same track (otherwise there must oe two con­
tacts in one gridpoint on this tracrt) and so we could not 
use the advantage of more horizontal layers.
i’herefore in some cases we have to use doglegöing, 
which means that we route one net in more tracks, because 
of the lack of space we do not present here an el&orithm 
which solves the multiterminal net problem in the model 
where 2 contacts in one gridpoint are not allowed, we onlj 
note that it can be solved in [d/'k] +2 traces.
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0. Introduction
Attribute grammars are a tool for the definition of pro­
gramming languages and are widely used in compiler con­
struction especially in Translator Writing Systems.
During the last years some results about the relationship bet­
ween attribute grammars and logical programming have been 
published (Deransart [ 2 J ,  Forbrig C3J).
In the paper we will use the relationship and suggest an imple­
mentation of a translator for a language as a logical program. 
We suppose that the language is defined by a Grammar of Syn­
tactical Functions (see Riedewald f4J), a special form of 
attribute grammar. The way of implementation will be explained 
by an example:
A context-free grammar defines the syntax of an arithmetic
e x p r e s s i o n
S : E X P R , ' = ' . F A C 1 (' , E X P R , ’
E X P R  : E X P R , A D D , T E R M . F A C ' I N T E G E R ' .
E X P R  : T E R M . A D D
T E R M  : T E R M , M U L , F A C . A D D 1 __ i
T E R M  : F A C . M U L ' x ' .
M U L
Terminals are enclosed in quotation marke, denotes the
sequence, separates left-hand side from right-hand side
208
a n d  t h e  p o i n t  m a r k 9 t h e  e n d  o f  a r u l e .  T h e  t e r m i n a l  I N T E G E R  
r e p r e s e n t s  a l l  p o s s i b l e  i n t e g e r - n u m b e r s .
T h e  i n t e r p r e t a t i o n  o f  a n  e x p r e s s i o n  i s  t h e  c a l c u l a t i o n  o f  a 
v a l u e  a c c o r d i n g  t o  t h e  a r i t h m e t i c  r u l e s :  i n p u t  3 x ( 4 + l ) =  
p r o d u c e s  t h e  r e s u l t  1 5.
1. G r a m m a r  o f  S y n t a c t i c a l  F u n c t i o n
A G S F  a l l o w e s  t h e  e x p l i c i t  d e f i n i t i o n  o f  l a n g u a g e - s e m a n t i c s .  
A t t r i b u t e s  c a n  b e  a s s i g n e d  t o  n o n t e r m i n a l s  a s  w e l l  a s  t o  
t e r m i n a l s  a n d  s e m a n t i c  f u n c t i o n s  c a n  b e  a d d e d  t o  t h e  r u l e s .  
A n  a t t r i b u t e d  v a r i a n t  o f  o u r  e x a m p l e - g r a m m a r  i s :
S : E X P R ( v a l ) , ' = ' & O U T P U T ( x , v a l ).
E X P R ( v a l )  : E X P R ( v a l l ) , A B D ( o p ) , T E R M ( v a l 2 )
& A D D S U B ( v a l , v a 1 1 , v a 1 2 , o p ).
E X P R ( v a l )  : T E R M ( v a l ) .
T E R M ( v a l )  : T E R M ( v a 1 1 ) , M U L ( o p ) , F A C ( v a l 2 )
& M U L D I V ( v a l , v a 1 1 , v a 1 2 , o p ).
T E R M ( v a l )  
F A C ( v a l ) 
F A C ( v a l )  
A D D ( " + ") 
A D D (  " - " )
F A C ( v a l ) .
' I N T E G E R ' ( v a l ) .
' ( ' , E X P R ( v a l )  , ' ) ' .
' + '. M U L ( " x " )
M U L ( " / " )
A t t r i b u t e s  a r e  s e p a r a t e d  b y  a n d  a t t r i b u t e  l i s t s  a r e  e n ­
c l o s e d  i n  b r a c k e t s .  S e m a n t i c  f u n c t i o n s  a r e  w r i t t e n  a f t e r  ' & ' .
T h e  s a m e  a t t r i b u t e  n a m e  c o n t a i n s  t h e  s a m e  v a l u e .  A t t r i b u t e  
n a m e s  h a v e  o n l y  l o c a l  m e a n i n g  w i t h i n  a r u l e .  T h e  s e m a n t i c  
f u n c t i o n  A D D S U B  ( M U L D I V )  c a l c u l a t e s  t h e  n e w  v a l u e  ' v a l '  o f  a n  
e x p r e s s i o n  ( t e r m )  b y  a d d i n g  o r  s u b t r a c t i n g  t h e  v a l u e s  o f  t h e  
r i g h t - h a n d - s i d e - e x p r e s s i o n  ( t e r m )  ' v a i l '  a n d  t h e  T e r m  ( f a c t o r )  
' v a l 2 '  a c c o r d i n g  t o  t h e  o p e r a t i o n  ' o p ' .  T h e  u s u a l  i n t e r ­
p r e t a t i o n  o f  a n  i n p u t  s t a r t s  w i t h  t h e  l e x i c a l  a n a l y s i s  a n d  c o n ­
t i n u e s  w i t h  t h e  c o n s t r u c t i o n  o f  a s y n t a x  t r e e .  T h e  s y n t a x  t r e e  
w i l l  b e  d e c o r a t e d  b y  a t t r i b u t e s  a c c o r d i n g  t o  s o m e  a t t r i b u t e  
e v a l u a t i o n  a l g o r i t h m  a n d  a s e q u e n c e  o f  c a l l s  o f  s e m a n t i c  
f u n c t i o n s  w i l l  b e  p r o d u c e d .  L o o k i n g  a t  t h e  s t r i n g  ' 3 x ( 4 + l ) = '  
t h e  c a l l  o f  t h e  f u n c t i o n s
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ADDSUB(val,4,1,+),
M U L D I V ( v a l l , 3 , v a l , x ) ,
0UTPUT(x,vall)
will calculate the semantics.
2. Transformation of a GSF into a PROLOG-program 
The relationship between attribute grammars and logical pro­
gramming has been mentioned in several papars. Most important 
is, that there exists a semantically equivalent set of Horn- 
clauses for a given attribute grammar and vice versa, as shown 
by Deransart, Maluszinski [ 2J.
The notations of a GSF and a set of PROLOG-clauses are very 
similar. So questions arise: What has someone to do if he 
wants to transform a GSF-language description into a logical 
program? Is it enough to change only the few characters like 
into and to omitt the "&"?
A closer look at the example grammar shows, that there are some 
more problems. Our grammar contains only attributes defining 
some language-semantics, because in normal translators, based 
on attribute grammars, lexical and syntactical analysis is 
done by predefined algorithms. An appropriate PROLOG-program 
must fulfil all tasks of a translator - lexical analysis, par­
sing, semantical analysis and interpretation. Hence, our GSF 
should explicit define even the handling (read-in and check) of 
terminals. What kind of GSF-possibilities is better qualified 
for this purpose then attributes and semantic functions!
The next paragraphs give an impression about the necessary 
modifications of a GSF, in order to become translatable into 
a logic program.
2.1 Modification of the GSF
2.1.1 Lexical Analysis
A semantic function NEXTINPUT will be introduced to read in the 
next terminal from input. This function must be called every 
time, a terminal is recognized by the parsing algorithm.So we
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h a v e  t o  i n t r o d u c e  a n e w  n o n t e r m i n a l  f o r  e a c h  t e r m i n a l .  A l l  
o c c u r e n c e s  o f  t h e  t e r m i n a l  w i l l  b e  r e p l a c e d  b y  t h e  n e w  
n o n t e r m i n a l  a n d  a n e w  r u l e  c o n t a i n i n g  t h e  s e m a n t i c  f u n c t i o n  
N E X T I N P U T  h a s  t o  b e  a d d e d  t o  t h e  g r a m m a r :
'(' i s  r e p l a c e d  b y  O P B R A C K  a n d  O P B R A C K  g e t s  t w o  a t t r i b u t e s  
' c u r ' ,  ' n e w '  a n d  a r u l e
O P B R A C K ( " ( " , n e w ) : '(' & N E  X T  I N P U T ( n e w ). i s  a d d e d .
T h e  t e r m i n a l ,  r e a d  i n  b y  N E X T I N P U T ,  m u s t  b e  v i s i b l e  a t  e v e r y  
p l a c e ,  t h e  n e w  t e r m i n a l  h a s  t o  c h e c k e d ,  w e t h e r  i t  i s  r i g h t  o r  
n o t  i n  t h e  c u r r e n t  s y n t a c t i c a l  e n v i r o n m e n t .  T h a t ' s  w h y  w e  h a v e  
t o  o r g a n i z e  t h e  t r a n s p o r t  o f  t h e  t e r m i n a l .  T h i s  i s  d o n e  b y  
a t t r i b u t e s .  T w o  n e w  a t t r i b u t e s  a r e  a s s i g n e d  t o  e a c h  t e r m i n a l  
a n d  n o n t e r m i n a l ,  o n e  f o r  t h e  c u r r e n t  a n d  o n e  f o r  t h e  n e x t  
t e r m i n a l :
F A C ( c u r , n e w , v a l )  : 0 P B R A C K ( c u r , n e w l ) , E X P R ( n e w l , n e w 2 , v a l ) ,
C L B R A C K ( n e w 2 , n e w ) .
T e r m i n a l s ,  w h i c h  o c c u r e  o n l y  o n c e  a s  a s i n g l e  e l e m e n t  o n  t h e  
r i g h t - h a n d - s i d e  o f  a r u l e ,  n e e d n ' t  t o  b e  r e p l a c e d  b y  n o n t e r m i ­
n a l s .
A l o o k  a t  t e r m i n a l s  l i k e  I N T E G E R  s h o w s ,  t h a t  t h e  c h e c k ,  w e t h e r  
t h e  c u r r e n t  t e r m i n a l  i s  a n  i n t e g e r  o r  n o t ,  c a n ' t  b e  d o n e  b y  
r e p l a c i n g  t h e  a t t r i b u t e  b y  a c o n s t a n t  ( a s  w e  d i d  i t  w i t h  " ( "  
f o r  i n s t a n c e ) .  I n  t h i s  c a s e  w e  a d d  a n e w  s e m a n t i c  f u n c t i o n  
( I S I N T E G E R )  t o  t h e  r u l e  c h e c k i n g  t h e  p r o p e r t y .
2 . 1 . 2 .  P a r s i n g
P R O L O G  u s e s  a t h e o r e m - p r o  v e r  w h i c h  u s e s  a d e p t h - f i r s t -  
s t r a t e g y .  S o  t h e  i n t e r p r e t a t i o n  o f  c l a u s e s  i s  v e r y  s i m i l a r  t o  a 
L L - s y n t a x  a n a l y s i s .  H e n c e ,  w e  c a n  u s e  r e s u l t s  f r o m  t h e  t h e o r y  
o f  L L - p a r s i n g ,  e s p e c i a l l y  1 1 ( 1 ) - p a r s i n g , t o  a v o i d  u s e l e s s  b a c k ­
t r a c k i n g .  F o r  i n s t a n c e ,  t h e  l e f t  r e c u r s i v i t y  l e a d s  t o  
i n f i n i t e l y  a n a l y s i s  a n d  m u s t  b e  a v o i d e d .  I n  o u r  e x a m p l e  w e  h a v e  
t o  c h a n g e  t h e  r u l e s  f o r  E X P R  a n d  T E R M :
E X P R  : T E R M , E X P R 1 . T E R M  : F A C , T E R M I .
E X P  R 1 : A D D , T E R M , E X P R 1 . T E R M I  : M U L , F A C , T E R M I .
E X P R 1  : . T E R M I  :
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2 . 1 . 3 .  S e m a n t i c  p r o c e s s i n g
T h e  b a s i c  a t t r i b u t a t i o n  i n  o u r  e x a m p l e  d e f i n e s  t h e  c a l c u l a t i o n  
o f  t h e  s e m a n t i c s  o f  a g i v e n  e x p r e s s i o n .  T h e  n o n t e r m i n a l s  k e e p  
t h e i r  a t t r i b u t e s  r e p r e s e n t i n g  t h e  v a l u e  o f  t h e  s u b e x p r e s s i o n .  
O n l y  t h e  r e a r r a n g e m e n t  o f  r u l e s  c a u s e s  f u r t h e r  a t t r i b u t a t i o n  o f  
t h e  n o n t e r m i n a l s  E X P R 1  a n d  T E R M I .  A n e w  a t t r i b u t e  i s  n e c e s s a r y  
t o  k e e p  t h e  v a l u e  o f  t h e  p r e c e e d i n g  s u b e x p r e s s i o n s  ( T E R M / F A C )  
i n  o r d e r  t o  c a l c u l a t e  t h e  n e w  v a l u e  o f  t h e  r e c o g n i z e d  
s u b e x p r e s s i o n  :
E X P R l ( c u r , n e w , p r e c v a l , n e w v a l )  :
A D D ( c u r , n e w l , o p ) , T E R M ( n e w l , n e w 2  , v a l )  , 
E X P R l ( n e w 2 , n e w , v a l , v a l 2 )
& A D D S U B ( n e w v a l , p r e c v a l , v a l 2 , o p )  .
S u m m a r i z i n g  t h e  a b o v e  m e n t i o n e d  s t e p s  t h e  m o d i f i e d  e x a m p l e  G S F  
h a s  t h e  f o l l o w i n g  f o r m :
S : B E G I N ( c u r ) ,  E X P R ( c u r ,n e w , v a 1 ) ,  E N D ( n e w )  & O U T  P U T ( x , v a 1 ) .  
E X P R ( c u r ,n e w , v a 1 )  :
T E R M ( c u r , n e w l , v a i l ) , E X P R K n e w l , n e w , v a i l , v a l ) .  
E X P R l ( c u r , n e w , p r e c v a l , n e w v a l )  :
A D D ( c u r , n e w l , o p )  , T E R M ( n e w l , n e w 2 , v a l )  ,
E X P R l ( n e w 2 , n e w , v a l , v a i l )
&  A D D S U B ( n e w v a l , p r e c v a l , v a l l , o p ) .
E X P R 1 ( c u r  , c u r  , v a l , v a l ) :
T E R M ( c u r ,n e w , v a l ) : F A C ( c u r , n e w l , v a l l ) , T E R M I ( n e w l , n e w , v a i l , v a l ) . 
T E R M l ( c u r , n e w , p r e c v a l , n e w v a l ) :
M U L ( c u r , n e w l , o p ) , F A C ( n e w l , n e w 2 , v a l )
T E R M l ( n e w 2 , n e w , v a l , v a i l )
& M U L D I V ( n e w v a l , p r e c v a l , v a l l , o p ) .
T E R M I ( c u r , c u r , v a l  , v a l )  :
F A C ( c u r  , n e w , v a 1 )  : ' I N T E G E R ' ( i n t )
& I S I N T E G E R ( v a l , c u r , i n t ) , N E X T  I N P U T ( n e w )  . 
F A C ( c u r , n e w , v a l )  : O P B R A C K ( c u r , n e w l )
E X P R ( n e w l , n e w 2 , v a l )  , C L B R A C K ( n e w 2  , n e w ) . 
O P B R A C K ( " ( " , n e w ): '(' & N E X T  I N P U T ( n e w  ) .
C L B R A C K ( " ) " , n e w ): ')' & N E X T I N P U T ( n e w )  .
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A D D (" + " , n e w , "  +  " ) : ' + ' & N E X T I N P U T ( n e w )
A D D ( , n e w , " - "  ) . 1 _ 1 & N E X T I N P U T ( n e w )
M U L ( " x " ,n e w , " x " ) : & N E X T I N P U T ( n e w )
M U L ( " / " , n e w , " / " ) : '/' & N E X T I N P U T ( n e w )
B E G I N ( n e w )  : &  N E X T I N P U T ( n e w )  . E N D ( " = " )  : .
2 . 2  A P R Q L O G - p r o g r a m
A f t e r  m o d i f i c a t i o n  a 1 - 1 - m a p p i n g  o f  G S F - r u l e s  i n t o  P R 0 L 0 G -  
c l a u s e s  i s  p o s s i b l e .  O n l y  o r t o g r a p h i c a l  c h a n g e s ,  d e p e n d i n g  o n  
t h e  P R O L O G  i m p l e m e n t a t i o n ,  a r e  l e f t .  T h e  c h a n g e s  t o  r e a l i z e  
t h e  c o r e - P R O L O G  n o t a t i o n  a r e :
- E r a s e  a l l  t e r m i n a l s  f r o m  t h e  r u l e s .
- I f  t h e  r i g h t - h a n d - s i d e  o f  a r u l e  i s  e m p t y ,  e v e n  a f t e r  o m i t ­
t i n g  t h e  t e r m i n a l s ,  t h e n  t a k e  a w a y  t h e  o t h e r w i s e
r e p l a c e  i t  b y
-  I f  t h e  r i g h t - h a n d - s i d e  c o n t a i n s  n e i t h e r  n o n t e r m i n a l s  n o r
s e m a n t i c  f u n c t i o n s  t h e n  o m i t t  t h e  o t h e r w i s e  r e p l a c e  i t
b y
- L e t  t h e  n a m e s  o f  v a r i a b l e  a t t r i b u t e s  s t a r t  w i t h  u p p e r - c a s e  
l e t t e r s  a n d  w r i t e  t h e  n o n t e r m i n a l s  a n d  n a m e s  o f  s e m a n t i c  
f u n c t i o n s  w i t h  s m a l l  l e t t e r s .
S o m e  e x a m p l e  s h o u l d  b e  s u f f i c i e n t l y  t o  s h o w  t h e  f o r m  o f  t h e  
r e s u l t i n g  s e t  o f  c l a u s e s :
s : - b e g i n ( C u r ) , e x p r ( C u r , N e w , V a l ) , e n d ( N e w ) , o u t p u t ( X , V a l ) . 
o p b r a c k ( " ( " , N e w )  :- n e x t i n p u t ( N e w ). 
t e r m l ( C u r , C u r , V a l , V a l ) .
O n e  P r o b l e m  l e f t :  T h e  r e a l i z a t i o n  o f  a s e m a n t i c  f u n c t i o n .  T h e  
s e m a n t i c  f u n c t i o n s  m u s t  b e  d e f i n e d  b y  P R O L O G - c l a u s e s , t o o .  F o r  
t h i s  t a s k  w e  c a n ' t  g i v e  a n y  r e c o m m e n d a t i o n ,  b e c a u s e  i t  d e p e n d s  
o n  t h e  u n d e r l y i n g  s e m a n t i c s .  I n  o u r  e x a m p l e  w e  r e a l i z e d  t h e  
s e m a n t i c  f u n c t i o n s  b y  b u i l t - i n - p r e d i c a t e s :  e . g . :  
o u t p u t ( X , V a l )  :- p u t ( V a l ) .  
m u l d i v ( X  , Y  , Z , " x " )  :- X i s  Y x Z .  
m u l d i v ( X  , Y  , Z , " / " )  :- X i s  Y / Z .
T h e  i n t e r p r e t e r  f o r  a n  a r i t h m e t i c  e x p r e s s i o n  i s  r e a d y .  A d d i n g  
a c l a u s e  r u n :  - s , r u n .  a l l o w e s  u s  t o  c a l c u l a t e  s e v e r a l  a r i t h ­
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m e t i c  e x p r e s s i o n s .
3 . C o n e l u s i o n
U s i n g  G r a m m a r s  o f  S y n t a c t i c a l  F u n c t i o n s  m o d i f i c a t i o n s  w e r e  
e x p l a i n e d  i n  o r d e r  t o  a l l o w  a 1 - 1 - m a p p i n g  f r o m  G S F - r u l e s  i n t o  
P R O L O G - c l a u s e s . T h a t  m e a n s ,  P R O L O G  c a n  b e  c o n s i d e r e d  a s  a k i n d  
o f  T r a n s l a t o r  - W r i t i n g - S y s t e m ,  b e c a u s e  i t  a c c e p t s  s u c h  a n  
a t t r i b u t e d  g r a m m a r ,  d e f i n i n g  a l a n g u a g e .
I f  a G S F - d e f i n i t i o n  o f  a l a n g u a g e  e x i s t s  t h e  i m p l e m e n t a t i o n  
a s  a l o g i c  p r o g r a m  i s  m o s t l y  a m e c h a n i c a l  s t e p  a s  s h o w n  i n  t h e  
p a p e r .  T h i s  m e t h o d  s e e m s  t o  b e  u s e f u l  f o r  t h e  d e v e l o p m e n t  o f  
p r o t o t y p e s  o f  t r a n s l a t o r s .
T o  u s e  P R O L O G  a s  a n  i m p l e m e n t a t i o n  l a n g u a g e  f o r  t r a n s l a t o r s  o f  
s e r i o u s  l a n g u a g e s  i t  s h o u l d  b e  p o s s i b l e  t o  b i n d  o t h e r  p r o c e ­
d u r e s ,  w r i t t e n  f o r  i n s t a n c e  i n  P A S C A L ,  i n t o  a P R O L O G - p r o g r a m .
A n  e x p e r i m e n t  t o  i m p l e m e n t  a n  i n t e r p r e t e r  f o r  a s p e c i a l  c o m m a n d  
l a n g u a g e  w i l l  s t a r t  i n  t h e  n e x t  f u t u r e .
4 . L i t e r a t u r e
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1. INTRODUCTION
The correspondence between sequential program schemes and 
formal languages is well known, e.g. by Engelfriet [1] . The 
situation is more complicated in the case of parallel program 
schemes. Mazurkiewicz [ 3 ],[ 4 ] has introduced trace languages 
and Szijártó [6] the so called independence relation to describe 
them.
In this paper we are introducing the notion of closure of 
a languge over arbitrary binary relation on the alphabet of the 
language, see [2] .
An alphabet V is a finite nonempty set. The elements of V 
are called letters. The finite strings formed from the elements 
of V are said to be words. The set of all words over an alphabet 
V is denoted by V . Any subset of V is a language. Our notati­
ons and definitions are the same as those in [5] or [6] .
Definition 1.1. The language <L>^ is called the closure ofK.
the language L£V over the relation RfiV x V if
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( Í ) LS^L>R '
(ii) if w=vabu e<L> and ( a,b)tR, v, uGV* then
R
w'=vbauG<L> ,
R
(iii) we can get all the elements of <L> by the rules 
(i) and (ii ).
If L={w}, then instead of <L> we write <w> for short.
R  R
The basic properties of the closure of languages can be found 
in [6] . As it is usual, cL denotes the family of type i lan­
guages in the Chomsky hierarchy, where i=0,l,2,3.
Definition 1.2. We say that a language L is closable with 
respect to type i over the binary relation R if there is a type
i language 1/ such that <L/> =<L> . Here L, L'SV* and RSVxV.RThe language L' is called the covering system of L.
The properties of closability see in [2] .
2. REDUCED LANGUAGES OF LANGUAGES
Definition 2.1. A language L£V* is called a reduced langua­
ge over a relation RcVxV if there is no w G L such that 
w e  <w. > , where w, £L and w^ w-, .
J -  K  _L J -
Theorem 2.1. Let L £ V  be a language and R^R^cvxV relations.
Then
<L> <L>RlnR2 R] n<L>R.
If R1=R2 or L is a reduced language over VxV, then the equality 
holds.
Proof. Outline. The inclusion easily follows from R-^ n R2£R^,
R1 n R 2 ^  R2 an<^  << L>R>R'^ <L>r ' ' w^ere RSR'S VxV. The equality
is also clear if R-^R^ So it is sufficient to prove equality,
if L is reduced over VxV. Let VG<L> n <L> • Then there are
R1 R2v -l,v 2G L such that vG <v1>R and v G<v2>Rr • vj_=v2 follows
from reducedness of L over V x V .  Let v'=v.=v0. Then vG <v'>„1 2  r1
and vG <v'> Both R. and R„ contains those elements (x,y) forK2which x and y form inversion in v considering v' . These
elements (x,y) are also in R. n R-,, so vG <v' > C<L:> _ .-L  ^ R-j^ nR2 R 1n R2
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We have given in [2], a sufficient condition for reduced­
ness of languages from oC^ • The condition concerns the rules of 
grammar generating the language.
Definition 2.2. A formal language L has the language L' as 
its reduced covering system over the relation R if 1/ is a re­
duced language over R and <L> =<L'>_).
Definition 2.3. The language L' is the reduced language of 
the language L over the relation R, if L' is the reduced cove­
ring system of L over R, and L'S L.
It is obvious from the definitions that the reduced cove­
ring system of language L is the reduced language of <L> . It 
is also clear that a reduced language of a language is, at the 
same time, the reduced covering system of the language as well. 
On the other hand, there may exist such a reduced covering sys­
tem that is not a reduced language - or subset - of L.
Theorem 2.2, Every formal language LfiV has a reduced lan­
guage over an arbitrary relation R S V  x V. If R is antisymmet- 
rical then the reduced language is unique.
Proof. In the language L there is only a finite number of
words of the length k for every natural number k,i.e.: there
kare no more words than n where n is the number of letters in 
the terminal alphabet. The proof will be constructive. The re­
duced language will be denoted by L' . The words of L will be 
ranged into a line according to their lengths. Vie go on step 
by step: k=0,l,2,... . Of course, k-0 and k=l are uninteresting.
Let the words of length k (consisting of k letters) be w^,w^,
. . . ,wt (t < nk)
1. w^EL' (conditionally)
2. a. w’2 G<w -^ >r s o  w ^^ L' (independent of w-^  G '',’2"R<w. or
wi ^<w2>r * In first case there might be w2 .^ L' and w.,j£ L'
as well.
It can be seen that L' is generally not unique. If R is 
antisymmetrical and if w^t w, rZ 1 K
V w2 •
than w-j £ <w2>R
b. W2 f?<w^ >R . Then two cases are possible
w  ^e-"w2>R , so w9£ L' and w,(j L'
in case
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ß. <W2>R tlien wl,w2 e L/'
3. If either or only belongs to L' then w^ is treated
just as W-, in 2. If both and w2 belong to L' then the provi­
sion of the general scheme in s. is followed.
s. w. / w. , w. G L' where 2ápás -lát-1
X1 12 Xpa. There exists such w^ (Iá j á p) , there may be, per­
haps, several that w G <w. >„ .-1 Then, in case of w $ <w. >„c s x . R s x, R3 h(i.fi.)no w. G <w > can subsist as, on the contrary, <w. >D £ h 3 xh s R 1h K
£ <w > S<w. > is performed, which contradicts to the const- S R 1 . R3ruction because, in this way, the language {w. , w. ,...,w. }It 1 O 11  ^ P
would not be a reduced one. Consequently, w £ L'. If w. G<w >S X . S R3also subsisted - which is impossible in an antisymmetrical ca­
se - then there might be w. 61/ and w G L' as well. It can bex . s
seen here, too, that 1/ is -1 generally not unique.
b. For every w. w 9 <w• >-D (1-j-P) • So w G L' and two
3 3cases are possible:
ly w , w 
11 12
a. No w. is contained in the closure of w , consequent-
1 j w . w .1P+1 = w G L ’ .
ß. If one - or, perhaps, several - of w. is(are) con-
1 jtained in <w > , than that(those) is(are) left behind, the in- S R
dexes of the rest are changed and w gets i or, if there haves P
been several w. 's then it gets index less than i .
"j PAt the end of the construction we underline that those and 
only those words belong to L' which did not receive the negati­
on of this statement during the process after w€L'. It is obvi­
ous from the construction that L' is unique in case of an anti- 
symmetrical relation.
And this is the end of proof.
Finally we raise two questions: 1) Has any type ilanguage
its type i reduced language, or only its type i reduced covering 
2 )system? Has any language closable with respect to type i its
type i reduced language or only a reduced covering system among 
type i?
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1.Introduction
Orthogonal transforms are widely applied in various 
field such as pattern recognition, information theory, signal 
processing etc. The application of orthogonal transforms is 
hound up with the problems of two types:
A) constructing of a fast algorithm of calculation of the 
transforms, which requires o ( t i  Joperations of multiplication 
and addition instead of /V2 ,
B) investigation of optimal properties of the transforms in 
various optimization problems, for example, in the problem of 
random signal processing.
In this paper the problem A) is considered. So let <P =
{ , n *  , ■ •• , r t - t  j  , be an orthonormal matrix
of order M , / = ( - f o , i i , ■■■ , be a complex vector. The
discrete orthogonal transform of / is the vector / =
( - f o,  fj. i • •• , /y-i ) rr , where
/  =<£•/ ; or > m e -CL (1)
arithmetic opera-Direct calculation of (1) requires 
tions (a.o.). Morgenstern [10] has shown that a linear algo­
rithm, computing (1) and using complex numbers 
C > 1/2 , requires greater than tog I I  /  & g 2 c  a.o.
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Algorithm of Fast Fourier Transform requires O ( t f  ^  ^  ~
N&x}.N a.o., where %.  Thus, the FFT algorithm
is optimal since d e i <P — / \ /N and 'Cog. Id e i^ P / = J\/£og/V .
At the present time there are two approaches to solving the 
problem A). Historically first, matrix approach, consists in 
constructing of a matrices, having a special structure, and 
work out a fast algorithm for such matrices. The matrix app­
roach was proposed by Good [ 5 ] who has factored the prime pro­
duct of matrices as a product of sparse matrices.
The second, algebraic approach was developed by Apple and 
Wintz [1 ] , Nicholson [11] , Cairns [3] and Bojko [2 ] . In 
these papers the class of transforms on finite abelian groups 
was considered. The essence of the algebraic approach consists 
m in decomposing of the group (prime sum of subgroups or union 
of subgroup and cosets) and reducing of the transform to 
transforms of lesser orders on subgroup and cosets.
The matrix approach has advantages in practical problems 
of constructing of orthogonal basises with desired characte­
ristics. The algebraic approach permits:
- to construct the complete theory of FFT on abelian groups,
- to generalize, by means of investigation of generalized 
displacement operators, the theory of FFT on new algebraic 
object - hypergroups,
- to link the problem A) with the problem B), in which the 
displacement operators associated with given orthogonal basis 
play basic role.
2. Matrix approach
If it is possible to factor the transform matrix as 
a product of sparse matrices
= ■‘P o  > (2)
then the calculation of the transform (1) by algorithm
, l = 0 ,1 ,. n / = / n + i (3)
nS' p-will require ~T0 i a.o., where r~. is the number of non­
zero entries of sparse matrix <P i . We demonstrate the mat-
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rix approach on the several constructions.
2.1. Sum of prime productes
Definition 1. The matrices X  and / of order ** are 
called X-matrices if
y , x x 'r + y y T= k I k .
Methods of constructing of X-matrices are proposed by Ma- 
tevosyan [ 9] .
Theorem 1. Let Xf Y be X-matrices of order K , Ht
be an orthogonal matrix of order nio x m 0 , o]
then the matrices
H = X H m + Y @ ( X m ■ // ) n ? 1m n  m n ~ 1 m n-l m n - l  ' ’ ’ (4)
are the orthogonal rnn x m n matrices.
Theorem 2. The matrix ^ m n * constructed by recurrent for­
mula (4) will be represented in the fomn (2) of ordinary pro­
duct of sparse matrices, where
%  =  l „ n  ®  H „ 0 ,
= 1\ r , - i +
Each row of matrix ^  contains no more rnQ nonzero entries,
and each row of matrices <P.L - no more than 2.k
m n
therefore 
by algo- 
a.o.
the calculation of transform with the matrix Ht 
rithm (3) requires no more than w n ( mo +-2- n  >?)
2.2. "Flaky prime product"
Matrix is called "flaky prime product", if may be divided 
into submatrices-layers, each of which is prime product of 
matrices [ 7 ]  • The Haar matrices are the classical example of 
such matrices. The basises of Haar type 
**'*£■•••• **/? are constructed by recurrent formula
of order tnn =
Co)
HA
mn+L ~
H A l
JnTn
m*  * n + i
mn -1
~  n ~~U)
L = 0
3 .
n -n
(5)
n ^  l . 
■> >
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where e = ..., i ) is k - vector, is the ( m - i ) x mA r7t (t )
matrix, consisting of last m - i rows of matrix &  ^  of 
order m *  tv , is symbol of prime sum.
Theorem 3. If 3 ^  , O ^  i  ^  m - i , n ? I  , are orthogonal ^rj
*?n x matrices, first row of which consists of +1, then 
the matrices H A mr} (5) are orthogonal mn x m n matrices.
The classical Haar matrices and k - matrices of Haar, con 
structed by Izenberg, Rudko and Sisuev f 6 7 , are the particu­
lar cases of Haar type matrices (5)- The construction (5) per 
mits to construct hybrid Haar-Fourier, Haar-Walsh, Haar-Slant 
etc. basises with desired characteristics.
Theorem 4. The Haar type matrices will be represen­
ted in the form of ordinary product of sparse matrices
where
M n 7
I mn - i ® e, n
--- mn-t * /v cj)
® b t
r I
/V. =■
L+l
m <g> e
L +1
mL 1
/fih  ®  &>
J = o
O
*L + i
o
o n-2.
L
mn~ * i+ i J
Each row of matrix M n contains no more than <n nonze­
ro entries, and each from first mi +1 rows of matrices ^ i + i
contain no more than K. nonzero entries, therefore the
/\ i + icalculation of requires no more than
>". m . K. ^  m „ a.o.# 1 l fi
3. Algebraic approach
3.1. Fourier transforms on abelian groups (Apple and 
Wintz [1 ] )
Let G be an any finite abelian group of order N ,
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%■($-)- character of Q  , G V - group of characters of G  . 
The function - f  G v — r  , defined by the formula
f ( * ) • § & # * > ■ * < * >  > (6)
is called the Fourier transform of a function (fc
Direct calculation of the Fourier transform on abelian group 
of order /V requires A/ a.o.
Let the group G of order is represented in
the form of prime Siam of subgroups Gj, and G-^  of order 
and ^2. respectively, then Z C g-) =  X i(£ 1) Z 2 (g.z )y where X ^  
are the characters of GL , #  =  $ i + &2. » §-i e £• * The func"
tion - f f y ) can be represented as a function £($■1 > $ 2 .) of> 
two variables, then the Fourier transform on group
- f ( Z )  =  ’ $2.) ( $ l )  ■ (7)
Thus, the Fourier transform on abelian group of order X  is 
reduced to Fourier transforms on subgroups of order and
A/2 * therefore the calculation of ( X ) by the formula (7) 
requires a.o. instead of A /2, .
3.1. Fourier transform on commutative hypergroups 
Let be a family of commutative generalized displace­
ment operators (GDO) (Levitan L 8 J ): 1 C  ^  , /S<5lX ,
then the set H  is called a hypergroup (Dunkl [4] ). A non­
zero complex function p :  I X — ^ (p is called a character if
the following formula holds:
=  p c ß ) p c + ) .
The set of all characters will be denoted by -Q. . The
function - f  :  IXV <fc , defined by the formula
, (8)
is called the Fourier transform of the function j : I X  p
on hypergroup -Q
The equation for characters one can write in the form
pnM  = pnC?) pn(+) .
The subset H 0 d J X  is called a subhypergroup if for each
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ß,~t e n .a <X(?,~ b ,r)  ~  O when XL0 . The subset - 1 e i l  
is called a coset if for each -6€JC1q ^ & ( ß , r )
when ^ . Denote -O-1 = 1,... , -LL2 = [ ^ / l ,  . •■, *3  •
Theorem 5 • Let - fL 0 be a subhypergroup of the H  and _GL^  
i ~  i  ,2. t /\/2 - i  , be cosets such that
, n . . n s i j = * &  , I s l l I , i e x i z ,
and for each n & -Q. the characters p n 0&) is not equal to ze 
ro function when ~t e -O.- , then there exist the systems of
orthonormal functions «
l  P n M }  > ;
and the mapping „ ,
S i * S l s i 1
such that for each ^
P n ( ’ ) = a n p Sn ( „ f ß ) 0)■
A function - f f t )  , can be represented in the form
of a function -fCß,r ) of two variables £ e 12 2 and re'jCl^. 
The Fourier transform on hypergroup jQ. of the function -fC -t)
/„ =  £ ä ß£<?_a2 n  re_a
ß & S L2-
°-n F' (n'Ci, ß)) , n e XI , (9)
Calculation of 
and calculation of
requires A a.o.
p ~ CLi  a /) }
requires M  /V2 a.o. Therefore if the conditions of Theo­
rem 5 hold then the calculation of the Fourier transform on 
hypergroup of order /K= ^  by the formula (9) requires 
A'( Af +  /V2 J a.o.
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ABSTRACT
The so-called S-invariants are vectors calculated from 
Petri nets. These vectors contain information concerning a 
class of properties of Petri net, known as safety properties. 
In the present work, we employ modal logic to express and 
derive safety properties of Petri nets (C/E-systems and 
P/T-nets). The motivation for this work was to develop a 
system able to answer questions about such properties.
1. Introduction
The aim of this work is to employ modal logic, the logic 
of possibility and necessity, to express and derive a class 
of properties of Petri nets, known as safety properties. 
Information concerning these properties is obtained from a 
set of vectors, the so-called S-invariants, calculated from 
the given Petri net. As the next step, calculated 
S-invariants are transformed into the logical formulae of a 
suitable modal system. This transformation is given here in 
algorithmic level. Logical formulae obtained in this way 
induce a modal theory containing formulae formalizing the 
safety properties of the net under consideration.
The motivation for doing this was to develop a system 
able to answer questions about safety properties of Petri
2 30
nets, and in that way, corresponding properties of systems 
modelled by Petri nets. Decisions of the type "yes", "no" or 
"unknown" made, are based on the information contained in the 
logical formulae obtained from the calculated S-invariants.
Two classes of Petri nets, known as 
Condition/Event-systems (C/E-systems) and 
Place/Transition-nets (P/T-nets), are considered. A 
propositional and a quantified modal system provide logical 
bases for the theories induced by S-invariants of C/E-systems 
and P/T-nets, respectively. Propositional modal systems 
employed for C/E-systems are decidable and there are 
mechanical theorem provers available for them. A mechanical 
theorem prover will be a part of our question answering 
system. However, since quantified modal systems are not 
decidable, situation is not that easy for P/T-nets.
A rough description of the architecture of the system is 
shown in Figure 1.1.
Figure 1.1. The architecture of the question answering system 
based on S-invariants. S 3 computes S-invariants 
of C/E-systems and P/T-nets, S2 generates modal 
theories, and S 3 is composed of a mechanical 
theorem prover for C/E-systems and an 
implementation of a positive test for P/T-nets.
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2. MODAL LOGIC, BASIC CONCEPTS
This section contains a concise introduction to modal 
logics, modal propositional calculus (MPC) and modal first 
order predicate calculus (MFOPC). The reason, why modal 
logic is needed is that, classical logics, propositional 
calculus (PC) and first order predicate calculus (FOPC), are 
not rich enough to express the concepts POSSIBILITY and 
NECESSITY.
The LANGUAGE of a logical calculus is defined to be the 
set of FORMULAE constructed from the PRIMITIVE SYMBOLS using 
a set of FORMATION RULES. Primitives of MPC consist of a set 
of symbols interpreted as atomic formulae, logical 
connectives, and modal operators M (POSSIBILITY) and L 
(NECESSITY). Primitives of MFOPC consist of a set of 
predicate symbols, a set of individual variable symbols, 
logical connectives, and modal operators M and L (see [3] for 
more details).
A Hilbert-type PROOF THEORY of a logical calculus 
consists of a set of formulae called AXIOMS and a set of 
TRANSFORMATION RULES. A formula is called DERIVABLE from a 
set of formulae iff it can be deduced from the axioms and the 
given set using transformation rules. A formula is a THEOREM 
(i.e. PROVABLE) iff it is derivable only from the axioms. 
Any set of formulae closed under deduction is called THEORY.
SEMANTICS of a logical calculus consists of a 
set-theoretical structure called MODEL, and the appropriate 
interpretation of the formulae in such a way that they talk 
about phenomena of the model. A model for a classical logic, 
PC or FOPC, consists of a single world (formalizing a state 
of affairs), where any formula has a single truth-value. 
Thus, classical logics can consider a world at a time. This 
kind of formalism is not adequate for our purpose.
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Tne semantics given for modal logic is based on the 
so-called "MANY-WORLDS" notion. That is, roughly speaking, a 
modal model consists of a set of worlds W, a binary 
accessability relation R over the elements of W, and an 
interpretation function. A formula may have different 
truth-values in different worlds in the same model. Thus, 
modal logic is able to consider many worlds simultaneously 
(see [3] for more details).
We take as a world, a state of a system (i.e. a marking 
cf the corresponding Petri net). Since systems have 
different states as the result of their internal state 
transitions, the applied modelling formalism must be able to 
consider different worlds (i.e. states) simultaneously. 
Tnis explains our motivation for employing modal logic as 
such a formalism.
3. ALGORITHM FOR C/E-SYSTEMS
In this section we give an algorithm for transforming 
S-invariants of C/E-systems into a set of formulae of MPC.
Step 1 read the set of S-invariants I, and the initial 
marking m0; put Z= 0 ;
Step 2 choose i G I, compute k=i'.m0 and put I=I-{i};
Step 3 construct vector j from i by eliminating
zero-components of i;
Step 4 construct following set:
V= {(x1,...,xdim(j) ) : xx G {0,1} for
1=1,...,dim(j)} ; put W= 0 and S= 0;
Step 5 choose v G V, compute g=j'.v and put V=V-{v};
Step 6 if g=k then put W=W U {v};
if V* 0 then go to Step 5; otherwise continue from 
Step 7;
Step 7 choose w G W; put W=W-{w}; construct logical
formula corresponding to w as follows: form a
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conjunction P, where the conditions corresponding to 
the zero-components of w appear negated, and the 
conditions corresponding to non-zero-components 
appear un-negated; put S =S U {P};
Step 8 if Wí c) go to Step 7; otherwise put
Z=Z U { V s} and continue from Step 9;
sGS
Step 9 if Ii t1 then go to Step 2; otherwise output 
the set Z and stop.
Formulae given by this algorithm induce a modal theory 
Th containing formulae formalizing safety properties of the 
C/E-system under consideration. Since MPC is decidable, 
given a formula, there exists a procedure to decide 
whether it belongs to Th or not, by deciding whether the 
formula obtained from the given one ,using DEDUCTION THEOREM, 
is a theorem of the modal system involved. A complete and 
formal discussion concerning Th and the Deduction Theorem is 
out of scope of this paper.
4. ALGORITHM FOR P/T-NETS
In this section we do for P/T-nets exactly what we did 
for C/E-systems in the previous section. That is, the 
S-invariants of the P/T-net under consideration are 
transformed into a set of formulae of MFOPC. The algorithm 
is given as follows:
Step 1 read the set of S-invariants I and the initial 
marking m 0; put Z= o' ;
Step 2 choose i C I, and put I=I-{i};
Step 3 compute const=i'.m0 and regard it as a
string belonging to the language generated from 
alphabets {0,1,...,9} using obvious formation rule; 
construct logical formula corresponding toStep 4
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vector i as follows:
(i) construct the following set of atomic
formulae: Z= (Pk(xk ): k=l,...,dim(i)};
(ii) extract the following subset from Z:
S= {Pk(xk) : ik*0 };
(iii) construct the following sets of strings:
S ..= { (Exn ) : index j appears in S } ;
S,= {i^.x^ : index j appears in S } ;
(iv) form the concatenation of the elements
of the sets S and S2, and denote by C\ and 
C,, respectively;
(v) put ( at the beginning of C2 and replace
the last + appearing in it by the string 
=const)&;
(vi) form the conjunction P of the elements 
of the set S;
(vii) assign z the concatenation of the 
strings C 1,C2 and (P) respecting the order;
Step 5 put Z=Z U {z} ;
Step 6 if I* o* go to Step 2; otherwise output Z and
stop.
Since MFOPC is not decidable, the situation is not that 
easy for P/T-nets. However, there are techniques available, 
not to be discussed here, for handling this problem also.
5. CONCLUSIONS
As a result, a question answering system (based on
S-invariants) able to decide whether a property expressed by 
a logical formula is a safety property of the net under
consideration or not, can be implemented. It contains three 
sub-systems. The sub-systems for computing S-invariants, and 
a mechanical theorem prover for the propositional modal 
system involved, are implemented by Kujansuu [4] and
\
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Tuominen [6], respectively, and are available. The case 
of P/T-nets can be handled using available techniques, 
a positive test for provability, of Fitting [2]. The third 
sub-system, where modal theories are generated, is obtained 
by implementing algorithms which perform the transformation 
of S-invariants into the axioms of the Th.
There are some related works on the subject, e.g. the work 
of Clarke [1]. Finally, as an extension to the present 
work, one may consider a corresponding system for the 
so-called "high level" Petri nets. An interesting class of 
such nets, defined by Reisig [5], is known as Relation nets.
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There is a possibility of the file destruction during 
the operation of the information systems and that leads to 
a considerable physical losses because of errors in output 
results, increase of task solving time, and lastly, imoos- 
sibility to obtain necessary results.
In order to diminish the file destruction losses is 
used a file redundancy, which demands some additional reso­
urces [1 -4j .
At present the following three strategies of file redun­
dancy are used [l-2j :
I. The first strategy, to duplicate a file up to some 
copies. If a main file is destroyed, then the first copy of 
it is utilized; in the case of its destruction the next co­
py is utilized and so on.
II. The second strategy uses the peculiarities of orga­
nization of current file renovation. These peculiarities 
consist in preserving its generation history (predecessor 
files with their updates) instead of current file copies.
If a current file is destroyed we have to go at least 
one generation back and use the predecessor file with its 
uodate file and. regenerate the successor file. This backup 
process would be continued if the first predecessor is des­
troyed, and it would be necessary to go back another gene­
ration and regenerate the predecessor from its own predeces­
sors and so on.
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III. The third strategy, a mixed one is based on the 
first two, whereby copies of the current file and its gene­
ration history are preserved. The strategy is to use the 
copies of the current file first, and then, if all copies 
of the current file are destroyed, to go to generation his­
tory and regenerate the successor file.
The efficiency research of above-mentioned strategies 
was carried out before in assumption that the main and re­
serve files have the same time and probability characteris­
tics of renovation and utilization. The existing models and 
method of redundancy do not allow to take into account the 
possibility of placing main and reserve files on the magnet­
ic carriers with different characteristics, utilization of 
various organization methods for main and reserve files and 
presence of different characteristics of current file gene­
rations (volume, renovation time) and so on.
The purpose of this paper is to research strategies of 
file redundancy, which take into account the differences in 
time and probability characteristics of renovation of diffe­
rent generation of the current file; besides that we propo­
se it possible to keep not only the copies and the genera­
tion histories of main file, but also the copies of genera­
tion histories (dumps), that is broadly used in practice. 
This secures the analysis of redundancy methods which are 
more adequate to real systems.
Strategy I. This strategy of redundancy could be used 
for constant files and variable files. Conventionally, we 
agree to refer the program modules to the constant files.
The main file Fao is reserved by k  copies F o r,
. The probability that the file Fo* will remain 
undestroyed during the time interval €?r while it is being 
used is pa . The probability that it will be destroyed du­
ring the renovation process is . The probability
that a file will be destroyed during the storage is assumed 
to be zero.
The probability process of system operation during
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the solution of renovation can be expressed with
where P*., = q = ± .j -o S = o ' r
The probability that the task will be completed with kt 
coDies is: _ *Ls’I= i- n  vm-o r
’.Ve interpret index I as associated with the first stra­
tegy of redundancy.
Let *Vj be the creation time of file copy with index j  . 
Then the operational planning time for the first strategy, 
on the average, would be:
E [ r,> Í ( i f ‘12 ß), jW  f.t-v,
J*0 L + * O / h=0 trn:Q j'-i
[5]
(with - i  ) 
is found to beStrategy II. "Random Walk" theory 
apDlicable to the research of the second strategy.
Initially, there are tj predecessors and update files 
of a file CT» : , ... t and is needed to creat a new
file cP-i .
Let the renovation time of predecessor CPT be 01,2=0,^
The file could be renovated (a new file qp>-i co­
uld be created) with the probability j>a and it could be 
destroyed with the probability i - during the
time interval . The process continues until either
file and all of the predecessors of it are destroyed or
the new file is created.
The task is to determine the probability of successful 
renovation of file SP0 and average operational time of com­
puter for the second strategy of redundancy.
v’/e'll interpret the motion of the file as the motion 
of a "particle" on the horizontal i-axis. At time O partic­
le is at its initial position t-o and then it moves a unit 
step in the right or left direction deoending on whether 
the corresponding trial resulted in success or failure, 
that is "Random Walk". The work of this system terminates
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when the particle reaches one of absorbing barriers 
( u - i  or ). Let (fc be the probability that the
file cPi and all the predecessor files will be destroyed and 
u fi the probability that the file will be renovated. In "Ran­
dom Walk" terminology #  and uf< are the probabilities 
that a particle which starting at i  will be absorbed at 
and. respectively.
Therefore, the probability process of system operation 
when the second strategy is used can be expressed by the 
following difference equation
tJi ~ %i*Ji+4+pi <■ = <>,% (I)
with the boundary conditions *. o ( 2 ) .  It is
known that the solution is given as
i n
^ fT^ z n  rj«0 “•«
Therefore, the probability of file successful reno­
vation is determined as
?C<~ b io  —
J
j?o
x  n ^
U - ± { \ ? r
J~0 *-~0 V*
and the probability of the file <~R> destruction and destruc­
tion of all its predecessors is
i f .  -
1 + J-o ic=o7 ic
Let us consider the time characteristics of the pro­
cess when the second strategy is used.
Let "tj be the average duration of computer operation 
independently of whether the task is successfully solved or 
not. In "Random Walk" terminology ~tj is the time until par­
ticle starting at point j will be absorbed at j - - 4 or 
j-- . Therefore the time process of system operation
when the strategy II is used could be expressed by the fol­
lowing difference equation:
-tj* + > J'0/ ' i (3)
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with the boundary conditions t - i - O ,  ~h^ -n~0 (4). By sol­
ving this task (3) - (4) we obtain the operational planning 
time, on the average, for the second strategy of redundancy:
Strategy III. This is a mix oC the orevious two strategies, 
whereby both copies of the current file and its generation 
history rare preserved moreover, the latter in its turn is 
also reserved by copies (dumps).
Initially, there are ^-*1 generations of the current 
file in the system: F0, F.<. t F- ^  ( R» -main file, the
rest is its generation history). Let the current file gene­
ration with index j  has Jt j reserve copies ( j - 0 , y  ). The
probability of successful renovation for the i-th generation 
and its conies is f>j , the probability of destruction during 
the renovation is í|. = í-p . ; the time of renovation - O j  , 
time of duplication - Tj .
The strategy is to use first the copies of the current 
file and if all conies of the current file are destroyed, to 
go to the first, the second, and so on, predecessors of the 
current file.
-Vith the results of the second strategy of redundancy 
one could directly state the probability of successful reno­
vation
and the operational planning time, on the average, for this 
strategy is:
(5)
(6)
where
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Cic- í -  ^
are determined from expressions
7í -  n K,e* **■ , y*-~ r (7)
)(9~ p . A x ^ r * -i)+T*<lKP*i[i.-<iZYf+j('cpe)]i (a )
)C=(7t^  .» y - \ - X o  j ~C-i - creation time of renovated file co
where
T l*
The last addend in (6) defines the time spendings on 
the recreation of initial reserve structure after the ter­
mination of renovation task solving.
The average exploitation expenditures on the creation 
and conducting of reserve form from computer exoloitation 
expenditures, expenditures on the physical carriers of in­
formation and losses in system in the case of the destruct­
ion of file and its reserve. These expenditures are deter­
mined as :
F c  =  t~?ri e  h i f  6 - P i Í )  ( ' r T t  * 0  T- - 1 = 7 1
H  ?Ht ,V — 0
X Cxe+l) , <---s ___where -cost of computer time unit, - losses from dest 
ruction of file and its reserve, z?Ht - cost of physical 
carrier of f-th generation of current file, ^ - intensity 
of inquiry flow on file renovation, - intensity of re­
serve carriers substitutions (generally speaking»f'is an in­
creasing function of ^ ), T 1 - time interval on which the 
behavior of system is researched.
On the basis of considered models we worked out a com­
plex of programs for creation and conduction of reserve, re 
alized in language FORTRAN-TV for local display terminal 
EC-7920 [ & ] .  Among the tasks solved by system are such as 
calculation and analysis of time, probability and cost cha­
racteristics of renovation, construction of characteristics 
dependence diagrams of different redundancy strategies.
The utilization of this program complex allowes to re­
alize choice of optimal file redundancy methods in the dia­
logue regime.
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Practical recommendations obtained in the result of 
utilization of this program complex were applied to the pro­
ject of several information systems and that has allowed to 
rise a reliability of systems, on the average, for 10-15$.
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THE EFFICIENCY OF THE DEPTH FIRST ALGORITHM FOR RANDOM BOO­
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Abstract. The theoretical efficiency of the depth first 
algorithm for random 3oolean matrices was estimated.
Introdnction.
Boolean matrices are often used as data structures in 
data processing. There were some methods of data processing 
developed specially for Boolean matrices. The depth-first- 
algorithm (DFA) is one of those methods. It was introduced 
in [3] some questions concerning its implementation and mo­
dification can be found in [ 2]-
The DFA is a data compression method. It was shown [3 ]^ 
that the DFA is a very useful mexhod in processing of vi­
sual images. However, according to [ O  almost all Boolean 
matrices are practically imcompressible by means of the DFA. 
Therefore it is important to study various classes of Boo­
lean matrices to specify the area of its effective applica­
tion.
The theoretical efficiency of the DFA will be studied 
in this paper for random square Boolean matrices and the 
area of practical applicability of the DFA will be establi­
shed.
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Preliminaries.
V.e shall consider square Boolean matrices A-^  of the 
type N x N, N = 2n (n an integer) in this paper. The (i,j) 
entry of AT,T is denoted by a. .. The class of all square Boo- 
lean matrices Ay will be denoted by M y
The symbol 6 (n,m) denotes the n-bit binary number m. The 
submatrix A K,<° of A^ T (6"= (T (2n-2k,m), m=G, 1 ,... )
Ak,e” a £ (i,j ); 0 ^ i  = r,r+1 , ..., u <  N-1,
0 j = s, s+1 , ..., v ^  N-1}
will be called normal submatrix of rank k, if the following 
two conditions are satisfied
1. u - r = v - s = 2 ^ ,
2. (r = 0) mod 2^, (s = G) mod 2^.
There are two important cases of above definition. The first 
one is when k = n, i.e. A^ is a normal submatrix of rank n. 
The second special case is when k = G. That means that eve­
ry element of ÁT^ is a normal submatrix of rank 0. In every
case (0^ k ^  n) Ay consists of disjoint normal sub­
matrices of rank k.
vVe shall say that AK* covers the element (i,j) if (i,j) €
€ A k'e . Every normal submatrix A k,e (k >0) can be decom­
posed into four normal submatrices of rank k-1 in the fol­
lowing way (Figure 1.). The DPA is based on a decomposition
 ^k-1, 6 00
A ^ ' T1°
A
k-1, <T0 1
A k-i, c 1:
Figure 1
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of a normal submatrix into normal submatrices of lower ranks, 
all elements of which have the same value. Such normal sub- 
matrices will be called constant normal submatrices (c.n.s.) 
and will be denoted by Ak ’^ (c) (or Ak,(J(1), A k , € \ o )  if we 
need to distinguish between 1-normal submatrices and 0-nor- 
mal submatrices). We shall give a simplified description of 
the DFA now. For full description see £3"].
The depth first algorithm
ic ^There exists the unique DF-expression df A * for every nor-Vmal submatrix A ’ (0 < k <  n, €f = S’ (2n-2k,m)) which can
be constructed in the following way (Figure 2.)
1. if Ak»r = Ak»^ (0) then df Ak* ^  = 0,
if Ak,& = Ak,<* (1) then df Ak,<i" = 1; else
2. df Ak»<r = (df Ak-1»G'00)(df A ^ ^ ^ J l d f  A ^ 1^ 10)
(df Ak“1 ,<?11 ).
1 ÍTIf k = 1, the parentheses in df A ’ are omitted. According 
to [3  ^ the right parentheses of DF-expression can be omitted 
too.
0 O 0 0 A A 1 A
0 0 0 0 A A A A
0 0 0 0 1 A A ]
0 0 0 0 A 1 /f
O O A A 0 O 4 0
0 0 A 'l 0 0 O A
1 A 0 0 A A A A
4 A 0 0 A A 0 A
df Ag =
01(0110(0(1001(1(1101
Figure 2.
We shall deal with random Boolean matrices in this paper. 
Boolean matrix A^ is called random Boolean matrix if 
( 1 with the probability p
a. . = 4
1 ’^  1 0 with the probability 1—p,
i,j € 4 0, ...» N—1V and a. . does not depend on a.'.' 
for (i,j ) é (i,j).
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The class /WiK/ is understood as a probability space with a 
probability measure P defined as follows :
Por each A^ € we set
P( { am } ) = ptO-p)K‘2-tf
where t is the number of ones in A^; for an arbitrary &  Q Wlu
pc A  ) = 2  PC ( an) ).
Let ^  be a property of Boolean matrices. We say that a ran­
dom Boolean matrix has the property 4P if
lim P( /Aw has the property w  ) = 1. C "I )
Clf p = 1/2, we shall say that almost all Boolean matrices 
have the property 4P if (1) holds).
The theoretical efficiency of the DPA for random 
Boolean matrices.
The complexity of the DP-expression can be defined in 
various ways. Boolean matrices are usually processing by 
means of computer and so the natural measure of complexity 
is the number of bits of memory, which are needed to save 
the Cbinary encoded) DP-expression. This, real complexity 
of df A^ was studied in J^ 3J. It was shown, that the real 
complexity of df A^ depends mainly on the number of zeroes 
and ones in df A^. The number of zeroes and ones in df A^ 
will be referred to as the theoretical complexity of df A-- 
and denoted by C^CA^). We shall study the theoretical com­
plexity of DP-expressions of random Boolean matrices. The 
real complexity of df A^ will be briefly discussed in Con­
clusions.
We shall estimate the parameter C^A^ for random Boo­
lean matrices (p an constant, p 6 (0,1)) now. We need two 
following lemmas.
Lemma 1. (Markov's inequality) Let J be a positive ran­
dom variable, Me the expectation of £ , t > 0  then
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PC I >  t) ^  Mi /t. (2)
Lemma 2. (Chebyshev^s inequality) Let | be a random va­
riable, Mj- the expectation and the variance of the ran­
dom variable  ^, let t >  0, then
PC I - $ l>t) <  Dg /t2. (3)
Por proofs see Peller
We also need the following formula to express the variance
D| = Mj* - (M| )2. (4)
We shall deal with c.n.s. of rank k (k=k(n)). We compu­
te the expectation and the variance of the number of c.n.s. 
in random Boolean matrices. Let the random variable |.T ,
( I N k p : C ,P) ““> [Ü, ... , 2“ “ / ) attains the value
m for Boolean matrix A^, where m is the number of c.n.s. of 
rank k in (n >  k ^ 0).
Lemma 3» M c w . = 2§N,k,p
2(n-k)
,2k
“ iN.k.p - 22(n'kV ‘ +
,2k ,2k
(p2 + (1-p)2 ), (5)
,2k ,2k ,2k
(1-p)2 )(1-(p2 + (1-p)2 )
(6)
Propf. The probability that the concrete normal submatrix 
of rank k is constant is (pK+ (1-p)^), where K=22k. There 
are 22 n^~'K:^ independent normal submatrices of rank k in A^ 
and so
M | N,k,p - 22(n-k)(pK+ ( 1 - p ) K ) .
We have computed the value M£ ^  ^  ^ yet and according to (4) 
we have to do it for the value M ^ The symbol ^ ^
denotes the expectation of the number of ordered pairs of
c.n.s. of rank k in random Boolean matrices. We shall compu­
te its value.
There are two kinds of ordered pairs of c.n.s. of rank k :
1. with identical items
The number of such pairs is 2 ^ n~ and their contribu-
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bution to I»Í£\t i, „ is b N,k,p
22(n-k)^22(n-k)_ -|)(pK + C1 -.p)K )2. (8)
Taking into account (7) and (8) we recieve
iiiE2;. k n = 24(n-lc)(pK+ (1-p)K )2 + 2Cn-k)(pK+ (1-p)K ).
-> f & 9 P
.(1-pK- (1-p)K ). (9)
3y substituting (5) and (9) into 4) we recieve (6).
q • e • d •
We V v ' i l l  use the results of Lemma 3. now, to construct the 
lower and upper bounds of the number of c.n.s. of rank k in 
random Boolean matrices.
Theorem 1. Let ^ p(A^) denotes the number of c.n.s. of 
rank k in random Boolean matrix A^, let (f(n)^ -<*> as n-^00. 
Then with the probability tending to 1 as n the folio-
wing inequalities hold :
,2k ,2k ,2k22(n-k)(p2^+ (1-p)2‘-A) _ f(n).2n~k Up2 + (1-p)2 2 k <
< iHtktp(AN)< 22n-2k(p221C+0-p)22k) + nn).2"-k |/p22í(1-p J**.*
(1 0)
Broof. We substitute (5), (6) and
n—k !/ 22^ 22^t = i> (n).2n k j/p2 + C1 -p)
into Chebyshev "s inequality (3). The value of expressionpD f ,, , / t tends to 0 as n-»<® and thus the ineaualityb L»k,p
Í N llt>p(%)“22n‘2k(P22^ 1- ^ 22lC) l <  ^ n)-2n-k
22 kp -+-C i-p r
holds with the probability tending to 1 as n .
q.e.d.
Corollary. Random Boolean matrices contain with the proba­
bility tending to 1 as n —
22n-2*(p22k+ (1.p)22k)
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constant normal submatrices of rank k, k is an constant.
The DPA is a data compression method. The efficiency 
(theoretical) of the DPA for Boolean matrix A^ is the reci­
procal value of the compression coefficient X(A^-), where 
X (Ajj) = C^(A^)/N2. We shall estimate the theoretical ef­
ficiency of the DPA for random Boolean matrices.
Theorem 2, Let £ (A^) be the theoretical efficiency of the 
DPA for random Boolean matrix A^, then with the probability 
tending to 1 as n holds
V O  - 3.(p4+(1-p)4)/4) <  e(Ajj) < 1/(1 - (p4+(1-p)4))o (12)
Proof. Random Boolean matrix contains with the probability 
tending to 1 as n-*«o N2(p4+ (1-p)4) (1+o (1 )) c.n.s. of rank
1. ('We have substituted n for i£(n) in (10)). The c.n.s. of 
rank 1 cover at least lO(p4 + (1-p)4)(1+o(1)) elements of ran­
dom Boolean matrix. The rest of elements is covered by c.n.s. 
of rank 0 and so, consequently
Ct(Aji) <  N2.2-2.(p4+(1-p)4)(1+o(D) + N2(1-(p4+(1-p)4)(1+o(1))
= N2.((1-3(p4+(1-p)4 )/4)(1+o(D) (13)
and the theoretical efficiency of the DPA is not less 
than (1 - 3(p4+ (1-p)4)/4)“1.
'We shall find the upper bound of £(A^). We have proved that 
N2.(1-(p4+(1-p)4)(1+o(1)) elements of random Boolean matrix 
is covered by c.n.s. of rank 0. The rest of elements of ran­
dom Boolean matrix can be covered by c.n.s. of higher ranks. 
Let us suppose that the number of these c.n.s. is o(I\f2). In
this case o a aCt(AN ) >ir.(1-(p4+ (1-p)4)(1+o(1 )). (H)
The inequalities (13) and (14) hold with the probability 
tending to 1 as n-»-«3 for random Boolean matrix A^. Our 
proof is completed. ,Q# © • CL#
Remark. More precise estimation of the theoretical efficien­
cy fo the DPA can be obtained. Taking into account c.n.s. of
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rank 2 we have constructed following estimations of #(A^ ,)
1-3(p4+0-p)4 )/4 -(pl6+(1-p)10)/4 <  fltCAjj) <  1-3(p4+(1-p)4 )/4 
- 3Í01 °+( 1-p)1 ^ )/16.
Corollary, Almost all Boolean matrices (the case p = 1/2) 
are practically imcompressible by the DPA.
Conclusions,
The real efficiency of the DPA was studied in [_3
was proved that if the theoretical complexity of the DP-ex-
pression is less than 3.N /(4.1og9 3), the real complexity^2of the DP-expression is less than N ,
Our results show that if p £ (0» 0,10003264) U
U  (0.89996736, 1) random Boolean matrix of ( , P) can be
with the probability tending to 1 as N —>oo effectively pro­
cessed by means of the DPA.
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The fact that the production rule is the most suitable 
form for the knowledge representation of expert is widely 
spread. At the same time the substantial part of expert's 
knowledge may be represented in the form of alternative or 
uncompatible statements.
The finite sets (N, 2., P), where N is the set of at­
tributes, ZL is the set of values, P, is the totality of 
subsets of the form
are define as a system of alternatives, or A-system. Below 
the pair (A,a) from N * 5L will be called the statement re­
lative to the attribute A and denoted by A : a . The ele­
ments of set P will be called alternatives.
Let us introduce some definitions for A-system
R = (N, ZL, P). 
st(R) = U  cL  j>
cL£_P I
neg(R, S) = £«S £ oL | <S C oL , c£ C P  }  ^£ S ] , 5 C 4 ft (d )  i 
def (R, A) = £ X ^  C  ót(H) I X - A ] , A £  A\ 
sp (R) = £def ( Z  A) I A C  A/ ] .
<  S1f S2, ..., Sn >  , S . e N x Z ,  ( i = 1 ,  ...,n)
The A-system is simple or SA-system, if
sp(R) e  p
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Let f be characteristic function over the set st(R) 
f i st(R) — >  | o ,  1 }
We shall say, that f satisfies to the SA-system R , if 
for every alternative < , ..., Sn >  the equality:
f (s1 ) + ... + f(Sn ) = 1
holds. The totality of characteristic functions over the set 
st(R) , satisfying to the SA-system R , is called class of 
recognition and denoted by K(R).
The set of statements, on which characteristic function 
get the value 1 , can be considered as description of some 
object. It is proved, that for the arbitrary set E of obj­
ect descriptions, the system of alternatives R^ such thatÚ.1
the class of recognition coicides with E , can be build. In 
the general case in order to build the system Rr, , it is 
necessary to enlarge the set of initial basic attributes by 
new attributes, which play the role of auxiliary variables 
and have no semantic meaning.
We are interested in studying the possibility and pro­
perties of noncontradictory extending of characteristic func­
tion, given on some subset of st(R) • More exactly, we are 
interested in the studying the properties of the set
K'(R) = | f 6 :  K(R) | f(S) = 1, S ^ L 1 \  , 
where LQ , C  st(R), LQ O  L1 = ( p ,
Such situation appears in the dialógé process, when a 
part of information about the object from the class of recog-
nition is already 
the form :
received. The properties of the K’(R)
Vg<£K'(R) g( 3 : b ) = 1 (1)
Vg£K'(R) g( C : c ) = 0 (2)
relative to new statements B : b and C : c , which do not 
belong to LQ are of special value. These properties
can be easy interpreted : if the object belongs to recogniti­
on class then on the base of obtained symptoms may conclude,
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that object has the characteristic B i b ,  but not characte­
ristic G : c.
In the general case in the order to determine properties 
(1) and (2) it is necessary to receive the family of soluti­
ons of integer equations, which define the class of recogni­
tion» It is known, that this problem is related to the NP- 
complete class, therefore we’ll define one simple transfor­
mation of the system of alternatives, which permits to deter­
mine some properties of the type (1), (2),
TT-transformation of the SA-system R = (N, ZL , P) rela- 
tive the set of statements M , is called SA-system L (R,M) 
of the form (N, £1, P ’), where
p' = \  m I T i e P  J v  6p ( R - )  .
The following equality
K»(R) = K(R’),
where R* = ^  (R, U  neg(R,S) V  I
S (zL^is true.
As the result of ^-transformation of the SA-system it 
can appear three particular cases of the altematir"'* combi­
nations .
Rule 1. If SA-system R ’ contains empty alternative 
< >, then K(R’) = 0 . (The noncontradictory extending
of characteristic function is not possible).
Rule 2. If SA-system R ’ contains alternative of the 
form B : b , then class of recognition E(R’) has the 
property (1).
Rule 3« If SA-system R ’ contains alternative
(Á* — « c,^ , • • •» C • c^ , (m >0)
then for the every statement C : c from def(R,C) ^ oi, class 
of recognition has the property (2).
h  the rule 2 and 3 can be applied to the »SA-system R ’ 
then '~£ -transformations may be continued. The process of 
transformations ends after application of the first rule or 
in the case, when the rule 2 and 3 do not bring new informa­
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tion about the object of recognition.
Let us the object of consultation possess the properties 
D : d and E : e, and SA-system contains the alternatives 
D s d , U  : u >  , <  V s v , E : e >  ,
< F  : f , U : u , V : v > ,
then L-transformation allows to infer new property F s f 
of the object of consultation
(T) ENTRANCE
T<  D  : d ,17: a  >  ,
( rule 3)
<  r  : ^ , U i t  ,
® C  .rule 2)
EXIT.
©
I
<sj- v , E : e  >
(0)( rule J)
V : or >
The possibility of adding in the system of alternatives 
auxiliary attributes permits to enlarge their expressible 
possibilities.
The cortege of statements :
[ A1 s a>|» •••» An : ®n ] (3)
is considered as abbreviated record of the alternative pair
< A 1 :
< X  :
a.
1 » •••} :
x1, X i x2 >,
X
where X - new (auxiliary) attribute, which corresponds to 
cortege (3)t x ^ , - some values.
There are some methods of representation of expert know­
ledges in the system of alternatives of the form
IF : a^ and ... and AJ1 : THEN B : b .
For example
Ry : [A*. : a  a. , V  ' i l  , . . . , C Ah. '• CLu., ^  : K-l,
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and
>.3 : b, T : 1, • • : n >, < Y  : 0, Y : 1,..., Y : n
Rz :[^ 1 * a1 ’ ^ : 1, Z : 11 J, •. •, JjA^  : an, Z : n, Z : n*jT
<B : b, Z • 1 Z : 1’,..., Z : n, Z : n * >  ,
<Z : 0, Z • 1 j Z : 1',..., Z : n, Z : n'
The system Ry and RZ have the same classes of recogniti-
on however 'TT -transformation of the system R^ does not 
permit to obtain the property f( A^ : ) = 0 in the case
f( Ai : a. ) = 1, (i = 2,..., n) and f( 3 : b ) = 0. In
the general case in the systems of alternatives can be repre­
sented every dependences over attributes meanings (modules of 
knowledge). The description of the attribute - element of the 
set sp(R) is the particular case of the knowledge module.
We put the method of alternatives as a basis of the rea­
lisation of expert system of diagnostic of tomatoes. In addi­
tion the possibilities of structuralisation of the set of at­
tributes aflid -transformation control in the system are 
called for. The knowledge base of the system contains about 
100 modules of the dialog control with user and 600 modules 
of knowledge about problem domain : 140 modules are descrip­
tions of attributes (alternatives), 200 modules are of the 
form Rz , others - of the forms (3), R^ or alternatives 
with different attributes. The expert system is realised in 
the language PASCAL. The experiments with the system demonst­
rated that the method of alternatives can be used for the so­
lution of practical problems.

E V E N I N G  S E S S I O N  C O N T R I B U T I O N S

26 1
P r o a .  I M Y C S  ' 8 6  O c t o b e r ■ 1 0 - 1 7 , 1 9 8 6  
S m o l e n i c e  C a s t l e , ? S S R
REGENT RESULTS ON THE THEORY OF HOMOGENEOUS STRUCTURES
Victor Aladyev
SEB MPSM ESSR,Tallinn 
Paldiski mnt 171-26 
USSR
1. INTRODUCTION
The homogeneous structure(HS) is an information pax’allel 
processing system consisting of intercommunicating identical 
finite automata, although "homogeneous structures" will be 
the usual term throughout this work, it should be borne in 
mind that "cellular automata" and so on are essentially syno­
nymous o We can interpret HS as theoretical framework of arti­
ficial parallel information processing systems. From the lo­
gical point of view the HS is a infinite automaton with cha­
racteristic internal structure. The theory of HS can be con­
sidered to be the structural and dynamic theory of the infi­
nite automatao HS can serve as the basis for modelling of ma­
ny discrete processes and they present enough interesting in­
dependent objects of investigations as well. During the re­
cent years there has been considerable interest in the theory 
of HS about which many interesting results have been obtained. 
Much of this work has been motivated by the growing interest 
in computer science and biological modelling.
In our previous works [l-5,9,10^) we investigated diffe­
rent aspects of the HS theory and their applications in com­
puter science and biological modelling. Results in this di­
rections contributed much that is new to the HS theory and
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its applications. However, many questions still remained open 
in the present topic. In this work we present our recent solu­
tions of a number of open questions in the HS theory. This 
work is organized so as to discuss the more general problems 
and results obtained therein. It is rather unfortunate that we 
have no space here to discuss in detail the basic techniques 
for solving problems. Exhaustive information about these can 
be found in Aladyevfö-ö]]. The all general terms, notions and 
designations are given in item 2 or are well-known enough.All 
the others are introduced as the necessity arises.
2. GENERAL DEFINITIONS, CONCEPTS AND NOTIONS
The classical d-dimensional HS(d-HS) is an ordered set 
of four components
d-HS = < Zd, A, X>,
where A=^0,1,2,...,a-1^ is a set called the state alphabet of 
the individual finite automata in the structure. Zd is the set 
of all d-tuples of integers which is used to name the cell, 
where Z is the set of integers and is called the array. Each 
cell z in Zd can be thought of as the name or address of the 
particular automata which occupies that position in the array. 
X, called the neighbourhood index of the d-HS, is an n-tuple 
of distinct d-tuples of integers and is used to define the 
neighbours of any cell, i.e., those cells from which the cell 
z will directly receive information. The neighbourhood index 
X describes the uniform interconnection pattern(template) 
among the automata in the d-HS(d^-l). The first three above- 
mentioned components of any d-HS, namely, A, Zd and X, form a 
homogeneous space. The state of the entire space is called a 
configuration(CF) of the space and is any mapping CF: Zd— >A , 
null-CF(O) is a mapping 0: Zd — >0. denotes the set of all
CF with respect to Zd and A, i.e., Cá =£c f {cF í Zd— >a J. Let 
c(z) be the current state of the machine located at cell z.
The support of a CF c is the set of all cells z such that 
c(z)A), i.e., the support is the nonquiescent part of CF c.
CF with finite support are of considerable interest} the set
of all such CF is denoted by C^. The set of all infinite CF 
of d-HS is denoted b y ^ j  obviously, and UAf\ 0^=0.
The operation of the d-HS is specified by a local func­
tion -6 n^ ' which produces the next state of an individual 
automaton z in terms of the states of the automata which are
directly connected to z. In this work we shall be concerned,/ \in general, with a local function <-A , which is defined to
be a mapping from An to A such that always equals 0 .
The d-HS with such local function is called a stable. For the 
rest, a local function is any mapping <á(n). Aa— * A.
Th. simultaneous application of a local function / d T‘ 
to the neighbourhood of every cell of the homogeneous space 
defines a global function of the current CF c into the
next CF c The operation of a d-HS is particularly sim-
le. If c=co is an initial CF of the homogeneous space at time 
t=0, then the CF at time t=m is cQ the result of app­
lying n  ^ to the homogeneous space m times. Let <co> 't (de­
note the CF-sequence genetated by function from the CF
c0£C^o Now we define the nonconstructibility in d-HS(d^1). 
Questions of nonconstructibility are fundamental problems in 
the study of the theoretical properties of d-HSe
DEFINITION i. CF c is nonconstructible(NCF) for function 
X  ^  of d-HS(d^1) iff there does not exist CF c0£ C Á such 
that CF cQ 'C'"^EL^  contains CF c as subconfiguration.
DEFINITION 2. CF c £C^ is called NCF-1 for function
of d-HS iff there exists CF c ' ^ C A such that c ’ '£'^n^=c and* —  A *there does not exist CF c <£C. such that c L v -c.
DEFINITION 3. Two CF c1,c2£ 0 A form for function a
pair of the mutually erasable CF(MEC) iff c^ ^ ^ s C o  X  .
Each d-HS(d)^1) can be assumed as a parallel formal X n ~
grammar with an axiom CA(initial CF in d-HS) and produc- / \ o ütions (global function of d-HS). L( On )-language is the
set of all words that can be derived from axiom c_ by means/ \ o
of applications of global function •
The general decomposition problem(GDP) of global functi­
ons in d-HS(d^-l) can be presented as follows: Can any global 
function of d-HS be presented in the form of compositi-
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on of the finite number of more simple global functions 
(n1< n t i = V O ?
Now we shall discuss the most significant, in our opini­
on, recent results in the HS theory and their applications. 
This work we have done over the years 1984-85 and the first 
quarter of 1986 [6-8],
3. GENERAL RESULTS
Above all, we turn one's eyes again upon the GDP of glo­
bal functions in d-HS. The GDP was solved by Aladyev[2] with 
the help of noneonstruetibility approach in d-HS. In our 
works [3,41 the GDP received further decisions on the basis of 
other interesting approaches, in the first place, with the 
help of Shannon’s function and on the basis of results in the 
K-valued logics(K^2). On a level with well-known GDP it is 
interesting to investigate the so-called global decomposition 
problem(GLDP) of global functions of d-HS(d<M). The GLDP is 
the question whether or not any global function of d-HS
will possess the following representation:
? (nL  T<fP ...  (1)
This means that we may use arbitrary global functions as fun­
ctions r.(ni) (i=1»k) in representation (1). Clearly, the po­
sitive solution of the GDP for function entail the posi­
tive solution of the GLDP for this global function. The inver­
se assertion is not true, broadly speaking. Therefore, the 
GDP and the GLDP are not equivalent, generally. In connection 
with the GLDP AladyevjV] proved the following results.
THEOREM 1 . The GLDP for global functions has nega­
tive solution, in general.
THEOREM 2 . If for some global function the GDP and
the GLDP are equivalent, then for this function these prob­
lems are decidable.
The utilization of possibility of representation of lo­
cal functions <5 ^  in the form of polynomial in modulo a 
(a - prime) allow to receive the following interesting result.
THEOREM 3. For any global function in alphabet
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Ap=jo,1,...,a-lj(a - prime) the GDP and the GLDP are equiva­
lent, and algorithmically decidable.
Theorem 3 gives answers on a number of problems from our 
book[lC/]• Furthermore, theorems 2 and 3 show that structure of 
alphabet A of d-HS has of vital importance for the equivalen­
ce of the GDP and the GLDP. Using now theorem 3 and proof of 
theorem 1 the following theorem can be proved.
THEOREM 4. The GDP and the GLDP for function in
alphabet A^ have positive solutions iff the function 
can be presented in the form of composition 
(m,q<nj m+q-1=n) of two functions in the same alphabet.
From theorem 4 the following interesting result may be 
drawn.
THEOREM 5» For any integer n ^ 3  there exist functions 
r in' in alphabet for which the GDP and the GLDP are equ­
ivalent and have negative solutions.
This theorem present just one more proof of negative so­
lutions of the GDP and the GLDP. Using the proof of theorem 5» 
we can to estimate the quota of functions in alphabet
Ap for which the GDP and the GLDP have positive solutions.
THEOREM 6. The GDP and the GLDP for "almost all" functi­
ons in alphabet A have negative solutions.
Thus, we received slightly unexpected result, namely: 
quota of all functions T ^ n^(n^3) in alphabet A^, which have 
positive solutions of the GDP and the GLDP, is equal to zero. 
From Aladyev's[6^j results on the GDP and the GLDP, it can be 
easily verified that among all functions (n ^ 2) in alpha­
bet Ap the infinite hierarchy of complexity with respect to 
the GDP/GLDP can be established. We shall say that function 
X ^  in alphabet A^ belongs to p-level of complexity(deno- 
tion: X ^ n  ^£ l ( p )  ) iff for it there exists representation
^.(n)_^(n1) .... X ^ k ^  (n±^ p<n;(3 i)(n±=p) ji=1,k)
and there does not exist representation of the similar type 
with ni>p(i=T7k). If the GDP (GLDP) for function has
negative solution, then X ^ n^ L ( n ) .  Using the above-mentio­
ned results on the GDP and the GLDP, and the proof of theo­
rem 6 we can receive the following correlations:
(V p > 2 ) ( ? W p )*>) lim t e L(p)/aaP^ 1  (a - prime) p-> o°
From theorem 3 and the definition of complexity with res­
pect to the GDP/GLDP of global functions the following
result can be drawn.
THEOREM 7 . The problem of determination of p-level of 
complexity with respect to the GDP/GLDP for arbitrary global 
function in alphabet A^ is algorithmically decidable.
In view of definition of complexity with respect to the 
GDP/GLDP of functions Aladyev[6-8] received a number of
characteristics of global functions depending on their comple­
xity. From above-mentioned results (theorems 3-7) it is clear 
that we essentially used the alphabet Apl since the local fun­
ction é (n) in this alphabet can be presented in the form of 
polynomial in modulo a of maximal degree n(a-1) over field 
and vice versa. In the case of composite integer a far from 
each function <-^n ' in alphabet A can be presented in the po­
lynomial form, generally speaking.
THEOREM 8«, For each alphabet A=|o,1,... ,a-lj(a - composi­
te integer) the quota Jd of local functions in the alphabet A, 
which are presented in the form of polynomial in modulo a, sa­
tisfy the following correlation
1//<< ß  4
Theorem 8 shows that for composite integers a "almost 
all" local functions in alphabet A cannot be presented
in the form of polynomial in modulo a for enough large inte­
gers n or/and a. Aladyev[lo] formulated the following problem: 
Is it possible to define the algebraical system, which permit 
the polynomial representation of local functions for case of 
composite integer a, like of the case of prime a. Various al­
gebraical systems have been proposed to answer this question. 
We present now an algebraical system in which "almost all" lo­
cal functions in alphabet A(a - composite integer) has repre­
sentation in the form of polynomial in modulo a. We define the 
system in the following way. Let on the set A =£ o, 1,... ,a-l]j 
(a - composite integer) the usual operation (+) of addition
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in modulo a is defined. At the same time, on the set A the bi­
nary operation of (x)-multiplication is introduced in confor­
mity with the following table
& 0 1 2 3 4 3 ___0 0 0 0 0 0 0  ....
1 0 1 2 3 ^ 5  .... ............ (a-1)2 0 2 3 4 5 6 ....
3 0 3 ^ 5 6 7  ....4 0 4 5 6 7 8 . . . .
5 0 5 6 7 8 9 ....
(a-1) 6 (a-1)...4 ....
It can be easily seen that operation (Ip-multiplication on the 
set a\{ o^ form the finite cyclic group i^of degree (a-1). In 
view of our above-mentioned suppositions the following general 
result can be established.
THEOREM 9. There exist an algebraical system <A; +; >
in which "almost each" local function in the alphabet
A can be unequivocally presented in the form of polynomical 
P^(n) (mod a), where:
1. (+) is operation of addition in modulo a, which form on the 
set A the finite additive cyclic group of degree a;
2. ( (x)) is operation of (x)-multiplication, which is determi­
ned by table (2) and which form on the set A\{oj the finite 
cyclic group of degr^ (a-1)j
3. polynomial E=In)= J]c. 4 ^ ®  ••• 1,1 (mod
'sb/ -f ^ * *“* Lr ri— kL — lcontains no binomials of the form P^X^ + (3)
(0 k. ;$a-1{ 2 2  k1 )x1j X.,c.£A} j=1,nj i=1,an-1{
j <b~1 j J -----------
Pk+Bk=a| Pk >Bk ^ 11 k=1* [(a-2)/2];.
Theorem 9 plays a very important role in investigations
of dynamic properties of d-HS(d^1) in the case of alphabet 
A = £ o , 1, • • •,a-ljxa - composite integer). Furthermore, the the­
orem gives comfortable analytical representation of functions 
cf a-valued logics in the case of composite integer a. To our 
knowledge this result is the best of its kind. Using now the 
proofs of theorems 2 and 3, and the result of theorem 9, it 
is easily to receive the following theorem.
THEOREM 10. The GDP and the GLDP with respect to the set
- 2 6 g  -
of "almost all" global functions in alphabet A= £0,1,2,..
.,,a-lj(a - composite integer), whose local functions ^ n  ^
has polynomial representation in the form (3), are equivalent 
and decidable.
Thus, having a number of results on the problem of deci­
dability of the GDP/GLDP, we cannot spread this achievement on 
the general case of d-HS, so far. The further investigation on 
the GDP would be extremely desirable«
The question of the investigation of algorithmical pro­
perties of global maps : CA— >C4 for d-HS(d^>1) presents
considerable theoretical interest. In connection with this 
theme the following question arises: Is it decidable whether
an arbitrary global map is closed(Closed prob­
lem)? Por 1-HS Aladyev(loJ received the positive answer on this 
question. This result can be spread on the case d-HS(d^>.2).
THEOREM 11. The closed problem for d-dimensional(d ^ 1)
"ATn'l °° 00global maps L K y: — >0^ is decidable.
Aladyev and othersfl,1cT] investigated the problem of in­
terconnection of the minimal size of NGF and MEG in d-HS. How­
ever, no one has been able, as yet, to receive a satisfactory 
solution of this problem. The following result elucidate the 
reason of such phenomenon.
THEOREM 12. It is impossibly, in general, to receive a 
satisfactory numerical estimation of the minimal size of NGF 
in d-HS(d^.1) depending on the minimal size of MEC, and vice 
versa.
This result explain the failure of all previous endeavo­
urs on this direction. At the same time we receive the answer 
on Aladyev’s problem 5 [lo] about the dependence between the 
minimal size of NCF and MEG in d-HS(d^1)» The class of d-HS 
which has universal reproducing capability in the Moore's sen­
se is enough exceptional in many respect. The next theorem to 
a certain extent define such class of d-HS(d^1).
THEOREM 13♦ If d-HS(d^1) possesses the universal repro­
duction in the Moore's sense then for it there exist NCF-1 
without NGF. The inverse assertion is false, in general.
On the basis of theorem 13 can be solved the following
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extremely interesting problem: Can a d—HS(d^1) double any fi­
nite CF c(£CA? The next result gives answer for case d-HS.
THEOREM 14. There exists no d-HS with alphabet A which 
can double the arbitrary d-dimensional CF c £.0^ (d^1).
In Aladyev[cf] the following problem was formulated: Is it 
decidable whether an arbitrary infinite set GS CCA is an 
L( /Tn)-language? The decisive algorithm is called constructive 
if it in the case of positive answer give ^-grammars them­
selves which generate L( 6n)-language GS„ In the light of this 
definition we present now the solution of the more common 
problem, actually,,
THEOREM 15. There exists no the constructive algorithm 
for solution of the problem: Is it decidable whether an arbit­
rary infinite set GSCICA is an L( 'Zn)-language.
In the process of investigation of the GDP by the group 
methods, Aladyev[loJ proved that a semigroup L(a,d) of all d- 
dimensional maps : CA— *C^ can be presented in the foxmi
of union of four subsemigroups, which has no finite systems 
of generators, and a maximum group G(d). At the same place we 
formulated the Hypothesis 2: G(d) is a single group, i.e. it 
consists of global functions which carry out identical
maps — >C^, only. The further investigations show
that question with group G(d) is open to a certain extent up 
to this point. We attempted the detailed investigation of bi­
nary 1-HS with the purpose of discovering of an one-one maps
X  : CA— >CA , which differ from identical ones. The attemp­
ted investigation proved to be a success. The next theorem 
present the best received result in this direction,,
THEOREM 16. For any integer n ^ 3 there exist at any rate 
2n~/1-n binary 1-dimensional functions , which possess
the following properties, simultaneously:
1. X  ^  has no NCF and NCF-1j
2. each CF c6C. is periodical for such global functions}
3. map 6 : is not one-one mapping}
4. for function 'C ^  the GDP has negative solution.
This theorem is essential generalization of lemmas 7,9 
from Aladyevfio] but it give not exhaustive solution of the
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problem for the case of binary 1-dimensional global functions, 
even. Whereas, for the case of non-binary maps our hypo­
thesis 2 [io] to be wrong, i.e0 group G(d) contains nontrivial 
identical one-one maps. This affirmation is based on the fol­
lowing result.
THEOREM 17. A semigroup L(a,1)(a^3) of all 1-dimensio­
nal maps can be presented in the form of union
of four subsemigroups, which has no finite systems of genera­
tors, and a maximum group G(1), which is union of subgroup T 
of all identical maps (n>2), and symmetrical subgroup
P(a) of periodical maps (functions) (n^2) with the fini­
te system P(a,2) of generators and correlation ^ (n)(a-1) 
and, possibly, subgroup of one-rone maps, which differ from 
above-mentioned ones.
Theorem 17 shows that further work on this problem is 
badly needed. The complexity is one of the most intriguing and 
vague concepts in most cases. At present we know three approa­
ches to the definition of complexity of the finite objects: 
combinatorical, probabilistic and algorithmical. For the last 
case N. Kolmogorov defined the relative complexity of some ob­
ject G(comparatively of object S) by the minimum length of Tu­
ring machine's program of deriving of G from S. Our approach 
can be also called algorithmical but it differs from Kolmogo­
rov's one[2,3,1oj o The essence of our concept of complexity 
consists in the estimation of complexity of growing of arbit­
rary finite GF from some primitive CF c^ by means of the fini­
te number of global functions from some set T^. On the basis 
of introduced concept of complexity A(X) of the finite GF we 
presented solutions of a number of problems in the HS theory. 
The relation between the concept of complexity A(X) and the 
GDP in d-HS was stated. Furthermore, the relation between A(X) 
and other famous measures of complexity was presented. However, 
it is known that our concept of complexity is based on the Hy­
pothesis 3[sJ. In AladyevjjoJ the proof of this hypothesis was 
presented. The result is expressed by the following theorem.
THEOREM 18. For any finite alphabet A there exist no the
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finite sets of CF c^£CA and global functions in alphabet A
such that _ ___
U  < ci>^(ni) = °A
Theorem 18 allows to give the clean mathematical reasons 
to a number of results, which were presented in our previous 
works. On the basis of theorem 18 and the concept of complexi­
ty of the finite CF in d-HS(d^-l) a number of interesting re­
sults can be proved.
THEOREM 19. Supplement of the finite set of L( "T )-langu- 
ages cannot be the language of the same type.
This theorem proves the truth of our hypothesis 4/2I. al­
so. Aladyev[2| proved that for d-HS without NCF, but with the 
set W of NCF-1 there exists no the finite set of CF c^é 0^ 
such that = CA\w. Now we shall present essentially
more general and very strong result, which gives answer on 
a number of questions formulated in our previous works [l-5,10j•
THEOREM 20. Let be an arbitrary global function in
alphabet A (a - prime), which has the set W of NCF and, pos­
sibly, NCF-1. Then there exists no the finite set of CF c, t£C.\ X A
and global functions £^ai^ in alphabet A such that 
U < ci>7-(n1) = °a\W ori t* 1 t C 1
For the case of composite integer a take place the second cor­
relation.
From this theorem we have a very interesting consequence: 
sets CA\W and W (W is a set of NCF and, possibly, NCF-1) in 
the case of prime a cannot be generated by means of the finite 
sets of CF c.íIC. and global functions T^ni^ (i=1,k) in alp-X  A  ^  / \
habet A regardless of global function C ^ ' respect to which 
the nonconstructibility is considered. Thus, each set of non- 
constructible CF (NCF or NCF-1) with respect to the complete­
ness problem possesses the same immunity with the set CA .
In our monographfV] in connection with the investigation 
of complexity problem of the finite CF in d-HS the following 
question was formulated: Can the set of CF of each level of 
complexity be finite? The next theorem to a certain extent 
clarifies the gist of the matter.
THEOREM 21. There exists the infinite number of basic sets 
T^ of global functions T^ni^(i=1 |k) with respect to which the­
re exist the infinite sets of the finite CF of the same comp­
lexity.
This theorem gives answers on a number of questions pre­
sented in Aladyev(2,1oJ. However, for the complete solution it 
is necessary in detail to investigate global functions, which 
form the minimal basic set T^. We have defined the minimal 
basic set as a set contained a very insignificant number of 
global functions. In this direction we have a number of the 
interesting results.
THEOREM 22. There exists a minimal basic set Tf which 
contains only four 1-dimensional binary global functions. At 
any rate a function from the set Tf possesses NCF-1, to
say the least.
THEOREM 23. With respect to the minimal basic set T^ of 
1-dimensional binary global functions, there exist infinite 
sets of the finite CF of the same complexity.
THEOREM 24. There exist the minimal basic sets Tf of the 
binary global functions with respect to which take place the 
infinite sets of binary functions T ^ ni^ and binary CF Cj,6C^ 
such that sequences <c^>^n  ^ contain the binary CF of any
given complexity. There exists no the finite basic set T^ of 
binary global functions with respect to which each sequence 
^co\(n)(co ^ CA^ contains binary CF of the limited complexity, 
only.
Theorem gives answer both on our question [io] and 
forms the basis of the following extremely interesting result. 
Above we have noted the difference between concepts of comple­
xity A(X) and K(X)(according to Kolmogorov) of the finite ob­
jects. The next theorem establishes the difference between the 
concepts K(X) and A(X).
THEOREM 25. There exists the difference of principle with 
respect to the concepts of complexity K(X) and A(X) between 
the generative possibilities of the infinite automata MT and
1-RS, which form a base for the above-mentioned concepts of 
complexity of the finite objects.
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This theorem allows to elucidate the difference between 
of a number of Kolmogorov^ and our results on the complexity 
of the finite objects. We [ój essentially used for the proofs 
of theorems 20-24 the concept of the minimal basic set T^ and 
some properties of global functions of Tf; ibid the detailed 
properties of such minimal basic sets T^ were presented.
Up to now, we considered two concepts of nonconstructibi- 
lity in d-HS(NCF and NCF-1), only. With the purpose to embrace 
all possibilities in the problem, we introduced new type of 
nonconstructibility (NCF-2) in d-HS(d ^ -1) {joJ.
DEFINITION 4. OF c 6CA is called NCF-2 for function 
iff there does not exist CF c such that c C v '  =c and 
there exists CF c ' ^ C A such that c''£^n^sc.
It is easy to verify that such nonconstructible CF there 
exist for d-HS(d3i,1). The next diagram illustrates the essence 
of all three typies of nonconstructibility in d~HS(d^1).
T<ű) :
i
The interconnection of all typies of nonconstructibility 
in d-HS expresses the following general result.
THEOREM 26. Each d-HS(d3>,1) simultaneously has typies of 
nonconstructibility according to the following table
n/n t NCF : NCF-1 : NCF-2 : Possibility
1 : + : + : + : there exists2 : + : + : - :
3 : + s — : + : -//-4 : — : + : + : is absent
5 •• + • — { — ; there exists6 •• — : + : — : -//-
7 t — : — : + :8 •• — i - i — j is absent
The nonempty sets of NCF, NCF-1 and NCF-2 in d-HS(d^1) is 
infinite, always.
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The following theorem gives a criterion of the existence 
of NCF-2 in 1-HS without NCF.
THEOREM 27. 1 -dimensional global function without
NCF has a NCF-2 iff the corresponding map £ : C^— ^CA is
closed.
This criterion is opposite, in a way, to our criterion of 
the existence of NCF-1 in 1-HS without NCF. From criteria of 
tne existence of NCF-1 and NCF-2 in 1-HS without NCF the fol­
lowing result can be easily received.
THEOREM 28. If 1-dimensional mapping i  K ': CA— ^CA is 
ciosed(is not closed) then the corresponding global function 
without NCF possesses NCF-2 (NCF-1) .
From tneorem 26 and algorithmical decidability of the 
problems of the existence of NCF and NCF-1 in 1-HS the follo­
wing tneorem can be proved.
'THEOREM 29. The problem of the existence of an arbitrary 
set of NCF, NCF-1 and NCF-2 in 1-HS is decidable.
It is hardly too much to say, that detailed investigati­
on of the concept of mutually erasable CF(MEC) in d-HS pre­
sent undoubted interest. This investigations will allow to 
clarify many dynamic properties of d-HS. Similar work we began 
in our previous books[i,2,1cQ; now we introduce the new con­
cept of erasability in d-HS.
DEFINITION 5. Two CF c^,c0 <£ECA form for function ' i t<J J a 
pair of the MEC-1 iff c^ T  'V  = c £CA .
The given generalization of the concept of erasability is 
directly linked with the nonconstructibility problem in d-HS. 
In view of definition 5 the following result can be proved.
THEOREM 30. 1-dimensional global function posses­
ses NCF or/and NCF-1 iff for it there exists at least a pair 
of MEC-1.
This result is the essential generalization of the well- 
known Moore-Myhill's criterion of the existence of NCF in the 
1-HS. The next theorem presents a kind of upper boundary for 
tne existence of typies of nonconstructibility in d-HS(d )^ 1)o
THEOREM 31. Let NCFO, NCF1, NCF2 be sets of all NCF,NCF-1 
and NCF-2 with respect to some global function , accor-
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dinglv. Then for each d-dimensional(d 1) global function
take place the following correlations* NCF0CCA ,NCF1 C C A 
and NCF0UNCF1 CC^. There exist global functions for which take 
place the correlation NCF2=CA.
This result gives one of argument in favour of the essen­
tial difference between typies of nonconstructibility NGF and 
NCF-1, on the one hand, and NCF-2, on the other hand. Using 
now the concept of NCF-2 and proofs of theorems 20 and 26, we 
can to generalize the theorem 20 on the case of NCF-2.
THEOREM 32. Let be an arbitrary global function in
alphabet A(a - prime) having set G of NCF-2. Then there does 
not exist set of CF c^GC^ and global functions in the
same alphabet such that
U<°iV(n4) “ G (i=1,iO
i i *■On the basis of new results on nonconstructibility in our 
work[6j the following theorem may be drawn.
THEOREM 33. d-dimensional(d^, 1) global function 
without NCF possesses NCF-1 iff the corresponding mapping 
7^  • C.— >CA is not closed, i.e. there exists CF c é  C.
such that ‘c = 0.
This theorem gives answer both on a number of questions 
from our book[2j and our problem 1 (lőj. Furthermore, it can be 
used for generalization of a number of the above-mentioned 
results on nonconstructibility in d-HS(d^1).
THEOREM 34. d-dimensional(d ^ -1) global function ' f  
without NCF possesses NCF-2 iff the corresponding mapping 
-£-(n). is closed; if mapping ^ i s  closed
(is not closed) then global function without NCF posses­
ses NCF-2(NCF-1). d- dimensional(d^1) function posses­
ses NCF or/and NCF-1 iff for it there exist MEC-1. The prob­
lems of the existence of NCF-1 and NCF-2 in d—HS(d^.1) with­
out NCF are decidable. If for d-dimensional(d)>1) global func- 
tuon there does not exist MEC-1 then for it there exist
NCF-2; the inverse affirmation to be wrong, in general.
Theorem 34 essentially generalizes the well-known Moore— 
Myhill’s criterion of the existence of NCF in d-HS(dx>1)o
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At the end of the paper we shall present solutions of a 
number of well-known mathematical problems. These problems 
once again corroborate the effectiveness of methods of the HS 
theory for the investigations of the mathematical problems.
In the well-known Journal “Scientific American“ for March 
1984 by Haies was presented the unsolved problem “Flights and 
falls of numbers-hailstones“, the essence of which can be for­
mulated as follows.
Let pQ=n be initial number, where n > 0  is arbitrary inte­
ger. The subsequent integers are generated in the following 
recurrent rule:
f W 2 , if
bpi-i » if 
P0=n
pi  ^ is even number
pi =A
1 'i'p P^_^ is odd number
w (i=1,2,3»• • • )
Numbers p^ form the numerical sequence SG(pQ) = ^pi^  (i=0,1,...). 
The following general question can be formulated: Is it pos­
sible to state the algorithm of behaviour of SG(pQ)-sequence 
elements (numbers—hailstones) for each integer pQ>0?
In this connection we have recently investigated this 
problem combining some theoretical methods and numerical expe­
riments on the personal computer ISKBA 226 JV]. Such approach 
allows to establish the behaviour of SG(pQ)-sequence for any 
initial integer pQ> 0. In brief outline the essence of such 
approach comes to the following.
For numerical experiments with sequence SG(pQ) was worked 
out mathematical program for personal computer(PG) ISKBA 226 
in BA SIC-language. This program essentially use some quick 
parallel algorithms of 1-HS. As a result the computation time 
of the numerical experiments with SG(pQ)-sequences decreases 
to a large degree. The numerical experiments on the PC ISKRA 
allow to prove that any SG(pQ)-sequence contains element p^=4 
(p0<£ 2000000; i=i(pQ)). On the other hand, theoretical methods 
allow to prove that any SG(p0)-sequence contains some element 
p ^ ^ 2000000. On the basis of the above-mentioned results the 
following interesting theorem can be formulated.
THEOREM 39. For any integer P0> 0 there exists integer
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m=m(pQ) >0 such that element m=m(po) in the SG(pQ)-sequence 
is equal to 4, i.e. each SG(pQ)-sequence is periodical with 
period 1=3, leading with element m=m(p0) (integer pQ >0).
This theorem gives complete answer on the above-mentioned 
question. To our knowledge this result is the best of its kind.
S. UlamjlJ has attempted to define heuristic studies of 
growth in 1-dimensional case on the basis of so-called "unique 
sum sö quences"(USS). Unfortunately, even here it is not easy 
to establish properties of these USS. By Aladyev and others 
[l,2,1oJ theoretical and experimental investigations of a mo­
dification of the USS were fulfilled. We investigated such 
1-dimensional model of growth by means of 2-HS and computer 
modelling. Then, Aladyev[V] worked out self-organizing program 
in BASIC-language for PC ISKRA 226(WANG 2200), which allows to 
carry out enough wide experiments with the USS.
Let N be set of all positive integers. Define binary ope­
ration w: X+Y— ^P (X,Y,P€N) on the set N. Elements P form a 
set N'CN. We shall consider only two typies of binary opera­
tion w defined on the set N:
(1) Wj! starting with the integers a and b(a<b) we construct 
new ones in sequence by considering sums of two previously 
defined integers, but not including in our collection those 
integers which can be obtained as a sum of previous ones in 
more than one way(obligatory conditions; we never add an in­
teger to itself$ in addition take part the very right eleme­
nts of the previous sections of the USS). Such sequences are 
denoted by USS1(a,b)j
(2) w2: By analogy with w^, but on condition that the second 
obligatory condition is omitted. Such sequences are denoted 
by USS2(a,b).
The elements a^ and of the USSk(a,b)(k=1,2) are cal­
led the twins if ai+1 - a.^ =p(a,b). The set of all twins for 
the USSk(a,b)(k=1,2) is denoted by B(p). Both modifications of 
the USS(a,b) has a number of interesting interpretations. In 
this direction the following interesting result can be formu­
lated.
278
THEOREM 36. Each USS2(a,b) Has the infinite set of twins 
at least a type B(a), B(b) or B(a+b)„ The USS1(a,2a) has the 
infinite set B(2a); the density of USS1(a,2a) with respect to 
set N is equal to 0; for USS1(a,2a) there exists formula 
a^=f(k,a) which allows to expresses elements a^ of sequence 
through variables a and k. The USS1(1,b) has the infinite sets 
B(b), B(b+1) for each integer b^,3t elements a^ of such sequ­
ences are expressed by formulas at=f^(k,b)(b=3)» ak=f^(k,b) 
(b=4) and a^=f^(k,b)(b^3). If a>1 and b/a-[b/a]>0 then in 
the USS1(a,b) all elements a^ of sequence are expressed by the 
formula ak=b+(k-2)a (k=3»4,5,•..); the set B(b) in such sequ­
ences USS1(a,b) is infinite.
To our knowledge this result is the best of its kind.
At last, we shall present a solution of well-known Stein- 
hays’s problem which can be formulated as follows. Let c^ .=
=p(1 »1 )• • .p(1 ft) be the first string of length t of binary ele­
ments p(1,i)(i=1 ,t) and t £^3+4k or 4+4k |k=0,1,2,.. .J>. The ele­
ments of the k-th string of length t-k+1 are derived in connec­
tion with the following recurrent rule:
p(k,i)=p(k-1,i) + p(k-1,i+1) + 1 (mod 2)
(i=1,t-k+1; k=2,t)
As a result, we have a triangular figure F^ which consists of 
symbols 0 and 1• The string c^ is called a solution of Stein- 
hays* s problem for the value t(S(t)-problem) if from it can be 
derived the figure F^ which contains the same number t(t+1)/4 
of symbols 0 and 1. We start from some remarks and definitions 
to present S(t)-problem*s solutions.
Let S(t) be the set of all kinds solutions of S(t)-prob- 
lem. It is easily verified that S(3)=^000,011,101, 110^ j and 
S(4)=^0011,0101,1010,1011,1100,110lJ; these two sets are cal­
led basic sets. Solution S(t) is called derivative (D(t)), if 
it can be presented in the form of concatenation S(t)=S(t^)... 
S(t ) of solutions SC^) with ti <t, 2E t^=t(i=1 ,n). A deriva­
tive solution D(t) is called basic (B^t)) if in its D(t)-rep- 
resentation SCt^) £S(3)US(4) (i=1,n).
For the purpose of modelling of the process of generation 
of the above-mentioned figures F^, we defined a special 2-HS.
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The detailed analysis of such 2-HS, which uses the profound 
properties of global functions shows that for each per­
mitted value t^.3 S(t)-problem has positive solutions. At the 
same time, a series of the interesting properties of SCO-prob­
lem’s solutions can be drawn. On the basis of such analysis 
and computer modelling on the personal computer ISKRA 226 
Aladyev[6-8] proved the following general result.
THEOREM 37. Let S(t), D(t) and B(t) be the sets of all 
solutions, derivative and basic solutions of S(t)-problem,ac­
cordingly. Then for any permitted value t ^11 take place the 
following correlations:
U  S(t) > #  D ( t ) > ^  B(t) > t.
For any permitted value t take place the following correlatio­
ns:
U  S ( t ) »  2t-r(t), 
/ 23k'2 -
where r(t) ^ [t/2j, and
if t 6 Í3+4k]< J 1 O O
if t
where &  U denotes the cardinality of the set U. Similar re­
sults take place for case of derivative solutions, also.
Thus, theorem 37 gives solution of the S(t)-problem for­
mulated by Steinhays for mathematicians(proiessicnals and 
amateurs) more 25 years ago. It is important to obsei’ve, too, 
that S(t)-problem can be generalized and results of theorem
37 can be generalized accordingly. Results in this direction 
can be found in Aladyev [ő-ö].
I hope that this work will help to clear up some general 
aspects of the mathematical theory of HS and its applications 
as well as giving information about the latest our results to 
scientists working on this topic of the modern cybernetics.
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INTRODUCTION. In Päun [5} are introduced $nd investi­
gated the valence grammars of type-1, i-o,l,2,3* la this 
paper we examine the relations between type-3 valenoe langua­
ges and the family of linear languages* Also, the generative 
capacity of linear valence grammars is investigated and some 
properties of the corresponding family of languages are 
presented.
In what follows we shall use the formal language theory 
terminology from Salomaa [ő] • The families of languages in 
the Chomsky hierarchy are denoted by , i=o,l,2,3» By
Lin an<^  ^ M LIN we- specify the families of linear and 
metalinear languages*
An additive valence grammar of type-i ( see Päun [ 5] ) 
is a construct G = ( VN , VT, S , P, v ) where (VN , VT , S, P)
is a type-i Chomsky grammar and v : P-— *Z. Por a derivation
D : S JL^x1=!L^x2 Ji=!>..* , we define v(D)=v(r-L)+v(r2)+
■ *
***v(rn). The language generated by G is:
In a similar way one defines the multiplicative valence 
grammars.s replace Z by Q+ (the set.of positive rational 
numbers), define viD^vir-^x v(r2)x.. *v(rn) and take as
"correct” only the terminal derivations D such that v(D)=l*
The families of type-i additive (multiplicative) valence 
languages are denoted by i=0,1,2,LIN,3*
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THE GENERATIVE CAPACITY OF LINEAR VALENCE GRAMMARS.First» 
we examine the relatione between the type-3 valence languages 
and the family of linear languages.
Lemma 1 The families are uncomparable with
^LIN*
Proof. In Päun 5^] it is proved that 
Therefore, it is enough to find languages L^, L2 such that
h  A V r  * £ LIH> L2 6 LIN ”
a) Let us consider the language generated by the grammar 
G with the rules: r^: S-— >aS, r2: S--->bS, r y  S--->cS,
r^: S — $>dS, r^: S — ?>d, with v(r1)=v(r^)=v(r5)«i=l, v(r2)= 
v(r^)=-l.
We denote by L^ the language L(G)A a*b*c*d* =
^ a nbmcpdq I n,m,p>o, q ^ l , n+q=m+p (*) } •
al) Clearly, the language L(G) is in i/lllj.
a2) We shall prove that L(G) is not in by showing
that is not in ^  LIN *
Let G’ = ( Vjj, VT , S, P ) be a linear grammar such that 
L(G*)=L^. As L^ is an infinite language, there is a derivation 
D : S ^ a A v ^ u x A y v ^ 4 > z ,  with xyt\, Prom the relation (*)
we hava xy^-j^a, d^j* and xy ^ {b, c^j* and so, it follows 
that 1) x^a1, y=b^; 2) x=ai , y=c^* 3) x^b^, y=o*^ j or 4) x=c* 
y=d^ ; i,j>o.
Now, it can be proved that there is a K, such that any 
word in L(G') gontains at most K symbols d. Hence L ^ L ( G ’) 
and L1 ^
Indeed, let D be a derivation as above with A the first 
recursive symbol and with x,y in the cases 1) or 2). Then the
string uxAyv has the form ua^Ab^v or ua^Ac^v. It follows that
v=bBctdq or v=c idq , respectively. We obtain that q4K, where 
K is the ni»Tlmim number of occurrences of symbols a(d) that
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can be introduced without recursive derivations.
b) Let L„ be the language generated by the grammar with
the rules S--->bSb, S -- ?aSa, §-- ?o.
bl) Obviously, Lp € o£LIN.
b2) We shall prove that 4
Let G = ( Vjj,' VT , S, P, v ) be a type-3 valence grammar 
generating Lp. There exists an infinite set of strings of the 
kl' kr kr klform : z = ba . ..ba ca b...a b, with arbitrarily large
kiand r. We say that ba is the i-th left component of z.
We put E= max {n \ A — 3> xB e P, n= |xl ^  . For each recursive
symbol A, we consider A = > a  A the shortest derivation from 
A, with n>o. We denote by the set of such derivations
( IviU < ©<=). Let N be max [n I D : A ^ > a nA, D É vAj.
If we take ki>K, where K is ! Pl-E + Ivftl-N, then for each
component of z there is a derivation from i# #D: A=»anA,v(D)^i.
Let us consider a terminal derivation D* of z. As r is 
large enough, then we can choose r > K and it follows that 
there are two left components i,J with i^J and there are two 
derivations ,Dj that contain a subderivation D as above.
D occurs p times in and q times in ; p,q> o. Using D,
p-1 times in and q+1 times in , we obtain a derivation
D" with the same valence as D'. Clearly the terminal string 
obtained is not in Lp. So, Lp £ D
Now, we examine the relations between the linear valence 
languages and the families ®^MLIN* an<*
Lemma 2 The family i0 uncomparable with mt.tw
and Zt.2*
Proof a) L^= ■[ anbncn n> 1 Í  £ A r LIH * 2^ * Indeed, L^
can be generated by the grammar with the rules: r-^ : S-— 5>aSc, 
rpj S— ?-B, r y  B =>bB, r^: B — ^b and v(r-j )*1 ,v(rp) =o ,
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r(r^)=v(r4 )=-l. As <t r £ 2 then L 3 & ^  2*
r nn n, n0 n0 n, n, n, t -»
b) Let L4={  a 1b ia ^b ^a ^b Ja 4b 4 | n±> 1, 14 i<: 4j be
a language. We shall proTe that ^ j^ ju -
bl) The language is generated by the grammar with the
rules: S — > A A A A , A  > a A b , A  ?b.
'b2) Let Q = ( VN, VT , S, P, v )
mar generating L^. For any string x,
n"L 4^. n4X = a 1b 1a ^b "a Jb 3a 4b 4
be a linear valence gram-
where
n. n,we shall call a b the i-th component, moreover, we call
"position” in x each subword of the form Of1, where °< ^ \a  ,b} .
If n^, 1 ^ 1 4 4 ,  are large enough, the derivation S^=$>z 
contains a subderivation D : T=^>xTy, where x,y must be
6 ^a,b} , i>o. Such a derivation can contribute to at 
most two positions and therefore at least three derivations 
D^i Ti'=^>xiTiyi » i=l*2,3» with v(D^)^o, are necessary.
Suppose v(D^)v(D^)> o. Considering a terminal derivation
D in which is used k times and J times, we can develop
the proof as in the proof of lemma 1 from Pgun [5] , So, we 
obtain a derivation D’ with the same valence as D but with 
the terminal string not in L^. Hence L^ £ L(G). Q
Lemma 3 The families vALi^ jjj an<l are uncomparable.
Proof a) There is a language L6 - r^ 2 •
(Indeed, there is a language L 6 and L ^ ^ ^ C s ]  ).
r kn k, j k \ - - -
b) Let L5= { a 1b 1...a rb r | r >1, ^ . . . . k ^  1 j .
bl) The language L^ is generated by the grammar with the
rules S — ?SS, S -- ?TtT-- >aTb, T-- *ab. Then L^ £ sC2.
b2) We can prove that L^ ^  ^ ^ l i n usin£ a method similar
to that given in the proof of the lemma 1 (point b2). Q  
Theorem 1 1) The following strict inclusions hold«
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^  ^  LIN C'A-’ilN C  ^ L I H  >
Ü )  M r3 c  MTílJt C.JIVC,
iii) Ä r3 e - M lltc  A V 2
2) The families in the next pairs are uncomparable :
( t/TU^ , «^jj), ( 'Mj, ^LIN^» ( ^^3» ^MLUf)»
 ^ ^ 2 ^ »   ^ ^ L I N *  ^  MLIN^ *  ^ V^ 'Í,IN* ^ 2 ^  * D
Open problems Which relations there are between
and the families (AVj and JCÍ.
^ * L IN
LIN
We denote by lri the family of unordered generalized 
vector languages of type-i (see Cremers and Mayer [ l] , \ 2~\ ). 
Using the idea from Dassow and Páun [ 3] we obtain the result:
Theorem 2 Air,LIN ^LIN and ^ LIN = u LIN* a
A property of the linear valence languages is given by: 
Theorem 3 Let L then there are L^ .Lg & JIV'^
such that:
i) LSLjLg >
ii) For any x e L^ (yeL^) there is ytLp (x é L^) such 
that xy é L.
Proof Using the classical way, we obtain this result.O 
If we replace "additive" by "multiplicative" the result 
holds too.
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The study of finite languages is a relatively new field 
within the theory of formal languages and has not been inves­
tigated extensively. Finite structures however, have much im­
portance in the theory of computers and they have gained an 
increasing interest in the past few years. In a sense, the 
study of finite languages needs some methods different from 
those which are developed for classical Chomsky-type languages.
In this note we extend a graph-theoretic concept for 
finite languages and raise the following problem. Let Lq be 
a given finite language of length k, i.e. all words of Lq con­
sist of exactly k characters. Denote by £(n,k) the set of 
all languages of length k, over an n-element alphabet. A 
language L6 L(n,k) is called L^-sa tu rated if Lq L but 
Lq C L 1 for every L'e£(n,k) such that L^L'.
Problem 1. If n and Lq are given,
(i) determine sat(n,LQ) = min : LG L(n,k), L is
L -saturated\ ;
(ii) describe the structure of LQ-saturated languages.
This problem can be raised in a far more general setting. 
Consider a collection S of given structures (graphs directed 
graphs, hypergraphs, partially ordered sets, finite languages, 
sets of sequences or permutations, etc.). Let _P be a proper­
ty such that if S,S’G S and S C S' then £ holds for S
2 S3
only if it holds for S'. Let : S->iR+ be an increasing 
function (i.e., /q(S) < yU(S') when S C. S'). Call a structure 
3 £ _5 P-sa tu ra ted if S does not have property _P but _P 
holds for every S'€S such that S^S'.
Problem 2. Determine
sat(S,P,j a ) = min fyu(S) : S£S, S is P-saturated }
In Problem 1, yU(L) is the number of words in L, _P is 
the property that L contains Lq , and S_ = L(n,k) .
Though Problem 2 is rather too general, there are several 
interesting particular cases of it which seem to be worth 
studying. For example, in Problem 1 we can replace |L| by any 
complexity measure. These measures usually are defined for 
grammars but they produce complexity measures for the language 
in a natural way:
prod (L) := min prod (G) ; symb (L) := min symb (G) j
G G
and so on, where the minimum is taken over all grammars G of 
a given type (regular, context-free, etc.) and producing L.
Another possibility is to consider subclasses of L_(n,k). 
Tne simplest particular case is the family of symmetric lan­
guages of length 2: L*(n) = L( n) : ab é L ^  ba £ , where
L_(n) = k(n>2) • Define sat*(n,LQ) = min {|L\ : L€L*(n), L is
L -saturated1? . 
o 3
As a matter of fact, the restriction should not necessa­
rily De done for L , because the problem of determining 
sal ^n,LQ) makes sense even if L (n) . Similarly, in Pro­
blem 2 we only have to assume that _P holds for all struc­
tures S 6 S which are maximal under inclusion (i.e., SCS' 
€S implies S = S'). In case of L. (n) however, one can assume 
that Lq is symmetric, without loss of generality, as shown by 
the next proposition. For the moment, let us write L-^ |_9 if
ab € L . implies ab€L. or ba 6 L . where i =3-i for i = l,2.i 3 3
Proposition 3. If L-^L^ then sat (n,L^) = sat (n, ) .
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Let l2 denote that L a n d  {ab,ba^c L-^ if
and only if {ab,ba|dL2 .
Problem 4. When does L2 imply sat(n,L^) = sat(n,L2) ?
Problem 5. Let L^—  L2 and suppose that L^' is L^-satu- 
rated. Under what assumptions does an L2~saturated L^’ exist 
such that L2'C;l '^ ?
If Lq belongs to a subclass of L-(n) then the function 
"sat" may or may not be restricted to the same subclass. An 
interesting case is when Lq is asymmetric, i.e., ab€LQ 
implies ba^LQ . Set L~(n) = {L€L/n) : L is asymmetric^ and 
define sat (n.L^) = min ^\L| : Lg L (n), L is LQ-saturated I .
Trivially,
sat™ ^ sat and sat* sat (1)
for all possible n and Lq .
Problem 6. Find necessary and/or sufficient conditions for 
having equality in (1).
Connection with graphs and digraphs
If L€J_(n), L can be identified with a directed graph 
G = Gl on n vertices: ab is an edge of G if and only if
ab € L. Similarly, there is an obvious one-to-one correspond­
ence between symmetric languages L€L^(n) and undirected 
graphs on n vertices. Hence, the next theorem is equivalent 
to a result of Kászonyi and myself M .
Theorem 7. For every symmetric language L0 there exists a 
constant c = c(L ) such that sat*(n,L ) < cn .
This result can be extended from L*(n) to L.(n) (the
two proofs however, are somewhat different).
29 0
Theorem 8. For every language Lq of length 2 there exists 
a constant c = c(L ) such that satin,L ) < cn.
The following conjecture seems to be the most challenging 
open question at the moment.
Conjecture 9. For every given Lq , the limit
lim sat(n,L )/n exists, 
n —
For graphs, I raised this question several years ago. I 
find it worth mentioning in its original form also, because it 
has not been published previously and an affirmative answer 
would be fundamental in the theory of saturated graphs.
Conjecture 10. For every graph F tnere exists a constant 
c = c(F) such that sat(n,F) = cn + o(n) .
In general, this conjecture is still unsolved. Of course, 
it is known to be true when there is an exact formula for the 
value sat(n,F). These cases are when F is a complete graph 
(Erdős, Hajnal and Moon [33) or F consists of pairwise dis­
joint edges (by a structure theorem of Mader [53) or it is a 
cycle of four vertices (Oilman [ö3) or a star or a path (Ká~ 
szonyi and Tuza [4]).
Quite recently, some development has been achieved con­
cerning Conjecture 10. Truszczyrfski and I [7] proved it for 
some class of graphs; more precisely, an infinite class of 
graphs F has been constructed such that c(F) exists and is 
smaller than 1. Certainly, if F is connected and c(F) <  1 
then F must be a tree. This property however, does not 
necessarily hold for the connected components of an F. There 
are several disconnected examples F having no more than one 
tree component. Therefore, as a first step towards the solu­
tion of Conjecture 10, it would be interesting to see the 
answer to the following question.
Problem 11. Characterize those trees T for which
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c(T) = lim sat(n,T)/n < 1 .
For some particular values of c(F) , such a description 
will be found in [7l. For example, c(F) = 1/2 if and only if 
F has no isolated edges but it contains a connected component 
isomorphic to a path of 3 or 4 vertices.
We note that in all known cases
sat(n,F) = cn + 0(1) (2)
holds, in spite of the surprising fact that sat(n ,F) is not 
always an increasing function of n. It may happen that Conjec­
ture 10 (and 9 also) holds in the somewhat stronger form (2). 
Let us mention one more problem which seems to be important.
Conjecture 12. If Lq has length k, then sat(n ,Lq )=0 (n^ )^
Related questions on graphs
Let F be a simple undirected graph. Finding the value 
of sat(n,F) is the natural counterpart of the well-known Túrán 
type problems where the question is to determine the maximum 
number of edges in graphs of n vertices which do not contain 
F as a subgraph. (Such a graph is always F-saturated.) This 
topic has an extended literature and is cleared up almost per­
fectly when the chromatic number of F is at least 3 (for the 
details and references, see [2]).
Another fruitful direction is related to the case when 
the graph F is complete. Then a graph G is saturated if 
and only if its complement G satisfies the following proper­
ty: The minimum cardinality of a vertex set meeting all edges 
of G decreases whenever an edge is deleted from G. This 
" '"C-critical" property is important in the study of hyper­
graphs also (see e.g. [1] or [8]).
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Strongly saturated and weakly saturated structures
There is another possibility to formulate Problem 2. Let 
yj^:S~>IR+ be a given increasing function. Call a structure S 
V^-saturated if -*2(S')> ?£(S) for all S', S ^ S ’e S. If is
defined as the characteristic function of _P, i.e. -^(S) = 1 if 
S satisfies P and "^ (S) = 0 otherwise, then S is -saturated 
if and only is it is _P-saturated. This formulation makes it 
possible to weaken the definition in two ways.
For the given collection S of structures, let /U,7 :S-|R+ 
be two increasing functions. We say that an S G.S is st ronqly 
ry -saturated if ^(S’) > S) for all S ’GS, S<^S*. Define
s-sat (S, yy , JA ) = min {yU(S) : SGS, S is strongly ^-satu­
rated] . (For a given structure SQ, putting ^(S)=0 if S& S 
and *£(S)=1 if SQC: s, saturated and strongly saturated struc­
tures coincide.)
As another extension, weakly ^ - saturated structures can 
be defined as follows. Call a sequence S-^ , S2 ,. .. ,S^ strong 
chain if S-^ ^  S2 ^  .. . ^  , S^S S for 1^ ii k, and for all i
(1$ i ík-1) S±C  S C  Si + i implies S=S^ or S=S^ + -^ if S£ S. Sup­
pose there is exactly one maximal S*6S. Then an Se S is called 
weakly V^-saturated if there exists a strong chain S-^,...,S^ 
with S-^ =S, S^S*, such that ) < ry (Si +1) f°r all i» 1 $ i“$
k-1. The problem is to find
w-sa t (S, yy , yU) = min {^(S) : SGS, S is weakly -sa t urated^ .
It may happen that S contains several maximal members.
Then there are two possibilities to extend the definition. Let 
us call a chain S^,...,S^ yy -increasing if Yy ( S,^ ) < Yy ( Si + -^ ) for 
all i^k-1. A structure S es may be called weakly -saturated 
if (a) for every maximal S*GS, S CLS*, there is an ^-inc­
reasing strong chain S^,...,S^ with S^=S and S^S*; or, under 
an even weaker assumption if (b) there is an ^-increasing 
strong chain such that S-^S and is a maximal mem­
ber of S.
An important particular case of strongly and weakly satu­
rated structures occurs when a given SQ is fixed and ry(S) de­
notes the number of substructures of S which are isomorphic to
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Sq. In this case our definitions coincide with those given for 
graphs in [2"],, and this is the reason why we use the same ter­
minology. Note however, that strongly saturated property is 
weaker than the saturated one i.e., if v|(S) is the number of 
substructures of S, isomorphic to Sq , and _P means SqC S, then 
w-sat (S, ^.^M) s-sat (S, yj ,^ m ) ■$. sat(S,P,yU) . (3)
Now it is quite natural to put the following question.
Problem 13. Under which conditions does equality hold in one 
or both parts of (3)?
This question seems to be very hard to answer, even in the 
"simple" particular cases. For example, if Lq is a complete and 
symmetric language of length 2 then equality holds in (3) but 
to show this statement one has to use linear algebraic methods. 
In [9]] I proved that every L€ L(n) can be generated by20(n /log n) context-free productions, and this upper bound is 
best possible. So at the end of this paper let me raise a pro­
blem which differs from the previous ones.
Problem 14. If and n are given, determine {max c(L) : 
L&L(n), L is LQ-saturated } , where c(L) is the minimum number 
of productions in a context-free grammar generating L.
References
1 C.Berge, "Graphs and Hypergraphs , " North-Holland , 1973.
2 B.Bollobás, "Extremal Graph Theory," Academic Press, 1978.
3 P.Erdős, A.Hajnal and 3.W.Moon, A problem in graph theory,
Amer. Math. Monthly 7JL (1964) 1107-1110.
4 L.Kászonyi and Zs.Tuza, Saturated graphs with a minimal
number of edges, 3. Graph Theory, in print
5 W.Mader, 1-Faktoren in Graphen, Math. Ann. 201 (1973) 269-
282.
6 L.T.Oilman, l<^ ^-saturated graphs with a minimal number of
edges, ijn: ' Proc. 3rd South-East Conference on Combi­
natorics, Graph Theory and Computing, pp. 367-392.
7 M.Truszczyrtski and Zs.Tuza, Asymptotic results on saturated
graphs, in preparation
8 Zs.Tuza, Critical hypergraphs and intersecting set-pair
systems, 3. Combinatorial Th. , Ser. B., 39_ (1985) 134-145.
9 Zs.Tuza, On the context-free production complexity of finite
languages, submitted
1
1985-ben m egjelentek :
166/1985 Radó Péter: Információs rendszerek számitógépes 
tervezése
167/1985 Studies in Applied Stochastic Programming I. 
Szerkesztette: Prékopa András /utánnyomás/
168/1985 Böszörményi László - Kovács László - Martos 
Balázs - Szabó Miklós: LILIPUTH
169/1985 Horváth Mátyás: Alkatrészgyártási folyamatok 
automatizált tervezése
170/1985 Márkus Gábor: Algoritmus mátrix alapú logaritmus 
kiszámitására kriptográfiai alkalmazásokkal
171/1985 Tamás Várady: Integration of free-form surfaces 
into a volumetric modeller
172/1985 Reviczky János: A számitógépes grafika területe 
kitöltő algoritmusai
173/1985 Kacsukné Bruckner Livia: Mozgáspálya generálás 
bonyolult geometriáju felületek 2 1/2D-S NC meg­
munkálásához
174/1985 Bolla Marianna: Mátrixok spektrálfelbontásának és 
szinguláris felbontásának módszerei
175/1985 Hannák László, Radó Péter: Adatmodellek, 
adatbázis-filozófiák
176/1985 Számitógépes képfeldolgozási és alakfelismerési 
kutatók találkozója.
Szerkesztette: Csetverikov Dmitirj,
Foglein János és Solt Péter
177/1985 Gyárfás András: Problems from the world surrounding 
perfect graphs
178/1985 PUBLIKÁCIÓK'84
Szerkesztette: Petróczy Judit
Készült az Országos Széchényi Könyvtár Sokszorosító üzemében, Budapest. Felelős vezetőd Rosta Lajosné 
Példányszámú 320 
Terjedelemé 38 A/5 ív 
Munkászámaé 86 Z k Z


