In this work we are concerned with an efficient numerical solution of a perfectly matched layer (PML) system for a Maxwell scattering problem. The PML system is discretized by the edge finite element method, resulting in a symmetric but indefinite complex algebraic system. When the real and imaginary parts are considered independently, the complex algebraic system can be further transformed into a real generalized saddle-point system with some special structure. Based on an crucial observation to its Schur complement, we construct a symmetric and positive definite block diagonal preconditioner for the saddle-point system. Numerical experiments are presented to demonstrate the effectiveness and robustness of the new preconditioner.
proposed by Bérenger [2] for the time-dependent Maxwell equations, in an intention to construct a fictitious layer outside the "region of interest" so that plane waves entering the layer can be well absorbed. This approach was developed in terms of a complex change of variables (or stretching) for the Maxwell problems in frequency domain; see, e.g., [8, 9, 11, 12, 17, 18] . The well-posedness of the PML system was studied, and the convergence of the PML solution to the one of the original Maxwell system in the infinite domain was also verified, provided that the truncated domain is sufficiently large [11] [8]. Furthermore, it was also showed in [11] [8] that the solution to the original Maxwell system in infinite domain is preserved by the PML system in the computational domain while it decays exponentially in the PML layer. Efficient preconditioned iterative methods have been well developed for the elliptic-type Maxwell's equations, with nearly optimal convergence rate independent of the mesh size; see, e.g., [13] [15] [19] and the references therein. However, not much has been done in literature on fast solvers for a PML system of the electromagnetic wave scattering problem when it is discretized by the edge finite elements. We are aware of only the recent work [21] and two works by Botros and Volakis, who presented the GMRES solver coupled with an approximate inverse preconditioner [6] , and proposed some optimal choices of the PML parameters and tested the numerical performance of the GMRES solver with these parameters [7] .
In this work we shall study some fast algorithms for solving the PML system of a Maxwell scattering problem. As we see, the stiffness matrix of the discrete system resulting from the edge element discretization of the PML system is complex, and symmetric but indefinite. When the real and imaginary parts are considered independently, the complex algebraic system can be further transformed into a real generalized saddle-point system with a symmetric but indefinite 2 × 2 block coefficient matrix. This coefficient matrix is essentially different from the coefficient matrices of the standard saddle-point systems arising from, e.g., the Maxwell system or Navier-Stokes equations: the two diagonal blocks are now both indefinite; the diagonal and off-diagonal blocks are both obtained from some indefinite curl curl-type second order differential operators. We shall propose a 2 × 2 block diagonal positive definite preconditioner, whose two diagonal blocks can be viewed as some regularizations of the diagonal blocks of the coefficient matrix and the Schur complement corresponding to the saddle-point system. This construction of the preconditioner is based on a crucial observation on the Schur complement, which has a very complicated structure. Numerical experiments will be presented to demonstrate the effectiveness and robustness of the new preconditioner.
The rest of the paper is organized as follows. In Section 2, we will introduce the PML equations for a Maxwell scattering problem and present some approximation results about the PML equations. We shall discuss in Section 3 the edge finite element discretization of the PML system, then construct two preconditioners for the discrete edge element system, and provide some analysis on the preconditioners based on a general framework in Section 4. Finally, we present some numerical examples to illustrate the competitive behavior of the preconditioners in Section 5.
PML system and its convergence
For the ease of notation, we shall restrict all our discussions from now on in two dimensions, but all the results can be naturally extended to three dimensions. The theoretical results about the PML system to be introduced in this section were demonstrated only for three dimensions in [8] , but are also true for two dimensions (see Section 7, [8] ). So we shall cite these results directly from [8] below.
Let Ω 0 ⊂ R 2 be a bounded domain containing the origin with a boundary Γ 0 , and Ω c 0 the complement of its closure. Then for a sufficiently large positive constant L, we define three domains Ω 1 , Ω 2 and Ω 3 (see Fig. 1 ):
and set Ω L = Ω 1 ∪ Ω 2 ∪ Ω 3 , with Γ L being its boundary. For a vector-valued function v = (v 1 , v 2 ) t and a scalar function g, we shall adopt the following conventional definitions:
In this work, we shall consider the following electromagnetic wave scattering problem by the impenetrable scatterer Ω 0 [8] :
where τ is unit tangential vector on Γ 0 , µ and ε are the magnetic permeability and the electric permittivity, respectively, k is the wavenumber and g is the trace of a function g ∈ H loc (curl; Ω c ) on Γ 0 , where H loc (curl; Ω c ) denotes the set of functions on Ω c whose restrictions to Ω c ∩D are in H(curl; Ω c ∩D) for any bounded domain D. The system (2.1) is often complemented by the Silver-Müller radiation condition to select the physically interested outgoing waves [8] :
where r is the magnitude of the position vector (x, y).
It is easy to see that the system (2.1) reduces to the following one when the medium is homogeneous, i.e., µ = ε = 1,
Next we introduce the PML approximation of the scattering system (2.1) [8] . For this aim, we define an even function σ ∈ C 0 (R):
for a positive constant σ 0 (the PML strength), and the two functions
where z is a complex number. For z = i or 1 + i, we introduce the following complex stretching 6) which is a transformation between the rectangular coordinate system (x, y) and the complex coordinate system ( x, y).
Noting that Maxwell equations is invariant in different coordinates [16] , system (2.1) changes to the following equivalence system after the complex stretching T in (2.6):
where two operators ∇× and ∇× in the complex coordinate system ( x, y) are connected respectively with two operators ∇× and ∇× in the rectangular coordinate system (x, y) as follows: 8) where J, A and B are given by
Now we introduce a Hilbert space on the unbounded domain Ω c 0 :
and two bilinear forms: 
Using this integration by parts formula, we derive the variational formulation of (2.7):
where the bilinear form A(·, ·) is given by
Next we will present a few results on the estimates and convergence of the solution to the variational system (2.11), all under the following condition:
We have the following well-posedness for the PML scattering problem (2.11) [8] .
Corollary 1 Under the condition (2.13) , there is a unique u ∈ H g (curl; Ω c 0 ) to the system (2.11) , and the solution u coincides with the solution u to (2.3) in Ω 1 . And there are constants C > 0 and α > 0 such that the following stability estimate holds for L ≥ b:
Note that the model problem (2.11) is defined on an unbounded domain Ω c 0 , which is inconvenient for numerical computations. Now we truncate Ω c 0 by the bounded domain Ω L , and accordingly introduce the following Sobolev spaces on Ω L :
Then the approximate variational problem of (2.11) on the bounded domain Ω L can be formulated as follows:
where
The system (2.14) has a unique solution provided that L is large enough; see [8, Theorem 6.1] , and this solution converges to the PML solution on Ω L exponentially.
Corollary 2 (cf. [8, Theorem 6.2]) Under the condition (2.13), there is a positive con-
Using Corollaries 1 and 2, we have the following approximation theory.
Theorem 1 Under condition (2.13)
, the solution u L to the PML system (2.14) approximates the solution u to the system (2.3) in Ω 1 exponentially.:
Noting that the curl operator ∇× in equation (2.14) is inconvenient for numerical computations, we will transform it to the common curl operator ∇× on Ω L . For this purpose, we introduce a complex Sobolev space:
where g r and g i are the real and imaginary part of function g, and (with l = r or i)
Using the above space and (2.8), we can write (2.14) equivalently as follows:
Without loss of generality, we shall consider only the case with z = i. Then by direct complex arithmetic computings, we can write J −1 and (AB) −1 explicitly as
where α, β, D and E are given by
,
Now we separate the real and imaginary parts of u L and write u L as
Then a straightforward computation gives the equivalent weak formulation of (2.17):
Edge element discretization and preconditioners
In this section we shall discuss the edge element discretization of the PML variational system (2.21) and some effective preconditioners for the discrete system. Assume that Ω L is covered by a quasi-uniform triangulation T h of triangular elements, with h being the maximum diameter among all the triangles in T h . Let E h be the set of all edges in the triangulation T h . We will use the lowest order edge elements of the first family for the discretization:
with l = r and i. Here R 1 is the following space of linear polynomials:
where P 0 andP 1 are respectively the space of constants and the space of homogeneous linear polynomials. Similarly, we can define V h,0 (Ω L ). Now we can formulate our edge element approximation of the variational problem
The major goal of this work is to propose an effective preconditioner for the use in an iterative method for solving the edge element system (3.2). For the purpose, we first write the system (3. 
With these expressions, we can obtain the matrix-vector form of the weak formulation (3.2):
where F is a vector that absorbs the information of g r and g i on Γ 0 , and M is a 2 × 2 block matrix given by
with A and B being the stiffness matrices associated respectively with the bilinear forms
The matrix M in (3.4) is symmetric but indefinite. We can observe the following unfavorable features of matrix M: the coefficient function α in the bilinear form (3.5) may change signs and vanish in some part of Ω L ; both diagonal blocks A and −A are indefinite themselves; and the off-diagonal blocks B are generated from an indefinite curl curl-type second order differential operator, similarly to the diagonal block A. So the generalized saddle-point system (3.3) is essentially different in nature from the standard saddle-point systems arising from, e.g., the Maxwell system or Navier-Stokes equations. Hence it is rather challenging to construct an efficient and robust preconditioner for the generalized saddle-point system (3.3).
Next we shall construct a Schur complement-type preconditioner for the saddle-point system. To illustrate our motivation, we shall first present a simple block-diagonal preconditioner.
A simple preconditioner
As usual, we assume that the original electromagnetic scattering problem (2.1) and (2.2) has a unique solution, and so the matrix M is nonsingular. Without loss of generality, we assume that both A and A + BA −1 B are nonsingular in the rest of the paper; otherwise, both B and B + AB −1 A are nonsingular, and we can then proceed our study in a similar manner.
LetÂ be the stiffness matrix induced by the following bilinear form
It is easy to see that matrixÂ is symmetric and positive definite. The bilinear formâ A can be viewed as a regularization of the bilinear form a A in (3.5), the matrixÂ should be an efficient preconditioner for A. Then we may take the following block-diagonal matrix to be a simple preconditioner for M in (3.4):
Unfortunately, this simple preconditioner does not work well, as we shall see from the numerical experiments in Section 5. In the next section we will construct a more efficient preconditioner for M.
A preconditioner based on Schur complement
We can easily see that the Schur complement of the system (3.3) is A + BA −1 B. This suggests us a natural more effective preconditioner than (3.8):
However, the inverse of the Schur complementÂ + BÂ −1 B is difficult to realize numerically. We shall work out below an approximation of the Schur complement, which can be implemented much more effectively.
Let I be the identity operator. By the definition of the matrixÂ in (3.7), the differential operator definingÂ can be written in the form:
Then the differential operator corresponding toÂ −1 may be formally, and approximately, written as
Similarly, the differential operator defining B can be written in the form
Therefore, the differential operator corresponding to the Schur complementÂ + BÂ −1 B may be formally, and approximately, written in the form
whereα andD are given bŷ
Here the factor 1/2 can be viewed as a relaxation parameter, which reflects some balance between two diagonal blocks in the proposed preconditioner (see below). The bilinear form corresponding to the operator (3.13) can be defined by ∫ [20] or the HX preconditioner [14] . This is an important advantage of the proposed preconditioner for applications.
Analysis
In this section we propose a general framework for the analysis of the efficiency of the preconditions of the typeP in (3.17) for the global system M in (3.3).
General framework
Let W h (Ω L ) be a general three-dimensional vector-valued finite element space associated with the triangulation T h of domain Ω L , and A and B be two symmetric (not necessary positive definite) discrete operators mapping from
, we consider the following operator equation:
We assume that the system (4.18) is uniquely solvable, namely the coefficient operator
is nonsingular. Then we can easily check that either both A and A + BA −1 B are nonsingular, or both B and B + AB −1 A are nonsingular. Without loss of generality, we assume that both A and S = A + BA −1 B are nonsingular in the rest of this section. For the case when both B and B + AB −1 A are nonsingular, we can proceed our subsequent study in an exact same manner.
be two symmetric and positive definite operators, which are assumed to be two efficient preconditioners respectively for A and the Schur complementÂ + BÂ −1 B, that is, the following conditions hold forÂ: 20) while the following conditions hold forŜ:
We can easily see from (4.23) and (4.20) that
whereÃ,B andÃ are given bỹ
Theorem 2 Let γ 1 , γ 2 and C 3 be three positive numbers satisfying (4.20) , (4.22) and (4.24) , and γ = C −1
Proof. First, it can be verified directly that
Then we can derive by using (4.20) and (4.22) that
This implies that, for any
It is straightforward to check the following factorizatioñ
This, along with (4.30), suggests us to define
Then using (4.30) we deduce
which implies that
It follows from (4.24) and (4.25) that
or equivalently,
Then, we can further derive by (4.32) that
. (4.34)
Similarly we can obtain
Now the desired estimate (4.26) is a direct consequence of (4.31), (4.34) and (4.35). 
Theorem 3 Let
Proof. We can easily see from (4.19) and (4.21) that
Using these two estimates and the following factorization ofM ,
we can readily derive the desired estimate as follows:
where we have used (4.33) to estimate the upper bound of the operatorÃ −1B .
An application
If we choose the space W h (Ω L ) to be the edge element space V h,0 (Ω L ) defined in Section 3, and two discrete operators A and B such that
. Then the edge element system (3.3) can be written in the operator form (4.18) . LetÂ andŜ be the operator forms of the matricesÂ andŜ defined in Section 3.2, respectively. Noting that V h,0 (Ω L ) is a finite dimensional space, and that both A and S are nonsingular, we can easily know that the positive numbers γ 1 , γ 2 , C 1 , C 2 C 3 satisfying (4.19)-(4.24) always exist, possibly depending on mesh size h or growing slowly when h decreases. In particular, when these positive numbers are independent of the mesh size h or grow very slowly (e.g., logarithmically) when h decreases, the preconditionerP in (3.17) will be a very efficient preconditioner for the matrix M in (3.4). But we are still unable to establish very satisfactory estimates of these positives numbers for our current choices ofÂ andŜ, although our numerical experiments in the next section suggest the existence of some nice constants which grow very slowly when h decreases. The main difficulties lie in two facts: (1) the operator A in (4.18) is indefinite itself; (2) the coefficient α in the bilinear form a A in (3.5) may change signs and vanish in some part of Ω. We are unaware of any existing theories which may help assess the performance of some preconditioningtype methods for the generalized saddle-point system like (3.4) . It is the first time to provide in this section a set of criteria for such assessments.
The preconditionersÂ andŜ we proposed in Section 3.2 which form the global preconditionerP (cf. (3.17) ) for matrix M (cf. (3.4) ) are just one possible choice. One may apply or construct any other more efficient preconditioners for matrix M, especially those for which the positive numbers γ 1 , γ 2 , C 1 , C 2 C 3 satisfying (4.19)-(4.24) can be estimated explicitly in terms of h and grow slowly when h decreases. This topic will be studied further in our future work.
Numerical experiments
In this section we present some numerical results to illustrate the effectiveness of the preconditioners introduced in Section 3. We shall take a model example from [8] , which is the PML equations to approximate the electromagnetic scattering problems in two dimensions.
In our experiments, we take the coefficients in the scattering system (2.1) and its boundary data g to be
where H . Furthermore, we take the PML parameters and the PML domain Ω L in Section 2 to be
The two components of u, i.e., its real and imaginary parts u r and u i , are showed in Figs. 2 and 3, respectively. We are interested in the approximate solution to the PML system (2.17) only in the computational domain Ω 1 = (−2, 2)
, so we will show the edge element PML solution in Ω 1 , namely the solution to the algebraic system (3.3). For solving the edge element system (3.3), we use the MINRES method without any preconditioner and the preconditioned MINRES method with the preconditioners introduced in Section 3, and compare the performance of these two methods. The iterations are terminated when the relative L 2 -norm of the residual falls below 10 −6 , and the number of iterations and the required CPU times are reported.
In Table 1 , we can see the numbers of iterations and the required CPU times with different mesh sizes when the MINRES method is applied without any preconditioner. We may observe from Table 1 that the condition number of the matrix M grows quickly as the mesh size h reduces, so the MINRES method (without any preconditioner) is quite expensive and impractical for solving such a PML system like (3.3) when the system is of large size.
Next we shall test the performance of two preconditioners, the simple block-diagonal preconditioner K in (3.8) and the Schur complement-type preconditionerP in (3.17), when they are used with the preconditioned MINRES method for solving the PML system (3.3). As our aim is to find the effectiveness of the proposed preconditioners and do not study the further preconditioning for the preconditionersÂ orŜ used in (3.17), we shall implement the actions ofÂ −1 andŜ −1 by the PCG iteration with the HX preconditioner [14] , whose action involves the solutions of three simple elliptic equations by the algebraic multigrid method. This makes the implementation of the preconditionerP very convenient and computationally cheap.
We first solve the PML edge element system (3.3) by the preconditioned MINRES method with the simple block-diagonal preconditioner K in (3.8). The number of iterations and the CPU times are reported in Table 2 , where Iter stands for the average number of iterations used in evaluating the actions ofÂ −1 . We can see from Tables 1 and 2 that the preconditioned MINRES method with the simple block-diagonal preconditioner K outperforms essentially the MINRES method without any preconditioner. But the convergence of the former deteriorates still rapidly when the mesh size reduces. Now we solve the system (3.3) by the preconditioned MINRES method with the new Schur complement preconditionerP in (3.17) . The errors of the PML edge element solutions are listed in Table 3 , from which we can see that the PML edge element solution converges optimally (with first order accuracy) in both The number of iterations and the CPU times are reported in Table 4 . We can see from Table 4 that the new Schur complement-type preconditionerP in (3.17) performs very well, and is much more effective than the simple block-diagonal preconditioner K in (3.8) when the discrete system becomes large. And most importantly, the number of iterations becomes more stabilized when the meshes are fine enough. Especially, we can see that the number of iterations for the coarse mesh h = 8/64 is nearly the same as the number of iterations for the much finer mesh h = 8/512, which results in a quite large discrete PML system, with a total number of degrees of freedom being 1,472,000. The convergence of this type in terms of mesh size is what we like to see in most applications.
