Genomes are organized into complex higher-order structures by folding of the DNA into chromatin fibers, chromosome domains, and ultimately chromosomes. The higher-order organization of genomes is functionally important for gene regulation and control of gene expression programs. Defects in how chromatin is globally organized are relevant for physiological and pathological processes. Mutations and transcriptional misregulation of several global genome organizers are linked to human diseases and global alterations in chromatin structure are emerging as key players in maintenance of genome stability, aging, and the formation of cancer translocations.
G enomes in their native state are folded into complex higher-order structures. Hierarchical folding of DNA gives rise to chromatin fibers, chromosomes domains, and eventually chromosomes (reviewed in Felsenfeld and Groudine 2003; Belmont 2006; Woodcock 2006) . At the lowest level, DNA is wrapped around an octamer of core histone proteins, which are the primary architectural elements of the chromatin fiber, to form a nucleosome. Multiple nucleosomes are linked by stretches of DNA, often occupied by a linker histone, into a beads-on-a string fiber of 10 nm in diameter. This primary fiber is then further compacted onto itself to form higher-order fibers of various diameters, although their precise geometry in vivo is unknown (reviewed in Belmont 2006; Woodcock 2006) . At the next level of organization, the chromatin fiber folds into subchromosomal domains of 1 Mb in size (reviewed in Cremer and Cremer 2001; Cremer et al. 2006) . These subchromosomal domains in turn are folded to give rise to an interphase chromosome. In mammalian cells, the degree of fiber compaction from naked DNA to a chromosome is estimated to be on the order of 10,000-fold (reviewed in Belmont 2006) .
During interphase, chromosomes exist as chromosome territories (reviewed in Cremer and Cremer 2001; Misteli 2007) . A chromosome territory is defined as the nuclear space taken up by the DNA of a given chromosome. The term "territory" refers to the fact that the occupied space is compact, typically roughly ovoid in shape, with a volume of about 2-3 mm in diameter (reviewed in Cremer and Cremer 2001; Misteli 2007) . The internal structure of chromosome territories is poorly understood but likely consists of a highly interconnected and branched network of channels, which form between looping chromatin fibers (reviewed in Cremer and Cremer 2001; Misteli 2007) . This relatively open structure allows access of gene regulatory factors into the interior of chromosome territories. Although chromosome territories are discrete structures within the nucleus, neighboring chromosomes can overlap considerably and chromatin loops from one territory can easily invade the body of the neighboring territory (Visser et al. 2000; Branco and Pombo 2006) .
The higher-order organization of the genome into chromatin fibers and chromosomes is now known to critically contribute to gene regulation (reviewed in Fraser and Bickmore 2007; Lanctot et al. 2007) . It is therefore not surprising that defects in higher-order chromatin and chromosome organization cause disease. There is an increasing list of diseases in which changes in histone modifications have been documented, although it is often not clear whether these alterations are a cause or merely a side-effect of the disease process. Furthermore, although many disease-related epigenetic changes have implicitly been assumed to result in changes in higher-order chromatin structure, it is often not clear whether the observed disease phenotypes are because of structural chromatin defects or because of altered gene expression caused by local changes in histone modifications at particular genes. This article focuses primarily on disease mechanisms that involve bona-fide structural defects in chromatin.
ARCHITECTURAL CHROMATIN PROTEINS IN DISEASE
The higher-order structure of chromatin is mediated by a multitude of architectural chromatin proteins (reviewed in Woodcock 2006; Hock et al. 2007; Fanti and Pimpinelli 2008; Phillips and Corces 2009) . Although some of these proteins, such as linker histones, highmobility group proteins, and heterochromatin protein 1, decorate the chromatin fiber extensively, others associate with the fiber only locally and are often involved in formation of chromatin loops. Looping is a prominent and powerful mechanism of gene regulation because loops can bring together distantly located genome regions and in this way lead to physical proximity of a regulatory sequence and its target (reviewed in Misteli 2007; Phillips and Corces 2009) . Several key architectural chromatin proteins, many involved in looping, have been implicated in disease.
SATB1
SATB1 (Special AT-rich binding protein 1) is a thymocyte specific DNA-binding protein that was initially characterized because of its propensity to bind to AT-rich sequences that unwind in response to superhelical tension (Dickinson et al. 1992 ). This unique binding property already hinted at a potential structural role for SATB1 in higher-order genome organization. Such a role was confirmed by the finding that SATB1 forms a "cagelike" matrix within the nucleus of thymocytes and serves to anchor, via loop formation, a large number of genes whose activity is tightly regulated during T-cell differentiation (Cai et al. 2003) . Regulation of several T-cell differentiation genes is dependent on SATB1 and its loss leads to dramatic differentiation defects. Although some of these effects are likely because of a role of SATB1 in recruiting histone modifying activities and chromatin remodeling complexes, some of its regulatory function has been attributed to its ability to promote formation of higher-order chromatin loops (Cai et al. 2006) . For example, the activation of the T helper-cell cytokine locus 2 during T-cell differentiation requires the superposition of an upstream Locus Control Region (LCR) with its promoter region. SATB1 is required for this looping event and is found associated with the locus at what is likely the base of the loop (Cai et al. 2006 ). An unresolved issue is whether SATB1 acts itself as a structural scaffold for these loops or as an adaptor to an underlying structural component.
SATB1 appears to be a critical player in cancer. The expression level of SATB1 correlates with poor prognosis in breast cancer and its expression induces aggressive growth of breast cells in vitro, whereas its depletion reverses cancer metastasis in animal models (Han et al. 2008) . In metastatic breast cancer cells, SATB1 regulates a large number of genes predominantly involved in cell adhesion, cellular signaling, and cell-cycle regulation. SATB1 binds near many of these genes and its depletion leads to changes in their epigenetic makeup (Han et al. 2008 ). An attractive, although at present unproven, model is that SATB1 acts as a structural platform providing a base for chromatin loops and in this way tethers its target genes into a shared regulatory environment. Given that SATB1 is only expressed at relatively low levels in breast tissue, it will be interesting to determine whether the protein plays a similar role in other tumor types and whether it affects the same set of genes in other tumors. There are currently no reported mutations in SATB1 in cancer patients and it will be important to uncover the mechanism by which SATB1 is misregulated in cancer.
CTCF CTCF (CCCTC-binding factor) is a zinc-finger protein with a central, evolutionarily highly conserved, DNA-binding domain (reviewed in Phillips and Corces 2009). The protein is widely expressed, although levels and localization within the nucleus are tissue-and cell-type specific. Both loss of CTCF as well as its overexpression have severe and global effects on gene expression profiles and lead to physiological defects in development and differentiation. Increasing evidence suggests that CTCT acts mainly as an insulator protein blocking the action of enhancers on a gene target or to buffer genes from adjacent regulatory sequences (reviewed in Phillips and Corces 2009). Various observations suggest that CTCF exerts this insulator function via chromatin looping. CTCF forms homodimers and multimers on chromatin and CTCF-mediated chromatin loops have been shown for various genes including mouse b-globin, human MHC class II, and the imprinted H19/Igf2 locus (Kurukuti et al. 2006; Splinter et al. 2006; Majumder et al. 2008 ). Because of its ability to readily form loops and because CTCF is widely bound throughout the genome with between 15,000 -25,000 binding sites (Xie et al. 2005; Heintzman et al. 2009 ), it is a strong candidate for a global genome organizer (reviewed in Phillips and Corces 2009 ). This role is particularly strongly supported by the finding that CTCF can also mediate interchromosomal interactions. Genomewide studies have indicated that the imprinted H19/Ig2 locus on human chromosome 11 physically interacts with regulatory elements on other chromosomes and that these interchromosomal interactions are critical for efficient imprinting (Ling et al. 2006; Zhao et al. 2006) . CTCF associates preferentially with the repressed, maternal allele of H19/Igf2 in a DNA methylation-dependent manner and most of the interchromosomal interactions occur at the maternal allele and are dependent on CTCF, suggesting that the protein plays a key role in its repression (Yoon et al. 2007; Li et al. 2008) . It thus appears that CTCF acts as a global genome organizer by forming intrachromosomal loops and interchromosomal interactions.
CTCF has been implicated in various diseases. Trinucleotide repeat expansion diseases including Huntington's disease, fragile X mental retardation, and myotonic dystrophy are caused by excessive lengthening of microsatellite repeat sequences (reviewed in Orr and Zoghbi 2007) . For example, although a healthy individual has a stretch of fewer than 27 CAG repeats in their HTT gene, a Huntington's disease patient has typically more than 35. The trigger for repeat expansion is unknown. Recent evidence suggests that CTCF might contribute to generating fragile sites within repeats, thus facilitating their expansion (Libby et al. 2008 ). Mutation of a CTCF-binding site near a repeat leads to increased genomic instability and increased repeat length, similar to that seen in disease situations. Although not tested, it is possible that interference with CTCF binding, either by mutation of its target site or mutations in an interacting partner, may contribute to trinucleotide repeat diseases (Libby et al. 2008) . Defects in CTCF, and other genome organizers, may also play a key role in destabilizing expanded microsatellite repeats in other trinucleotide repeat diseases (reviewed in Dion and Wilson 2009 ).
CTCF has also been suggested to play a role in two human syndromes, Silver-Russell (SRS) and Beckwith-Wiedeman Syndrome (BWS) (Sparago et al. 2004; Eggermann et al. 2008) . BWS is a developmental disorder with variable clinical symptoms including increased frequency of tumors, macroglossia, and overgrowth. It is caused by aberrant activation of the normally maternally imprinted H19/Igf2 locus on chromosome 11. Several sporadic and familial mutations have been characterized in the H19/Igf2 region, which lead to the loss of CTCF binding sites, directly implicating CTCF in the disease (Sparago et al. 2004; Eggermann et al. 2008) . Similarly, in SRS, a developmental disorder characterized by severe growth retardation and body asymmetry caused by activation of the paternal allele of Igf2, mutations in CTCF binding sites have been identified (Schönherr et al. 2008) .
CTCF has also been implicated in cancer (Witcher and Emerson 2009 ). The tumor suppressor p16 is often up-regulated in cancer cells. This up-regulation coincides with a loss of the chromatin boundary definition around the locus leading to its activation and loss of chromatin structure in the vicinity of the locus (Witcher and Emerson 2009) . CTCF associates with the boundaries of the transcriptionally active p16 gene, but not its inactive form, and p16 activity correlates with CTCF binding. In contrast, reduction of CTCF nearly ablates p16 expression (Witcher and Emerson 2009) . Interestingly, the extent of CTCF binding in cancer cells is modulated by methylation of its binding site and cancer cells are well know to have global methylation defects. Although these observations strongly point to a role of CTCF in regulation of the tumor suppressor p16, other cancer relevant genes appear to be regulated in a similar fashion because silencing of the tumor suppressors RASSF1A and CDH1 also correlate with CTCF binding (Witcher and Emerson 2009 ). These observations allow for the possibility that CTCF plays a critical role in establishing and maintaining the higher-order chromatin structure around p16 and other tumor suppressor genes and in this way contributes to tumor prevention (Witcher and Emerson 2009) . Whether mutations in CTCF have an oncogenic effect is unknown.
Cohesin
Cohesin is a multiprotein complex involved in establishment and maintenance of pairing of sister chromatids during DNA replication and into mitosis (reviewed in McNairn and Gerton 2008; Peters et al. 2008) . The evolutionarily conserved complex consists of four core proteins, which are thought to form a ring around the replicated chromatids holding them together, and several accessory proteins involved in loading and maintenance of the complex (reviewed in McNairn and Gerton 2008; Peters et al. 2008) . Although the traditional role of cohesin is in holding chromatids together, alternate roles are emerging. Cohesin is expressed at robust levels in postmitotic cells that do not have a requirement for chromatid cohesion. Furthermore, genome-wide mapping studies in several species show nonrandom association of cohesin with the genome and its distribution is responsive to ongoing transcription, suggesting its involvement in higher-order chromosome organization. In Saccharomyces cerevisiae cohesin is predominantly associated with intergenic regions and binds near convergently transcribed genes, as it does in Schizosaccharomyces pombe (Glynn et al. 2004; Lengronne et al. 2004; D'Ambrosio et al. 2008; Schmidt et al. 2009 ). In mammalian cells, cohesin colocalizes strikingly with CTCF in insulator regions (Parelho et al. 2008; Wendt et al. 2008 ) and in Drosophila melanogaster, the complex is generally found near highly transcribed regions of the genome (Misulovin et al. 2008) . Further evidence for a role of cohesion in genome organization comes from the finding that a mutation in the cohesion subunit Smc1 leads to loss of boundary function at the silent mating type locus in yeast and mutations in the Scc2/Nipped-B subunit leads to promoter-enhancer defects in D. melanogaster (Donze et al. 1999; Rollins et al. 1999 ).
Mutations in cohesin components are the cause of two major multisystem developmental disorders, Cornelia de Lange Syndrome (CLS) and Roberts Syndrome (RS) (Krantz et al. 2004; Tonkin et al. 2004; Vega et al. 2005) . CLS is a dominant disorder with severe growth defects and mental retardation; RS is a rare recessive disorder characterized by pre-and postnatal growth deficiency and mental retardation. However, patient cells do not show chromatin cohesion or segregation defects, suggesting that the disease symptoms are related to the noncohesion functions of the cohesin complex (reviewed in Dorsett and Krantz 2009) . A likely scenario is that mutations in cohesin components weaken the complex's association with target sites throughout the genome and in this way interfere with its boundary and insulator function, possibly by cooperating with CTCF (reviewed in McNairn and Gerton 2008; Dorsett and Krantz 2009). Failure to properly define gene boundaries is predicted to result in widespread misexpression of genes and depletion of cohesin in human cells indeed leads to altered expression of several hundred genes (Wendt et al. 2008) . Interestingly, cohesin is increasingly implicated in development via control of several developmentally regulated genes, possibly explaining the pre-and postnatal growth and development defects typically seen in CLS and RS (reviewed in Dorsett 2009).
C-MYC
C-MYC is one of the prototypical oncogenes. It encodes a basic helix-loop-helix zipper transcription factor and plays a role in numerous critical events in cancer including proliferation, cell cycle regulation, and apoptosis (reviewed in Eilers and Eisenman 2008) . It has generally been assumed that c-myc exerts its function by acting on a few selected target genes whose misregulation would largely explain the oncogene's detrimental effects (reviewed in Eilers and Eisenman 2008) . However, genome-wide mapping of c-myc binding sites has revealed that rather than binding to a few target genes, c-myc binds to as many as 15% of human genes and also associates with intergenic regions, suggesting other functions for c-myc (Knoepfler 2007 ; reviewed in Eilers and Eisenman 2008) . Several other observations also suggest that c-myc might have a more global function in higherorder chromatin structure. In knockout cells, neuronal stem cells show striking defects in nuclear architecture and chromatin organization including reduced nuclear size, aberrant nuclear morphology, and wide-spread chromatin condensation (Knoepfler et al. 2002; Knoepfler et al. 2006) . Importantly, these changes appear to be independent of functional defects on proliferation and apoptosis, suggesting that they are not secondary in nature, further supported by the fact that acute disruption of c-myc recapitulates chromatin defects (Knoepfler et al. 2002; Knoepfler et al. 2006) . At the molecular level, loss of c-myc results in reduction of histone H3 and H4 acetylation but a marked increase in trimethylation of histone H3 lysine 9, consistent with an increase in heterochromatin in these cells. These observations strongly suggest that c-myc is a regulator of global chromatin structure and contributes to maintaining euchromatin in an open, accessible state (Knoepfler et al. 2006; reviewed in Knoepfler 2007) .
The mechanism by which c-myc functions in higher-order chromatin organization is unclear. One model suggests that that the protein attracts histone modifying activities and chromatin remodeling machinery to its many binding sites spread throughout the genome, thus, exposing large portions of the genome to them (reviewed in Knoepfler 2007) . Alternatively, the global effect of c-myc could be mediated by misregulation of a single, or a few, global chromatin modifiers. A candidate for this model is the histone acetyltransferase GCN5, which is a known target gene of c-myc (Knoepfler et al. 2006) . Its up-regulation on loss of c-myc may contribute to some of the observed changes in histone modification and possibly chromatin structure. The involvement of cmyc in higher-order chromatin structure, and particularly its effect upon histone acetylation, is of potential clinical relevance because c-myc is misregulated in a wide range of tumors and modulators of histone modifications are increasingly explored as potential anticancer drugs.
HP1
Heterochromatin protein 1 (HP1) is a prominent structural component of heterochromatin (Fanti and Pimpinelli 2008) . The family of HP1 proteins is evolutionarily conserved and in higher eukaryotes exists as three isoforms: HP1a, b, and g. HP1 proteins bind specifically via their chromo-domain to trimethylated lysine 9 on histone H3, enriched in heterochromatin, but are also present interdispersed throughout the genome (reviewed in Fanti and Pimpinelli 2008) . The protein is thought to crosslink multiple chromatin fibers by multimerization via its chromo-shadow domain thus leading to chromatin compaction. In addition to its structural role in heterochromatin, HP1 proteins can have both activating as well as repressive functions in gene expression. As silencing factors they are thought to condense chromatin in regulatory regions of target genes, particularly at promoters, thus preventing efficient transcription initiation. As activators, they might similarly create a particular chromatin environment conducive to transcription (reviewed in Fanti and Pimpinelli 2008) .
HP1 has been implicated in cancer in several ways. Reduced expression of various HP1 isoforms has been reported in multiple cancers including breast, brain, colon, and ovarian cancer (Dialynas et al. 2008 ). HP1 appears to be particularly important for cancer progression and the degree of HP1 loss correlates with poor prognosis, whereas increased HP1 levels correlate with reduced metastasis (Pomeroy et al. 2002; Ruginis et al. 2006) . A direct causal effect of HP1 has been shown in breast cancer where experimental depletion of HP1a from poorly invasive cancer cells increased their invasion capacity, but expression of HP1a in highly invasive cells decreased their ability to do so (Kirschmann et al. 2000; Norwood et al. 2006 ). These observations suggest that HP1a is a metastasis suppressor. The mechanism by which HP1 mediates this effect is not fully elucidated, but appears to involve global genome misregulation because a large number of genes with known connections to cancer and metastasis are affected by its depletion (Dialynas et al. 2008 ).
HIGHER-ORDER CHROMATIN STRUCTURE IN DNA REPAIR AND TRANSLOCATIONS
The first line of cellular defense against genome damage is the DNA repair machinery, which recognizes DNA lesions and corrects them before lasting damage can be done. There is increasing evidence that higher-order chromatin structure plays a key role in the efficiency of DNA repair (Goodarzi et al. 2009; reviewed in Misteli and Soutoglou 2009 ). For one, chromatin remodeling events are a prominent part of the DNA repair cascade (reviewed in Downs et al. 2007; Misteli and Soutoglou 2009 ). Early on, after a double-strand break (DSB) occurs, the chromatin around the break site rapidly decondenses, presumably to facilitate access of the repair machinery to the break site. Later in the repair process, several ATP-dependent chromatin-remodeling machines, mostly of the SWI/SNF family, are recruited to the break to prepare the chromatin for resection and ligation (reviewed in Downs et al. 2007; Misteli and Soutoglou 2009 ). The requirement for chromatin remodeling machines in efficient repair implies that the structural properties of chromatin influence the progression of the repair process and possibly also affect the susceptibility of chromatin to insult (Fig. 1) . Direct evidence for this comes from the finding that irradiation-induced DSBs located in heterochromatin are more slowly repaired than the same breaks in euchromatin (Goodarzi et al. 2008) . Although no kinetic studies have been reported to date, the most likely reason for the delay is the inefficient recruitment of the repair machinery into highly compacted chromatin because of reduced accessibility of binding sites. However, there is also the possibility that DSBs in euchromatin and heterochromatin use different repair mechanisms altogether. In support of this scenario, the repair of DSB in heterochromatin is significantly more sensitive to the activity of the major DNA repair kinase ATM (Ataxia telangiectasia mutated) and slowly repaired, persistent DSBs are preferentially found within heterochromatin rather than in euchromatin (Goodarzi et al. 2009 ). Removal of several architectural chromatin proteins, including HP1, KAP-1, or HDAC1/2, alleviates the delay in ATM-mediated repair, suggesting that these heterochromatin components act as a barrier for efficient repair (Goodarzi et al. 2009) (Fig. 1) . In line with this interpretation, HP1 is actively released from sites of DNA damage via specific phosphorylation of Thr51 and is only recruited at later time points, presumable when all critical repair factors have gained access to the DSB and normal chromatin structure needs to be re-established again (Ayoub et al. 2008; Luijsterburg et al. 2009 ). Further evidence that chromatin architecture affects the DNA response comes from observations on the HMGN1 protein (Highmobility group protein 1). HMGN1 is a sequence-independent global DNA binding protein implicated in transcriptional control via regulation of histone modifications (Hock et al. 2007 ). Mice lacking HMGN1 have a defective DNA damage response including reduced activating phosphorylation of ATM and its downstream targets CHK1 and CHK2, two key cell-cycle checkpoint signaling kinases (Birger et al. 2003; Kim et al. 2009 ). HMGN1 is not preferentially recruited to DSB but still plays an important role there. Loss of the protein leads to precocious accumulation of ATM on chromatin even in the absence of a DSB (Birger et al. 2003; Kim et al. 2009 ). The association with ATM on chromatin is controlled by the global level of acetylation of histone H3 on K14, which is known to be affected by HMGN1 (Lim et al. Upon removal, the DNA repair machinery can gain more immediate access to the DSBs. (B) In the less densely packed euchromatin regions, the repair machinery has freer access to the DSBs.
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Cite this article as Cold Spring Harb Perspect Biol 2010;2:a000794 2005). Further evidence for a critical role of chromatin structure in susceptibility to DNA damage and repair comes from analysis of the DNA damage response in embryonic stem cells, which are unique in that they have a strict requirement to maintain their genomes in pristine conditions because any genomic defect will be propagated as the stem cells differentiate into various tissues. ES cells lacking the linker histone H1, one of the key global architectural components of chromatin, are characterized by less compacted chromatin and, remarkably, have a heightened DNA damage response and are able to repair DSB more rapidly after irradiation (Fan et al. 2005; Murga et al. 2007 ). This is likely because of the global decondensation of chromatin in these cells since the effect can be mimicked by treatment of cells with the histone-deacetylase inhibitor trichostatin A, which also leads to chromatin decondensation (Murga et al. 2007 ). These observations suggest that chromatin structure directly affects susceptibility of the genome to damage and that different regions, such as heterochromatin and euchromatin, in the same genome respond differently to DNA damage. Defects in components involved in maintenance of higher-order chromatin structure are therefore candidates to promote mutations and therefore disease. Higher-order chromatin structure may not only be important for global susceptibility of the genome to DNA damage, but may also contribute to the formation of specific chromosomal translocations. This may occur by local changes in chromatin structure, which create local fragile sites making them highly susceptible to breakage. An intriguing observation in support of this scenario has been provided by analysis of the molecular mechanisms involved in formation of a chromosomal translocation involved in ALCL (anaplastic large cell lymphoma) (Mathas et al. 2009 ). Many ALCL patients carry a translocation between chromosomes 2 and 5 (t(2;5)( p23;q35)) leading to the synthesis of a fusion protein between nucleophosmin and ALK (anaplastic lymphoma kinase), constitutively activating the kinase. Intriguingly, a significant fraction of ALCL patients with indistinguishable disease symptoms lack the t(2; 5) translocation, clearly indicating the fusion protein is not necessary nor causal for disease. In analyzing the genes near the break points on chromosomes 2 and 5, it was found that several genes adjacent to nucleophosmin and ALK were already highly expressed even in patients without the translocation (Mathas et al. 2009 ). Although not experimentally tested, these results suggest that the chromatin structure near the breakpoints is altered even in the absence of the translocation. Interestingly, patient cells lacking the t(2; 5) translocation were more highly susceptible to form the t(2; 5) translocation than control cells, suggesting that the transcriptional activation of the flanking genes, and presumably the altered chromatin structure in these regions, predisposed cells to formation of the translocation (Mathas et al. 2009 ). It is attractive to speculate, that the transcriptional activation of the break-point proximal regions were brought about by improper recruitment of transcription factors to these sites, activating them and altering the local chromatin increasing their susceptibility to breakage and translocation. In this model, the first step in formation of a chromosomal translocation is the aberrant activation of genome regions, leading to their decondensation. Direct support for this scenario comes from recent finding that translocation breakpoints in prostate cancer contain binding sites for androgen receptor (AR), a transcriptional activator. Upon treatment with androgens, AR binds to these sites leading to chromatin remodeling, which may increase the susceptibility to DNA damage (Lin et al. 2009 ). This model is also supported by the finding that active alleles, but not inactive ones, of the translocation prone MYC and IGH loci, whose translocation causes Burkitts lymphoma, often associate with each other in the threedimensional (3D) space of the nucleus, predisposing them for translocation (Roix et al. 2003; Osborne et al. 2007 ). It will be important to further test this model by determining whether other translocation breakpoints are also characterized by heightened transcription and what the molecular mechanisms in this cascade of events are.
T. Misteli

SPATIAL CHROMOSOME ORGANIZATION IN CANCER
Chromosomal abnormalities in the form of translocations and aneuploidy are a general hallmark of cancer cells. While aneuploidy is generated by unequal chromosome segregation during mitosis, translocations occur during interphase by illegitimate joining of two or multiple chromosomes containing persistently damaged DNA such as double-strand breaks (DSBs). Because the formation of a translocation requires the physical interaction of the involved chromosomes, the spatial arrangement of chromosomes, i.e. their localization relative to each other, in the nucleus may contribute to determining which chromosomes undergo translocations (reviewed in Misteli 2004; . It has been proposed that translocations preferentially occur between neighboring chromosomes but not between more distantly located chromosomes (Fig. 2) . This is a particularly intriguing, and important, possibility because it is now well established that genomes are nonrandomly distributed within the nuclear space in a cell-type and tissue-specific manner (reviewed in Cremer and Cremer 2001; Misteli 2007) . A body of correlative evidence indeed suggests that the nonrandomness in spatial genome organization contributes to determining translocation partners (reviewed in .
A first hint for a role of spatial genome organization in the formation of translocations comes from the finding that in humans the acrocentric chromosomes, which contain nucleolar Translocations preferentially occur between proximally positioned chromosomes (red, green), and only rarely between distally located chromosomes (blue). Closely juxtaposed double-strand breaks (yellow stars) occurring at the interface between chromosomes create free chromosome ends, which may recombine to form a chromosome translocation by illegitimate joining.
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Cite this article as Cold Spring Harb Perspect Biol 2010;2:a000794 organizing regions (NORs) and cluster in nucleoli, undergo translocations to form Robertsonian translocations with higher frequency than many other chromosomes (Therman et al. 1989) . This is presumably because of their tight packing in the nucleolus, increasing their probability of illegitimate joining any time two or more DSBs are not promptly repaired. Similarly, the translocation frequency of chromosomes lining the nuclear envelope is elevated compared with internally located chromosomes (Bickmore and Teague 2002) . In addition to these general observations, many examples of correlations between physical proximity and translocation frequencies of specific chromosomes exist (reviewed in ). Mouse chromosomes MMU12, 14, and 15 are frequently involved in translocations in mouse lymphoma and these chromosomes are found in pairs or in triplet clusters in more than 60% of normal lymphocytes before the formation of a translocation, placing them in close spatial proximity and predisposing them to undergo translocations among each other once persistent DSBs occur (Parada et al. 2002) . Furthermore, chromosomes MMU5 and MMU6, which are frequently involved in translocations in kidney, are neighbors in more than 40% of normal hepatocytes (Parada et al. 2004 ) and human chromosomes HSA12 and 16, frequently translocated in adipocyte cancers, are in close proximity in differentiated adipocytes (Kuroda et al. 2004) . Translocations often occur between specific regions or genes of the two involved chromosomes and studies on the localization of the involved chromosomal breakpoints further strengthen the case for a role of spatial proximity in determining translocation frequency. The BCR and ABL genes, located on chromosomes 9 and 22, whose translocation leads to formation of a fusion protein, which is causal in chronic myeloid leukemia, are found in proximity to each other in normal hematopoietic cells at much higher frequency than would be expected based on their random distribution and significantly higher than observed for various other gene loci in the same nuclei (Lukasova et al. 1997; Neves et al. 1999; Bartova et al. 2000) .
In B-cells, the PML and RARa genes, located on chromosomes 15 and 17, respectively, which translocate to cause promyelocytic leukemia, are in close proximity (Neves et al. 1999 ) and the MYC gene on chromosome 8 and the IGH locus on chromosome 14, whose translocation leads to Burkitts lymphoma, are frequently juxtaposed (Roix et al. 2003; Osborne et al. 2007 ). Importantly, two less frequent Burkitts lymphoma translocation partners, Igk on chromosome 11, and Igl on chromosome 22, show less frequent association with their translocation partner MYC correlating with their limited propensity to translocate with MYC (Roix et al. 2003) . Proximity effects on translocation formation are not limited to gene loci located on different chromosomes but also apply to events on the same chromosome. The RET and the H4 genes are frequent translocation partners in thyroid tumors and are both located on chromosome 10 about 30 MB apart but are brought together in 3D space by looping of the chromosome fiber, thus juxtapositioning, and predisposing, them to undergo a mutual translocation resulting in an internal chromosome reversion (Nikiforova et al. 2000) . In addition to these correlative observations, direct evidence for a role of proximity comes from irradiation experiments in cells from anaplastic large cell lymphoma (ALCL). When cells which contain nonrandom pairs of closely positioned chromosome 2 and 5 were irradiation to induce DSBs, these two chromosomes formed translocations with significantly higher frequency than in cells where they were distant from each other, suggesting that their proximity facilitated their translocation (Mathas et al. 2009) .
A role for proximity in determining translocation outcome is in line with the wellestablished fact that translocation frequencies differ among tissues (Mitelman et al. 2007 ). For example, although translocations between mouse chromosomes 12 and 14 are often associated with lymphoma, translocations between chromosomes 5 and 6 are most prominently found in cancers of the kidney. The tissue-specificity of these translocations is paralleled by tissue specific organization of the involved chromosomes whereby chromosomes 12 and 14 pair in lymphocytes but not in hepatocyes, but chromosomes 5 and 6 pair in hepatocytes and not lymphocytes. It seems that the preference in translocation frequency is thus a reflection of the tissue-specific arrangement of the involved translocation partners (Parada et al. 2004 ).
The conclusion that the relative position of translocating regions is important in determining their interaction relies on the assumption that once DSBs form in a chromosome, the generated free ends are immobile and cannot widely roam the nuclear space to find other broken chromosome ends. Several lines of evidence indeed suggest that broken chromosome ends are immobile in the nucleus. Visualization of DSBs in chemically fixed and living cells, show that irradiated genome regions remain in place for extended periods of time (Nelms et al. 1998; Kruhlak et al. 2006) . Furthermore, single fluorescently tagged DSBs induced by sitespecific cutting with a restriction endonuclease remained stationary within the nuclear space . These experiments also revealed that the radius of motion of a DSB is limited to about 250 nm. The mechanisms responsible for DSB immobility are unknown but might involve tethering of DSBs to DNA repair foci.
The picture emerging from these observations is that translocations occur preferentially between already closely positioned genome regions and do not involve an extensive search process during which DSBs on multiple chromosomes diffuse through the nucleus in search of other DSBs (Fig. 2) . Translocations will only take place if two DSBs occur in chromatin of two adjacent, and likely intermingling, chromosomes and are not separated by more than 500 nm, corresponding to the combined radius of motion of the two DSBs (Fig. 2) . This model is in line with the finding that translocation frequencies between chromosomes not only correlate with their relative position but with the degree of overlap between the chromatin of adjacent chromosomes (Branco and Pombo 2006) .
The genome is continuously exposed to external insults such as irradiation and chemicals, which lead to DNA damage and DSBs.
The immobility of DSBs likely acts as a protective mechanism to ensure genome stability and it explains the relatively low frequency by which translocations occur. It is estimated that the genome in an individual cell suffers several thousand DNA damage events daily, including DSBs, however, translocations occur at frequencies of 10
27
. If DSBs were highly mobile within the nucleus, translocation frequencies would be much higher because randomly occurring DSBs would be able to rapidly find other DSBs in the same genome to readily undergo translocations. The intrinsic immobility of DSBs in the nucleus prevents the juxtaposition of multiple broken chromosome ends and allows the DNA repair machinery to resolve the defect before a translocation partner can be found. In this sense, the higher-order organization of the chromosomes and the chromatin fiber, and their immobility, act as a guardian of the genome.
HIGHER-ORDER CHROMATIN STRUCTURE IN AGING
Aging is characterized by several global changes in chromatin structure and function. Structurally, in aged cells several key architectural chromatin proteins, including the structural heterochromatin protein HP1, are lost because of posttranslational degradation (Scaffidi and Misteli 2006; Pegoraro et al. 2009) . Similarly, in the premature aging disorder HutchinsonGilford Progeria Syndrome (HGPS), caused by a mutation in lamin A, one of the major architectural elements of the mammalian nucleus, the same chromatin proteins are lost and, most likely as a consequence of their absence, morphologically discernible heterochromatin blocks and peripheral heterochromatin are largely missing from HGPS patient cells (Goldman et al. 2004; Scaffidi and Misteli 2006) . These defects are because of downregulation of the NUcleosome Remodeling and Deacetylase (NURD) chromatin remodeling complex (Pegoraro et al. 2009 ). Several components of NURD, including its catalytic histone deacetylase I (HDAC 1), are lost in normally aged and HGPS patient cells and removal
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Cite this article as Cold Spring Harb Perspect Biol 2010;2:a000794 of this complex from normal cells is sufficient to recapitulate most major aging-associated chromatin defects (Pegoraro et al. 2009 ). These observations are supported by the finding of reduced activity of several histone deacetylases in aged mice (Shen et al. 2008) . Aging-related structural defects in chromatin are also seen in yeast S. cerevisiae where instability of ribosomal repeats in the nucleolus have been associated with aging (Sinclair and Guarente 1997) and in Caenorhabditis elegans where both internal and peripheral heterochromatin blocks are lost during aging (Haithcock et al. 2005) .
The aging-associated defects in chromatin structure have various functional consequences. To start with, aged genomes are characterized by increased DNA damage and high levels of persistent DNA breaks, possibly brought about by structural changes, which increase the susceptibility of the genome to damage. Furthermore, probably as a consequence of loss of pericentromeric heterochromatin structure, physiologically aged and premature aged cells express normally silenced heterochromatic satellite III repeats (Gaubatz and Cutler 1990; Shumaker et al. 2006) . Physiologically aged and prematurely aged genomes also undergo wide-ranging changes in epigenetic modifications. Global DNA methylation is reduced in many aged mammalian tissues (Wilson and Jones 1983; Fraga and Esteller 2007) and several histone modifications are affected during aging. In particularly, and in line with the morphological changes in chromatin, the heterochromatinassociated trimethylation of histone H3 lysine 9 and the transcriptionally repressive trimethylation of histone H3 lysine 27 are largely lost in aged and prematurely aged cells (Scaffidi and Misteli 2006; Shumaker et al. 2006) . Conversely, global trimethylation of H4 lysine 20 increases with age (Sarg et al. 2002) . In S. cerevisiae, acetylation of H4 lysine 16 increases, and that of H3 lysine 56 decreases with age, whereas several other modifications are unchanged (Dang et al. 2009 ). The level of these acetylation events is dependent on the histone deacetylase Sir2 and is counteracted by the acetyltransferase Sas2 (Dang et al. 2009 ). Evidence that these changes in histone modifications are not merely bystanders in the aging process but actively drive it comes from the finding that mutations in histones H3 and H4, which interfere with their acetylation on lysine 16 or lysine 56 prolong lifespan (Dang et al. 2009 ). Given these extensive changes in histone modifications, not surprisingly, aged cells show dramatic and global misregulation of gene expression. Although some of these changes are likely part of specific aging-related gene expression programs including inflammation and cellular stress responses, others likely occur largely stochastically because of random changes in epigenetic modifications and chromatin structure.
The mechanisms that drive chromatin and epigenetic changes during aging are currently unknown (Fig. 3) . It has been suggested that the epigenetic alterations are largely triggered by DNA damage (reviewed in Oberdoerffer and Sinclair 2007) . In this scenario, randomly occurring DNA damage leads to chromatin remodeling and to redistribution of chromatin modifiers within the genome with modifiers being recruited away from their normal sites so that they can engage in the repair of the DNA damage and others being recruited to newly available sites. The redistribution of histone modifiers then leads to activation of aging-related gene expression programs and contribute to general, random misregulation of genes globally (Fig. 3) (reviewed in Oberdoerffer and Sinclair 2007) . This model is supported by the observed redistribution of the histone deacetylase SIRT1, which has previously been implicated in aging, in response to DNA damage and its association with genes, which are deregulated during aging (Oberdoerffer et al. 2008) . However, the model does not fully account for the observation that several epigenetic modifiers are lost, rather than redistributed within the genome, in normally and prematurely aged cells (Shen et al. 2008; Pegoraro et al. 2009) . Furthermore, at least in the premature aging syndrome HGPS, DNA damage is a late event and is unlikely the trigger for the observed epigenetic changes because the loss of key chromatin proteins, such as NURD, occurs before DNA damage and is followed by changes in chromatin structure and epigenetic modifications and only eventually the appearance of DNA damage (Pegoraro et al. 2009 ). An alternative model is that aging is primarily driven by steady loss of epigenetic modifiers brought about by continuous, often low level, exposure to cellular stressors (Fig. 3) . The loss or aberrant function of epigenetic modifiers alters the makeup of the global epigenome and as a consequence global chromatin structure, including loss of heterochromatin regions. This loss of heterochromatin may make the genome more susceptible to DNA damage, which, in a feedback mechanism, triggers further global epigenetic changes including aging-associated changes in gene expression programs and random misregulation of genes globally (Fig. 3) . These considerations make it clear that although the involvement of epigenetic modifications, chromatin structure and DNA damage are now clearly established as important components of the aging process, the precise interdependencies of these events remain to be elucidated (Fig. 3) .
CONCLUSIONS
The organization of the genome into higherorder chromatin and chromosomes is one of the fundamental features of eukaryotic cells. Not surprisingly, proper organization of the genome is essential for faithful genome function and defects lead to disease. Structural chromatin defects may come about directly by mutations or misexpression of bona-fide architectural chromatin proteins or chromatin remodeling activities. Alternatively, chromatin structure may be compromised because of impaired function of histone modifying activities, which in turn lead to structural chromatin changes. The number of known diseases Figure 3 . Chromatin effects in aging. A complex network of interactions links chromatin structure to aging. Cellular stress may directly induce changes in the epigenetic status of the genome leading to local and global chromatin remodeling, which in turn may make the genome more susceptible to DNA damage. Cellular stress may also cause DNA lesions itself. As part of the cellular response to these lesions, chromatin remodeling events occur and may lead to redistribution of epigenetic modifiers away from their regular binding sites and toward inappropriate targets, thus altering the epigenetic state of the genome. Alterations in global chromatin structure and epigenetic status lead to activation of gene expression programs including specific-aging associated programs such as activation of inflammation and cellular stress responses, but they likely also contribute to random misregulation of genes throughout the genome. These specific and nonspecific misregulation events likely act in a feed-back loop to further destabilize the epigenetic homeostasis of the aging genome.
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Cite this article as Cold Spring Harb Perspect Biol 2010;2:a000794 involving structural abnormalities of chromatin is likely to grow rapidly in the next few years. In many diseases involving gene misregulation, often assumed to be because of altered epigenetic modifications, chromatin structure has not been analyzed and it is possible that many "epigenetic" diseases are in reality diseases of chromatin structure. Furthermore, genome wide mapping of single-nucleotide polymorphisms is likely to reveal a significant number of novel mutations, which affect higher-order chromatin structure. In addition to chromatin structural defects leading to specific diseases, the importance of global higher-order chromatin organization as a protective means in the maintenance of genome integrity as a shield against the continued onslaught of DNA damaging agents is rapidly becoming clear. This function is emerging as an integral mechanism in pathological processes such as formation of cancer translocations and aging. Elucidation of the precise role and molecular mechanisms involved in maintaining chromatin structure and its role will be essential for our understanding of these all-important events.
The involvement of higher-order chromatin structure, and nuclear architecture in general, in disease is a powerful example of how fundamental cellular processes are relevant for disease. We often think of the study of basic cellular function as a separate discipline from clinical research. However, we are now seeing a dramatic convergence of basic and disease research. As we are making progress in outlining at the molecular level the mechanisms underlying cellular function, links to, often unexpected, diseases are being discovered. On the other hand, the genomic tools, which have led to a dramatic increase in the rate of discovery of disease genes highlight the relevance of basic cellular machinery for disease because for each identified disease gene, its basic mechanisms of action must be elucidated to truly understand the disease. The combination of increasingly detailed insight into basic biological processes and the accelerated rate of disease gene discovery provides a powerful, and promising, forum for the development of novel diagnostic and therapeutic strategies in the future.
