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Résumé
De nombreux CSP ontiennent un mélange de on-
traintes symétriques et asymétriques. Nous présen-
tons une approhe générale qui permet d'appliquer les
méthodes d'élimination de symétries onnues à la partie
symétrique d'un CSP puis de herher une solution au
problème entier en intégrant postérieurement les on-
traintes asymétriques. Nous étudions aussi le as parti-
ulier des problèmes d'optimisation où seule la fontion
de oût à minimiser empêhe les symétries. Nous mon-
trons expérimentalement que dans e ontexte-là nous
pouvons aélérer la résolution de ertains problèmes.
Abstrat
Many CSPs ontain a ombination of symmetrial
and asymmetrial onstraints. We present a global ap-
proah that allows to apply already known methods for
breaking symmetries on the symmetrial part of a CSP
and then to searh for a global solution by integrating af-
terwards the asymmetrial onstraints. Then, we fous
on optimization problems where only the ost funtion is
asymmetrial. We show experimentally that in this ase
we an speed up the searh of some problems.
1 Introdution
Le traitement des symétries dans les problèmes de sat-
isfation de ontraintes (CSP) est un sujet de plus
en plus étudié depuis une bonne dizaine d'années.
Lorsqu'un CSP ontient de nombreuses symétries,
éviter d'explorer les larges portions de l'espae de
reherhe qui ontiennent des instaniations partielles
équivalentes permet d'obtenir des gains de temps très
importants. Le formalisme CSP autorise qu'une on-
trainte soit dénie omme une relation quelonque
entre plusieurs variables, plus préisément omme
n'importe quel sous ensemble du produit artésien
de leurs domaines. En onséquene, très peu de
ontraintes sont suseptibles a priori d'asseoir des
symétries. Cependant, les problèmes pratiques on-
tenant des symétries sont loin d'être négligeables
même s'ils sont tout de même minoritaires. En fait,
il s'avère qu'un nombre important de CSP ontien-
nent un mélange de ontraintes symétriques (on-
traintes d'égalité, de diérene, somme de plusieurs
variables égale à une onstante, et) et de on-
traintes asymétriques. Ces CSP sont don globalement
asymétriques et ne peuvent bénéier diretement des
nombreuses tehniques de traitement de symétries pro-
posées jusqu'à présent. L'objetif prinipal de et ar-
tile est de proposer un shéma général de traitement
de es CSP asymétriques ontenant des problèmes
partiels symétriques et d'étendre ainsi l'appliation
des tehniques existantes de traitement de symétries.
Cette idée de séparer le traitement des ontraintes
symétriques de elui des ontraintes asymétriques est
apparue réemment dans [4℄ et dans [3℄.
En setion 2, nous illustrons l'intérêt de ette ap-
prohe à travers deux exemples de CSP simples. En
setion 3, nous rappelons plusieurs notions sur les
groupes de symétries qui nous sont utiles pour présen-
ter formellement notre shéma général de résolution
en setion 4. Puis, nous traitons en setion 5 du
as plus spéique d'un ertain type de problèmes
d'optimisation où notre méthode est suseptible d'être
partiulièrement eae. Nous l'expérimentons sur
deux types de problèmes en setion 6.
2 Exemples introdutifs
Nous allons ommener par donner une idée générale
de notre shéma de résolution à travers deux exem-
ples simples. Dans le premier, nous onsidérons un
CSP P à 3 variables x, y et z, dénies haune sur
le même domaine {1, 2, 3}. Le CSP ne ontient que
deux ontraintes : xyz = 6 et x + 2y + 3z = 10. Ce
problème n'a qu'une seule solution : x = 3, y = 2 et
z = 1. Ce problème ne ontient auune symétrie. La
347
taille de l'espae de reherhe à explorer est de 33 = 27
ombinaisons de valeurs.
Considérons maintenant le problème P', qui est le
même problème que P, mais qui ne garde que la pre-
mière ontrainte : xyz = 6. Ce problème ontient
toutes les symétries de variable possibles, qui font qu'à
partir d'une solution quelonque, on peut en obtenir
une autre en permutant des variables. En l'ourrene,
l'ensemble des 6 solutions de P' est x = 1, y = 2 et
z = 3 ainsi que n'importe laquelle de ses permutations
de variables (éhange entre x et y, éhange entre x et z
ou ompositions de es deux éhanges). Une méthode
de reherhe permettant l'élimination de symétries est
apable de déterminer une solution très rapidement.
Par exemple, les tehniques ajoutant des ontraintes
brisant les symétries avant la résolution (par exem-
ple [7℄) permettraient de poser les ontraintes x < y
et y < z qui briseraient les symétries de façon à e
qu'on n'obtienne qu'une seule solution, dite anonique
: x = 1, y = 2 et z = 3. Ii, à ause de l'ajout de on-
traintes brisant les symétries, une simple appliation
de la ohérene d'ar permettrait d'ailleurs de réduire
les domaines des variables à la valeur de la solution
nale (x < y permet d'éliminer 1 du domaine de y et
3 du domaine de x, puis y < z permet d'éliminer 1 et
2 du domaine de z, et).
Nous savons que l'ensemble des solutions de P est
inlus dans elui de P'. Pour obtenir une solution de
P, il sut d'énumérer les solutions de P' et de véri-
er si elles respetent la ontrainte x + 2y + 3z = 10.
Enumérer les solutions de P', 'est essayer toutes les
permutations de variables de la solution anonique. Le
gain en temps que nous attendons est basé sur le fait
que l'espae de reherhe de P n'est plus l'ensemble
des ombinaisons de valeurs des variables (ii, de taille
33 = 27) mais l'ensemble des solutions de P' (ii, de
taille 3! = 6), qui est bien plus petit. Pour que
notre méthode soit eae, il faut que le temps de
alul des solutions anoniques de P' ajouté au temps
d'énumération de leurs symétriques soit plus ourt
qu'une résolution lassique de P.
Notre deuxième exemple est une version simpliée
1
du problème de Vellino [9℄. L'objetif de e problème
est de remplir k onteneurs de diérents types (bleu,
rouge ou vert) ave une liste de omposants de dif-
férents types (verre, plastique, fer, bois ou uivre).
Chaque onteneur peut aueillir c omposants, quel
que soit le type du onteneur ou du omposant. Le
plaement des omposants dans les onteneurs doit
respeter un ertain nombre de ontraintes : tous
les onteneurs n'aeptent pas tous les types de om-
1
Dans le problème originel, haque type de onteneur a une
apaité qui lui est propre et la valeur de k n'est pas donnée, il
faut la minimiser.
posants ou n'en aeptent qu'un nombre limité, er-
tains omposants ne peuvent pas être simultanément
présents dans un onteneur, et. On peut modéliser
le problème sous la forme d'un CSP omme suit. Les
variables sont, d'une part, t1, ...tk, de domaine {rouge,
vert, bleu}, où ti représente la ouleur du i
e
onteneur
et, d'autre part, c1,1, ..., c1,c, c2,1, ..., ck,c, k × c vari-
ables de domaine {rien, verre, plastique, fer, bois,
cuivre}, où ci,j représente le j
e
omposant présent
dans le ie onteneur. A part les ontraintes expliites
mentionnées plus haut, nous avons les ontraintes de
ardinalité suivantes : pour haque type x de om-
posants, le nombre total de omposants requis doit
être égal à rx : |{ci,j = x : 1 ≤ i ≤ k, 1 ≤ j ≤ c}| =
rx.
Si nous ne onsidérons que es ontraintes de ar-
dinalité, nous sommes fae à un problème ontenant
beauoup de symétries
2
puisqu'il n'y a plus de on-
traintes entre les types de onteneurs et les types de
omposants. Nous avons des symétries de valeurs
: toute valeur d'une variable ti peut être hangée
par n'importe quelle autre (la ouleur des onteneurs
est indiérente). Nous avons des symétries de vari-
ables : les variables ci,j sont permutables entre elles
(l'emplaement d'un omposant est indiérent). Nous
pouvons don résoudre très eaement e problème
partiel symétrique en n'en générant qu'une seule solu-
tion anonique :
• on utilise une seule ouleur pour tous les on-
teneurs.
• on impose un ordre total sur les variables ci,j et les
types de omposants (verre < plastique < fer <
bois < cuivre < rien). On aete alors les vari-
ables ci,j ainsi : on aete les rverre premières
variables ci,j à verre, les rplastique suivantes à
plastique, et, et, une fois tous les omposants
plaés, on aete les variables restantes à rien.
Nous savons maintenant que si une solution à notre
problème omplet existe, e sera une permutation de
valeurs des variables ti et une permutation des vari-
ables ci,j . Nous pouvons don énumérer es permuta-
tions en vériant les ontraintes de ompatibilités en-
tre types de onteneurs et types de omposants. Notre
espae de reherhe est alors d'emblée réduit ar le
nombre de permutations de la solution anonique du
problème partiel est bien inférieur au nombre de om-
binaisons de valeurs à aeter aux variables (6k.c×3k).
Avant de présenter le shéma de résolution dans un
adre général, nous allons rappeler quelques notions
utiles sur les symétries, les groupes de symétries et
leur exploitation.
2
Il y en a déjà un ertain nombre si on garde toutes les on-
traintes.
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3 Rappel de dénitions
Les dénitions et notations que nous rappelons ii
sont usuelles et peuvent par exemple se retrouver dans
[8℄. Au sens mathématique, un groupe est un en-
semble G struturé par une opération binaire ◦ por-
tant sur les éléments de et ensemble, qui respete
les propriétés de fermeture (le résultat de l'opération
◦ sur deux éléments de G est un élément de G),
d'assoiativité, d'élément neutre (l'élément neutre est
noté e) et d'inversion (tout élément de G a un inverse).
H est un sous-groupe de G, e qu'on note H ≤ G, si H
est un sous-ensemble de G muni de la même opération
binaire ◦ et que H forme lui-même un groupe.
Une permutation est une bijetion d'un ensemble sur
lui-même. Nous représentons une permutation par un
ensemble de yles de la forme (ω1 ω2 ... ωk) qui signi-
e que ∀ωj , ωj+1 est l'image de ωj et que ω1 est l'image
de ωk. Ex : étant donnée la permutation (1 2 4)(3 5),
les images respetives de 1, 2, 3, 4 et 5 sont 2, 4, 5, 1
et 3. Nous pouvons appliquer des permutations à des
ensembles ou des suites d'éléments. Ex : étant donnée
la permutation (1 2 4)(3 5), l'image du ouple (1,5)
est (2,3), l'image de (1,2,3,4,5) est (2,4,5,1,3), l'image
de l'ensemble {2, 3, 4} est {1, 4, 5}.
Informellement, une symétrie est une permutation
des éléments d'un ensemble Ω qui préserve les relations
portant sur les éléments de et ensemble. L'ensemble
des symétries de Ω forment un groupe G, l'opération
binaire ◦ étant la omposition (de symétries). On dit
que G agit sur Ω. Pour éviter ertaines ambiguïtés,
on appelle points les éléments de Ω et on réserve
habituellement le terme élément aux éléments de G.
Si σ ∈ G, et ω ∈ Ω, on note (de façon standard)
ωσ l'image du point ω par la symétrie σ. Plutt que
d'érire σ1 ◦ σ2 (ave σ2 devant s'appliquer avant σ1),
on abrège par σ1σ2, ar ◦ est la seule opération possi-
ble entre deux symétries.
Dénition 1 Mirostruture d'un CSP
La mirostruture (Ω, A) d'un CSP est un (hy-
per)graphe dont haque sommet de Ω orrespond à une
aetation d'une de ses variables ave une valeur de
son domaine et dont haque (hyper)arête de A orre-
spond à un k-uplet de valeurs autorisé par une on-
trainte d'arité k.
Dénition 2 Symétrie de CSP
Soit (Ω, A) la mirostruture d'un CSP. Une symétrie
de CSP est une permutation de Ω qui, appliqué à A,
laisse A inhangé.
Les symétries que nous traitons sont à prendre dans
le sens le plus général possible. Nous ne nous re-
streignons ni aux symétries de variables (onserva-
tion des valeurs d'une instaniation mais pas des vari-
ables) ni aux symétries de valeurs (onservation des
variables d'une instaniation mais pas des valeurs) :
appliquée à une instaniation (partielle ou omplète),
l'ensemble des valeurs et des variables peut hanger.
Cette dénition orrespond à la symétrie syntaxique
de [1℄ ou symétrie de ontraintes de [2℄. Le groupe
G des symétries du CSP agit sur Ω en préservant la
relation A.
La gure 1 présente notamment une grille 4 × 4 de
16 points. Chaque point orrespond à l'aetation
d'une valeur à une variable mais nous n'avons pas be-
soin de savoir lesquels pour appliquer les méthodes que
nous allons présenter. Ce pourrait être une grille du
problème des 4 dames à plaer sur un éhiquier (et
on aurait les points 1, 2, 3, 4, 5, et orrespondant
aux aetations de variables x1 = 1, x1 = 2, x1 = 3,
x1 = 4, x2 = 1, et) ou à n'importe quel autre CSP
dont la somme des tailles des domaines est 16 (CSP
ave uniquement deux variables de domaines de taille
4 ou huit variables booléennes, et) et qui possèdent
les mêmes symétries.
Dénition 3 Orbite
L'orbite ωG du point ω d'un ensemble Ω sur lequel
agit un groupe G est ωG ={ωσ : σ ∈ G}, 'est-à-
dire l'ensemble des images de ω par appliation d'une
permutation de G. On peut aussi généraliser la notion
d'orbite à un ensemble ∆ ⊆ Ω : ∆G = {{ωσ : ω ∈
∆} : σ ∈ G}.
Ex : dans l'exemple de la gure 1, 1G = {1, 4, 13,
16}, 2G = {2, 3, 5, 8, 9, 12, 14, 15}, {1, 2}G = {{1,
2}, {1, 5}, {3, 4}, {4, 8}, {9, 13}, {13, 14}, {12, 16},
{15, 16}}.
Dans le adre de et artile, nous pourrons avoir
aaire à l'orbite d'un sommet du graphe de la mi-
rostruture ('est-à-dire d'une aetation de variable
de CSP) ou à l'orbite d'une instaniation partielle ou
d'une solution de CSP, qui impliquent plusieurs ae-
tations de variables. Si I={ω1, ω2, ..., ωi} est une in-
staniation partielle ou omplète des variables du CSP





: σ ∈ G}, 'est-à-dire { {ωσ1 , ωσ2 , ..., ωσi } : σ ∈ G}.
En partiulier, si I est une solution du CSP alors I
G
ne
ontient que des solutions (symétriques), tandis que si




Dénition 4 Générateurs de groupe
Les générateurs d'un groupe G onstituent un sous-
ensemble H des éléments de G qui permettent, en
se omposant un ertain nombre de fois entre eux,
d'obtenir tous les éléments de G. On le note G=<H>.
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Ex : le groupe des 8 symétries d'une grille (voir
gure 1) peut être généré à partir de ompositions des
deux générateurs suivants : la réexion vertiale γ1 et
la réexion diagonale γ2. L'ensemble des 8 symétries
peut s'exprimer ainsi : e (l'identité), γ1, γ2, γ2γ1, γ1γ2,
γ2γ1γ2, γ1γ2γ1 et γ1γ2γ1γ2.
5
1 2 3 4
6 7 8
9 10 11 12
















Figure 1: Une grille 4×4 et son graphe d'orbites. Ω =
{1, 2, ..., 16}. G=<{γ1, γ2}> ave γ1 = {(1 4)(2 3)(5
8)(6 7)(9 12)(10 11)(13 16)(14 15)} et γ2 = {(2 5)(3
9)(4 13)(7 10)(8 14)(12 15)}.
Une propriété importante de l'ensemble des généra-
teurs est que son ardinal est borné par une fon-
tion pseudolinéaire de |Ω|. Cei est à rapproher du
ardinal maximal d'un groupe, qui est |Ω|!. Si nous
obtenons la solution d'un CSP et que nous disposons
expliitement du groupe de symétries du CSP, nous
pouvons obtenir haune des solutions symétriques en
lui appliquant une fois haque symétrie du groupe.
Cependant, mémoriser haune de es symétries peut
exéder les apaités d'une mahine si le groupe est
trop grand. Par ontre, la taille modérée de l'ensemble
des générateurs d'un groupe nous permet de mé-
moriser le groupe en ompréhension et de générer
toutes les solutions équivalentes en appliquant de
toutes les manières possibles une suession de généra-
teurs à la solution trouvée.
Dénition 5 Stabilisateur par point
Le stabilisateur par point G(∆) de ∆ ⊆ Ω est le sous-
groupe G(∆) = {σ ∈ G : ∀ω ∈ ∆, ωσ = ω}, 'est-à-dire
l'ensemble des symétries de G qui laissent xes tous
les points de ∆.
Ex : dans l'exemple de la gure 1, G = <{γ1, γ2}>,
G(1) = <{γ2}>, G(1,2) = {e}.
Il est possible de représenter en ompréhension
un groupe de permutations G grâe à une base
B=(β1, ..., βk), qui est une suite de points de Ω. B est
une base pour G si l'unique stabilisateur par point de
B est l'identité, i.e : G(B) = {e}. La base B dénit
alors la haîne de stabilisateurs par point suivante :
G=G
[1] ≥ G[2] ≥ ... ≥ G[k] ≥ G[k+1] = {e}
où G
[j] = G(β1,...,βj−1). Cette base permet de





. Grâe par exemple à l'algorithme de
Shreier-Sims [8℄, on peut onstruire un ensemble de
générateurs {γ
(j)
i : 1 ≤ j ≤ k, 1 ≤ i ≤ tj} de G, ap-
pelé ensemble de générateurs forts, de telle façon que:
G(β1,...,βh−1) = <{γ
(j)
i : h ≤ j ≤ k, 1 ≤ i ≤ tj}>
En d'autres termes, les générateurs γ
(j)




sent xes les points β1,... βh−1 mais pas le point βh.
Un outil tel que Nauty [5℄ permet d'obtenir une base,
une haîne de stabilisateurs et ses générateurs forts
à partir d'un graphe. Nous pouvons ainsi obtenir
automatiquement une représentation ompate du
groupe de symétries d'une mirostruture de CSP.
Dénition 6 Graphe d'orbites
Un graphe d'orbites est un graphe orienté dont les
sommets sont les points de Ω. Quels que soient les
sommets i et j, il existe un ar (i,j), et il est étiqueté
γ, ssi j = iγ et γ est un générateur de G.
Grâe à un graphe d'orbites, ertaines questions sur
les groupes de permutations peuvent se ramener à une
question sur les graphes. Par exemple, les sommets
d'une omposante onnexe d'un graphe d'orbites on-
stituent une orbite (f gure 1).
4 Shéma général de résolution
Considérons un CSP, appelé P, ontenant n variables,
dont les domaines sont disrets et dont les ontraintes
sont d'arité quelonque. On partitionne l'ensemble C
des ontraintes en deux ensembles Csym et Creste. Ap-
pelons Psym le CSP qui orrespond au problème P
auquel on enlève les ontraintes de Creste pour ne on-
server que elles de Csym.
Pour que notre shéma de résolution ait un intérêt, il
faut hoisir Csym de telle manière que Psym ontienne
des symétries. En pratique, la plupart des ontraintes
ont leur sémantique et il est faile de savoir si elles in-
duisent isolément des symétries. Par ailleurs, dans [6℄,
des méthodes générales sont proposées pour agréger
es ontraintes et en avoir une représentation sous
forme de graphe dont on peut déterminer les symétries.
Il y a don beauoup de as pratiques où ette bipar-
tition de ontraintes est faile à déterminer, voire à
automatiser.
La reherhe d'une solution de P se fait d'une part
en herhant des solutions anoniques de Psym, d'autre
part en explorant l'orbite de haque solution anonique
de Psym pour y trouver une instaniation qui respete
les ontraintes de Creste.
Pour résoudre Psym, nous pouvons utiliser
n'importe quelle méthode de traitement de symétries
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onnue. Il nous faut alors modier l'algorithme
de façon à e que dès qu'une solution anonique I
de Psym est trouvée, on explore l'orbite de I pour
trouver une instaniation qui respete les ontraintes
de Creste. S'il y en a une, on s'arrête ar 'est une
solution de P. Sinon, on ontinue la reherhe de
nouvelles solutions anoniques de Psym. Ce shéma
de résolution a été réemment proposé dans [3℄ mais
il n'y est dérit auun moyen onret et eae de
parourir l'orbite. C'est e que nous allons présenter
maintenant. On peut envisager une exploration de
l'orbite de I qui soit eetuée de manière systématique
ou bien de manière inomplète (en prenant le risque
de manquer une solution).
4.1 Reherhe loale dans une orbite
Lorsque l'orbite d'une solution anonique de Psym est
grande, on peut envisager de n'en explorer qu'une
partie grâe à une méthode de réparation loale.
Or, nous pouvons très failement adapter n'importe
quelle méthode (Min-onits, reherhe tabou, reuit
simulé, et) en onsidérant que le voisin d'une instan-
iation omplète ne résulte pas de la modiation de la
valeur d'une seule variable mais de l'appliation d'un
générateur. Ainsi, le voisinage d'une instaniation
omplète I est { Iγ : γ ∈ H} si G=<H>. L'évaluation
de l'instaniation omplète se fait en omptant le nom-
bre de ontraintes violées dans Creste.
On peut guider la reherhe grâe à une heuris-
tique de hoix de générateurs. La première heuris-
tique venant naturellement à l'esprit est elle qui séle-
tionne en premier le générateur qui améliore le plus le
oût de la solution. Une deuxième heuristique plus
évoluée hoisit parmi les générateurs améliorant la so-
lution elui qui stabilise le plus de points et, en as
d'ex-aequo, elui améliorant le plus la solution. Une
telle heuristique améliore la solution en apportant une
modiation la plus loale possible (elle portant sur
les points non xés), se rapprohant de e que fait
une reherhe loale traditionnellement. La première
heuristique est elle qui améliore le plus rapidement le
oût mais elle est le suseptible d'atteindre rapidement
un minimum loal. Par ontre, la seonde heuristisque
avane plus prudemment en eetuant des modia-
tions les plus indépendantes les unes des autres an
de ontinuer d'améliorer la solution le plus longtemps
possible.
4.2 Exploration systématique d'une orbite
Si maintenant nous voulons énumérer toutes les solu-
tions symétriques d'une orbite de solution anonique
de Psym, il faut être apable de retrouver toutes les
symétries du groupe G de la mirostruture de Psym
à partir de son ensemble de générateurs.
Une méthode ouramment utilisée pour énumérer
toutes les permutations de G est d'eetuer une
reherhe arboresente où à haque n÷ud de l'arbre
se trouve une permutation. On obtient tous les ls
d'un n÷ud en appliquant haun des générateurs à la
permutation. On mémorise toutes les permutations
au fur et à mesure qu'on les génère tout en vériant
haune pour savoir si on l'avait déjà déouverte. Si
'est le as, on abandonne la branhe (on baktrake
si 'est une reherhe en profondeur d'abord). Le gros
inonvénient de ette méthode est la omplexité en mé-
moire, qui est elle de l'ordre (le nombre d'éléments)
du groupe, dans le pire des as égal à |Ω|!. Il est
néessaire de mémoriser toutes les permutations pour
la raison suivante. Chaque permutation de G peut
s'exprimer omme étant la omposée de générateurs
de G sous la forme d'un mot a1a2...am, où haque ai
est soit un générateur, soit son inverse. Or, une même
permutation peut s'exprimer sous la forme de plusieurs
mots diérents. Dans l'exemple de la gure 1, le demi-
tour peut se représenter par les mots γ1γ2γ1γ2 ou
γ2γ1γ2γ1. Il est faile et peu oûteux en mémoire de
générer tous les mots d'une ertaine longueur. A notre
onnaissane, il n'existe pas d'autre méthode générale
permettant d'éviter de générer plusieurs fois la même
permutation (sous la forme de mots tous diérents)
que elle qui alule la permutation orrespondant à
haque mot et maintient la liste de toutes les permu-
tations déjà générées.
Comme l'orbite d'une solution est potentiellement
trop grande pour être mémorisée, il nous faut quand
même nous résigner à énumérer des mots, même si
ça implique de générer plusieurs représentants d'une
même symétrie. Cependant, notre but n'est pas de
générer toutes les permutations d'une solution anon-
ique de Psym mais uniquement une permutation dont
l'image est une solution de P (ie, qui respete les on-
traintes de Creste). Il nous faut en fait trouver un
moyen de générer le moins possible de permutations.
Arbre de permutations
Considérons un groupe de permutations G, une base
(β1, ..., βk) de G et ses générateurs forts Γ={γ
(j)
i :
1 ≤ j ≤ k, 1 ≤ i ≤ tj}, où le groupe induit
par {γi1, ..., γiti , ..., γk1 , ..., γktk} est G[i] = G(β1,...,βi−1),
le stabilisateur de (β1, ..., βi−1). Toute permutation
va bouger un ertain nombre de points et en laisser
ertains xes. Grâe à l'emboîtement des stabilisa-
teurs déterminé par la base ainsi que du partition-
nement de ses générateurs forts, nous pouvons tou-
jours déomposer une permutation en plusieurs per-
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mutations ne bougeant qu'une partie des points. Plus
préisément, toute permutation peut s'exprimer sous
la forme σ1σ2...σk, où haque σi est une permutation
(omposée de plusieurs générateurs) qui bouge βi et
éventuellement d'autres points mais qui laisse xes les
points βj , ∀j < i. Les permutations σi sont elles
du stabilisateur G(β1,...βi−1) qui bougent βi. Toute
permutation σi peut don s'exprimer sous la forme
de ompositions de générateurs de l'ensemble {γ
(j)
h :
i ≤ j ≤ k, 1 ≤ h ≤ tj}. Enumérer l'orbite d'une solu-
tion anonique en lui appliquant toutes les permuta-
tions de G va alors onsister à eetuer une reherhe
arboresente en profondeur d'abord. On part de la
solution anonique et on lui applique toutes les per-
mutations de la forme σ1 (y ompris l'identité), puis à
haune d'entre elles on applique toutes les permuta-
tions de la forme σ2, et, jusqu'à σk. L'ensemble des
feuilles de l'arbre de reherhe représente l'orbite de la
solution anonique. Il nous reste maintenant à expli-
quer omment déterminer toutes les permutations de
la forme σi.
Considérons le graphe d'orbites de G. Tout hemin
dans e graphe ommençant par βi est étiqueté par
une suite de générateurs qui forment un mot qui,
d'une part, orrespond à une permutation qui bouge
βi, d'autre part, ommene par un générateur appar-
tenant à {γ
(i)
h : 1 ≤ h ≤ ti}. L'ensemble de es
hemins orrespond don aux mots représentant les
permutations qui bougent βi. Si maintenant on retire
du graphe d'orbites tous les ars dont l'étiquette se
retrouve sur un ar dont une extrêmité fait partie de
l'ensemble {β1, β2, ... βi−1}, l'ensemble des hemins
ommençant par βi qui restent sont eux orrespon-
dant aux permutations qui laissent xes les points de
{β1, β2, ... βi−1}. Ils représentent les mots de la forme
σi que nous herhions.
La gure 2 montre l'arbre de reherhe dans le as
où l'ensemble de points {1, 2, 14} est un ensemble de
points dont on herhe l'orbite.
Choix de la base
L'intérêt d'avoir un ensemble de générateurs forts on-
struit à partir d'une base est que nous ne xons pas
tous les points à haque fois que nous desendons d'un
niveau dans l'arbre de reherhe. Or, un point or-
respond à l'aetation d'une variable. Nous sommes
don sûrs que ette variable ne hangera plus de valeur
dans le sous-arbre de reherhe où son point a été
xé. Remarquons qu'à haque niveau de l'arbre de
reherhe, le fait de xer un point entraîne souvent
la xation d'autres points. Sur le graphe d'orbites
de G(1) de la gure 2, on peut onstater que xer le
point 1 a aussi xé les points 6, 11 et 16. La onnais-
{1, 2, 14}
{1, 2, 14} {4, 3, 15} {16, 12, 9}
e
{16, 15, 3}{16, 12, 9}{13, 9, 12}{4, 3, 15}{1, 5, 8}{1, 2, 14}












{4, 8, 5} 






















γ2 γ2 γ2 γ2
Figure 2: A droite, l'arbre de reherhe générant
l'orbite de {1, 2, 14}. A gauhe, deux graphes
d'orbites. Celui du haut est le graphe d'orbites de G et
permet de générer les 4 débuts de permutations de la
forme σ1 du premier niveau de l'arbre. Celui du bas est
le graphe d'orbites de G(1) et permet de générer les ns
de permutations de la forme σ2 du deuxième niveau.
La feuille {4, 8, 5} permet de déterminer qu'en lui ap-
pliquant la permutation γ2γ1e = γ2γ1 on retrouve la
raine de l'arbre {1, 2, 14}.
sane de l'ensemble des variables dont on sait qu'elles
ne hangeront plus de valeur nous permet de tester
les ontraintes de Creste (ou d'appliquer des méan-
ismes de ltrage de domaines) et de baktraker en
as d'inonsistane sans avoir à explorer le sous-arbre
de reherhe. Baktraker en profondeur i nous per-
met de ne pas examiner le sous-arbre ontenant toutes
les permutations de la forme σi+1...σk permettant de
ompléter la permutation σ1...σi à laquelle nous étions
arrivés. La taille de la base est égale à la profondeur
maximale de l'arbre, 'est-à-dire au nombre d'étapes
où on peut tester ertaines ontraintes avant qu'une
permutation de la forme σ1σ2... soit omplète. En
onséquene, il faut faire en sorte de hoisir la base
qui ontient le plus de points, ar on a plus souvent la
possibilité d'éliminer des sous-arbres orrespondant à
des omplétions de permutations.
Filtrage
Par ailleurs, l'examen d'un graphe d'orbites permet de
onnaître l'ensemble des valeurs aetables à haque
variable, 'est-à-dire son domaine de valeurs possi-
bles. L'union des orbites des points d'une solution
représente les points qui peuvent apparaître dans les
solutions symétriques. Certains points ne font par-
tie d'auune de es orbites et on peut don les élim-
iner des domaines des variables. Ex : si l'ensemble
de points {1, 2, 14} (gure 2) est une solution d'un
CSP alors les points 6, 7, 10 et 11 ne sont pas at-
teignables par une permutation et peuvent don être
éliminés des domaines. Ce ltrage des domaines peut
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se ompléter à haque fois qu'on progresse dans la pro-
fondeur de l'arbre de reherhe. En eet, le graphe
d'orbites perd des ars (puisque des points sont xés)
et de nouveaux points deviennent inatteignables. Ex :
au n÷ud de profondeur 1 de l'arbre de reherhe de la
gure 2 ontenant l'ensemble de points {1, 2, 14}, nous
pouvons enore éliminer les points 4, 13, 3, 9, 12, 15
et 16 qui sont devenus inatteignables via les points 1,
2 ou 14. Evidemment, l'élimination d'une valeur dans
un domaine par e moyen peut permettre d'éliminer
d'autres valeurs grâe aux ontraintes de Creste par
appliation des tehniques lassiques de propagation
(onsistane d'ar, et). De façon omplémentaire,
l'élimination d'une valeur par ltrage de ontraintes
de Creste peut éliminer des points du graphe d'orbites
et don xer d'autres points. Ex : si on onsidère
le n÷ud de l'exemple préedent, éliminer par propa-
gation de ontraintes le point 5 du graphe d'orbites
(du deuxième niveau) xe le point 2. On ne peut
don plus appliquer de permutation à {1, 2, 14}, il
devient inutile de développer le sous-arbre à partir de
e n÷ud. L'interation entre le ltrage des domaines
par examen du graphe d'orbites et par le maintien de
formes de ohérenes loales est omplexe à erner.
Son étude dépasse le adre de et artile mais mérit-
era qu'on s'y attahe si on veut rendre le plus eae
possible l'exploration d'une orbite de solution anon-
ique de Psym.
4.3 Complexité de la reherhe dans une orbite
Le gain de temps que nous pouvons espérer est basé
sur le fait que la taille de l'espae de reherhe de P est
supérieure ou égale à la somme des tailles de toutes les
orbites de solutions anoniques de Psym. En eet, es
orbites ontiennent l'ensemble des solutions (anon-
iques ou non) de Psym, qui est potentiellement beau-
oup plus petit que l'espae de reherhe de P (qui est
l'ensemble des ombinaisons de valeurs du problème).
Il n'est pas possible d'évaluer dans un adre général
le rapport de taille entre l'espae de reherhe de P
et la taille d'une orbite d'une solution anonique de
Psym. Mais nous pouvons le faire pour des as parti-
uliers. Nous allons le faire dans le as où nous n'avons
aaire qu'à des symétries de variables. Dans e as,
les solutions symétriques de l'orbite ontiendront les
mêmes valeurs mais distribuées diéremment dans les
variables.
Un CSP P à n variables de domaines de taille d a
un espae de reherhe de dn ombinaisons de valeurs.
Calulons maintenant la taille maximale de l'orbite
d'une solution anonique de Psym. Dans le pire des
as en terme de taille d'orbite, toute permutation
de variables est une symétrie du groupe. Il y a m
valeurs diérentes dans la solution, ave m ≤ d et
d dn T(n, m = d)
















Table 1: Comparaison entre taille de l'espae de
reherhe d'un CSP et taille de l'orbite d'une solution
dans le as de symétries de variables. Par exemple, la
ligne où d = 3 montre que si la omplexité du alul
des solutions anoniques de Psym est inférieur à O(3
n)
et que le nombre de es solutions anoniques est in-
férieur à n alors la omplexité de résolution de P est
réduite grâe à notre méthode.
m ≤ n. Nommons vi le nombre d'ourrenes de la
ie valeur dans une solution. La taille de l'orbite est
T(n, m) = n!Q
1≤i≤m vi!
(n! est le nombre de permuta-
tions de n éléments qu'il faut diviser par haque vi!, le
nombre de permutations éhangeant inutilement des
valeurs identiques). Comme nous avons la relation∑
1≤i≤m vi = n, on minimise le produit
∏
1≤i≤n vi!
quand les vi ont les valeurs les plus prohes possibles
les unes des autres. Dans le pire des as, toutes les
valeurs vi sont égales à
n
m
. Nous avons don T(n, m)
≤ n!(( n
m
)!)m . En approximant les fatorielles grâe à la




2 e−n(1+ǫ(n)) où ǫ(n)









mn 1(1+ǫ(n)m−1) . Nous avons








). Comme il n'est pas
évident de omparer ette omplexité ave dn, nous
présentons en table 1 une omparaison des omplex-
ités en fontion de quelques valeurs de d, en prenant
le as le moins favorable où m = d.
Pour avoir une omparaison globale entre une ré-
solution lassique et notre approhe, il faut prendre
en ompte le temps de résolution de Psym, qui reste
a priori de l'ordre de Θ(dn), et le fait que Psym peut
avoir un grand nombre de solutions anoniques et don
d'orbites à explorer. Notre approhe ne peut don être
a priori eae que si Psym est rapide à résoudre et
ontient peu de solutions. Dans l'exemple du problème
de Vellino que nous avons donné en setion 2, Psym
possède une unique solution qui se alule en temps
linéaire. La taille de l'espae de reherhe des vari-
ables ci,j est 6
n
tandis que elle de l'orbite de l'unique





). Don (sahant que rien ne
hange au niveau de l'énumération des variables ti,j)
nous avons divisé la omplexité de la taille de l'espae
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5 Etude de as : problème
d'optimisation
Nous présentons maintenant un as spéique
d'appliation de notre méthode où elle-i a de bonnes
hanes d'être eae. Un problème d'optimisation
peut se dénir par un CSP enrihi d'une fontion de
oût portant sur les variables du CSP. L'objetif est
de trouver la solution du problème qui minimise la
fontion de oût. Ce type de problème peut se traiter
en utilisant la méthode lassique du Branh & Bound
(B&B). On peut voir ette méthode omme eetu-
ant la reherhe d'une solution puis posant une on-
trainte de non dépassement du oût de la solution,
réatualisée à haque fois qu'une solution à un oût
meilleur est trouvée. Si nous avons aaire à un CSP
symétrique dont la fontion de oût brise les symétries,
notre approhe s'applique diretement. Nous nous
trouvons dans un as partiulier où 'est la méthode
de résolution B&B elle-même qui applique une on-
trainte brisant les symétries après avoir trouvé une
première solution. L'idée est don de générer les so-
lutions anoniques du CSP et, au fur et à mesure que
es solutions sont trouvées, de parourir leur orbite à
la reherhe de la solution symétrique ayant le moindre
oût. L'intérêt de ette méthode est que nous sommes
à même de passer diretement d'une solution à une
autre sans avoir à ontinuer la résolution du CSP.
5.1 Version omplète
Dans une version omplète de notre méthode, nous
devons parourir l'orbite grâe à la reherhe arbores-
ente que nous avons dérite dans la setion préé-
dente. Pendant e parours d'orbite, il peut être pos-
sible de minorer et de majorer le oût de la meilleur
solution symétrique de l'orbite, selon le type de la
fontion de oût qui entre en jeu. Par exemple, si
le oût est une fontion monotone ou linéaire de ha-
une des variables, le graphe d'orbites nous indique
les plus petites et les plus grandes valeurs que peu-
vent prendre haque variable et don une borne mini-
male du oût. Si la borne minimale est supérieure au
oût de la meilleure solution trouvée jusqu'à présent, il
est inutile d'explorer l'orbite. La borne minimale est
anée lors de la desente dans une branhe ar des
points (et don des valeurs) sont xés ou deviennent
inatteignables, omme nous l'avons vu dans la setion
préédente.
5.2 Version loale reomplétée
Si un parours omplet de l'espae de reherhe n'est
pas envisageable à ause de la taille du problème,
on peut envisager une méthode inomplète qui on-
siste en une reherhe loale d'une meilleure solution
dans les orbites. La reherhe loale peut passer à
té de l'optimum de l'orbite mais elle peut perme-
ttre de trouver une solution à un oût susamment
bon. Nous pouvons essayer de trouver une solution
à un bon oût grâe un algorithme glouton : on es-
saie d'appliquer suessivement haun des généra-
teurs jusqu'à e qu'un d'eux produise une meilleure
solution, et on itère e proessus jusqu'à aboutir à un
optimum loal.
Or, il s'avère que ette méthode peut failement être
rendue omplète. Il sut que le B&B qui génère les so-
lutions ne soit plus soumis à des ontraintes de anon-
iité et don qu'il génère toutes les solutions y ompris
les symétriques. Dans ette version de la méthode,
nous avons un B&B qui n'utilise auune tehnique
de traitement de symétrie mais qui, lorsqu'il trouve
une nouvelle solution, va herher de façon inomplète
dans son orbite une solution à meilleur oût. Si une
telle solution est trouvée, il va ontinuer la reherhe
où il s'était arrêté mais ave une borne de oût en-
ore améliorée. Il va don pouvoir élaguer enore
plus l'arbre de reherhe que s'il n'avait pas essayé
d'explorer l'orbite. Le B&B étant une méthode om-
plète, le fait de lui ajouter une proédure de reherhe
d'une meilleure borne onserve la omplétude de la
méthode.
6 Expérimentations et résultats
Le premier problème que nous expérimentons est le
arré magique pondéré, qu'on trouve mentionné par
exemple dans [4℄. Le but est de remplir une grille n×n
ave les entiers de 1 à n2 de façon à e que la somme
de haque ligne, de haque olonne et de haune des
deux diagonales soit égale à
n(n2+1)
2 . De plus, haque
ase a un poids qui lui est propre et il faut minimiser
la somme des produits du ontenu des ases ave leur
poids. La fontion oût est don linéaire. Dans nos
expérimentations, nous avons hoisi haque valeur de
poids au hasard entre 1 et 100n2. L'ordre du groupe
de symétries est 8 (e sont les mêmes symétries que
pour un problème de dames à plaer sur un éhiquier).
Notre programme est érit en utilisant Ilog Solver.
A partir de la mirostruture du CSP, on réupère
une base de son groupe de permutation ainsi que ses
générateurs forts grâe à Nauty [5℄.
Nous avons omparé trois méthodes de résolution :
le B&B lassique, le même B&B ave une exploration
gloutonne d'orbites, que nous appelons GreedySym, et
le B&B ave reherherhe arboresente systématique
dans les orbites de solutions anoniques, que nous ap-
pelons TreeSearhSym. Pour haque taille de prob-
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Figure 3: Vitesse de onvergene vers la meilleure so-
lution pour le problème du arré magique pondéré de
taille 5. TreeSearhSym onverge plus rapidement au
début mais les trois ourbes nissent pas oïnider et
leurs temps de résolution sont égaux.
lème, nous avons exéuté 20 instanes diérentes et
nous avons reporté le temps moyen (f table 3 et 4).
Nous pouvons onstater que TreeSearhSym onverge
beauoup plus rapidement que les deux autres méth-
odes vers une solution quasi-optimale pour n = 5.
Pour n = 6, il trouve une solution à plus bas oût
que les autres dans le temps imparti de 3 minutes qui
avait été xé.
Figure 4: Vitesse de onvergene vers la meilleure so-
lution pour le problème du arré magique pondéré de
taille 6. TreeSearhSym atteint plus rapidement une
meilleure solution que GreedySearh and B&B à la
n des 3 minutes. Auun ne termine la reherhe au
bout de plusieurs heures. (Finalement, l'outil de pro-
grammation mathématique CPLEX d'Ilog a été utilisé
pour trouver la meilleure solution an de nous perme-
ttre de onnaître la distane entre elle-i et elles que
nos méthodes avaient trouvées.)
Le seond problème hoisi pour tester nos méthodes
est un problème de oloriage de graphe. Le prob-
lème ontient n (n est un multiple de 5) variables
{x1, ..., xn} à valeurs dans {0,1,2,3,4}. L'ensemble des
ontraintes est déni par, ∀i tel que i est un multiple
de 5 :
• {xi, xi+1, xi+2, xi+3} ont des valeurs diérentes.
















Figure 5: Graphe à olorier
Ce problème est dérit par la gure 5. Nous avons
hoisi e problème ar, bien qu'artiiel, il a l'avantage
que son nombre de variables peut aisément être aug-
menté tout en onservant les mêmes symétries. En
eet, quelque soit le nombre de variables présentes
dans le modèle, il existe deux types de symétries de
variable. Celles du premier type sont loales : ∀ i
multiple de 5, les variables {xi+1, xi+2, xi+3} sont in-
terhangeables. Il existe un deuxième type de symétrie
qui est global. Considérons la partition de l'ensemble
de variables en k parties de 5 variables dénies par
: ∀j ∈ [1; k]{xj, xj+1, xj+2, xj+3, xj+4}. Ces ensem-
bles de variables sont symétriques par la réexion qui
éhange xj et xk−j . Cette fois-i, l'ordre du groupe de
symétries est une fontion exponentielle du nombre de
variables.
La fontion oût est une fontion linéaire portant sur
les valeurs prises par les variables. Chaque oeient
assoié à une variable est un entier ompris entre 1 et
n. Pour éviter de résoudre ontinuellement le même
problème, es oeients sont tirés aléatoirement de
façon indépendante.
Nb variables TreeSearhSym GreedySym B&B
15 0.054 0.0035 0.0042
20 0.25 0.025 0.026
25 2.35 0.16 0.17
30 11.6 1.04 1.11
35 94.6 6.39 6.7
40 492 44.5 47.3
Table 2: Temps de résolution (en seondes) du prob-
lème de oloriage de graphe.
La omparaison entre les trois tehniques de réso-
lution (B&B, GreedySym et TreeSearhSym) a été ef-
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fetuée ave 50 résolutions de problèmes de taille iden-
tique dont la fontion oût hangeait aléatoirement à
haque fois. Les résultats sont indiqués en table 2 et
en gure 6.
Figure 6: Vitesse de onvergene vers la meilleure so-
lution pour le problème de oloriage de graphe pour
n = 30. GreedySym onverge plus rapidement que
B&B. TreeSearhSym onverge très lentement. Le
même omportement a été observé pour les autres
valeurs de n.
Les temps de résolution ave GreedySym ne sont
qu'un peu plus rapide (<10%) que elle ave le B&B.
Cependant, GreedySym atteint la solution optimale
bien avant B&B. TreeSearhSym a de mauvaises ré-
sutlats pare qu'il prend beauoup de temps à fouiller
systématiquement de grandes orbites.
7 Conlusion et perspetives
Grâe à une idée simple, nous avons étendu le hamp
d'appliation des méthodes d'élimination de symétries:
lorsqu'un problème ne ontient pas de symétries pare
que quelques ontraintes sont asymétriques, e qui
onstitue un as beauoup plus ourant que elui où
les problèmes sont symétriques, nous pouvons quand
même appliquer es méthodes en laissant les on-
traintes gênantes momentanément de té pour les
réintégrer plus tard et terminer de résoudre le prob-
lème. Cela implique qu'on sahe explorer eae-
ment l'orbite d'une solution anonique. Nous avons
vu qu'une exploration inomplète de l'orbite par répa-
ration loale est faile à mettre en ÷uvre. Par on-
tre, une exploration systématique par reherhe ar-
boresente est plus déliate et néessite que soient
étudiés plusieurs aspets fondamentaux (hoix de la
base, adaptation des tehniques de ltrage de do-
maines) pour qu'elle soit le plus eae possible.
Notre étude de es aspets reste embryonnaire et de-
vra être poursuivie. De plus, nous nous sommes in-
téressés à une lasse spéique de problèmes qui en-
traient dans le adre général de notre approhe : les
problèmes d'optimisation où seule la fontion de oût
est asymétrique. Dans e ontexte, nous avons proposé
une autre méthode omplète basée sur l'exploration
loale d'orbites de solution. Comme elle peut sauter
très rapidement d'une solution à une autre lors de
l'exploration d'une orbite, elle permet d'améliorer la
borne de oût plus rapidement. Il nous reste à véri-
er l'eaité de notre démarhe dans le adre plus
général dans lequel nous nous sommes plaés au dé-
part : elui des problèmes de déision ontenant un
nombre onséquent de ontraintes asymétriques. Ce
type de problème est très ourant en pratique et il
serait très utile que nous perfetionnions notre ap-
prohe susamment pour qu'elle reste eae dans
e ontexte.
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