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Introduction
Motivated by the success of deep learning in high-level vision tasks [19, 11, 13, 31, 32] , numerous deep models have been developed for low-level vision tasks, e.g., image super-resolution [6, 7, 5, 17, 18, 22] , inpainting [27, 24] , noise removal [4, 15, 35] , image filtering [38, 24] , image deraining [8, 40] , and dehazing [28, 2] . Although achieving impressive performance, the network architectures of these models strongly resemble those developed for high-level classification tasks.
Existing methods are based on either plain neural networks or residual learning networks. As demonstrated in [1, 27] , plain neural networks cannot outperform state-ofthe-art traditional approaches on a number of low-level vision problems, e.g., super-resolution [34] . Low-level vision tasks usually involve the estimation of two components, low-frequency structures and high-frequency details. It is challenging for a single network to learn both components simultaneously. As a result, going deeper with plain neural networks does not always lead to better performance [6] .
Residual learning has been shown to be an effective approach to achieve performance gain with a deeper network. The residual learning algorithms (e.g., [17] ) assume that the main structure is given and mainly focus on estimating the residual (details) using a deep network. These methods work well when the recovered structures are perfect or near perfect. However, when the main structure is not well recovered, these methods do not perform well, because the final result is a combination of the structures and details. Figure 1 shows the image super-resolution results by the VDSR method [17] with structures recovered by different methods. The residual network cannot correct low-frequency errors in the structures (Figure 1(b) ).
To address this issue, we propose a dual convolutional neural network (DualCNN) that can jointly estimate the structures and details. A DualCNN consists of two branches, one shallow sub-network to estimate the structures and one deep sub-network to estimate the details. The modular design of a DualCNN makes it a flexible framework for a variety of low-level vision problems. When trained end-toend, DualCNNs perform favorably against state-of-the-art methods that have been specially designed for each individual task.
Related Work
Numerous deep learning methods have been developed for low-level vision tasks. A comprehensive review is beyond the scope of this work and we discuss the most related ones in this section.
Super-resolution. The SRCNN [5] method uses a threelayer plain convolutional neural network (CNN) for superresolution. As the SRCNN method is less effective in recovering image details, Kim et al. [17] propose the residual learning [17] algorithm based on a deeper network. The VDSR algorithm uses the bicubic interpolation of the lowresolution input as the structure of the high-resolution image and estimates the residual details using a 20-layer CNN. However, if the image structure is not well recovered, the generated result is likely to contain substantial artifacts, as shown in Figure 1 .
Noise/artifacts removal. Numerous algorithms based on CNNs have been developed to remove noise/artifacts [4, 15, 35] and unwanted components, e.g., rainy/dirty pixels [8, 40] . These methods are based on plain models, residual learning models or recurrent models. In addition, these methods estimate either the output using one plain network, or details using a residual network. However, plain networks cannot recover fine details [13, 17] and residual networks cannot correct structural errors.
Edge-preserving filtering. For edge-preserving filtering, Xu et al. [38] develop a CNN model to approximate a number of filters. Liu et al. [24] use a hybrid network to approximate a number of edge-preserving filters. These methods aim to preserve the main structures and remove details using a single network, but this imposes a difficult learning task. In this work, we show that it is critical to accurately estimate both the structures and the details for low-level vision tasks.
Image dehazing. In image dehazing, existing CNN-based methods [2, 28] mainly focus on estimating the transmission map from an input. Given an estimated transmission map, the atmospheric light can be computed using the air light model. As such, errors in the transmission maps are propagated into the light estimation process. For more accurate results, it is necessary to jointly estimate the transmission map and atmospheric light in one model, which D-ualCNNs are designed for.
A common theme is that we need to design a new network for every low-level vision task. In this paper, we show that low-level vision problems usually involve the estimation of two components: structures and details. Thus we develop a single framework, called DualCNN, that can be flexibly applied to a variety of low-level vision problems, including the four tasks discussed above.
Proposed Algorithm
As shown in Figure 2 , the proposed dual model consists of two branches, Net-S, and output of Net-D, which respectively estimate the structure and detail components of the target signals from the input. Take image super-resolution as an example. Given a low-resolution image, we first use the bicubic upsampled image as the input. Then, our dual network learns the details and structures according to the formulation model of the image decomposition. Dual composition loss function. Let X, S, and D denote the ground truth label, output of Net-S, and output of Net-D, respectively. The dual composition loss function enforces that the recovered structure S and detail D can generate the ground truth label X using the given formation model:
where the forms of the functions φ(·) and ϕ(·) are known and depend on the domain knowledge of each task. For example, the functions φ(·) and ϕ(·) are identity functions for image decomposition problems (e.g., filtering) and restoration problems (e.g., super-resolution, denoising, and deraining). We will show that φ(·) and ϕ(·) can take more general forms to deal with specific problems.
Regularization of the DualCNN Model
The proposed DualCNN model has two branches, which may cause instability if only the composition loss (1) is used. For example, if Net-S and Net-D have the same structure, symmetrical solutions exist. To obtain a stable solution, we use individual loss functions to regularize the two branches respectively. The loss functions for the Net-S and Net-D are defined as
where S gt and D gt are ground truths corresponding to the outputs of Net-S and Net-D. Consequently the overall loss function to train DualCNN is
where α, λ and γ are non-negative trade-off weights. Our framework can also use other loss functions, e.g., perceptual loss for style transfer. We use the SGD method to minimize the loss function (4) and train a DualCNN. In the training stage, the gradients for Net-S and Net-D can be obtained by 
where E = φ(S) + ϕ(D) − X, φ (S) and ϕ (D) are the derivatives with respect to S and D.
In the test stage, we compute the high-quality output X est using the outputs of Net-S and Net-D according to the formation model,
Generalization
Aside from image decomposition and restoration problems, the proposed model can handle other low-level vision problems by modifying the composition loss function (1).
Here we use image dehazing as an example. Image dehazing. The image dehazing model can be described using the air light model,
where I is the hazy image, J is the haze-free image, S is the atmospheric light, and D is the medium transmission map, which describes the portion of the light that reaches the camera from scene surfaces. With the formulation model (7), we can set φ(S) = S(1 − D) and ϕ(D) = JD in (1) within the DualCNN framework. As a result, the composition loss function (1) for image dehazing becomes
The other two loss functions (2) and (3) remain the same. In the training phase, we use the same method [28] to generate the atmospheric light S, the transmission map D and construct hazy/haze-free image pairs. The implementation details of the training stage are presented in Section 4.4.
In the test phase, the clear image J est can be reconstructed by the outputs of Net-D and Net-S, i.e.,
where d 0 is used to prevent division by zero and a typical value is 0.1 .
Experimental Results
We evaluate DualCNNs on several low-level vision tasks including super-resolution, edge-preserving smoothing, deraining and dehazing. The main results are presented in this section and more results can be found in the supplementary material. The trained models are publicly available on the authors' websites. Network parameters. Motivated by the success of SRC-NN and VDSR for super-resolution, we use 3 convolution layers followed by the ReLU function for the network Net-S. The filter sizes of each layer are 9 × 9, 1 × 1, and 5 × 5, respectively. The depths of each layer are 64, 32, and 1, respectively. For the network Net-D, we use 20 convolution layers followed by the ReLU function. The filter size of each layer is 3 × 3 and the depth of each layer is 64. The batch size is set to be 64 and the learning rate is 10 −4 . Although each branch of the proposed model is similar to SRCNN or VDSR, both our analysis and experimental results show that the proposed model is significantly different from these methods and achieves better results.
Image Super-resolution
Training data. For image super-resolution, we generate the training data by randomly sampling 250 thousands 41 × 41 patches from 291 natural images in [25] . We apply the Gaussian filter to each ground truth label X to obtain S gt . The ground truth D gt is the difference between the ground truth label X and the structure S gt .
For this application, we set φ(S) = S and ϕ(D) = D. The weights α, λ and γ in the loss function (4) are set to be 1, 0.001 and 0.01, respectively. To increase the accuracy, we use the pre-trained models of SRCNN and VDSR as the initializations of Net-S and Net-D.
We present quantitative and qualitative comparisons against the state-of-the-art methods including A+ [34] , Self-Ex [14] , SRCNN [5] , ESPCN [29] , SRGAN [20] , and VD-SR [17] . Table 1 shows quantitative evaluations on benchmark datasets. Overall, the proposed method performs fa- ing the effectiveness of the proposed dual model. Figure 3 shows some super-resolution results by the evaluated methods. The proposed algorithm can well preserve the main structures than state-of-the-art methods.
Running time. We benchmark the running time of all methods on a machine with an Intel Core i7-7700 CPU and an NVIDIA GTX 1080 GPU. 
Edge-preserving Filtering
Similar to the methods in [38] and [24] , we apply the DualCNN to learn edge preserving image filters including L 0 smoothing [36] , relative total variation (RTV) [39] , and weighted median filter (WMF) [41] . We generate the training data by randomly sampling 1 million patches (clear/filtered pairs) from 200 natural images in [25] . Each image patch is of 64 × 64 pixels, and other settings of generating training data are the same as those used in [38] .
For this application, as our goal is to learn the filtered image which does not contain rich details, we set weights α, λ, and γ in the loss function (4) to be 1, 10 −4 and 0, respectively. We further let S gt be the ground truth label X.
We evaluate the proposed DualCNN model against methods [38, 24] using the dataset from [38] . Table 3 summarizes the PSNR results. Note that Xu et al. [38] use image gradients to train their model and the final results are reconstructed by solving a constrained optimization problem. Thus it performs better for approximating L 0 smoothing. However, our method does not need these additional steps and generates high quality filtered images with significant improvements over the state-of-the-art deep learning based methods, particularly on RTV and WMF.
We note that the architecture of Net-D is similar to that of VDSR. As such, we retrain the network of VDSR for these problems. The results in Table 3 suggest that only using residual learning does not always generate high-quality filtered images. Figure 4 shows the filtering results of approximating RTV [39] . The state-of-the-art methods [38, 24] fail to smooth the structures (e.g., the eyes in the green boxes) that are supposed to be removed using the RTV filter (Figure 4(f) ). In addition, the results with only one branch (i.e., Net-S) have lower PSNR values (Table 3 ) and some remaining tiny structures (Figure 4(d) ). In contrast, joint learning structures and details preserves more accurate results and the filtered images are significantly closer to the ground truth.
Image Deraining
Deraining aims to recover clear contents from rainy images. This process can be regarded as recovering the clear details (rainy streaks) and structures (clear images) from inputs. We evaluate the proposed DualCNN on this task.
To train the proposed DualCNN for image deraining, we generate the training data by randomly sampling 1 million patches (rainly/clear pairs) from the rainy image dataset used in [40] . The size of each image patch used in training stage is 64 × 64 pixels. Following settings used in learning image filtering, we let S gt be the ground truth label X (i.e., clear image patch). The weights α, λ and γ in the loss function (4) are set to be 1, 0.01, and 0, respectively. We use the test dataset [40] to evaluate the effectiveness of the proposed method. Table 4 shows the average PSNR values of restored images on the test dataset [40] . Overall, the proposed method generates the results with the highest PSNR values. Figure 5 shows deraining results from the evaluated methods. The proposed algorithm can accurately estimate both clear details and structures from the input image. The plain CNN-based methods [9] , [40] and Net-S all generate results with obvious rainy streaks, demonstrating the advantage of simultaneously recovering structures and details using the DualCNN.
We further evaluate DualCNN using real examples. Figure 6 shows a real example. We note that the algorithm in [10] develops a deep details network for image deraining. The derained images are obtained by extracting details from input. However, this method depends on whether Figure 5 . Visual comparisons for image deraining. The proposed method is able to remove rainy streaks from the input image. the image decomposition method is able to extract details or not. The results shown in Figure 6 (c) demonstrate the algorithm in [10] fails to generate clearer images. In contrast, our method generates much clearer results compared to state-of-the-art algorithms.
Image Dehazing
As discussed in Section 3.2, the proposed method can be applied to the image dehazing. Similar to the method in [28] , we synthesize the hazy image dataset using the NYU depth dataset [30] and generate the training data by randomly sampling 1 million patches including hazy/clear pairs (I/J), atmospheric light (S), transmission map (D). The size of each image patch used in training stage is 32×32 pixels. The weights α, λ and γ are set to be 0.1, 0.9, and 0.9, respectively.
We quantitatively evaluate our method on the synthetic hazy images [28] . As summarized in Table 5 , the proposed method performs favorably against the state-of-theart methods for image dehazing. The dehazed images in Figure 7 show that the proposed method can recover the atmospheric light (Figure 7 
Analysis and Discussion
In this section, we further analyze the proposed method and compare it with the most related methods. Effect of the architectures of DualCNN. Lin et al. [23] develop a bilinear model to extract complementary features for fine-grained visual recognition. By contrast, the proposed DualCNN is motivated by the decomposition of a signal into structures and details. More importantly, the formulation of the proposed model facilitates incorporating the domain knowledge of each individual application. Thus, the DualCNN model can be effectively applied to numerous low-level vision problems, e.g., super-resolution, image filtering, deraining, and dehazing.
Numerous deep learning methods have been developed based on a single branch for low-level vision problems, e.g., SRCNN [5] and VDSR [17] . One natural question is why (a) Input (b) He et al. [12] (c) Tarel et al. [33] (d) Cai et al. [2] (d) Ren et al. [28] (e) Estimated S (f) Estimated D (g) Ours Figure 7 . Visual comparisons for image dehazing. In contrast to the CNN-based methods [2, 28] which additionally use conventional methods to estimate atmosphere light, the proposed method directly estimates the atmosphere light in (e) and transmission map in (f) and thus leads to comparable results. Table 6 . Figure 9 . An alternative cascaded architecture that estimates the structure and details sequentially. Sample results using the VDSR model are shown in Figure 8 . While the residual learning (i.e., VDSR) approach performs better than the SRCNN, the generated images with the plain CNN model [5] contain blurry boundaries or rainy streaks (Figure 8(d) ).
Although the proposed DualCNN consists of two branches, an alternative is to combine the Net-S and Net-D in a cascaded manner as shown in Figure 9 . In this cascade model, the first stage estimates the main structure while the second stage estimates details. This network architecture is similar to the ResNet [13] . However, this cascaded architecture does not generate high-quality results compared to the proposed DualCNN (Figure 8 (e) and Table 6 ). Effect of the loss functions in DualCNN. We evaluate the effects of different loss functions on image dehazing. Table 7 shows that adding two regularization losses L s in (2) and L d in (3) significantly improves the performance. Different architectures in DualCNN. We have used different network structures for the two branches of DualC-NNs in the experiments in Section 4. It is interesting to test using the same structures for the two branches of a Dual-CNN. To this end, we set the two branches in a DualCNN using the network structures of SRCNN [5] and train the D-ualCNN according to the same settings used in the image super-resolution experiment. The trained DualCNN generates the results with higher average PSNR/SSIM values (30.3690/0.8603) than those of SRCNN (30.1496/0.8551) for ×4 upsampling on the "Set5" dataset.
We further quantitatively evaluate the DualCNN when the two branches are the same on image deraining using synthetic rainy dataset [40] . Similar to the image super- Table 8 . Quantitative evaluation of two branches in DualCNN using the synthetic rainy dataset [40] .
Two branches SDCNN-S SDCNN-D Ours
Avg. PSNR 22.42 23.58 24.11 Figure 10 . Quantitative evaluation of the convergence property on the super-resolution dataset (Set5, ×2).
resolution experimental settings, the two branches in the DualCNN are set to be the network structures of SRCN-N [5] (SDCNN-S) and the network structures of VDSR [17] (SDCNN-D), respectively. Table 8 shows that DualCNN with deeper model generates better results when the architectures of two branches are the same. However, the Du-alCNN where one branch is SRCNN and the other one is VDSR performs better than SDCNN-D. This is mainly because the main structures of the input images are similar to those of output images. Deeper model used in "net-S" will introduce errors in the learning stage.
Convergence property. We quantitatively evaluate convergence properties of our method on the super-resolution dataset, i.e., Set5. Although the proposed network contains two branches compared to other methods [5, 17] , it has the similar convergency property to the SRCNN and VDSR as shown in Figure 10 .
Conclusion
In this paper, we propose a novel dual convolutional neural network for low-level vision tasks, called DualCNN. From an input signal, the DualCNN recovers both the structure and detail components, which can generate the target signal according to the problem formulation for a specific task. We analyze the effect of the DualCNN and show that it is a generic framework and can be effectively and efficiently applied to numerous low-level vision tasks, including image super-resolution, filtering, image deraining, and image dehazing. Experimental results show that the DualC-NN performs favorably against state-of-the-art methods that have been specially designed for each task.
