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its	 opening	 displacement.	 	 Such	 information	 can	 be	 obtained	 from	 any	 digital	 image	
correlation	 analysis	 of	 cracked	 components,	 but	 it	 collection	 by	manual	methods	 is	 quite	
onerous,	particularly	 for	massive	amounts	of	data.	 	We	 introduce	the	novel	application	of	
Phase	 Congruency	 to	 detect	 and	 quantify	 cracks	 and	 their	 opening.	 Unlike	 other	 crack	
detection	techniques,	Phase	Congruency	does	not	rely	on	adjustable	threshold	values	that	
require	 user	 interaction,	 and	 so	 allows	 large	 datasets	 to	 be	 treated	 autonomously.	 The	
accuracy	 of	 the	 Phase	 Congruency	 based	 algorithm	 in	 detecting	 cracks	 is	 evaluated	 and	
compared	 with	 conventional	 methods	 such	 as	 Heaviside	 function	 fitting.	 As	 Phase	
Congruency	is	a	displacement-based	method,	it	does	not	suffer	from	the	noise	intensification	
to	which	gradient-based	methods	(e.g.	strain	thresholding)	are	susceptible.		Its	application	is	
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Observing	 the	 interaction	 of	 cracks	with	 the	 encompassing	microstructure	 of	 engineering	




task	 of	 rigorous	 analysis	 of	 large	 volumes	 of	 data,	 which	 require	 user	 judgement	 and	
intervention.	The	ability	to	detect	and	quantify	features	such	as	cracks	and	their	associated	
parameters,	such	as	dimension,	from	many	images	is	becoming	a	critical	task.		
Most	 approaches	 to	 identify	 cracks	 in	digital	 images	use	edge	detection	methods	 such	as	
global	 and	 local	 grey-scale	 intensity	 thresholding.	 	 These	 require	human	 interaction	 to	be	
optimal	[1,	2].	 	For	 instance,	 Ikhlas	et	al.	 [3]	presented	a	study	of	different	edge	detection	
techniques	including	wavelet	transform	and	Fast	Fourier	Transform	(FFT)	to	identify	cracks	in	
bridges,	concluding	that	wavelet	transform	is	more	reliable	than	other	methods.	However,	





to	be	detectable	 in	the	 image.	This	 inherently	 limits	these	methods’	accuracy	to	a	pixel	at	
best.	However,	there	are	image	analysis	techniques	that	have	sub-pixel	accuracy.	They	track	
the	 surface	 displacement	 of	 the	 features	 near	 the	 discontinuity	 and	 therefore	 can	 detect	










and	 deformed	 image,	 respectively.	 Conventionally,	 the	 reference	 image	 is	 divided	 into	
interrogating	windows	or	subsets	that	are	matched	(or	tracked)	in	the	deformed	image,	using	









Firstly,	 the	 linear	 elastic	 stress	 intensity	 factor	 may	 be	 obtained	 by	 fitting	 a	 theoretical	
displacement	 field	 to	 the	 DIC	measured	 field	 [14,	 15,	 17,	 18];	maximising	 the	 correlation	
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between	 the	 two	 fields	 finds	 the	 optimal	 stress	 intensity	 factor	 that	 describes	 the	
measurement.	This	forces	experimental	data	to	fit	a	theoretical	model	and	neglects	possible	
incompatibilities.	 Critically,	 this	 family	 of	 methods	 are	 quite	 sensitive	 to	 accurate	






strain	energy	 release	 rate	associated	with	a	 crack.	 	 This	 strain	energy	 release	 rate	 can	be	
related	to	an	equivalent	stress	intensity	factor	[22].		Becker	et	al.	[16]	introduced	a	method	
to	calculate	J-integral	as	an	area	 integral	using	digital	 image	correlation	displacement	field	
















In	 a	 typical	 experimental	 study	 to	 quantify	 cracks	 and	 their	 interaction	 with	 the	
microstructure,	 hundreds	 of	 images	 may	 be	 recorded	 of	 a	 growing	 crack	 in	 a	 complex	
microstructure;	the	task	of	manual	segmentation	of	the	crack	[43]	can	be	a	major	obstacle.		
In	 this	 paper,	we	present	 a	 novel	 algorithmic	method	of	 obtaining	 the	 crack	 path	 and	 its	
opening	 displacement	 profile	 autonomously	 and	 reliably.	 	 We	 evaluate	 the	 theoretical	
accuracy	 of	 the	 algorithm	and	 compare	 it	with	 two	other	 crack	 segmentation	 algorithms:	



















crack	 is	 visible.	 It	 introduces	 displacement	 errors	 close	 to	 the	 crack	 faces	 due	 to	 the	
discontinuity	in	the	deformed	image	that	was	not	present	in	the	reference	image.		Because	
of	 this	 artefact,	 in	 the	presence	of	 a	 crack,	 the	 conventional	DIC	 algorithms	achieve	poor	
























an	 ideal	method	 for	detecting	 local	discontinuities	 in	 the	displacement	 fields	 that	 are	 the	
signature	of	 cracks.	The	mathematical	 representation	of	phase	congruency	 is	described	 in	
Appendix	A.	
We	use	Kovesi's	representation	of	PC	[46]	equipped	with	noise	compensation	features	based	
















in	 Figure	 3)	 is	 as	 follows:	 PC	 analysis	 is	 run	 on	 the	DIC-measured	 displacement	 field	 of	 a	








mask	 may	 be	 an	 overshot
‡
	 or	 an	 undershot
§
;	 the	 active	 contour	 algorithm	 decreases	 or	






and	 the	 discontinuity.	 Next,	 the	 Hough	 transform	 is	 used	 to	 find	 the	 co-ordinates	 of	 the	




































medium	 is	 an	 asymptotic	 function	 [18].	 	 Assuming	 only	 the	 first	 term	 of	 the	 asymptotic	
function	for	a	crack	along	the	horizontal	direction	i.e.	x	axis	shown	in	Figure	2a,	the	opening	
displacement,	+$,	around	the	crack	as	a	 function	of	 the	 far	 field	applied	stress,	,,	can	be	
presented	by:	















Displacement	in	crack	plane	.	 = 0	; 	-	 = 	1 − "	 	
+$	 =
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Where		A	is	Poisson’s	ratio	and	8		 = 3 − 4A	for	the	plane	strain	condition.	
The	 theoretical	+$	 displacement	 field	 and	 COD	 is	 constructed	 with	 an	 arbitrary	 Young’s	
modulus	of	8	GPa	and	Poisson’s	ratio	of	0.3.	It	should	be	noted	that	only	the	singular	term	of	
displacement	 field	 is	 used	 in	 this	 study.	 As	 the	 distance	 from	 the	 crack	 tip	 increases	 the	



















J K, L ,	and	added	to	the	displacement	field	as	shown	in	Eq.	(5):	
+$MNOPQ(K, L) = +$(K, L) + J(K, L)	 (5)	
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J K, L 	~	J 0, ,D
= 	 (6)	
Finally,	the	COD	profile	),	crack	path	position	*	and	crack	length	1	are	extracted	from	the	






























based	and	Gaussian	derivative-based	methods	are	more	noise	 robust,	but	 this	 affects	 the	
precision	of	the	crack	path	(Figure	4b)	and	gives	an	imprecise	COD	profile	(Figure	4a).	Of	the	





path	 error	 affects	 the	 COD	 measurement.	 The	 Heaviside	 performance	 is	 sensitive	 to	
thresholding	 parameters	 and,	 therefore	 its	 accuracy	 can	 be	 restricted	 to	 the	 adopted	
threshold	parameter,	which	causes	a	level	of	uncertainty	in	the	final	result.	It	should	be	noted	




Using	the	William’s	series	 to	displace	a	synthetic	speckle	pattern	 is	 limited	to	an	 idealised	
crack	 in	an	 infinite	elastic	plate.	 	To	study	the	performance	of	 the	developed	algorithm	 in	
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more	 general	 conditions,	 a	 code	 was	 developed	 to	 deform	 synthetic	 images	 with	 the	
displacement	field	output	of	a	 finite	element	simulation.	Full	details	of	the	code	are	given	









and	 opening	 displacement	 measured	 by	 the	 algorithm.	 	 The	 effects	 of	 experimental	
uncertainties	 in	 the	 displacements	 calculated	 by	 DIC	 were	 studied,	 as	 above,	 by	 adding	
Gaussian	noise	to	the	synthetic	data	both	in	the	un-deformed	and	in	the	deformed	images.		
The	speckle	pattern	and	subset	size	was	kept	constant	to	simplify	the	comparison	between	








where	ΓF	 is	percent	additive	noise,	 	,D 	 is	the	standard	deviation	of	Gaussian	noise,	YZV[	 is	
maximum	grey-scale	 intensity,	and	YZOM	 is	minimum	grey-scale	 intensity	of	 the	 images.	 	A	




In	 the	 case	 where	 no	 deformation	 is	 applied,	 the	 DIC	 analysis	 returns	 zero	 average	
displacement	in	x	and	y	directions.	The	standard	deviation	of	the	displacements	in	x	and	y	
directions	from	zero	quantifies	the	error	that	is	due	to	the	added	noise.	 	The	relationships	
between	 percentage	 additive	 image	 noise,	 image	 signal	 to	 noise	 ratio	 (SNR)	 and	 image	
displacement	uncertainty	are	shown	in	Figure	5,	which	shows	that	displacement	uncertainty	
increases	as	the	SNR	decreases.		The	SNR	of	a	digital	image	varies	with	parameters	such	as	
lighting	 conditions,	 exposure	 time	 and	 CCD	 sensor,	 and	 typical	 CCD	 cameras	 present	 SNR	
values	 between	 30-100	 dB	 [67].	 	 Three	 different	 noise	 levels	were	 therefore	 selected	 for	
further	study:	(i)	No	noise	(ΓF = 0	and	SNR	  !∞	dB)	which	is	an	idealised	case;	(ii)	medium	
noise	which	is	selected	to	represent	a	typical	experiment	(ΓF = 0.7	and	SNR	=39.2	dB);	(iii)	
High	noise	(ΓF = 3	and	SNR	=26.56	dB)	which	is	selected	at	the	edge	of	the	boundary	where	










LaVision’s	 Strain	 Master	 [13]	 with	 uniform	 subset	 grid	 size	 of	 31	 with	 step	 size	 8.	 No	
smoothing	or	outlier	filter	was	used.	The	positioning	of	the	uniform	subset	grid	was	constant	
for	all	CMOD	profiles	on	all	the	reference	images	to	preserve	positioning	independency.		







crack	detection	methods	failed	to	detect	the	crack	 in	this	case.	 It	 is	not	possible	to	obtain	
fracture	 parameters	 from	 this	 displacement	 field	 without	 the	 aid	 of	 smoothing	 or	 fitting	
techniques,	however	this	will	amplify	the	uncertainty	of	the	parameters	and	was	not	pursuit.	




path,	 COD	 and	 crack	 length.	 Figure	 6b	 shows	 that	 PC	 consistently	 gives	 precise	 COD	
measurements	for	no	noise	and	medium	noise	for	different	CMOD	profiles	while	high	noise	
measurements	 show	 the	 error	 is	 declining	 as	 the	 CMOD	 profile	 is	 increased.	 This	 is	 an	














The	 PC-based	 algorithm	 has	 been	 applied	 to	 crack	 detection	 and	 quantification	 in	 two	






The	 cracking	 process	 of	 a	 rock	 material	 is	 highly	 influenced	 by	 the	 microstructure	 of	 the	
material.	By	using	the	natural	texture	of	the	specimen	surface	as	speckle	pattern,	cracking	
and	crack	growth	can	be	monitored	in	detail	in	relation	to	the	structure	of	the	rock	material.	











prominent	 in	 the	 images,	 the	surface	of	 the	specimen	was	polished	 in	a	grinding	machine	






The	 specimen	was	 glued	 to	 the	 loading	platens	of	 the	 testing	machine,	 ensuring	 that	 the	
loading	line	and	the	centre	axis	of	the	specimen	coincided	as	close	as	possible.	The	tensile	
load	was	controlled	at	a	constant	crosshead	displacement	rate	of	0.06	mm/min.			























85.3	 to	 86.5	 counts	 between	 reference	 and	 deformed	 images.	 This	 change	 of	 grey-level	
intensity	 can	 be	 visually	 seen	 at	 the	 location	 of	 the	 discontinuity	 which	 leads	 to	 poor	
correlation	for	the	subsets	that	 include	the	crack,	as	shown	by	the	censored	displacement	
data	 (Figure	8d).	Subsets	with	correlation	coefficient	of	 less	than	60%	were	censored.	The	
missing	 data	 were	 extrapolated	 using	 a	 linear	 least	 square	 approach	 without	 modifying	
known	values	to	obtain	the	final	displacement	field	(Figure	8e).		
The	key	steps	of	the	application	of	the	crack	detection	algorithm	are	depicted	in	Figure	9:	this	
shows	 the	 outcome	 of	 the	 phase-congruency	 analysis	 (Figure	 9a),	 the	 path	 segmentation	
using	 Hough	 transform	 on	 the	 phase	 congruency	 result	 (Figure	 9b);	 an	 overlay	 of	 the	
segmented	crack	on	the	displacement	data	(Figure	9c)	and	the	crack	opening	profile	(Figure	
9d)	 on	 the	 deformed	 image.	 The	 algorithm	 successfully	 extracted	 the	 discontinuity	 and	







aluminium	 alloy	 2024	was	 carried	 according	 to	 ASTM	E399	 [73],	 details	 of	which	 is	 given	































in	 Figure	 11a).	 This	 region	 of	 interest	 is	 compared	 in	 Figure	 11b	 and	 Figure	 11c	 for	 the	









The	Phase	Congruency	map	of	 the	displacement	 field,	 shown	 in	 Figure	12c,	highlights	 the	
discontinuity	quite	clearly.	The	crack	opening	displacement	profile,	calculated	automatically	















results	 in	 a	 crack	 mouth	 opening	 displacement	 reduces	 the	 accuracy	 of	 digital	 image	
correlation	 considerably.	 This	 is	 because	 there	 is	 no	 speckle	 pattern	 in	 the	 empty	 space	








•! The	 PC-based	method	 is	more	 accurate	 and	 robust	 to	 noise	 than	 the	widely	 used	
gradient	based	and	Heaviside	algorithms.		
	 13	
•! Applied	 to	materials	with	different	 levels	of	deformation	around	 the	 crack	 tip,	 the	
difference	 between	 manual	 image	 segmentation	 and	 the	 faster,	 autonomous	 PC-
based	algorithm	is	less	than	three	pixels.	
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N̂ " _MN " ∆ΦMN " − aNMN
_MN " + bMN
	 (A-1)	
where	 o	 and	 n	 denote	 the	 indexes	 over	 orientation	 and	 wavelet	 scale	 respectively.	 The	
function	 ∗ 	returns	its	enclosed	quantity	when	the	value	is	positive	and	zero	otherwise.	^	is	
a	weighting	factor	based	on	frequency	spread	and	∆Φ(x)	is	a	measure	of	phase	congruency.	
On	 a	 given	 orientation	 and	 a	 fixed	 number	 of	wavelet	 scale,	 a	 value	 for	 amplitude,	_,	 is	
estimated	by	designing	a	 filter	bank	considering	both	radial	and	angular	components.	The	
radial	component	of	the	filter	bank	is	designed	in	terms	of	 log-Gabor	function.	On	a	linear	
frequency	scale	 the	 log-Gabor	 function	 is	defined	as	ef = g
hijk l m n
nopq	 r n 	where	-	 is	 the	 radius	
filter	given	in	pixels	in	the	polar	system	and	,	controls	the	filter	bandwidth.	The	function	s	is	
calculated	 by	 s =
t
uvwx
	 where	 yZV[ =	yZOM. z
MWt. z	 is	 the	 scaling	 between	 the	 centre	










current	 orientation	 and		 is	 the	 number	 of	 orientation.	,{ =
~
Ä.N
	 	where	Å	 is	 the	 ratio	 of	
angular	interval	between	filter	orientations	and	standard	deviation	of	the	angular	Gaussian	
function.	














added	 to	prevent	division	of	 zero	 in	numerical	 calculation.	For	a	given	wavelet	 scale,	ã,	 a	
measure	for	phase	congruency	is	calculated	as	following:	
	
∆Φ x = cos åM " − å " − sin åM " − å " 	 (A-3)	
where	åM " 	is	the	local	phase	of	the	amplitude	_M " 	and	the	value	of	å " 	that	maximizes	









0 	" < 0
1/2 	" = 0
1 " > 0
	 (B-1)	




•! Maximum	of	 difference	 between	windowed	moving	 average	with	 a	 set	 smoothing	
threshold	
•! 1D	 canny	 edge	 detector	 -	 Convolution	 with	 a	 Gaussian	 derivative	 kernel	 with	 a	
selected	noise	suppression	[65]	
A	threshold	is	chosen	to	determine	when	the	crack	location	is	not	detected.	This	threshold	





size	(TPëíPQì),	which	are	selected	by	 the	user.	 	The	subset	size	 is	 the	area	over	which	 the	
averaged	displacement	measurement	is	calculated	and	the	step	size	(TPìQî)	represents	the	
distance	 between	 each	 subset,	 and	 so	 affects	 the	 overlap.	 This	 overlapping	 of	 subsets	
increases	the	spatial	resolution	of	the	displacement	field,	and	also	acts	to	smooth	it.		This	can	




































b	and	Figure	C-c).	Although	 it	 is	expected	 that	 the	 relation	between	subset	 size	and	error	







fall	 in	 the	 crack	 image	within	 each	 subset,	 evidence	 shown	 in	 Section	 4.2.	 It	 is	 therefore	
expected	that	the	uncertainty	of	the	displacement	data	close	to	be	strongly	influenced	by	the	
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