Recent studies have shown that congenitally blind speakers have greater auditory discrimination acuity than sighted speakers [L. Ménard, S. Dupont, S.R. Baum, and J. Aubin, J. Acoust. Soc. Am. 126, 1404Am. 126, -1414Am. 126, (2009. At the production level, however, blind speakers produce smaller displacements of the lips (visible articulator) than their sighted peers. In order to further investigate the impact of visual experience on the articulatory gestures used to produce intelligible speech, adaptation strategies in background noise was studied in blind and sighted speakers. Ten sighted and ten congenitally blind adult French participants were recorded during the production of the vowels /i/, /y/, /u/, /a/ in a CVC context. Two conditions were elicited: with high-intensity noise heard through headphones and without noise. Synchronous acoustic and articulatory data were recorded using the Carstens AG500 Electromagnetic Articulograph system. Formant measures and movements of the lips and tongue were analyzed. Results reveal that blind speakers produced smaller ranges of lip movement than sighted speakers in the noisy condition, suggesting that the blind subjects made less use of visible articulators to improve intelligibility. Results are discussed in light of multimodal production-perception relationships in speech.
INTRODUCTION
It is well known that speaking in a noisy environment triggers hyperarticulation. To adapt to the greater demands on clarity, speakers usually increase loudness and pitch (Junqua, 1993; van Summers and Pisoni, 1988; Castellanos et al., 1996) . This speech mode, referred to as "Lombard speech," is also related to greater lip amplitude and lip velocity (Garnier, 2008; Garnier et al., 2010; Kim et al., 2005) . Those articulatory and acoustic correlates of speech produced in noisy surroundings contribute to improving overall speech intelligibility.
Several studies have provided evidence that both auditory and visual cues are involved in speech intelligibility (Sumby and Pollack, 1954) . More recently, it has been shown that congenital blindness significantly affects the articulatory strategies used by speakers to produce intelligible sounds (Ménard et al., under review) . Indeed, deprived of visual feedback, blind speakers use a reduced range of upper lip movement to produce rounded vowels, compared to their sighted peers. The fact that visual feedback influences articulation in such populations raises the question of whether or not, in Lombard speech, speakers can actively enhance visible lip gestures to increase speech intelligibility. In a single-subject study, Garnier et al. (2011) collected articulatory and acoustic data on speech produced in various conditions of audiovisual interactions between the subject and the experimenter: no interaction, audio-only interaction (the experimenter was standing in front of the speaker but had his back to him), and visualonly interaction (the experimenter was facing the speaker). The results showed that lip gestures were not enhanced to a greater degree when the subject could be seen than when he could not. This result suggested that the enhancement of lip gestures in Lombard speech was an indirect consequence of increased vocal effort, and not an actively controlled parameter to improve audiovisual intelligibility.
To further investigate the effects of visual feedback on speech production in increased clarity conditions, a preliminary study of speech produced by congenitally blind French speakers and sighted French speakers was conducted. Both acoustic and articulatory data were collected.
METHOD

Subjects
Two groups of French speakers participated in this experiment. The first one, referred to as the "control group," consisted of ten sighted adult subjects (four males and six females) averaging 42 years in age. The second group, referred to as the "blind group," consisted of ten adults (three males and seven females). They ranged in age from 40 years to 52 years (mean: 44 years). All subjects were native speakers of Canadian French who lived in the Montreal area. The blind subjects had congenital, complete visual impairment, classified as class 3, 4, or 5 in the World Health Organization's International Disease Classification, and they had never had any perception of light or movement. All subjects passed a 20-decibel-hearing-level (dB HL) pure-tone screening procedure at 500, 1000, 2000, 4000, and 8000 Hz.
Stimuli
The corpus consisted of ten repetitions of /bab/, /bib/, /bub/, and /byb/, embedded in the carrier sentence Le mot /bVb/ me plaît ('I like the word /bVb/'). Stimuli were randomized across subjects. Two background conditions were used: no background noise and high-intensity (85 dB SPL) background noise presented through headphones.
Experimental procedure
The experimental procedure is similar to the one used by Thibeault et al. (2011) in a palatal perturbation study. Tongue recordings were made using an EMA AG500 system (LINUX version), placed at least at 1.5 m from any wall, at a sampling rate of 200 Hz (Carstens, 2006) in a soundproof room at the Laboratoire de phonétique of the Université du Québec à Montréal. During the recordings, the subjects were seated with their heads within the EMA recording unit and with a microphone in front of them. The acoustic signal was recorded simultaneously with a Sony ECM-T6 microphone, placed 30 cm from the subject's mouth, and digitized at 44 100 Hz using a Delta 1010 LT sound card. The EMA system was calibrated (see Carstens, 2006) before each recording, with all equipment to be used during the recording powered on. RMS values, which represent the difference in signal amplitude between predicted and recorded values (and should be smaller than 14), were all smaller than 7.53, with a mean value of 1.97. Eight sensors were attached to the upper and lower lips (at the vermilion border), the lower incisors (at the gum line), the tongue midline (tongue body, tongue blade, and tongue tip), and the left and right margins between tongue blade and tongue tip. The tongue tip sensor was placed 1 cm back from the actual tongue tip in an attempt to minimize speech perturbation. The tongue body sensor was as far back as possible and the tongue blade sensor was placed at mid-distance between the other two sensors. The margin sensors were oriented so that their theta angle (elevation) provided information about the shape of the tongue in the coronal plane. Four additional sensors were attached to the left and right mastoids and the left and right lateral upper incisors at the gum line and used for head correction.
After the recording, the positions (x: back/front, y: left/right, and z: high/low) and orientation (phi: azimuth and theta: elevation) of each sensor over time were extracted using the Linux version of the EMA software (Carstens' CalcPos). Sensor positions and orientation were corrected for head movements using a MATLAB procedure developed by Mark Tiede (Haskins Laboratory) based on the upper incisor sensors and the mastoid sensors.
Data analysis
At the acoustic level, the signal was low-pass filtered at half the sampling frequency (22,050 Hz) with a preemphasis from 50 Hz. Vowel onset and vowel offset were identified based on the appearance or disappearance of the first two formant frequencies on the spectrogram. Vowel duration was measured based on these acoustic landmarks. An LPC analysis detected up to four formants (the number of poles ranged from 12 to 18). Fundamental frequency (F0) measurements were made using the autocorrelation method. Vowel intensity (in dB) was also extracted. F0, F1, F2, vowel duration, and vowel intensity were the dependent acoustic variables. Repeatedmeasures ANOVAs were conducted on each dependent variable, with subject group as the between-group factor and vowel and noise condition as the within-group factors.
At the articulatory level, sensor positions were extracted at vowel midpoint. Articulatory measures included x (front-back) and z (low-high) positions of the upper lip, lower lip, jaw, tongue tip, tongue blade, and tongue body. For each vowel, the mean positions of the upper lip, lower lip, tongue tip, tongue blade, and tongue dorsum sensors in the noise condition and in the no-noise condition were computed. The position difference between the two conditions was then calculated. In the present paper, absolute values of displacement are given. Those values directly represent ranges of displacement that have been shown to be affected by visual deprivation (Leclerc et al., 2007) . Specific orientation of movement will be described in a separate paper, along with between-speaker variability. The dependent articulatory measures were thus the difference in position (in the vertical or horizontal dimension) between the noise condition and the no-noise condition for the five sensors mentioned above. Repeatedmeasures ANOVAs were conducted on each dependent variable, with subject group as the between-group factor and vowel as the within-group factor.
RESULTS
Acoustic data
Mean values for vowel duration, vowel intensity, and vowel F0 are depicted in Figure 1 , for both speaker groups and in both noise conditions (noise and no-noise conditions). Error values are standard errors. Repeated-measures ANOVAs conducted on each variable revealed significant main effects and interaction effects between factors. First, as concerns vowel duration (upper left panel in Figure 1 ), vowels were significantly longer in the noise condition than in the no-noise condition (F(1,18)=11.81; p<.01). The vowel /a/ was also significantly longer than /i/, /u/, and /y/ (F(3,54)=95.67; p<.001).
Concerning vowel intensity (upper right panel in Figure 1 ), overall, it was found that all speakers significantly increased vowel intensity in the noise condition compared to the no-noise condition (F(1,18)=63,09; p<.001). The repeated-measures ANOVA also revealed a three-level interaction of speaker group, vowel, and noise condition (F(3,54)=4.23; p<.01). More specifically, for the vowels /a/, /y/, and /u/, the increase in vowel intensity was greater for control subjects than for blind subjects. No group difference was found for the vowel /i/.
As for F0 values (lower panel in Figure 1 ), all vowels were higher when produced in the noise condition than in the no-noise condition (F(1,18)=49.33; p<.001). No significant effect of speaker group (as a main effect or in interaction with another factor) was found. . It was found that, when averaging across speaker groups and vowels, F1 values were significantly higher in the noise condition than in the no-noise condition (F(1,18)=40.44; p<.001). The vowel /a/ was significantly more subject to this effect than the other three vowels (F(3,54)=33.87; p<.001). No significant effect of speaker group (as a main effect or in interaction with another factor) was found. Mean F2 values are presented in Figure 3 for both speaker groups and both noise conditions. Data are shown separately for the four vowels under study. Apart from a significant main effect of vowel on F2 values (F(3,54)=64.38; p<.001), which is predicted by the organization of the French vowel system, no significant effect of speaker group or noise condition on F2 values was found. 
Articulatory data
Turning now to the articulatory results, several sensor positions were examined separately in the front-back (horizontal) dimension and the high-low (vertical) dimension. Mean values for noise vs. no-noise differences in the front-back dimension are presented for each speaker group in Figure 4 . As Figure 4 shows, a significant interaction between the group factor and the articulator was found (F(4,72)=22.69; p<.05). Post-hoc tests revealed that control speakers altered the horizontal position of the lower lip when going from the no-noise condition to the noise condition significantly more than blind speakers. Recall that this sensor position corresponds to the resulting position of the lower lip, including the movement of the jaw, which is biomechanically linked to it. The reverse pattern is found for the tongue tip and tongue blade sensors, for which the difference in horizontal position between both noise conditions is greater for blind speakers than for sighted speakers. 
