We propose an optimum distance search method for realizing high-quality computational ghost imaging (CGI). The proposed method, which utilizes the advantages of compressive sensing and the CGI technique, is composed of two search steps. The first step is a coarse search, and the second is a fine search. By using the two-step search, an optimum distance can be obtained. The signal-to-noise ratio (SNR) and the relative mean square error (RMSE) are used as criteria during the search process. Both simulation and experimental results demonstrate that the proposed method can enhance imaging quality, and compressive CGI is more sensitive to distance variations than traditional CGI. The SNR and RMSE are improved when the object is at the optimum distance.
High-Quality Computational Ghost
Imaging Using an Optimum Distance Search Method
Introduction
As a new imaging technique, ghost imaging (GI) can nonlocally reconstruct the image of an object with a single-pixel detector. The first GI experiment was realized with entangled photon pairs [1] . Since then, it has been an increasingly popular subject in the imaging field [2] - [41] . Much attention has been focused on exploiting the potential applications of GI in remote sensing [11] , [12] , image processing [13] , and so on [14] - [20] . In recent years, various improved GI schemes have been presented, including computational GI (CGI) [21] , iterative GI [22] , differential GI [23] , [24] , normalized GI [25] , compressive GI [26] - [30] , and others [31] - [36] . Among the existing GI schemes, the single-detector CGI is an alternative technique to the conventional two-arm GI, where the reference arm is removed, and the corresponding charge-coupled device (CCD) camera is replaced by a virtual one. Since the single-detector CGI was proposed by Shapiro [21] , much research of this method has been conducted [22] , [26] , [31] , [33] , [37] , [38] .
Reviewing the preceding GI experiments and related theory, most of them are performed with the distance condition that the object and the CCD plane are equally distant from the illumination source Fig. 1 . Schematic diagram of the experimental setup: P1 and P2, polarizers; D, diaphragm; PC: personal computer. Lenses L1 and L2 denote the projective and collective lenses, respectively. L1 is used to collect and project the modulated light beam to the object, and L2 is used to converge the light beam on the bucket detector plane.
[1]- [10] , [16] - [37] , [39] - [41] . In other words, to implement the GI experiments or applications, the detailed location information of the object is indispensable. When the location information of the object cannot be measured, especially in remote imaging where the object location is unknown, GI cannot easily be achieved. In [11] , Zhao et al. presented a high-resolution GI lidar system using an approximate distance for the location of the experimental target. In [19] , Hardy et al. introduced a GI system to image rough-surfaced targets in reflection through long turbulent optical paths. They had to previously know the location of the target and the distances that the signal beam and the reflected light traveled. Clearly, an accurate or approximate distance needs to be known to achieve GI. Although it has been validated that the GI enjoys a certain depth-resolving capability [37] , the quality of the reconstruction image can be enhanced when the distance condition is strictly met [37] , [39] - [41] . In practical GI experiments or applications, the distance between the object and the source is a measured value or an approximate value, which usually contains certain errors, resulting in the quality degradation of the reconstructed image and hindering the applications of GI. Although various traditional methods (e.g., time-of-flight method) can be used to measure the distance, they usually need additional device and cost time. Moreover, when the GI is used in harsh environment [19] , the distance measured by traditional methods may not guarantee an accurate result, which still limits the imaging quality of GI. However, to the best of our knowledge, few studies have been reported on improving the imaging quality of GI using the distance-condition-based method and without additional device. Accordingly, in this paper, we will focus on the enhancement of the imaging quality for a CGI system by utilizing the distance condition.
Inspired by the relationship between the distance condition and the retrieved image quality, we propose a high-quality CGI using the optimum distance search method. This scheme combines compressive sensing and the CGI technique (CSCGI), containing two search steps. In the first step, an estimated deviation range is set, and a new deviation range is obtained using CSCGI calculation. In the second step, an iterative CSCGI calculation is conducted on the new deviation range. After finishing the iterative search calculations, the distance at which the SNR (or RMSE) reaches its maximum (or minimum) value is chosen as the optimum distance. Simulation and experimental results show that the retrieved image quality can be enhanced using the proposed method.
Methodology
The schematic of the experimental setup is shown in Fig. 1 . A uniform collimated light beam is first generated for the illumination by guiding the laser beam through a beam expander (BE), and the light beam is then modulated by applying pseudo-random amplitude patterns f m (x, y) (m = 1, 2, · · · ) on the spatial light modulator (SLM). Since lots of diffraction spots are generated when the laser beam passes through the SLM, a diaphragm is used to select the central diffraction spot which is the biggest one of all. Finally, the modulated light beam passes through the object with a transmission coefficient T (x, y), and its intensity is then collected by a bucket detector (BD). In this scheme, the reference arm is virtual, as is the relative CCD camera.
In each amplitude modulation, the field after the SLM can be calculated as
where E i n (x, y) is the incident field on the SLM. Accordingly, the field at any distance L from the SLM can be calculated by
where ⊗ denotes the convolution operation, and h (x, y, L ) represents the impulse response function of the optical system, which is given by
, L signifies the axial distance between the SLM and the virtual CCD plane or the bucket detector plane, and λ represents the wavelength of the laser source.
With the knowledge of E m (x, y, z = L ), the intensity patterns at the virtual CCD plane can be calculated by
where E * m (·) is the complex conjugate of E m (·). In the object arm, the intensity pattern measured by the bucket detector is given by
where
B m , and M is the total number of measurements.
To quantitatively evaluate the quality of the retrieved image, the SNR as defined in [31] and the RMSE are employed. The RMSE is given by
where G 0 (p , q) and G (p , q) are the intensity matrices (P × Q ) of the object image and the retrieved image, respectively. It can be observed from (5) and (6) that the distance L plays a key role in the final reconstructed object image. Let L d represent the measured distance between the SLM and the object. Due to the existence of measurement errors, the distance L used for the CGI computation is actually composed of the measured value L d and a measured deviation L , which is presented
To find the optimum distance L , a two-step iterative search method is utilized as follows.
Step 1: An estimated range [−L min , L max ] is first chosen. The range is divided into N 1 equal portions, which are written as 
The blue area in (b) corresponds to the blue part in (a) and is magnified for better display.
where L i denotes the i th portion. Then, iteratively conduct the CGI computation as described from Eq. (1) to Eq. (6) with the distance L = L d + L i as shown in Fig. 2(a) . The SNR is also calculated during each iteration. After finishing the N 1 + 1 computations, the distance with the highest SNR is saved as L mi d .
Step 
where Fig. 2(b) and the relative SNR as in Step 1. Finally, the distance with the highest SNR is selected as the optimum distance L acc .
To improve the SNR and reduce the measurement time, we turn to the compressive sensing (CS) technique. Among the various CS schemes, the total variation (TV) minimization is a widely used model [27] , [42] . It was introduced in [42] that the TVAL3 is an efficient algorithm for solving the CS problem with TV regularization. In [27] , it has been validated that the TVAL3 method can achieve a high-quality reconstruction of the object in GI. Thus, the TVAL3 in combination with the CGI method (TVCGI) is used in the image reconstruction process.
Simulations and Analysis
To verify the method described above, numerical simulations are carried out. In the simulations, a double-slit is adopted as the object, which is placed at L = 300 mm from the SLM. The size of the object image is set as 128 × 128 pixels. The distance between the SLM and the virtual CCD plane is set as L r = L = 300 mm. The wavelength of the laser beam, and the focus length of lens L1 are set as 635 nm and 5 cm, respectively. Suppose that the measured distance is L d = 325 mm and the measured deviation L is in the range of [−100 mm, 100 mm]. The total number of measurements is, M = 4000 and the numbers of iterations in Step 1 and Step 2 are N 1 = 25 and N 2 = 32, respectively. The simulation results by using the conventional CGI (CCGI) and the TVCGI are shown in Fig. 3 . From Figs. 3 (a i ) and (b i ), it can be observed that much noise appears in the retrieved images when the deviation is −100 mm (Fig. 3 (a 1 ) ) or +100 mm (Fig. 3 (a 4 ) ). The noise becomes less when the deviation is −28 mm (Fig. 3 (a 2 ) ) or 0 mm (Fig. 3 (a 3 ) ). However, in Figs. 3 (c i ) and (d i ), the noise differences are not distinct. The SNR and RMSE of the two methods in each deviation are shown in Fig. 4 . We can see from Figs. 4(a) and (b) that when the deviation reaches the optimum value, where the distance used for the GI computation is 297 mm, the SNR reaches its maximum, and the RMSE reaches its minimum. In Figs. 4(c) and (d) , when the distance used for the GI computation is equal to 300 mm in the virtual reference arm, the SNR and RMSE reach their optimum values. Figs. 3 and 4 , although the deviations reach ±100 mm, the CCGI and TVCGI can recover the object image. Nonetheless, a more accurate distance in the object arm can produce a better SNR and RMSE, thereby enhancing the imaging quality. In addition, it can be observed in Figs. 3 and 4 that the images retrieved by TVCGI are of better quality. 
Experiments and Analysis
To validate the proposed method and the simulation results, experiments are implemented using the setup shown in Fig. 1 . The laser source used for the illumination is the Thorlabs CPS635R, 635 nm, 1.2 mW. The SLM is the UPOLabs HDSLM85T, pure amplitude type, resolution 1920 × 1080 pixels, pixel size 8.5 × 8.5 μm. The pseudo-random amplitude patterns (128 × 128 pixels) that are displayed at the SLM are generated by a computer program. The focus length of lens L1 is 5 cm. A CCD camera (Daheng IMAVISION, MER-125-30UM, resolution 1292 × 962 pixels, pixel size 3.75 × 3.75 μm) is used to collect the light intensity and serves as the bucket detector. For simplicity, a double-slit (slit width 85 μm and center-to-center separation 120 μm) is adopted as the object. The measured distance between the SLM and the double-slit is 340 mm. The measured deviation L is supposed in the range of [−100 mm, 100 mm]. In the actual situation, the values of L min and L max are determined by estimation. The reason is that a coarse search is utilized in our scheme, which can quickly narrow the search range. Hence, the values of L min and L max can be set as certain big numbers by estimation because the coarse search can quickly obtain a much smaller search range. The total number of measurements is M = 4000, and the iteration numbers in Step 1 and Step 2 are set as N 1 = 20 and N 2 = 20, respectively. In the experiment, the light intensity in the virtual reference arm is calculated by a computer program. By optimizing the data structure and algorithm in the program, the previous computations can be made full use of. The experimental results using CCGI and TVCGI are shown in Fig. 5 . It takes 114.09 seconds to finish the entire CCGI computations, and 158.26 seconds to finish the entire TVCGI computations.
It can be seen from Fig. 5 that both CCGI and TVCGI can retrieve the object images, but the images retrieved by TVCGI show better quality. The influence of deviations on the reconstructed images cannot be directly observed, as presented in Fig. 3 . The main reason is that in actual situations, there exists much unexpected noise, such as the equipment noise generated by the SLM and CCD. These noise interferences obscure the imaging differences caused by the distance deviations. However, as exhibited in Fig. 6 , the deviation influences on the reconstructed images can be directly observed. Note that in Figs. 5 and 6 , the maximum SNR of TVCGI is about 1.75 times higher than that of CCGI, and the minimum RMSE of TVCGI is about 0.57 time lower than that of CCGI. When we directly plot the SNR (or RMSE) values of the CCGI and TVCGI in a figure for comparisons, the SNR (or RMSE) characteristics of the two methods cannot be well displayed because of the display scale problem. Consequently, for better comparison and display, all the SNR values of CCGI are multiplied by 1.75 as displayed in Figs. 6(a) and (c) , and all the RMSE values of CCGI are multiplied by 0.57, as shown in Fig. 6(b) and (d). It can be found that the changing tendencies of the SNR and RMSE are consistent with the simulation results in Fig. 4 . Because the measured distance between the SLM and the object (double-slit) is 340 mm in this experiment, we can determine that the optimal distance is 350 mm, according to Fig. 6 . This result cannot be acquired using the CCGI method. That is to say, compared with the TVCGI method, the CCGI method is not as sensitive to the distance changing. In addition, we find that when the optimal distance is used, the SNR (RMSE) reaches its maximum (minimum), which yields a better imaging quality.
In [43] , Yang et al. reported a distance measurement method by CGI. Actually, the CGI in Yang's study is that we called CCGI in this paper. As shown in Figs. 3-6 , the proposed TVCGI method can achieve better performance than the CCGI method. Besides, only one step search was used in Yang's study. It may need massive searches to obtain an accurate result. In this paper, a two-step search method is utilized. The first step (coarse search) is used to quickly narrow and determine the search range, and the second step (fine search) is used to find the optimum distance. Compared with Yang's method, the proposed two-step search method is more efficient. Moreover, an edge extraction method (sobel) was used in Yang's study. This method imposed a certain requirement on the reconstructed image quality and might not be stable when the image quality is low. These problems can be completely avoided by our method because we use the SNR and RMSE as criteria during the search process and no additional image processing operation is needed.
Actually, there are many factors that influence the image quality in practical experiments and applications. It is inevitable and very hard to remove the influence completely. However, the influence can be reduced by some algorithms. As detailed in [44] , by selecting the proper model and setting the appropriate parameters, the TVAL3 solver can work fairly well even though the noise exists. In our study, the TVAL3 solver is used to reduce the noise influence and improve the imaging quality. We find that the imaging quality of TVCGI can be further improved by the optimum distance search method. In this case, we make a conclusion that the improvement of the imaging quality is caused by finding the optimum distance.
According to the results of the simulations and experiments, we find that the proposed method is capable of enhancing the imaging quality of the single-detector CGI system. Additionally, it can be found that both the CCGI method and the TVCGI method can reconstruct the object image even when a large distance deviation exists in the object arm. It is clear that the images recovered using the CS-based GI method always show better quality than those recovered using the traditional GI method, indicating that the CS technique can accelerate the applications of GI. To further improve the imaging quality, many algorithms such as DGI [23] , NGI [25] or Gerchberg-Saxton-like GI [31] can be used.
Conclusion
In conclusion, we numerically and experimentally present an efficient optimal distance search method for achieving high-quality CGI. This method combines the advantages of compressive sensing and the CGI technique. The measurement process is composed of two steps. Both the simulation and experimental results demonstrate that the proposed method shows good performance in improving the imaging quality of the single-detector CGI system. Compared with the CCGI method, the TVCGI method demonstrates better performance. Although the proposed method is validated by a transmissive CGI system, it can also be used for reflective and other complicated single-detector CGI systems. Because the object image and the distance can be simultaneously obtained, the proposed method can be extended for distance measurements. In addition, as the distance deviations have an important influence on the 3-D GI, the proposed method can also improve the image reconstructions of 3-D GI. We believe that this method will enable practical applications of the single-detector CGI.
