Abstract: This paper presents a distributed fault detection and isolation (FDI) method for a class of largescale nonlinear uncertain systems. In the distributed FDI architecture, a local FDI component is designed for each subsystem by utilizing local measurements and certain communicated information from neighboring FDI components associated with subsystems that are directly interconnected. Under certain assumptions, adaptive thresholds for distributed FDI in each local subsystem are derived, ensuring robustness with respect to interactions among subsystems and system modeling uncertainty. The fault isolability condition is rigorously investigated, characterizing the class of faults that are isolable by the proposed method. An application example of automated highway systems is used to illustrate the effectiveness of the method.
INTRODUCTION
With the development of modern technologies, there have been significant applications of distributed large-scale control systems such as intelligent vehicle highway systems, formation control of unmanned aerial vehicles, and water distribution networks, etc. To ensure reliable and safe operations of such large-scale systems, the design of fault diagnosis schemes is a crucial step.
In the recent two decades, there have been significant research activities in the design and analysis of fault diagnosis schemes (see, for instance, Blanke, et al. [2006] , and the references cited therein). Most of these methods are based on a centralized architecture. In practice, it is very difficult to detect and isolate faults in large-scale systems using a centralized architecture because of the constraints on computational capabilities and communication bandwidth. Consequently, in recent years, the area of distributed fault diagnosis has attracted increasing attention (see, e.g., Ferrari et al. [2009] , Yan and Edwards [2008] , Shankar et al. [2002] ).
In previous papers by Zhang et al. [2001 Zhang et al. [ , 2010 , a centralized FDI methodology for nonlinear uncertain systems has been developed. This paper significantly extends the previous results by developing a distributed FDI scheme for a class of large-scale nonlinear systems. In the presented distributed FDI architecture, a fault diagnostic component is designed for each subsystem in the largescale system by utilizing local measurements and certain communicated information from neighboring FDI components associated with its directly interconnected subsystems. The distributed FDI method is presented with an analytical framework aiming at characterizing its important properties. Specifically, the analysis focuses on: (i) derivation of adaptive thresholds for distributed fault detection and fault isolation, ensuring the robustness property with respect to interactions among interconnected subsystems and modeling uncertainty; (ii) investigation of fault isolability condition characterizing the class of faults in each subsystem that are isolable by the proposed method. The results significantly extend the previous paper by Zhang [2010] , which only reports some preliminary results on distributed fault detection.
PROBLEM FORMULATION
Consider a class of large-scale nonlinear dynamic systems composed of M subsystems with the ith subsystem, i = 1, · · · , M, described by the following differential equatioṅ
where z i ∈ ni , u i ∈ mi , and y i ∈ li are the state vector, input vector, and output vector of the ith subsystem (n i ≥ l i ), respectively. Additionally,
qi , and h ij : nj → ni are smooth vector fields. Specifically, the model given bẏ
Ni is the known nominal model of the ith subsystem with ζ i being the known nonlinearity. The vector field ϕ i in (1) represents the modeling uncertainty of the ith subsystem, and β i (t − T 0 )E i φ i (y i , u i ) denotes the changes in the system dynamics due to the occurrence of a fault in the ith subsystem. Specifically, β i (t − T 0 ) is a step function representing the time profile of a fault which occurs at some unknown time T 0 (i.e., β i (t − T 0 ) = 0 if t < T 0 , and
is the nonlinear fault function, and E i is a fault distribution matrix. Furthermore, the vector field h ij represents the direct interconnection between the ith subsystem and the jth subsystem. Note that h ii (z i ) = 0, because the interconnection term is only defined for two different subsystems.
Assumption 1. The constant matrices E i ∈
ni×qi and C i ∈ li×ni with q i ≤ l i are of full column rank and satisfies the condition of rank (C i 
(ni−li) and x i2 ∈ li , such that (see, e.g., Yan and Edwards [2008] )
Therefore, in the new coordinate system, by introducing the unstructured fault function f i (y i , u i ) as an extension of the structured fault function E i2 φ i (y i , u i ), the system model (1) becomeṡ
where To formulate the fault isolation problem, it is assumed that there are N i types of possible faults in the fault set associated with the ith subsystem, i = 1, · · · , M. Specifically, the unknown fault function f i (y i , u i ) in (2) is assumed to belong to a finite set of fault types given by
Each fault type f 
where σ i1 is a known Lipschitz constant, σ i2 (·) andσ i2 (·) are known functions that are uniformly bounded. 
Assumption 5. The interconnection terms H
, and α s i is a known constant.
DISTRIBUTED FAULT DETECTION AND ISOLATION ARCHITECTURE
The distributed FDI architecture is comprised of M local FDI components, with one FDI component designed for each of the M subsystems. Each local FDI component consists of a fault detection estimator (FDE) and a bank of N i nonlinear adaptive fault isolation estimators (FIEs) , where N i is the number of different nonlinear fault types in the fault set F i associated with the ith subsystem (see (3)),
Under normal conditions, each local FDE monitors the corresponding local subsystem to detect the occurrence of any fault. If a fault is detected in a particular subsystem i, then the corresponding N i local FIEs are activated to determine the particular type of fault that has occurred in that subsystem.
Distributed Fault Detection Scheme
Based on the subsystem model described by (2), the FDE for each local subsystem is chosen as:
wherex i1 ,x i2 , andŷ i denote the estimated local state and output variables of the ith subsystem,
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(herex j1 is the estimate of state vector x j1 of the jth directly interconnected subsystem). The initial conditions
. It is worth noting that the distributed FDE (9) for the ith subsystem is constructed based on local input and output variables (i.e., u i and y i ) and the communicated informationx j from the FDE of the jth interconnected subsystem.
For each local FDE, letx i1 = x i1 −x i1 andx i2 = x i2 −x i2 denote the state estimation errors,ỹ i = y i −ŷ i denote the output estimation error. Then, before fault occurrence (i.e., for t < T 0 ), by using (2) and (9), the estimation error dynamics are given bẏ
we can always choose L i to makeĀ i4 stable. Also, we define a state estimation error vector as follows
Lemma 1. Assume that there exist a symmetric positive definite matrix
(1) the symmetric matrix
where I is the identity matrix; (2) the matrix Q ∈ M ×M , whose entries are given by Then, for 0 ≤ t < T 0 , the state estimation error vector x 1 (t) defined by (11) satisfies the following inequality:
where the matrix
, andV 0 is a positive constant to be defined later on.
For the sake of space limitation, the proof of the above lemma is omitted. Interested readers can contact the corresponding author for details. Now, we analyze the output estimation errorỹ i (t) of the ith subsystem. Based on (6) and (8), we have
Let us define
(15) Now, based on (12), (13), (14) and (10), we obtain
where
and k ip and λ ip are positive constants chosen such that |C ip eĀ i4 t | ≤ k ip e −λipt (sinceĀ i4 is stable, constants k ip and λ ip satisfying the above inequality always exist as described in Ioannou and Sun [1995] 
Distributed Fault Isolation Scheme
Now, assume that a fault is detected in the ith subsystem at some time T d ; accordingly, at t = T d the local FIEs in the FDI component associated with the ith subsystem are activated. Each FIE is designed based on the functional structure of one potential fault type in the local subsystem. Specifically, the following N i nonlinear adaptive estimators are used as isolation estimators: The adaptive law for adjustingθ s i is derived using the Lyapunov synthesis approach (see, for example, Ioannou and Sun [1995] ). Specifically, the learning algorithm is chosen as followsθ 
ADAPTIVE THRESHOLDS FOR DISTRIBUTED FAULT ISOLATION
The threshold functions μ s ip (t) clearly play a key role in the proposed distributed fault isolation decision scheme.
The following lemma provides a bounding function for each component of the output estimation error of the matched sth local isolation estimator in the case that fault s occurs in the ith subsystem. 
Lemma 2. If fault s in the ith subsystem is detected at time T d , where s ∈ {1, · · · , N i } and i ∈ {1, · · · , M}, then for all t > T d , each component of the output estimation errorỹ s ip (t) associated with the matched sth local isolation estimator satisfies
For the sake of space limitation, the proof of the above lemma is omitted. Interested readers can contact the corresponding author for details.
Although Lemma 2 provides an upper bound on the output estimation error of the sth local estimator for subsystem i, the right-hand side of (19) (Zhang et al. [2001] ). Hence, based on the above discussions, the following threshold function is chosen:
where χ(t) and i are defined in (16) and (15) respectively. The threshold μ ip can be easily implemented using linear filtering techniques (Zhang et al. [2001] ).
FAULT ISOLABILITY ANALYSIS
For our purpose, a fault in each subsystem is considered to be isolable if the distributed fault isolation scheme is able to reach a correct decision in finite time. Intuitively, faults are isolable if they are mutually different according to a certain measure quantifying the difference in the effects that different faults have on measurable outputs and on the estimated quantities in the isolation scheme.
To quantify this concept, we introduce the fault mismatch function between the sth fault and the rth fault in the ith subsystem, for i = 1, · · · , M: offers a measure of the difference between fault s and fault r associated with the local subsystem. Then, the following result characterizes the class of isolable faults in each subsystem: 
For the sake of space limitation, the proof of the above theorem is omitted. Interested readers can contact the corresponding author for details.
Remark 1. According to the above theorem, if, for each r ∈ {1, · · · , N i }\{s}, the fault mismatch function h sr ip (t r ) satisfies condition (22) for some time t r > 0, then the pth component of the output estimation error associated with the rth FIE of subsystem i would exceed its corresponding adaptive threshold at time t = t r , i.e., |ỹ
, hence excluding the occurrence of fault r in subsystem i. Therefore, Theorem 1 characterizes (in a non-closed form) the class of nonlinear faults that are isolable in each subsystem by the proposed robust distributed FDI scheme.
AUTOMATED HIGHWAY SYSTEM APPLICATION
In this section, the automated highway systems (AHS) is used as an example to illustrate the effectiveness of the distributed FDI method. In AHS, vehicles are driven automatically with onboard controllers. Thus, to ensure the safe and reliable operations of AHS, the development of fault diagnosis technologies is particularly important.
Based on the system model parameters given in Spooner and Passino [1996] , Yan and Edwards [2008] , the carfollowing system can be rewritten as
The initial condition of each vehicles is set to x i = [0 10 0] . A distributed stabilizing controller is designed for each vehicle. By using a linear coordinates transformation in the form of 
Note that the effects of modeling uncertainty (i.e., η 1 and η 2 ) and fault function f i have been included in the above model. Specifically, here the modeling uncertainty is assumed to include: (1) a disturbance signal in the form of ϑ i sin(t) with |ϑ i | ≤ 0.5 in the state equations of ψ 2 (i.e., distance between vehicle 1 and vehicle 2) and ψ 3 (i.e., distance between vehicle 2 and vehicle 3), respectively; (2) up to 5% inaccuracy in the engine/brake time constant τ i of all vehicles. Therefore, we haveη i1 = 0.5 andη i2 = 0.26 | − y i2 + u i |. In the actual simulation studies, ϑ i = 0.4 and 2% inaccuracy in τ i are considered. Clearly, the above system model is in the form of (2) 
The following two types of faults are considered in each vehicle:
(1) An actuator fault. A simple multiplicative actuator fault by letting u i =ū i + θ 1 iū i is considered , whereū i is the nominal control input in the non-fault case, and θ Figure 1 , all the residuals generated by FDE 1 and FDE 3 always remain below their thresholds, while the residual associated with y 22 generated by FDE 2 almost immediately exceeds its threshold after fault occurrence (see Figure 2) . Therefore, the actuator fault in vehicle 2 is timely detected. Then, the two local FIEs associated with vehicle 2 are activated to determine the particular fault type that has occurred. Selected fault isolation residuals and the corresponding thresholds generated by the two local FIEs for vehicle 2 are shown in Figure 3 . It can be seen that the residual associated with y 22 generated by local FIE 2 exceeds the threshold at approximately t = 10.8 second, while both residuals generated by local FIE 1 always remain below corresponded thresholds, indicating the isolation of fault f 1 2 .
CONCLUSIONS
This paper presents a distributed FDI scheme for a class of large-scale nonlinear uncertain systems. Under certain assumptions, adaptive thresholds are designed for distributed FDI in each subsystem. The fault isolability condition is also investigated. Future research work will consider large-scale nonlinear systems with more general nonlinearities and interconnection terms. 
