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A NOTE ON THE FINITE-DIMENSIONAL DISTRIBUTIONS OF
DISPERSING BILLIARD PROCESSES
JUHO LEPPÄNEN AND MIKKO STENLUND
Abstract. In this short note we consider the finite-dimensional distributions of sets of states
generated by dispersing billiards with a random initial condition. We establish a functional cor-
relation bound on the distance between the finite-dimensional distributions and corresponding
product distributions. We demonstrate the usefulness of the bound by showing that it implies
several limit theorems. The purpose of this note is to provide a tool facilitating the study of
more general functionals of the billiard process.
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1. Introduction
In this note we revisit the two-dimensional dispersing Sinai billiard with finite horizon. To
specify the model, we consider the torus T2 with a finite collection of scatterers, i.e., closed
convex sets S1, . . . , SM , having C
3 boundaries ∂Sm with strictly positive curvatures. A particle
moves linearly in the domain T2 \ ∪Mm=1Sm, with unit speed, up to elastic collisions with the
boundaries ∂Sm of the scatterers. The scatterers are disjoint and positioned so that the free
path length of the particle is bounded. Note that the precise dynamics of the system is fully
determined by the geometry of the domain T2 \ ∪Mm=1Sm.
A standard discrete-time representation of the dynamics is obtained by keeping track of the
collisions only, which leads to the so-called collision map T : X → X as follows: Topologically,
X is the disjoint union of m cylinders Xm, homeomorphic to ∂Sm × [−π2 , π2 ]. A general point
x ∈ X consists of a pair x = (r, ϕ), where r represents the position of the particle on the bound-
ary ∪Mm=1∂Sm during a collision, and ϕ represents its direction immediately after the collision
relative to the normal of the boundary. Then Tx = (r′, ϕ′) is defined as the corresponding pair
after the next collision. Since the continuous-time system is Hamiltonian, preserving phase-
space volume, the collision map preserves a corresponding Borel probability measure, namely
dµ(r, ϕ) = const ·cosϕ dr dϕ, on X. Reversing the velocity of the particle, one moreover verifies
that T is invertible.
Given an initial state x ∈ X, the billiard dynamics generates the sequence of states (T ix)i∈N ∈
XN. If x is chosen at random, according to the invariant measure µ, the sequence is a stationary
random process, which we call the billiard process. We can equally well define the two-sided
billiard process (T ix)i∈Z, and everything below extends readily to that setup, but let us proceed
with the one-sided case. Of course, knowledge of the value of T ix for some i fully determines
the value of T jx for all j. Yet, the same is in general not true of, say, f(T ix) and g(T jx)
where f, g : X → R are “observables”. For instance, if f and g are Hölder continuous, then an
Key words and phrases. Dispersing billiards, finite-dimensional distributions, weak convergence,
decorrelation.
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exponential covariance bound∣∣∣∣
∫
f(T ix)g(T jx) dµ(x)−
∫
f(T ix) dµ(x)
∫
g(T jx) dµ(x)
∣∣∣∣ ≤ Cθj−i (1)
holds. Above, C > 0 and θ ∈ (0, 1) depend on the Hölder classes of f, g and on system
constants1. Obviously, more general bounds exist, but (1) is sufficient for the ongoing illustrative
discussion. The covariance bound (1), and other similar results, are consequences of the chaotic
nature of the billiard dynamics. Colloquially, we may regard the observations f(T ix) as weakly
dependent random variables, which in one form or another is at the heart of proving probabilistic
limit results for functionals F ◦ (T ix)i∈N of the billiard process, say concerning the asymptotic
behavior of the Birkhoff sums
SN(x) =
N−1∑
i=0
f(T ix)
in the limit N →∞.
To proceed, we recall that a finite-dimensional distribution of the billiard process is the
joint distribution PI of a subsequence (T
i(x))i∈I corresponding to a finite index set I =
(i1, i2 . . . , ip) ⊂ N. From here on, we will without loss of generality always assume that the
indices in such an index set are in increasing order, i1 < · · · < ip. The probability measure PI
on Xp is characterized by the identity∫
h dPI =
∫
h(T i1x, T i2x, . . . , T ipx) dµ(x)
for bounded measurable functions h : Xp → R. Of course, stationarity of the billiard process
means that PI = PI′ for all translates I
′ = (i1 + k, . . . , ip+ k) of I, which is clearly true by the
invariance of µ.
For example, in terms of finite-dimensional distributions, (1) reads∣∣∣∣
∫
f ⊗ g dP(i,j) −
∫
f ⊗ g d(Pi ⊗Pj)
∣∣∣∣ ≤ Cθj−i
where (f ⊗ g)(x, y) = f(x)g(y). In this weak sense, we may informally write
“ P(i,j) ≈ Pi ⊗Pj ”
when j − i is large.
Convention. In the rest of the note we will consider unions
I =
⋃
1≤k≤K
Ik
of increasing nonempty index sets Ik = (ipk−1+1, . . . , ipk) ⊂ N, where p0 = 0. We will always
assume they are disjoint and ordered, in the sense that the gap between Ik and Ik+1 satisfies
ℓk = ipk+1 − ipk > 0
for all k = 1, . . . , K − 1. We shall henceforth write
I1 ≤ · · · ≤ IK
to express these conventions succinctly.
Being still informal, higher order correlation bounds indicate that, when each ℓk is large,
“ PI ≈ PI1 ⊗ · · · ⊗PIK ” (2)
1In this paper system constants are quantities which only depend on the geometry of the domain T2\∪M
m=1
Sm.
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in some weak sense. The purpose of this brief note is to make this interpretation precise. As an
aside, it provides a unified perspective on several limit theorems that we treat as examples: We
will obtain an estimate on the difference between PI and PI1 ⊗ · · · ⊗PIK in an appropriately
general sense of practical use, which is then shown to imply all the limit theorems. Let us
immediately be clear that the latter limit theorems, per se, have been proved elsewhere, in the
references cited (although we do obtain some minor improvements). Thus a side goal here is to
shed additional light on why those theorems are true, in a mathematically rigorous way. The
main result is the aforementioned estimate, which we call the “functional correlation bound”.
We expect it to be of much broader use, as it is directly applicable to studying other kinds
of functionals of the billiard process than the examples included here. In short, we view the
functional correlation bound as a tool which helps put the vague statement in (2) onto a solid
footing, in reasonable generality, so that it can be used effectively in technical proofs in the
theory of dispersing billiards.
Structure of this note. In Section 2 we state two theorems on functional correlation decay.
In Section 3 we give examples of using them for deducing limit theorems, and in Section 4 we
prove them.
2. Results
Before stating the results, we recall a few standard facts from the theory of dispersing bil-
liards. The reader is referred to the book [3] for more details.
In the disjoint union X = ∪Mm=1Xm, the cylinders Xm = ∂Sm × [−π2 , π2 ] are further divided
into horizontal strips Xm,k = ∂Sm × {bk < ϕ < bk+1}, k ∈ Z, called homogeneity strips. (Here
the numbers bk are such that bk− bk+1 = O(k−3), which facilitates controlling distortions of the
map T within each strip.) We consider the totality of the homogeneity strips the connected
components of X. For a pair of points x, y ∈ X, we say that their trajectories separate when
T nx and T ny are in different components for the first time n ≥ 0; this n is called the future
separation time, which we denote by s+(x, y). We define s+(x, y) =∞ if the trajectories never
separate. The past separation time s−(x, y) is the analogous notion for the inverse map T−1.
A local stable manifold W s(x) of a point x ∈ X is a maximal C2 curve such that T nW s(x) is
completely contained in a component of X, for all n ≥ 0. That is, given n ≥ 0, there exist m, k
such that T nW s(x) ⊂ Xm,k. It can be shown that almost every point has a nontrivial local
stable manifold, and that the length of T nW s(x) decreases exponentially as n→∞. Given two
points x, y ∈ X, we either have W s(x) = W s(y) (meaning y ∈ W s(x)) or W s(x) ∩W s(y) = ∅.
Note that, in the first case, s−(T nx, T ny) = n + s−(x, y) for all n ≥ 0. The family of all
local stable manifolds is uncountable, and forms a measurable partition of X. Local unstable
manifolds W u(x) have identical properties in terms of the inverse map T−1. In particular, they
form a measurable partition of X. Moreover, if y ∈ W u(x), then s+(T−nx, T−ny) = n+s+(x, y)
for all n ≥ 0.
We also recall the notion of dynamical Hölder continuity. The following definition is from [15].
It is a small variation of the one in [2], but in the current form it enjoys the property of being
dynamically closed, which is used in the proofs; see Lemma 4.5.
Definition 2.1. A function g : X → R is dynamically Hölder continuous on local unstable
manifolds with rate ϑ ∈ (0, 1) and constant c ≥ 0 if
|g(x)− g(y)| ≤ c ϑs+(x,y)
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holds whenever x and y belong to the same local unstable manifold. In this case we write
g ∈ H+(c, ϑ). Likewise, g is dynamically Hölder continuous on local stable manifolds if
|g(x)− g(y)| ≤ c ϑs−(x,y)
holds whenever x and y belong to the same local stable manifold. In this case we write g ∈
H−(c, ϑ).
For instance, if g : X → R is Hölder continuous with exponent α ∈ (0, 1) and constant |g|α,
then g ∈ H−(c, ϑ) ∩ H+(c, ϑ), where c = const · |g|α, and ϑ = ϑ(α) is determined by α and
system constants.
Finally, we introduce the class of admissible test functions F :
Definition 2.2. Given increasingly ordered index sets I1 ≤ · · · ≤ IK, K ≥ 2, we say that a
bounded function F : XpK → R is (I1, . . . , IK)-admissible, if it is separately dynamically Hölder
continuous in the sense that
xr 7→ F (x1, . . . , xpK ) ∈


H+(cr, ϑ+), 1 ≤ r ≤ p1,
H+(cr+, ϑ+) ∩ H−(cr−, ϑ−), p1 + 1 ≤ r ≤ pK−1,
H−(cr, ϑ−), pK−1 + 1 ≤ r ≤ pK .
Here is our first functional correlation bound, concerning the case K = 2:
Theorem 2.3. There exist system constants M0,M1 > 0 and θ0, θ1 ∈ (0, 1) such that the
following holds. Let I1 ≤ I2, and let F be (I1, I2)-admissible:
xr 7→ F (x1, . . . , xp2) ∈
{
H+(cr, ϑ+), 1 ≤ r ≤ p1,
H−(cr, ϑ−), p1 + 1 ≤ r ≤ p2.
Then ∣∣∣∣
∫
F dPI1∪I2 −
∫
F d(PI1 ⊗PI2)
∣∣∣∣
≤
(
p1∑
r=1
crϑ
ip1−ir
+
)
ϑ
1
4
ℓ1
+ +M0
(
p2∑
r=p1+1
crϑ
ir−ip1+1− + ‖F‖∞
)
max(θ0, ϑ−)
1
4
ℓ1− 13
+ 2M1‖F‖∞θ
1
4
ℓ1− 13
1 .
Here ℓ1 = ip1+1 − ip1 is the gap between I1 and I2.
The second functional correlation bound extends the first one to K ≥ 2. While it is entirely
possible to formulate the result for general admissible test functions F , the resulting bound
has a cumbersome expression. For aesthetic reasons alone, we restrict to functions admissible
with the same parameters, leaving generalizations to the reader. By “the same parameters” we
mean that cr ≡ cr± ≡ c and ϑ− = ϑ+ in Definition 2.2.
Theorem 2.4. Let I1 ≤ · · · ≤ IK, K ≥ 2, and let F be (I1, . . . , IK)-admissible, with the same
parameters c ≥ 0 and ϑ ∈ (0, 1). Then∣∣∣∣
∫
F dPI −
∫
F d(PI1 ⊗ · · · ⊗PIK)
∣∣∣∣ ≤ M
(
c
1− ϑ + ‖F‖∞
)K−1∑
k=1
θℓk .
Here ℓk = ipk+1 − ipk is the gap between Ik and Ik+1,
θ = max(ϑ, θ0, θ1)
1
4
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and
M = max
(
1 +M0θ
− 1
3
0 , M0θ
− 1
3
0 + 2M1θ
− 1
3
1
)
.
The system constants M0,M1 and θ0, θ1 are the same as in Theorem 2.3.
A result in the spirit of Theorem 2.4 was recently proved by Leppänen [7], for a class of
one-dimensional, non-uniformly expanding dynamical systems.
In fact, the inductive proof of Theorem 2.4 shows that the special case K = 2 and the general
case K ≥ 2 are equivalent. This hinges on the dynamical closedness of the function classes H−
and H+; see Lemma 4.5.
At first, the theorems may seem like inconsequential extensions of correlation bounds such
as the one displayed in (1). But they do allow for estimating integrals of functionals of the
billiards process,
∫
F ◦ (T ix)i∈N dµ, beyond the scope of simple correlation bounds. Just to give
a simple example, consider a situation of the following kind:
Example 2.5. Let A : RK → R be Lipschitz continuous with constant L in each variable, and
let the index sets I1 ≤ · · · ≤ IK be as above. Define the sums
S(k) =
pk∑
r=pk−1+1
fr ◦ T ir , 1 ≤ k ≤ K,
where the functions fr : X → R are bounded, and dynamically Hölder continuous with the same
parameters c ≥ 0 and ϑ ∈ (0, 1). Let us consider the intergral
I =
∫
A
(
S(1)(x) , . . . , S(K)(x)
)
dµ(x).
We would like to argue that, when each ℓk = ipk+1− ipk is large, the sums in the argument of A
are weakly dependent, so I must be close to
I
⊗ =
∫
A
(
S(1)(x1), . . . , S
(K)(xK)
)
dµ⊗K(x1, . . . , xK),
where the sums are literally independent due to the product measure. Theorem 2.4 helps make
such an argument rigorous: Let F : XpK → R be the function
F (x1, . . . , xpK ) = A

 p1∑
r=1
fr(xr) , . . . ,
pK∑
r=pK−1+1
fr(xr)

 .
Then F is (I1, . . . , IK)-admissible: xr 7→ F (x1, . . . , xpK) ∈ H+(Lc, ϑ)∩H−(Lc, ϑ) for all r, and
‖F‖∞ ≤ C =
{
‖A‖∞ if A is bounded,
L
∑pK
r=1 ‖fr‖∞ + A(0, . . . , 0) if A is unbounded.
In both cases, we immediately arrive at the quantitative estimate
|I −I ⊗| ≤ M
(
Lc
1− ϑ + C
)K−1∑
k=1
θℓk .
For instance, Example 2.5 applies to “interlaced” covariances of the form∫
A1(S
(1) + S(3) + · · ·+ S(K−1))A2(S(2) + S(4) + · · ·+ S(K)) dµ
−
∫
A1(S
(1) + S(3) + · · ·+ S(K−1)) dµ
∫
A2(S
(2) + S(4) + · · ·+ S(K)) dµ,
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where the argument of the Lipschitz function A1 (respectively, A2) involves fr ◦T ir with ir ∈ Ik
and k odd (respectively, k even). HereK is even for convenience. This is so, because both terms
in the difference can be compared with the integral with respect to the product measure dµ⊗K .
In the special case of singleton index sets, Ik = {ik}, Example 2.5 yields a bound on∫
A(f1(T
i1x), . . . , fK(T
iKx)) dµ(x)−
∫
A(f1(T
i1x1), . . . , fK(T
iKxK)) dµ
⊗K(x1, . . . , xK).
Such bounds are relevant, e.g., for multiple recurrence problems.
3. More examples
In this section we give applications of Theorem 2.4 to limit results. We reiterate that the
sole purpose of this section is to illustrate the usefulness of the theorem: it allows to check the
conditions of various limit theorems with great ease. The verified conditions actually amount
to very simple special cases of Theorem 2.4. We thus believe the result to be a tool of much
broader use in analyzing dispersing billiard dynamics.
Below, the various constants in the results concerning billiards will be the same as in Theo-
rem 2.4.
3.1. Multiple correlation bounds.
Theorem 3.1. Let f0, . . . , fr ∈ H+(c, ϑ) and g0, . . . , gk ∈ H−(c, ϑ), and define
f˜ = f0 · f1 ◦ T−1 · · · fr ◦ T−r and g˜ = g0 · g1 ◦ T 1 · · · gk ◦ T k.
Suppose ‖fu‖∞ = max0≤i≤r ‖fi‖∞ and ‖gv‖∞ = max0≤i≤k ‖gi‖∞. Then∣∣∣∣
∫
f˜ · g˜ ◦ T n dµ−
∫
f˜ dµ
∫
g˜ dµ
∣∣∣∣ ≤ Cθn
for all n ≥ 0, where
C = M‖fu‖r∞‖gv‖k∞max{‖fu‖∞, ‖gv‖∞}
(
c
1− ϑ +min{‖fu‖∞, ‖gv‖∞}
)
.
It was shown in [2] that such a multiple correlation bound suffices for the central limit theorem
to hold: If f ∈ H−(c, ϑ) ∩H+(c, ϑ) is bounded and
∫
f dµ = 0, then
1√
N
N−1∑
i=0
f ◦ T i
converges weakly, as N →∞, to the normal distribution N (0, σ2) with zero mean and variance
σ2 =
∫
f 2 dµ+ 2
∞∑
i=1
∫
f f ◦ T i dµ.
See also [10] for a closely related result. To be technically accurate, [2] dealt with a smaller class
of observables, as did [10]. In [15] it was shown that, for the present classes H±, the multiple
correlation bound is equivalent to the pair correlation bound corresponding to the special case
r = k = 0; and consequently that the pair correlation bound alone is enough for the central
limit theorem.
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Proof of Theorem 3.1. Define I1 = (0, . . . , r) and I2 = (n + r, . . . , n+ r + k). Then∫
f˜ · g˜ ◦ T n dµ =
∫
F dPI1∪I2 and
∫
f˜ dµ
∫
g˜ dµ =
∫
F d(PI1 ⊗PI2)
where F : Xr+k+2 → R is the function
F (x1, . . . , xr+1, xr+2, . . . , xr+k+2) = fr(x1) · · · f0(xr+1)g0(xr+2) · · · gk(xr+k+2).
Set cF = c‖fu‖r∞‖gv‖k∞max{‖fu‖∞, ‖gv‖∞}. Since fi ∈ H+(c, ϑ) and gi ∈ H−(c, ϑ), we have
xj 7→ F (x1, . . . , xr+k+2) ∈
{
H+(cF , ϑ), 1 ≤ j ≤ r + 1,
H−(cF , ϑ), r + 2 ≤ j ≤ r + k + 2.
Hence, F is (I1, I2)-admissible with the same parameters cF and ϑ. By Theorem 2.4,∣∣∣∣
∫
f˜ · g˜ ◦ T n dµ−
∫
f˜ dµ
∫
g˜ dµ
∣∣∣∣ ≤M
(
cF
1− ϑ + ‖F‖∞
)
θn,
which implies the desired bound. 
3.2. Multivariate normal approximation by Stein’s method. In this section and the
next, we show that Theorem 2.4 implies not only normal convergence but also estimates on
the speed of convergence. In particular, we treat the case of multivariate normal distributions
arising from vector-valued observables.
Let T : X → X be a general transformation preserving a probability measure µ. We introduce
the following notations: Given an observable f : X → Rd, we write
fk = f ◦ T k
for all k ≥ 0, denoting the coordinate functions of fk by fkα , α ∈ {1, . . . , d}. We set
WN =
1√
N
N−1∑
k=0
fk
for all N ≥ 0. For 0 ≤ K < N , we introduce the time window
[n]N,K = {k ∈ N0 ∩ [0, N − 1] : |k − n| ≤ K}
around n ≥ 0, and define
W nN,K = WN −
1√
N
∑
k∈[n]N,K
fk
for 0 ≤ n < N − 1. Thus, W nN,K is a modification of WN where the times k ∈ [n]N,K are
omitted in the sum. Finally, ΦΣ(h) stands for the expectation of a function h : R
d → R with
respect to the centered multivariate normal distribution with covariance matrix Σ. We write
‖f‖∞ = max1≤α≤d ‖fα‖d, ‖D2h‖∞ = max1≤α,β≤d ‖∂α∂βh‖∞, etc., for the norms of tensor fields.
The following theorem was proved in [5], where an adaptation of Stein’s method [14] to the
study of dynamical systems was developed:
Theorem 3.2. Let f : X → Rd be a bounded measurable function with µ(f) = 0. Suppose
h : Rd → R is three times differentiable with ‖Dkh‖∞ <∞ for 1 ≤ k ≤ 3. Fix integer N > 2.
Suppose there exists θ ∈ (0, 1) such that the following conditions are satisfied:
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(A1) There exist constants C2 > 0 and C4 > 0 such that
|µ(fαfkβ )| ≤ C2 θk
|µ(fαf lβfmγ fnδ )| ≤ C4min{θl, θn−m}
|µ(fαf lβfmγ fnδ )− µ(fαf lβ)µ(fmγ fnδ )| ≤ C4 θm−l
hold whenever k ≥ 0; 0 ≤ l ≤ m ≤ n < N ; and α, β, γ, δ ∈ {1, . . . , d}.
(A2) There exists a constant C0 such that
|µ(fn · ∇h(v +W nN,Kt))| ≤ C0 θK
holds for all 0 ≤ n < N , 0 ≤ t ≤ 1, v ∈ Rd, and 0 ≤ K < N .
(A3) f is not a coboundary in any direction.2
Then
Σ = µ(f ⊗ f) +
∞∑
n=1
(µ(fn ⊗ f) + µ(f ⊗ fn)) (3)
is a well-defined, symmetric, positive-definite, d× d matrix; and
|µ(h(WN))− ΦΣ(h)| ≤
(
C∗
(
2
|log θ| +
θ√
3(1−θ)
)
+ C0
)
· logN√
N
(4)
where
C∗ = 12d
3max{C2,
√
C4}
(‖D2h‖∞ + ‖f‖∞‖D3h‖∞) ∞∑
i=0
(i+ 1)θi.
Returning to billiards, we now prove the following:
Theorem 3.3. Assume f : X → Rd is bounded, ∫ f dµ = 0, and there exist constants c ≥ 0
and ϑ ∈ (0, 1) such that fα ∈ H−(c, ϑ) ∩ H+(c, ϑ) for all α ∈ {1, . . . , d}. Then, for all N ,
condition (A1) is satisfied with
C2 = M‖f‖∞
(
c
1− ϑ + ‖f‖∞
)
and C4 = M‖f‖3∞
(
c
1− ϑ + ‖f‖∞
)
,
and condition (A2) is satisfied with
C0 = M
(
d2c
‖∇h‖∞ + ‖f‖∞‖D2h‖∞
1− ϑ + d‖f‖∞‖∇h‖∞
)
.
A similar result (with different constants) was recently proved in [5], but there a direct scheme
for checking (A2) was implemented. Here we illustrate that (A1) and (A2) — as well as the
bound in (4) — are immediate consequences of Theorem 2.4.
Proof of Theorem 3.3. That (A1) holds with the given expressions of C2 and C4 is immediate;
see Theorem 3.1. Condition (A2) follows by applying Theorem 2.4 to the function
F (x0, . . . , xn−K , xn, xn+K , . . . , xN−1) = f(xn) · ∇h

v + 1√
N
∑
k∈[0,N)\[n]N,K
f(xk) t

 ,
2This is a standard condition, requiring that, given u ∈ Rd \ {0}, the scalar function u · f cannot be written
in the form g − g ◦ T for any L2(µ) function g : X → R.
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and two index sets I1 ≤ I2, where either I1 = (0, . . . , n−K, n) and I2 = (n +K, . . . , N − 1)
(case n ≥ K), or I1 = (0, . . . , n−K) and I2 = (n, n + K, . . . , N − 1) (case n < K). The
function xn 7→ F (x0, . . . , xN−1) belongs to
H−(d‖∇h‖∞c, ϑ) ∩H+(d‖∇h‖∞c, ϑ),
and for other indices r 6= n, the function xr 7→ F (x0, . . . , xN−1) belongs to
H−(N− 12d2‖f‖∞‖D2h‖∞c, ϑ) ∩H+(N− 12d2‖f‖∞‖D2h‖∞c, ϑ).
Hence, we see that F is (I1, I2)-admissible with the same parameters
d2c(‖∇h‖∞ + ‖f‖∞‖D2h‖∞) and ϑ.
By Theorem 2.4, (A2) is satisfied with the value of C0 given. 
3.3. Multivariate normal approximation by Pène’s method. In [11], Pène introduced
a method of multivariate normal approximation based on the work of Rio [13]; see also [9, 10]
for earlier, related, results by the same author. The theorem below is a special case of Pène’s
theorem applied to a map T : X → X preserving a probability measure µ. We write
SN =
N−1∑
k=0
fk.
Otherwise the notation is the same as in the previous section.
Theorem 3.4. Let f : X → Rd be a bounded measurable function with µ(f) = 0. Suppose that
there exist r ∈ Z+, C ≥ 1, M ≥ max{1, ‖f‖∞} and a sequence of non-negative real numbers
(ϕp,l)p,l such that the following conditions hold:
(B1) ϕp,l ≤ 1 and
∑∞
p=1 pmax0≤l≤⌊p/(r+1)⌋ ϕp,l <∞.
(B2) For any integers a, b, c satisfying 1 ≤ a + b + c ≤ 3; for any integers i, j, k, p, q, l with
0 ≤ i ≤ j ≤ k ≤ k+ p ≤ k+ p+ q ≤ k+ p+ l; for any α, β, γ ∈ {1, . . . , d}; and for any
bounded differentiable function G : Rd × ([−M,M ]d)3 → R with bounded gradient,
|Covµ[G(Si, f i, f j, fk), (fk+pα )a(fk+p+qβ )b(fk+p+lγ )c ]| ≤ C(‖G‖∞ + ‖∇G‖∞)ϕp,l.
Then the limit
Σ = lim
N→∞
µ(WN ⊗WN) (5)
exists. If Σ = 0, then the sequence (SN)N≥0 is bounded in L2(µ). Otherwise there exists B > 0
such that for any Lipschitz continuous function h : Rd → R,
|µ(h(WN))− ΦΣ(h)| ≤ B Lip(h)√
N
for all N ≥ 1.
We proceed to the case of billiards:
Theorem 3.5. Assume f : X → Rd is bounded, ∫ f dµ = 0, and there exist constants c ≥ 0
and ϑ ∈ (0, 1) such that fα ∈ H−(c, ϑ) ∩H+(c, ϑ) for all α ∈ {1, . . . , d}. Then conditions (B1)
and (B2) are satisfied with ϕp,l = θ
p and
C = M
6d(c+ 1)max{1, ‖f‖5∞}
1− ϑ .
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The result is due to Pène [11], assuming piecewise Hölder continuous observables. The above
version covers also dynamically Hölder continuous observables. But again, our intention here is
to underline that the conditions of Pène’s theorem are immediate consequences of Theorem 2.4.
Proof of Theorem 3.5. Obviously ϕp,l = θ
p satisfies (B1). To establish condition (B2), define
F (x0, . . . , xi−1, xi, xj, xk, xk+p, xk+p+q, xk+p+l)
= G
(
i−1∑
m=0
f(xm), f(xi), f(xj), f(xk)
)
faα(xk+p)f
b
β(xk+p+q)f
c
γ(xk+p+l).
Then ‖F‖∞ ≤ ‖G‖∞‖f‖a+b+c∞ , and F is (I1, I2)-admissible, where I1 = (0, . . . , i− 1, i, j, k) and
I2 = (k + p, k + p + q, k + p + l): For the indices r ∈ {k + p, k + p + q, k + p + l}, since
a, b, c are integers with 1 ≤ a + b + c ≤ 3, a simple computation shows that the function
xr 7→ F (x0, . . . , xk+p+l) belongs to
H−(‖G‖∞3max{1, ‖f‖5∞}c, ϑ) ∩H+(‖G‖∞3max{1, ‖f‖5∞}c, ϑ).
Moreover, for r ∈ {0, . . . , i− 1, i, j, k}, the function xr 7→ F (x0, . . . , xk+p+l) is in
H−(d‖∇G‖∞max{1, ‖f‖3∞}c, ϑ) ∩H+(d‖∇G‖∞max{1, ‖f‖3∞}c, ϑ).
Consequently, F is (I1, I2)-admissible with the same parameters
3dcmax{1, ‖f‖5∞}(‖G‖∞ + ‖∇G‖∞) and ϑ.
Theorem 2.4 applied to F and (I1, I2) now yields the estimate
|Covµ[G(Si, f i, f j, fk), (fk+pα )a(fk+p+qβ )b(fk+p+lγ )c ]|
≤M
(
3dcmax{1, ‖f‖5∞}(‖G‖∞ + ‖∇G‖∞)
1− ϑ + ‖F‖∞
)
θp
≤M
(
3dcmax{1, ‖f‖5∞}(‖G‖∞ + ‖∇G‖∞)
1− ϑ + ‖G‖∞‖f‖
a+b+c
∞
)
θp
≤M 6d(c+ 1)max{1, ‖f‖
5
∞}
1− ϑ (‖G‖∞ + ‖∇G‖∞)θ
p.
Hence, (B2) holds with the value of C given. 
3.4. Vector-valued almost sure invariance principle by Gouëzel’s method. In this
section we present an application of Theorem 2.4 to multivariate almost sure limits.
The following theorem is due to Gouëzel [4].
Theorem 3.6. Let f : X → Rd be a bounded measurable function with µ(f) = 0. Given
integers n > 0, m > 0, 0 ≤ b1 < b2 < · · · < bn+m+1, k ≥ 0, and vectors t1, . . . , tn+m ∈ Rd, set
X(k)n,m =
m∑
j=n
tj ·
bj+1−1+k∑
i=bj+k
f i
for brevity. Now, suppose there exist constants t > 0, C > 0, C ′ > 0 and θ ∈ (0, 1) such that∣∣∣µ(eiX(0)1,n+iX(k)n+1,n+m)− µ(eiX(0)1,n)µ(eiX(k)n+1,n+m)∣∣∣ ≤ Cθk(1 + max
1≤j≤n+m
|bj+1 − bj |
)C′(n+m)
(6)
holds for all choices of the numbers n, m, bj, k > 0, and all vectors tj satisfying |tj | < t. Then
(1) Equation (3) yields a well-defined, symmetric, positive-semidefinite, d× d matrix Σ.
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(2) The matrix Σ satisfies (5).
(3) WN converges in distribution to N (0,Σ).
(4) Given any λ > 1
4
, there exists a probability space together with two Rd-valued processes
(Yn)n≥0 and (Zn)n≥0 such that
(a) (fn)n≥0 and (Yn)n≥0 have the same distribution.
(b) The random vectors Zn ∼ N (0,Σ) are independent.
(c) Almost surely, |∑n−1k=0 Yk −∑n−1k=0 Zk| = o(nλ).
Such a theorem has a multitude of interesting consequences, including the central limit
theorem (CLT), weak invariance principle, almost sure CLT, law of the iterated logaritm (LIL),
Strassen’s functional LIL, an upper and lower class refinement of the LIL, and an upper and
lower class refinement of Chung’s LIL. We refer the reader to [1, 6, 8, 12, 17] for more details
concerning the implications.
We proceed to check condition (6) in the case of billiards. This was done by direct means
in [16]. To our knowledge, the resulting vector-valued almost sure invariance principle comes
with the smallest error and covers the broadest class of observables to date. Here we show
condition (6) to be an immediate consequence of Theorem 2.4.
Theorem 3.7. Assume f : X → Rd is bounded, ∫ f dµ = 0, and there exist constants c ≥ 0
and ϑ ∈ (0, 1) such that fα ∈ H−(c, ϑ) ∩ H+(c, ϑ) for all α ∈ {1, . . . , d}. Given t > 0,∣∣∣µ(eiX(0)1,n+iX(k)n+1,n+m)− µ(eiX(0)1,n)µ(eiX(k)n+1,n+m)∣∣∣ ≤ √2M
(
t
√
dc
1− ϑ + 1
)
θk
holds for all choices of the numbers n, m, bj, k > 0, and all vectors tj satisfying |tj | < t.
Proof. Let I1 = (bj , . . . , bj+1−1 : 1 ≤ j ≤ n) and I2 = (bj+k, . . . , bj+1−1+k : n+1 ≤ j ≤ n+m).
Define the function
F (xb1 , . . . , xb2−1, . . . , xbn+m+k, . . . , xbn+m+1−1+k)
= exp

i n∑
j=1
tj ·
bj+1−1∑
i=bj
f(xi) + i
n+m∑
j=n+1
tj ·
bj+1−1+k∑
i=bj+k
f(xi)

 .
Then F is (I1, I2)-admissible with the same parameters t
√
dc and ϑ. Indeed, for all indices r,
xr 7→ F (xb1 , . . . , xbn+m+1−1+k) ∈ H−(t
√
dc, ϑ) ∩ H+(t
√
dc, ϑ).
To see this, recall that |eia − eib| ≤ |a− b| for all a, b ∈ R. Thus, if say r = b1 and x ∈ W u(y),
|F (x, xb1+1, . . . , xbn+m+1−1+k)− F (y, xb1+1, . . . , xbn+m+1−1+k)|
≤ |t1 · f(x)− t1 · f(y)| ≤ |t1|
( ∑
1≤α≤d
|fα(x)− fα(y)|2
)1/2
≤ t
√
dc ϑs+(x,y).
The other indices and local stable manifolds are treated similarly. Theorem 2.4 now yields∣∣∣µ(eiX(0)1,n+iX(k)n+1,n+m)− µ(eiX(0)1,n)µ(eiX(k)n+1,n+m)∣∣∣ ≤ √2M
(
t
√
dc
1− ϑ + ‖F‖∞
)
θk.
Since ‖F‖∞ = 1, the proof is complete. 
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4. Proofs of Theorems 2.3 and 2.4
We begin by recalling three facts from the theory of billiards, which are necessary for the
proofs of the theorems. We refer the reader to the standard textbook [3] for more details.
Lemma 4.1. The space (X,Borel, µ) is a standard probability space, and the family ξ = {ξq :
q ∈ Q} of local unstable manifolds is a measurable partition of it. Here Q is an uncountable
index set. Thus, the measure µ admits a disintegration
µ =
∫
Q
νq dλ(q),
where the {νq : q ∈ Q} is a system of conditional probability measures of µ on ξ, with νq(ξq) = 1
almost surely, and λ is a factor probability measure on Q.
Lemma 4.2. There exist system constants a0 > 0, M0 > 0 and θ0 ∈ (0, 1) such that the
following holds. Suppose G ∈ H−(c, ϑ). Then,∣∣∣∣∣
∫
ξq
G ◦ T n dνq −
∫
Gdµ
∣∣∣∣∣ ≤M0(c+ ‖G‖∞)max(θ0, ϑ) 12 (n−a0|log |ξq||)
for all n ≥ 0 and q ∈ Q. Here |ξq| stands for the length of the local unstable manifold ξq.
Lemma 4.3. There exists a system constant M1 > 0 such that∫
Q
|ξq|−1 dλ(q) ≤M1.
Moreover,
λ({q ∈ Q : |ξq| ≤ ε}) ≤M1ε
for all ε > 0.
Next, let us recall a simple lemma.
Lemma 4.4. Let F : Xp → R be a function, with p ≥ 1 arbitrary. Then the identity
F (x1, . . . , xp)− F (y1, . . . , yp) =
p∑
r=1
[F (x<r, xr, y>r)− F (x<r, yr, y>r)] (7)
holds for all (x1, . . . , xp), (y1, . . . , yp) ∈ Xp. Here we have denoted x<r = (x1, . . . , xr−1) and
y>r = (yr+1, . . . , yp), with the agreement that x<1 = y>p = ∅.
Proof. The claim is tautological for p = 1. For p > 1, the induction step
F (x1, . . . , xp)− F (y1, . . . , yp)
= F (x<p, xp)− F (x<p, yp) + F (x<p, yp) + F (y<p, yp)
= F (x<p, xp, y>p)− F (x<p, yp, y>p) +
p−1∑
r=1
[F (x<r, xr, y>r)− F (x<r, yr, y>r)]
proves the lemma. 
The next lemma is a reflection of the fact that H− and H+ are dynamically closed, as
mentioned earlier; see also [15].
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Lemma 4.5. Let F : Xp+q → R be dynamically Hölder continuous in the sense that
xr 7→ F (x1, . . . , xp+q) ∈
{
H+(cr, ϑ+), 1 ≤ r ≤ p,
H−(cr, ϑ−), p+ 1 ≤ r ≤ p+ q.
Let i1 < · · · < ip ≤ 0 and 0 ≤ j1 < · · · < jq. Then
x 7→ F (T i1x, . . . , T ipx, y1, . . . , yq) ∈ H+
(
p∑
r=1
crϑ
−ir
+ , ϑ+
)
for all (y1, . . . , yq) ∈ Xq and
y 7→ F (x1, . . . , xp, T j1y, . . . , T jqy) ∈ H−
(
p+q∑
r=p+1
crϑ
jr
− , ϑ−
)
for all (x1, . . . , xp) ∈ Xp.
Proof. Denote G(x) = F (T i1x, . . . , T ipx, y1, . . . , yq). Let x and x¯ belong to the same local un-
stable manifold, x ∈ W u(x¯). Recalling ir ≤ 0, we have T irx ∈ W u(T ir x¯), and s+(T irx, T ir x¯) =
s+(x, x¯)− ir. Thus, identity (7) yields
|G(x)−G(x¯)| ≤
p∑
r=1
crϑ
s+(T irx,T ir x¯)
+ =
(
p∑
r=1
crϑ
−ir
+
)
ϑ
s+(x,x¯)
+ ,
proving the first claim. A corresponding result holds for the inverse map T−1, which is equivalent
to the second claim. 
We are now ready to prove the first theorem, concerning K = 2.
Proof of Theorem 2.3.
I1 = (i1, i2 . . . , ip1) and I2 = (ip1+1, ip1+2 . . . , ip2).
Since the billiard process is stationary, the finite-dimensional distributions are the same for the
translated index sets
I ′1 = I1 −m = (i′1, i′2 . . . , i′p1) and I ′2 = I2 −m = (i′p1+1, i′p1+2 . . . , i′p2),
where
i′r = ir −m, 1 ≤ r ≤ p2,
and m ∈ N is a number to be determined later. For the moment it suffices to assume that
ip1 < m ≤ ip1+1, meaning i′p1 < 0 ≤ i′p1+1.
For brevity, define
G(x, y) = F (T i
′
1x, . . . , T i
′
p1x, T i
′
p1+1
−i′p1+1y, . . . , T i
′
p2
−i′p1+1y).
Of course, we then have
G(y, T i
′
p1+1y) = F (T i
′
1y, . . . , T i
′
p1y, T
i′p1+1y, . . . , T i
′
p2y),
and ∫
F dPI′1∪I′2 =
∫
Q
∫
ξq
G(y, T i
′
p1+1y) dνq(y) dλ(q),
Since i′1 < · · · < i′p1 < 0, Lemma 4.5 implies that
x 7→ G(x, T i′p1+1y) ∈ H+
(
p∑
r=1
crϑ
−i′r
+ , ϑ+
)
,
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so
sup
y∈ξq
∣∣∣∣∣
∫
ξq
G(x, T i
′
p1+1y) dνq(x)−G(y, T i′p1+1y)
∣∣∣∣∣ ≤
p1∑
r=1
crϑ
−i′r
+ .
Inserting this estimate into the identity above, we obtain∣∣∣∣∣
∫
F dPI′1∪I′2 −
∫
Q
∫
ξq
∫
ξq
G(x, T i
′
p1+1y) dνq(y) dνq(x) dλ(q)
∣∣∣∣∣ ≤
p1∑
r=1
crϑ
−i′r
+
after an application of Fubini’s theorem.
Let us denote
Qˆ = λ({q ∈ Q : |ξq| ≤ e−
i′p1+1
3a0 }),
where a0 is the constant appearing in Lemma 4.2. Note that, by Lemma 4.3,
µ(Qˆ) ≤M1e−
i′p1+1
3a0 .
Since 0 = i′p1+1 − i′p1+1 < · · · < i′p2 − i′p1+1, Lemma 4.5 implies that
y 7→ G(x, y) ∈ H−
(
p2∑
r=p1+1
crϑ
i′r−i′p1+1− , ϑ−
)
.
Therefore, by Lemma 4.2,∣∣∣∣∣
∫
ξq
G(x, T i
′
p1+1y) dνq(y)−
∫
G(x, y) dµ(y)
∣∣∣∣∣
≤ M0
(
p2∑
r=p1+1
crϑ
i′r−i′p1+1− + ‖G‖∞
)
max(θ0, ϑ−)
1
2
(i′p1+1
− 1
3
i′p1+1
)
≤ M0
(
p2∑
r=p1+1
crϑ
i′r−i′p1+1− + ‖F‖∞
)
max(θ0, ϑ−)
1
3
i′p1+1 ≡ E
if q ∈ Q \ Qˆ. On the other hand, if q ∈ Qˆ, we have the trivial bound∣∣∣∣∣
∫
ξq
G(x, T i
′
p1+1y) dνq(y)−
∫
G(x, y) dµ(y)
∣∣∣∣∣ ≤ 2‖G‖∞ ≤ 2‖F‖∞.
This yields ∣∣∣∣∣
∫
ξq
∫
ξq
G(x, T i
′
p1+1y) dνq(y) dνq(x)−
∫
ξq
∫
G(x, y) dµ(y) dνq(x)
∣∣∣∣∣
≤ E 1Q\Qˆ(q) + 2‖F‖∞1Qˆ(q).
Integrating the expression inside the absolute value with respect to dλ(q), we obtain∣∣∣∣∣
∫
Q
∫
ξq
∫
ξq
G(x, T i
′
p1+1y) dνq(y) dνq(x) dλ(q)
−
∫
Q
∫
ξq
∫
G(x, y) dµ(y) dνq(x) dλ(q)
∣∣∣∣∣
≤ Eλ(Q \ Qˆ) + 2‖F‖∞λ(Qˆ) ≤ E + 2‖F‖∞M1e−
i′p1+1
3a0 .
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Hence, ∣∣∣∣∣
∫
F dPI′1∪I′2 −
∫
Q
∫
ξq
∫
G(x, y) dµ(y) dνq(x) dλ(q)
∣∣∣∣∣
≤
p1∑
r=1
crϑ
−i′r
+ + E + 2‖F‖∞M1e−
i′p1+1
3a0 .
Recalling
∫
Q νq dλ(q) = µ, Fubini’s theorem gives∣∣∣∣
∫
F dPI′1∪I′2 −
∫∫
G(x, y) dµ(x) dµ(y)
∣∣∣∣
≤
p1∑
r=1
crϑ
−i′r
+ +M0
(
p2∑
r=p1+1
crϑ
i′r−i′p1+1− + ‖F‖∞
)
max(θ0, ϑ−)
i′p1+1
3
+ 2‖F‖∞M1e−
i′p1+1
3a0 ,
where we note that ∫∫
G(x, y) dµ(x) dµ(y) =
∫
F d(PI′1 ⊗PI′′2 )
with I ′′2 = I
′
2 − i′p1+1 = (i′p1+1 − i′p1+1, . . . , i′p2 − i′p1+1). Stationarity guarantees that
PI′1∪I′2 = PI1∪I2, PI′1 = PI1 and PI′′2 = PI2.
Inserting i′r = ir −m into the upper bound above, we see that∣∣∣∣
∫
F dPI1∪I2 −
∫
F d(PI1 ⊗PI2)
∣∣∣∣
≤
p1∑
r=1
crϑ
ip1−ir
+ ϑ
m−ip1
+ +M0
(
p2∑
r=p1+1
crϑ
ir−ip1+1− + ‖F‖∞
)
max(θ0, ϑ−)
ip1+1
−m
3
+ 2‖F‖∞M1e−
ip1+1
−m
3a0 ,
whenever ip1 < m ≤ ip1+1. Finally, let m be the smallest integer ≥ 14(3ip1 + ip1+1). Then
1
3
(ip1+1 −m) ≥ 14(ip1+1 − ip1)− 13 and m− ip1 ≥ 14(ip1+1 − ip1). This yields the final estimate∣∣∣∣
∫
F dPI1∪I2 −
∫
F d(PI1 ⊗PI2)
∣∣∣∣
≤
(
p1∑
r=1
crϑ
ip1−ir
+
)
ϑ
1
4
(ip1+1−ip1 )
+
+M0
(
p2∑
r=p1+1
crϑ
ir−ip1+1− + ‖F‖∞
)
max(θ0, ϑ−)
1
4
(ip1+1−ip1)− 13
+ 2‖F‖∞M1e−
1
4a0
(ip1+1−ip1 )+ 13a0 .
Defining the system constant θ1 = e
− 1
a0 , we arrive at the claimed bound. 
We proceed to the proof of the second theorem, concerning K ≥ 2.
Proof of Theorem 2.4. The proof is based on induction with respect to K.
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Case K = 2: The assumption is that F is (I1, I2)-admissible with the same parameters c, ϑ.
Therefore, Theorem 2.3 yields∣∣∣∣
∫
F dPI1∪I2 −
∫
F d(PI1 ⊗PI2)
∣∣∣∣
≤
(
c
p1∑
r=1
ϑip1−ir
)
ϑ
1
4
ℓ1 +M0
(
c
p2∑
r=p1+1
ϑir−ip1+1 + ‖F‖∞
)
max(θ0, ϑ)
1
4
ℓ1− 13
+ 2M1‖F‖∞θ
1
4
ℓ1− 13
1
≤ c
1− ϑϑ
1
4
ℓ1 +M0
(
c
1− ϑ + ‖F‖∞
)
θ
− 1
3
0 max(θ0, ϑ)
1
4
ℓ1 + 2M1‖F‖∞θ
1
4
ℓ1− 13
1
≤
(
c
1− ϑ +M0
(
c
1− ϑ + ‖F‖∞
)
θ
− 1
3
0 + 2M1‖F‖∞θ−
1
3
1
)
max(ϑ, θ0, θ1)
1
4
ℓ1 .
Defining the system constantsM = max(1+M0θ
− 1
3
0 , M0θ
− 1
3
0 +2M1θ
− 1
3
1 ) and θ = max(ϑ, θ0, θ1)
1
4 ,
we obtain ∣∣∣∣
∫
F dPI −
∫
F d(PI1 ⊗PI2)
∣∣∣∣ ≤M
(
c
1− ϑ + ‖F‖∞
)
θℓ1
as claimed.
Case K > 2: We are now assuming that F is (I1, . . . , IK)-admissible with the same parame-
ters c, ϑ. In particular, F is then (I1 ∪ · · · ∪ IK−1, IK)-admissible. Hence, the preceding case
implies ∣∣∣∣
∫
F dPI1∪···∪IK −
∫
F d(PI1∪···∪IK−1 ⊗PIK)
∣∣∣∣ ≤M
(
c
1− ϑ + ‖F‖∞
)
θℓK−1 .
Suppose that
∣∣∣∣
∫
G dPI1∪···∪IK−1 −
∫
G d(PI1 ⊗ · · · ⊗PIK−1)
∣∣∣∣ ≤M
(
c
1− ϑ + ‖G‖∞
)K−2∑
k=1
θℓk
for all (I1, . . . , IK−1)-admissible functions G with the same parameters c, ϑ. It now suffices to
just observe that F is (I1, . . . , IK−1)-admissible in its first pK−1 arguments. More precisely,
given y ∈ XpK−pK−1, the function
Gy : X
pK−1 → R : Gy(x) = F (x,y)
is (I1, . . . , IK−1)-admissible, bounded by ‖F‖∞. Hence,∣∣∣∣
∫
F d(PI1∪···∪IK−1 ⊗PIK)−
∫
F d(PI1 ⊗ · · · ⊗PIK)
∣∣∣∣
=
∣∣∣∣
∫ (∫
Gy dPI1∪···∪IK−1 −
∫
Gy d(PI1 ⊗ · · · ⊗PIK−1)
)
dPIK(y)
∣∣∣∣
≤ M
(
c
1− ϑ + ‖F‖∞
)K−2∑
k=1
θℓk .
This finishes the proof. 
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