Abstract. In this paper we define the extended conditional negative quadrant dependence and generalize the conditional BorelCantelli lemma of B.L.S. Prakasa Rao(2012) to the case of pairwise extended conditionally negative quadrant dependence.
Introduction
Two events A and B are said to be negatively quadrant dependent(NQD) if P (A∩B) ≤ P (A)P (B). The definition, properties and applications regarding negative quadrant dependence(NQD) can be found in Lehmann(1966) and Block et al.(1982) . We call two events A and B are extended negatively quadrant dependent(ENQD) if there exists a constant M > 0 such that (1.1) P (A ∩ B) ≤ M P (A)P (B).
Note that two events A and B are negatively quadrant dependent(NQD) if (1.1) holds when M = 1 and that negative quadrant dependence implies extended negative quadrant dependence. The Borel-Cantelli lemma plays an exceptionally important role in probability theory: if A 1 , A 2 , · · · is a sequence of independent events on a common probability space (Ω, A, P ) and if ∞ i=1 P (A n ) < ∞, then P (lim sup A n ) = 0; if A 1 , A 2 , · · · is a sequence of independent events and if
Many investigators were devoted to the second part of the BorelCantelli lemma in attempts to weaken the independence condition that means mutual independence of events A 1 , · · · , A n for every n.
Erdös and Renyi(1959) discovered that the independence condition in the second part of the Borel-Cantelli lemma can be replaced by the weaker condition of pairwise independence of events A 1 , A 2 , · · · . They also found that the condition of pairwise independence of events A 1 , A 2 , · · · can be replaced by the weaker condition P (A j A k ) ≤ P (A j ) P (A k ) for every j and k such that j = k i.e. pairwise negative quadrant dependence.
Petrov(2002) also proved the following result. Theorem 1.1 (Petrov, 2002 ) Let (Ω, A, P ) be a probability space. Let A 1 , A 2 , · · · be a sequence of events satisfying conditions
for all k, j > L such that k = j and for some constants M ≥ 1 and L. Then
The following proposition is an immediate corollary of Theorem 1.1. Theorem 1.2 (Erdös, Renyi, 1959) Let A 1 , A 2 , · · · be a sequence of events satisfying conditions (1.2) and
for all sufficiently large k and j, k = j. Then
Note that if A 1 , A 2 , · · · is a sequence of pairwise independent events, condition (1.5) is satisfied with the sign of equality. Definition 1.3 (Prakasa Rao, 2009) Let (Ω, A, P ) be a probability space. A set of events A 1 , A 2 , · · · , A n is said to be conditionally independent given event B with P (B) > 0 if
The following examples(cf, Majerak et al., 2005) show that the independence of events does not imply conditional independence and that the conditional independence of events does not imply the independence.
Example 1 Let Ω = {1, 2, 3, 4, 5, 6, 7, 8} and p i = 1 8 be the probability assigned to the event {i}. Let A 1 = {1, 2, 3, 4} and A 2 = {3, 4, 5, 6}. Let B = {2, 3, 4, 5}. It is easy to see that the events A 1 and A 2 are independent but not conditionally independent given the event B.
Example 2 Consider an experiment of choosing a coin numbered {i} with probability p i = 1 n , 1 ≤ i ≤ n for a set of n coins and suppose it is tossed twice. Let p i 0 = 1 2 i be the probability for tails for the ith coin. Let A 1 be the event that tail appears in the first toss, A 2 be the event that tail appears in the second toss and H i be the event that the ith coin is selected. It can be checked that the events A 1 and A 2 are conditionally independent given H i but they are not independent as long as the number of coins n ≥ 2.
Let (Ω, A, P ) be a probability space. Let F be a sub-σ-algebra of A and I A denote the indicator function of an event A.
Definition 1.4 (Prakasa Rao, 2010)
The set of events A 1 , A 2 , · · · , A n are said to be conditionally independent given F if
Definition 1.5 Two events A and B are said to be conditionally negatively quadrant dependent given F if
Definition 1.6 Two events A and B are said to be extended conditionally negative quadrant dependent given F if there exists a positive constant M > 0 such that
Note that two events A and B are negative quadrant dependent given F if (1.8-a) holds when M = 1 and that conditionally negative quadrant dependence implies extended conditionally negative quadrant dependence.
In this paper we will consider conditional Borel-Cantelli lemma under pairwise extended conditional negative quadrant dependence.
Results
In this section we obtain a similar Theorem 1.1 under pairwise extended conditionally negative quadrant dependence and generalize the second part of Borel-Cantelli lemma in Petrov's(2002) result and Erdös and Renyis'(1959) result to pairwise extended conditionally negative quadrant dependence case. Theorem 2.1 Let (Ω, A, P ) be a probability space and F be a sub-σ-algebra of A. Let A 1 , A 2 , · · · be a sequence of pairwise extended conditionally negative quadrant dependent events given F. That is, if there exists a constant M > 0 such that
for all i, j, i = j and
Then we have
Proof. Following the inequality in Chung and Erdös(1952) , it can be shown that, for every n
It follows from condition (2.1) that
We also have
Therefore, by (2.6) and (2.9) we obtain
From (2.5)-(2.10) it follows that
Moreover, it follows from (2.2) that for a fixed n (2.12) 1 + (
Then we observe that B 1 ⊃ B 2 ⊃ · · · and (2.14)
From (2.13) and (2.14) we obtain
From (2.5), (2.7), (2.9), (2.10) and (2.16) we obtain
It follows from (2.12) and (2.17) that
Hence, by (2.13), (2.14), (2.15) and (2.10) we obtain
The proof is complete.
The following theorem is an immediate corollary of Theorem 2.1. Theorem 2.2 Let (Ω, A, P) be a probability space and F be a sub-σ-algebra of A. Let A 1 , A 2 , · · · be a sequence of pairwise conditionally negative quadrant dependent events given F. If A 1 , A 2 , · · · are satisfy condition (2.2), then
The following theorem is a part of Theorem 3 in B.L.S. Prakasa Rao(2009). Theorem 2.3 (Prakasa Rao, 2009) Let (Ω, A, P) be a probability space and let F be a sub-σ-algebra of A. Let A 1 , A 2 , · · · be a sequence of events and A = {w :
In the following theorem we will generalize the second part of Theorem 3 in B.L.S. Prakasa Rao(2009) to the case of pairwise extended negative quadrant dependence. Theorem 2.4 Let (Ω, A, P) be a probability space and F be a sub-σ-algebra of A. Let A 1 , A 2 , · · · be a sequence of events satisfying (2.1) and A = {w :
Proof. We will apply the proof of Theorem 2.1 to (2.19).
As in the proof of Theorem 2.1 for M > 1 (2.21)
(See ( The proof is complete.
