Abstract. We attach a certain n × n matrix A n to the Dirichlet series
Introduction
To the Dirichlet series
we attach the n × n matrix
where E n (k) is the n×n matrix whose ijth entry is 1 if j = ki and 0 otherwise.
For example,
for every k 1 , k 2 ∈ N, formally manipulating linear combinations of E n (k) is very similar to formally manipulating Dirichlet series. However, because E n (k) is the zero matrix whenever k > n, the sum defining D n is guaranteed to converge. Of course, the n × n matrix contains less information than the Dirichlet series. Letting n tend to infinity produces semi-infinite matrices, the formal manipulation of which is exactly equivalent to formally manipulating Dirichlet series.
Let W n be the matrix whose first column is the weight vector (0, w 2 , w 3 , . . . , w n )
T and whose other entries are zeros. Define the n × n matrix A n (and the special cases B n and C n ) by
B n = W n + D n when a k = 1 for all k, C n = W n + D n when a k = 1 and w k = 1 for all k.
(1)
For example, A 6 , B 6 , and C 6 are the following three matrices: We will always assume that a 1 = 1 since this ensures that the Dirichlet series a k k −s has a formal inverse and since this is true for many Dirichlet series that arise in number theory. For notational convenience, we set w 1 = 1, and occasionally we will write a(i) instead of a i . Several authors have studied the matrices B n and C n . In [4] , it was observed that that
where µ is the Möbius µ-function. This is a special case of the slightly more general fact (see Theorem 2.1 below) that
where the numbers b k are the coefficients of the formal series
Thus, det A n is a weighted sum of the coefficients of L(s) −1 .
To obtain (2) from (3), choose the Dirichlet series to be the Riemann zeta function ζ(s) = ∞ k=1 k −s so that a k = 1 for all k. This corresponds to the case of the matrix B n . Since ζ(s)
As the asymptotic growth of sums of the type in equation (3) is important to analytic number theory, representing those sums in terms of determinants becomes very interesting.
Recall that the Riemann hypothesis is equivalent to the statement
for every positive ǫ. Thus, the Riemann hypothesis is equivalent to
for every positive ǫ.
In [1] , Barrett, Forcade, and Pollington expressed the characteristic polyno-
where r = ⌊log 2 n⌋ and where the coefficients v(n, k) were described in terms of directed graphs. We will refer to the eigenvalue 1, whose multiplicity is n − r − 1, as the trivial eigenvalue. The eigenvalues λ = 1 will be called nontrivial eigenvalues. In Theorem 3.2 we extend this result by determining the characteristic polynomial of the more general matrix A n . In [1] , it was shown that the spectral radius ρ(C n ) of C n is asymptotic to √ n.
Barrett and Robinson [5] determined that the sizes of the Jordan blocks of B n corresponding to the trivial eigenvalue 1 are
where {n} denotes the greatest odd integer ≤ n. 
Evaluating p n (x) at x = 0 gives the fundamental relationship
where v(n, 0) is defined to equal 1.
Barrett and Jarvis [2] showed that C n has two large real eigenvalues λ ± satisfying (5)
and that the remaining ⌊log 2 n⌋ − 1 small nontrivial eigenvalues satisfy |λ| < log 2−ǫ n for any small positive ǫ and sufficiently large n. Based on numerical evidence
for various values of n as large as n = 10 6 , they also made the following two-part conjecture:
Conjecture 1.1 (Barrett and Jarvis [2] ). The small nontrivial eigenvalues λ of C n satisfy (i) |λ| < 1, and
The statement Re(λ) < 1 is, of course, weaker than the statement |λ| < 1.
Vaughan [6] refined the asymptotic formula (5) for the two large eigenvalues and showed, unconditionally, that the small eigenvalues satisfy
and, upon the Riemann hypothesis, that the small eigenvalues satisfy (6) |λ| ≪ log log(2 + n).
He later showed [7] that C n has nontrivial eigenvalues arbitrarily close to 1 for sufficiently large n, suggesting that a proof of Conjecture 1.1 would likely be quite subtle.
Investigations of the Redheffer matrix have been extended to group theory by Humphries [3] and to partially ordered sets by Wilf [8] .
In Theorem 5.3, we resolve Conjecture 1.1 by showing that both parts are false. There exist values of n for which a small eigenvalue λ satisfies both |λ| > 1 and Re(λ) > 1. To accomplish this we computed the characteristic polynomials for A n for values of n as large as n = 2 36 , which we describe in §5.
The determinant of A n
We now find the determinant of A n .
Theorem 2.1. Let D n be the Dirichlet matrix associated with the formal
Let W n be the matrix whose first column is (0, w 2 , . . . , w n ) T and whose other entries are zero. Let
Corollary 2.2. The choice w k = 1 produces partial sums of coefficients of Dirichlet series:
If s is a complex number at which L(s) and L(s)
So, Corollary 2.3 says that we may interpret det A n and detÃ n as approximating values of Dirichlet series. Since the determinant is the product of the eigenvalues, this relates values of Dirichlet series with eigenvalues of matrices.
Proof of Theorem 2.1. This is essentially the same argument as the one given in Redheffer's note [4] where he found the determinant of B n . Since D n is upper triangular with diagonal entry 1, det
The matrix D −1 n W n has zeros in columns 2 through n, and its (1, 1)-entry is
n in the argument gives detÃ n = n k=1 w k a k .
The characteristic polynomial of A n
The characteristic polynomial p n (x) = det(I n x−A n ) plays a significant role.
Previously, p n (x) was obtained for the special case C n in [1] and [6] . In this section, we will determine the characteristic polynomial of the more general matrix A n . The following definition will be instrumental in describing both the characteristic polynomial of A n and its eigenvectors.
Definition. For integers
We define v(n, k) and v ℓ (n, k) to be the weighted sums: From the definition of d(n, k),
which immediately gives the elementary recurrence relation:
where r = ⌊log 2 n⌋. Consequently, if v(n, r) = 0, the algebraic multiplicity of the trivial eigenvalue λ = 1 is n − r − 1.
Proof. We will use the cofactor expansion to calculate the characteristic polynomial p n (x) = det(xI n − A n ). Write M n = xI n − A n and let
denoted the matrix obtained by removing the rows indexed by i 1 , . . . , i s and the columns indexed by j 1 , . . . , j t from M n . The cofactor expansion of the determinant along the first column is
The matrix M n (k | 1) is a block matrix whose upper left (k − 1)
, whose lower left (n − k) × (k − 1) block is zero, and whose lower right (n − k) × (n − k) block is upper triangular with diagonal entries
where we understand det M 1 (1 | 1) to be 1, and
The ℓth entry in the last column of M k (k | 1) is −a n/ℓ if ℓ divides k; otherwise, it is zero. Then the cofactor expansion of det 
This shows that
In other words, the quantity q k (x) = (−1) k−1 M k (k | 1) satisfies the recurrence relation:
On the other hand, consider the polynomial t ℓ (x) defined by
Then t 1 (x) = 1. For ℓ > 1, the term in the sum corresponding to j = 0 is zero since d(ℓ, 0) = 0 in that case. For k > 1, calculating the right hand side of (16) with t ℓ (x) in place of q ℓ (x) and applying Lemma 3.1 gives
Since t k (x) and q k (x) both satisfy the same recurrence relations, they are equal.
Substituting the last expression into (14) gives
Since v(n, j) = 0 for j > r = ⌊log 2 (n)⌋, this is
which proves the theorem. 
Proof of Theorem 4.1. For i ≥ 2, the ith entry of A n u is
In the calculation for (A n u) i with i ≥ 2, the term a i u ℓi when ℓ = 1 was equal to a i X i (⌊n/i⌋), but this term should be omitted from the case i = 1. Taking this into account and going to the second to last step of the previous calculation
This shows that the vector u is a nonzero eigenvector for λ.
To see why the eigenspace of λ is one-dimensional, consider the submatrix of A n −λI obtained by deleting the first row and column. This (n−1)×(n−1) matrix is upper triangular with nonzero entries on the diagonal. Hence, it is invertible implying that the rank of A n − λI n is ≥ n − 1. Since we found a nontrivial eigenvector, the nullity is ≥ 1. So, the nullity of A n − λI must be exactly one. This completes the proof. 
where
Interestingly, the algebraic expression for v does not explicitly rely on the symbols w 2 , . . . , w n in the first column of A n . However, altering w 2 , . . . , w n changes the possible numeric values of λ.
Proof of Theorem 4.2. For i ≥ 2,the ith entry of
= λv 1 .
This shows that
T is a nonzero eigenvector of A T n . The dimension of the eigenspace is one, as explained in the proof of Theorem 4.1.
5.
Computing eigenvalues of C n for large n Theorem 3.2 expresses the characteristic polynomial of the matrix A n in terms of the numbers v(n, k). In this section, we will explain how to explicitly calculate the characteristic polynomial p n (x) for large values of n for the special case C n in which w i = a i = 1 for all i. The method given below in Theorem 5.2 was used to find p n (x) for n as large as n = 2
36 in a few hours on a desktop computer. To accomplish this, it is necessary to use a more efficient algorithm for finding the coefficients than a brute force approach based directly on the definition of matrix C n . Even with Theorem 3.2 we need a better method for computing v(n, k) than the direct application of the definition of v(n, k)
in (11).
If both a k = 1 and w k = 1 for all k, then v(n, k) represents the number of ways to form products of k nontrivial factors whose product is ≤ n and where order matters. In this case, v(n, k) represents a count of lattices points in k-dimensional space:
Proof. The first equality in (19) is evident from (20) by letting one component of (ℓ 1 , . . . , ℓ k ), say ℓ k , be the index of summation i. The second equality in (19) is obtained by re-indexing the sum over the distinct values of j = ⌊n/i⌋. For a given positive integer j,
Thus, the number of distinct i for which ⌊n/i⌋ = j is ⌊
⌋. 
,
Proof. This argument applies the hyperbola method from analytic number theory. Rewrite (19) as
where the index i in each summation satisfies 2 ≤ i ≤ ⌊n/2 k−1 ⌋. In the first summation, since both i and ⌊ √ n⌋ + 1 are integers,
This gives the value s = ⌊n/(⌊ √ n⌋+1)⌋ in the first summation in equation (21).
In the second summation in (22), we re-index the sum over the distinct values of j = ⌊n/i⌋ ≤ ⌊ √ n⌋. For a given positive integer j,
Thus, the number of distinct i for which ⌊n/i⌋ = j is ⌊ Proof. The characteristic polynomial p n (x) of the general matrix A n was given in Theorem 3.2. By implementing the recursive formula in Theorem 5.2, we were able to calculate the characteristic polynomial for the special case C n for relatively large values of n, such as n = 2 36 , within a few hours on a desktop computer.
A table listing the maximum absolute value and real part of small nontrivial eigenvalues of C n for n = 10 6 and n = 2 r with 28 ≤ r ≤ 36 is given below: n max{|λ|} max{Re(λ)} 10 6 = 1, 000, 000 0.983108 0. The example with n = 2 36 provides a counter-example to both parts of Conjecture 1.1. A sample of the coefficients v(n, k) of p n (x) for n = 10 6 , n = 2 28 , and n = 2 36 is given in Table 1 . Table 1 . Values of v(n, k) for n = 10 6 , n = 2 28 , and n = 2 described here. Also the author thanks Rodney Forcade for several helpful suggestions.
