Purpose. This study evaluates the predictive ability of patient types (clusters of similar patients) in identifying cancer patients at high risk for emergency department (ED) visits within one year (365 days) following their index date. A descriptive and retrospective cohort study of 45,356 unique cancer patients with only one primary cancer type and at least one ED visit was done using linked administrative sources of health care data.
I. INTRODUCTION
Since physicians often use case based reasoning, clinical decision support tools based on patients who are similar to the current patient [1] might be useful both in supporting differential diagnosis [2] , and in making predictions of outcomes [3] , such as the probability of emergency department visits. Visits to the emergency department (ED) can be long and uncomfortable for patients in general, but especially for those with cancer. ED visits made near the end of life may be indicative of poor quality in cancer care. In [4] , the authors demonstrated that worsening symptoms can contribute to ED visits. The most common reasons for cancer patients to visit the ED during the final six months of life and the final two weeks of life include abdominal pain, lung cancer, dyspnea, pneumonia, malaise and fatigue, and pleural effusion [5] . Since ED visits sometimes occur frequently near the end of life, better and more comprehensive evaluations of the reasons for such visits are needed as a step towards development of interventions for avoiding unnecessary ED visits [5] , [6] .
Identifying patients with a high probability of hospital admission or subsequent return to the ED might facilitate the development of interventions to improve the admission process and patient care, and decrease overcrowding in hospitals [7] , [8] , [9] . It could also inform the development of additional ambulatory resources to mitigate the risk of an ED visit [10] , [11] .
The main goal of this study is to validate the predictive ability of patient types (clusters of similar patients) in predicting useful outcomes about cancer patients while preserving patient data confidentiality. In particular, next emergency department visit and vital status of patients were chosen as outcomes of interest based on the need for better planning of cancer patients. This study seeks to replicate previous findings that clusters of similar patients can contribute to more accurate predictions without using individual medical records and violating the privacy of patients [12] .
We summarize our contributions as:
• A unified framework for predicting multiple outcomes in ED visits considering patient subgroups, i.e., the time between index time and ED time, the time of visiting ED within 7 days after the index time and vital status. • Cluster boosted regression analysis for selecting the best prediction model and the best number of clusters. • Comparison of different prediction methods within the proposed framework. The rest of this paper is organized as follows: Section II introduces the data source and presents the procedures of data analysis. In Section III, the effectiveness of the methodology is demonstrated using the aforementioned datasets. Section IV summarizes the results by providing some discussions. Finally, in Section V, we conclude with discussion of the implications of our results, and possible future research directions.
II. METHODOLOGY
A retrospective study was performed using administrative sources of Ontario health care data. We predicted when patients with cancer diagnosis might visit an Emergency Department after their index date (which is the date of a cancer clinic visit where standardized symptom screening is also completed and which is followed by an ED visit). We also predicted mortality (vital status) of patients with cancer diagnosis based on their last symptom scores.
A. Sources of Data
About 95% of all incident cases of cancer in Ontario are extractable from the Ontario Cancer Registry which is a comprehensive, population based registry [13] , [14] . In this study, 9 different datasets were used, which are listed in Table  I [15] . For all the patient variables we linked the datasets mentioned above to the cohort dataset using a common unique identifier.
B. Inclusion criteria
We created a cohort dataset containing 45,356 cancer patients who had at least one ED visit (see Table II for more information), were over 17 years old whose diagnosis dates were between Jan 1, 2007 and Mar 31, 2011, and who were diagnosed with only one primary cancer type (patients with multiple primary cancers were excluded). We considered Jan 1, 2007 as start date for inclusion and subjects were followed from Jan 2007 to the end of study or death, whichever came first. The observation window terminated at Dec 31, 2013. Index date was the date of a cancer clinic visit where standardized symptom screening was completed and which was followed by an ED visit.
C. Outcome
We were interested in predicting the next ED visit after the index date for cancer patients. We created this outcome variable with two forms: a continuous variable (time between index date and ED date) and a binary variable (visit an ED within 7 days after the index date or not). Date of registration in the emergency department was used to create the outcome variable from the NACRS dataset. The outcome variables were defined as follows: a) Outcome 1 (ED time): Time between index date and ED date (365/90): We started with each index date and looked forward to find the closest ED visit. If there were multiple dates associated with a unique ED, we considered the closest date to the ED as the index date. Then we calculated the time between index date and ED visit ( Fig. 1 ). Each patient might have multiple index and ED dates and as a result multiple records for the outcome variable ( Fig. 1-A II shows the number of patients versus number of records for the outcome variable. The majority of patients (around 70%) had only 1 record for this outcome variable. As a result, we chose to focus on patients who had only a single ED visit, and patients with multiple records for this criterion were excluded from the study ( Fig. 1-B ). Fig. 1 shows how we created the first outcome variable. Fig. 2 shows the histogram of the first outcome variable. We limited the maximum time between index date and subsequent ED visit to 1 year, or to 3 months, using those two time windows separately. This was done because it is harder to attribute association over long periods where there is more opportunity for the outcome variable to be influenced by extraneous variables. Thus the two outcomes used in the study were:
• ED time 365: Time between index date and the next ED visit, only 1 record, maximum time being 365 days. b) Outcome 2 (ED within 7d): visit an ED within 7 days after the index date or not: We determined if patients had an ED visit within 7 days of the index date. The same methodology was followed and only patients with one ED visit 
D. Patient Variables
The dataset constructed for this study contained baseline characteristics such as cancer type (Breast, Central Nervous System, Gastrointestinal, Genitourinary, Gynecologic, Hematology, Head and Neck, Lung, Other, Primary Unknown, Sarcoma and Skin), vital status, sex, cancer stage (stage: 0, stage: I, stage: II, stage: III, stage: IV), income quintile, age at diagnosis and Charlson comorbidity, rural/urban and geographical region (in this case the LHIN, or local health integration network within the Province of Ontario).
Charlson comorbidity is a method of classifying comorbidities based on International Classification of Diseases (ICD) diagnosis codes of patients. A weight is assigned to each comorbidity category and a single comorbidity score is calculated based on the sum of the weights for each patient. The higher the score, the more probability the predicted outcome will contribute to a higher resource use or mortality [16] .
We used data from the Registered Persons Database to determine vital status of patients. Sex of patients, and cancer stage, were recorded from the Ontario Cancer Registry. For type of cancer, we used the International Classification of Diseases (ICD-10) codes of the Ontario Cancer Registry, which were grouped and coded as follows: 163-165, 190, 192-194 . The Edmonton Symptom Assessment System (ESAS) is one of the key assessment tools used to help in the assessment of nine common symptoms experienced by cancer patients. The descriptors for those symptoms are Tired, Nausea, Depression, Anxious, Drowsy, Pain, Appetite, Wellbeing and ShortBreath [17] . The ESAS dataset contained symptom scores, date of assessment and a unique identifier, which was used to link data from the disparate datasets into the master data sheet used for the analyses reported in this study. In addition to using the variables described above, we also derived additional variables. A margin of 30 days before the ED visit date was defined as the time window of interest. We then created all the services/events for patients in that time window ( Fig. 3 ). The CIHI dataset contains detailed demographic, administrative and clinical data for both hospital admissions and day surgeries. Admission date, discharge date, length of stay, diagnosis and intervention codes are some of the important variables among others in this dataset. From the CIHI dataset, we considered those patients who were admitted/discharged to/from the hospital within 30 days prior to the ED visit. This information was captured as a binary variable that showed hospital admission for patients (1=admitted/discharged, 0=else). To calculate total number of admitted days, we considered admission and discharge dates for each patient. If both "admission date" and "discharge date" occurred prior to the margin of 30 days (i.e., prior to the time window start date), the number of admitted days for that patient was defined as 0. If both "admission date" and "discharge date" occurred within 30 days prior to the ED visit, the number of admitted days for that patient was defined as the LOS (length of stay) in hospital. If only "discharge date" was within 30 days, and the "admission date" was outside this time window, the number of admitted days was defined to be equal to (discharge date -time window start date). Each patient might have multiple hospital visits. To calculate the total number of admitted days (inpatient), we calculated the sum of all admitted days for all hospital visits and kept the diagnosis associated with the longest stay.
Diagnosis codes (ICD 10) were available from the inpatient, same day surgery and emergency department datasets. Among multiple diagnosis codes associated to each hospital admission/ED visit, only the primary diagnosis was considered for each patient. The first 3-digits of each diagnosis code were considered, which reduced the number of codes under consideration from 1937 to 675. We then carried out a more general categorization of the ICD10 codes to reduce the number of diagnostic categories further. 24 categories of ICD10 codes were identified as being relevant to our study, as shown in Table III .
Triage level, diagnosis and intervention codes and length of 1 , 2011). Using service date, we calculated total number of services that patients received in the 30 days preceding the ED visit. We also calculated total number of services before the start of the time window under consideration. There were 19 different categories for type of service and we grouped them into three main categories of "nursing visit", "personal support worker (PSW) visit" and "other". To provide equal access to high-quality intravenous (IV) cancer drugs, the New Drug Funding Program (NDFP) was created to cover the cost of many newer, and expensive, injectable cancer drugs prescribed in hospitals/cancer centres (New Drug Funding Program Database (NDFPDB) 2 , 1995) (New Drug Funding Program (NDFP) & Evidence Building Program (EBP), Approved Drugs and Eligibility Criteria 3 , 2015) . The NDFP dataset captures all the newer chemotherapy drugs and treatment dates for patients with a cancer diagnosis. Using treatment date in the NDFP dataset, two sets of treatment-related variables were created. The first set counted all treatments prescribed for patients in the 30 days before the ED visit, while the second set described all the treatments before the beginning of the time window. Both sets included approximately 30 different categories.
The ODB database captures prescription claims data in the Claims History Database for patients older than 65. Drug identification number (DIN), service date and estimated number of days supplied are recorded in this dataset (Ontario Drug Benefit (ODB) 4 , 1992) . In the ODB dataset, based on the service date variable, a margin of six months before ED visit was considered and we counted all the drugs prescribed for patients in 6 months before the ED visit. We also determined the drugs before the margin date. The ODB dataset contains a total of 865 different drugs. We then classified the drugs and grouped them into a final set of 42 groups based on their medical properties.
E. Analysis
To replace missing values, we used the median value for symptom scores such as tired score (155 missing records) and for demographic variables such as income quartile (57 missing records), rural/urban (5 missing records) etc. To take into the account the differences in variable scales, we standardized some predictor variables for parts of the analysis including k-means cluster analysis and nearest neighbors matching. The final dataset for adult patients was randomly split into two sets, a training set containing 80% of the cases, and a test set containing the remaining 20% of the cases.
K-means clustering was carried out on the patients in the training data set, varying the number of clusters between 2 and 50. The Hartigan-Wong algorithm was applied in the analysis [18] . After each clustering of the training set, regression models were fitted for each cluster within the clustering solution. Since the first outcome was a continuous variable (ED time), we used linear regression in its analysis. However, for the second and third outcome variables (ED within 7d and vital status) logistic regression was used since the criterion in those cases was dichotomous. Each test case was then matched to the closest training cluster based on minimum Euclidean distance between each case in the test set and the centroid of each cluster (Nearest neighbor matching) and values of the outcome variable were then predicted based on the corresponding regression equation.
In order to smooth out the effects of random variations in the clustering (due to different initial clusters selected randomly during each run of the k-means process) and regression processes, the complete procedure was run 50 times each for 49 partition sizes (k=2 to 50) and the mean values of the outcome variables of the 50 clustering solutions for each partition size were calculated. In order to evaluate the prediction process, for "ED time", mean absolute error (MAE) was calculated, whereas for "ED within 7d" and vital status accuracy measures for a dichotomous criterion, such as sensitivity, specificity, accuracy, AUC (area under the curve) and d-prime were considered. In order to simulate situations that guard against re-identification, we utilized clusters that had at least 100 patients in them, for each solution. The cluster solution with the minimum MAE for the first outcome and the maximum accuracy measures for the second and third outcomes were determined. The accuracy measures 5 were defined as follows:
• Accuracy is the proportion of the total number of predictions that were correct in equation 2. • Sensitivity, also called recall, is the proportion of actual positive cases, which are correctly identified hits. • Specificity is the proportion of actual negative cases, which are correctly identified correct rejections. 
III. RESULTS

A. First outcome: time between index date and ED date (ED time) 1) Comparison of different prediction methods (no cluster analysis):
We first present the results of prediction of time between index date and ED date (ED Time) on the unclustered, raw data for the test sets using different prediction methods, to allow comparison with the analysis using clustered data. Different prediction methods were compared with each other using mean absolute error (MAE). Table V summarized the results of different prediction methods for the test dataset. As shown in Table V , multiple linear regression, artificial neural network (size=1) and support vector machines produced the lowest error values. However, when data are summarized (to preserve confidentiality) as means, standard deviations, and correlations, linear regression analysis is feasible, but not the other two methods. As a result, linear regression was utilized in the remainder of the analysis. 2) All variables in cluster/regression analysis: Using cluster analysis and linear regression, we predicted the time between index date and ED date (ED Time) using all the variables. First, we limited the outcome variable to maximum 1 year (365 days). Number of clusters was changed from 2 to 20 (k = {2, ..., 20}) and the whole process repeated 50 times (N = 50). The five cluster solution (k = 5) was detected as the best solution with a minimum mean absolute error of 69.14.
Comparing to the condition where cluster analysis wasn't used before regression analysis (MAE= 69.508), clustering with k = 5 showed a 0.36 day improvement in terms of mean absolute error (MAE). Fig. 4 shows the relationship between the number of partitions and the resulting MAE for ED time 365. 
3) Correlated predictor variables in both cluster and regression analysis (correlation >= 0.1):
The predictive relationships in the data as assessed by correlations of predictor variables with the outcome were generally low. In order to reduce the chances of overfitting due to error variance we then limited the predictor variables considered in the clustering and in the regression models to those with a correlation of at least 0.1 with the outcome. The bivariate correlation matrix between the outcome variable and all the predictor variables were calculated in each cluster and the predictor variables were limited to only those variables that had correlations higher than 0.1 with the outcome in both cluster and regression analysis. Thirty of the predictor variables had a correlation larger than 0.1 with the outcome. We limited the outcome to a maximum of one year. The number of clusters varied between two and 35 (k = {2, ..., 35}) and the whole process was repeated 50 times (N = 50). A four cluster solution (k=4) was detected as the best solution with a minimum mean absolute error of 70.473. Comparing to the result obtained when cluster analysis wasn't used prior to regression analysis (unclustered data, MAE = 72.334), k = 4 showed a 1.86 day improvement in terms of amount of error. Fig. 5 shows the relationship between the number of partitions and the resulting MAE for "ED time 365". 
B. Second Target: visit an ED within 7 days after the index date (ED within 7d)
Using cluster analysis and logistic regression, we predicted whether or not patients visited an ED within seven days of their index date. We limited the outcome to a maximum of one year (365 days).The bivariate correlation matrices between the outcome variable and all the predictor variables was calculated and the predictor variables were limited to only those variables that had correlations higher than 0.1 with the outcome. Thirty of the predictor variables had correlations greater than 0.1 with the outcome and we used only those variables in the cluster and logistic regression analysis. Number of clusters varied between two and 20 (k=2 to 20) and the whole process was repeated 50 times (N = 50). A four cluster solution (k = 4) was chosen as the best solution with a maximum accuracy of 62.07%, a maximum sensitivity of 73.84%, a maximum specificity of 60.26%, a maximum AUC of 72.05% and a maximum d-prime of 0.7692. Compared to the condition when we didn't apply cluster analysis before logistic regression, k=4 had a 1.8% improvement in accuracy, a 1.3% improvement in sensitivity, a 1.9% improvement in specificity, a 0.66% improvement in AUC and an 0.077 improvement in d-prime. Fig.  6 shows the relationship between the number of partitions and the accuracy measures for "ED within 7d". Table VI compares the best cluster solution (logistic regression analysis based on four clusters) with the solution where logistic regression analysis was carried out without prior cluster analysis.
C. Third Target: Vital Status
For the third outcome variable (vital status), the predictor variables used in the cluster analysis and logistic regression analysis were individual symptom scores, demographics (Sex, Age, Income quantile, Rural, Charlson, LHIN), cancer type and cancer stage. For patients with multiple index dates, in Using cluster analysis and logistic regression, we predicted vital status of patients. Number of clusters was changed from 2 to 50 (k = {2, ..., 50}) and the whole process repeated 50 times (N = 50). A five cluster solution (k = 5) was detected as the best solution with maximum accuracy of 73.8%, sensitivity of 83.1%, specificity of 78.8%, AUC of 86.2% and maximum d-prime of 1.601.
Comparing to the condition when we don't apply cluster analysis before logistic regression, the five cluster solution led to a 0.4% improvement in accuracy, a 0.2% improvement in sensitivity, a 0.3% improvement in specificity, a 0.3% improvement in AUC and a 0.0225 improvement in d-prime.
IV. DISCUSSION
Based on the results of this study, we conclude that summarized patient types not only facilitate non-confidential data dissemination, but also contribute to more accurate predictions.
Prediction of ED visit and vital status for cancer patients based on the obtained patient types results in higher accuracy/less error. Determining the next ED visit for cancer patients can assist health care professionals in better planning of patients' further assessment and better allocation of resources.
In this study, an unsupervised method was applied to find similar patients. K-means cluster analysis was carried out, varying number of partitions between 2 and 50 and with the use of different random input conditions to provide more stable estimates of mean accuracy. The same method was used previously in other studies of ICU data [19] , [12] .
For prediction of ED time (time between index date and ED date) as the outcome, and with clustering applied before regression (using all the predictor variables), MAE (mean absolute error) improved slightly versus no clustering. In the case of a maximum one year for the outcome (ED 365), a five cluster solution reduced the MAE by 0.36 days. When we applied as predictors only those variables having a correlation greater than 0.1 with the target variable, using a maximum of one year for the outcome, a four cluster solution reduced the MAE by 1.86 days. These results indicate that regression analysis using a small number of clusters (where analyses are based on predictors that show some relation with the outcome) boosts prediction performance. Since regression analysis can be carried out on summarized data, this indicates that preserving privacy analyses can be carried out on summarized data and that the results obtained using those analyses should be competitive with analyses carried out on the raw (case level) data.
We also applied clustering before regression for prediction of the second outcome variable in the adult cancer patients, ED within 7d (visit an ED within 7 days after the index date or not). In that case, accuracy measures were improved moderately versus no clustering. In the case of a maximum of one year for the outcome, a four cluster solution increased the accuracy by 1.8%, the sensitivity by 1.3%, the specificity by 1.9% and the AUC by 0.66%. Additionally, the D-prime measure increased 0.077.
Our overall finding is that using patient types (clusters of similar patients) in prediction of ED visits and vital status improves the prediction accuracy. Much of the research conducted in this study relies heavily on datasets which contain detailed clinical, demographic and administrative data for patients with cancer diagnosis across Ontario. While such administrative data are incomplete and can be improved [20] , this study tried to use the most relevant features, currently available, for ED visit prediction. In this study, variables and outcomes were created using medical expertise relating to management of cancer patients. The cohort dataset was created with help of a physician and the methodology applied in linking the 6 mentioned datasets to the cohort dataset was also generated by clinicians. All the preprocessing work such as grouping the diagnosis codes and medications, and replacing the missing values were done after consultation with clinicians.
Applying analytical tools to electronic health records can assist researchers and health care professionals in getting access to implicit knowledge in that data. Properly interpreted and utilized, that knowledge can facilitate service delivery and assessment planning for patients. In the example considered in this paper, analysis of cancer patient data can potentially improve management of pain and other symptoms. If we can predict which patients are more likely to visit an emergency department, strategies can be developed to manage their symptoms better and decrease ED visits overall. A similar strategy could be applied to other problems in healthcare where different types of patient may require different care plans or management.
V. CONCLUSION
Based on the results of this study, we can conclude that it is possible to automatically generate meaningful clusters (patient types) in health data repositories (in this case for cancer patients), and to make relatively accurate predictions based on summaries of those clusters. We have already demonstrated the feasibility of our approach in the context of ICU patients and the results of this study show similar patterns of results with other data sets as well (in this case cancer data). Clusters of similar patients are beneficial when case level data is confidential or unavailable, but where non-confidential summaries of patient types -means, standard deviations and correlations amongst a set of variables -are available for further usage.
Detecting patients that have high probability of ED visit and understanding why they visit the ED near the end of life is an important research question for physicians and health care providers. Determining the next ED visit for cancer patients can assist health care professionals in better planning of patients' further assessment and better allocation of resources.
This study identified potentially useful predictors of emergency visits with the help of physicians and presented a methodology to find patients with high risk of ED visits based on patient types. This study also showed benefits of clustering prior to linear regression and logistic regression in the case of cancer data. This study utilized a variety of Ontario health data sets in order to investigate how severe symptom scores contribute to ED visits. One limitation of our analyses was that correlations between the variables in the data sets (the predictors) and the outcomes that we examined in this research were generally low (and typically no more than 0.3). This limited the accuracy of prediction that was possible.
