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The decomposition of global conformal invariants
I: On a conjecture of Deser and Schwimmer.
Spyros Alexakis∗
Abstract
This is the first in a series of papers where we prove a conjecture of
Deser and Schwimmer regarding the algebraic structure of “global confor-
mal invariants”; these are defined to be conformally invariant integrals of
geometric scalars. The conjecture asserts that the integrand of any such
integral can be expressed as a linear combination of a local conformal
invariant, a divergence and of the Chern-Gauss-Bonnet integrand.
In this paper we set up an iterative procedure that proves the decom-
position. We then derive the iterative step in the first of two cases, subject
to a purely algebraic result which is proven in [6, 7, 8].
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1 Introduction.
This is the first in a series of papers, [4, 5, 6, 7, 8], where we provide a rigorous
proof of a conjecture of Deser and Schwimmer, originally formulated in [19].
This series is a continuation of the previous work of the author, [1, 2] which
established the conjecture in a special case and developed some useful tools
which we will use below.
The purpose of this introduction is to firstly provide a formulation of the
conjecture, and then to give a very brief synopsis of some of the main ideas in
the proof, followed by a more detailed outline of the present paper.
1.1 Formulation of the problem.
We start by recalling the conjecture of Deser and Schwimmer. Firstly, we recall
a classical notion from Riemannian geometry, that of a “scalar Riemannian
invariant”:
In brief, given a Riemannian manifold (M, g), scalar Riemannian invariants
are intrinsic, scalar-valued functions of the metric g. More precisely:
Definition 1.1 Let L(g) be a formal polynomial expression in the in the (for-
mal) variables ∂
(k)
r1...rkgij , k ≥ 0 and (detg)
−1 (here the indices r1 , . . . , rk , i, j
take values 1, . . . , n). Given any coordinate neighborhood U ⊂ Rn and any Rie-
mannian metric g expressed in the form gijdx
idxj in terms of the coordinates
{x1, . . . , xn} ∈ U , let LUg stand for the function that arises by plugging in the
values ∂
(k)
r1...rkgij, (detg)
−1 into the formal expression L(g). We say that L(g)
is a Riemannian invariant of weight K if:
1. Let g, g′ be two Riemannian metrics defined over neighborhoods U,U ′ ⊂
Rn, and let LUg , L
U ′
g′ be the scalar-valued functions defined over U,U
′ that
we obtain by substituting g, g′ into the formal expression L(g). Then we
require that if g, g′ are isometric via the map Φ : U → U ′ then LUg (x) =
LU
′
g′ (Φ(x)) for every x ∈ U . (This property is called the intrinsicness
property of L(g)).
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2. Let g be a Riemannian metric defined over U ⊂ Rn and let t > 0. Let g′
be the Riemannian metric t2 ·g. Let LUg , L
U
g′ be the scalar-valued functions
defined over U that we obtain by substituting g, g′ into the formal expres-
sion L(g). We then require that LUg′(x) = t
KLUg (x) for every x ∈ U . (We
then say that L(g) has weight K).
In view of the first property, a Riemannian invariant L(g) assigns a well-
defined,1 scalar-valued function to any Riemannian manifold (M, g).
We next review a classical theorem which essentially goes back to Weyl, [30],
which states that any scalar Riemannian invariant can be expressed in terms of
complete contractions of covariant derivatives of the curvature tensor. To state
this result precisely, let us recall some basic facts from Riemannian geometry:
Given a Riemannian metric g defined over a manifold M , consider the cur-
vature tensor Rijkl and its covariant derivatives ∇
(m)
r1...rmRijkl (these are thought
of as (0,m+ 4)-tensors). This gives us a list of tensors defined over M .
A natural way to form intrinsic scalars out of this list of intrinsic tensors
is by taking tensor products and then contracting indices using the metric gab:
Firstly we take a (finite) number of tensor products, say:
∇(m1)r1...rm1Ri1j1k1l1 ⊗ · · · ⊗ ∇
(ms)
r1...rms
Risjsksls , (1.1)
thus obtaining a tensor of rank (m1+4)+· · ·+(ms+4). Then, we can repeatedly
pick out pairs of indices in the above expression and contract them against each
other using the metric gab. In the end we obtain a scalar. We will denote such
complete contractions by C(g).2 Observe that any such complete contraction
will be a scalar Riemannian invariant of weight −[(m1 + 2) · · · + (ms + 2)].
Thus, taking linear combinations of complete contractions of a given weight w
we can construct local Riemannian invariants of weight w. We will denote such
linear combinations by
∑
r∈R arC
r(g) (here R is the index set of the complete
contractions, Cr(g), r ∈ R are the different complete contractions appearing
and ar are their coefficients).
Now, a classical result in Riemannian geometry (essentially due to Weyl,
[30]) is that the converse is also true: For any Riemannian invariant L(g) there
exists a (non-unique) linear combination of complete contractions in the form
(1.1),
∑
r∈R arC
r(g) so that for every manifold (M, g) the value of L(g) is equal
to the value of the linear combination
∑
r∈R arC
r(g). Thus from now on we
will be identifying Riemannian invariants with linear combinations of the form:
L(g) =
∑
l∈L
alC
l(g), (1.2)
where each Cl(g) is a complete contraction (with respect to the metric g) in the
form:
1(Meaning coordinate-independent).
2A rigorous, if somewhat abstract, definition of a complete contraction appears in the
introduction of [1].
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Cl(g) = contr(∇(m1)R⊗ · · · ⊗ ∇(ma)R). (1.3)
(We do not write out the indices of the tensors involved for brevity). We also
remark that a complete contraction is determined by the pattern according to
which different indices contract against each other. Thus, for example, the
complete contraction Rabcd ⊗ Rabcd is different from the complete contraction
Rabad ⊗ Rs
bsd. The notation (1.3) of course does not encode this pattern of
which index is contracting against which etc.
The Deser-Schwimmer conjecture: The conjecture deals with conformally
invariant integrals of Riemannian scalars:
Definition 1.2 Consider a Riemannian invariant P (g) of weight −n (n even).
We will say that the integral
∫
Mn
P (g)dVg is a “global conformal invariant” if
the value of
∫
Mn
P (g)dVg remains invariant under conformal re-scalings of the
metric g.
In other words,
∫
Mn
P (g)dVg is a “global conformal invariant” if for any
φ ∈ C∞(Mn) we have
∫
Mn
P (e2φg)dVe2φg =
∫
Mn
P (g)dVg.
In order to state the Deser-Schwimmer conjecture, we recall that a local
conformal invariant of weight −n is a Riemannian invariant W (g) for which
W (e2φg) = e−nφW (g) for every Riemannian metric g and every function φ ∈
C∞(Mn). Furthermore, a Riemannian vector field T i(g) is a linear combination
T i(g) =
∑
q∈Q aqC
q,i(g), where each Cq,i(g) is a partial contraction (with one
free index) in the form:
Cq,i(g) = pcontr(∇(m1)R⊗ · · · ⊗ ∇(ma)R)
with
∑a
t=1(mt + 2) = n− 1. (Notice that for each such vector field, the diver-
gence diviT
i(g) is a Riemannian invariant of weight −n). Finally, we recall that
Pfaff(Rijkl) stands for the Pfaffian of the curvature tensor.
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The Deser-Schwimmer conjecture [19] asserts:
Conjecture 1 Let P (g) be a Riemannian invariant of weight −n such that
the integral
∫
Mn
P (g)dVg is a global conformal invariant. Then there exists a
local conformal invariant W (g), a Riemannian vector field T i(g) and a constant
(Const) so that P (g) can be expressed in the form:
P (g) =W (g) + diviT
i(g) + (Const) · Pfaff(Rijkl). (1.4)
We recall the theorem we proved in [1] and [2]:
3Recall the Chern-Gauss-Bonnet theorem which says that for any compact orientable Rie-
mannian n-manifold (Mn, g) we must have
R
Mn
Pfaff(Rijkl)dVgn =
2npi
n
2 (n
2
−1)!
2(n−1)!
χ(Mn).
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Theorem 1.1 [A] Let
∫
Mn
P (g)dVg be a global conformal invariant, where P (g)
is in the special form:
P (g) =
∑
l∈L
alcontr
l(Ri1j1k1l1 ⊗ · · · ⊗Rin
2
jn
2
kn
2
ln
2
); (1.5)
(i.e. each of the complete contractions above has n2 undifferentiated factors
Rijkl). Then P (g) can be expressed in the form:
P (g) =W (g) + (const) · Pfaff(Rijkl).
In this series of papers we will build on the work in [1], [2] to prove the whole
Deser-Schwimmer conjecture:
Theorem 1.2 Conjecture 1 is true.
Related questions: The motivation for the above theorem, along with its
implications to the notions of Q-curvature and renormalized volume have been
discussed in the introduction of [1]. We refer to that paper for that discussion.
We just wish to mention the recent work of A. Juhl [28], where he obtains new
remarkable insight on the significance of Q-curvature, from an entirely fresh
point of view. For now, we remark that an analogous problem arises in the con-
text of understanding the asymptotic expansion of the Szego¨ kernel of strictly
pseudo-convex domains in Cn (or alternatively of abstract CR-manifolds). In
particular, the leading term of the logarithmic singularity of the Szego¨ kernel
exhibits a global invariance which is very similar to the one we discuss here,
see [27]. A further problem related to the Deser-Schwimmer conjecture arises
in Ka¨hler geometry: The problem is to understand the algebraic structure of
the coefficients in the Tian-Yau-Zelditch expansion; this is a local version of
the classical Riemann-Roch theorem regarding the dimension of the space of
holomorphic sections of high powers of ample line bundles over complex mani-
folds, see [31] for a detailed discussion. The analogy with the Deser-Schwimmer
conjecture lies in the fact that these coefficients are local invariants of a Ka¨hler
metric, whose integral over the base manifold remains invariant under Ka¨hler
deformations of the metric.
Finally, we wish to point out that alternative notions of “global conformal
invariants” have been introduced and studied in the context of general relativ-
ity, see [12].
Before proceeding to outline the proof of Theorem 1.2 and to synopsize the
present paper, we briefly digress in order to discuss the relationship of this work
[3]–[8] with the study of local invariants of geometric structures (mostly Rie-
mannian and conformal) and with certain questions motivated by index theory.
Broad Discussion: The theory of local invariants of Riemannian structures
(and indeed, of more general geometries, e.g. conformal, projective, or CR) has
a long history. As stated above, the original foundations of this field were laid in
the work of Hermann Weyl and E´lie Cartan, see [30, 18]. The task of writing out
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local invariants of a given geometry is intimately connected with understanding
which polynomials in a space of tensors with given symmetries remain invariant
under the action of a Lie group. In particular, the problem of writing down
all local Riemannian invariants4 reduces to understanding the invariants of the
orthogonal group.
In more recent times, a major program was laid out by C. Fefferman in
[21] aimed at finding all scalar local invariants in CR geometry. This was mo-
tivated by the problem of understanding the local invariants which appear in
the asymptotic expansions of the Bergman and Szego¨ kernels of strictly pseudo-
convex CR manifolds, in similar way to which Riemannian invariants appear in
the asymptotic expansion of the heat kernel; the study of the local invariants
in the singularities of these kernels led to important breakthroughs in [11] and
more recently by Hirachi in [26]. This program was later extended to conformal
geometry in [22]. Both these geometries belong to a broader class of structures,
the parabolic geometries; these are structures which admit a principal bundle
with structure group a parabolic subgroup P of a semi-simple Lie group G, and
a Cartan connection on that principle bundle (see the introduction in [16]). An
important question in the study of these structures is the problem of construct-
ing all their local invariants, which can be thought of as the natural, intrinsic
scalars of these structures.
In the context of conformal geometry, the first (modern) landmark in un-
derstanding local conformal invariants was the work of Fefferman and Graham
in 1985 [22], where they introduced the ambient metric. This allows one to
construct local conformal invariants of any order in odd dimensions, and up to
order n2 in even dimensions. The question is then whether all invariants arise
via this construction.
The subsequent work of Bailey-Eastwood-Graham [11] proved that this is
indeed true in odd dimensions; in even dimensions, they proved that the re-
sult holds when the weight (in absolute value) is bounded by the dimension.
The ambient metric construction in even dimensions was recently extended by
Graham-Hirachi, [25]; this enables them to indentify in a satisfactory manner
all local conformal invariants, even when the weight (in absolute value) exceeds
the dimension.
An alternative construction of local conformal invariants can be obtained
via the tractor calculus introduced by Bailey-Eastwood-Gover in [10]. This
construction bears a strong resemblance to the Cartan conformal connection,
and to the work of T.Y. Thomas in 1934, [29]. The tractor calculus has proven to
be very universal; tractor buncles have been constructed [16] for an entire class
of parabolic geometries. The relation betweeen the conformal tractor calculus
and the Fefferman-Graham ambient metric has been elucidated in [17].
The present work, while pertaining to the question above (given that it
ultimately deals with the algebraic form of local Riemannian and conformal
invariants), nonetheless addresses a different type of problem: We here con-
4The scalar-valued invariants considered in Definition 1.1 are particular cases of such local
invariants.
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sider Riemannian invariants P (g) for which the integral
∫
Mn
P (g)dVg remains
invariant under conformal changes of the underlying metric; we then seek to un-
derstand the possible algebraic form of the integrand P (g), ultimately proving
that it can be de-composed in the way that Deser and Schwimmer asserted. It is
thus not surprising that the prior work on the construction and understanding
of local conformal invariants plays a central role in this endeavor, in [4, 5]. We
will explain in [4] how some of the local conformal invariants that we identify
in P (g) would be expected (given the properties of the ambient metric but also
the insight obtained in [11]), while others are much less obvious.
On the other hand, our resolution of the Deser-Scwimmer conjecture will
also rely heavily on a deeper understanding of the algebraic properties of the
classical local Riemannian invariants. The fundamental theorem of invariant
theory (see Theorem B.4 in [11] and also Theorem 2 in [1]) is used extensively
throughout this series of papers. However, the most important algebraic tool
on which our method relies are certain “main algebraic Propositions” presented
in the present paper and [4].5 These are purely algebraic propositions that deal
with local Riemannian invariants. While the author was led to led to these
Propositions out of the strategy that he felt was necessary to solve the Deser-
Schwimmer conjecture, they can be thought of as results of independent interest.
The proof of these Propositions, presented in [6, 7, 8] is in fact not particularily
intuitive. It is the author’s sincere hope that deeper insight will be obtained in
the future as to why these algebraic Propositions hold.
Index Theory: Questions similar to the Deser-Schwimmer conjecture arise
naturaly in index theory; a good reference for such questions is [13]. For ex-
ample, in the heat kernel proof of the index theorem (for Dirac operators) by
Atiyah-Bott-Patodi [9], the authors were led to consider integrals arising in the
(integrated) expansion of the heat kernel over Riemannian manifolds of general
Dirac operators, and sought to understand the local structure of the integrand.6
In that setting, however, the fact that one deals with a specific integrand which
arises in the heat kernel expansion plays a key role in the understanding of its
local structure. This is true both of the original proof of Patodi, Atiyah-Bott-
Patodi [9] and of their subsequent simplifications and generalizations by Getzler,
Berline-Getzler-Vergne, see [13].
The closest analogous problem to the one considered here is the work of
Gilkey and Branson-Gilkey-Pohjanpelto, [24, 15]. In [24], Gilkey considered
Riemannian invariants P (g) for which the integral
∫
Mn
P (g)dVg on any given
(topological) manifold Mn has a given value, independent of the metric g. He
proved that P (g) must then be equal to a divergence, plus possibly a mul-
tiple of the Chern-Gauss-Bonnet integrand if the weight of P (g) agrees with
the dimension in absolute value. In [15] the authors considered the problem
of Deser-Schwimmer for localy conformally flat metics and derived the same
5A summary of these is provided in subsection 1.3 below.
6We note that the geometric setting in [9] is more general than the one in the Deser-
Scwimmer conjecture: In particular one considers vector bundles, equipped with an auxiliary
connection, over compact Riemannian manifolds; the local invariants thus depend both on the
curvature of the Riemannian metric and the curvature of the connection.
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decomposition (for locally conformaly flat metrics) as in [24]. Although these
two results can be considered precursors of ours, the methods there are entirely
different from the ones here; it is highly unclear whether the methods of [24, 15]
could be applied to the problem at hand.
1.2 Outline of the argument.
A one-page outline of the argument: The Deser-Schwimmer conjecture is
proven by a multiple induction. At the roughest level, the induction works as
follows: Express P (g) as a linear combination of complete contractions:
P (g) =
∑
l∈L
alC
l(g), (1.6)
each Cl(g) in the form (1.3).
The different complete contractions Cl(g) appearing above can be grouped
up into “categories” according to certain algebraic features of the tensors in-
volved.7 Accordingly, we divide the index set L into subsets L1, . . . , LT so that
the terms indexed in the same index set Lt belong to the same category (and
vice versa), and
⋃T
t=1 L
t = L; accordingly, we write:
P (g) =
T∑
t=1
∑
l∈Lt
alC
l(g). (1.7)
We will also introduce a grading among the set of categories: A given category of
complete contractions will be “better” or “worse” than any other given category.
For future reference, the “best” category of complete contractions are the ones
with n2 factors.
Assume that in (1.7), for each pair 1 ≤ α < β ≤ T the category of complete
contractions indexed in Lβ is “worse” than the category of complete contrac-
tions indexed in Lα. (Therefore, in particular the “worst” category of complete
contractions in (1.7) is the category
∑
l∈LT alC
l(g)).
The main step of our induction is to prove that unless the complete contrac-
tions Cl(g), l ∈ LT are in the “best” category,8 there exists a local conformal
invariant W (g) and a divergence of a vector field diviT
i(g) so that:
∑
l∈LT
alC
l(g)−W (g)− diviT
i(g) =
∑
l∈Lnew
alC
l(g), (1.8)
where the complete contractions in the RHS of the above belong to categories
that are all “better” than the category of
∑
l∈LT alC
l(g).
Observe that once this “main step” is proven, we can iteratively apply it
to derive that there exists a local conformal invariant W˜ (g) and a divergence
diviT˜
i(g) so that:
7See the next page for more details.
8I.e. unless P (g) is in the form (1.5).
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P (g)− W˜ (g)− diviT˜
i(g) = P˜ (g), (1.9)
where P˜ (g) is a linear combination of terms with n2 factors. Furthermore,∫
Mn
P˜ (g)dVg is also a global conformal invariant. Therefore, invoking the main
theorem of [2], we derive that P˜ (g) can be written in the form:
P˜ (g) =W ′(g) + (Const) · Pfaff(Rijkl), (1.10)
where W ′(g) is a local conformal invariant.9 Therefore, combining (1.9) and
(1.10) we derive the Deser-Schwimmer conjecture.
1.3 A more detailed outline of the present paper.
This series of papers (the present paper and [4, 5, 6, 7, 8]) can naturally be di-
vided into two parts: Part I (which consists of the present paper together with
[4] and [5]) proves the Deser-Schwimmer conjecture subject to proving certain
“main algebraic propositions”; these are Proposition 5.2 in the present paper,
and the two propositions 3.1, 3.2 in the section “The important tools” in [4].
Part II (which consists of the papers [6], [7], [8]) are devoted to proving these
“main algebraic propositions”. Thus, the logical dependence of this work is that
the present paper and [4, 5] depend on [6, 7, 8]. Here we present a more detailed,
yet broad, outline of this entire work, putting emphasis on the results proven
in the present paper. In the subsequent papers of this series, we will provide
further synopses of the other main ideas that appear in this work.
“Categories” and the notion of “better” vs. “worse” categories:
We now explain in more detail the notion of “categories” explained above, and
how one category is “better” or “worse” than another category. Firstly, recall
that the curvature tensor Rijkl admits a natural decomposition into its trace-
free part (the Weyl tensor) and its trace parts (consisting essentially of the
Ricci tensor),10 we will write out the global conformal invariant P (g) as a linear
combination of complete contractions involving covariant derivatives of the Weyl
tensor ∇(m)W and covariant derivatives of the Schouten tensor ∇(a)P :11
P (g) =
∑
l∈L
alcontr
l(∇(m1)W ⊗ · · ·⊗∇(ma)W ⊗∇(p1)P ⊗ · · ·⊗∇(pq)P ). (1.11)
Then, two complete contractions in the above form belong to the same “cat-
egory” if they have the same number a + b of factors (in total), and also if
they have the same number b of factors ∇(p)P . Furthermore, if we consider
two complete contractions C1(g) and C2(g) in the above form, then C1(g) is
9Pfaff(Rijkl) is the Pfaffian of the curvature tensor (i.e. the Gauss-Bonnet integrand).
10See (2.4) below.
11The Schouten tensor, defined in (2.3), is a trace-adjustment of the Ricci tensor. For the
purpose of this brief introduction, the reader may wish to think of the Schouten tensor as
“essentially” the Ricci tensor.
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“worse” than C2(g) if it has fewer factors in total. If C1(g), C2(g) have the
same number of factors in total, then C1(g) is “worse” than C2(g) if it has more
factors ∇(a)P .
Thus: Let σ be the minimum total number of factors among all the complete
contractions indexed in L in (1.6). Among the complete contractions with σ
factors, let s be the maximum number of factors ∇(p)P . Then the “worst”
complete contractions in (1.11) are the ones with σ − s factors ∇(m)W and s
factors ∇(p)P . Denote the index set of the “worst” complete contractions by
Lsσ ⊂ L. We define P (g)worst−piece :=
∑
l∈Lsσ
alC
l(g).
Our main claim is that if σ < n2 then P (g)worst−piece can be expressed as
follows:
P (g)worst−piece =W (g) + diviT
i(g) +
∑
f∈F 1
agC
f
g (φ) +
∑
f∈F 2
agC
f
g (φ), (1.12)
where W (g) is a local conformal invariant,12 diviT
i(g) is the divergence of a
Riemannian vector field and each of the complete contractions indexed in F 1, F 2
are in the form:
contr(∇(m1)W ⊗ · · · ⊗ ∇(ma)W ⊗∇(p1)P ⊗ · · · ⊗ ∇(pb)P ), (1.13)
with the following additionnal properties: The terms indexed in F 1 have more
than σ factors in total, while the terms indexed in F 2 have σ factors in total
but strictly fewer than s factors ∇(p)P . (In other words, the terms indexed in
F 1, F 2 are “better” than the terms in P (g)worst−piece).
The main ideas in the derivation of (1.12), and a discussion of the
difficulties: The starting point in deriving (1.12) is to pass from the invariance
under integration enjoyed by P (g) to a local formula for its conformal variation.
The main tool we developed in [1] (in order to address the Deser-Schwimmer
conjecture) is the so-called super divergence formula. In one sentence, this for-
mula applies to the conformal variation Ig(φ) of P (g),
13 and explicitly expresses
Ig(φ) as a divergence of a vector-valued differential operator X
i
g(φ):
Ig(φ) = diviX
i
g(φ). (1.14)
Then, the main task in proving (1.12) is two-fold: Firstly, to identify a
“piece” in Ig(φ) which is in one-to-one correspondence with the the “worst
piece” of P (g). Secondly, to use the fact that Ig(φ) can be expressed as a
divergence14 to derive (1.12).
We distinguish two main cases in order to derive (1.12): Either s > 0 or
s = 0. We prove (1.12) when s > 0 in the present paper. We prove (1.12) when
12In fact, W (g) = 0 unless s = 0.
13We recall that Ig(φ) := enφP (e2φg)−P (g); thus Ig(φ) is a differential operator, depending
on an auxiliary function φ.
14Via the “super divergence formula” from [1].
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s = 0 in [4]. We outline very roughly the proof of (1.12) in these two cases,
without illustrating the use of the “main algebraic Propositions” in this proof.
Then, only for the case s > 0 we explain very briefly how the “main algebraic
Propositions” are used in the proof.
An outline of the proof of (1.12) when s > 0: In this case it not hard
to “recognize” the worst piece of P (g) in Ig(φ). We let I
s
g(φ) stand for the linear
combination of terms in Ig(φ) of homogeneity s in the function φ.
15 We have
proven in [1] that the super divergence formula can also be applied to Isg (φ).
Thus in this case, we consider Isg (φ). By virtue of the conformal invariance of
the Weyl tensor,16 and the transformation law of the Schouten tensor and the
Levi-Civita connection17 we observe that if we write out
P (g)worst−piece =
∑
l∈Lsσ
alcontr
l(∇(m1)W⊗· · ·⊗∇(mσ−s)W⊗∇(p1)P⊗· · ·⊗∇(ps)P ),
(recall that by the definition of P (g)worst−piece, all complete contractions in the
RHS of the above will have s factors ∇(p)P and σ − s factors ∇(m)W ), then:
Isg (φ) = (−1)
s
∑
l∈Lsσ
alcontr
l(∇(m1)W ⊗ · · · ⊗ ∇(mσ−s)W ⊗∇(p1+2)φ⊗ . . .
⊗∇(ps+2)φ) +
∑
j∈Junk−Terms
ajC
j
g(φ),
(1.15)
where each of the terms Cjg(φ), j ∈ Junk− Terms has at least σ + 1 factors in
total. The complete contractions contrl(∇(m1)W⊗· · ·⊗∇(mσ−s)W⊗∇(p1+2)φ⊗
· · · ⊗ ∇(ps+2)φ) arise from the complete contractions contrl(∇(m1)W ⊗ · · · ⊗
∇(mσ−s)W⊗∇(p1)P⊗· · ·⊗∇(ps)P ) by just replacing each factor ∇
(p)
r1...rpPrp+1rp+2
by a factor ∇
(p+2)
r1...rp+2φ. Thus, (1.15) provides us with a way to “recover” the
worst piece P (g)worst−piece from I
s
g (φ).
Now, we recall that
∫
M
Isg (φ)dVg = 0, thus we can apply the main re-
sult of [1]18 to the above integral equation and derive a local equation which
expresses Isg (φ) as a divergence of a vector-valued differential operator. In
fact, the super divergence formula gives much more precise information: It
shows that there exists a linear combination X ig(φ) of partial contractions,
X ig(φ) =
∑
r∈R arC
r,i
g (φ),
19 where each Cr,ig (φ) is in the form:
pcontr(∇(m
′
1)R⊗ · · · ⊗ ∇(mσ−s)R⊗∇(b1)φ⊗ · · · ⊗ ∇(bs)φ) (1.16)
(each ∇(m
′)R is the mth iterated covariant derivative of the curvature tensor,
and each ∇(b)φ is the bth iterated covariant derivative of the function φ), so
that:
15In other words, Isg(φ) =
ds
dts
|t=0entφP (e2tφg).
16See (2.5) below.
17See (2.9), (2.11) respectively below.
18I.e. the “super divergence formula”.
19“Partial contractions” with one free index, to be precise.
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(−1)s
∑
l∈Lsσ
alcontr
l(∇(m1)W ⊗ · · · ⊗ ∇(mσ−s)W ⊗∇(p1+2)φ⊗ · · · ⊗ ∇(ps+2)φ) =
divi
∑
r∈R
arC
r,i
g (φ) +
∑
j∈Junk−Terms
ajC
j
g(φ).
(1.17)
Furthermore, the super divergence formula also implies that each bi ≥ 2
(apart from certain very special cases where we may have bi = 1 for some of
the vector fields Cr,ig (φ)–for the purposes of this introduction, we will assume
that each bi ≥ 2). We will now show how the main claim, (1.12), can be derived
from (1.17) when s = σ. We will then dicsuss why this direct approach fails
when 0 < s < σ.
Proof of (1.12) in the case s = σ: Now, in the case σ = s, we derive in sub-
section 4.1 below that the vector field needed for (1.12) is the vector field X i(g)
that formally arises from X ig(φ) =
∑
r∈R arC
r,i
g (φ) in (1.17) by replacing each
factor ∇
(bi)
x1...xbi
φ by a factor −∇
(bi−2)
x1...xbi−2
Pxbi−2xbi (observe that the condition
bi ≥ 2 is necessary for this operation to be well-defined).
On the other hand, in the case s < σ one cannot derive (1.12) by directly
applying the super divergence formula to the integral equation
∫
Mn
Isg(φ)dVg = 0
and then replacing the factors ∇(b)φ as above. We next discuss why this direct
approach will fail in this case:
The difficulty in deriving (1.12) when 0 < s < σ: If one were to directly
apply the super divergence formula to the integral equation
∫
Mn
Isg (φ)dVg = 0,
one would derive a local equation in the form (1.17). Now, if one were to pick
out the terms with σ factors in (1.17) and then replace the factors ∇
(b)
r1...rbφ
(b ≥ 2) by factors ∇
(b−2)
r1...rbPrb−1rb (as in the case s = σ), one would derive an
equation:
(−1)s
∑
l∈Lsσ
alcontr
l(∇(m1)W ⊗ · · · ⊗ ∇(mσ−s)W ⊗∇(p1+2)φ⊗ · · · ⊗ ∇(ps+2)φ) =
divi
∑
r∈R
arC
r,i(g) +
∑
k∈K
akC
k(g) +
∑
j∈Junk−Terms
ajC
j
g(φ),
(1.18)
where the terms indexed in Junk − Terms will have at least σ + 1 factors,
but the terms indexed in K will be in the form (1.13) with σ factors in total,
and may have as many as σ = 1 factors ∇(a)P . In other words, the complete
contractions indexed in K do not necessarily have fewer than s factors ∇(a)P .
Therefore in the language of the “one-page summary”, the terms indexed in K
in the RHS of (1.18) are not necessarily “better” than the terms in the LHS of
(1.18).
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Therefore in the case 0 < s < σ we will use the super divergence formula
applied to Isg(φ) in a less straightforward way to derive a stronger claim than
(1.17):
The remedy when 0 < s < σ: We will prove that there exists a linear
combination of vector fields,
∑
y∈Y ayC
y,i
g (φ), where each C
y,i
g (φ) is in the form:
pcontr(∇(m1)W ⊗ · · · ⊗ ∇(mσ−s)W ⊗∇(b1)φ⊗ · · · ⊗ ∇(bs)φ)
(with each bj ≥ 2) so that:
(−1)s
∑
l∈Lsσ
alC
l
g(φ) = divi
∑
y∈Y
ayC
y,i
g (φ) +
∑
j∈Junk
ajC
j
g(φ), (1.19)
where the terms indexed in Junk have at least σ + 1 factors in total. (A brief
discussion explaining the derivation of (1.19) is provided further down in this
10-page summary, in “A rough discussion of the “main algerbraic Proposition”).
Then, (1.19) implies (1.12): For each y ∈ Y formally construct a vector
field Cy,i(g) in the form (1.13) (with one free index) by replacing the factors
∇
(bj)
r1...rbj
φ by factors −∇
(bj−2)
r1...rbj−2
Prbj−1 rbj . We then derive (in section 5.4 below)
that the divergence needed for (1.12) is precisely
∑
y∈Y ayC
y,i(g).
Note: Observe that in this case s > 0, (1.12) holds without a local conformal
invariant W (g) in the RHS.
A rough description of the “main algrebraic Proposition” 5.2 and
of its use in proving equation (1.12) when s > 0.
The “main algrebraic Proposition” 5.2:
First a little notation. We will be considering linear combinations of ten-
sor fields,
∑
l∈Lµ
alC
l,i1...iµ
g (Ω1, . . . ,Ωp), where each C
l,i1...iµ
g (Ω1, . . . ,Ωp) is a
partial contraction (with µ free indices) in the form:
pcontr(∇(m1)R ⊗ . . .∇(mr)R⊗∇(a1)Ω1 ⊗ · · · ⊗ ∇
(ap)Ωp), (1.20)
with a given number (say τ(= r + p)) of factors in total; among these a given
number p of factors are in the form ∇(a)Ωx, 1 ≤ x ≤ p,
20 and the remaining
τ − p are in the form ∇(m)R.21 Notice also that there is a given number p of
factors ∇(a)Ωx, 1 ≤ x ≤ p. We furthermore require that each aj ≥ 2 for each
tensor field above,22 and that each tensor field has no internal contractions.23
We also let
∑
l∈L′ alC
l,i1...ibl
g (Ω1, . . . ,Ωp) stand for a linear combination of
(acceptable) tensor fields in the form (1.20), each with rank bl ≥ µ+ 1. Recall
20In other words, they are ath covariant derivatives of a scalar function Ωx.
21The mth covariant derivatives of the curvature tensor R.
22Tensor fields in the form with this property will be called “acceptable”.
23Recall from [1] that in a tensor field in the form (1.20), an internal contraction is a pair
of two indices that belong to the same factor and are contracting against each other.
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that for each free index is in C
l,i1...ibl
g , the divergence divisC
l,i1...ibl
g is a sum of
τ partial contractions of rank bl − 1: the first summand arises when we hit the
first factor T1 in C
l,i1...ibl
g by a derivative ∇is and contract the upper index is
against the free index is ; the second summand arises when we hit the first factor
T1 in C
l,i1...ibl
g by a derivative ∇is and contract the upper index is against the
free index is , etc.
For tensor fields in the form (1.20) we will let XdivihC
l,i1...ial
g (Ω1, . . . ,Ωp)
stand for the sum of the τ − 1 terms in divihC
l,i1...ibl
g (Ω1, . . . ,Ωp) where the
derivative ∇ih may hit any factor other than the one to which the free index ih
belongs.24 The assumption of the “main Proposition” 5.2 is that:
∑
l∈Lµ
alXdivi1 . . .XdiviµC
l,i1...iµ
g (Ω1, . . . ,Ωp) =
∑
l∈L′
alXdivi1 . . .XdiviblC
l,i1...ibl
g (Ω1, . . . ,Ωp) + (Junk − Terms),
(1.21)
where (Junk−Terms) here stands for a generic linear combination of complete
contractions with at least τ + 1 factors.25
The claim of the “main algebraic Proposition” is that there exists a linear
combination of acceptable (µ+1)-tensor fields, say
∑
h∈H ahC
h,i1...iµ+1
g (Ω1, . . . ,Ωp),
with each C
h,i1...iµ+1
g (Ω1, . . . ,Ωp) in the form (1.20), so that:
∑
l∈Lµ
alC
l,(i1...iµ)
g (Ω1, . . . ,Ωp)−Xdiviµ+1
∑
h∈H
ahC
h,(i1...iµ)iµ+1
g (Ω1, . . . ,Ωp)
= (Junk − Terms),
(1.22)
where the (Junk−Terms) in the above stand for a linear combination of com-
plete contractions with at least τ + 1 factors. Here the symbol (i1...iµ) means
that we are symmetrizing over the indices i1 , . . . , iµ .
We next highlight how (1.22) can be used to prove (1.12) when s > 0:
The use of the “main algebraic Proposition” in deriving (1.12)
(when s > 0): We present here the argument from section 4 in brief:
Equation (1.12) is proven by a new induction. Write out:
P (g)worst−piece =
∑
l∈L
alcontr
l(∇(m1)W⊗· · ·⊗∇(mσ−s)W⊗∇(p1)P⊗· · ·⊗∇(ps)P ).
(1.23)
24This rather strange definition fits in with the conclusion of the super divergence formula–
see section 2.3 below.
25Whereas the terms in the LHS of the above each have τ factors.
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We assume that among the complete contractions in P (g)worst−piece
26 the min-
imum number of internal contractions is β ≥ 0. We denote by Lβ ⊂ L the index
set of complete contractions with β internal contractions. (Thus the complete
contractions indexed in L\Lβ will each have at least β+1 internal contractions).
We will then show in section 4 that there exists a divergence of a Riemannian
vector field, diviT
i(g), as allowed in the statement of Conjecture 1 such that:
∑
l∈Lβ
alcontr
l(∇(m1)W ⊗ · · · ⊗ ∇(mσ−s)W ⊗∇(p1)P ⊗ · · · ⊗ ∇(ps)P ) =
diviT
i(g) +
∑
t∈T
atcontr
t(g) + (Allowed),
(1.24)
where the complete contractions indexed in T are in the form (1.13) with σ
factors in total, of which s are in the form ∇(a)P , and with β + 1 internal
contractions in total. Furthermore (Allowed) stands for a generic linear com-
bination of complete contractions that are allowed in the right hand side of
(1.12).27 Observe that if we can show then will follow by iteratively repeating
this step at most n2 times.
28
Mini-Outline of the proof of (1.24): We recall that
contrl(∇(m1)W ⊗ · · · ⊗ ∇(mσ−s)W ⊗∇(p1+2)φ⊗ · · · ⊗ ∇(ps+2)φ) (1.25)
stands for the complete contraction that arises from
contrl(∇(m1)W ⊗ · · · ⊗ ∇(mσ−s)W ⊗∇(p1)P ⊗ · · · ⊗ ∇(ps)P ) (1.26)
by replacing each factor ∇
(a)
r1...raPij by a factor ∇
(a+2)
r1...raij
φ. We will denote by
contrl(φ) the complete contraction in the form (1.25); we will also denote by
contr
l
(φ) the complete contraction:
contrl(∇(m1)R⊗ · · · ⊗ ∇(mσ−s)R⊗∇(p1+2)φ⊗ · · · ⊗ ∇(ps+2)φ) (1.27)
which arises from contrl(φ) by formally replacing each factor ∇
(m)
r1...rmWijkl by
a factor ∇
(m)
r1...rmRijkl (possibly times a constant–but for the purposes of this
introduction we will ignore this fact). Observe that the resulting tensor fields
still have β internal contractions in total, and also have each function φ differen-
tiated at least twice. We will then prove in section 5 that the integral equation
26Recall that the complete contractions in P (g)worst−piece are all in the form (1.13) with
σ factors in total, of which s ≥ 1 are in the form ∇(a)P .
27In other words, the complete contractions indexed in (Allowed) are either complete con-
tractions with more than σ+1 factors in total, or they are complete contractions in the form
(1.13) with σ factors in total, but strictly fewer than s factors ∇(a)P .
28This is because a complete contraction in the form (1.13) with weight −n can contain at
most n
2
internal contractions.
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∫
Mn
Isg (φ)dVg = 0 implies a new integral equation in the form:
∫
Mn
(−1)β
∑
l∈Lβ
alcontr
l
(φ)+
∑
v∈V
avcontr
v
g(φ)+(Junk−Terms)dVg = 0. (1.28)
Here the complete contractions indexed in V are in the form (1.27) and have σ
factors and at least β+1 internal contractions in total,29 and each factor ∇(bi)φ
with bi ≥ 2. Then, applying the super divergence formula,30 we derive a local
equation:
∑
u∈Uβ
auXdivi1 . . . Xdiviβpcontr
u,i1...iβ (φ) +
∑
v∈V
avXdivi1 . . .XdivibvC
v,i1...ibv
g (φ)
= (Junk − Terms),
(1.29)
where the tensor fields pcontr
u,i1...iβ (φ), C
v,i1...ibv
g (φ) arise from the complete
contractions contr
u
(φ), contrvg(φ) by formally replacing each internal contrac-
tion31 by a free index.32 Furthermore recall that bv > β for each v ∈ V .
Now, applying the “main algebraic proposition” 5.233 to the above, we derive
that there exists a linear combination of (β + 1)-tensor fields∑
h∈H ahC
h,(i1...iβ)iβ+1
g (φ) in the form (1.20) so that:
∑
u∈Uβ
aupcontr
u,(i1...iβ)(φ) = Xdiviβ+1
∑
h∈H
ahC
h,(i1...iβ)iβ+1
g (φ)+(Junk−Terms).
(1.30)
Finally, we formally replace each factor∇
(m)
r1...rmRijkl by a factor∇
(m)
r1...rmWijkl ,
34
and then make all the free indices into internal contractions.35 Denote this
formal operation by Weylify[. . . ]. Then Weylify[
∑
h∈H ahC
h,(i1...iβ)iβ+1
g (φ)]
is the divergence diviT
i(g) that is needed for (1.24).
29(And none of these internal contractions involve two indices from among the indices i, j , k, l
in a factor ∇(m)Rijkl–this detail is only relevant for the next sentence).
30See section 2.3 below.
31Which by hypothesis will consist of two indices in the same factor contracting against
each other–i.e. two indices in the form (∇a, a)
32I.e. in the notation of the previous footnote we erase the index ∇a and we make the index
a into a free index.
33We just set Ω1 = · · · = Ωp = φ.
34(times a constant, which we ignore for these purposes)
35By this we mean that for each free index ih which belongs to a factor Ta...c, we formally
add a derivative ∇ih onto the factor Ta...c and contract it against the index ih ; thus we obtain
a factor ∇ihTa...c.
16
2 Conventions, Background, and the Super di-
vergence formula from [1].
2.1 Conventions and Remarks.
We introduce some conventions that will be used throughout this series of pa-
pers. Firstly, we recall two notions introduced in [1]:
Definition 2.1 Given any (formal) linear combination
∑
l∈L alC
l and any sub-
set L′ ⊂ L, then the linear combination
∑
l∈L′ alC
l will be called a sublinear
combination of
∑
l∈L alC
l(g).36
We also recall the notion of an “internal contraction” for any (complete or
partial) contraction:
Definition 2.2 Consider any complete or partial contraction C(T1, . . . , Ta), in-
volving the tensors T1, . . . , Ta. Then an “internal contraction” is a pair of in-
dices i, j that belong to the same factor Th and are contracting against each
other in C(T1, . . . , Ta).
Finally, as in [1] and [2] we define the “length” of a complete contraction to
stand for the number of its factors.
Now, a few minor conventions:
Firstly, when we say that a local equation, say
∑
t∈T atC
t =
∑
y∈Y ayC
y
holds modulo terms of length ≥ τ + 1, we will mean that there exists a linear
combination of complete contractions with at least τ + 1 factors,
∑
f∈F afC
f ,
such that
∑
t∈T atC
t =
∑
y∈Y ayC
y +
∑
f∈F afC
f .
Secondly, when we write ∇(m), m will stand for the number of differentia-
tions. When we write ∇m, m will stand for a raised index.37
Thirdly, we will often be referring to factors∇(m)Rijkl, ∇(p)Ricij and R (the
third factor being the scalar curvature) in complete and partial contractions
below. Whenever we write ∇(m)Rijkl , we will be assuming that no two of
the indices i, j , k, l are contracting against each other (unless stated otherwise).
Also, in ∇(p)Ricij , no two of the indices i, j will be contracting against each
other (unless stated otherwise). Moreover, for brevity we will not be explicitly
writing out all the indices that belong to the different terms. For example, when
we refer to factors ∇(m)Rijkl we have written out the four lower indices of the
curvature tensor but not the covariant derivative indices.
Furthermore, throughout this paper we will often write out complete con-
tractions with two or more factors ∇(m)Rijkl or ∇
(p)Ricij. When we do so, and
hence have the indices ijkl or ij appearing repeatedly as lower indices, we will
not be assuming that these indices are contracting against each other. I.e. if
we have a factor T = ∇(m)Rijkl and T ′ = ∇(m
′)Rijkl appearing in the same
complete contraction, the indices ijkl in T and ijkl in T
′ are not assumed to
36In the introduction we spoke of a “piece” of
P
l∈L alC
l, for simplicity.
37The reader should note that this convention was not adopted in [1] and [2].
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be contracting against each other. We only use this notation to avoid writing
∇(m)Rijkl, ∇(m
′)Ri′j′k′l′ , ∇(m
′′)Ri′′j′′k′′l′′ etc. For each factor ∇(m)Rijkl the
indices i, j , k, l will be called internal indices; for each factor ∇(p)Ricab the in-
dices a, b will be called internal indices.
“Mini-Appendices”: Throughout this series of papers, we will sometimes
postpone the proof of certain claims; the reader will be referred to “Appendices”
or “Mini-Appendices” further down in the paper. These Appendices often refer
to very special cases of more general claims which require special proofs; the
reader who is interested only in the broad ideas in these papers may wish to
circumvent these sections.
2.2 Background: Some useful formulas
Standard formulas:38 The curvature tensor Rijkl of a Riemannian manifold is
given by the formula:
[∇i∇j −∇j∇i]Xl = RijklX
k. (2.1)
Moreover, the Ricci tensor Ricik arises from Rijkl by contracting the indices
j , l:
Ricik = Rijklg
jl. (2.2)
The Schouten tensor is a trace-adjustement of Ricci curvature:
Pij =
1
n− 2
[Ricij −
R
2(n− 1)
gij ]. (2.3)
(HereRicij stands for Ricci curvature andR stands for scalar curvatureRijklg
ikgjl).
We also recall the Weyl tensor:
Wijkl = Rijkl − [Pjkgil + Pilgjk − Pjlgik − Pikgjl], (2.4)
which is conformally invariant, i.e:
Wijkl(e
2φg) = e2φWijkl(g). (2.5)
Furthermore, we recall the Cotton tensor:
Cijk = ∇kPij −∇jPik, (2.6)
which is related to the Weyl curvature in the following way:
∇iWijkl = (3− n)Cjkl. (2.7)
The Ricci curvature transforms as follows:
38Unless mentioned otherwise, these formulas come from [1].
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Ricab(e
2φg) = Ricab(g)+(2−n)∇
(2)
ab φ−∆φgab+(n−2)(∇aφ∇bφ−∇
kφ∇kφgab),
(2.8)
While the Schouten tensor has the following transformation law:
Pab(e
2φg) = Pab(g)−∇
(2)
ab φ+∇aφ∇bφ−
1
2
∇kφ∇kφgab. (2.9)
The curvature tensor transforms:
Rijkl(e
2φg) = e2φ[Rijkl(g) +∇
(2)
il φgjk +∇
(2)
jk φgil −∇
(2)
ik φgjl −∇
(2)
jl φgik
+∇iφ∇kφgjl +∇jφ∇lφgik −∇iφ∇lφgjk −∇jφ∇kφgil
+ |∇φ|2gilgjk − |∇φ|
2gikglj ].
(2.10)
We also recall following transformation law for the Levi-Civita connection under
general conformal transformations gˆij(x) = e
2φgij(x):
∇kηl(e
2φg) = ∇kηl(g)−∇kφηl −∇lφηk +∇
sφηsgkl. (2.11)
Finally, on certain rare occasions we will be using the transformation law
of the curvature tensor Rijkl under variations of the metric gij by a symmetric
2-tensor vij :
d
dt
|t=0[Rijkl(gab + tvab)] =
1
2
[∇
(2)
il vjk +∇
(2)
jk vil −∇
(2)
ik vjl −∇
(2)
jl vik] +Q(R, v),
(2.12)
where Q(R, v) stands for a quadratic expression involving the curvature tensor
Rabcd and the 2-tensor vef .
2.3 The main consequence of the super divergence for-
mula.
In this subsection we codify a consequence of the super divergence formula,
which was the main result in [1]; (We recall from the 10-page outline that this
formula considers Riemannian operators Lg(φ), depending both on the metric
and auxiliary functions, whose integral over any closed manifold is always zero,
and expresses them as divergences of explicitly constructed vector fields). Here
we codify into a Lemma a main consequence of this formula, which is what we
will mostly be using in this series of papers.
We start with some notation:
We will be considering complete contractions Clg(ψ1 . . . , ψZ) in the normal-
ized form:
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contr(∇a1...at∇(m1)Rijkl ⊗ · · · ⊗ ∇
b1...bu∇(ms)Ri′j′k′l′⊗
∇c1...cv∇(p1)Ricij ⊗ · · · ⊗ ∇
d1...dz∇(pq)Rici′j′ ⊗R⊗ · · · ⊗R⊗
∇w1...wy∇(a1)ψ1 ⊗∇
x1...xα∇(aZ)ψZ),
(2.13)
where we are making the following notational conventions: In the factors
∇a1...at∇
(m)
r1...rmRijkl (we are using this generic notation for the first s fac-
tors), each of the indices a1 , . . . , at is contracting against one of the indices
r1 . . . , rm , i, j , k, l. Moreover, none of the indices r1 . . . , rm , i, j , k, l are contract-
ing between themselves.
For the next q factors (in the generic form ∇c1...cv∇
(p)
r1...rpRicij), each of
the indices c1 , . . . , cv is contracting against one of the indices r1 , . . . , rp , i, j and
also none of the indices r1 , . . . , rp , i, j are contracting between themselves. Each
factor R is a scalar curvature term.
Finally, for the last Z factors (which we denote by the generic notation
∇w1...wy∇
(a)
u1...uaψ) we assume that each of the indices
w1 , . . . ,wy is contracting
against one of the indices u1 , . . . , ua and none of the indices u1 , . . . , ua are con-
tracting between themselves. Note that any complete contraction in the form
contr(∇(m)R ⊗ · · · ⊗ ∇(m
′)R ⊗ ∇(p)ψ1 ⊗ · · · ⊗ ∇(p
′)ψh) can be expressed as a
linear combination of contractions in the form (2.13), by just repeatedly apply-
ing the curvature identity and the second Bianchi identity.
Consider a set {Clg(ψ1, . . . , ψs)}l∈L of normalized complete contractions, in-
dexed in L. Let LM ⊂ L stand for an index set of complete contractions
Clg(ψ1, . . . , ψZ) with a total of q+ρ =M factors ∇
c1...cv∇
(p)
r1...rpRicij and R. We
assume that for some M ≥ 0, all index sets Ls with s > M are empty. We then
denote by Clg(ψ1, . . . , ψZ ,Ω
M ) the complete contraction that formally arises
from each Clg(ψ1, . . . , ψZ), l ∈ LM , by replacing each factor ∇
c1...cv∇
(p)
r1...rpRicij
by a factor −∇c1...cv∇
(p+2)
r1...rpij
Ω and each factor R by a factor −2∆Ω. (Ω will be
a scalar function).
(Thus Clg(ψ1, . . . , ψZ ,Ω
M ), l ∈ LM , is a complete contraction in the form:
(−1)M2ρcontr(∇a1...at∇(m1)Rijkl ⊗ · · · ⊗ ∇
b1...bu∇(ms)Ri′j′k′l′⊗
∇c1...cv∇(p1+2)Ω⊗ · · · ⊗ ∇d1...dz∇(pq+2)Ω⊗∆Ω⊗ · · · ⊗∆Ω⊗
∇w1...wy∇(a1)ψ1 ⊗∇
x1...xα∇(aZ)ψZ).)
(2.14)
Definition 2.3 Consider any internal contraction in Clg(ψ1, . . . , ψZ ,Ω
M ), say
ζ = (a, a) (notice that
a must necessarily be a derivative index). We then say
that we replace the internal contraction ζ by a free index if we erase the index
a and make the index a into a free index.
We thus obtain a 1-tensor field (Cl)i1g (ψ1, . . . , ψZ ,Ω
M ) of weight −n + 1
(the free index i1 is the index a above). The same formal definition can also
20
be applied to k internal contactions: If we pick out k internal contactions, say
(a1 , a1), . . . , (as , as) and then erase the indices
a1 , . . . , ak and make the indices
a1 , . . . , ak into free indices i1 , . . . , ik we obtain a k-tensor field
(Cl)i1...ikg (ψ1, . . . , ψZ ,Ω
M ) of weight −n+ k.
This language convention (of making an internal contraction into a free in-
dex) will be used throughout this series of papers.
Definition 2.4 Now for each l ∈ LM , we denote by (Cl)
i1...ibl
g (ψ1, . . . , ψZ ,Ω
M )
the tensor field that arises from Clg(ψ1, . . . , ψZ ,Ω
M ) by making all the internal
contractions into free indices. We denote by
Xdivi1 . . . Xdivibl (C
l)
i1...ibl
g (ψ1, . . . , ψZ ,Ω
M )
the sublinear combination in divi1 . . . divibl (C
l)
i1...ibl
g (ψ1, . . . , ψZ ,Ω
M ) that arises
when each ∇iu is allowed to hit any factor other than the one to which iu belongs.
The main consequence of the super divergence formula:
Lemma 2.1 Assume an integral equation:
∫
Mn
∑
l∈L
alC
l
g(ψ1, . . . , ψZ) +
∑
h∈H
ahC
h
g (ψ1, . . . , ψZ)dVg = 0, (2.15)
which is assumed to hold for every compact (Mn, g), and every ψ1, . . . , ψZ ∈
C∞(Mn). Here the complete contractions indexed in L have length σ and are
in the normalized form (2.13), and the complete contractions indexed in H have
length > σ. We let M stand for the maximum number of factors ∇(p)Ric and
R (in total) among the complete contractions Clg(. . . ), l ∈ L; let LM ⊂ L be the
index set of complete contractions with M factors ∇(p)Ric,R (in total).
We claim:
∑
l∈LM
al(−1)
blXdivi1 . . .Xdivibl (C
l)
i1...ibl
g (ψ1, . . . , ψZ ,Ω
M ) = 0, (2.16)
modulo complete contractions of length ≥ σ + 1.
Proof: We will show this claim in two steps. Initially, we show that for some
linear combination
∑
h∈H′ ahC
h
g (ψ1, . . . , ψZ ,Ω
M ) of complete contractions with
length ≥ σ + 1 we have:
∫
Mn
∑
l∈LM
alC
l
g(ψ1, . . . , ψZ ,Ω
M ) +
∑
h∈H′
ahC
h
g (ψ1, . . . , ψZ ,Ω
M )dVg = 0. (2.17)
Proof of (2.17): Let us denote the integrand of (2.15) by Lg(ψ1, . . . , ψZ).
We consider any dimension N ≥ n and denote by LgN (ψ1, . . . , ψZ) the re-
writing of Lg(ψ1, . . . , ψZ) in dimension N .
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Then, as shown in [1] (using the silly divergence formula) we derive that for
any N ≥ n, any (MN , g) and any ψ1, . . . , ψZ ∈ C∞(MN ):
∫
MN
LgN (ψ1, . . . , ψZ)dVgN = 0. (2.18)
Now, let LM
gN
(ψ1, . . . , ψs,Ω
M ) := ∂
M
∂λM
|λ=0[e(N−n)λΩ(x)Le2λΩ(x)gN (ψ1, . . . , ψs)].
It follows from (2.18) that:
∫
MN
LMg (ψ1, . . . , ψZ ,Ω
M )dVgN = 0. (2.19)
Now, using (2.10) and (2.11) and the transformation law for the volume form:
dVe2λΩ(x)g = e
NλΩ(x)dVg, it follows that we can re-express (2.19) as follows:
NM
∫
MN
∑
l∈LM
alC
l
gN (ψ1, . . . , ψZ ,Ω
M )dVgN
+ΣMx=0N
x
∫
MN
∑
u∈Ux
auC
u
g (ψ1, . . . , ψZ ,Ω
M )dVgN = 0,
(2.20)
where the summands Cu
gN
(ψ1, . . . , ψZ ,Ω
M ), u ∈ Ux are independent of the di-
mension N . Also, each Cu
gN
(ψ1, . . . , ψs,Ω
M ), u ∈ UM has at least σ + 1 factors
(possibly with factors Ω without derivatives). Picking MN =Mn × S1 · · · × S1
with the product metric gN = gn+(dt1)2+ · · ·+(dtN−n)2 we derive an integral
equation in dimension n, where N is just a free variable:
NM
∫
Mn
∑
l∈LM
alC
l
g(ψ1, . . . , ψZ ,Ω
M )dVg
+ΣMx=0N
x
∫
Mn
∑
u∈Ux
auC
u
g (ψ1, . . . , ψZ ,Ω
M )dVg = 0.
(2.21)
Therefore, viewing the above as a polynomial in N and restricting attention to
the coefficient of NM we derive:
∫
Mn
∑
l∈LM
alC
l
g(ψ1, . . . , ψZ ,Ω
M )dVg+
∫
Mn
∑
u∈UM
auC
u
g (ψ1, . . . , ψZ ,Ω
M )dVg = 0,
(2.22)
where each Cug (ψ1, . . . , ψZ ,Ω
M ) has length ≥ σ + 1. This is exactly (2.17).
Now, we denote the integrand in (2.22) by Lg(ψ1, . . . , ψZ ,Ω
M ) and we apply
the super divergence formula to Lg(ψ1, . . . , ψZ ,Ω
M ). We focus on the sublinear
combination supdiv+[Lg(ψ1, . . . , ψZ ,Ω
M )] in supdiv[Lg(ψ1, . . . , ψZ ,Ω
M )] that
consists of complete contractions of length σ and with no internal contractions.
By virtue of the super divergence formula and Lemma 8 in [1], we derive:
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supdiv+[Lg(ψ1, . . . , ψZ ,Ω
M )] = 0, (2.23)
modulo complete contractions of length ≥ σ + 1.
On the other hand, by the algorithm for the super divergence formula in [1],
we derive:
supdiv+[Lg(ψ1, . . . , ψZ ,Ω
M )]
=
∑
l∈LM
al(−1)
blXdivi1 . . . Xdivibl (C
l)
i1...ibl
g (ψ1, . . . , ψZ ,Ω
M ). (2.24)
Combining the two above equations we derive (2.16). ✷
3 From the super divergence formula for Ig(φ)
back to P (g): The two main claims of this se-
ries of papers.
Throughout this section, P (g) will be a Riemannian scalar of weight −n with
the feature that
∫
Mn
P (g)dVg is a global conformal invariant (see Definition
1.2).
Let us begin by writing P (g) as a linear combination:
P (g) =
∑
l∈L
alC
l(g), (3.1)
where each complete contraction Cl(g) is in the form:
contr(∇(m1)W ⊗ · · · ⊗ ∇(ms)W ⊗∇(p1)P ⊗ · · · ⊗ ∇(pq)P ). (3.2)
Our next two Propositions flesh out the claims made in the first page of our
“10-page outline”. We will define the “worst piece” in P (g) and claim that by
subtracting a divergence and a local conformal invariant we can cancel it out
modulo introducing “better” correction terms. The “worst piece” will consist of
terms with a given number σ of factors in total and a given number s of factors
∇(a)P (see the next paragraph). The two propositions correspond to the cases
s > 0 and s = 0.
Consider P (g) as in (3.1). Denote by σ the minimum number of factors
among the complete contractions indexed in L in (3.1). Denote by Lσ ⊂ L the
index set of those complete contractions. Now, denote by Θr ⊂ Lσ the index set
of complete contractions with r factors ∇(a)P (and hence σ−r factors ∇(m)W ).
We note that some of these sets may apriori be empty.
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Proposition 3.1 Suppose that P (g) =
∑
l∈L alC
l(g) is a linear combination of
contractions in the form (3.2), and the minimum number of factors among the
contractions Cl(g) is σ < n2 . We assume that (for P (g)) the sets Θσ, . . . ,Θs+1
are empty, where 1 ≤ s ≤ σ, but Θs is not empty. We claim that there is a
Riemannian vector field T i(g) so that
Σl∈ΘsalC
l(g)− diviT
i(g) = Σr∈RC
r(g), (3.3)
where each Cr(g) is either in the form (3.2) with length σ and fewer than s
factors ∇(p)P , or it has length > σ.
Clearly, if we can show the above Proposition, then by iterative repetition
we can derive that there is a vector field T i(g) so that P (g) − diviT i(g) =∑
l∈L′ alC
l(g) +
∑
j∈J ajC
j(g), with each Cl(g), l ∈ L′ in the form:
contr(∇(m1)W ⊗ · · · ⊗ ∇(mσ)W ), (3.4)
while each Cj(g) will have at least σ + 1 factors. Thus, if we can show Propo-
sition 3.1, we will be reduced to proving Theorem 1.2 in the case where all
complete contractions in P (g) with σ factors are in the form (3.4).
Our next “main claim” applies precisely to that setting:
Proposition 3.2 Consider any P (g), P (g) =
∑
l∈L alC
l(g) where each Cl(g)
has length ≥ σ, and each Cl(g) of length σ is in the form (3.4). Denote by
Lσ ⊂ L the index set of terms with length σ.
We claim that there is a local conformal invariant W (g) of weight −n and
also a vector field T i(g) as in the statement of Theorem 1.2, so that:
∑
l∈Lσ
alC
l(g)−W (g)− diviT
i(g) = 0 (3.5)
modulo complete contractions of length ≥ σ + 1.
We observe that if we can show the above two propositions, then by iterative
repetition our Theorem will follow, in view of [2].
Now, in the remainder of the present paper we will explain how to derive
Proposition 3.1 in the case σ ≥ 3 assuming the “main algebraic Proposition”
5.2 below. Proposition 3.2 in the case σ ≥ 3 will be proven in [4, 5] assuming
another two “main algebraic Propositions” which are formulated in [4]. The
cases σ < 3 of Propositions 3.1 and 3.2 will be proven in [5]. The three “main
algebraic propositions are then proven in [6, 7, 8].
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4 Proof of Proposition 3.1 in the easy case s = σ.
We will distinguish two cases: Either s = σ or s < σ.39 We will firstly show
the claim when s = σ. This proof is much easier than the case s < σ, but it
will contain simple forms of certain arguments that will be used throughout this
series of papers. It also is instructive, in the sense that it can illustrate how
the super divergence formula applied to Ig(φ) can be used to understand the
algebraic structure of P (g).
Definition 4.1 If P (g) is in the form P (g) =
∑
l∈L alC
l(g) then for any subset
A ⊂ L, we will denote by P (g)|A =
∑
l∈AalC
l(g).
Finally, for complete contractions C(g), Cg(φ) of weight −n, we define the
operation Imagedψ as follows:
Imagedψ[C(g)] = ∂
d
λ|λ=0{e
nλψ(x)C(e2λψ(x))},
and
Imagedψ[Cg(φ)] = ∂
d
λ|λ=0{e
nλψ(x)Ce2λψ(x)g(x)(φ)}.
4.1 Proof of Proposition 3.1 when s = σ.
Our main tool will be to use the super divergence formula applied to Iσg (φ) in
order to show that the sublinear combination
∑
s∈Θσ
asC
s(g) in P (g) is equal
to a divergence modulo “better” correction terms.
Recall that Ig(φ) := e
nφP (e2φg)−P (g) is the “image” of P (g) under confor-
mal variations of the metric g; recall that Iσg (φ) consists of the terms in Ig(φ)
which have homogeneity σ in the function φ.
We have two tools at our disposal: Firstly, the “super divergence formula”
for Ig(φ). Secondly, we will momentarily show how the “worst piece” in P (g)
(i.e. the sublinear combination
∑
s∈Θσ
asC
s(g)–see the discussion above Propo-
sition 3.1)) is in almost one-to-one corresponence with a particular sublinear
combination in Iσg (φ).
Let us flesh out the second remark: Observe that given the formula (2.13)
for P (g), Iσg (φ) can be explicitly computed by applying the identities (2.5),
(2.9) and (2.11). With a simple observation we can derive much more precise
information:
Since Iσg (φ) consists of terms of homogeneity σ in φ and the minimum number
of factors in P (g) is σ, we observe that the only complete contrqactions in P (g)
which can give rise to a term with σ factors in Ig(φ) are the ones indexed in
Θσ. In fact, we can derive more: For each s ∈ Θσ we define Cs,ιg (φ) to stand for
the complete contraction that arises from Cs(g) by replacing each of the factors
∇
(a)
r1...raPij by −∇
(a+2)
r1...raij
φ. Then formulas (2.9), (2.5) and (2.11) imply that:
Iσg (φ) = Σs∈ΘσasC
s,ι
g (φ) + Σk∈KakC
k
g (φ), (4.1)
39Observe that in the case s = σ, all complete contractions in P (g)|Θσ contain only factors
∇(p)P .
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where each Ckg (ψ) is a complete contraction in the form:
contr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(m)Ri′j′k′l′ ⊗∇
(p1)Ricab ⊗ · · · ⊗ ∇
(pq)Rica′b′⊗
Rα ⊗∇(ν1)φ⊗ · · · ⊗ ∇(νs)φ),
(4.2)
with length ≥ σ + 1.
Now, we are ready to prove our Proposition 3.1 in this case s = σ.
Mini-outline of the proof of Proposition 3.1 when s = σ: The proof relies
strongly on the super divergence formula. We will show that this formula implies
that modulo terms with length ≥ σ + 1:
Iσg (φ) = divi
∑
r∈R
arC
r,i
g (φ),
where each vector field Cr,ig (φ) (
i is the free index) if a partial contraction in
the form:
pcontr(∇(a1)φ⊗ · · · ⊗ ∇(aσ)φ),
where each ai ≥ 2. We will then show that the vector field T i(g) which formally
arises from
∑
r∈R arC
r,i
g (φ) by replacing each factor∇
(a)
t1...ta
φ by∇
(a−2)
r1...ra−2Pra−1ra
satisfies the claim of Proposition 3.1.
Proof of Proposition 3.1 when s = σ: We first consider the case where there
is no complete contraction Cs(g) with s ∈ Θσ which contains a factor P ii . That
implies that there is no complete contraction Cs,ιg (φ) in (4.1) with a factor
∇
(p)
r1...rpφ = ∆φ. We will refer to this as the simplifying assumption.
Proof of Proposition 3.1 (when s = σ), under the simplifying assumption.
We claim that there is a linear combination of vector-valued Riemannian
differential operators in φ, {Cjig (φ)}i∈I , each in the form:
pcontr(∇(ν1)φ⊗ · · · ⊗ ∇(νσ)φ), (4.3)
with one free index and ν1, . . . , νσ ≥ 2 so that modulo complete contractions of
length ≥ σ + 1:
Σs∈ΘσasC
s,ι
g (φ) − Σi∈IaidivjiC
ji
g (φ) = 0. (4.4)
Proof of (4.4): Recall the algorithm for the super divergence formula from
[1]. By Lemma 20 in [1], we only need to restrict our attention to the good,
hard and undecided descendants of each Cs,ιg (φ), s ∈ Θσ. By Lemma 16 in [1],
these will all be ~ξ-contractions Ctg(φ,
~ξ) in the form:
contr(∇(ν1−a1)φ⊗ · · · ⊗ ∇(νσ−aσ)φ⊗ ~ξ ⊗ · · · ⊗ ~ξ), (4.5)
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where each factor ~ξ contracts against a factor ∇(ν−a)φ. Furthermore, since we
have no factors ∆φ in any Cs,ιg (φ), s ∈ Θσ, it follows that each ν − a ≥ 2. If a
~ξ-contraction above has M factors ~ξ, we perform M − 1 integrations by parts.
The correction terms that we introduce have length ≥ σ + 1. So, we indeed
derive (4.4). ✷
We then construct Riemannian vector fields Ci,ji(g) out of each Riemannian
vector-valued differential operator Ci,jig (φ) by substituting each factor ∇
(ν)
a1...aνφ
by a factor −∇
(ν−2)
a1...aν−2Paν−1aν . We see that each divjiC
ji (g) is a linear combi-
nation:
divjiC
ji(g) = (−1)σΣs∈SiasC
s(g)
of complete contractions in the form:
contr(∇(m
′
1)P ⊗ · · · ⊗ ∇(m
′
σ)P ).
Derivation of Proposition 3.1 (with s = σ) from (4.4): We use the fact that
(4.4) holds formally (see [1] for a definition of this notion)). We then repeat the
sequence of permutations of indices by which we make the linearization of the
left hand side of (4.4) formally zero to the linear combination:
P (g)|Θσ − divi
∑
i∈I
Ci,ji(g).
It follows that we can also make the above formally equal also, modulo intro-
ducing correction terms by virtue of the identities ∇i∇jXl−∇j∇iXl = RijklXk
and ∇aPbc −∇bPac =
1
n−3∇
dWabdc.
Observe that the correction terms that we obtain by virtue of the above
identities are precisely in the form allowed by our Proposition 3.1. This con-
cludes the proof of our claim in this case. ✷
Proof of Proposition 3.1 (when s = σ) in the general case (without the sim-
plifying assumption).
We now consider the case where the complete contractions Cl(g), l ∈ Θσ are
allowed to contain factors P ii .
In this case we observe that if Cl(g) contains A factors P ii , then C
l,ι
g (φ) will
contain A factors ∆φ. Recall the super divergence formula for Iσg (φ):
Σl∈ΘσalC
l,ι
g (φ) = Σk∈KakdivikC
ik
g (φ), (4.6)
modulo complete contractions in the form (4.2) with length ≥ σ + 1.
The problem is, now, that there might be vector fields Ck,ikg (φ) which are in
the form (4.3) with one free index and with a factor ∇iφ. Hence the procedure
carried out for the previous simple case cannot be carried over to this case (be-
cause we can not replace the factors ∇φ, with only one derivative).
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So, in this case, we claim the following:
Lemma 4.1 Consider (4.6). There is a subset of the vector fields {Ck,ikg (φ)}k∈K ,
indexed in K♯, {Ck,ikg (φ)}k∈K♯ , in the form (4.3), with the property that each
Ck,ikg (φ), k ∈ K
♯ contains factors ∇(l)φ with l ≥ 2, so that:
∑
l∈Θσ
alC
l,ι
g (φ) −
∑
k∈K♯
akdivikC
ik
g (φ) = 0 (4.7)
Thomas Watson
modulo complete contractions of length ≥ σ + 1.
Let us notice that if we can prove the above, we can then repeat the argu-
ment from the previous case, by using (4.7). Hence, we will have proven our
Proposition 3.1 (when s = σ) in full generality.
Proof of Lemma 4.1: We will construct the set K♯ ⊂ K.
We consider the set of good, hard or undecided descendants (see the last
definition in subsection 5.1 in [1] for a description of these notions) of the com-
plete contractions Cl,ιg (φ), l ∈ Θσ with ~ξ-length σ, and proceed to integrate
by parts as explained in the algorithm for the super divergence formula in [1].
We impose the restriction that any factor ~ξi which contracts against a factor
∇φ will not be integrated by parts, provided there is another factor ~ξi which
does not contract against a factor ∇φ. Furthermore, whenever along the iter-
ative integration by parts we obtain a ~ξ-contraction of ~ξ-length σ whose only
factors ~ξ contract against a factor ∇φ, we cross it out and index it in the set
H . The ~ξ-contractions that are not crossed out give rise to the divergences
{akdivikC
ik
g (φ)}k∈K♯ .
Thus, we derive the equation:
∑
l∈Θσ
alC
l,ι
g (φ) +
∑
k∈K♯
akdivikC
ik
g (φ) + PO[
∑
h∈H
ahC
h
g (φ,
~ξ)] = 0, (4.8)
which holds modulo complete contractions of length ≥ σ + 1. By construction,
each vector field Cikg (φ) has length σ and is in the form (4.3) with each νi ≥ 2.
Therefore, it suffices to show:
PO[
∑
h∈H
ahC
h
g (φ,
~ξ)] = 0, (4.9)
modulo complete contractions of length ≥ σ+1. Hence it would suffice to show:
∑
h∈H
ahC
h
g (φ,
~ξ) = 0, (4.10)
modulo ~ξ-contractions of ~ξ-length ≥ σ + 1.
We do this as follows: Notice that in any ~ξ-contraction Chg (φ,
~ξ), h ∈ H , the
function φ appears only in expressions∇iφ~ξ
i, or in factors∇(a)φ with a ≥ 2. Let
us consider the ~ξ-contraction with the maximum number M of factors ∇iφ~ξi.
28
Suppose they are indexed in HM ⊂ H . Notice that M < σ, otherwise we would
have σ = n2 (we see this by considering the weight). If we can show that:∑
h∈HM
ahC
h
g (φ,
~ξ) = 0 (4.11)
modulo ~ξ-contractions of ~ξ-length ≥ σ+1, then (4.10) will follow by induction.
We write each Chg (φ,
~ξ) with h ∈ HM as follows:
Chg (φ,
~ξ) = C′
h
g (φ) · (∇kφ
~ξk)M .
For any h ∈ HM , we then define PO∗[Chg (φ,
~ξ)] to stand for the sublinear
combination in PO[Chg (φ,
~ξ)] which arises as follows: We integrate by parts
with respect to each factor ~ξk and then force each derivative ∇k to hit a factor
∇
(a)
r1...raφ (a ≥ 2) in C
′h
g (φ). We define
PO−[Chg (φ,
~ξ)] := PO[Chg (φ,
~ξ)]− PO∗[Chg (φ,
~ξ)].
Notice that by definition, each complete contraction of length σ in PO−[Chg (φ,
~ξ)]
will have strictly fewer than M factors ∇φ.
We write out the super divergence formula as follows:
Iσg (φ) + Σk∈K♯akdivikC
k,ik
g (φ) + Σh∈H\HM ahPO[C
h
g (φ,
~ξ)]+
Σh∈HMah{PO
∗[Chg (φ,
~ξ)] + PO−[Chg (φ,
~ξ)]} = 0,
(4.12)
modulo complete contractions of length ≥ σ + 1.
Now, let us observe: Each complete contraction in (4.12) that does not
belong to Σh∈HM ah{PO
∗[Chg (φ,
~ξ)]} will have fewer than M factors ∇φ. This
follows from the fact that M is the maximum number of factors ∇kφ~ξk among
the ~ξ-contractions Chg (φ,
~ξ), and since each complete contraction Cl,ιg (φ), l ∈ Θσ
and each vector field Ck,ikg (φ) have only factors ∇
(a)φ, a ≥ 2, by construction.
We now claim that
Σh∈HM ahPO
∗[Chg (φ,
~ξ)] = 0, (4.13)
modulo complete contractions of length ≥ σ+1. This holds because (4.12) holds
formally, and since (4.13) is the sublinear combination in (4.12) of complete
contractions of length σ with M factors ∇φ.
Now, (4.13) also holds formally. Write out:
Σh∈HMahPO
∗[Chg (φ,
~ξ)] = Σt∈TatC
t
g(φ),
where each complete contraction Ctg(φ) is in the form:
contr(∇(m1)r1...rm1φ⊗ · · · ⊗ ∇
(mσ−M )
t1...tmσ−M
φ⊗∇y1φ⊗ · · · ⊗ ∇yMφ). (4.14)
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We observe that the linear combination Σt∈TatC
t
g(φ) arises from the linear com-
bination Σh∈HM atC
′h
g (φ) · (∇kφ~ξ
k)M by making each factor ~ξk into a derivative
∇k, then allowing the derivative ∇k to hit any of the factors ∇(A)φ in C′hg (φ)
and adding all the complete contractions we thus obtain.
In particular, each factor ∇kφ in any C
t
g(φ) contracts against a factor ∇
(a)φ,
a ≥ 3.
Now, for each Ctg(φ) let C˜
t
g(φ) stand for the complete contraction of weight
−n+2M which arises from Ctg(φ) by erasing each factor∇iφ and also erasing the
index against which i contracts. Since (4.13) holds formally, it follows that:
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Σt∈TatC˜
t
g(φ) = 0. (4.15)
But (4.15) just tells us that:
∑
h∈HM
ah(σ −M)
MC′
h
g (φ) = 0.
Therefore, we have shown (4.11). ✷
We have fully proven the Proposition 3.1 when s = σ. ✷
5 Proposition 3.1 in the hard case (where s < σ).
5.1 Technical Tools:
Useful identities: Now, we will put down a few identities that will prove useful
later on.
Decomposition of the Weyl tensor: Recall the Weyl tensor Wijkl , see (2.4).
Consider the tensor T = ∇ra1 ...rax∇
(m)
r1...rmWijkl where each index
ras is con-
tracting against the (derivative) index ras , and all the other indices are free.
We have then introduced the language convention that the tensor T has x in-
ternal contractions.
We will decompose the tensor T into a linear combination of tensors in the
form ∇(m)Rijkl . By just applying formula (2.4) we find:
∇ra1 ...rax∇(m)r1...rmWijkl = ∇
ra1 ...rax∇(m)r1...rmRijkl
+
∑
z∈Zδ=x+1
azT
z(g) +
∑
z∈Zδ=x+2
azT
z(g), (5.1)
where
∑
z∈Zδ=x+1 azT
z(g) stands for a linear combination of tensor products of
the form ∇ra1 ...rax∇
(m)
r1...rmRicsq⊗gvb in the same free indices as T , with the fea-
ture that there are a total of x+1 internal contractions in the tensor ∇(m)Ricsq
(including the one in the tensor Ricab = R
i
aib itself).
∑
z∈Zδ=x+2 azT
z(g) stands
40A rigorous proof of this fact can be found in the Appendix below—see the operation
Erase.
30
for a linear combination of tensor products of the form∇ra1 ...rax∇
(m)
r1...rmR⊗gvb⊗
ghj (R stands for the scalar curvature) in the same free indices as T , with the
feature that there are a total of x+2 internal contractions in the tensor ∇(m)R
(including the two in the factor R = Rstst itself). If m > 0 we will use the
contracted second Bianchi identity to think of ∇ra1 ...rax∇
(m)
r1...rmR as a factor
2∇ra1 ...raxrax+1∇
(m−1)
r1...rm−1Ricrmrax+1 , modulo introducing quadratic correction
terms.
Next useful identity: We consider a factor T in the form
T = ∇ra1 ...rax∇
(m)
r1...rmWrm+1rm+2rm+3rm+4 where again each of the indices
rav is
contracting against the index rav , and moreover now at least one of the indices
rav is contracting against one of the internal indices rm+1 , . . . , rm+4 . We then
calculate:
∇ra1 ...rax∇(m)r1...rmWrm+1rm+2rm+3rm+4 =
n− 3
n− 2
∇ra1 ...rax∇(m)r1...rmRrm+1rm+2rm+3rm+4
+
∑
z∈Zδ=x
azT
z(g) +
∑
z∈Zδ=x+1
azT
z(g),
(5.2)
where
∑
z∈Zδ=x+1 azT
z(g) stands for the same generic linear combination as
before.
∑
z∈Zδ=x azT
z(g) only appears in the case where there are two indices
rab , rac contracting against two internal indices in Wijkl (and moreover the in-
dices rab , rac do not belong to the same block [ij], [kl]).
∑
z∈Zδ=x azT
z(g) stands
for a linear combination of tensors ∇ra1 ...rax−1∇(m)Ricab with x internal con-
tractions (also counting the internal contraction in the factor Ricab itself) , and
with the extra feature that one of the indices ra1 , . . . , rax−1 is contracting against
one of the internal indices a, b in Ricab.
The “fake” second Bianchi identities for the derivatives of the Weyl
tensor: We recall that the Weyl tensor Wijkl is antisymmetric in the indices
i, j and k, l, and also Wijkl = Wklij . It also satisfies the first Bianchi identity.
Nevertheless, it does not satisfy the second Bianchi identity. We now present
certain substitutes for the second Bianchi identity:
Firstly, if the indices r, i, j , k, l are all free then:
∇rWijkl +∇jWrikl +∇iWjrkl =
∑
(∇sWsrty ⊗ g), (5.3)
where the symbol
∑
(∇sWsrty ⊗ g) stands for a linear combination of a tensor
product of the three-tensor ∇sWsqty (i.e. essentially the Cotton tensor) with
an un-contracted metric tensor. The exact form of
∑
(∇sWsqty ⊗ g) is not
important for our study so we do not write it down.
On the other hand, if the indices i, j, k, l are free we then have:
∇ssWijkl +
n− 2
n− 3
∇sjWsikl +
n− 2
n− 3
∇siWjskl =
∑
(W, g) +
∑
Q(R), (5.4)
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where the symbol
∑
(W, g) stands for a linear combination of tensor products:
∇ikWiakb ⊗ gcd (gcd is an un-contracted metric tensor-note that there are two
internal contractions in the factor ∇ikWijkl) and the symbol
∑
Q(R) stands
for some linear combination of quadratic expressions in the curvature tensor.
Again the exact form of these expressions is not important so we do not write
them down.
On the other hand, if the indices r, i, j , l are free then:
∇k∇rWijkl +∇
k∇jWrikl +∇
k∇iWjrkl =
∑
Q(R). (5.5)
Furthermore, we have that the analogue of the second Bianchi identity clearly
holds if both the index r and one of the indices i, j are involved in an internal
contraction:
∇ri∇rWijkl +∇
ri∇jWrikl +∇
ri∇iWjrkl =
∑
Q(R). (5.6)
Lastly, we also note the identity:
∆∇kWijkl +∇
rk
i Wirkl +∇
rk
i Wrjkl =
∑
Q(R). (5.7)
Let us also recall the identity:
∇aPbc −∇bPac =
1
n− 3
∇dWabcd. (5.8)
These identities will be useful in the context of the next formal constructions.
The operations “Weylify” and “Riccify”: These two operations are
formal operations that act on complete contractions in the forms (5.9), (5.14)
and produce complete contractions in the forms (5.10), (5.15), respectively.
We will show two important technical Lemmas concerning these two formal
operations, Lemmas 5.1 and 5.2.
For the first construction, we will be considering complete and partial con-
tractions (with no internal contractions) in the form:
contr(∇(m1)Rijkl⊗· · ·⊗∇
(ms)Rijkl⊗∇
(p1)ψ⊗· · ·⊗∇(pq)ψ⊗∇υ⊗· · ·⊗∇υ) (5.9)
(υ is a scalar) with the following restrictions: In each complete contraction
and vector field there are a ≥ 0 factors ∇υ (a is fixed) and q factors ∇(p)ψ (q
also fixed). We require that none of the factors ∇υ are contracting between
themselves and none of them contains a free index. Furthermore, we require
that for any factor ∇(p)ψ which is not contracting against a factor ∇υ, p ≥ 2.
Definition 5.1 We consider a collection of complete contractions, {Clg(ψ
q, υa)}l∈L
and a collection of such vector fields {Cr,ig (ψ
q, υa)}r∈R in the form (5.9). As-
sume that the complete contractions and vector fields above all have a given
length τ + a.
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We define an operation Weylify[. . . ] that acts on the contractions and vector
fields above by performing the following operations: Each factor ∇
(m)
r1...rmRijkl
that is not contracting against a factor ∇υ is replaced by a factor ∇
(m)
r1...rmWijkl.
Also, each factor ∇
(p)
r1...rpψ that is not contracting against against any factor ∇υ
is replaced by a factor ∇
(p−2)
r1...rp−2Prp−1rp .
Now, any factor T = ∇
(m)
r1...rmRrm+1rm+2rm+3rm+4 that is contracting against
s > 0 factors ∇υ, with the restriction that all these s factors ∇υ are contracting
against derivative indices will be replaced as follows: Suppose it is the indices
ra1
, . . . , rax that are contracting against the factors ∇υ. Then, we replace T by
∇ra1 ...rax∇
(m)
r1...rmWrm+1rm+2rm+3rm+4 .
On the other hand, if there are internal indices also contracting against fac-
tors ∇υ, we replace T by n−2
n−3∇
ra1 ...rax∇(m)Wijkl. Now, each factor ∇
(p)
r1...rpψ
with p ≥ 2 that is contracting against w factors ∇υ (say the indices ra1 . . . raw)
is replaced by ∇ra1 ...raw∇
(p−2)
r1...rp−2Prp−1rp . Finally, every expression ∇iψ∇
iυ is
replaced by a factor P aa . In the end, we also erase all the factors ∇υ (they were
left uncontracted).
Thus, by acting on the complete contractions and vector fields in the form
(5.9) with the operation Weylify[. . . ], we obtain complete contractions and
vector fields of length τ in the form:
contr(∇f1...fy∇(m1)Wijkl ⊗ · · · ⊗ ∇
u1...up∇(ms)Wi′j′k′l′
∇a1...at1∇(u1)Pij ⊗ · · · ⊗ ∇
c1...cts∇(uz)Pi′j′ ⊗ P
a
a ⊗ · · · ⊗ P
b
b ),
(5.10)
where we are making the following conventions: In each factor∇f1...fy∇
(m)
r1...rmWijkl
each of the the indices f1 , . . . , fy contracts against one of the indices r1 , . . . , l,
while no two of the indices r1 , . . . , l contract between themselves. On the other
hand, for each factor ∇y1...yt∇
(u)
a1...auPij , each of the upper indices
y1 , . . . , yt con-
tracts against one of the indices a1 , . . . , au , i, ,j . Moreover, none of the indices
a1 , . . . , au , i, j contract between themselves.
Definition 5.2 Consider any complete contraction (or tensor field) of the form
(5.10), with the properties described above. We will let δW stand for the number
of internal contractions in all the factors ∇(m)Wijkl, and the number δP to stand
for the number of internal contractions among all the factors ∇(p)Pij .
We see that for a contraction or vector field Cg(ψ
q, υa) in the form (5.9), the
complete contraction or vector field Weylify[Cg(ψ
q, υa)] will have length τ and
a total of q factors in the form ∇(p)P , and δW +δP = a. This operation extends
to linear combinations of contractions. One last definition prior to stating our
Lemma:
Definition 5.3 For any vector field Cig in the form (5.9), XdiviC
i
g will stand
for the sublinear combination in diviC
i
g where ∇i is not allowed to hit the factor
to which the free index i belongs, nor any of the factors ∇υ.
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Now, our claim regarding the operation Weylify is the following:
Lemma 5.1 Assume an equation:
∑
l∈L
alC
l
g(ψ
q, υa)−Xdivi
∑
r∈R
arC
r,i
g (ψ
q, υa) = 0, (5.11)
that holds modulo complete contractions of length ≥ τ + a + 1. Here the con-
tractions and tensor fields are in the form (5.9) with length τ + a. We claim:
∑
l∈L
alWeylify[C
l
g(ψ
q, υa)]− divi
∑
r∈R
arWeylify[C
r,i
g (ψ
q, υa)]
=
∑
d∈D1
adC
d(g) +
∑
d∈D2
adC
d(g),
(5.12)
where each Cd(g) is in the form (5.10) (with length τ) and moreover if d ∈ D1
then Cd(g) has less than q factors ∇(p)P , while if d ∈ D2 then Cd(g) has q
factors ∇(p)P but also δW + δP ≥ a+ 1. This equation holds modulo complete
contractions of length ≥ τ + 1.
Proof: We will use the fact that (5.11) holds formally to repeat the formal
applications of identities that make the LHS of (5.11) formally zero to the LHS
of (5.12); the RHS of (5.12) will then arise as correction terms in this process.
Now, we first observe that it would be sufficient to show that
Weylify{
∑
l∈L
alC
l
g(ψ
q, υa)−Xdivi
∑
r∈R
arC
r,i
g (ψ
q, υa)} (5.13)
is equal to the right hand side of (5.12). That this is sufficient is clear because
the contraction that arises in each
diviWeylify[C
r,i
g (ψ
q, υa)]
when ∇i hits the factor to which i belongs is clearly in the form C
d(g), d ∈ D2,
and moreover because for each r ∈ R
Weylify{XdiviC
r,i
g (ψ
q, υa)} = XdiviWeylify{C
r,i
g (ψ
q, υa)},
modulo contractions of length ≥ τ + 1.
Next, we use the fact that (5.11) holds exactly (with no correction terms) at
the linearized level (i.e. if we replace each complete contraction Cg(ψ
q, υa) by
linCg(ψ
q, υa)).41 We “memorize” the sequence of permutations of indices (and
applications of the distributive rule) by which we can make the linearization of
(5.11) formally zero. We may then repeat the same sequence of permutations
to the left hand side of (5.13), to make it vanish, modulo introducing correction
terms, as follows:
41See the introduction of [1] for a definition of linearization.
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1. We introduce correction terms of length ≥ τ + 1 by virtue of (2.1) when
we permute derivative indices in a factor ∇(m)Wijkl or when we permute
the first p− 2 derivative indices in a factor ∇(p−2)Pij .
2. We introduce correction terms of the form
∑
d∈D2 adC
d(g) by virtue of
(5.3) when we apply the “fake” second Bianchi identity to the indices
rm , i, j in a factor ∇
(m)
r1...rmWijkl with no internal contractions involving
internal indices.
3. We introduce correction terms of length> τ or of the form
∑
d∈D2 adC
d(g),
by virtue of the identities (5.4), (5.7) when we apply the “fake” second
Bianchi identity to the indices rm , i, j in a factor ∇
(m)
r1...rmWijkl with one
or two internal contractions respectively.
4. We introduce correction terms of the form
∑
d∈D1 adC
d(g) from the right
hand side of (5.8) when we want to switch the indices rm−2 , rm−1 in a factor
∇
(p)
r1...rm−2Prm−1rm .
That completes the proof of our claim. ✷
The operation Riccify: We now define the operation Riccify that acts on
complete contractions C(Ωq, ψs, υa) and vector fields Ci(Ωq, ψs, υa) in the form:
contr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(mt)Rijkl ⊗∇
(a1)ψ1 ⊗∇
(as)ψs⊗
∇(p1)Ω⊗ · · · ⊗ ∇(pq)Ω⊗∇υ ⊗ · · · ⊗ ∇υ)
(5.14)
with length τ +a (and with a factors ∇υ), where both the s factors ∇(u)ψh and
the q factors ∇(p)Ω are subject to the same restrictions as for the factors ∇(p)ψ
in the contractions in the form (5.9). In particular: In each complete contraction
and vector field in the above form there are a ≥ 0 factors ∇υ (a is fixed) and
q factors ∇(p)ψ (q also fixed). Also, none of the factors ∇υ are contracting
between themselves and none of them contains a free index. Also, we require
that any factor ∇(p)Ω or ∇(p)ψ which is not contracting against a factor ∇υ
must have p ≥ 2. Moreover, we assume that the complete contractions and
vector fields above all have a fixed length τ + a.
Definition 5.4 We define an operation Riccify[. . . ] that acts on complete and
partial contractions in the form (5.14) as follows: We replace each factor
∇
(m)
r1...rmRrm+1rm+2rm+3rm+4 for which the indices ra1 , . . . , rad are contracting against
factors ∇υ by a factor ∇ra1 ...rad∇
(m)
r1...rmRrm+1rm+2rm+3rm+4 We also replace each
factor ∇pr1...rpΩ (p ≥ 2) for which the indices ra1 , . . . , rad are contracting against
factors ∇υ by a factor ∇ra1 ...rad∇
(p)
r1...rp−2Ricrp−1rp . Then, we replace all expres-
sions ∇iΩ∇iυ by a factor
1
2R. Finally, we replace each factor ∇
(a)
r1...raψh (for
which the indices rv1 , . . . rvc are contracting against factors ∇υ) by an expres-
sion ∇rv1 ...rvc∇
(a)
r1...raψh. In the end we also erase all the factors ∇υ (they have
been left uncontracted).
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Thus acting by the operation Riccify on complete and partial contractions
in the form (5.14) we obtain complete and partial contractions in the form:
contr(∇f1...fy∇(m1)Rijkl ⊗ · · · ⊗ ∇
u1...up∇(mt)Rijkl ⊗∇
v1...vz∇(a1)ψ1
⊗ · · · ⊗ ∇q1...qw∇(as)ψs ⊗∇
a1...at1∇(u1)Ricij ⊗ · · · ⊗ ∇
c1...cts∇(uz)Ricij).
(5.15)
Definition 5.5 For contractions in the form (5.15) we define δR to stand for
the total number of internal contractions in the factors ∇(m)Rijkl and δRic to
stand for the total number of internal contractions in the factors ∇(p)Ric (in-
cluding the one in the factors Ric themselves) and also δψ to stand for the total
number of internal contractions in the factors ∇(a)ψ.
(Note: In the future we will sometimes denote this operationRiccify by ΩtoRic).
Note: In (5.14), we may have s = 0. Furthermore, we recall from Definition
5.3 that if Cig is a vector field in the form (5.14) then Xdivi will stand for the
sublinear combination in diviC
i
g where ∇i is not allowed to hit the factor to
which the free index i belongs, nor any of the factors ∇υ.
Our Lemma is then the following:
Lemma 5.2 Assume an equation:
∑
l∈L
alC
l
g(Ω
q, ψs, υa)−Xdivi
∑
r∈R
arC
r,i
g (Ω
q, ψs, υa) = 0, (5.16)
which holds modulo complete contractions of length ≥ τ + a+ 1.
We claim:
∑
l∈L
alRiccify[C
l
g(Ω
q, φs, υa)]− divi
∑
r∈R
arRiccify[C
r,i
g (Ω
q, ψs, υa)]
=
∑
d∈D1
adC
d
g (ψ
s) +
∑
d∈D2
adC
d
g (ψ
s),
(5.17)
where each Cdg (φ
s) is in the form (5.15) (with length τ) and moreover if d ∈ D1
we will have that Cdg (φ
s) has less than q factors ∇(p)Ric but will also have
δR + δRic + δψ ≥ a, while if d ∈ D2 then Cdg (φ
s) has q factors ∇(p)Ric but also
δR + δRic + δψ ≥ a + 1. This equation holds modulo complete contractions of
length ≥ τ + 1.
Proof: The proof is an easier version of the proof of the previous Lemma.
We use the fact that (5.16) holds formally and we repeat the applications of the
formal identities and the distributive rule that make (5.16) formally zero to the
LHS of (5.17).
Now, in (5.17), we use the identity ∇iR = 2∇
kRicik (R here is the scalar
curvature) once if needed, and we may assume that all the complete contractions
36
in the LHS of (5.17) have any factors ∇(p)Ric (i.e. factors involving the Ricci
curvature) being in the form ∇f1...fb∇
(p)
r1...rpRicab (where each of the indices
f1 , . . . , fb is contracting against one of the indices r1 , . . . , rp , a, b, and none of
the lower indices are contracting between themselves), or in the form R (scalar
curvature).
Furthermore, when we repeat the permutations by which the LHS of (5.16)
is made formally zero to the LHS of (5.17), we may assume wlog that the
upper indices in each factor ∇f1...fb∇
(p)
r1...rpRicab are not permuted (since they
correspond to factors ∇υ in the LHS of (5.16)).
Therefore, the RHS in (5.17) can arise either when the divergence index ∇i
in diviRiccify[C
r,i
g (Ω
q, ψs, υa)] hits the factor to which i belongs, or by virtue
of the identity:
∇aRicbc −∇bRicac = ∇
dRabcd
(where by the observation above the indices a, b, c will not be contracting against
each other). ✷
5.2 Proof of Proposition 3.1 when s < σ: Reduction to an
inductive statement.
In the rest of this section we will explain how to derive Proposition 3.1 in the
case where σ ≥ 3. The cases σ = 1, σ = 2 will be covered in the paper [5] in
this series.
Recall (see the discussion above Definition 5.2) that we are assuming that
for P (g), Θs 6= ∅ and Θh = ∅ for each h > s. We write P (g)|Θs as a linear
combination:
P (g)|Θs =
∑
l∈L
alC
l(g) (5.18)
(modulo longer complete contractions), where each Cl(g) is of the form:
contr(∇f1...fy∇(m1)r1...rm1Wijkl ⊗ · · · ⊗ ∇
s1...sz∇
(mf )
t1...tmf
Wi′j′k′l′
⊗∇y1...yt∇(u1)a1...auPij ⊗ · · · ⊗ ∇
y′1...y
′
o∇
(ur)
b1...bo
Pi′j′ ⊗ (P
a
a )
K),
(5.19)
with the usual conventions: In each factor ∇f1...fy∇
(m)
r1...rmWijkl each of the the
raised indices f1 , . . . , fy contracts against one of the indices r1 , . . . , l, while no two
of the indices r1 , . . . , l contract between themselves. On the other hand, in each
factor ∇y1...yt∇
(u)
a1...auPij , each of the raised indices
y1 , . . . , yt contracts against
one of the indices a1 , . . . , au , i, j . Moreover, none of the indices a1 , . . . , au , i, j
contract between themselves. We call such complete contractionsW -normalized.
By virtue of the curvature identity it is clear that modulo introducing cor-
rection terms of length ≥ σ + 1, we can write P (g)|Θs as a linear combination
of W -normalized complete contractions Cl(g).
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Definition 5.6 Now, for each complete contraction Cl(g) in the form (5.19),
we defined δW to stand for the number of internal contractions among the fac-
tors ∇(m)Wijkl. We defined δP to stand for the number of internal contractions
among the factors ∇(p)Pij plus the number K of factors P aa . In order to dis-
tinguish these numbers among the various complete contractions Cl(g), l ∈ L,
we will write δW (l), δP (l). We also define δ(l) = δW (l) + δP (l) (sometimes we
will write δ instead of δ(l)). This notation trivially extends to vector fields in
the form (5.19) with one free index.
Furthermore, in the cases s = σ − 1 and σ − 2 we will introduce an extra
piece of notation purely for technical reasons:
Special definition: If s = σ − 2 then P (g)|Θs is “good” if the only com-
plete contraction in P (g)|Θs with σ − 2 factors P
a
a is of the form (Const) ·
∆
n
2−σ−2∇ilWijkl ⊗ ∇i
′l′Wi′
jk
l′ ⊗ (P
a
a )
σ−2) (when σ < n2 − 1) or (Const) ·
contr(∇lWijkl⊗∇l′W ijkl
′
⊗(P aa )
σ−2) when σ = n2−1. If s = σ−1, then P (g)|Θs
is “good” if all complete contractions in P (g)|Θs have δW + δP =
n
2 − 1.
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We will prove in the paper [5] in this series the following Lemma:
Lemma 5.3 There exists a divergence diviT
i(g) so that
P (g)|Θs − diviT
i(g) =
∑
l∈Θ′s
alC
l(g) +
∑
t∈T
atC
t(g).
Here each Ct(g) is in the form (5.19) and has fewer than s factors ∇(p)P . The
complete contractions indexed in Θ′s are in the form (5.19) with s factors ∇
(p)P
and moreover this linear combination is good.
Lemma 5.3 will be proven in [5], by explicitly constructing the divergence diviT
i(g).
(There is no recourse to the “main algebraic Proposition”). Therefore, for the
rest of this section when s = σ−1 or s = σ−2 we will be assuming that P (g)|Θs
is good.
We consider µ = minl∈Lδ(l) (recall that L is the index set on the right hand
side of (5.18). We denote by Lµ ⊂ L to be the set for which l ∈ Lµ if and only
if δ(l) = µ. We claim the following:
Proposition 5.1 Under the assumptions of Proposition 3.1 (and assuming the
Lemma 5.3, 43 we claim that there is a linear combination T i(g) =
∑
r∈R arC
r,i(g),
where each Cr,i(g) is in the form (5.19) with length σ, weight −n+1 and δ = µ,
so that modulo complete contractions of length ≥ σ + 1:
∑
l∈Lµ
alC
l(g)− divi
∑
r∈R
arC
r,i(g) =
∑
u∈U
auC
u(g) +
∑
x∈X
axC
x(g), (5.20)
42 In other words, if there are complete contractions in P (g)|Θs with δW + δP <
n
2
−1 then
P (g)|Θs is “good” if no complete contractions in P (g)|Θs have σ − 2 factors P
a
a .
43Recall in particular the definition of the index set Θs, and that we have written out
P (g)|Θs =
P
l∈L C
l(g) (modulo longer complete contractions); recall also that if s = σ− 1 or
s = σ − 2 then P (g)|Θs is assumed to be good.
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where each Cu(g) is in the form (5.19) with s factors ∇(p)P and δ = µ + 1.
Each Cx(g) is in the form (5.19) with s− 1 factors ∇(p)P .
The remainder of this paper is devoted to proving the above (subject to
the “main algebraic Proposition” 5.2). For now, we note that Proposition 5.2
implies Proposition 3.1, by iterative repetition: After a finite number of appli-
cations of the above, we will be left with correction terms that are of the form∑
x∈X ax . . . . This is because we are dealing with complete contractions of a
fixed weight −n, thus there can be at most n2 internal contractions in any such
complete contraction.
Proof of Proposition 5.1:
We firstly wish to understand explicitly how the terms of length σ in Isg(ψ)
arise from P (g)|Θs . Then, we reduce Proposition 5.1 to the Lemmas 5.4, 5.5.
We consider Isg (ψ)(:=
ds
dts
|t=0[et·nψP (et·2ψg)− P (g)]). It follows straightor-
wardly from the transformation law of the Schouten tensor that:
Isg(ψ) = (−1)
s
∑
l∈L
alC
l
g(ψ) + (Junk), (5.21)
where each Clg(ψ) arises from C
l(g) (which is in the form (5.19)) by replacing
each factor ∇a1...at∇
(p)
t1...tp
Pij by ∇a1...at∇
(p2)
t1...tpij
ψ. Explicitly, it will be in the
form:
contr(∇a1...at∇(m1)Wijkl ⊗ · · · ⊗ ∇
b1...bu∇(mσ−s)Wi′j′k′l′
⊗∇v1...vx∇(p1+2)ψ ⊗ · · · ⊗ ∇y1...yw∇(ps+2)ψ),
(5.22)
and will have δW + δψ ≥ µ (δψ here stands for the total number of inter-
nal contractions among the factors ∇(k)ψ). (Junk) stands for a generic linear
combination of terms with at least σ+1 factors in the form ∇(m)R, ∇(a)ψ. Fur-
thermore,
∫
Mn
Isg (ψ)dVg = 0; hence we may apply the super divergence formula
to this integral equation. Now, for convenience, we polarize the function ψ and
thus we will be considering Isg(ψ1, . . . , ψs).
We will now re-write Isg (ψ) as a linear combination of complete contractions
involving curvature, rather than Weyl, tensors:
By decomposing the Weyl tensor as in (2.4) and applying the curvature and
Bianchi identities, we re-write Isg (ψ1, . . . , ψs) as a linear combination:
Isg (ψ1, . . . , ψs) =
∑
b∈B
abC
b
g(ψ1, . . . , ψs), (5.23)
where each Cbg(ψ1, . . . , ψs) is in the form:
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contr(∇f1...fy∇(m1)Rijkl ⊗ · · · ⊗ ∇
g1...gp∇(ms)Rijkl
⊗∇y1...yw∇(d1)Ricij ⊗ · · · ⊗ ∇
x1...xp∇(dq)Ricij ⊗R
α⊗
∇a1...at1∇(u1)ψ1 ⊗ · · · ⊗ ∇
c1...cts∇(us)ψs),
(5.24)
with the usual conventions: In each factor ∇f1...fy∇
(m)
r1...rmRijkl, each of the
the indices f1 , . . . , fy contracts against one of the indices r1 , . . . , l, while no
two of the indices r1 , . . . , l contract between themselves. On the other hand,
for each factor ∇y1...yt∇
(u)
a1...auψh, each of the upper indices
y1 , . . . , yt contracts
against one of the indices a1 , . . . , au . Moreover, none of the indices a1 , . . . , au
contract between themselves. For the factors ∇x1...xp∇
(u)
t1...tu
Ricij , we impose
the condition that each of the indices x1 , . . . , xp must contract against one of
the indices t1 , . . . , tu , i, j . Moreover, we impose the restriction that none of the
indices t1 , . . . , tu , i, j contract between themselves (this assumption can be made
by virtue of the contracted second Bianchi identity).
Definition 5.7 A contraction in the form (5.24) with all the features described
above, and with the additional requirement that each factor ∇a1...at∇(u)ψh has
t+ u ≥ 2 (i.e. ψh is differentiated at least twice) will be called normal.
For any complete contraction in the form (5.24), δR will stand for the number
of internal contractions in factors ∇(m)Rijkl. δRic will stand for the number
of internal contractions in factors ∇(p)Ricij, where we also count the internal
contraction in Ricij = R
k
ikj , plus 2α, where α stands for the number of factors
R (scalar curvature). Lastly, δψ will stand for the total number of internal
contractions in the factors of the form ∇a1...at∇(u)ψh.
By the formula (5.22), we see that the sublinear combination of length σ in
Isg(ψ1, . . . , ψs) consists of complete contractions with at least two derivatives on
each function ψh.
Let us now understand more concretely how a given term in the form (5.22)
gives rise to terms of the form (5.24). We first introduce some definitions:
Definition 5.8 For each complete contraction Clg(ψ), l ∈ Lµ, let us denote by
Cl,ιg (ψ) the complete contraction (times a constant) that arises from C
l
g(ψ) by
replacing the factors ∇(m)Wijkl according to the following rule: If ∇
(m)Wijkl
does not have an internal contraction involving one of the indices i, j , k, l, we
replace it by ∇(m)Rijkl. If it has at least one internal contraction involving one
of the indices i, j , k, l, we replace it by
n−3
n−2∇
(m)Rijkl.
Observe that by construction, if Cl(g) has δW+δP = b, then C
l,ι
g (ψ1, . . . , ψs)
has δR + δψ = b, and no factors ∇
(p)Ric or R.
In particular, Cl,ιg (ψ1, . . . , ψs) will be in the form:
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(Const) · contr(∇a1...at∇(m1)Rijkl ⊗ · · · ⊗ ∇
b1...bu∇(mσ−s)Ri′j′k′l′
⊗∇v1...vx∇(p1+2)ψ1 ⊗ · · · ⊗ ∇
y1...yw∇(ps+2)ψs).
(5.25)
Definition 5.9 Consider any Clg(ψ1, . . . , ψa) in the form (5.24) with σ factors.
If Clg(ψ1, . . . , ψs) has q = 0 and δ = µ it will be called a target. If C
l
g(ψ1, . . . , ψs)
has q = 0 and δ > µ, it will be called a contributor.
If Clg(ψ1, . . . , ψs) has q > 0 and δ > µ we call it 1-cumbersome. We call
Clg(ψ1, . . . , ψs) 2-cumbersome if it has q > 0 and δ = µ and the feature that
each factor ∇a1...at∇
(p)
r1...rpRicij has t > 0 and the index j is contracting against
one of the indices a1 , . . . , at .
Finally, when we say Clg(ψ1, . . . , ψs) is “cumbersome”, we will mean it is
either 1-cumbersome or 2-cumbersome.
We make the convention that when
∑
j∈J ajC
j
g(ψ1, . . . , ψs),∑
f∈F afC
f
g (ψ1, . . . , ψs) appear on the right hand sides of equations below, they
will stand for generic linear combinations of contributors and cumbersome com-
plete contractions, respectively.
Then using the decomposition of the Weyl curvature (2.4), we explicitly
write each Clg(ψ1, . . . , ψs) as a linear combination of terms in the above forms:
For each l ∈ Lµ, it follows that:
Clg(ψ1, . . . , ψs) = C
l,ι
g (ψ1, . . . , ψs) +
∑
j∈J
ajC
j
g(ψ1, . . . , ψs)+
∑
f∈F
afC
f
g (ψ1, . . . , ψs),
(5.26)
while for each l ∈ L \ Lµ:
Clg(ψ1, . . . , ψs) =
∑
j∈J
ajC
j
g(ψ1, . . . , ψs) +
∑
f∈F
afC
f
g (ψ1, . . . , ψs), (5.27)
where eachCfg (ψ1, . . . , ψs) has δR+δψ+δRic ≥ µ+1 (and hence is 1-cumbersome).
This follows since Clg(ψ1, . . . , ψs), l ∈ L \ Lµ has δW + δP ≥ µ+ 1.
Remark: We observe that for each complete contration Cfg (ψ1, . . . , ψs) in
the RHSs of (5.26), (5.27) with α > 0 factors R (of the scalar curvature) will
respectively satisfy δ ≥ µ+2α, δ ≥ µ+1+2α. This is because a factor R in the
RHS can only arise from an (undifferentiated) factorWijkl in the LHS of (5.26),
(5.27); thus a factor with no internal contractions in the LHS gives rise to a fac-
tor R = Rabab with two internal contractions. (This remark will be useful in [5]).
In view of the form (5.22) where each complete contraction has δW +δP ≥ µ,
we derive that:
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Isg (ψ1, . . . , ψs) =
∑
l∈Lµ
alC
l,ι
g (ψ1, . . . , ψs) +
∑
j∈J
ajC
j
g(ψ1, . . . , ψs)
+
∑
f∈F
afC
f
g (ψ1, . . . , ψs) + (Junk);
(5.28)
Lµ here is the same index set as in Proposition 5.1. The linear combinations∑
j∈J . . . ,
∑
f∈F . . . are generic linear combinations of contributors and cum-
bersome complete contractions (see definition 5.9). (Junk) stands for a generic
linear combination of terms with at least σ + 1 factors in total.
Now, for the next Lemma, we will let Zg(ψ1, . . . , ψs) stand for any linear
combination in the form above, where
∑
l∈Lµ
. . . is the same linear combina-
tion as in Isg (ψ1, . . . , ψs), while
∑
f∈F . . . ,
∑
j∈J . . . , (Junk) are allowed to be
generic linear combinations of the forms described above. In these generic lin-
ear combinations Zg(ψ1, . . . , ψs) we will still be assuming that Zg(ψ1, . . . , ψs) is
symmetric in the functions ψ1, . . . , ψs.
We partition the index set F into subsets: We let f ∈ F q,z if and only if
Cfg (ψ1, . . . , ψs) has q factors of the form ∇
a1...at∇(p)Ric or R and also has
δR + δRic + δψ = z. We also define F
q =
⋃
z≥µ F
q,z. One last language con-
vention before stating our claims: We will say that the index set F q (or more
generally F ) is bad if there are complete contractions Cfg (ψ1, . . . , ψs), f ∈ F
q
with at least σ − 2 factors in the form ∆ψh or R (scalar curvature).
The main Claims:
Lemma 5.4 Consider any Zg(ψ1, . . . , ψs), written out as a linear combination
in the form (5.28). Assume that
∫
Mn
Zg(ψ1, . . . , ψσ)dVg = 0 for every (M
n, g)
and every function ψ1 = · · · = ψσ = ψ ∈ C∞(Mn).44 Assume also that for a
given q1 > 0, F
q = ∅ for every q > q1. Moreover, we assume that for a given
z1 ≥ µ F q1,z = ∅ for every z < z1. We make different claims for the two cases
z1 > µ and z1 = µ.
If z1 > µ and F
q1 is not bad,45 we claim that there is a linear combination
of vector fields,
∑
h∈Hq1,z1 ahC
h,i
g (ψ1, . . . , ψs) where each C
h,i
g (ψ1, . . . , ψs) is in
the form (5.24) with length σ, q+α = q1, δR+ δRic+ δψ = z1 and with one free
index, so that:
∑
f∈F q1,z1
afC
f
g (ψ1, . . . , ψs)− divi
∑
h∈Hq1,z1
ahC
h,i
g (ψ1, . . . , ψs) =
∑
s∈S
asC
s
g(ψ1, . . . , ψs) +
∑
t∈T
atC
t
g(ψ1, . . . , ψs),
(5.29)
44This is just a re-statement of the fact that Zg(ψ1, . . . , ψσ) is symmetric in the functions
ψ1, . . . , ψσ .
45See the language convention above.
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where each Csg(ψ1, . . . , ψs) is in the form (5.24), has length σ and is not bad, and
has q+α = q1− 1, δR+ δRic +α = z1. On the other hand, each Ctg(ψ1, . . . , ψs)
is of the form (5.24) with length σ and q + α = q1 factors ∇
(p)Ric or R,
δR+ δRic+ δψ = z1+1. The above holds modulo complete contractions of length
> σ.
In the case where z1 = µ and F
q1 is not bad, we claim that there is a linear
combination of vector fields
∑
h∈Hq1,z1 ahC
h,i
g (ψ1, . . . , ψs), where each
Ch,ig (ψ1, . . . , ψs) is in the form (5.24) with length σ, q+α = q1, δR+δRic+δψ = µ
and with one free index, so that:
∑
f∈Fq1,δ1
afC
f
g (ψ1, . . . , ψs)− divi
∑
h∈Hq1,z1
ahC
h,i
g (ψ1, . . . , ψs) =
∑
t∈T
atC
t
g(ψ1, . . . , ψs)
(5.30)
where each Ctg(ψ1, . . . , ψs) is in the form (5.24) (not bad) with length σ and
q + α = q1 factors ∇(p)Ric or R, δ = µ+ 1. The above holds modulo complete
contractions of length > σ.
Claim 2: Consider Isg (ψ1, . . . , ψs), in the form (5.28), and suppose F is bad.
We claim that there is a linear combination of vector fields,∑
h∈Hq1 ahC
h,i
g (ψ1, . . . , ψs) where each C
h,i
g (ψ1, . . . , ψs) is in the form (5.24)
with length σ, q + α = q1, and with one free index, so that:
∑
f∈Fq1
afC
f
g (ψ1, . . . , ψs)− divi
∑
h∈Hq1
ahC
h,i
g (ψ1, . . . , ψs) =
∑
x∈X
axC
x
g (ψ1, . . . , ψs),
(5.31)
where each of the complete contractions Cxg (ψ1, . . . , ψs) is of the form (5.24)
with length σ and q + α ≤ q1 and δ ≥ µ + 1, and is not bad. The above holds
modulo complete contractions of length > σ.
Note: Claim 2 will be proven in [5].
Observe that the Lemma 5.4 implies that there is a linear combination of
vector fields
∑
h∈H ahC
h,i
g (ψ1, . . . , ψs), where each C
h,i
g (ψ1, . . . , ψs) is a partial
contraction of length σ in the form (5.24) and with one free index, so that:
∑
f∈F
afC
f
g (ψ1, . . . , ψs)− divi
∑
h∈H
ahC
h,i
g (ψ1, . . . , ψs) =
∑
j∈J
ajC
j
g(ψ1, . . . , ψs).
(5.32)
Here the first sublinear combination is not generic, but stands for the sublinear
combination in (5.28). The above holds modulo complete contractions of length
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> σ. Therefore, assuming we can prove Lemma 5.4 we can then apply it to the
integral equation
∫
Mn
Isg (ψ1, . . . , ψs)dVg = 0 (recall that I
s
g(ψ1, . . . , ψs) is in the
form (5.28)), to derive a new integral equation:
∫
Mn
∑
l∈Lµ
alC
l,ι
g (ψ1, . . . , ψs)+
∑
j∈J
ajC
j
g(ψ1, . . . , ψs)+
∑
ζ∈Z
aζC
ζ
g (ψ1, . . . , ψs)dVg = 0,
(5.33)
which holds for every (Mn, g) and every ψ1 = · · · = ψσ = ψ ∈ C∞(Mn) (recall
that our complete contractions are assumed to be symmetric in the functions
ψ1, . . . , ψs), where the complete contractions C
ζ
g have length ≥ σ + 1 and the
complete contractions Clg, C
j
g are as described below equation (5.28).
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Our next Lemma will then apply to the new integral equation (5.33). In
order to state it, we will need one extra definition:
Definition 5.10 For each complete contraction Cg(φ) or vector field C
i
g(φ) in
the form (5.24), with no factors ∇(p)Ric or R and with δ = µ (in other words
there are µ internal contractions and all of them involve a derivative index), we
denote by C
|i1...iµ
g (φ)∇i1υ . . .∇iµυ, C
i|i1...iµ
g (φ)∇i1υ . . .∇iµυ, the complete con-
traction or vector field that arises from it by replacing each internal contraction
(∇a, a) by an expression (∇aυ, a).47
Lemma 5.5 Assume an equation:∫
Mn
∑
l∈Lµ
alC
l,ι
g (ψ1, . . . , ψs) +
∑
j∈J
ajC
j
g(ψ1, . . . , ψs)
+
∑
ζ∈Z
aζC
ζ
g (ψ1, . . . , ψs)dVg = 0,
(5.34)
which holds for every compact (Mn, g) and every ψ1, . . . , ψs ∈ C
∞(Mn), and
where each Cζg has length ≥ σ + 1. We then claim that there is a linear
combination of normalized vector fields
∑
d∈D adC
d,i
g (ψ1, . . . , ψs), where each
Cd,ig (ψ1, . . . , ψs) is in the form (5.24) with no factors ∇
(p)Ric or R and with
δ = µ, so that:
∑
l∈Lµ
alC
l,ι|i1...iµ
g (ψ1, . . . , ψs)∇i1υ . . .∇iµυ
−
∑
d∈D
adXdiviC
d,i|i1...iµ
g (ψ1, . . . , ψs)∇i1υ . . .∇iµυ = 0,
(5.35)
modulo complete contractions of length ≥ σ + µ+ 1.
46In particular, the linear combination
P
l∈Lµ
alC
l,ι
g (ψ1, . . . , ψs) is the same linear combi-
nation that appears in Proposition 5.1, while the linear combination
P
j∈J . . . is a generic
linear combination of complete contractions as explained below equation (5.28).
47We thus obtain complete contractions and vector fields of length σ + µ.
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Let us check how Proposition 5.1 follows from Lemma 5.5.
Just observe that Lemma 5.1 and (5.35) imply that the vector field T i :=
Weylify[
∑
d∈D adΠρ
µ
υC
d,i
g (ψ1, . . . , ψs)] fulfils the requirements of Proposition
5.1.
Thus, if we can show Lemmas 5.4, 5.5, Proposition 3.1 will follow.
5.3 The main algebraic Proposition.
The Proposition that we state in this section will imply Lemmas 5.4 and 5.5.
In order to state and prove the main algebraic proposition we will need some
more terminology. We will be considering tensor fields Ci1...iαg (Ω1, . . . ,Ωp) of
length σ (with no internal contractions) in the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(ms)Rijkl ⊗∇
(b1)Ω1 ⊗ · · · ⊗ ∇
(bp)Ωp); (5.36)
here σ = s+p and i1 , . . . , iα are the free indices. Such a complete contraction will
be called acceptable if each bi ≥ 2. Recall the operation Xdiv from Definition
5.3.
Proposition 5.2 Consider two linear combinations of acceptable tensor fields
in the form (5.36),
∑
l∈L1
alC
l,i1...iα
g (Ω1, . . . ,Ωp),
∑
l∈L2
alC
l,i1...iβl
g (Ω1, . . . ,Ωp),
where each Cl,i1...iαg above has length σ ≥ 3 and a given number σ1 = σ − p
of factors in the form ∇(m)Rijkl. Assume that for each l ∈ L2, βl ≥ α + 1.
Assume that modulo complete contractions of length ≥ σ + 1:
∑
l∈L1
alXdivi1 . . .XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp)+
∑
l∈L2
alXdivi1 . . .XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp) = 0.
(5.37)
We claim that there is a linear combination of acceptable (α+1)-tensor fields
in the form (5.36),
∑
r∈R arC
r,i1...iα+1
g (Ω1, . . . ,Ωp), with length σ so that:
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∑
l∈L1
alC
l,(i1...iα)
g (Ω1, . . . ,Ωp) =
∑
r∈R
arXdiviα+1C
r,(i1...iα)iα+1
g (Ω1, . . . ,Ωp),
(5.38)
modulo terms of length ≥ σ + 1.
48Recall that given a β-tensor field T i1,...iα...iβ , T (i1...iα)...iβ stands for a new tensor field
that arises from T i1,...iα...iβ by symmetrizing over the indices i1 , . . . , iα .
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Note: Observe that the conclusion (5.38) of this Proposition is equivalent to
the equation:
∑
l∈L1
alC
l,i1...iα
g (Ω1, . . . ,Ωp)∇i1υ . . .∇iαυ =
∑
r∈R
arXdiviα+1 [C
r,i1...iαiα+1
g (Ω1, . . . ,Ωp)∇i1υ . . .∇iαυ],
(5.39)
which holds modulo complete contractions of length ≥ σ + α + 1. (Recall that
Xdiviα+1 [. . . ] in the RHS of the above stands for the sublinear combination of
terms in diviα+1 [. . . ] where the derivative ∇
iα+1 is not allowed to hit the factor
to which the free index iα+1 nor any of the factors ∇υ).
In the next subsection we show how the main algebraic proposition 5.2 implies
Lemmas 5.4, 5.5, and hence also Proposition 3.1.
5.4 Lemmas 5.4 and 5.5 follow from Proposition 5.2.
We first check that Lemma 5.5 indeed follows from Proposition 5.2.
Our starting point will be to apply the super divergence formula to the
integral equation (5.34).
Definition 5.11 For each l ∈ Lµ and each j ∈ J , we denote by C
l,ι|i1...iµ
g (ψ1, . . . , ψs),
C
j|i1...imj
g (ψ1, . . . , ψs) the tensor fields that arise from C
l,ι
g (ψ1, . . . , ψs),
Cjg(ψ1, . . . , ψs), respectively, by making all the internal contractions into free
indices (recall the definition 2.3).
The super divergence formula applied to (5.34) gives the local equation:
(−1)µ
∑
l∈Lµ
alXdivi1 . . .XdiviµC
l,ι|i1...iµ
g (ψ1, . . . , ψs)+
∑
j∈J
aj(−1)
mj−1Xdivi1 . . .XdivimjC
j|i1...imj
g (ψ1, . . . , ψs) = 0,
(5.40)
which holds modulo complete contractions of length ≥ σ + 1.
Clearly, each of the complete contractions Cl,ι, Cj has factors ∇(b)ψh with
b ≥ 2. Therefore, each of the tensor fields in (5.40) has factors∇(c)ψh with c ≥ 1,
and moreover the factors∇ψh can only arise from factors ∆ψh by replacing ∆ψh
by ∇aψh (a is a free index).
For each Cl,ι, Cj appearing in (5.5) let |∆|(l), |∆|(j) stand for the number
of factors ∆ψh. We define |∆|Max to stand for maxf∈Lµ,f∈J |∆|(f).
We observe that if |∆|Max = 0, then Lemma 5.5 follows by just applying
Proposition 5.2 to (5.40). In the case |∆|Max > 0 we cannot directly apply
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Proposition 5.2 to (5.40) due to the presence of factors ∇ψh among certain ten-
sor fields in (5.40). We will treat the case |∆|Max > 0 further down.
Lemma 5.4 follows from Proposition 5.2 (general discussion): (Refer to the
notation of Lemma 2.1). We apply Lemma 2.1 to the equation
∫
Mn
Zg(ψ1, . . . , ψσ)dVg
(see the hypothesis of Lemma 5.4) and deduce that modulo complete contrac-
tions of length ≥ σ + 1:
∑
f∈Fq1,z1
afXdivi1 . . . Xdiviz1C
f,i1...iz1
g (ψ1, . . . , ψs,Ω
q1)+
∑
z>z1
∑
f∈Fq1,z
afXdivi1 . . . XdivizC
f,i1...iz
g (ψ1, . . . , ψs,Ω
q1) = 0.
(5.41)
We now define |∆|(f) for each complete contraction Cf in Lemma 5.4 to
stand for the number of factors ∆ψh or ∆Ω. (Observe that by construction a
factor ∆Ω can only arise in C
f,i1...iz1
g (ψ1, . . . , ψs,Ω
q1) by replacing some fac-
tor R in C
f,i1...iz1
g (ψ1, . . . , ψs) by −2∆Ω). We define |∆|Max to stand for
maxf∈F q1,z ,z≥z1 |∆|(f). We write |∆|Max =M , for short.
Lemma 5.4 in the case where |∆|Max = 0 can be shown by applying Proposi-
tion 5.2 and the operation Riccify to (5.41). The details of this will be provided
below, in the cases where M := |∆|Max > 0. That proof, if we set M = 0 ap-
plies to show how Lemma 5.4 follows from (5.41), in the both the case z1 = µ
and z1 > µ.
Proof of Lemmas 5.4 and 5.5: We now consider equations (5.40) and
(5.41) where |∆|Max > 0. Our strategy will then be to reduce ourselves to
the case where |∆|Max = 0 by a downward induction on |∆|Max (see be-
low). In this general situation, we will not show Lemmas 5.4 and 5.5 all in
one piece, but rather we will distinguish cases. We distinguish three cases: Ei-
ther |∆|Max = σ − 1 or it is σ − 2 or it is ≤ σ − 3. Here we consider only the
case |∆|Max ≤ σ− 3. The cases |∆|Max = σ− 1, |∆|Max = σ− 2 will be treated
in [5]. (For reference purposes, we codify the claim of Lemmas 5.4, 5.5 when
|∆|Max = σ − 1, |∆|Max = σ − 2 in the end of this subsection.)
Proof of Lemmas 5.4 and 5.5 in the case M = |∆|Max ≤ σ − 3.
Outline: We will claim the equations (5.42), (5.43), (5.44), (5.45), (5.46)
below, and will show how Lemmas 5.4 and 5.5 will follow from these four equa-
tions. We then prove these four equations (using Proposition 5.2).
Lemma 5.5: In (5.40), we let LKµ , K = 1, . . . ,M to the index set of the
complete contractions Cl,ιg with K factors ∆ψh. Accordingly, we let J
K , K =
1 . . . ,M be the index set of complete contractions Cjg with K factors ∆ψh.
Consider (5.40). We claim that there exists a linear combination of vector
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fields,
∑
v∈VM avC
v,i
g (ψ1, . . . , ψs), with each C
v,i
g in the form (5.24) with length
σ, δ = µ and with no factors ∇(p)Ric or R, but with M factors ∆ψh, so that:49
∑
l∈LMµ
alC
l,ι|i1...iµ
g (ψ1, . . . , ψs)∇i1υ . . .∇iµυ = [Xdivi
∑
v∈VM
avC
v,i|i1...iµ
g (ψ1, . . . , ψs)
+
∑
r∈RM−1
arC
r|i1...iµ
g (ψ1, . . . , ψs)]∇i1υ . . .∇iµυ,
(5.42)
where each C
r|i1...iµ
g (ψ1, . . . , ψs) on the RHS is a partial contraction in the form
(5.24) (with µ free indices) with no factors ∇(p)Ric,R, with δ = µ but M − 1
factors ∆ψh.
If we can prove the above, then we will be reduced to proving Lemma 5.5
under the extra assumption that for every Cl,ιg in (5.34) will have at mostM−1
factors ∆ψh.
In this setting, we define δmin(M) to stand for the minimum number of
internal contractions among the complete contractions Cj , j ∈ JM in (5.34).
By definition, δmin(M) ≥ µ + 1. We then claim that there exists a linear
combination of vector fields,
∑
h∈HM
δmin(M)
ahC
h,i
g (ψ1, . . . , ψs), where each C
h,i
g
is in the form (5.24) with length σ, δ = δmin(M) and with no factors ∇(p)Ric
or R but with M factors ∆ψh, so that:
∑
j∈JM
δmin(M)
ajC
j|i1...iδmin(M)
g (ψ1, . . . , ψs)∇i1υ . . .∇iδmin(M)υ
−Xdivi
∑
h∈HM
δmin(M)
ahC
h,i||i1...iδmin(M)
g (ψ1, . . . , ψs)∇i1υ . . .∇iδmin(M)υ
=
∑
r∈RM
arC
r|i1...iδmin(M)
g (ψ1, . . . , ψs)∇i1υ . . .∇iδmin(M)υ,
(5.43)
where each C
r|i1...iδmin(M)
g (ψ1, . . . , ψs) is a partial contraction in the form (5.24)
(with µ free indices) and with δR = δmin(M) and M − 1 factors ∆ψh.
Observe that (5.42), (5.43), imply Lemma 5.5: Iteratively applying them we
reduce ourselves to proving Lemma 5.5 under the additional assumption that
each Cl,ι has no factors ∆ψh, and also each C
j has no factors ∆ψh. In that
case we have already shown how Lemma 5.5 directly follows from Proposition
5.2.
Lemma 5.4: We make analogous claims regarding Lemma 5.4. Consider
(5.41). We denote by F q1,zK ,K = 1, . . . ,M the index set of complete contractions
with K factors ∆ψh or ∆Ω. We initially consider the sublinear combination
49Note: We will be writing Πρµ[. . . ] instead of Πρµυ [. . . ] to avoid confusion
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indexed in F q1,z1M . We then make two different claims, for the two cases z1 = µ
and z1 > µ. If z1 > µ, then for some complete contraction C
f
g , f ∈ F
q1,z1
M ,
we may have factors R (of the scalar curvature); if z1 = µ there can be no
such factors (by definition). We further subdivide F q1,z1M into subsets F
q1,z1
M,α ,
α = 0, . . . ,M , where f ∈ F q1,z1M,α if and only if C
f has α factors R (and hence
M − α factors ∆ψ).
We claim that for each of the index sets F q1,z1M,α there is a linear combination of
vector fields,
∑
r∈R
q1,z1
M,α
arC
r,i
g (ψ1, . . . , ψs) where each C
r,i is in the form (5.24)
and has q1−α factors ∇(p)Ric, δ = z1 and α factors R andM −α factors ∆ψh,
so that modulo complete contractions of length ≥ σ + 1:
∑
f∈F
q1,z1
M,α
afC
f
g (ψ1, . . . , ψs)− divi
∑
r∈R
q1,z1
M,α
arC
r,i
g (ψ1, . . . , ψs) =
∑
d∈D1
adC
d
g (ψ1, . . . , ψs) +
∑
d∈D2
adC
d
g (ψ1, . . . , ψs) +
∑
d∈D3
adC
d
g (ψ1, . . . , ψs),
(5.44)
where each Cd, d ∈ D1 has q1 factors∇(p)Ric andM factors ∆ψh and δ = z1+1.
Each Cd, d ∈ D2 has q1− 1 factors ∇(p)Ric and M factors ∆ψ1 and δ = z1. Fi-
nally, each Cd, d ∈ D3 has q1 factors∇
(p)Ric andM−1 factors ∆ψh and δ = z1.
In the case where z1 = µ, we have noted that no C
f , f ∈ F q1,µM has a
factor R. We then claim that there is a linear combination of vector fields,∑
t∈T atC
t,i
g (ψ1, . . . , ψs) in the form (5.24) with q1 factors ∇
(p)Ric and with
δ = z1 = µ and with M factors ∆ψh, so that modulo complete contractions of
length ≥ σ + 1:
∑
f∈F
q1,z1
M
afC
f
g (ψ1, . . . , ψs)− divi
∑
t∈T
atC
t,i
g (ψ1, . . . , ψs) =
∑
d∈D1
adC
d
g (ψ1, . . . , ψs) +
∑
d∈D3
adC
d
g (ψ1, . . . , ψs),
(5.45)
where the complete contractions on the right hand side are as in the notation
under (5.44).
Assuming (for a moment) (5.44), (5.45), we are reduced to proving Lemma
5.4 under the additional assumption that F q1,z1M = ∅. In that setting, we define
zmin(M) to stand for the minimum z for which F
q1,z
M 6= ∅. By our hypothesis,
zmin(M) > z1 = µ. On the other hand, some contractions C
f
g , f ∈ F
q1,zmin(M)
M ,
might have factors R (of the scalar curvature). We further subdivide F
q1,zmin(M)
M
into subsets F q1,zM,α, α = 0, . . . ,M , where f ∈ F
q1,z
M,α if and only if C
f has α factors
R and M − α factors ∆ψ.
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We claim that for each of the index sets F
q1,zmin(M)
M,α , there is a linear com-
bination of vector fields,
∑
r∈R
q1,zmin(M)
M,α
arC
r,i
g (ψ1, . . . , ψs) where each C
r,i is in
the form (5.24) and has δ = zmin(M) and α factors R and M − α factors ∆ψh,
so that modulo complete contractions of length ≥ σ + 1:
∑
f∈F
q1,zmin(M)
M,α
afC
f
g (ψ1, . . . , ψs)− divi
∑
r∈R
q1,zmin(M)
M,α
arC
r,i
g (ψ1, . . . , ψs) =
∑
d∈D1
adC
d
g (ψ1, . . . , ψs) +
∑
d∈D2
adC
d
g (ψ1, . . . , ψs) +
∑
d∈D3
adC
d
g (ψ1, . . . , ψs).
(5.46)
In the above, each Cd, d ∈ D1 is a complete contraction with δ = zmin(M) + 1
and all the other features being the same as the contractions Cf indexed in F q1M
(in particular they have δ = zmin). Each C
d, d ∈ D2 is a complete contraction
with q = q1−1 and all the other features being the same as the contractions Cf
indexed in F q1M (in particular they have δ = zmin). Finally, each C
d, d ∈ D3 is a
complete contraction with a total of M − 1 factors R or ∆ψh, and all the other
features being the same as the contractions Cf indexed in F q1M (in particular
they have δ = zmin).
We remark that (5.46) implies that modulo complete contractions of length
≥ σ + 1:
∑
f∈F
q1,zmin(M)
M
afC
f
g (ψ1, . . . , ψs)− divi
M∑
α=0
∑
r∈R
q1,zmin(M)
M,α
arC
r,i
g (ψ1, . . . , ψs) =
∑
d∈D1
adC
d
g (ψ1, . . . , ψs) +
∑
d∈D2
adC
d
g (ψ1, . . . , ψs) +
∑
d∈D3
adC
d
g (ψ1, . . . , ψs).
(5.47)
Th terms in the RHS of the above have the same properties as the terms in the
RHS of (5.46).
Thus, in order to derive Lemma 5.5 we need to show (5.42), (5.43), and to
derve Lemma 5.4 we need to show (5.44), (5.45), (5.46).
Proof of equations (5.42) and (5.43).
Our aim is to apply Proposition 5.2 to equation (5.40). Since (5.11) is
symmetric in the functions ψ1, . . . , ψs, we can just set ψ1 = . . . ψs = ψ and we
lose no information. For notational convenience, we will still write ψ1, . . . , ψs
but the functions ψ1, . . . , ψs will in fact all be equal to ψ. Now, by factoring
out the factors ∆ψ we write:
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∑
l∈LM
Cl,ιg (ψ1, . . . , ψs) +
∑
j∈JM
Cjg(ψ1, . . . , ψs) =
∑
l∈LM
Cl,ιg (ψM+1, . . . , ψs)∆ψ1 . . .∆ψM +
∑
j∈JM
Cjg(ψM+1, . . . , ψs)∆ψ1 . . .∆ψM .
(5.48)
In view of (5.40), we claim:
∑
l∈LMµ
alXdivi1 . . .Xdiviµ−MC
ι,l|i1...iµ−M
g (ψM+1, . . . , ψs)+
∑
j∈JM
ajXdivi1 . . . Xdivimj−MC
j|i1...imj−M
g (ψM+1, . . . , ψs) = 0,
(5.49)
modulo complete contractions of length ≥ σ−M +1. (5.49) follows by focusing
on the sublinear combination in (5.40) that hasM factors∇ψ1, . . . ,∇ψM (notice
that this sublinear combination vanishes separately and all ∇ψh’s are contracting
against derivative indices), and the formally erasing the factors ∇ψh and the
(derivative) indices against which they contract. This produces a new true
equation,50 which is precisely (5.49).
We now directly apply Proposition 5.2 to (5.49)51 (since by the hypothesis
that |∆|Max ≤ σ− 3 the real length of the tensor fields in (5.49) is ≥ 3). In the
case where LMµ 6= ∅, we deduce that there is a linear combination of acceptable
µ−M + 1-tensor fields,∑
h∈H ahC
h,i1...iµ−M+1
g (ψM+1, . . . , ψs), so that:
∑
l∈LMµ
alC
ι,l|i1...iµ−M
g (ψM+1, . . . , ψs)∇i1υ . . .∇iµ−M υ =
∑
h∈H
ahXdiviµ−M+1C
h,i1...iµ−M+1
g (ψM+1, . . . , ψs)∇i1υ . . .∇iµ−M υ.
(5.50)
Therefore, since the above holds formally, we observe that the linear combi-
nation of vector fields needed for (5.42) is precisely
[Ch,i1...iµ−M+1g (ψM+1, . . . , ψs)∇i1υ . . .∇iµ−M υ]
· ∇k1υ∇k1ψ1 . . .∇
kM υ∇kMψM .
(5.51)
We prove (5.43) by a very similar argument. We again use the notation
(5.48), only now LMµ = ∅. We claim:
50This fact can be rigorously checked by applying the operation Erase–see the Appendix
below.
51After first re-writing (5.49) in dimension n− 2M .
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∑
j∈JM
δmin(M)
ajXdivi1 . . . Xdiviδmin(M)−MC
j|i1...iδmin(M)−M
g (ψM+1, . . . , ψs)+
∑
δ>δmin(M)
∑
j∈JM
δ
ajXdivi1 . . . Xdivimj−MC
j|i1...imδmin−M
g (ψM+1, . . . , ψs) = 0,
(5.52)
modulo complete contractions of length ≥ σ−M +1. This again follows by fo-
cusing on the sublinear combination in (5.40) that hasM factors∇ψ1, . . . ,∇ψM
(notice this sublinear combination vanishes separately) and then applying the
eraser to ∇ψ1, . . . ,∇ψM .
We now apply Proposition 5.2 to (5.52). We deduce that there is a linear
combination of acceptable (δmin(M)−M+1)-tensor fields,
∑
h∈H ahC
h,i1...iδmin(M)−M+1
g ,
so that:
∑
l∈LMµ
alC
ι,l|i1...iδmin(M)−M
g (ψM+1, . . . , ψs)∇i1υ . . .∇iδmin(M)−M υ −
∑
h∈H
ah
Xdiviδmin(M)−M+1C
h,i1...iδmin(M)−M+1
g (ψM+1, . . . , ψs)∇i1υ . . .∇iδmin(M)−M υ = 0.
(5.53)
Therefore, since the above holds formally, we derive that the linear combi-
nation of vector fields needed for (5.43) is precisely:
∑
h∈H
ahC
h,i1...iδmin(M)−M+1
g (ψM+1, . . . , ψs)∇i1υ . . .∇iδmin(M)−M υ
∇k1υ∇k1ψ1 . . .∇
kM υ∇kMψM .
(5.54)
The proof of (5.44), (5.45), (5.46):
We start with (5.44) and (5.46). We will prove (5.46); this proof applies to
show (5.44) by just setting zmin(M) = z1. We begin by noting an equation
analogous to (5.48): Let α1 ≥ 0 be the smallest value of α for which each
F
q1,zmin(M)
M,α with α > α1 is empty. We will then show (5.46) for α = α1.
Clearly, if we can prove this, then (5.46) follows for every α, by induction. We
observe that each of the other complete contractions appearing in the equation
of Lemma 5.4 must either have less than M factors ∆ψh, R (in total), or will
have M such factors in total but less than α1 factors R. This just follows from
the definition of M and α1.
Again, using the fact that the complete contractions are symmetric in the
functions ψ1, . . . , ψs, we may assume with no loss of generality that these func-
tions are all equal to ψ. We factor out the factors ∆ψh, R to write out:
52
∑
f∈F
q1,zmin(M)
M,α1
afC
f
g (ψ1, . . . , ψs) +
∑
z>zmin(M)
∑
f∈F
q1,zmin(M)
M,α1
afC
f
g (ψ1, . . . , ψs) =
{
∑
f∈F
q1,zmin(M)
M,α1
afC
f
g (ψM−α1+1, . . . , ψs)
+
∑
z>zmin(M)
∑
f∈F
q1,zmin(M)
M,α1
afC
f
g (ψM−α1+1, . . . , ψs)} · R
α1∆ψ1 . . .∆ψM−α1 .
(5.55)
We now claim that modulo complete contractions of length ≥ σ−M−α+1:
Xdivi1 . . .Xdivizmin(M)−M
∑
f∈F
q1,zmin(M)
M,α1
afC
f,i1...izmin(M)−M
g (ψM−α1+1, . . . , ψs,
Ωq1−α1) +Xdivi1 . . .Xdiviz−M
∑
z>zmin(M)
∑
f∈F
q1,zmin(M)
M,α1
afC
f,i1...iz−M
g (ψM−α1+1,
. . . , ψs,Ω
q1−α1) = 0.
(5.56)
This follows by picking out the terms in (5.41) with α1 factors ∇Ω, M −
α factors ∇ψ (this sublinear combination must vanish separately) and then
formally erasing these factors and the indices against which they contract.52
We may now apply Proposition 5.2 to (5.56). We derive that there is a linear
combination of (zmin(M) − M + 1)-tensor fields,
∑
z∈Z azC
z,i1...izmin(M)−M+1
g
(written in dimension −n+ 2M), as stated in Proposition 5.2, so that modulo
complete contractions of length ≥ σ −M + zmin(M) + 1:
∑
f∈F
q1,zmin(M)
M,α1
afC
f,i1...izmin(M)−M
g (ψM−α1+1, . . . , ψs,Ω
q1−α1)∇i1υ . . .∇izmin(M)−M υ
−Xdivizmin(M)−M+1
∑
t∈T
atC
t,i1...izmin(M)−M+1
g (ψM−α1+1, . . . , ψs,Ω
q1−α1)
∇i1υ . . .∇izmin(M)−M υ = 0.
(5.57)
We act on the above equation with the operation Riccify. Observe that:
52A rigorous proof that this formal operation produces a true equation can be derived by
virtue of the operation Erase–see the Appendix below.
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∑
f∈F
q1,zmin(M)
M,α1
afRiccify[C
f,i1...izmin(M)−M
g (ψM−α1+1, . . . , ψs,Ω)∇i1υ
. . .∇izmin(M)−Mυ] ·R
α1∆ψ1, . . .∆ψM−α1 =
∑
f∈F
q1,zmin(M)
M,α1
afC
f
g (ψ1, . . . , ψs).
(5.58)
Thus, by virtue of the above equation and Lemma 5.2, we see that the vector
field required for equations (5.44), (5.46) is precisely:
∑
t∈T
atRiccify[C
t,i1...izmin(M)−M+1
g (ψM−α1+1, . . . , ψs,Ω
q1−α1)
∇i1υ . . .∇izmin(M)−M υ] · R
α1∆ψ1 . . .∆ψM−α1 .
(5.59)
Proof of (5.45):
The proof in this case is very slightly different from the proof of (5.44),
(5.46).
We recall that for each f ∈ F q1,µM , C
f
g (ψ1, . . . , ψs) must have M factors
∆ψh (i.e. there are no factors R, by definition) and will furthermore contain
factors ∇a1...at∇
(p)
r1...rpRicab and for each such factor one of the indices
a1 , . . . , at
is contracting against the index b (this implies that for each such factor we have
t > 0). With no loss of generality, we assume that the index a1 is contracting
against the index b. Thus, applying the contracted second Bianchi identity,
we may replace the factor ∇a1...at∇
(p)
r1...rpRicab by a factor
1
2∇
a2...at∇
(p+1)
r1...rpaR,
modulo introducing complete contractions with more that σ factors. Moreover,
as in the previous case we set ψ1, . . . , ψs = ψ, although we will still write
ψ1, . . . , ψs for notational convenience.
We pick out the complete contractions indexed in
⋃
z>µ F
q1,z that have
exactly M factors ∆ψh. By our notational conventions, they will be indexed in⋃
z>µ F
q1,z
M,0 . We again write out:
∑
f∈F
q1,µ
M
afC
f
g (ψ1, . . . , ψs) +
∑
f∈
S
z>µ F
q1,z
M,0
afC
f
g (ψ1, . . . , ψs) =
(
1
2
)q1
∑
f∈F
q1,µ
M
afC
f
g (ψM+1, . . . , ψs)∆ψ1 . . .∆ψM
+
∑
f∈
S
z>µ F
q1,z
M
afC
f
g (ψM+1, . . . , ψs)∆ψ1 . . .∆ψM ,
(5.60)
where each Cfg (ψM+1, . . . , ψs), f ∈ F
q1,µ
M is now in the form:
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contr(∇f1...fy∇(m1)Rijkl ⊗ · · · ⊗ ∇
g1...gp∇(ms)Rijkl
⊗∇y1...yw∇(d1)a1...ad1R⊗ · · · ⊗ ∇
x1...xp∇
(dq1)
b1...bdq1
R⊗
∇a1...at1∇(u1)ψ1 ⊗ · · · ⊗ ∇
c1...cts∇(us)ψs),
(5.61)
while each Cfg (ψM+1, . . . , ψs), f ∈ F
q1,z
M,0 , z > µ is still in the form:
contr(∇f1...fy∇(m1)Rijkl ⊗ · · · ⊗ ∇
g1...gp∇msRijkl
⊗∇y1...yw∇(d1)Ricij ⊗ · · · ⊗ ∇
x1...xp∇(dq1)Ricij⊗
∇a1...at1∇u1ψ1 ⊗ · · · ⊗ ∇
c1...cts∇usψs),
(5.62)
(with δ > µ).
Now, for each f ∈ F q1,µ we denote by Cfg (ψM+1, . . . , ψs,Ω
q1) the com-
plete contraction that arises from Cfg (ψM+1, . . . , ψs) by replacing the factors
∇a1...at∇
(p)
r1...rpR by ∇
a1...ath∇
(p)
r1...rph
Ω. For each f ∈ F q1,zM,0 , z > µ,
Cfg (ψM+1, . . . , ψs,Ω
q1) is the same as before. Applying Lemma 2.1 to the equa-
tion
∫
Mn
IsgdVg = 0 and then the eraser to the M factors ∇ψ, we derive that
modulo complete contractions of length ≥ σ −M + 1:
Xdivi1 . . . Xdivµ−M
∑
f∈F
q1,µ
M
afC
f,i1...iµ−M
g (ψM+1, . . . , ψs,Ω
q1)
+Xdivi1 . . . Xdivz−M
∑
f∈
S
z>µ F
q1,z
M,0
afC
f,i1,...iz−M
g (ψM+1, . . . , ψs,Ω
q1) = 0.
(5.63)
Now, applying Proposition 5.2 to the above, we deduce that there is a linear
combination of acceptable (µ−M+1)-tensor fields,
∑
t∈T atC
t,i1...iµ−M+1
g (ψ1, . . . , ψs,Ω),
so that modulo complete contractions of length ≥ σ −M + µ+ 1:
∑
f∈F
q1,µ
M
afC
f,i1...iµ−M
g (ψM+1, . . . , ψs,Ω
q1)∇i1υ . . .∇iµ−M υ
−Xdiviµ−M+1
∑
t∈T
atC
t,i1...iµ−M+1
g (ψ1, . . . , ψs,Ω
q1)∇i1υ . . .∇iµ−M υ = 0.
(5.64)
Finally, an observation: The above equation holds formally. We observe that
by construction, each complete contraction
Cf,i1...iµ−Mg (ψM+1, . . . , ψs,Ω
q1)∇i1υ . . .∇iµ−M υ
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has at least one factor ∇υ contracting against each factor ∇(p)Ω. Therefore,
since the equation holds formally we may assume with no loss of generality that
the same must be true of each vector field
Ct,i1...iµ−M+1g (ψ1, . . . , ψs,Ω)∇i1υ . . .∇iµ−M υ.
Moreover, we know that for each Cf and each of its factors ∇(p)Ω, one
factor ∇υ is contracting against the last index rp . Modulo introducing complete
contractions of length ≥ σ+µ−M +1, we may assume that the same is true of
each of the vector fields Ct,i1...iµ−M+1 . But then, since the above holds formally,
we may assume that when we apply the permutations to make the left hand
side of (5.64) formally zero, the index rp in each factor ∇
(p)Ω is not permuted.
(One can prove this by applying the operation Erase repeatedly).53
Now, we define an operation Riccify′′ which is slightly different from the
standard Riccify: We replace each of the expressions of the form
∇(r)ψ∇t1υ . . .∇tyυ,∇(m)Rijkl∇
t1υ . . .∇tyυ
(where each of the factors∇υ is contracting against the factor∇(r)ψh,∇(m)Rijkl
respectively) as in the operation Riccify. But we also replace each of the
expressions
∇(p)r1...rpΩ∇
ra1υ . . .∇ratυ∇rpυ
by a factor
∇ra1 ...rat∇(p−1)r1...rp−1R
We then observe that since (5.64) holds formally without permuting the last
index rp in each factor ∇
(p)Ω (and that index is contracting against a factor
∇υ), we then have that:
∑
f∈F
q1,µ
M
afRiccify
′′[Cf,i1...iµ−Mg (ψM+1, . . . , ψs,Ω
q1)∇i1υ . . .∇iµ−M υ]
−Xdivµ−M+1
∑
t∈T
Riccify′′[atC
t,i1...iµ−M+1
g (ψ1, . . . , ψs,Ω
q1)∇i1υ . . .∇iµ−M υ] = 0,
(5.65)
modulo complete contractions of length ≥ σ −M + 1.
Hence, the vector field needed for (5.45) is precisely:
∑
t∈T
Riccify′[atC
t,i1...iµ−M+1
g (ψ1, . . . , ψs,Ω
q1)∇i1υ . . .∇iµ−M υ]∆ψ1 . . .∆ψM .
Note: Codification of the remaining cases of Lemmas 5.4 and 5.5.
53See the appendix for the strict definition of the operation Erase[. . . ].
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Here we codify what remains to be proven for Lemmas 5.4 and 5.5. We will
then prove these claims in the paper [5] in this series.
Lemma 5.4: What remains to be proven is the second claim in that Lemma:
Recall the index set F in Lemma 5.4 (this indexes the complete contractions
in Isg(ψ1, . . . , ψs), in the form (5.24), with at least one factor ∇
(p)Ric or R).
Recall that for each q, 1 ≤ q ≤ σ − s, F q ⊂ F stands for the index set of
complete contractions with precisely q factors∇(p)Ric or R. Recall that for each
complete contraction in the form (5.24) we have denoted by |∆| the number of
factors in one of the forms ∆ψh, R. For each index set F
q above, let us denote
by F q,∗ ⊂ F q the index set of complete contractions with |∆| ≥ σ − 2, and
F ∗ =
⋃
q>0 F
q,∗.
Claim: There exists a linear combinations of vector fields (indexed in H
below), each in the form (5.24) with σ factors, so that modulo complete con-
tractions of length > σ:
∑
f∈F∗
afC
f
g (ψ1, . . . , ψs)− divi
∑
h∈H
ahC
h,i
g (ψ1, . . . , ψs) =
∑
y∈Y
ayC
y
g (ψ1, . . . , ψs),
(5.66)
where the complete contractions indexed in Y are in the form (5.24) with length
σ, and satisfy all the properties of the sublinear combination
∑
f∈F . . . but in
addition have |∆| ≤ σ − 3.
The remaining claims for Lemma 5.5:
Lemma 5.6 Denote by L∗µ ⊂ Lµ, J
∗ ⊂ J the index sets of complete contrac-
tions in the hypothesis of Lemma 5.5 with |∆| ≥ σ − 2, among the complete
contractions indexed in Lµ, J respectively. We claim that there exists a linear
combination of (µ + 1)-tensor fields fields (indexed in H below), with length σ,
in the form (5.24) without factors ∇(p)Ric,R and with δ = µ so that:
∑
l∈L∗µ
alC
l,i1...iµ
g (ψ1, . . . , ψs)∇i1υ . . .∇iµυ − divi
∑
h∈H
ahC
h,i|i1...iµ
g (ψ1, . . . , ψs)
· ∇i1υ . . .∇iµυ =
∑
l∈L
alC
l,i1...iµ
g (ψ1, . . . , ψs)∇i1υ . . .∇iµυ,
(5.67)
where the µ-tensor fields indexed in L are in the form (5.24) with no factors
∇(p)Ric or R and with |∆| ≤ σ − 3.
(Notice that if we can show the above, then in proving Lemma 5.5 we can assume
with no loss of generality that L∗µ = ∅). In the setting L
∗
µ = ∅, what remains to
be shown to complete the proof of Lemma 5.5 is the following:
Lemma 5.7 Assume that L∗µ = ∅ in the hypothesis of Lemma 5.5. Denote by
J∗ ⊂ J the index set of the complete contractions Cjg(ψ1, . . . , ψs) with |∆| ≥
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σ − 2. We then claim that there exists a linear combination of vector fields
(indexed in H below) so that:
∑
j∈J∗
ajC
j
g(ψ1, . . . , ψs)− divi
∑
h∈H
ahC
h,i
g (ψ1, . . . , ψs) =
∑
y∈Y ′
ayC
y
g (ψ1, . . . , ψs),
(5.68)
where the complete contractions indexed in Y ′ are in the form (5.24) with length
σ, with no factors ∇(p)Ric or R and have δ ≥ µ+1 and in addition |∆| ≤ σ−3.
If we can show the above claims, then we will have completely shown Lemmas
5.4 and 5.5, and hence also Proposition 5.1, which implies Proposition 3.1.
6 Appendix: Some Technical Tools.
We prove here some technical claims, which will be useful in this series of papers.
The Eraser: We consider complete contractions Chg (Ω1, . . . ,Ωp, φ1, . . . , φu)
in the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(ms)Rijkl⊗
∇(b1)Ω1 ⊗ · · · ⊗ ∇
(bp)Ωp ⊗∇φ1 ⊗ · · · ⊗ ∇φu),
(6.1)
with length σ + u. We fistly define a formal operation on such complete con-
tractions, which we call the eraser operation:
Definition 6.1 Consider a set of complete contractions Chg (Ω1, . . . ,Ωp, φ1, . . . , φu),
h ∈ H, each in the form (6.1). Assume that for each h ∈ H, some particular
factor ∇φb (b is fixed, i.e. b is independent of h ∈ H) is contracting against a
factor ∇(m)Rijkl and moreover against a derivative index in that factor.
We then define Erase∇φb [C
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] to stand for the com-
plete contraction (of weight −n+2) that formally arises from Chg (Ω1, . . . ,Ωp, φ1, . . . , φu)
by erasing the factor ∇φb and also erasing the derivative index that it contracts
against.54
Lemma 6.1 Consider a set of complete contractions {Chg (Ω1, . . . ,Ωp, φ1, . . . , φu)}h∈H
as in the above definition and assume that modulo complete contractions of
length ≥ σ + u+ 1:
Ug(Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
h∈H
ahC
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu) = 0. (6.2)
We claim that modulo complete contractions of length ≥ σ + u:
54Note that we thus obtain a complete contraction of length σ + u− 1.
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∑
h∈H
ahErase∇φb [C
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0. (6.3)
Proof: We call the factor ∇(m)Rijkl against which ∇φb contracts the special
factor. We break the index set H into subsets Hµ, where h ∈ Hµ if and only if
Ch has m = µ derivatives on the special factor. Observe that since (6.2) holds
formally, it follows that for each different µ:
∑
h∈Hµ
ahC
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu), (6.4)
where each Ct has length ≥ σ + u + 1. This holds because the linearized
version55 of (6.2) must hold formally (for the linearized complete contractions),
and also because under any of the linearized permutations by which we can
make the linearized version of (6.2) formally zero, the number of derivatives on
the special factor remains invariant. Now, it would suffice to show that for each
µ:
∑
h∈Hµ
ahErase∇φb [C
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] = 0, (6.5)
modulo complete contractions of length ≥ σ + u.
In order to show this we write:
Uµg :=
∑
h∈H
ahC
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu)−
∑
t∈T
atC
t
g(Ω1, . . . ,Ωp, φ1, . . . , φu)(= 0).
Now, consider Image1φ′ [U
µ
g ]. We denote by Image
1,A
φ′ [U
µ
g ] the sublinear
combination that arises in Image1φ′[U
µ
g ] by replacing one of the factors of the
form ∇(m)Rijkl by one of the four linear terms on the right hand side of
(2.10). Now, let us denote by a the index in the special factor that con-
tracts against the factor ∇φb. We denote by Image
1,B
φ′ [U
µ
g ] the linear combi-
nation that arises from Image1φ′[U
µ
g ] by applying the transformation law (2.11)
to the special factor and bringing out a factor ∇aφ′ (observe that for every
contraction in Image1,Bφ′ [U
µ
g ] the two factors ∇φb,∇φ
′ contract against each
other). We denote by Image1,Cφ′ [U
µ
g ] the sublinear combination that arises in
Image1φ′[U
µ
g ] when we apply the transformation law (2.11) to any complete con-
traction Chg (Ω1, . . .Ωp, φ1, . . . , φu) and bring out a factor∇fφ
′, where f 6= a. We
thus have that each complete contraction in Image1,Cφ′ [U
µ
g ] has length σ+ u+1
and a factor ∇φ′ but it does not contract against a factor ∇φb.
Finally, we denote by
∑
w∈W awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φ
′) a generic lin-
ear combination of complete contractions with either length σ + u + 1 and a
factor ∇(q)φ′ (q ≥ 2) or with length > σ + u+ 1.
55See the introduction in [1] for a discussion of linearized complete contractions.
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By virtue of (6.4), we derive that
Image1φ′[U
µ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φ
′)] = 0. (6.6)
In addition, we deduce that:
lin{Image1,Aφ′ [U
µ
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φ
′)]} = 0. (6.7)
Hence, since the above holds formally, we may repeat the permutations by which
we make the above formally zero to the linear combination
Image
1,A
φ′ [U
µ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]; we deduce that:
Image
1,A
φ′ [U
µ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)] =
∑
y∈Y
ayC
y
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φ
′)+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , φu, φ
′),
(6.8)
where each Cyg (Ω1, . . . ,Ωp, φ1, . . . , φu, φ
′) has length σ+u+1 and a factor ∇φb,
but that factor contracts against a factor ∇(m)Rijkl. This follows by virtue of
the formula (2.1).
Hence we deduce that, modulo complete contractions of length ≥ σ+ u+2:
Image
1,C
φ′ [U
µ
g ] + Image
1,B
φ′ [U
µ
g ] +
∑
y∈Y
ayC
y
g (Ω1, . . . ,Ωp, φ1, . . . , ψu, φ
′)
+
∑
w∈W
awC
w
g (Ω1, . . . ,Ωp, φ1, . . . , ψu, φ
′) = 0.
(6.9)
Then, since the above must hold formally, it follows that, modulo complete
contractions of length ≥ σ + u+ 1:
Image
1,B
φ′ [U
µ
g ] + Image
1,C
φ′ [U
µ
g ] +
∑
y∈Y
ayC
y
g (Ω1, . . . ,Ωp, φ1, . . . , ψu, φ
′) = 0.
(6.10)
Now, since the above must hold formally, and since each complete contrac-
tion in Image1,Cφ′ [U
µ
g ] has the factor ∇φ
′ not contracting against the factor ∇φb,
we derive:
Image
1,B
φ′ [U
µ
g ] = 0, (6.11)
(modulo contractions of length ≥ σ + u+ 2).
Lastly we observe, by virtue of the formula (2.11) and by virtue of the factor
e2φ(x) in (2.10), that:
Image
1,B
φ′ [U
µ
g ] = −(µ+ 1)∇
cφb∇cφ
′
∑
h∈Hµ
ahErase∇φb [C
h
g ] (6.12)
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(6.11), (6.12) imply our claim. ✷
Note: The analogous result is completely obvious if the factor ∇φb is con-
tracting against a factor ∇(y)Ωf : We just replace Ωf by Ωf · φ′ and pick out
the sublinear combination with an expression ∇wφ′∇wφb. ✷
The operation Subω: We state another useful tool. For future reference,
we will introduce the complete contractions we will be studying. We will be
considering complete contractions Cmg (Ω1, . . . ,Ωp, φ1, . . . , φu) in the form:
contr(∇(m1)R⊗· · ·⊗∇(ma)R⊗∇(r1)Ω1⊗· · ·⊗∇
(rp)Ωp⊗∇φ1⊗· · ·⊗∇φu), (6.13)
with length σ+u and with one internal contraction. The contractions in the form
above all have a given number u of factors ∇φ1, . . . ,∇φu and a given number
p of factors ∇(y)Ω1, . . . ,∇(w)Ωp (here the functions φ1, . . . , φu and Ω1, . . . ,Ωp
are understood to be different). We assume an equation:
∑
d∈D
adC
d
g (Ω1, . . . ,Ωp, φ1, . . . , φu) = 0, (6.14)
which holds modulo complete contractions of length ≥ σ+u+1. We divide the
index set D into subsets D1, D2 ⊂ D. We will say that d ∈ D1 if the internal
contraction is between internal indices in a factor ∇(m)Rijkl and D2 = D \D1.
In other words, Cdg (Ω1, . . . ,Ωp, φ1, . . . , φu), d ∈ D1 will have a factor ∇
(m)Ricik,
while Cdg (Ω1, . . . ,Ωp, φ1, . . . , φu), d ∈ D2 will have an internal contraction be-
tween indices (∇s, s).
We then define an operation Subω that acts on the complete contractions C
d
g ,
d ∈ D as follows: For d ∈ D1 Subω[C
d
g ] will stand for the complete contraction
that arises from Cdg by replacing the factor∇
(p)
r1...rpRicik by a factor −∇
(p+2)
r1...rpik
ω.
If d ∈ D2, Subω[C
d
g ] will stand for the complete contraction that arises from
Cdg by picking out the internal contraction (∇
s, s), then erasing the derivative
index ∇s and then adding a factor ∇sω and contracting it against the index s
that has been left hanging.
Lemma 6.2 Assuming (6.14) we claim, in the notation above:
∑
d∈D
adSubω[C
d
g (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
∑
v∈V
avC
v
g (Ω1, . . . ,Ωp, φ1, . . . , φu, ω) = 0,
(6.15)
where each Cvg is a contraction of length σ + u+ 1 in the form
contr(∇(m1)R⊗· · ·⊗∇(ma)R⊗∇(a)ω⊗∇(r1)Ω1⊗· · ·⊗∇
(rp)Ωp⊗∇φ1⊗· · ·⊗∇φu),
(6.16)
with a factor ∇(a)ω, a ≥ 2.
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Proof: The proof goes as follows: We re-write (6.14) in the form:
Sg =
∑
d∈D
adC
d
g (Ω1, . . . ,Ωp, φ1, . . . , φu) +
∑
h∈H
ahC
h
g (Ω1, . . . ,Ωp, φ1, . . . , φu) = 0,
(6.17)
where each Chg has length ≥ σ+u+1. We then re-write this in a high dimension
N (we can do this since the equation holds formally–see the discussion in the
section on “Trans-dimensional isomorphisms” in [1]) and take Image1ω[Sg]. We
of course have Image1ω[Sg] = 0. By virtue of the transformation laws (2.10),
(2.11), we derive:
(0 =)Image1ω[SgN ] =
∑
d∈D
adN · Subω[C
d
gN (Ω1, . . . ,Ωp, φ1, . . . , φu)]+
N ·
∑
v∈V
avC
v
gN (Ω1, . . . ,Ωp, φ1, . . . , φu, ω)+
N
∑
j∈J1
aj(N)C
j
gN
(Ω1, . . . ,Ωp, φ1, . . . , φu, ω),
(6.18)
where here the contractions Cv
gN
are in the form (6.16), have length σ+u+1 and
a factor∇(a)ω, a ≥ 2, while the contractions Cj
gN
, j ∈ J1 have length ≥ σ+u+2;
each coefficient aj(N) is apolynomial in N , of degree 0 or 1. Now, re-writing the
above in dimension n and picking out the sublinear combination of terms that
are multiplied by N (notice this sublinear combination must vanish separately)
gives us our claim. ✷
∇υ’s into Xdiv’s: We finally present a final technical Lemma which will
be used on numerous occasions in this series of papers.
First some notation: We let
∑
f∈F afC
f,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu) stand
for a linear combination of α-tensor fields, with eachCf,i1...iαg (Ω1, . . . ,Ωp, φ1, . . . , φu)
being a partial contraction in the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(ms)Rijkl⊗
∇(b1)Ω1 ⊗ · · · ⊗ ∇
(bp)Ωp ⊗∇φ1 ⊗ · · · ⊗ ∇φu),
(6.19)
each having a given number σ1 of factors ∇(m)Rijkl , a given number p of factors
∇(b)Ωh, 1 ≤ h ≤ p and a given number u of factors ∇φy , 1 ≤ y ≤ u. We are also
assuming that each bi ≥ 2, 1 ≤ i ≤ p and that each factors ∇φh is contracting
against one of the factors ∇(m)Rijkl,∇
(b)Ωh.
56 Furthermore, we assume that
none of these tensor fields has an internal contraction.
We assume an equation:
56In particular, no free index belongs to one of the factors ∇φy.
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∑
f∈F
afC
f,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iαυ =
∑
y∈Y
ayC
y,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iαυ
+
∑
z∈Z
azC
z,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu)∇i1υ . . .∇iαυ,
(6.20)
where the tensor fields in the RHS have length σ + u + 1; furthermore, the
ones indexed in Y have a factor ∇Ωp (with only one derivative), while the ones
indexed in Z have a factor ∇(b)Ωp with b ≥ 2.
We recall that for the tensor fields indexed in F , Xdivi1 . . . Xdiviα [C
f,i1...iα
g ]
stands for the sublinear combination in divi1 . . . diviα [C
f,i1...iα
g ] where neither of
the derivatives ∇ir is allowed to hit any factor ∇φt, nor the factor T to which ih
belongs. For the tensor fields indexed in Y , Xdivi1 . . .Xdiviα [C
y,i1...iα
g ] stands
for the sublinear combination in divi1 . . . diviα [C
y,i1...iα
g ] where neither of the
derivatives ∇ir is allowed to hit any factor ∇φt, nor the factor T to which ih
belongs, nor the factor ∇Ωp.
Our claim is the following:
Lemma 6.3 Assume the equation (6.20). We then claim that:
∑
f∈F
afXdivi1 . . . XdiviαC
f,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
y∈Y
ayXdivi1 . . . XdiviαC
y,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
z∈Z
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
(6.21)
here
∑
z∈Z . . . stands for a generic linear combination of complete contractions
in the form (6.19) with length σ + u+ 1 and with a factor ∇(A)Ωp, A ≥ 2
Proof of Lemma 6.3: We consider (6.20) and immediately derive an equation:
∑
f∈F
afdivi1 . . . diviαC
f,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
y∈Y
aydivi1 . . . diviαC
y,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
z∈Z
azdivi1 . . . diviαC
z,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu).
(6.22)
Now, we divide the LHS of the above into three linear combinations: L1 is
the sublinear combination which consists of terms with no internal contractions
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and with one derivative on each function φh;
57 L2 is the sublinear combination
which consists of terms with at least one internal contraction in some factor
and and with one derivative on each function φh; L
3 stands for the sublinear
combination of terms with at least one function φh differentiated more than
once (and ∇(B)Ωp still satisfies B ≥ 2 by construction).
It easily follows that each of these three sublinear combinations must vanish
separately at the linearized level.58 We denote by lin{L1}, lin{L2}, lin{L3}
the linear combinations of linearized complete contractions that arise from
L1, L2, L3 by replacing each complete contraction Cg(Ω1, . . . ,Ωp, φ1, . . . , φu) by
its linearization lin{Cg(Ω1, . . . ,Ωp, φ1, . . . , φu)}.
Then, repeating the permutations by which we make the equation lin{L2} =
0 and lin{L3} = 0 formally zero to the non-linear setting, we derive that:
L2 =
∑
z∈Z
S
Z′
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
where the terms indexed in Z above are a generic linear combinations with the
properties described above. The terms indexed in Z ′ have length σ+ u+1 and
have only factors ∇φh,∇Ωp but also have at least one internal contraction. By
the same reasoning we derive an equation:
L3 =
∑
z∈Z
S
Z′
S
Z′′
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
where the tensor fields indexed in Z ′′ have length σ + u + 1 and at least one
factor ∇(B)φh, B ≥ 2.
Thus, replacing the above into (6.22) we derive:
∑
f∈F
afXdivi1 . . . XdiviαC
f,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu) =
∑
y∈Y
ayXdivi1 . . . XdiviαC
y,i1...iα
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
+
∑
z∈Z
S
Z′
S
Z′′
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
(6.23)
(and the above holds modulo terms with length ≥ σ + u+ 2).
Now, using the above we derive that we can write:
∑
f∈F
afXdivi1 . . . XdiviαC
f,i1...iµ
g (Ω1, . . . ,Ωp, φ1, . . . , φu)
=
∑
m∈M
amC
m
g (Ω1, . . . ,Ωp, φ1, . . . , φu),
(6.24)
57Observe that L1 =
P
f∈F afXdivi1 . . .XdiviαC
f,i1...iµ
g (Ω1, . . . ,Ωp).
58See the section “Background material” in [1] for a strict definition of linearized complete
contractions.
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where the terms indexed inM have length σ+u+1 and no internal contractions,
and also have one derivative on each function φh.
Therefore, substituting the above into (6.23) (and using the fact that (6.23)
holds modulo complete contractions of length ≥ σ + u + 2), we derive that in
(6.23):
∑
z∈Z′
S
Z′′
azC
z
g (Ω1, . . . ,Ωp, φ1, . . . , φu) = 0,
modulo complete contractions of length ≥ σ + u + 2. This completes the proof
of our claim. ✷
References
[1] S. Alexakis On the decomposition of Global Conformal Invariants I, Ann.
of Math.170 (2009), no. 3, 1241–1306.
[2] S. Alexakis On the decomposition of Global Conformal Invariants II, Adv.
in Math. 206 (2006), 466-502.
[3] S. Alexakis The decomposition of Global Conformal Invariants: A Conjec-
ture of Deser an Schwimmer I, arXiv.
[4] S. Alexakis The decomposition of Global Conformal Invariants: A Conjec-
ture of Deser an Schwimmer II, arXiv.
[5] S. Alexakis The decomposition of Global Conformal Invariants: A Conjec-
ture of Deser an Schwimmer III, arXiv.
[6] S. Alexakis The decomposition of Global Conformal Invariants: A Conjec-
ture of Deser an Schwimmer IV, arXiv.
[7] S. Alexakis The decomposition of Global Conformal Invariants: A Conjec-
ture of Deser an Schwimmer V, arXiv.
[8] S. Alexakis The decomposition of Global Conformal Invariants: A Conjec-
ture of Deser an Schwimmer VI, arXiv.
[9] M. Atiyah, R. Bott, V. K. Patodi, On the heat equation and the index
theorem Invent. Math. 19 (1973), 279–330.
[10] T. N. Bailey, M. G. Eastwood, A. R. Gover Thomas’s structure bundle for
conformal, projective and related structures Rocky Mountain J. Math. 24
(1994), no. 4, 1191–1217.
[11] T. N. Bailey, M. G. Eastwood, C. R. Graham Invariant Theory for Con-
formal and CR Geometry Ann. of Math. (2), 139 (1994), 491-552.
[12] R. Beig, L.B. Szabados On a global conformal invariant of initial data sets
Class. Quant. Gravity 14 (1997), no. 11, 3091-3107.
65
[13] N. Berline, E. Getzler, M. Vergne Heat kernels and Dirac operators
Grundlehren Text Editions. Springer-Verlag, Berlin, 2004.
[14] N. Boulager, J. Erdmenger A Classification of Local Weyl Invariants in
D=8, Class. Quantum Gravity 21 (2004), 4305-4316.
[15] T. Branson, P. Gilkey, J. Pohjanpelto Invariants of locally conformally flat
manifolds Trans. Amer. Math. Soc. 347 (1995), no. 3, 939–953.
[16] A. Cˆap, A.R. Gover Tractor calculi for parabolic geometries
Trans. Amer. Math. Soc. 354 (2002), no. 4, 1511–1548.
[17] A. Cˆap, A.R. Gover Standard tractors and the conformal ambient metric
construction Ann. Global Anal. Geom. 24 (2003), no. 3, 231–259.
[18] E´. Cartan Sur la re´duction a` sa forme canonique de la structure d’un groupe
de transformations fini et continu, Oeuvres Comple`tes 1, Part 1, 293-355,
Gauthier-Villars, Paris, 1952.
[19] S. Deser, A. Schwimmer Geometric classification of conformal anomalies
in arbitrary dimensions, Phys. Lett. B309 (1993) 279-284.
[20] L.P. Eisenhart Riemannian Geometry Princeton University Press (1925)
[21] C. Fefferman Monge-Ampe`re equations, the Bergman kernel and geometry
of pseudo-convex domains, Ann. of Math. 103 (1976), 395-416; Erratum
104 (1976), 393-394.
[22] C. Fefferman, C. R. Graham Conformal Invariants E´lie Cartan et les math-
ematiques d’aujourd’hui, Aste´risque numero hors serie, 1985, 95-116.
[23] C. Fefferman, C. R. Graham The ambient metric, arXiv:0710.0919.
[24] P. Gilkey Local invariants of an embedded Riemannian manifold Ann. of
Math. (2) 102 (1975), no. 2, 187–203.
[25] C. R. Graham, K. Hirachi Inhomogeneous ambient metrics, Symmetries and
overdetermined systems of partial differential equations, 403–420, IMA Vol.
Math. Appl., 144, Springer, New York, 2008.
[26] K. Hirachi Construction of Boundary Invariants and the Logarithmic Sin-
gularity of the Bergman Kernel Ann. of Math. (2) 151 (2000), no. 2 151-
191.
[27] K. Hirachi Logarithmic singularity of the Szego¨ kernel and a global invariant
of strictly pseudoconvex domains Ann. of Math. (2) 163 (2006), no. 2, 499–
515.
[28] A. Juhl, Families of conformally covariant differential operators, Q-
curvature and holography, Progress in Mathematics, 275 Birkhuser Verlag,
Basel, 2009.
66
[29] T. Y. Thomas The differential invariants of generalized spaces, Cambridge
University Press, Cambridge 1934.
[30] H. Weyl The classical groups, Princeton University press.
[31] S. Zelditch Szego¨ kernels and a theorem of Tian, Internat. Math. Res. No-
tices 1998, no. 6, 317–331.
67
