We provide precise asymptotic estimates for the number of several classes of labelled cubic planar graphs, and we analyze properties of such random graphs under the uniform distribution. This model was first analyzed by Bodirsky et al. (Random Structures Algorithms 2007). We revisit their work and obtain new results on the enumeration of cubic planar graphs and on random cubic planar graphs. In particular, we determine the exact probability of a random cubic planar graph being connected, and we show that the distribution of the number of triangles in random cubic planar graphs is asymptotically normal with linear expectation and variance. To the best of our knowledge, this is the first time one is able to determine the asymptotic distribution for the number of copies of a fixed graph containing a cycle in classes of random planar graphs arising from planar maps.
Introduction and summary of results
The enumeration of labelled planar graphs has been recently the subject of much research; see [11, 12] for surveys on the area. The problem of counting planar graphs was first solved by Giménez and Noy [6] , while cubic planar graphs where enumerated by Bodirsky, Kang, Löffler and McDiarmid [2] . More recently, the present authors solved the problem of enumerating 4-regular planar graphs [14] . Several open problems remain, like the enumeration of bipartite or triangle-free planar graphs.
The goal of this paper is to sharpen the results from [2] , as well as to prove new results. We first enumerate asymptotically several classes of labelled cubic planar graphs. Among our new results are the enumeration of cubic planar multigraphs and of triangle-free cubic planar graphs. In order to achieve this goal we need to use the so-called Dissymmetry Theorem for counting unrooted graphs whose structure can be encoded by means of a decomposition tree.
Random cubic planar graphs are analyzed according to the uniform distribution. More precisely, let G be the class of labelled cubic planar graphs and let g n be the number of graphs in G with n vertices. Then each graph in G with n vertices has the same probability 1/g n . We obtain the exact probability that a random cubic planar graph is connected, and we prove several results on the distribution of the number of copies of a fixed subgraph. In particular, we show that the distribution of the number of triangles is asymptotically normal with linear expectation and variance. To the best of our knowledge, this is the first time one is able to determine the asymptotic distribution of the number of copies of a fixed graph H containing a cycle in classes of random planar graphs arising from planar maps. We also obtain Gaussian limit laws for the number of copies of certain almost cubic subgraphs.
The proofs are based on combinatorial decompositions, counting generating functions and asymptotic analysis of their coefficients, using the tools of analytic combinatorics [5] . In several places we use Maple to perform symbolic and numerical computations.
Results on enumeration
In the first place we obtain an asymptotic estimate for the number c n of connected cubic planar graphs. In all the statements that follow n should be even, since a cubic graph has necessarily an even number of vertices. To avoid repetition, we assume this is always the case when referring to the number of vertices in cubic graphs. All the numerical constants in this paper are given with a precision of 6 decimals places. Next we estimate the number of all cubic planar graphs.
Theorem 2. The number g n of cubic planar graphs with n vertices is asymptotically
where γ is as in Theorem 1 and g ≈ 0.061010. As a consequence, the limiting probability p that a random cubic planar graph is connected is equal to p = c g ≈ 0.999397.
We remark that the actual value of p was not computed in [2] , only estimated from values of c n and g n for small n. As we will see later, p can be computed exactly using the Dissymmetry Theorem. Once we have the value of p, a standard proof (see [7] ) shows that the number of connected components in a random cubic graph is asymptotically distributed as X + 1, where X is a Poisson law of parameter λ ≈ 0.000604.
It is also possible to estimate the number of 2-connected cubic planar graphs. Our next result is an estimate on the number of cubic planar multigraphs. This class of graphs is instrumental in the study of the phase transition of the Erdős-Rényi random graph [8, 9, 13] . In these references cubic multigraphs are equipped with a weight that depends on the number of loops and multiple edges. Here we count unweighted cubic multigraphs, which is a result interesting by itself. The same estimate holds for the number of connected cubic planar multigraphs, but with h replaced by the constant h ≈ 0.209410. The limiting probability of connectivity is
We remark that the proof needs again an application of the Dissymmetry Theorem, since the presence of loops and multiple edges does not allow us, as for simple graphs, to directly relate the number of graphs rooted at a vertex with those rooted at an edge. We recall that a sequence (a n ) is P -recursive if it satisfies a linear recurrence relation whose coefficients are polynomials in n.
Theorem 5. The following sequences are P -recursive: the numbers of arbitrary, connected and 2-connected cubic planar graphs, and the number of cubic planar multigraphs.
The proofs rely on the algebraic character of several of the generating functions involved and, in the case of cubic multigraphs, on a further application of the Dissymmetry Theorem.
Our last result in this section is the enumeration of triangle-free cubic planar graphs. The proof is more involved and will be given after the proof of Theorem 7, since it uses the techniques introduced there for studying the distribution of the number of triangles in random cubic planar graphs.
Theorem 6. The number u n of connected triangle-free cubic planar graphs with n vertices is asymptotically
with f ≈ 0.000911 and γ t = ρ 
In addition, the number t n of triangle-free cubic planar graphs with n vertices is asymptotically
where α ≈ 0.0009109.
The multiplicative constant α in the last theorem is the only constant in our work for which we do not obtain an exact expression. It would be in principle possible to obtain this expression, but the computations would be very complex. The approximate value given in the statement is estimated from small values of n.
At the end of the paper we provide a table with the numbers of cubic planar graphs for small values of n for the new families we have enumerated: multigraphs and triangle-free graphs. The numbers for arbitrary, connected and 2-connected cubic planar graphs are listed in [2] .
Results on limit laws
Given an unlabelled graph H, a copy of H in a labelled graph G is a subgraph isomorphic to H. Our results in this section deal with the number of copies of a fixed subgraph. We start with the number of triangles, the main result in this section. We say that a sequence X n of random variables is asymptotically normal if the standardized variables (X n − E[X n ])/σ(X n ) converge in distribution to a standard normal law. Theorem 7. Let X n be the number of triangles in a random cubic planar graph. Then X n is asymptotically normal with moments
It was proved in [2] that X n is linear with high probability. Our result is a considerable sharpening of this fact. The proof, based on the so-called Quasi-powers Theorem, is technically involved and we are not able to extend it, for instance, to the number of cycles of length 4. The key property here is that two triangles in a cubic graph are either vertex disjoint or share one edge.
Our final results concern the number of copies of graphs which are close to being cubic. We define a cherry as a planar graph in which all vertices have degree 3 except for one vertex of degree 1. The smallest cherry has 6 vertices and is obtained by subdividing one edge of K 4 and attaching one vertex of degree 1 . In what follows, we denote by aut(H) the number of automorphisms of a graph H. We recall that the number of different ways of labelling an unlabelled graph H is equal n!/aut(H). Theorem 8. Let X H,n be the number of copies of a fixed unlabelled cherry H with h vertices in a random cubic planar graph. Then X H,n is asymptotically normal with moments
where ρ is as in Theorem 1, and
Moreover, for h ≥ 2 we have that λ > 0.
It was shown in [10] that, with high probability, X H,n is at least cn for some constant c > 0 that depends only on H. Our result provides a precise limit distribution.
Define a brick as a graph obtained from a 3-connected cubic planar graph by removing one edge, so that all vertices have degree 3 expect two vertices u and v that have degree 2, and such that u and v are distinguishable (as if the edge removed was oriented). Our last result gives the distribution of the number of copies of a given brick. We denote by K − 4 the graph obtained from K 4 by removing one edge.
Theorem 9. Let X B,n be the number of copies of a fixed unlabelled brick B, different from K − 4 , with b vertices in a random cubic planar graph. Then X B,n is asymptotically normal with moments
ρ is as in Theorem 1, and Moreover, for b ≥ 2 we have that λ > 0.
The same result holds for B = K We have obtained similar results for parameters that have been studied for several classes of planar and related classes of graphs [7] . We can show that the number of cut vertices, the number of isthmuses (separating edges) and the number of blocks (2-connected components, including isthmuses) are all asymptotically normal with linear expectation and variance. For the sake of brevity we omit the proofs and give only the values of the constants for the expectation and variance: 
Preliminaries
In this section we collect a number of analytic and combinatorial results that are needed in the sequel.
Analytic combinatorics. We use the elements of analytic combinatorics as in [5] . To a class G of labelled graphs, we associate the exponential generating function G(x) = n≥0 g n x n /n!, where g n is the number of graphs in G with n vertices. We define G
• as the class of graphs in G with a distinguished vertex (that we call the root). By the basic rules of the symbolic method, its generating function is G
• (x) = xG (x). Given a complex number ζ = 0, a ∆-domain at ζ is an open set in the complex plane of the form
A dominant singularity of a complex function is a singularity of smallest modulus. The basic tool for extracting asymptotic estimates from generating functions is the following (see [5, Corollary VI.1 
]).
Lemma 10 (Transfer Theorem). Assume f (z) has a unique dominant singularity ρ > 0 and is analytic in a ∆-domain at ρ. If f satisfies, locally around ρ, the estimate
with α ∈ {0, −1, −2, . . . }, then the coefficients of f (z) satisfy
If f has several dominant singularities coming from pure periodicities, then the contributions from each of them must be combined (see [5, IV.6 .1]). In our case the periodicities are due to the fact that cubic graphs have necessarily an even number of vertices and the corresponding generating functions are even. We will locate the (unique) positive dominant singularity ρ and we will add the contributions from ρ and −ρ.
All the singularities we will encounter are of square-root type, that is, the expansion of a function near a singularity ρ is of the form
The singular expansions we encounter are of the form
with k = 1 or k = 2. The only non-analytic term is f 2k+1 X 2k+1 , and it is from this term that asymptotic estimates are derived using the Transfer Theorem.
In order to prove asymptotic normal limit laws, we need a simplified version of the so-called Quasi-powers Theorem (see [5, Theorem IX.8] .) Lemma 11 (Quasi-powers Theorem). Let the X n be non-negative discrete random variables with probability generating functions p n (u). Assume that, uniformly in a fixed complex neighbourhood of u = 1
where A(u), B(u) are analytic at u = 1 and A(1) = B(1) = 1. Assume finally that B(u) satisfies the condition
Then the distribution of X n is, after standardization, asymptotically normal, and the mean and variance satisfy
In our applications we will have B(u) = ρ(1)/ρ(u), where ρ(u) will be the dominant singularity (as a function of z) of a bivariate generating function f (z, u). The former expressions then become
Planar maps and triangulations. We recall that a planar map is a connected planar multigraph embedded in the plane up to homeomorphism. A map is rooted if one of its edges is distinguished and oriented. In this way a rooted map has a root edge and a root vertex (the tail of the root edge). We define the root face as the face to the right of the directed root edge. A rooted map has no automorphism, in the sense that every vertex, edge and face is distinguishable. From now on all maps are planar and rooted. Since maps are not labelled, the associated generating functions are ordinary. A map is a triangulation if it is 3-connected and every face is a triangle (one can consider more general triangulations having loops and multiple edges but they are not needed in this paper). The dual of a triangulation is a 3-connected cubic map, since 3-connectivity is preserved under duality. Let T (z) be the (ordinary) generating function of 3-connected triangulations together with the map consisting of a triangle, where the variable z marks the number of vertices minus two. Then, as shown by Tutte [16] ,
where U is an algebraic function defined by
Equation (3) has a unique solution with positive coefficients, given by
As shown in [16] , the unique singularity of U (and hence of T ) is located at τ = 27/256. In particular,
The singular expansion of U (z) near τ is equal to
where Z = 1 − z/τ . From Equation (2) we obtain the singular expansion of T (z) near τ
We also need to consider the family of 4-connected triangulations, which are those not containing a separating triangle (a triangle that is not a face) and having at least 6 vertices. The smallest 4-connected triangulation is the graph of the octahedron. The associated generating function T 4 (z), where again z marks vertices minus two, is equal to (see [16] )
where
The unique solution with positive coefficients is
and
The unique singularity of T 4 is at ς = 4/27 and we have
The singular expansion of V (z) at ς is equal to
As before, using (5) we obtain
3-connected cubic planar graphs. Let M (x, y) be the GF of labeled 3-connected cubic planar graphs rooted at a directed edge, where x marks vertices and y marks edges. There is a bijection between triangulations and planar cubic graphs given by duality. Using this fact we can express M (x, y) in terms of the generating function T (z) of rooted unlabelled triangulations, where z counts the number of vertices minus two. The relation is
The subtracted term x 2 y 3 corresponds to the triangulation consisting of a single triangle. We have
The first monomial corresponds to K 4 (a unique labelling and 12 possible roots) and the second one to the triangular prism (60 labellings and 18 roots). We will also need the generating function M (x, y) of (unrooted) labelled 3-connected cubic planar graphs, which is obtained by integration. We have M (x, y) = 2y∂M (x, y)/∂y, hence
We change variables as z = x 2 y 3 and are left with the integral 1 12 T (z)/z dz. We make the further change v = U (z) and, using Equations (2) and (3), we get
Networks. We follow the definitions from [2] but deviate slightly from the notation there. A network is a connected cubic planar multigraph G with an ordered pair of adjacent vertices (s, t), such that the graph obtained by removing the edge st is simple. We notice that st can be a loop, a double edge or a triple edge. The oriented edge st is the root of the network and s, t are the poles. Given a network H, with root edge st, and a directed edge e = uv of another network G, the replacement of e with H is the network obtained from G by performing the following operation. Subdivide the edge uv twice producing a path uu v v, remove the edge u v , and identify u and v , respectively, with vertices s and t of H − st. Notice that if G and H are cubic and planar, so is the resulting network.
A cut vertex in a cubic graph is necessarily incident with one or three isthmuses. For each cut vertex u incident with exactly one isthmus e, we can remove the component containing e and erase the resulting vertex of degree 2 resulting in a cubic graph. We call this operation suppressing the cut vertex u.
By classifying the possible situations obtained by removing the edge st, networks follow into five classes, as shown in [2] . For the sake of completeness we offer an alternative proof based on Tutte's decomposition of 2-connected graphs into 3-connected components [3] .
Lemma 12. Let G be a network and let st be the root edge. Then G belongs to one and only one of the following classes.
• L (Loop). The root edge is a loop.
• I (Isthmus). The root edge is an isthmus.
• S (Series). G − st is connected but is not 2-connected.
• P (Parallel). G − st is 2-connected and G − {u, v} is not connected.
• H (3-connected). G is obtained from a 3-connected graph by possibly replacing each non-root edge with a network of types L, S, P or H.
Proof. Let G be a network with root edge st, and suppose st is neither a loop nor an isthmus, so we are not in the classes L or I. Consider the 2-connected core C obtained by suppressing all cut vertices incident with exactly one isthmus. By Tutte's decomposition into 3-connected components, C belongs to either S, P or H.
Let now D be the class of networks for which the graph resulting from the removal of the root edge remains connected. It is by definition,
where + denotes the disjoint union of classes, and the class I is excluded since removing the root edge of networks in this class disconnects the graph. Let then L(x), I(x), S(x), P (x), H(x), D(x) be the associated generating functions. The following result, based on simple combinatorial arguments, is shown in [2, Section 3].
Lemma 13. The following equations hold:
Notice that all the functions involved are even, in agreement with the fact that a cubic graph has an even number of vertices. Using the relations D − L = S + P + H and D − S = L + P + H, the system (8) can be rewritten so that all the functions on the right hand-side have non-negative coefficients when expanded in terms of x, L, I, S, H and D. This is also true for the equation
is divisible by y. It follows (see [4] ) that there is a unique solution of the system with non-negative coefficients, which is the combinatorial solution.
Let C(x) be the generating function of connected cubic planar graphs, and C • (x) = xC (x) that of connected graphs rooted at a vertex. As shown in [2] , C
• (x) can be expressed in terms of networks as
The factor 3 comes from double counting since at every root vertex v we have 3 possible root edges with v as a tail. The term D(x) + I(x) encodes all types of networks, from which one has to subtract those which are not simple. These are L, where the root edge is a loop, and those where the root edge is a double edge: parallel networks encoded by x 2 D(x), and series networks encoded by L(x) 2 .
The Dissymmetry Theorem for tree-decomposable classes. We follow the formulation in [3] . A class of graphs A is said to be tree-decomposable if for each graph γ ∈ A, we can associate in a unique way a tree τ (γ) whose nodes are distinguishable (for instance, by using the labels on the vertices of γ). Let A • denotes the class of graphs in A where a node of τ (γ) is distinguished. Similarly, A •−• is the class of graphs in A where an edge of τ (γ) is distinguished, and A •→• those where an edge τ (γ) is distinguished and given a direction. The Dissymetry Theorem for trees by [1] allows to express the class of unrooted trees in terms of the classes of trees with a distinguished vertex, edge and directed edge. This result can be extended to tree-decomposable classes in the following way (see [3] ).
Theorem 14. Let A be a tree-decomposable class. Then
where is a bijection preserving the number of nodes.
Proofs of enumerative results
Before proving Theorem 1, we mention the corresponding proof presented in [2] . It is shown by algebraic elimination from the system (8) , that one can obtain a single polynomial equation
It is then claimed in [2] that the root ρ ≈ 0.319224 of the discriminant of Φ with respect to D provides the dominant singularity of D. However, the analysis is incomplete since one must guarantee that this is the only dominant singularity and that there are no smaller singularities arising from a potential branch point. Then a singular expansion of D(x) near ρ of square-root type is somehow guessed as
The validity of this expansion is not fully established and the coefficients D i are apparently not computed in [2] . Using the Transfer Theorem, an estimate for the coefficients of D is derived, which implies a corresponding estimate for the coefficients of C. This remark also applies to the proof of Theorem 3. In order to provide completely rigorous proofs for this and the subsequent enumeration results, we will use the following technical lemma. We recall that the discriminant of an algebraic function A is given by the common roots of the minimal polynomial of A and its derivative with respect to A.
Lemma 15. Let A(x) be an even algebraic power series with positive coefficients which satisfies an equation of the form
where T is the generating function of triangulations as in (2) , and let p(x) be the discriminant of A.
Assume that the equations F = 0 and x 2 (1 + A) 3 = τ have a common positive solution, and let x = x 0 be the smallest such root. Assume in addition the following conditions:
1. x 0 is the smallest positive root of p(x), and that ±x 0 are the only roots of p(x) of modulus x 0 .
2. F A (x 0 , A(x 0 )) = 0, where F A is the derivative of F with respect to A. Then x 0 is the unique dominant singularity of A(x), and the expansion at x 0 is of the form
where X = 1 − z/z 0 , and A 3 > 0 is a computable algebraic number. Furthermore, the following asymptotic estimate holds for n even:
In all our applications f (x, A) will be either a rational or a quadratic function.
Proof. The potential singularities of an algebraic functions are among the roots of its discriminant [5, Section VII.7.1]. Since x 0 is the smallest positive root of p(x), A(x) is analytic in the disk |x| < x 0 . Since τ is the unique singularity of T (x), A(x) is not analytic at x 0 . It follows that x 0 is a dominant singularity. The condition F A (x 0 , A(x 0 )) = 0 guarantees that x 0 is not at the same time a branch point when solving F = 0. Since T (z) has an expansion at τ in powers of 1 − z/τ , A(x) has a Puiseux expansion i≥0 A i X i at z 0 . The condition A (z 0 ) < +∞ implies that the A 1 = 0, and A (z 0 ) = +∞ implies that A 3 = 0, as claimed. The coefficients A i are algebraic numbers since A is an algebraic function.
Because of the expansion in powers of X, A(x) is analytic in a neighborhood of x 0 slicing the ray [x 0 , +∞]. Since p(z) has no other root of modulus x 0 , it follows that ±x 0 are the only singularities in the circle |x| = x 0 . A standard compactness argument (see the last part of the proof of Theorem 2.19 in [4] ), shows that A(x) is analytic in a ∆-domain at both x 0 and −x 0 . Hence we can apply the Transfer Theorem [5, Corollary 6.1], and obtain the estimate for n even as claimed, using Γ(−3/2) = 4 √ π/3. Notice that the contributions from x 0 and −x 0 are added, so that the multiplicative constant is 2A 3 /Γ(−3/2).
Note. When computing Puiseux expansions of an algebraic function with Maple it may be that several solutions appear due to the different branches at a given point. In all our proofs we find a single expansion containing a non-zero term A 3 X 3 , which has to correspond to the branch of the combinatorial solution due to the above considerations.
Connected cubic planar graphs
Proof of Theorem 1. We start by obtaining a single equation for D from the system (8). First we combine the first two equations and solve for L as
The negative square-root is chosen so that L has non-negative coefficients. Then we have
A simple manipulation together with (6) gives the equation
The equations F = 0 and x 2 (1 + D(x)) 3 = τ have a unique positive solution, given by
We now proceed to check that the conditions of Lemma 15 hold. We eliminate from (10) and (2) and obtain the minimal polynomial p(x) of D, which is equal to the one displayed in the statement. We check (algebraically) that ρ is a root of p(x), and check (numerically) that ρ is the root with smallest modulus, and that ±ρ are the only roots of modulus ρ. We use the relations
Next we differentiate F with respect to x and solve for D (x) to obtain D (ρ) ≈ 0.370297 < +∞. The derivative
, which is infinite because of (4). It follows that D (ρ) = +∞.
We compute the Puiseux expansion of
and obtain D 3 ≈ 0.254267. Finally, plugging the singular expansions of D into Equation (9) we obtain the expansion
where C
• 3 ≈ 0.072048. For n even we deduce the estimate
and c n ∼ c · n −7/2 γ n n!, c = 3C
This concludes the proof of Theorem 1.
Cubic planar graphs
In order to prove Theorem 2 we need an expression of C(x) in terms of the generating functions of networks. Given Equation (9), all that would be necessary is to integrate D(x), which is an algebraic function, but we have not been able to solve this integration problem. This may be due to the fact that the algebraic equation defining D(x) has genus 20; in a similar situation when integrating the generating function of general planar networks, the corresponding curve has genus 0 (see [6, page 319]) and determines a rational curve. Instead, we use the Dissymetry Theorem. This approach is more combinatorial and has the additional advantage of allowing us to prove Theorem 4, where the algebraic techniques used in [14, Corollary 1.2] do not apply. The key tool is to associate, to a cubic planar graph γ, a canonical tree τ (γ) and to encode its different rootings using the generating functions of networks introduced before. We follow the development and terminology from [3] , adapted to our situation, where the main novelty is that, due to their bounded degree, there is a finite number of cases to encode cut-vertices using networks.
Rooting at a vertex. The tree τ (γ) has four different types of nodes, namely R, M, T and L corresponding respectively to the series, parallel, 3-connected and loop constructions, as illustrated by Figure 1 .
A R-node is a cycle of length at least 3 in which we replace every vertex with a network of type D − S. Notice that, by maximality of the series construction, two R-nodes cannot be adjacent in the tree. The generating function counting trees where an R-node is distinguished is given by
A M-node is a 3-bond graph (a graph with two vertices connected by three parallel edges) in which we replace at least two of its edges with a network of type D. The generating function counting trees where a M-node is distinguished is given by
A T -node encodes a 3-connected cubic planar graph, the core, in which every edge is (possibly) replaced by a network of type D. The generating function counting trees where a T -node is distinguished is given by
Figure 1: A connected cubic planar graph γ and its tree-decomposition τ (γ).
where M is as in Equation (7).
A L-node encodes a cut-vertex of γ which separates the graph into two or three connected components. The first case is illustrated by the leftmost graph of Figure 2 and is obtained by replacing the root of a loop-network with a network of type D − L (it cannot be another loop-network as it would create a doubleedge). The second case is illustrated by the middle graph of Figure 2 and is obtained by gluing together three loop-networks. The generating function counting trees where a L-node is distinguished is given by
In each of the two leftmost graphs, the white cut-vertex encodes one of the two types of L-nodes. The dashed edge of the rightmost graph encodes an edge between two L-nodes.
Rooting at an edge. The endpoint of an edge of τ (γ) can be any combination of pairs of nodes with the exception of R-R. The associated generating functions are listed below:
For instance, R-M corresponds to an unordered pair of a series and a parallel network, and similarly for the remaining expressions.
Rooting at an oriented edge. If A and B are two nodes of different types, then C A→B = C B→A and C A→B = C A−B , because there are no symmetries. When A = B, we have C A→A = 2C A−A because there are two possible orientations, hence
Proof of Theorem 2. Recall that C is the generating function of unrooted connected cubic planar graphs. A direct application of Theorem 14 to the tree-decomposition described above gives
Translated into the associated generating functions, this yields
And using the previous expressions, this becomes
Using the expansion in powers of X = 1 − x/ρ of each term on the right-hand side of Equation (12), we compute the singular expansion of C(x) near ρ, which is of the form
where C 0 ≈ 0.000604 and C 5 ≈ −0.028819. The fact that C 3 = 0 follows by integrating the expansion for
Finally, the generating function of cubic planar graphs G(x) = exp(C(x)) has a singular expansion at ρ of the form
where G 0 = e C0 ≈ 1.000604 and G 5 = e C0 C 5 ≈ −0.028837. An application of Theorem 10 gives the estimate as claimed (analyticity in a ∆-domain has been shown in the proof of Theorem 1), where
The probability that a random cubic planar graph is connected is then p = c/g = e −C0 ≈ 0.999397.
We remark that to get the right 6 decimal digits for p we have actually computed c and g to higher precision.
Two-connected cubic planar graphs
In order to enumerate 2-connected cubic graphs, we have to discard the classes of networks that produce cut vertices, namely L and I. We denote the corresponding classes with the same letters as in the previous two sections, but one must be aware that they represent different classes, since they are restricted to 2-connected networks. No confusion should arise as we are not working with connected and 2-connected networks at the same time. The generating functions S, P and H have the same meaning as before, except that they are now restricted to 2-connected networks. We have
Proof of Theorem 3. Using again the relation M (x, y) = (T (x 2 y 3 ) − x 2 y 3 ))/2, we get a single equation for D, which after a simple manipulation becomes
The equations 
with D 3 ≈ 0.233893. Let now − → B (x) be the generating function of 2-connected cubic planar graphs rooted at a directed edge.
The reason is that from the networks encoded by D(x) we have to exclude the parallel networks with a double edge, that correspond to x 2 D(x). If now B
• is the generating function for 2-connected vertex-rooted cubic graphs, by double counting we have
Applying the Transfer Theorem we obtain for even n
and from here the estimate on b n follows with b =
3·Γ(−3/2) ≈ 0.059244.
Cubic planar multigraphs
Similarly to the simple case, we decompose connected cubic planar multigraphs using networks. We also use the same notation for networks as before. The equations are as follows.
The only differences with the system of equations describing the networks associated with simple graphs are the term x 2 , in the equation for P , encoding the 3-bond, and the term x 2 (1 + L), in the equation for L, encoding the cubic multigraph with two vertices and two loops, rooted at a loop and where the non-rooted loop is possibly replaced by a loop-network (see Figure 3 ). Using the same arguments as before, one can show that there exists a unique solution with non-negative coefficients of the above system, which is the combinatorial solution.
Let C(x) be the generating function of connected cubic planar multigraphs. Due to the presence of multiple edges and loops, there is no direct algebraic relation expressing C
• (x) in terms of networks. As in Section 3.2, we need to resort once more to the Dissymmetry Theorem.
Proof of Theorem 4. We start by obtaining a single equation for D from the system (14) . First, we combine the first two equations and solve for L as
Then we have
A simple manipulation together with (6) gives
We proceed as in the proofs of Theorems 1 and 3. Equations (15) The minimal polynomial p(x) of D(x) is obtained by elimination and is equal to the one in the statement. We check that ρ m is a root of p(x), together with the remaining analytic conditions of Lemma 15. The rest of the proof is a further application of the Dissymmetry Theorem and is very similar to that of Theorem 2 with some small changes. The rooted tree-decompositions are the same, except that we have to update the corresponding classes to encode the 3-bond and the multigraph with two vertices and two loops. Those changes only affect M-nodes and L-nodes. The new equation for the generating function associated to M-nodes is then
As for L-nodes, we need to introduce two new types of cut-vertices, those adjacent to a loop or to a double edge (see Figure 4) . The equation for the associated generating function becomes
Now when the tree is either rooted at an edge or at an oriented edge, we need to consider the new case when two cut-vertices are connected by a double edge (see the multigraph on the right of Figure 4) . The corresponding equations are given by We then apply Theorem 14 and, after a straightforward calculation, obtain
The Puiseux expansion at ρ m is computed from that of D(x) using the previous expression for C(x) and is of the form
Since we do not have a singular expansion for C • (x) that we can integrate as in the proof of Theorem 2, we need to show directly that C 3 = 0. Assume for contradiction that C 3 = 0. Then, by the Transfer Theorem, the ratio between the number of connected cubic planar multigraphs with n vertices and the number of connected networks with n vertices would tend to a constant as n goes to infinity. Let us define a bad edge as either a double edge or a loop. For n ≥ 4, a vertex of a connected cubic planar multigraph can be adjacent to at most one bad edge. Hence each vertex is adjacent to at least one simple edge, hence there are at least n/2 simple edges. Each time a simple edge of a connected cubic planar multigraph is distinguished and directed, we get a different connected network, hence the number of connected networks with n vertices is at least n/2 times greater than the number of connected cubic planar multigraphs with n vertices, which is a contradiction.
We proceed as in the last part of the proof of Theorem 2. We compute C 0 = C(ρ m ) ≈ 0.070660 and C 5 ≈ −0.098979, together with the singular expansion of G(x) = exp(C(x)), which is given by
where G 0 ≈ 1.073217 and G 5 ≈ −0.106226.
Finally, an application of Lemma 10 gives the estimates as claimed. As a corollary, the probability that a random cubic planar multigraph is connected is p m = h /h ≈ 0.931778.
P -recursive sequences.
A series is D-finite if it satisfies a linear differential equation with polynomial coefficients. It is well-known (see Chapter 6 in [15] ) that {f n } is P -recursive if and only if f n x n /n! is D-finite.
Proof of Theorem 5. We show that in each case the corresponding generating functions are D-finite.
Connected and 2-connected graphs. The generating function C (x) is algebraic, hence it is D-finite [15] . It follows that C(x) is also D-finite. The same argument applies to the generating function B(x) of 2-connected graphs.
Arbitrary graphs. We use the same argument as in [14] , namely that if C (x) is algebraic then exp(C(x)) is D-finite. For completeness we briefly recall the proof. Let G(x) = e C(x) . One shows by induction that
, where R i is a rational function in C and x. Since C is algebraic, Q(C , x) is finite dimensional over Q(x), say of dimension k. Hence there are rational functions
proving that G is D-finite.
Multigraphs. In this case we cannot apply the previous argument, since there is no direct relation between the generating functions D(x) and C (x). It follows from Equation (15) that D(x) is algebraic. We use Equation (16) to express G(x) = exp(C(x)) in terms of D(x), and the fact that exponential of an algebraic function is D-finite, to obtain
where J(x) is a D-finite function (notice that the logarithm in (16) cancels with the exponential). We next use the explicit expression (7) and the fact that U (z) is algebraic to conclude that exp(M (x, 1 + D)) is D-finite (again a logarithm cancels). Since the product of D-finite functions is D-finite, we conclude that
Distribution of the number of triangles
In order to study the distribution of the number of triangles in random cubic planar graphs, we start with 3-connected cubic graphs. By duality this amounts to studying vertices of degree 3 in triangulations. The latter problem is solved in Section 4.1. We then use it to count triangles in networks in Section 4.2. In Section 4.3, we perform the singularity analysis and complete the proof of Theorem 7. Finally, in Section 4.4, we apply the tools we have developed to enumerate planar cubic triangle-free graphs. This does not follow directly from Theorem 7 as one needs to adapt the equations satisfied by the associated generating functions and perform a delicate analysis of singularities.
Vertices of degree 3 in triangulations
Throughout this section T * denotes the class of triangulations not reduced to a triangle. The associated generating function is T * (z) = T (z) − z, where T (z) is as in Equation (2). Recall that T 4 (z) is the generating function of 4-connected triangulations, given in (5). In both cases, z encodes the number of vertices minus two. A triangulation A ∈ T * has a 4-connected core C, obtained by removing the vertices inside maximal separating triangles; the core is either a 4-connected triangulation or isomorphic to K 4 . Then A is obtained by possibly replacing the internal faces of C with arbitrary triangulations. This leads to the following equation, linking T * (z) and T 4 (z):
The former is equivalent to Equation (2.6) from [16] . The second term z 2 (1 + z −1 T * (z)) 3 corresponds to the case when the core is K 4 .
Our goal is to refine (17) by counting vertices of degree 3. An internal vertex in a triangulation is a vertex not incident with the root face, otherwise it is called external. Let t(z, u) be the generating function of triangulations, where z is a before and u encodes internal vertices of degree 3. In particular, T * (z) = t(z, 1). Let T 0 be the set of triangulations (except K 4 ) in which the degree of the root vertex is equal to 3, and T 1 those where the degree is greater than 3. Then we have T * = T 0 ∪ T 1 ∪ {K 4 }. Let T 0 (z, u) and T 1 (z, u) be the associated generating functions, where u now counts the total number of vertices of degree 3, including the external ones. Then we have
Lemma 16. The generating function t = t(z, u) is defined implicitly in terms of T 4 (z) as
In addition, we have
Proof. The first equation follows directly from (17). The only difference comes from the second term associated to K 4 : when none of the internal faces is replaced with a triangulation, the central vertex has degree 3 and the configuration is encoded as u. When removing the root vertex (and the three adjacent edges) of a triangulation in T 1 , we obtain a smaller triangulation. The reverse operation is to take a triangulation, draw a vertex on its root face, join it with the three vertices on the external face, and re-root the resulting map. This gives (19).
In order to obtain T 0 we first compute T * (z, u). The following equation follows from (18) by analyzing again the case where the core is K 4 , and taking into account how many internal faces are replaced with triangulations:
Finally, we use T * (z, u) = T 0 (z, u) + T 1 (z, u) + z 2 u 4 , and after a simple computation we get (20).
Triangles in networks
We are now back to labelled graphs and exponential generating functions. In this section, variable x marks vertices and u marks triangles. D i (x, u) is the generating function of non-isthmus networks in which the root edge belongs to exactly i ∈ {0, 1, 2} triangles. The same convention applies to series, parallel and h-networks.
The special case when the 3-connected core of an h-network is K 4 is encoded in the generating functions W i . We let E(x, u) be the generating function of networks where triangles incident to the root edge are not counted, that is,
The next two lemmas provide the expressions for the series D i , S i , P i , W i , I, L and for H 0 , H 1 .
Lemma 17. The following equations hold: 2 (I + E − L) we need to consider separately three situations in which a new triangle is created, which are drawn in Figure 5 . The corresponding generating functions are
E − L L Figure 5 : The three configurations in L where an extra triangle is created. The associated generating functions are respectively
In the case of parallel networks, when using networks in L we create triangles incident with the root edge of the network. The possible cases in P 1 and P 2 are drawn in Figure 6 .
The equation for S 1 follows by considering the possible cases in which the root edge is incident with a triangles, as described in Figure 7 . The previous system can be easily rewritten as we have done earlier so that the right-hand terms have non-negative coefficients, and thus admits a unique non-negative power series as solution.
Let m 1 (x, y, u) = M 1 (x, y, u)/(uy 3 ), where now u counts non-external triangles, and y counts the number of edges minus three (we do not count the root edge and the special edges).
A network in H 1 is obtained from a graph G in M 1 in which we replace edges (except the root edge) with networks, and where the three edges of the external triangle of G are not replaced. The term u + 3E + 3E
2 + E 3 = (1 + E) 3 + u − 1 encodes the substitution of networks over 3-sets of edges defining triangles (except the external triangle and the corresponding edges, which are not substituted). This translates into the equation
The expression for H 1 is obtained by writing first m 1 in terms of T 1 , and then writing T 1 in terms of t using (19).
Let us now consider a network in H 0 . It can be obtained in two different ways: either from a core without an external triangle, or from a core with an external triangle in which some special edges are replaced with a non-empty network. Using a similar encoding argument as before we arrive at
where the factor 2E + E 2 in the second summand corresponds to the substitution of networks on the pair of special edges. Using the expressions of M 0 and m 1 in terms of T 0 and T 1 , and Equations (19) and (20), after simplification we get the expression for H 0 , as claimed.
We conclude this section by expressing the generating function of rooted graphs C
• (x, u), where x marks vertices and u marks triangles, in terms of networks:
Singularity analysis and proof of the main result
In order to apply Lemma 11 for proving a Gaussian limit law, our first task is to find the dominant singularities of the function C(x, u) counting triangles in connected cubic planar graphs. We first find the singularities for 3-connected graphs and then use the results from the previous section to obtain the singularities of C(x, u).
Singularities of 3-connected graphs. The next result gives the dominant singularities of the generating function of 3-connected graphs.
Lemma 19. Let t(z, u) be as in Lemma 16. Let u be a fixed complex number with |u − 1| < ε, where ε > 0 is sufficiently small. Then the point z = z(u) where t(z, u) ceases to be analytic is given by the equation
Moreover, at this critical point (z, u) we have the relation
Proof. The unique singularity of T 4 (z) is at 4/27 (see Section 2). Hence, for u in a small neighbourhood of 1, the only possible source of singularities for t(z, u) in Equation (18) comes from the singularity of T 4 (z), giving the relation
We also know that T 4 (4/27) = 7/5832, hence at the singular point we have
Eliminating t from the previous two equations gives (22) , and an elementary computation gives (23).
Singuarities of connected graphs. We have seen in the proof of Theorem 1 that the singularities of the generating function D(x) of cubic networks come from the singularities of T (z). By continuity and for u sufficiently close to 1, this also holds for the bivariate generating functions of networks. For a given u close to 1, we let ρ(u) be the dominant singularity of the function E(x, u). Notice that, because of (21), it is also that of C(x, u). Remark also that ρ(1) is equal to the constant ρ ≈ 0.3192246062 from Theorem 1.
Now in order to determine ρ(u), we will find two equations satisfied by u, ρ(u) and E(ρ(u), u). Then eliminating E will give us ρ(u) implicitly in terms of u. Once we have access to ρ(u), an application of Lemma 11 will give the asymptotic normal law with the corresponding moments.
Lemma 20. Let x = ρ(u) be the dominant singularity of E(x, u) for u close to 1, and let E = E(x, u). Then the following equations hold:
Proof. Consider the expressions for H 0 and H 1 in Lemma 18. Since the singularities of E must come from the substitution in t, the point
(1+E) 3 must be a singular point of t(z, u). The singularities of t are given by the relation (22), hence we have
which is precisely (24).
Let us now deduce Equation (25). We first need the evaluation of t at the point 3 . This follows directly from (23) and (24) and gives
Notice that all the functions, involved in both Lemmas 17 and 18, can be written in terms of E, L and the variables x and u. Solving for L and substituting will provide a second equation on E ,x, and u.
The solution for L is
where A is an the statement. It remains finally to write D 0 , D 1 , D 2 in terms of E, L, x and u, then to replace L with the expression in (27), and to perform an elementary computation to obtain (24).
Proof of Theorem 7. One can eliminate E from the system composed of Equations (24) and (25) to obtain a single polynomial equation p(x, u) = 0 in x and u, whose smallest positive solution in x is the singularity ρ(u) of E(x, u). The polynomial p has degree 40 in x 2 and is too large to be displayed here. We then differentiate p(ρ(u), u) with respect to u and compute the following values (using Maple):
ρ (1) = −0.0389371919, ρ (1) = 0.0229417852.
Alternatively, we can differentiate (24) and (25) and solve the corresponding system involving ρ(1) and ρ (1), and similarly for ρ (1).
In order to apply Lemma 11, we need to show that E(x, u) is analytic in a ∆-domain at ρ(u). Since E(x, 1) = D(x) and D(x) has an expansion in powers of 1 − x/ρ, by continuity E(x, u) also has an expansion in powers of 1 − x/ρ(u) for u near 1. It is hence analytic in the complex plane sliced along the ray [ρ(u), ∞]. Consider now u in a small neighbourhood U of 1, and take u 0 ∈ U real with u 0 > |ρ(u)|. By the same argument as in the proof of the univariate case (Theorem 1), E(x, u) is analytic in a ∆-domain at u 0 . It follows that E(x, u) is analytic in a ∆-domain at ρ(u). Thus, for u in a small neighbourhood of 1, we get the estimate [x n ]E(x, u) = c(u) · n −5/2 ρ(u) −n 1 + O(n −1 ) .
By a direct application of Lemma 11, we are able to first compute the values ρ (1) and ρ (1), then the values of µ and λ, as claimed. This concludes the proof of Theorem 7.
Enumeration of triangle-free cubic planar graphs
In this section we enumerate cubic planar graphs without triangles. The starting point is the enumeration of triangles from the previous section. We consider cubic planar networks without triangles, except possibly the ones incident with the root edge. We use the same notation as in the previous section, with the difference that now we do not encode triangles. The following lemma gives the relations between the various classes of networks in this setting.
Lemma 21. Let t(x, u) be the generating function defined by Equation (18), and let E, L, I, D i , S i , P i , J i , W i be the generating functions of networks without triangles except those containing the root. Then
functions I and L, because they only count networks without any triangle, we simply set u = 0. Finally, the equation for S 0 follows since S 1 has been replaced with u −1 S 1 .
Proof of Theorem 6. The proof uses a simple variant of Lemma 15 as follows. In the present situation we have an equation of the form F (x, E(x)) = f (x, E(x)) + t x 2 (1 + E) 3 , 1 − 1 (1 + E) 3 = 0.
The singularities of t(z, u) are given by Equation (22), that is, z(1 + (1 − u)z) 2 = τ . Assuming that the dominant singularities of E(x) come from those of t(z, u), they are obtained by solving
The conditions to be verified are the same as in Lemma 15 , except that the equations determining the singularity are now (29) instead of F = x 2 (1 + E) 3 = 0. They have as smallest positive solution ζ ≈ 0.378537, E 0 = E(ζ) ≈ 0.000951.
We verify the three technical conditions from Lemma 15 and obtain the corresponding estimate on [x n ]E(x) by computing the singular expansion
with E 3 ≈ 0.094744. Let now F (x) be the generating function of connected triangle-free cubic planar graphs. We have the relation 3F
where F • (x) counts connected triangle-free cubic planar graphs rooted at a vertex. The reason is that the only networks that contribute to F
• (x) are those with no triangle incident with the root edge, that is, those counted by D 0 and I. We have to subtract those which are not simple, namely: loop networks (L), series composition of two loop networks (L 2 ), and parallel composition of an edge and a non-loop network (x 2 (E − L)). From the expansion of E(x) at ζ we get a corresponding expansion of F • (x) with F • 3 ≈ 0.001077. Since E(x) is ∆-analytic at ±ζ, so is E(x). Thus we obtain the following estimate for n even:
• 3 Γ(−3/2) · n −5/2 ζ −n n!, which gives the estimate for f n claimed in Theorem 6. Finally, the exponential formula gives n≥0 t n x n n! = e F (x) , from which can we compute the number of arbitrary triangle-free graphs up to any number of vertices. We find an approximation to the limiting probability p of a triangle-free graph being connected by computing the quotients f n /t n , and obtain p ≈ 0.99995. Finally we compute α = p · f ≈ 0.0009109.
Distribution of the number of cherries and bricks
The strategy in the proofs of Theorems 8 and 9 is very similar than the one of Theorem 7. We use the variable u to mark the number of copies of a given cherry or brick, and we find the equations satisfied by the respective bivariate generating functions D(x, u) of non-isthmus networks. We then find the dominant singularities of D(x, u) and apply Lemma 11 to deduce an asymptotic normal law, together with a computation of the first two moments.
