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Introduzione 
Sistemi quantistici il cui spazio degli stati possa essere ristretto ad Uno spazio 
di Hilbert bidimensionale sono assai diffusi sia in chimica che in fisica. Ne1 caso 
piu semplice il sistema possiede un solo grado di liberta che pub assumere solo 
due valori, ad esempio la proiezione dello Spin nel caso di un nucleo a spin 1/2 o 
la polarizzazione nel caso di un fotone. Una situazione pih comune perb 5 quella 
in cui il sistema in questione sia descritto da una coordinata generalizzata q cui 
& associato un potenziale efficace V ( q )  con due minimi separati. Si pub pensare 
ad esempio ad una particella quantistica risonante o fluttuante tra due stati loca- 
lizzati attraverso tunneling quantistico. A temperature sufficientemente basse la 
dinamica coinvolge solo i due stati fondamentali delle due buche del potenziale. 
Tali stati localizzati sono accoppiati attraverso la sovrapposizione delle rispettive 
funzioni d'onda che riflette la possibilitj di tunneling quantistico fra i due minimi. 
In letteratura tali sistemi sono noti come "sistemi a due livelli" (TLS) o "bista- 
bili" . Essi sono utilizzati per descrivere sistemi fisici a.ssai differenti. Un esempio 
5 fornito da1 caso di impurezze di idrogeno in niobio. Esperimenti di scattering 
di neutroni su lVb(OH), a basse temperature [I] hanno evidenziato che, entro la 
cella b.c.c. in cui cristallizza il N b ,  esistono due siti interstiziali equivalenti di 
equilibiio stabile per l'idrogeno fsa i quali eseguire tunneling quantistico. 
Come verrii ampiamente discusso in questa tesi, alcune proprietii dei solidi amorfi 
a basse temperature possono essere spiegate con la presenza in questi inateriali 
di eccitazioni di bassa energia a due livelli [2,3]. 
Inoltre, non i% necessario che il grado di libertii q sia una coordinata geometrica. 
Un esempio & fornito da1 moto del flusso magnetico intrappolato in un anello 
SQUID-rf ( "superconducting quantum interference device"), per valori del flusso 
esterno pari a circa la meta del quanto di flusso [4,5]. 
In questa tesi rni propongo di affrontare da  un punto di vista microscopico 10 
studio degli effetti di un campo esterno dipendente da1 tempo su un sistema 
quantistico dissipativo bistabile, con applicazione allo studio della risposta acu- 
stica dei solidi amorfi. Con il termine "sistema dissipativo" si intende un sistema 
a pochi gradi di liberta (in questo caso il TLS), la cui dinamica 6 influenzata 
dall'accoppiarnento con un sistema a moltissimi gradi di liberta, il "bagno ter- 
mico", che descrive l'ambiente circostante. I1 sistema pih ambiente costituiscono 
nel loro complesso un sistema conservativo. 11 L'piccolo" sistema interagisce con il 
"grande" sistema trasferendo ad esso energia che, una volta ceduta all'ambiente, 
non viene restituita. E'accoppiamento con l'ambiente circostante si traduce dun- 
que in effetti di frizione sul "piccolo" sistema. In molti casi di interesse pra- 
tico il bagno termico & solo debolmente perturbato da1 "piccolo" sistema e la 
risposta dell'ambiente si pu6 considerare lineare. In tal caso un bagno termico 
rappresentato da  un insierne di oscillatori armonici con un accoppiamento bili- 
neare nelle coordinate del bagno e della particella descrive la fisica essenziale [6].  
La rappresentazione del bagno termico come un insieme di oscillatori armonici 
risulta assa.i conveniente per 10 studio della dissipazione quantistica.. In questo 
caso completa inforinazione sugli effetti dissipativi dell'ambiente sulla particella &. 
contenuta nella densi t spet t rale delle ecci tazioni bosoniche del bagno. Esiste un 
insieme di sisteini fisici per i quali 1'Hamiltoniana del sistema composto, e quindi 
la densith spettrale, piib essere determinata da considerazioni rnicroscopiche. Per 
molti sistemi complessi, tuttavia, non si ha una chiara comprensione dell'origine 
microscopica dello sinorzamento. Nondimeno, per dissipazione lineare, (cioe 10 
smorzanlento non dipende dallo stato del "piccolo" sistema), la densiti spettrale 6 
unicamente determinata da1 coefficiente di smorzamento che colnpare nelle equa- 
zioni fenornenologidie ciassiche del moto quali l'equazione di Langevin (7,8]. E 
possibile cosi inferire informazioni sul comportamento quantistico del sistema 
dalle equazioni classiche del rnoto. 
Un'altra situazione di notevole interesse 2 quella in cui jl bagno termico sia costi- 
tuito da  un gas di fermioni quale pub escere ad esempio l'insieme degli elettrsni 
di conduzione in un metallo. In questo caso l'accoppiamento tra la particella e gli 
operatori di campo fermionici non & lineare. Tuttavia, a basse energie le eccita- 
zioni elementari del bagno fermionico sono prevalentemente coppie particella-buco 
attorno alla superficie di Fermi. Esse danno origine ad una dissipazione di tipo 
bosonico con spettro lineare nella frequenza (dissipazione Ohmica). I1 caso della 
dissipazione di un "sistema a due livelli" con un insieme di oscillatori armonici 
incoerenti 6. stato considerato originariamente da Caldeira e Legget t 191. Poiche 
il "sistema a due livelli" & come Uno spin, tale modello & divenuto not0 come mo- 
dello spin-boson. Esiste un'ampia letteratura in cui viene studiata la dinamica 
e la terrnodinamica del modello spin-boson con numerose applicazioni alla fisica 
degli stati condensati. 
Un sistema bistabile a due livelli & il pih semplice sistema quantistico in cui os- 
servare fenomeni di interferenza costruttiva e distruttiva: il sistema isolato pu8 
essere preparato in modo da oscillare indefinitamente tra i due stati localizzati 
alla sua frequenza propria (determinata dalla differenza di energia fra i due li- 
velli). D'altra parte, una delle maggiori caratteristiche di un sistema dissipativo 
bistabile & la riduzione del moto di tunneling coerente da parte della forza stoca- 
stica dell'ambiente attraverso processi incoerenti [9,10]. La forza fluttuante pu8 
anche indurre a una transizione di fase in cui il TLS a temperatura Zero localizza 
[lll. 
Anche la perturbazione provocata da un campo esterno pu6 essere tale da canl- 
biare anche qualitativamente la dinamica del sistema. Un canlpo esterno dipen- 
dente da1 tempo, ad esempio, pu8 aumentare la frequenza di tunneling di alcuni 
ordini di grandezza [12] o, come recentemente mostrato da  Grossrnann et al. [13] 
e Gomez et al. [14], si pub giungere ad una distruzione completa del tunneling. 
L'approssimazione della risposta lineare risulta ovviamente inadeguata per de- 
scrivere questi effetti. 
I1 problema di un TLS dissipativo e nonlinearrnente forzato presenta notevole 
complessita ma si presta anche ad una molteplicitii di applicazioni. Ad esempio, 
& stato assai recentemente mostrato da Coppersmith et al. [15], che un sistema 
quantistico bistabile asimmetrico pub esibire il fenomeno della Risonanza Stoca- 
stica. Questo & un effetto coperativo fra le forze stocastiche dell'ambiente e il 
campo esterno forzante, dove la risposta del &Sterna al campo esterno 6 amplifi- 
cata dalle forze stocastiche [16,17]. Un'altr6 caso importante, che ver& ampia- 
mente discusso in questo tesi, k. 10 studio della risposta acustica nonlineare dei 
solidi amorfi a basse temperature. Una grande parte delle proprieta acustiche a 
basse temperature di questi materiali sono state spiegate con succeSso in termini 
del fenomenologico 'tunneling model" (TM). I1 TM postula l'esistenza di eccita- 
zioni di bassa energia proprie della struttura disordinata del reticolo che hanno 
il carattere di "sistemi a due livelli". I TLS's influenzano le proprieti del mate- 
riale interagendo con fononi termici nei vetri dielettrici, con fononi ed elettroni 
nei vetri metallici. In esperimenti ultrasonici i3 stato evidenziato, come impor- 
tante differenza tra vetri dielettrici e metallici, che il tempo di vita medio delle 
entiti di tunneling & drasticamente pih breve nel caso metallico. Golding et al. 
[18] hanno spiegato questo comportamento con un accoppiamento non adiabatico 
delle entita di tunneling con elettroni di conduzione nei metalli. Black e Fulde E191 
hanno esteso quest'idea per descrivere il processo di rilassamento in un ambiente 
superconduttore. Le previsioni teoriche hanno trovato conferma negli esperimenti 
ultrasonici di Weiss et al. [20] su vetri met allici nello stato normale e supercondut- 
tore. Tuttavia, recenti esperimenti acustici a bassa frequenza mostrano una forte 
dipendenza dall'ampiezza del campo esterno applicato [21,22] e deviazioni an- 
che qualitative dalle previsioni del "tunneling model" [23,24]. D'altra parte, una 
tacita assunzione del "tunneling model standard" & quella dell'approssimazione 
di risposta lineare per l'interazione tra le entith di tunneling e i modi acustici 
usati come sonda negli esperimenti. Inoltre, la risposta acustica nonlineare & dif- 
ferente a seconda che il campione sia un conduttore o un dielettrico. Sia nei vetri 
metallici che isolanti, alle piu basse temperature, la variazione della velocita del 
suono non dipende dalla temperatura ma k circa costante. I1 valore di saturazione 
dipende da1 campo applicato nei metalli ma non nei dielettriti. A temperature 
piu elevate, nei dielettrici, la velocita del suono raggiunge un massimo la cui al- 
tezza e posizione dipendono dall'ampiezza del campo esterno. Uno dei maggiori 
risultati di questa tesi &. quello di mostrare che l'apparente contraddizione tra 
i risultati sperimentali e le previsioni del TM pub essere superata andando ol- 
tre l'approssimazione di risposta lineare, e trattando in ma.niera appropriata la 
dissipazione. 
La tesi dunque si compone di due parti. Nella prima parte si affronta il problema 
generale della risposta nonlineare di un "sistema a due livelli" dissipativo forzato 
da  un carnpo esterno dipendente da1 tempo. 
Diversi autori hanno affrontato questo problema. Ad esempio, Dakhnovskii [25] 
ha fornito soluzioni analitiche per un TLS simmetrico e per grandi frequenze 
del carnpo esterno. Viceversa, Laikhatman [26] e Galperin [27] hanno proposto 
soluzioni per frequenze sufficientemente basse da poter trattare l'influenza tem- 
porale indotta da1 carnpo esterno adiabaticamente. Dittrich et al. [28] hanno 
presentato invece risultati numerici per un potenziale bistabile nel caso di debole 
accoppiamento con il bagno. Manca tuttavia, data la complessita dell'obiettivo, 
una trattazione sistematica valida per arbitrazie frequenze e ampiezze del campo 
esterno nonche della costante di accoppiamento TLS-bagno. Questa problema- 
tica & affrontata nel terzo capitolo e costituisce la pa.rte centrale della prima parte 
della tesi. 
Prima di affrontare questa tematica, ho ritenuto opportuno illustrare nel secon- 
do capitolo una generalizzazione del metodo di Laikhtman per la soluzione del 
problema dinamico. Esso permette di capire in modo relativamente semplice al- 
cune caratteristicl~e dells risposta nonlineare. Utilizzando tecniche standard della 
rneccanica quantistica, tale metodo si prefigge di ricavare e risolvere un'equazione 
del moto per il numero medio di occupazione del "sistema a due livelli". Que- 
sto approccio risulta in generale conveniente ogniqualvolta l'influenza dissipativa 
dell'ambiente possa essere trattata perturbativamente. Se tale ipotesi k valida, 
e nel limite adiabatico, si ottengono equazioni del moto formalmente identiche 
a quelle del caso statico, dove la dipendenza da1 tempo k contenuta implicita- 
mente nella differenza di energia fra i due stati del "sistema a due livelli". Ne1 
regime adiabatico, un tale approccio pu6 essere utilizzato per descrivere il moto 
di un TLS in arnbiente fononico oppure, per temperature sufficientemente basse 
da  permettere una trattazione perturbativa dell'interazione con il bagno, quello 
di un TLS interagente con le eccitazioni di bassa energia di un gas di Fermi. Ne 
discuterb nella seconda parte della tesi l'applicazione allo studio della risposta 
acustica nei vetri dielettrici. Tuttavia, ad d t e  frequenze l'ipotesi adiabatica non 
& pih soddisfatta, inoltre, anche nel regime adiabatico, non sempre 2 corretto 
trattare perturbativmentc l'influenza del bagno termico. 
Per una trattazione microscopica generale del problema del TLS dissipativo e for- 
zato, viene utilizzata in questa tesi una tecnica -di integrali di cammino a tempo 
reale detta del "funzionale d'influenza". Inizialmente proposta da Feynman e 
Vernon [29] per studiare l'influenza di un bagno termico su una particella quanti- 
stica, e poi applicata da Caldeira e Leggett al problema spin-boson [9], la tecnica 
del funzionale d'influenza si & rivelata particolarmente potente ai fini della de- 
scrizione dei fenomeni quantistici dissipativi. Essa consiste nell'eliminare i gradi 
di liberta del bagno in favore di un funzionale, dipendente dalle sole coordinate 
della particella, contenente tutte le informazioni sugli effetti del bagno termico 
sulla dinamica e termodinamica della particella stessa. Ne1 caso del modello spin- 
boson l'eliminazione dei gradi di liberta del bagno pu6 essere fatta esattamente. 
La presenza di un campo esterno dipendente da1 tempo complica ovviamente ul- 
teriormente le cose rispetto al caco statico. Mostrerb tuttavia che 5 nuovamente 
possibile, anche se forrnalmente pih complicato, ricavare una soluzione esatta per 
l'evoluzione temporale nella forma di una serie nel numero di transizioni del si- 
stema. Dedicllerh particolare attenzione al caso in cui l'interazione con il bagno 
termico dia origine a dissipazione Ohmica, qua1 2 ad esempio quella originata 
dallyaccoppiamento di un TLS con le flut tuazioni di densita elettronica. Que- 
sto tipo di dissipazione risulta essere di grande interesse teorico presentando una 
grande varieta di regimi in cui si combinano sia gli effetti stocastici dell'ambiente 
che quelli del campo esterno forzante. Per il caso Ohmico discutero risornme 
analitishe della serie in diverse regioni dei parametri. 
Nella seconda parte della tesi, applicherb i risultati dell'analisi generale allo 
studio della risposta acustica nonlineare dei solidi amorfi. Onde valutare la disper- 
sione della velocita del suono e l'attenuazione & necessario risolvere il problema 
dinamico accoppiato della sonda e del campione per un'ampiezza arbitraria del 
carnpo esterno, sia per il caso metallic0 che dielettrico. I TLS's infatti si accop- 
piano al carnpo di deformazione indotto dall'onda sonora modificando le proprieta 
acustiche in maniera analoga a quella in cui le eccitazioni elettroniche di un mezzo 
ottico influenzano la propagazione della luce. D'altra parte, l'interazione con il 
carnpo di deformazione induce una modulazione dipendente da1 tempo dei pa- 
rametri del "sistema a due livelli:'. Inoltre, la dinamica dei TLS's 5 fortemente 
influenzata da1 meccanismo di rilassamento all'equilibrio termico che avviene at- 
travers0 l'interazione con elettroni di conduzione nei vetri metallici, con fononi 
termici nei dielettrici. Questo problema & assai complicato. Per procedere alla 
valut azione delle propriet & acus tiche occorre dunque separare 10 studio della di- 
namica in due parti. Nella prima parte viene risolta l'equazione d'onda classica 
per il carnpo scalare macroscopico che descrive la propagazione del suono nel 
campione in presenza di un potenziale d'interazione, supposto noto, originato dai 
TLS's. Nella seconda parte viene valutato questo potenziale sommando i contri- 
buti microscopici di ogni singolo TLS presente nel campione. Cosi, per ogni TLS, 
si dovra risolvere l'equazione quantistica del moto in presenza del carnpo esterno 
e del bagno termico. Quest'ultimo, & proprio il problema teorico affrontato nella 
prima parte della tesi e che ora deve essere riconsiderato appropriatamente 1ie1 
contesto del "tunneling model" . 
La tesi 6 strutturata come segue. I primi tre capitoli ne costituiscono la 
prima parte dove si tratta il problema dinamico generale di un "sistema a due 
livelli" dissipativo sogget to a un campo esterno dipendente da1 tempo. Ne1 primo 
capitolo definirb dapprima le quantita fisiche che caratterizzano il complesso TLS- 
arnbiente-sonda nonche le quantith dinamiche d'interesse. Analizzero poi breve- 
mente le predizioni della risposta lineare. Tale analisi servirh per capire alcune 
caratteristiche generali della dinamica di un TLS dissipativo che saranno utili 
anche per 10 studio del pih complesso caso nonlineare. 
Nel secondo capitolo ricaverb, nell'ipotesi di debole interazione con l'arnbiente e 
nel limite adiabatico, un'equazjone di rate per il numero medio di occupazione 
dei livelli energetici del "sistema a due livelli". Ne1 terzo capitolo invece deriverb 
una soluzione formale esatta per il problema dinamico basata sulla tecnica del 
funzionale d'influenza. Inoltre, discuterb soluzioni analitiche dell'espressione for- 
male esatta trovata per il caso di dissipazione Ohmica. 
I restanti tre capitoli costituiscono la seconda parte della tesi, dedicata allo studio 
della risposta acustica nonlineare dei solidi amorfi. Ne1 quarto capitolo illustrerb 
il modello usualmente utilizzato per le eccitazioni di bassa energia nei vetri a 
basse ternperature o ('tunneling model". Nell'ambito di tale modello valuterb la 
risposta acustica nonlineare per il particolare set-up sperimentale d'interesse negli 
esperimenti acustici di bassa frequenza nei vetri. Ricaverb cioe, un'espressione 
formale per la dispersione e l'attenuazione della velocita del suono in onde di 
flessione di una sottile larnina di vetro. Discuterb infine il risultato del calcolo 
di tali quantitk in risposta lineare. La comprensione delle previsioni di questa 
teoria, i cui limiti di validita sono dati da1 confronto con i risultati sperimentali, 
,& infatti necessaria per una valutazione appropriata delle grandezze acustiche in 
regime nonlineare. 
Ne1 quinto e sesto capitolo, con l'ausilio dei risultati dell'analisi generale della 
prima parte, vengono valutate esplicitarnente la dispersione della velocith del 
suono e l'at tenuazione rispet tivamente nei vetri metallici e dielet trici. L'accordo 
con i dati sperimentali k ottimo. L'apparente contraddizione tra le previsioni del 
modello "staildard" dei vetri e i risultati sperimentali 6 naturalmente superata 
quando una valida teoria & sostituita all'approssirnazione della risposta lineare. 
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Capitolo 1 
TLS dissipativo soggetto a campo 
esterno dipendente da1 tempo 
1.1 Caratterizzazione formale del sist ema 
I1 problema della dissipazione quantistica 6 quello di descrivere l'influenza di un 
bagno termico sulle proprieti termodinamiche e sulla dinamica di un sistema 
a pochi gradi di libertk, nel nostro caso un "sistema a due livelli" o TLS. Per 
risolvere il problema dissipativo quantitativamente caratterizziamo il sistema con 
una coordinata generalizzata cui & associata una funzione di energia potenziale 
con due minimi (figura (1.1)). Denotiamo con V. l'altezza della barriera, con 
fiwo Ia differenza di energia fra lo stato fondamentale e il primo stato eccitato 
nelle due buche, dove wo 6 la frequenza delle piccole oscillazioni nei due minimi 
del potenziale, e con hco la differenza di energia tra i due stati fondamentali. 
Allora, nella regione dei parametri V. >> tiwo > > kT, heo il sistema 6 ristretto 
allo spazio di Hilbert bidimensionale generato dalle funzioni d'onda dei due stati 
fondamentali. Tenendo presente la possibilitk di tunneling tra le due buche, il 
TLS & governato dall'Hamiltoniana 
Figura 1.1: Potenziale a doppia buca V ( q )  
Le a sono matrici di Pauli e la base 6 scelta in modo che gli stati I+) (destro) e 1-) 
(sinistro) siano autostati di a, con autovalori +l e -1: rispettivamente. L'energia 
d'interazione hA & la diffeieriza di energia tra i due livelli di un TLS simmetrico 
clo\-iita al tunneling; essa piib escere stixriata rlell'ap~>rocsimaziolie \VI<;B o usando 
tecniche istaritoniche [30.31j 
dove X = u(2~1dt~/h ') ' f2,  111 + la rnassa efficace della particella e a & una lunghezza 
caratteristica, (generaln~ente la distanza spaziale tra i due stat.i localizzati). 
Rappresentiamo l'ambiente conie un insienie di oscillatori armonici con Hamilto- 
l~ilineare con il bagiio termico che sia serisibile al \ralore di 0,. Per esempio u11 
accoppianierito locale di dipolo fornisce iiii semplice modello per questo tipo di 
accoppia~nerito. L'Hamiltoniaria d'interazione 6 
Otteniamo cosi l'namiltoniana spin-boson [9] 
dove ( = C, c,x,. Infine, aggiungiamo un termine d'interazione in cui l'asimmetria 
€0 6 modulata da una forza esternadipendente da1 tempo fi~(t)/a.  Allora 1'Hamil- 
toniana del sistema spin-boson forzato & 
Quindi, il sistema a due livelli con accoppiamento fra i due stati proporzionale a 
a, si muove sotto l'influenza di tre differenti "forze" di bias: una forza intrinseca 
costante fieo/a, una forza dipendente da1 tempo (applicata esternarnente) fie(t)/a, 
e una forza fluttuante [(t) = C,  c,x,  (t). 
Per un bagno armonico, la forza stocastica 6 gaussiana ed & completamente carat- 
terizzata da ( ( ( t ) ) p  = 0 e dalla funzione di correlazione forza-forza all'equilibrio 
termico [10,9] 
C cosh(w,(fiß/2 - it)) 
(E(t)E(o))p = fi C 2rn,w, sinh(w,fiß/2) 
cosh(w(fiß/2 - it)) 
= T o J siiiii(ifip/z) 
(1.7) 
dove ß E 1/kT i: l'inverso della temperatura, e dove nella seconda forma & stata 
introdotta la densita spettrale delle eccitazioni del bagno 
Nonostante la sua apparente semplicitii il modello spin-boson non i: risolubile 
esattamente con tecniche al momento note. Poiche perb quello che interessa k 
valutare l'influenza dell'ambiente sulla particella, una completa informazione k 
contenuta nella densita spettrale J (w) .  E interessante ricordare che la densita 
spettrale J ( w )  6 correlata ad una viscosita dipendente da1 tempo ~ ( t )  che inter- 
viene nell'equazione fenomenologica classica di Langevin con rumore colorato 
da una relazione di Green-Ihbo 
J(w) = Mw dty ( t)  cos wt . 
J0 
(1.10) 
Cosi la densita spettrale J(w)  & determinata da quantith che gih appaiono 
nell'equazione classica del moto [8]. Questo & dovuto all'ipotesi di dissipazione 
lineare eq.(1.4), in cui l'attrito stesso non dipende da110 stato del sistema. 
L'andamento a basse frequenze di J(w) 2 cruciale per fare predizioni fisiche qua- 
litative. Sistemi fisici realistici possono essere descritti dall'Hamiltoniana spin- 
boson con opportune densita spettrali. Ne1 seguito considereremo una classe di 
modelli con densita spettrali della forma 
per frequenze w << U,. Qui W, & molto maggiore di A rna molto minore di una 
frequenza caratteristica del bagno WB che puh essere dell'ordine della frequenza di 
Debye, di Fermi etc., a seconda del modello considerato. Infine, cr, & uli parametro 
adimensionato mentre cu,ijl-" k la costante di accoppiamento dimensionata per 
s > 1. Per frequenze w dell'ordine o maggiori di W B  il comportamento di J ( w )  
pu6 essere complicato e non facilmente deducibile da considera.zioni microsco- 
piche. Tuttavia, sino a che si & interessati a tempi t W;', l'effetto dei modi 
dell'ambiente con w 2 W, pub essere assorbito in una rinorinalizzazione dei pa- 
rametri del sistema purchk J ( o )  + 0 qua.ndo W -+ ca 132,331. Infa.tti, tutti 
gli oscillatori con frequenze maggiori di W, rispondono istantaneamente al lento 
moto di tunneling della particella agendo come una nuvola di polarizzazione che 
rinoiinalizza la frequenza di tunneling A con un fattore di Franck-Condon 
Ne1 seguito identificheremo A con Ac. 
I1 caso Ohinico ( s  = I) e i'l caso super-Ohmico (s > 1)) risultano assai rilevanti 
da1 punto di vista fisico. Infatti, un ambiente fermionico in cui le eccitazioi~i 
elementari sono coppie elettrone-buco vicino alla superficie di Fermi da origine a 
dissipazione Ohmica [34]. Ne1 caso classico cih corrisponde ad una viscosit&. 7( t )  
la cui trasformata di Fourier T(w)  & indipendente dalla frequenza, ciok T ( o )  = y. 
Dalla (1.10) si vede allora che nel caso Ohmico s = 1 il parametro adimensionato 
ar a, nell'eq. (1.11) t5 legato al coefficiente di attrito classico 9 = My dalla 
relazione 
Come ver& anche discusso nel quinto capitolo, questo k ad esempio il tipo di 
dissipazione che si ha nei vetri metallici dovuto all'accoppiamento di sistemi a 
due livelli con le fluttuazioni locali di densitk elettronica [23]. 
Ne1 caso di TLS's accoppiati con fononi termici in solidi cristallini attraverso un 
potenziale di deformazione la dissipazione & super-Ohmica con s = 3 o s = 5 a 
seconda della simmetria del reticolo [35]. Nei vetri dielettrici vedremo nel sesto 
capitolo che la dissipazione 5 super-Ohmica con s = 3. 
1.2 Dinarnica 
La quantitk dinamica che prenderb in considerazione 5 il valore di aspettazione 
dell'operatore posizione a, all'istante t definit0 come 
dove p(t) = U(t, t o ) p o ~ t ( t ,  to) 6 la matrice densith del sistema all'istante t 1a cui 
evoluzione 5 governata dall'operatore di evoluzione temporale 
Qui, & l'operatore di ordinamento temporale e H & I'Hamiltoniana del sistema 
spin-boson forzato eq.(1.6). Prenderb in considerazione il caso in cui il complesso . 
TLS-ambiente sia descritto all'istante iniziale to = 0 da una matrice densitii po 
in forma fattorizzata. Per chiarezza, supporremo che il TLS sia inizialmente 
nell'autostato di 0, con autovalore +1 mentre il bagno termico & in equilibrio 
termico rispetto alla sua hamiltoniana. Esplicitamente, po = I+)(+lp~,  dove 
P+ E 1+)(+1 & il proiettore sull~autostato di relativ0 all'autovalore +1 e 
ps = Zjjle-ßHg = Ca ~ 5 l e - ß ~ ~  Ia)(crI 5 la matrice densitii del bagno. Questo 
tipo di stato iniziale senza correlazioni tra sistema e arnbiente & molto conve- 
niente da1 punto di vista computazionale, tuttavia esso pu6 risultare artificiale 
in molte applicazioni sperimentali. Negli esperimenti che studiano il fenomeno 
della "coerenza quantistica macroscopica" (MQC) [36] ad esempio, la quantita 
dinamica d'interesse & il valore di aspettazione di a, per il caso in cui il TLS sia 
tenuto nell'autostato di a, con autovalore +l per un tempo negativ0 sufficiente- 
mente lungo che il "reservoir" sia giunto in equilibrio termico con esso. Questo 
pub essere ottenuto ad esempio applicando una forte asimmetria e > A per t < 0. 
All'istante Zero il vincolo viene rilasciato e il sistema TLS-bagno & libero di evol- 
vere all'equilibrio termico per t > 0. 
Un altro caso rilevante & quello di sistemi a due livelli nei solidi, ove in generale 
non & possibile preparare il sistema e si deve considerare uno stato iniziale di 
equilibrio termodinamico del complesso particella-bagno. Come discusso nelle re- 
ferenze [37] e [38], gli effetti della preparazione iniziale risultano rilevanti a grandi 
tempi, nel limite di basse temperature hAß 1 e basse frequenze, nello studio 
della risposta transiente del sistema. Tuttavia, quando il complesso sistema- 
ambiente & ergodico, esso rilassa nello stato stazionario indipendentemente da110 
stato iniziale scelto. Ne1 caso in cui sia presente un carnpo esterno, nel regime 
stazionario le soluzioni transienti sono oramai decadute e, per un carnpo esterno 
di periodo 2n/w,  il valore di aspetta.zione di a, e una funzione periodica. Ci 
aspettiamo dunque che, nota P(t ) ,  il valore di aspettazione P(") di U, nello stato 
stazionario possa essere ottenuto considerando il limite t -+ co di tale quantita. 
Ciok 
~ ( ' ~ ) ( t )  = lim P ( t )  = C pn(w)e-'""' , 
t-tm 
n=-03 
dove le armoniche P,, sono anche funzioni dell'ampiezza del carnpo esterno. 
Ne1 regime di risposta lineare, la formula di Icubo fornisce un metodo alternative 
per la valutazione del valore di aspettazione di U, ilello stato stazionario e al 
prim'ordine nel carnpo esterno, rispetto a quello fornito dalla (1.16) a partire 
dalla definizione (1.14) di P(t)  con Uno stato iniziale fattorizzato. Chiamiamo 
al momento PK(t) tale quantita. Consideriamo Per semplicita il caso di una 
perturbazione sinusoidale e ( t )  = i cos wt, (nel qua1 caso contribuiscono a PK solo 
l'armonica Zero e la prima armonica ). Allora, usando la teoria della risposta 
lineare di Icubo, si trova che PK(t) & legata alla suscettivith dinamica lineare 
Xo(w) da 
PK ( t )  = Peq + hi  [zo(-W) eiW' + z O ( w )  e-" ] . (1.17) 
Qui, P„ & il valore di aspettazione di equilibrio termico di a, e go & la trasformata 
di Fourier della funzione di correlazione ritardata 
dove ( indica la media termica a carnpo esterno nullo rispetto all'Hamiltoniana 
HsB. X. & dunque proprio la prima armonica di PK(t) la cui valutazione pre- 
suppone perb il considerare Uno stato iniziale termicamente correlato. In seguito, 
nello studio dello stato del sistema raggiunto a lunghi tempi, verificheremo formal- 
mente l'indipendenza dalla condizione iniziale delle soluzioni trovate in ipotesi di 
risposta lineare, e cio& l'equivalenza di ~ ( " ! ' ) ( t )  e PK(t). Questo ci dar& cosi con- 
fidenza nel fatto che, anche nel regime nonlineare, per un sistema ergodico, & 
corretto valutare il valore di aspettazione di a, nelo stato stazionario a partire 
dalla relazione (1.14) assumendo Uno stato iniziale fattorizzato. 
Alla soluzione del problema dinamico del calcolo di P(t)  per arbitrari valori 
dell'ampiezza del campo esterno e grandi tempi, sono dedicati i successivi due 
capitoli. Tuttavia, prima di procedere a tale valutazione ricordiarno il risultato 
che si ottiene in teoria della risposta lineare per P( t )  e per la suscettivita dinamica 
20. 
1.3 Risposta lineare 
Un calcolo microscopico rigoros0 d i  P(t )  nel caso di bias costante €0 & eseguito 
nelle referenze [39], [40]. In particolare, si ~nostra che un approccio perturbativo 
nell'interazione part icella- bagno da risultati sost anzialmente corretti per arbitra- 
rie densitii spettrali J ( w )  del bagno termico a temperature minori o uguali della 
differenza di energia E. = h(A2 + E:)'/~ fra i due livelli del TLS. Si trova che 
dove, per debole accoppiamento con il bagno termico, il valore di aspettazione 
all'equilibrio termico & P., = 2 tanh &. I1 primo termine descrive le oscilla- 
zioni coerenti del sistema alla frequenza di Bohr Eo/h del TLS. Tali oscillazioni 
sono ridotte dalla presenza di un'asimmetria €0 rispetto al caso simmetrico. I1 
secondo termine & differente da Zero solo in presenza di asimrnetria e rappresenta 
il rilassamento incoerente del TLS verso il valore di equilibrio termico P„. Le 
larghezze I?„ e I' descrivono gli effetti di frizione dell'ambiente. Esse sono date 
dalle espressioni 
I1 coefficiente SSjl indica che il secondo addendo nell'espressione di I?„, & presente 
solo per il caso Ol-irnico (cfr. eq. (1.11)). 
Dedichiamoci ora allo studio della suscettivita dinamica zo(w). Tale quantita 
descrive completamente la risposta del sistema alla sollecitazione esterna. In es- 
perimenti di spet troscopia con onde elettromagnetiche o elastiche le parti reale 
ed immaginaria di zo(w) determinano le proprieta dispersive e di assorbimento 
del TLS, rispet tivamente. 
Inoltre, la funzione di risposta ~ ( t )  5 collegata alle fluttuazioni spontanee del si- 
stema espresse dalla funzione di correlazione simmetrizzata C(t) = $ (oz(t)uz ( 0 )  + 
~z(0)az( t ) )p  da1 teorema fluttuazione-dissipazione di Callen-Welton 1411 
La suscettivita lineare 6 stata valutata da Weiss e Wollensak [39] trascurando 
le correlazioni all'istante iniziale insite nella definizione (1.18). Si trova per tale 
quantitk l'espressione 
20 = Xres 4- xrel 9 (1.23) 
Xres descrive un processo di assorbimento risonante alla frequenza W = f Eo/E 
del campo esterno mentre X„I descrive un processo quasielastico di rilassamento 
all'equilibrio termico. I rates I' e I'„, definiscono la scala temporale dei due pro- 
cessi. Tuttavia, mentre nel caso super-Ohmico, una descrizione perturbativa & 
valida anche ad alte temperature, cio& la suscettivita lineare continua a mostrare 
le due risonanze anelastiche e il picco quasielastico, questo non 2 pib vero nel 
caso Ohmico. Per E. 5 kT < Eo/a la suscettivita dinamica & sempre data 
dalla somma de i tre picchi lorentziani con rates I? e I'„, opportunamente modi- 
ficati [39]. Quando perb E. << crkT, la forza stocastica dell'ambiente distrugge 
completamente la coerenza del processo di tunneling e i tre picchi lorentziani si 
confondono in un unico picco quasielastico di larghezza 
E opportun0 osservare che questo & un effetto tipicamente non perturbativo nel- 
l'accoppiamento bagno-TLS come mostrato dalla presenza a denominatore della 
costante di accoppiamento Ol-imica cr in I?,.

Capitolo 2 
Soluzione perturbativa nel 
regime adiabat ico 
Esistono in letteratura diverse tecniche per valutare P(t ) .  In questo capitolo di- 
scutero un approccio che risult a conveniente ogniqualvolt a la frequenza del campo 
esterno sia cosi bassa da permettere di trattare la dipendenza temporale indotta 
da1 campo esterno adiabaticamente e ogni qualvolta sia lecito trat tare pertur- 
bativamente l'interazione TLS-bagno. Quando 6 valida l'ipotesi perturbativa & 
utile descrivere il problema del TLS forzato e dissipativo in termini di probabilita 
di occupazione dei livelli energetici del TLS forzato. Inoltre, per la condizione 
adiabatica, si ottengono equazioni del moto per le probabilita di occupazione 
formalmente analoghe a quelle del caso statico ove la dipendenza temporale & 
contenuta implicitamente nella differenza di energia dei due livelli del TLS for- 
zato. Questo metodo, anche se ha un intervallo di applicabilith limitata dalle 
condizioni di debole accoppianlento con il bagno termico e di basse frequenze del 
campo esterno, ha il pregio di fornire in maniera relativa~nente semplice informa- 
zioni sulla dinamica del TLS forzato. Presenterb invece nel capitolo successivo un 
metodo generale che utilizza la tecnica del funzionale d'influenza di Feynman e 
Vernon [29] per ricavare una soluzione formale esatta del problema dinamico. Ne1 
sesto ca.pi tolo utilizzerb esplicitamente i risultati di questa sezione per studiare la 
rispos t a acustica nonlineare dei vetri dielettrici in esperimenti "vibrating-reed" 
[21,22]. In questi esperimenti infatti l'ipotesi adiabatica & sempre soddisfatta. 
Inoltre un'analisi perturbativa degli effetti di un bagno fononico & sempre va1ida 
se il modello spin-boson descrive correttamente il problema dissipativo [9]. 
I1 caso di dissipazione fononica V& confrontato con quello di dissipazione elettro- 
nica, qud'k ad esempio nei vetri metallici. In quest'ultimo caso, come vedremo. 
nel quinto capitolo, i risultati di questa sezione possono essere utilizzati solo per 
descrivere la dinamica dei TLS's con energie maggiori dell'energia termica. Un 
approccio perturbativo dell'interazione TLS-elettroni non 6. applicabile a TLS's 
con piccole energie rispetto all'energia termica poiche le Auttuazioni dell'ambiente 
distruggono completamente la coerenza nel processo di tunneling. Per tali TLS's 
si dovra cosi applicare l'approccio formale, valido per arbitrarie frequenze del 
campo esterno e della costante di accoppiamento con il bagno termico, che sar& 
discusso nel capitolo successivo. 
2.1 Dinamica nel lirnite adiabatico 
Osserviamo che H eq.(1.6) k ,  equivalentemente, 1'Hamiltoniana di un sistema 
spin-boson forzato o quella di un TLS dissipativo con bias dipendente da1 tempo 
~ ( t )  = €0 + ~ ( t )  
Poiche siamo interessati alla risposta nonlineare alla forza esterna f i ~ ( t ) / a  tale 
espressione risult a piu conveniente per valut are P(t) .  
Per basse frequenze del campo esterno, & utile effettuare la trasformazione unitaria 
che diagonalizza 19Hamiltoniana HTLS (t) a ogni istante t. L'Hamiltoniana tra- 
sformata risultante & 
E a H = RHR-' = -- uz - -C(cos d o, - sind uz) + Hg , 
2 2 
dove E(t) = tr\la2 + ~ ( t ) ?  & la differenza in energia dipendente da1 ternpo tra i 
due livelli del TLS. I1 valore di aspettazione di oz eq.(1.14) 6 legato alla trasfor- 
mazione da  
P(t)  = cos gt tr{p(t)o,) - sindt tr{p(t)a,) 
p(t) = ~ ( t ) ~ ( t ) ~ - l  ( t )  . (2.5) 
Per la condizione di fattorizzazione, la matrice densith trasformata all'istante 
., 
iniziale & Po = P+ PB, mentre la sua evoluzione temporale & ora governata da 
dove il termine aggiuntivo RR-I & dovuto alla dipendenza temporale esplicita 
della trasformazione. 
Ne1 limite adiabatico il contributo RR-I all'operatore (2.6) & trascurabile rispetto 
a guello di H. Oltre all'ovvia richiesta che la frequenza w del carnpo esterno sia 
cosi bassa da  non indurre transizioni risonanti, i.e. tiw « E(t),  questo & vero 
quando la norrna dell'operatore RR-I & piccola rispetto alla differenza di energia 
E(t) .  Si ottiene cosi la condizione adiabatica 
E evidente allora dall'equazione (2.5) che P( t )  5 nota una volta valutate separa- 
tamente le due grandezze 
che compaiono al secondo membro. Eseguendo la traccia sugli stati del TLS si 
ottiene 
Dunque N ( t )  e M ( t )  sono proporzionali rispet tivamente ai termini diagonali 
ed extradiagonali della rnatrice densita ridot ta @(t)  del sisterna, definita come 
W ( t )  E t r ~ P ( t ) ,  per Uno stato iniziale fattorizzato. Identificando ni(t) G t r s ( f  l,5(t)lf) 
con il numero di occupazione medio del live110 inferiore/superiore, si vede che 
N ( t )  = n+(t) - n-( t )  rappresenta la differenza nel numero medio di occupazione 
dei due livelli. La grandezza M(t )  = m ( t )  + m*(t) & la somma degli elementi 
extra-diagonali m e m* della matrice densith ridotta. Essa tiene conto di effetti 
di interferenza tra gli stati I+) e I - ) .  Ne1 caso di un sistema a due livelli sirn- 
metrico ad esempio N ( t )  r 0 e M ( t )  descrive le oscillazioni coerenti smorzate 
del sistema tra i suoi due stati. Ne1 limite di grandi tempi e in ipotesi adiaba- 
tica le oscillazioni coerenti m( t )  decadono esponenzialmente e non contribuiscono 
all'andamento stazionario del sistema.; d'altra parte anche per i termini diagonali 
della matrice densith ridotta sopravvivono solo i termini oscillanti a frequenze 
multiple della frequenza forzante w [42]. Si ha dunque in questo limite 
dove ~ w ) ( t )  = limt„ lV(t). Alla valutazione di tale quantita & dedicato il 
prossi~no paxagrafo. 
2.2 Soluzione perturbativa della dinamica 
Un calcolo esatto di N ( t )  a tutti gli ordini nell'interazione 31 risulta assai com- 
plicato poichh nella rappresentazione (2.5) i3Hamiltoniana &'I & lineare negli ope- 
ratori U, e o;. Tuttavia, una valutazione di ~ ( " ) ( t )  attraverso la quantita N ( t )  
risulta conveniente qualora sia possibile trattare perturbatiuamente il termine di 
interazione. Infatti, per costruzione, nella rappresentazione (2.5) l'operatore di 
evoluzione imperturbato & diagonale nelle coordinate del TLS. Valutiamo allora 
le quantita n+(t)  (n-) nel regime stazionario risolvendo un'equazione di rate 
Osserviamo che tale equazione ha senso solo nell'ipotesi che il bagno termico sia 
Markoviano, e cio& che le funzioni di correlazione dei modi bosonici (1.7) deca- 
dano istant aneamente su scale caratteristiche della dinamica del TLS (definita 
dalla probabilita di transizione I?-+) [42]. Le probabilita di transizione per unith 
di tempo I'+- e I'-+ sono calcolate all'ordine pih basso nella costante di accop- 
piamento con il bagno. Allora esse sono date dalle espressioni 
~t r+- = C . ~ , - l ~ - ~ ~ ~ ( ~ ~ l l ( + l u ( t  + At, t)l-)121a) , (2.12) 
a 
~t r-+ = C ~ j * e - ~ ~ ~ ( a l l ( - - ~ O ( t  + At,t)l+)121a) . 
ff 
Ne1 limit e adiabatico l'evolutore temporale 6. 
t 
u(t, to) T exp { - i / h  lo ~ ~ ( B T L s ( T )  + HI (T) + H B ) )  . (2.13) 
Riscriviamo l'operatore (2.13) in una forma che risulti pih utile per un'analisi 
perturbativa. Utilizzando il teorerna di "districamento degli operatori" di Feyn- 
man [43] & possibile riscrivere il secondo membro della (2.13) come prodotto di 
operatori. Posto 
&(t, to) f exp { - i / h  dr(fiTLs(7) + H B ) }  = OTLS(~, to)uB(t, to) (2.14) 
dove GLS e UB sono gli operatori di evoluzione relativi ad kLS e HB si ha 
x (cos $,U, - sin exp{i/2h oz /' ~ T ~ E ( T ~ ) } )  . 
t0 
Dunque, a seguito del teorema di Feynman, k possibile scomporre l'operatore 
di evoluzione temporale nel prodot to dell'operatore di evoluzione del bagno e 
particella in assenza di interazione oo, diagonale nelle coordinate del TLS, e di 
un operatore di evoluzioile efficace che tiene conto dell'accoppiamento. All'ordine 
pi& basso nell'interazione si ottiene allora 
Ora l'influenza dissipativa dell'ambiente 6 racchiusa nella funzione di correla.zione 
( ( ( T ~ ) J ( T ~ ) ) ~  1a cui espressione, in termini della densith spettrale del bagno J(w) ,  
: .  
& data dalla (1.7). 
Ne1 limite adiabatico < At-', la variazione temporale dell'energia nell'inter- 
vallo ( t ,  t  -+ At) & cosi lenta da poter essere considerata costante, i.e., E ( T )  N E(t )  
per ogni T in tale intervallo. Allora, pub essere calcolata come nel caso sta- 
tico. Utilizzando l'equazione (1.7) per ( [ ( T ~ ) ( ( T ~ ) ) ~  nonche la regola d'oro di 
Fermi si ha 
a2 (U") '(T) 1 r-+(t)  = e-E(t) 'kT~+-(t)  = - - 
,E(t)lkT - 1 . (2.15) 2 E(t)  
Mettendo insieme le equazioni (2.11) e (2.18) otteniamo, tenendo conto che n+ + 
dove iVeq(t) = tanh 3 B il numero di occupazione all'equilibrio dei TLS's e il 
rate I', B dato dall'espressione 
r(t) = r+-(t) + r-+(t)  = ~ ~ t h  - E(t )  2kT ' (2.20) 
I' e Neq, a Causa dell'ipotesi adiabatica., hanno la stessa espressione formale del 
caso statico (cfr. eq.(1.20)). Ora tuttavia queste grandezze dipendono implicita- 
mente da1 tempo &travers0 l'energia E(t) .  
Una soluzione esplicita dell'equazione (2.19) pub essere data in termini di quadra- 
ture 
La (2.21) insieme.alla (2.10) fornisce un'espressione per P(t)  valida nel regime 
adiabatico e per debole accoppiamento con il bagno. 
E interessante a questo punto studiare il cornportarnento di P(t)  e N ( t )  in alcuni 
casi limite. 
2.3 Risposta lineare 
La situazione piu semplice, ma sicuramente istruttiva, & quella in cui l'ampiezza 
della perturbazione esterna tende a Zero. Consideriamo per semplicita il caso di 
un campo esterno sinusoidale e(t) = 2 cos(wt). 
Per ottenere un'espressione di P( t )  senza bisogno di specificare il rate I' conviene 
dapprima integrare la (2.21) per parti. Otteniamo 
dove il secondo addendo dipende esplicitamente e implicita.mente da  E. Al primo 
ordine in E si trova dunque 
dove Peq = 2 tanh& 6 il valore di aspettazione di equilibrio di a, e zo & data 
dall'espressione 
20 = Xres f Xrei (2.24) 
(W2 Xres = E0 tanh - 2E; 2kT ' 
con E. = h(A2 + la differenza di energia intrinseca fra i livelli del TLS. Os- 
serviamo che la (2.23) fornisce un'espressione per ~ ( ' ~ ) ( t )  formalmente identica 
a quella data dalla formula di Kuba (1.17). Come tale non 5 nient'altro 
clie la suscettivita lineare valutata nella nostra approssirnazione. E interes- 
sante allora confrontare la (2.24) con l'espressione della suscettivita lineare (1.23) 
discussa nel capitolo precedente. Ove 5 valida una trattazione pertuibativa 
dell'interazione sistema-ambiente la ' suscet tivit lineare risult ava proprio della 
forma = Xrcs + Xrel con Xrel data dalla (2.26) mentre X„, 5 data dall'equazione 
(1.24). Confiontando la (2.25) con la (1.24) si vede che le due espressioni per'la 
suscettivitk lineare coincidono nel limite adiabatico in cui iiw < E e hr„  « E. 
Allora i due contributi X„, e X„, descrivono, rispettivamente, la dinamica co- 
erente e incoerente del TLS. Dei due solo il secondo, che descrive il rilassamento 
all'equilibrio terrnico del TLS turbato dalla perturbazione esterna, 6 sensibiie at- 
travers0 il rate P al particolare tipo di bagno termico con cui interagisce il TLS. 
Ricordiamo pero che l'approccio perturbativo da risultati sostanzialmente cor- 
retti a basse temperature per arbitrarie densitii spettrali J ( w )  del bagno termico. 
Tuttavia, mentre nel caso super-Ohmico esso rimane valido anche per tempera- 
ture elevate, nel caso Ohmico esso cessa di esserlo quando hA < &T. 
2.4 Regime di rilassamento lento 
Un altro caso interessante & quello in cui il rate di rilassamento del TLS all'equilibrio 
termico r[t) sia molto minore della frequenza W a ogni istante t .  In questo caso 
il TLS non ha tempo di rilassare all'equilibrio durante un periodo dell'onda e il 
numero di occupazione N ( t )  & quasi costante. 
E conveniente effettuare la somrna cugli intervalli di periodicita nell'jntegrando 
di (2.21), ottenendo l'espressione 
t 
J dt' exp { - j dt"r( t l ' ) )r ( t t ) i~ , ( t ' )  f i ~ ( t )  - 2 r / w  P(t )  = -
E ( t )  27r/w 7 (2.27) 1 - exp { - J dtfI'(t')) 
0 
che & ancora esatta. Prendendo ora solo i termini dominanti nel denominatore 
della (2.27) nel limite I' < W si ottiene 
2n/w 
E(t')  J dt'r (t') tanh F
Ciok la dipendenza temporale di P( t )  origina solo da1 prefattore l ie( t) /E(t) .  
Infatti, come si pub vedere facendo la media temporale di entrambi i membri 
dell'equazione di rate (2.19), il ri1assanir:;ito 6. cosi lento che il numero di occupa- 
zioi~c? AT<!) crinr;d(r ccln il suo valore medh su un periodo dell'onda. Inoltre, per 
-. 
temperature tali che hA >'>Tla popolazione del live110 superiore 5 sempre molto 
'\ 
piccola, cioe iV(t) E 1 per arbitrari vdori deil'ampiezza esterna Z Gd indipendente 
dalla densita spettrale. Ne1 caso opposto ftA < kT invece, diventa cruciale ai fini 
dell'andamento di N ( t )  quale fra le grandezze Z, €0 e T deiinisce la scala di energia. 

Capitolo 3 
Dinamica del TLS dissipativo 
soggetto a campo esterno 
dipendente da1 tempo 
3.1 Soluzione formale esatta della dinarnica del 
sisterna 
In questo paragrafo discuterh una roluzione formale esatta per l'evoluzione della 
quantita dinamica P(t)  (1.14). Parte di questi risultati si trovano nella ref. (441. 
P( t )  6 definita come il valore di aspettazione di CT, per il caso in cui l'insieme TLS- 
reservoir sia disaccoppiato all'istante iniziale. In particolare abbiamo assunto il 
TLS inizialrnente nell'autostato di o, con autovalore -+I mentre il bagno termico 
& in equilibrio termico rispetto alla sua hamiltoniana. Allora P( t )  ha la for~na 
dove P(cr, t ;  a', t') & la probabilita congiunta di trovare il sistema nello stato 
all'istante t  se esso era in o' all'istante t'. Per valutare la probabilita congiunta 
P(a ,  t ;  a', t') & conveniente usare il metodo del funzionale d'influenza sviluppato da 
Feynman e Vernon che precuppone la condizione che 10 stato iniziale del cornplesso 
sistema-arnbiente sia in forma fattorizzata [29]. La strategia & quella di eliminare 
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.di di libert& del bagno in favore di un funzionale, dipndente solo dalle 
:dinate del sistema, e contenente tutte le informazioni riguardanti gli effetti 
bagno sulla dinamica del sistema stesso. Formalmente, per la probabilit& 
lgiunta si ottiene un'espressione data da un integrale di cammino doppio a 
inpo reale 
n cui la somma 6 su tutti i cammini a tempo reale q(tl), q'(tl) soddisfacenti 
le condizioni q(0) = qJ(0) = a1a/2, q(t) = ql(t) = ~ a / 2 .  Per il TLS abbiamo 
Q(tl) = au(t1)/2 e ql(tl) = aa1(t')/2, dove sia a(fl) che aJ(t') saltano avanti e 
indietro fra i valori +l e -1. La quantita A[q] & l'ampiezza di probabilith che 
il TLS segua il cammino q(tl) in assenza di forze di bias (intrinseche, esterne o 
stocastiche). I1 fattore 
incorpora gli effetti della forza di bias intrinseca e esterna mentre F[q, q'] & il fun- 
zionale d'influenza di Feynman-Vernon che descrive l'effetto della forza Auttuante. 
Per una statistica gaussiana esso assume la forma 
.F[n, = exp { - dtl i' dt" (p(tl) - b(tl)) 
dove K ( t )  E ([(t)E(0))p 6 la funzione di autocorrelazione della forza data da (1.7). 
Infine, JVq indica sirnbolicamente la somma nello spa.zio delie funzioni su tutti 
i ca.mmini con stati iniziale e finale vincolati. L'espressione formale esatta per 
P( t )  per il caso di bias statico nella eq.(3.3) 6 stata derivata nelle referenze [9,10]. 
Utilizzando 10 stesso formalismo discuterb ora il caso generale di bias dipenderite 
da1 tempo. 
In studi a tempo reale & conveniente introdurre le coordinate simmetriche e an- 
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tisimmetriche 
Ora, un sistema a due livelli che parte da Uno stato diagonale della rnatrice 
densith & nuovamente in Uno stato diagonale dopo un numero pari di transizioni, 
in Uno stato non-diagonale dopo un numero dispari. Poichh i salti sono istantanei, 
un generico cammino con 2n transizioni ai tempi di salto t j  ( j  = 1,2, ,2n) 
nell'intervallo O < t' < t  & allora parametrizzato da  
dove to z 0, t2,+l r t ,  e 8(t) k la funzione a gradino unitaria. tj = =rt-1 e qj = f 1 
definiscono rispettivamente i due stati extra-diagonali e diagonali della matrice 
densita. I periodi tZ j  < t' < t2jtl in cui il sistema & in Uno stato diagonale 
sono generalmente chiamati sojourns, mentre i periodi t2j-1 < t' < t2j in cui il 
sistema & in Uno stato extra-diagonale sono detti blips, (cf. Ref. [9]). In ques- 
t a  parametrizzazione, la somina su tutti i possibili cammini k rappresentata (1) 
dalla somma su un qualsiasi nurnero di coppie di salti, (2 )  dall'integrazione a 
tempi ordinati su tutti i 2n possibili tempi di salto { t j )  in un dato intervallo, e 
(3) dalla somma su tutte le possibili combinazioni {t j)  e { q j )  dei possibili valori 
f 1 delle singole t j  e qj. Introducendo per gli integrali temporali la nota.zione 
compat t a 
la somma sui ca.mmini prende la forma 
L7a.mpiezza per unita di teinpo di andare da Uno stato diagonale ad Uno extra- 
diagonale, o viceversa, & f iA/2, e l'ampiezza di stare in un sojourn & uno. Inoltre, 
2 3 
il prodotto delle ampiezze per n blips intermedi dipende dall'asimmetria ed & 
exp(iQ,). La fase @, riceve contributi da1 bias statico e da  quello esterno. Si ha 
dove la funzione g ( t )  & data dall'espressione 
Infine, il funzionale d'influenza per 2n transizioni tra gli stati della matrice densita 
e 
La funzione G, descrive le interazioni di n blips. Qui sono st,ate separate in auto- 
interazioni e in interazioni tra coppie di blips. I1 fattore H, include le interazioni 
di ognuno dei blips con i sojourns precedenti ad esso. Le interazioni sono date 
dalle espressioni 
(3.12) 
dove le funzioni S ( r )  e R(T) so110 Iegate rispettivamente alla parte reale e imma- 
ginaria dell'integraie secondo W ( T )  della funzione di autocorrelazione della forza 
K(T). Posto ciok K(T) = $w(T) si ha W ( r )  = S(r )  + iR(r),  dove 
a2 " J(4 R(+) = -/du- sin UT . 
7rh u2 
0 
Mettendo assieme tutti i fattori la probabilith congiunta 5 espressa in forma di 
una serie 
dove l'apice in (173')' indica che i sojourns esterni sono scelti in accordo alle con- 
dizioni al contorno, i.e., 70 = a' e 7, = 0. L'espressione (3.14) & nella forma di 
un'espansione nel numero pari di transizioni tra i quattro stati della matrice den- 
sita. Le transizioni avvengono ai tempi { t j )  e la somma su {tj} e {vj}' tiene conto 
di tutti i possibili stati ad un dato ordine in A2". E ora immediat0 effettuare la 
sornrna sugli r),. interni. L'espressione risultante & data da 
dove 
Questo risultato rappresenta l'espressione fornlale esatta per l'evoluzione di P ( t )  
in presenza di un campo esterno dipendente da1 tempo e costituisce il punto 
di partenza della trattazione successiva. Esso mostra che completa informa- 
zione sull'influenza del carnpo esterno & contenuta nella fase @P) eq. (3.9). Te- 
nendo conto che la fase @, & dispari rispetto all'inversione e( t )  + - ~ ( t ) ,  dove 
~ ( t )  €0 + ~ ( t ) ,  P ( t )  risulta essere scomponibile in una parte simmetrica ed una 
antisimmetrica in ~ ( t ) .  Come vedremo, il contributo simmetrico a P ( t )  decade 
esponenzialmente nel te~npo C O S ~ C C ~ ~ ,  nel limite s tazionario, solo la parte anti- 
simmetrica sopravvive. 
Per studiare la risposta in frequenza, conviene considerare la trasformata di 
Laplace P(x) = J; dt  P ( t )  di P(t) .  Per fase quest0 introduciamo le lun- 
ghezze dei blips rj e dei sojourns sj, date rispettivamente da 
T j = t t 2 j - t 2 j - 1 ;  S j = t 2 j + l -  t 2 j  ; ( j =  1,2, ..., n), (3.17) 
e so = tl. Con l'abbreviazione 
la trasformata di Laplace di P( t )  assume la forma 
Per utilizzo futuro, si & indicata esplicitamente nella notazione 1'integra.zione 
sulla lunghezza del sojourn iniziale so. In termini delle lunghezze dei blips e 
dei sojourns, le fasi @F) e sono 
Confrontando le espressioni forrnali di +Y) e +Y), si vede che l'effetto del carnpo 
esterno & quello di indurre un'interazione fra il j-esirno blip e tutti i blips e sojourns 
ad esso precedenti. Questo rende ancora pih complessa rispetto al caso statico 
la risomma della serie (3.19). Ne1 seguito di questo capitolo affronteremo questo 
problema per il caso particolarmente rilevante di densita spettrale Ohmica. 
3.2 Risposta nonlineare per dissipazione 0 hmica 
Ne1 caso Ohmico la densith spettrale (1.11) b J(w) = (2nha/a2)w e - W / w ~ ,  e per 
tempi T 1/u„ l'interazione complessa eq. (3.13) 5 data da 
sinh W ( T )  = S ( r ) + i R ( r )  = L Y  (3.22) 
Inserendo dunque tale forrna nella formula (3.19) di b ( ~ ) ,  si ottiene l'espressione 
formale esatta per le parti simmetrica e antisimmetrica nel caso Ohmico 
pia)(h) = -L F (- A2 cos(ra) n=1 2 
CO CO 
X J 5 n ( ~ )  1 C tan(aatl)Gn sin 9, , 
o o {Cjl 
mentre 
Prima di discutere il caso generale del TLS forzato, consideriamo il regime di 
risposta lineare. 
3.2.1 Risposta lineare ad una forza esterna periodica e 
armonica 
In questa sezione ci si propone di dimostrare che, almeno nel caso di debole campo 
esterno, un sistema ergodico rilassa nello stato stazionario raggiunto a prandi 
tempi indipendentemente dallo preparazione iniziale scelta. Infatti, come discusso 
nel primo capitolo, esistono in regime di risposta lineare due diversi approcci per 
valutare tale stato stazionario. I1 primo metodo 2 quello di calcolare la quantita 
dinamica P( t )  al prim'ordine nel campo esterno (tale pandezza facilmente 
essere ricavata linearizzando le (3.23) e (3.24)) e poi =lutarne il limite per t -+ 
W. La risposta stazionaria del sistema & cosi espressa da p("'J)(t) come risulta 
anche dall'eq. ( 1  16 )  In questo caso per valutare P ( S ~ J ) ( ~ )  assumiamo uno stato 
iniziale fattorizzato dell'insieme sistema-ambiente. I1 secondo metodo 6 quello di 
sfruttare la teoria della risposta lineare di Kubo. In questo caso occorre valuta- 
re la suscettivita lineare z o ( w )  a partire dalla funzione di correlazione ritardata 
~ ( t )  = &B(t)([a,(t), u , ( O ) ] ) ~  eq. (1.18) Qui, la forza esterna ha(t)/a non viene 
considerata, e (. . significa media termica rispetto all'Hamiltoniana del sistema- 
arnbiente. Ci6 comporta considerare Uno stato iniziale termico correlato. Chiami- 
amo per chiarezza il valore di aspettazione di a, nello stato stazionario valutato 
attraverso la formula di Kubo PK. Tuttavia, solo il primo metodo 6 facilmente ge- 
neralizzabile allo studio della risposta nonlineare. Onde acquistare confidenza nel 
primo approccio, & importante verificare l'equivalenza dei due metodi nel regime 
lineare e cio& verificare che ~ ( ' ~ 7 ' )  a PK. 
Coilsideriamo per semplicit & un sistema a due livelli foizato periodicamente con 
frequenza W ,  
Valutiamo dapprirna ~ ( ~ ~ 1 ' ) .  Linearizzando rispetto a 2 l'equazione (3.23) in @C), 
6 ora facile effettuare l'integrazione su so. 11 risultato finale per la sola parte 
lineare in 2 & 
dove la funzione F(X, U) dipende solo dalle proprieta intrinseche del sistema 
La trasformata I?(av')(~) pub allora essere invertita per ottenere ~ ( " ~ l ) ( t ) ,  
dove C & il contorno di Bromwich standard che giace alla destra di tutte le sin- 
golarita di b("tl)(X). In questo caso, ~( ' . ' )(t)  & fatta di due differenti contributi. 
Uno deriva dai poli della funaione F(X, W), l'altro & dovuto ai poli addizionali 
in X = f iw. I poli nel primo caso dipendono dai parametri del sistema e, per 
cu # 0, giacciono interamente nel semipiano superiore sinistro. Quindi, tutti i loro 
contributi a ~( ' l ' ) ( t )  decadranno esponeneialrnente. Dunque essi possono descri- 
vere solo la risposta transiente del sistema. E solo il secondo tipo di poli che da 
l'andamento stazionario che si raggiunge a grandi tempi. Si trova 
P(".') (t) = i [F(X = iw , W) eiwt + F(X = -iw , -U) e-'"' I ?  (3.29) 
dove 
F(,\ = -iw, -W) 
A2 cos .rra 
W 
(0) x 15, (-iw) tan(7ia&)Gn cos <P, 
o {tjl 
Va.lutiamo ora la funzione di correla.zione ~ ( t ) .  I1 valore di aspettazione di uz 
nello stato stazionario & dato dalla formula di Icubo (1.17) 
dove la suscettivita dinamica & calcolata come trasformata di Fourier della suscet- 
tiviti ritardata (1.18). Peq & il valore di aspettazione di a, nello stato stazionario 
a campo esterno nullo (i.e., il valore di equilibrio termico). Ne1 regime di risposta 
lineare, la suscettivit& dinamica descrive completamente la risposta del sistema 
alla solleci tazione es t erna. 
Onde tenere conto delle correlazioni iniziali, consideriamo ergodico l'insieme ac- 
coppiato sistema-ambiente. Cosi, per semplicita, possiamo scegliere all'istante t = 
to Uno stato fattorizzato, e irnmaginare che la particella sia giunta all'equilibrio 
termico con il bagno al tempo t = 0- se mandiamo to infinitamente lontano nel 
passato. Facendo ora una misura aI tempo t = 0 dell'osservabile in questione, 
otteniamo Uno stato iniziale correlato termicamente. Quando la stessa osserva- 
bile 6 nuovamente misurata al tempo t > 0, otteniamo informazioni relative alla 
funzione di correlazione all'equilibrio di questa quantiti. Tale metodo & stato 
utilizzato precedentemente per valutare la funzione di correlazione simmetrizzata 
C(t) = (0, (t)a, (0) + a, (O)~ , ( t ) )~ /2  [37]. Nella ref. 1371 si mostra che per valutare 
la funzione di correlazione {az(t)az (0))ß, bisogna studiare la probabilith congiunta 
P(a, t ;  a', 0; C", to) nel limite to i. -W. Essa esprime la probabilith che il sistema 
sia nello stato a all'istante t se esso si trovava con valore a' all'istante t = 0 essend0 
stato preparato nello stato a'l a t = to. Poiche possiamo trascurare le correlazioni 
sistema-bagno nell'infinito passato le influenze dell'ambiente possono nuovamente 
essere desciitte da1 funzionale d'influenza standard di Feynman-Vernon. Dopo 
avere tracciato via i modi dell'ambiente, si ottiene per tale probabilita congiunta 
un'espressione formalmente analoga alla (3.2) 
in cui la somma & su tutti i cammini a tempo reale q(t'), q'(t') soddisfacenti le 
condizioni q(0) = ql(0) = a1a/2, q(t) = ql(t) = aa/2 e q(t0) = ql(to) = a1'a/2. 
Ora, le correlazioni dovute allo stato termico iniziale a t = 0 sono nelle interazioni 
fra parti a teinpo negativ0 e positiv0 indotte da1 funzionale d'influenza. 
Tale procedura puh essere generalizzata per valutare la suscettivita ritardata. 
La principale differenza 2 cl-ie per valutare la suscettivita ritardata, a Causa del 
commutatore nella (1.18), il sistema deve essere al tempo t = 0 in Uno stato 
extra-diagonale della matrice densita, i.e., un blip con valore 0'. Come risultato, 
~ ( t )  riceve contributi da cammini con un qualsiasi numero di transizioni dispari 
a tempi positivi e negativi. Sommando su tutti i cammini, e tenendo conto che 
all'istante iniziale to e a quello finale t il sisterna si deve trovare in Uno stato 
diagonale della matrice densita ridotta (qo = o , Vn = 0 )  si ottiene l'espressione 
formale esat t a 
X Ek tan(nab)Gn cos G?) . 
{GI 
Volendo considerare la trasformata di Laplace, 6. nuovamente conveniente intro- 
durre le lunghezze dei blips e dei sojourns Irj)  e {sj), rispettivamente. In questo 
modo, un ruolo particolare b giocato dalla lunghezza del blip 7-k = T; + T[, dove 
I1 
T~ = e tk = tzk rappresentano i periodi passati nello stato di blip Ek ri- 
spettivamente a tempi positivi e negativi. Poiche l'integrando fn EE G, cos G?) 
dipende solo da rk, e non da 6 e 7; separatamente, gli integrali su e T: possono 
essere trasformati secondo la relazione 
Cosi si trova 
X e.(h) tan(?ra&)G, cos 0:) 
o {ti 1 
Ricordando ora che Xo(w) = X(X = - i ~ ) ,  si vede immediatarnente che la zo(w) 
risultante 6 in accordo con l'espressione (3.30) pur di identificare Xo(w) = F(X = 
-iw, -w) / t i .  Questo dunque dimostia che i due metodi per calcolare la suscetti- 
vita dina.mica lineare sono equivalenti. 
3.2.2 Soluzione del problema dissipativo in NIBA 
Nonostante la loro cornplicata strut tura, le espressioni (3.23, 3.24) per P (X) pos- 
sono essere sommate analiticamente in certe regioni dei parametri. Ne1 caso di 
biaa costante, la maggiore difficolth nella risomma analitica di B ( x )  deriva dalle 
interazioni Aj,& fra coppie di blips contenute nel fattore d'influenza Gn. Esse ver- 
ranno denot ate come correlazioni inter- blip. Con l'aggiunta di un campo e s t e rn~  
la situazione diventa ancora peggiore che nel caso statico poiche si deve tenere 
conto anche delle correlazioni contenute nella fase @C) oltre a quelle derivanti 
dalla dissipazione. 
Consideriarno ora il caso in cui sia lecito trascurare le interazioni inter-blip 
Ponendo Aj,k = 0, l'equazione (3.23) per P(")(x) diventa 
1 "  P(")(x) = - - J C (-A' cos(rr n)) tan rra 
dove le c#j sono definite dalle equazioni (3.20, 3.21). Questo tipo di approssima- 
zione & nota in letteratura come "noninteracting blip approximation:' (NIBA) e 
la sua self-consistenza per il caso statico & discussa in [9j. Riconsideriamo qui 
brevemente le condizioni di validita "statiche". Quelle per il caso dipendente da1 
tempo verrann0 invece discusse nella sezione successiva per un caso particolare di 
"basse frequenze" del campo esterno. Innanzitutto, osserviamo che le interazioni 
intra-blip S2j,2j-1 ne1 fattore G, portano per la forma ohmica (3.22) a un cut-off 
esponenziale exp(-2cuirrj/fiß) della lunghezza dei blips rj, mentre le lunghezze 
dei sojourns non sono soppresse da un  fattore analogo. Poiche le interazioni 
intra-blip decadono a grandi tempi, si trova che nel ca.so ohmico NIBA & sempre 
verificata per cu > 1. Per valori cu < 1 i blips forma.no un gas non-interagente per 
temperature "sufficientemente" elevate. In particolare, per a < 1 e temperature 
la lunghezza tipica dei sojourns 2 cosi grande da permettere una linearizzazione 
delle interazioni S(s) (3.22) che compaiono nelle correlazioni inter-blip Aj,k,  ciok 
Con tale forma le correlazioni inter-blip sono nulle e NIBA & esatta. 
Un'altra regione in cui NIBA & valida 6 quella di asimmetrie sufficientemente 
. . 
elevate. Per U! < 1 si trova 
€ , , B A -  
In questo caso, un grande bias sopprime lunghi blips in modo che la tipica lun- 
ghezza di un blip & molto minore della tipica lunghezza di un sojourn. In questo 
regime dunque i blips formano un gas diluito non interagente e il sistema esibisce 
rilassamento esponenziale sovrasrnorzato. E interessante osservare che tale regirne 
incoerente si pub osservare anche nella regione (3.37) quando akT > A(A2+~i)'/2 
poichk, a Causa del cut-off esponenziale originato dalle interazioni intra-blip, le 
lunghezze dei sojourns sono molto piu grandi di quelle dei blips. Tenendo presenti 
questi due regimi si pu6 concludere che NIBA & verificato, nel caso statico e per 
cu < 1, nella regione dei parametri 
Consideriamo ora in pih il caso in cui sia possibile trascurare il contributo dei 
blips 71, (1 = 1 ... j - 1) che compaiono nella fase +j. In questo caso # j  diventa 
cio& la fase esterria dipende da,ll'ultimo blip e dalla lunghezza di tutti i sojourns 
precedenti. Inserendo dunque 1a (3.41) nella (3.36) la serie per $(")(X) pu6 essere 
riscritta come 
. . 
FA(ws)  = A2 sin ro / d ~ e - * ~ ~ ~ ( ~ )  sin ( € 0  + g ( ~  i- s )  - g ( s ) )  , (3.43) 
03 
GA(ws )  = a2 cos ?ia 1 dre-*'-~(') cos + g ( r  f s )  - ~ s ) )  . (3.44) 
0 
Queste funzioni sono integrali su un'interaziohe efficace intra-blip che & funzione 
sia della lunhgezza dei blips che dei sojourns. Queste cornporta che l'integrando 
della (3.42) non fattorizza piu nelle variabili s j l  come accade nel caso statico dove 
la somma & una serie geometrica. 
Introducendo pj = Ci=o si come nuova variabile in (3.42), e con un ph di algebra 
possiarno sornmare la serie per P(") (x )  e ottenere 
Con analog0 procedimento si ottiene P(')(x) 
Infine, osservando che F'(wp) e Gx(wp) sono funzioni periodiche di p con periodo 
2 n / w ,  nell'equazione (3.45) possiamo inappare l'intervallo [0, W] dell'integrale su 
po nell'intervallo principale [O12.ir/w]. Si ha cosi 
dove la funzione K ( X )  & data da 
Ne1 caso in cui la funzione IC(A) non abbia singolarita per valori puramente im- 
maginari di X, analogamente a quanto accadeva per la funzione F ( X , w )  nella 
(3.26), i poli di Ii'(A) forniscono la risposta transiente del sistema. Osservia~no 
allora che, sfruttando nuovamente la periodicita della funzione Gx(wp),  si ottiene 
dove 
& l'armonica Zero dello sviluppo di G x ( p )  in serie di Fourier. Analogamente 
I poli di IC(X) e P(')(X) sono dunque dati dalle soluzioni dell'equazione 
dove n & un intero. Se 
., 
Re Go,x=in # 0, reale (3.51) 
tale equazione non ha  soluzioni irnrnaginarie pure e I<(X) e b( ' ) (~ )  forniscono solo 
la risposta transiente del sistema. Ne1 seguito studieremo la risposta del sistema 
nei casi particolari in cui la dipendenza temporale della forza periodica sia data 
da  una funzione coseno e da una funzione rettangolare. Vedremo che in questi 
casi K ( X )  e $(")(X) non hanno poli immaginari puri. La risposta stazionaria 
del sistema & allora data dai poli dell'altio fattore nella (3.47) che giacciono 
sull'asse immaginario a X = inw. Considerandoli tutti nell'integrale di contorno, 
otteniamo infine 
dove 
L'equazione (3.52)  insieme alla (3.53) descrive il comportamento stazionario di 
P ( t )  in presenza di un carnpo esterno periodico soddisfacente la (3.51), nella 
regione dei parametri in cui & valida NIBA e l'approssimazione sulla fase (3.41) .  
Ne1 limite quasi-statico (U + 0) le P,(w) sono Ie componenti di Fourier di P„(co+ 
~ ( t ) ) ,  dove P„(so) 5 il valore di equilibrib limt„ ~ ( ' ) ( t )  dato in NIBA nel caso 
di bias costante €0 19,101. In quanto segue valuterb e~~lici tamente i coefficienti 
di Fourier P,(w) per un carnpo esterno periodico e per un carnpo rettangolare. 
Ne1 caso di carnpo monocromatico, le quantita P*l(w) sono le uniche armoniche 
non nulle di ~ ( " ) ( t )  nel regime di risposta lineare. Per grandi ampiezze Z della 
forza monocromatica, possono diventare importanti anche arrnoniche P,(w) con 
(nl > 1. Tuttavia, in un vasto insieme di apparati sperimentali, ad esempio 
quando il sistema & accoppiato ad oscillatori macroscopici di alta qualith come 
una cavita risonante, la funzione di risposta Pl (w)  k la quantita pih rilevante 
anche per grandi ampiezze del carnpo esterno. Infine, come discuterb ampiamente 
nel prossimo capitolo, Pl(w)  k la quantiti rilevante per 10 studio della risposta 
acustica dei solidi amorfi. Quindi concentrb la mia attenzione su Pl(w).  
E immediatamente ovvio dalla (3.31) die  la funzione 
& la quantith che generalizza la suscettivita dinamica nel regime di risposta non- 
lineare. Chiaramente, per E+ 0, la funzione ?("')(U; 2) si riduce alla suscettivita 
dinamica lineare z o ( w )  discussa precedentemente. 
I1 regime di basse frequenze 
In questa sezione analizzero il comportamento di ~ ( ~ ) ( t )  a lunghi tempi nel regime 
in cui la frequenza del carnpo esterno w & tale da soddisfare la condizione 
In questo regime & possibile sia definire il range di validiti di NIBA sia della 
approssimazione (3.41) sulla fase. h4ostrerb inoltre che in questa scala temporale 
domina il rilassamento incoerente. 
In questo regime di frequenze risulta essere WT < 1 cosicche l'approssimazione 
(3.41) sulla fase 6 sempre lecita. Infatti la lunghezza di un blip T & sempre limitata 
da1 cut-off esponenziale exp(-2na7-/fiß) dovuto all'interazione intra-blip S(T).  
Addirittura, & possibile linearizzare la fase +j eqs.(3.20 e 3.21) rispetto a tutte 
le lunghezze dei blips ri (i = 1, ... , j). Questo significa linearizzare la differenza 
g(w7 + WS) - g(ws) che compare nelle eqs.(3.42) per F' e Gx anche nella quantith 
w r  < 1. S iha  
00 
F' (ws) = A2 sin rra 1 d~e-~ ' -~ ( ' )  sin ((€0 + e(ws))r) , 
GA (ws)  = A2 cos rra d~e->'-'(~) J cos ( ( € 0  + c(ws))~)  . (3.56) 
0 
Dunque (3.56) mostra che il campo esterno si comporta come un bias efficace. In 
particolare, 6 possibile ottenere per questo regime di basse frequenze le condizioni 
di validith di NIBA da1 caso statico (3.40) con la sostituzione €0 -+ I ~ ( t ) l  dove 
~ ( t )  = €0 + ~ ( t ) .  Cioe 
Le espressioni (3.45) e (3.46) per P(")(x) e P(')(x), insieme alle eqs.(3.56) Der FA 
e GA costituiscono la soluzione formale per P(X) in NIBA (3.57) e nel regime di 
bssse frequenze (3.55). Le funzioni FA (s) e GA (s) possono essere direttamente 
collegate ad un termine di self-energia hC,  dove U 6 dato da 
e dove r ( z )  6 la fuilzione gamma. Nella seconda espressione per C(X) abbiamo 
introdotto l'energia efficace di tunneling a temperatura Zero 
In termini della funzione C(X) si ha dunque 
Prima di valutare la suscettiviti dinamica, mostria,mo la funzione K ( X )  defi- 
nita dalla (3.48) non ha poli immmaginari purj. Dalla formula di riflessione della 
funzione Gamma si ottiene 
Questa quantita & positiva per ogni R reale, cossicche nell'equazione (3.51) Re GO,„ 
& non nullo per X immaginari. Le armoniche P, dell'equazione (3.53) dann0 allora 
la risposta stazionaria del sistema e la suscettiviti nonlineare ~ ( " ' ) ( w ;  E )  & data 
dalla funzione di risposta 
dove, in accordo con la condizione W < Si-rcr/ti/?, si & rilasciata la dipendenza 
dalla frequenza nelle funzioili FA e GA definite dalla (3.60). 
Consideriarno ora il caso di una forma "rettangolare" del canlpo esterno 
Questo caso & d'interesse particolare poiche conduce ad espressioni analitiche 
chiuse che mostrano che i picchi di rilassamento si trovano effettivamente ilel 
range di frequenza e tempera.tura (3.55). Con l'espressione (3.62) pei ~ ( t ) ,  le 
funzioni FxZo(p) e Gx=0(p) in (3.61) saltano in maniera discontinua fra i due 
valori F+ e F_,  e G+ e G_,  rispettivamente, dove 
tan 7i-a! 
-- (~(i(e,-, k Z)) - X(-i(co k i))) , 
2i 
Con questa semplificazione, & ~ossibile valutare Ia quantita (3.61) in forma ana- 
litica. Questo pu6 essere fatto dividendo i domini di integrazione negli intervalli 
in cui € ( P )  2 costante e poi sommando i vari contributi. Si ottiene 
dove i rates I'*, l'ampiezza A, e i fattori di forma & ( W )  sono dati da  
iw (M) 2~ C+(W) = 1F- 
r* sinh (W) ' 
L'equazione (3.63) descrive la sovrapposizione di due risonanze quasielastiche 
attorno a w = 0 con larghezze r+ e I'- rispettivamente. E da  notare che 
l'espressione (3.63) & ben definita nel limite W + 0 poiche C+(w + 0) = 1. La 
forma (3.63) pub essere ulteriorinente semplificata nel caso in cui i rates F+ e F- 
siano o circa uguali o di un ordine di grandezza diverso. 
I1 caso I'+ N I'- si ha o per leo( » Z o per Icol < 2. Allora la funzione di risposta 
si semplifica ulteriorrne~ite nella forma 
n 
D'altraparte, per L'+ << I?-, troviamo come termini dominanti 
che mostra una dipendendenza algebrica da abbastanza semplice. In ogni 
caso, sia la parte reale che immaginaria di Pi(") decadono almeno come W-' 
Per W )> I?+, i.e., F+ & sempre la scala di frequenza dominante della dinamica 
incoerente. Per piccoli smorzamenti a « 1, l'espressione delle larghezze e 
come segue dalle (3.58), (3.60), e (3.64). In questo caso, la condizione W+ << 
27ccukT & equivalente a 
Quindi, il range di parametri tiw < 2irakT contiene le principali caratteristiche 
del rilassamento per un qualsiasi TLS con bias intrinseco o esterno sufficiente- 
mente grandi. In particolare questo significa che, il limite di saturazione 2 + co 
pub essere trattato con questo metodo per un qualsiasi insieme di parametri. 
Le figure (3.1) e (3.2) mostra,no le arti reale e immaginaria della funzione di 
Figura 3.1: Parte  reale della funzione d i  risposta Pi(w) per diflerenti ampiezze 2 
d i  un segnale rettangolare. 
risposta Pl(w)  in scala bilogaritmica per valori di S che variano da1 regime di 
40 
Figura 3.2: Parte irnmaginaria della funzione di risposta Pl(w) per differenti 
ampiezze di un segnale rettangolare. Le curve corrispondono a Lorentziane. 
risposta lineare a quello di saturaz.ione. Qui e nelle figure successive, i parametri 
W ,  ~ 0 ,  2, e k T / h  sono scalati rispetto all'elemento di matrice di tunileling efficace 
A,. La forma delle curve 6 la stessa per la risposta lineare e per la saturazione, 
come suggerito dalla struttura di (3.67). Le curve corrispondono a Lorentziane e 
le regioni in cui l'andamento 6 orizzontale sono caratteristiche dell'andamento in 
potenze di W della pendenza del picco. 
Come secondo esempio, consideriamo l'andamento della funzione di risposta PI ( W )  
nel caso di una forza esterna armonica 
Ora, le funzioni F e G in (3.61) dipendono dalla funzione continua e ( t )  = €0 + ~ ( t ) .  
Con la forma (3.72)' non 6 piu cosi semplice valutare PI (U) analiticamente, (come 
10 era nel caso rettangolare in cui F e G potevano assumere solo due valori), e 
dobbiamo dunque eseguire delle valutazioni numeriche. Per piccoli smorzamenti 
Inserendo queste espressioni nella (3.61), i rimanenti integrali possono essere va- 
lutati solo numericamente. Le figure (3.3) e (3.4) mostrano alcuni risultati di 
Figura 3.3: Parte reale della funzione di risposta Pl(w) per differenti ampiezze 2 
di u n  seg~zale sinusoidale d i  bassa frequenza. 
questo calcolo. Sono rappresentate Im P l ( w )  e Re Pl (w)  in funzione di w  in scala 
bilogaritmica per diversi valori di E nella regione di temperature moderatamente 
elevate e debole smorzamento (kT » tiA, cu « 1) con €0 fissato. C'& qualche 
analogia con il caso rettangolare nla ci sono anche alcune notevoli differenze. 
La funzione Im Pl(w)  ha un picco di rilassamento attorno ad un rate di rilas- 
samento efficace clle & piii grande di F+. Al crescere di t ,  questo rate decresce 
mentre il valore del massimo decresce e raggiunge un valore di saturazione. Coine 
nel caso di forza esterna rettangolare, il decadimento asintotico della funzione di 
risposta P l ( w )  6 visibile gi& nel range o < 2rakT/h. La differenza niaggiore 
nella risposta ai due tipi di forza esterna., e'che nel caso armonico, nel reginle di 
saturazione, si rilevano forti deviazioni dall'andamento lorentziano. La regione di 
frequenza intermedia fra le due Zone lineari delle curve si pub estendere per di- 
Figura 9.4: Parte immaginariu della funzione d i  rispostu Pi(w) per diflerenti 
ampiezze EI di u n  campo esterno sinusoidule di bassa frequenza. 
Verse potenze di dieci, indicando un va.sto ra.nge di scale temporali di rilassamento 
anche per un singolo TLS con parametri fissati. 
3.2.3 I1 caso cu=1/2 
Per il valore speciale 4 della costante di accoppiamento ohinica u, l'espressione 
formale esatta di P ( t )  pub essere sommata esattamente. A prima vista, le serie 
(3.23) e (3.24) sembraiio mal definite a Causa della molteplicita di fattori COS(KCY) 
clie sono identicamente nulli per a = $ ; esse perb sono ben definite per u arbitra- 
riamente vicino a 1. Fare il limite a -+ ! semplifica notevolmente i calcoli poiche i 
molteplici zeri ad a = devono essere compensati da un corrispondente numero 
di divergenze negli integrali sulle lunghezze dei blips e dei sojourns per potere 
ottenere un contributo non nullo. Consideriamo dunque l'integrale sull'intervallo 
t ra  due flips adiacenti che si attraggono. 
dove la funzione f (T, cu), che contiene le interazioni con tutti gli altri flips, & 
limitata. Bisogna notare che l'integrale 6 uniformemente limitato nell'intervallo 
[TO, CO] per un qualsiasi parametro TO positivo, e si annulla nel limite a + 1. Allora 
il solo contributo a (3.74) in questo limite viene dall'intervallo [O, T ~ ] ,  dove TO pub 
essere arbitrariamente piccolo. Dunque f (T, a) pub essere sostituito con f (0, a ) ,  
e l'espressione (3.74) diviene 
A2 
~ ( a  = !) = - lim f (0, a)  cos(ria)I'(l- 201) W ,  a+1/2 
dove 
& la scala di frequenza naturale del sistema per n = 3. Se l'integrazione sulla lun- 
ghezza di un blip o di un sojourn 6 trattata in questo modo, si parlera di un blip 
o di un sojourn "colla.ssato". La tecnica dei blips e sojourns collassati & descritta 
nella ieferenza [37] per il caso di bias statico. Qui la discussione viene gene- 
ra.lizzata al caso di una bias dipendente periodicamente da1 tempo. Valutiamo 
dapprima F(')(X). Poichk P(")(A) contiene un fattore (cos T&)"-' nell'ordine A2", 
n-1 blips e sojourns sono collassati. Le interazioni di un qualsiasi blip o sojourn 
collassato con altri blips si annullano cosicche le sole interazioni che rimangono 
soiio quelle tra flips di Segno opposto che non fanno parte n& di uil blip n6 di 
un sojourn collassato. Questi due istantoni formano un cosiddetto blip "esteso". 
Tale blip generalizzato & sempre il primo, e pub contenere al suo interno un qual- 
siasi nurnero di blips collassati. Cosi , P(")(x) assume 1a forrna 
I 
e-AC:.=i T< exp ( - S(C Tj)) 
j=l 
Qui, 1-1 & il numero di sojourns collassati entro il blip esteso, e m-1 5 il numero 
di blips collassati che 10 seguono. L'integrale sui tempi dei blips Tj entro il blip 
esteso pub facilmente essere riscritto come un singolo integrale collettivo sul blip 
esteso mentre le integrazioni sui tempi dei sojourns oltre il blip esteso sono ora 
banali. Ora rimangono solo due integrazioni 
I1 fattore e-rT/2 dell'integrando deriva da1 gas di sojourns collassati non intera- 
genti entro il blip esteso, mentre il fattore & dovuto al gas di blips collassati 
non interagenti che seguono quello esteso. A parte il nucleo e-" della trasformata 
Laplace, l'integrale & una funzione periodica di s e pub essere espresso in serie di 
Fourier. Ci6 porta ad un'espressione della forma 
La  valutazione di $(')(X) 6 irnrnediata. Infatti, la presenza del fattore cos(rrrr)" 
all'ordine A2" fa si che l'unica configurazione possibile sia quella in cui tutti gli n 
blips e sojourns siano colassati. Allora 
Ne1 caso di carnpo sinusoidale ~ ( t )  = icoswt, come gi& fatto nella sezione prece- 
dente, i coefficienti H ~ ( T )  clie cornpaiono iiella (3.77) possono essere dati esplici- 
tamente in termini delle funzioni di Bessel del primo tipo Jn(z) 
(- l)"i2"'e-ikw~ 2 S 
%*(T) = sin(e0r) ~ i ,  (- sin -) , 
W 2 
~ 2 k + l ( ~ )  = (-1) kei(2k+ljy e - i ( k + $ ) w ~  cos ( ~ ~ 7 )  
22 w r  
x ~ ~ k + ~  (- sin -) . 
W 2 
L'integrale che compare nella (3.77) & la trasformata di Laplace di una funzione 
che & limitata esponenzialinente. Cosi le sole singolarita sono nuovamente poli 
semplici in X = -inw. Sono questi poli che determinano l'andamento periodico a 
lunghi tempi di P( t ) ,  e dai loro residui possiamo estrarre i coefficienti di Fourier 
Si arriva cosi alla forma 
r 2 , ~ i n w - i ' / 2 ) r  
- J d r  
= - inw np sinh Hn (7 )  . 
0 
I rimanenti integrali possono essere valutati analiticamente solo in speciali re- 
gioni dei parametri. Inserendo la forma limite delle funzioni di Bessel per piccoli 
argomenti nelle funzioni Bn(r), vediamo che P,, va come $1 per piccoli 2. Co&, 
all'ordine dominante, Po diventa indipendente da 2 e w, e coincide con il valore di 
equilibrio termico di gz per bias costante dato da P„ = limt„ ~ ( " ) ( t ) .  Troviamo 
dove $(z )  5 la funzione digamma, e 
I1 regime di risposta lineare & completamente determinato da P*l(w). Usando la 
relazione 
si trova dalla (3.80) che la suscett,ivit& dinainica ha la forma analitica 
1 r 1 
Xo(w) = - - $ ( W )  > hw (I' - i w )  2x2 
I1 regime opposto di risposta estremamente nonlineare E+ ca conduce a risu1tat.i 
analitici estremamente semplici. In questo caso le armoniche P, assumono valori 
di saturazione che so110 indipendenti da1 bias intrinseco €0 e dalla temperatura, 
n pari , 
r (3.85) 
, n dispari. 
o/r 
Figura 3.5: R e P i ( w )  per parametr i  riscalati  €0 = 10 , Z = 1, e di f lerent i  tempei-U- 
ture. 
L'espressione (3.80) per la funzione di risposta Pl(w) & stata valutata numeri- 
camente come funzione dei parametri €0, E I ,  ET/FL, e W .  Per alte temperature o 
grandi bias S, la funzione Pl(w) mostra un solo picco di rilassamento di larghezza 
I'. Le figure (3.5) -(3.5) sono rappresent ative dei diversi andamenti qualitativi 
trovati in quest'analisi. Qui si usa I? come scala temporale. Per valori moderati 
dell'ampiezza Z (figs. (3.5) e (3 .6 ) ,  T = 3 linea continua, T = 2 linea punteggiata, 
T = 1 tratteggio, T = 0 tratto-punto) si osservano un picco di rilassamento e un 
singolo picco di risonanza vicino a co;. le cui altezze dipendono fortemente dalla 
temperatura. 
Oltre il limite di risposta lineare, appaiono risonanze anche a sottomultipli della 
frequenza fondamentale di risonanza a Causa della generazione di armoniche di 
ordine superiore (fig.(3.7) con paramet.ri riscalati T = 0.05, €0 = 10, S = 
1, 5, 7.5, 9, 10 ( ba.sso verso l'alto)). Inoltre, nonostante la temperatura sia 
niolto bassa., & chiaramente visibile un  picco di rilassamento. 
Per i > €0 (fig.(3.8)), non ci sono risonanze ben definite ma emerge un profilo con 
un insieme casuale di rnassimi e minimi. I parametri scalati sono T = 0.05, €0 = 
10, S = 10, 15, 30, 100 (basso verso I'alto). Un ulteriore aumento di E (tenendo 
4- 
Figuru 3.6: ImPl(w) in funzione della temperatura. 
4- 
Figura 3.7: I m P l ( w )  per different; asimmetrie E.  
@/T 
Figura 3.8: La transizione uerso una dinamica incoerente 2 riflessa da ImPl(w) 
per grandi asimmetrie 2. 
fissi tutti gli altri parametri) conduce al semplice risultato (3.85). Questo caso 
risulta essere un buon test dell'algoritmo numerico utilizzato. 

Capitolo 4 
Risposta acustica nonlineare dei 
solidi amorfi nel "tunneling 
rnodel" 
I solidi amorfi a Causa della loro struttura microscopica irregolare occupano una 
posizione unica fra gli stati condensati della materia. Essi sono ottenuti facendo 
solidificare cosi rapidamente il materiale fuso da non permettere la formazione 
di una struttura cristallina. L'assenza di una struttura microscopica regolare l-ia 
reso difficile l'elaborazione di modelli teorici per questi materiali, e solo la sco- 
perta negli anni '70 di "anomalie" termiche [45] e acustiche [46] ha stimolato, a 
partire da quegli anni, uniintensa ricerca sperimentale e teorica. Ricordo breve- 
mente queste "anomalie" . Nei cristalli dielet trici, le proprieth termiche a basse 
temperature sono determinate d a  fononi terrnici. A ternperature inferiori a 1 IC  la 
lunghezza d'onda dei fononi dorninanti & dell'ordirle di 1000a, e quindi centi~laia 
di volte maggiore delle distanze interatomiche. Poiche non vi & evidenza delle 
fluttuazioni strutturali su tali distanze, ci si aspetterebbe che, a tali temperature, 
sia adeguato trattare un vetro come un continuo elastico. Tale previsione non 5 
confermata dagli esperimenti: il calore specifico nei vetri dielettrici 2 circa lineare 
nella temperatura. Anche nei vetri metallici si riscontra un contributo lineare 
in temperatura aggiuntivo rispetto a quello elettronico. Per quanto riguarda la 
conducibilith termica, essa risulta essere minore che nei cristalli puri e presenta 
a bassissime temperature un andamento circa proporzionale a T2. Le misure 
di calore specifico e di conducibilith termica hanno rivelato cosi la presenza in 
questi materiali di "eccitazioni di bassa energia" originate da.lla struttura amorfa 
stessa. D'altra parte, gli esperimenti acus tici, effettuati a frequenze ultrasoniche 
e audiofrequenze, si sono rivelati particolarmente utili per ottenere informazioni 
sull'accoppiamento di tali "eccitazioni di bassa energia" con l'ambiente che le 
circonda (il "bagno termico"), ed anche sulla dinamica delle eccitazioni stesse. 
Quest'ultimo aspetto ver& ampiamente discusso in questo e nei successivi capi- 
toli. 
4.1 I1 "tunneling model" 
Una grande parte delle proprieta termiche e acustiche dei solidi amorfi a basse 
temperature pub essere interpietata con successo in termini di un inodello feno- 
menologico det to "tunneling model" (TA I). Questo modello, proposto negli anni 
settanta da Anderson e Varma [2] e, indipendentemente, da Phillips [3], postula 
che le "eccitazioni di bassa energia" rivelate dagli esperimenti termici e acustici 
abb ian~  il carattere di sistemi a due livelli con un'ampia distribuzione del para- 
metro che determina la differenza di energia fra i due livelli. Esso si basa su tre 
ipotesi fondarnentali. 
i) Esistono eccitazioni di bassa energia, tipiche dello stato amorfo, che 11a.nno il 
carattere di "sistemi a due livelli". 
L'origine microscopica di tali eccitazioni deriva da1 fatto che, mentre nel reti- 
colo regolare di un cristallo tutti gli atomi o molecole occupano una posizione 
ben definita, dando luogo ad una so2a possibile configurazione, il reticolo ca- 
suale di un solido amorfo pu6 essere originato da diverse possibili configurazioni. 
L'assunzione fondamentale nel modello proposto & che certi atomi, o gruppi di 
atomi, possano avere al massimo due diverse configurazioni con energia poten- 
ziale quasi uguale. Per una descrizione formale si possono introdurre "particelle" 
di natura microscopica ancora ignota che si muovono in potenziali a doppia buca 
fig(l.1). A basse temperature dunque, come discusso nel primo capitolo, questi 
sistemi possono essere considerati come "sistemi a due livelli" e sono comple- 
tamente caratterizzati dall'energia di asimmetria heo e dall'energia di tunneling 
GA E L o e X  eq.(1.2). Quest'entita di tunneling & detta "tunneling system" (TS). 
ii) A Causa della struttura disordinata esiste un'ampia distribuzione dei para- 
metri. In particolare, si postula che €0 e X siano indipendenti e uniformemente 
distribuiti. Si ottiene cosi la funzione di distribuzione per unita di volume ed 
energia standard 
P(X, e0)dXde = f l d X d ~  (4.1) 
dove P z 1020 eV 6 una costante. In termini dei parametri €0 e A, 
iii) I TS's influenzano le proprieta del materiale interagendo con l'ambiente circo- 
stante (costituito da fononi termici nel caso di vetri dielettrici, fononi ed elettroni 
di conduzione nei vetri met allici) . 
In termini del Th4 6 stato spiegato quantitativamente 1'anda.mento in tempera- 
tura del calore specifico e della conducibilita termica [47]. 
Un buon accordo tra teoria ed esperimenti si ha anche in misure di assorbimento e 
dispersione della veloci t& del suono in esperimenti ultrasonici [47]. L'at tenua.zione 
e la variazione della velocit& del suono nei cristalli sono causate dalla presenza 
di impurezze o anarmonicita del reticolo. Nei vetri, tali effetti sono originati 
dalliinterazione dei TS's con il carnpo di deforma.zione indotto dall'onda sonora. 
Essi influenzano le proprietk acustiche in una maniera che 2 in principio analoga a 
quella con cui le eccitazioni elettronicl-ie in un mezzo ottico influenzano la propa- 
gazione della luce. Una tacita assunzione che viene generalmente fatta, e a volte 
considerata parte del TM "standard", & l'approssimazione di risposta lineare per 
17intera.zione tra TS's e 170nda acustica utilizzata come sonda nell'esperiinento. 
Tuttavia, recenti esperimenti di dispersione ed attenua,zione delle onde di flessione 
in sottili lamine vibranti (L'vibrating-reed-tecl~nique") mostrano deviazioni anche 
qualitative $alle predizioni del TM [2 1,221. Un'interpretazione di questi feno- 
meni che mantenga l'ipotesi di risposta lineare e usi una funzione di distribuzione 
modificata dei parametri del TLS [48,49] chiaramente non pub spiegare esau- 
rientemente i risultati sperimentali che mostrano forte dipendenza dall'ampiezza 
dell'onda acustica. Inoltre, la risposta nonlineare risulta essere differente per vetri 
dielettrici e metallici. La mancanza di una valida teoria per la dinamica di un "si- 
stema a due livelli" in un forte campo esterno ha lasciato sinora in discussione la 
validitb del "tunneling modeln per spiegare questi esperimenti. La parte restante 
di questa tesi sar& dedicata a rnostrare che, andando al di 1ii dell'approssimazione 
di risposta lineare, queste LLanomaliei' possono essere spiegate in modo soddisfa- 
cente entro il TM. 
Questo capitolo sar& dedicato al problema formale della risposta acustica nonli- 
neare dei vetri in esperimenti che usino la tecnica "vibrating-reed" [54]. Scopo 
dell'analisi & ricavare un'espressione che colleghi la dispersione e l'attenuazione 
del suono ai parametri intrinseci del sistema e all'ampiezza e frequenza del campo 
esterno. I1 capitolo quinto e sesto sono volti alla computazione delle grandezze 
acustiche rispettivame~ite per i vetri metallici e per i vetri dielettrici. 
RECElVER SAMPLE 
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Figura '4.1: Apparato sperikentale degli esperimenti "vibrating-reed" 
4.2 La tecnica "vibrating-reed" 
Negli esperimenti "vibrating-reed:' (VR) [50], vedi fig.(4.1), un'estrcdta di una 
sottile lamina del materiale amorfo di cui si vuole studiare la risposta acustica 
6 fissata tra due bIocchi di rame. I1 campione viene eccitato aila frequenza fon- 
damentale di vibrazione di flessione attraverso un elettrodo posto ad  un lato 
dell'estremita libera. Un secondo elettrodo, all'altro lato dellYestremit?i libera, 
misura elettrostaticamente tale vibrazione. Le frequenze di risonanza dipendono 
dalle caratteristiche geometriche della Iamina quali la lunghezza I e 10 spessore d, 
e dalle propriet elast iche del materiale che sono espresse dalla velocith del suono 
V E  = ( E / ~ ) ' / ~  determinata da1 moduIo di Young E, e daIIa densita p. Si ha [51] 
Le costanti X', valgono K1 = 1.875, X2 = 4.694, K3 = 7.885 ... C O S ~ C C ~ ;  le di- 
verse risonanze si hanno a frequenze che non sono multipli interi della frequenza 
fondamentale. Questi esperimenti permettono di inisurare frequenze assai basse, 
dell'ordine clei chilohertz. 
Dunque, misurando la variazione della frequenza di risonanza in funzione della 
temperatura 6 possibile studiare l'andamento della velocitk del suono. 
5 5 
I1 valore assoluto di Q", l'attenuazione rinormalizzata, si pub ottenere sia dalla 
forma della curva di risonanza, modificando leggermente la frequenza di risonanza 
e applicando la relazione Q-' = Awn/wn, oppure misurando il decadimento del 
segnale libero e usando la relazione Q-I = nwntn. I1 primo metodo & pih conve- 
niente a frequenze elevate, il secondo a basse frequenze. 
4.3 Dinamica di una lamina vibrante accoppiata 
ad un insieme di "tunneling systems" 
Una caratterizzazione completa deI complesso lamina-sonda porta a considerare 
l'interazione di molti gradi di liberta. Innanzi tutto il campo di deformazione che 
descrive la flessione della lamina, secondo l'insieme dei TS's forniti da1 "tunneling 
model", infine l'insieme dei modi del bagno termico (idealmente in numero infi- 
nito) per tenere conto degli effetti dissipativi. L'Harnilt~ni~na del sistema totale 
e 
H = HR f HTS + HB + HR,T f HT,B (4.4) 
dove HR , HTS e HB caratterizzano le vibrazioni di flessiorie della lamina, le entita 
di tunneling e il bagno termico, mentre HR,T e HT,B descrivono l'accoppiamento 
di questi sottosistemi. I1 primo termine 
& 1'Hamiltoniana per le vibrazioni forzate di una lamina sottile. Le coordinate 
del sistema sono state scelte in inodo che l'asse z e l'asse X siano rispettivamente 
parallel0 e ortogonale alle superfici della lamina. I1 canlpo X ( z ,  t )  i5 la compo- 
ncnte :c dello scostarnento, e I3 = il carnpo della densitj di rnomento ad esso 
coniugato. L'apice denota la derivata rispetto a t e f (2) cos w t  la forza esterna 
per mi t& di volume clle agisce sulla lamina nella direzione X .  
L'Hamiltoniana Hrs 6 il contributo dei "sistemi a due livelli" presenti nella la- 
mina, ognuno caratterizzato da un'energia di tunneling F L A ~  e da un9energia in- 
trinseca di asimmetria Ti,$. Nella rappresentazione in cui a, & 170peratore di 
posizione del TS si ha 
L'interazione HRVT & scelta in modo da tenere conto della variazione dell'asimmetria 
del TS indotta dalla componente e„(R,t) = xX1'(z,t) del tensore di deforma- 
zione. Introducendo Ia costante di accoppiamento 7 h dc0/de„ si ha 
dove Rj r (xj, yj, zj) denota la posizione nella lamina del TS con indice j. Ti- 
picamente 7 & dell'ordine di qualche eV. Infine, gli effetti dissipativi del bagno 
termico sono descritti da HT,B. La forma di HB e HTB dipende dalle caratteri- 
stiche del bagno termico considerato. 
Per procedere nella valutazione delle proprieth. di assorbimento e dispersione della 
lamina separeremo 10 studio della dinamica in due parti. Nella prima parte (I), 
deriverb l'equazione del moto per 10 scostamento della lamina e una formula per 
la forma della sisonanza. La variabile dinamica d'i~iteresse del TS S il valore 
di aspet tazione quantistico (o:jt che determina l'ampiezza della forza che agisce 
sulla larnina attraverso il potenziale d'interazione 
Assumendo dunque che ( 0 2 ) ~  sia noto 1'Hamiltoniana rilevante & 
e il problema 5 interamente classico. 
La seconda parte (11) sara invece dedicata alla valutazione di (ai)t. Questo 
iichiede risolvere l'equazione quantistica del moto per ogni singolo TC governata 
dall'Hamiltoniana 
Qui l'asimmetria & definita come 
dove il primo termine 6 la frequenza di bias intinseca mentre il secondo termine 
descrive l'influenza, dipendente da1 tempo, della larnina vibrante. 
Questo problema 5 stato affrontato nella prima parte di questa tesi per il caso in 
cui il bagno termico sia costituito da un insieme di oscillatori armonici accoppiati 
bilinearmente nelle coordinate del bagno e del "sistema a due livelli". Allora, una 
volta risolto il problema classico descri tto da H('), nel quinto capitolo l'analisi 
del caso Ohmico sviluppata nel terzo capitolo ver& sfruttata per studiare la 
risposta acustica nonlineare dei vetri metallici. Ne1 sesto capitolo utilizzerb i 
risultati dell'approccio perturbativo descritto nel capitolo secondo per 10 studio 
delle proprieta acustiche dei dielettrici. 
Studiaino dunque in quanto segue il problema classico di una lamina vibrante 
soggetta a uil carnpo esterno (4.9). 
4.4 Dispersione della frequenza di risonanza e 
attenuazione della lamina vibrante 
Ne1 limite di risposta lineare, l'attenuazione e 10 scostamento della frequenza di 
risonanza so110 dirett amente correlate alla parte immaginaria e reale, rispet t i- 
vamente, della suscettivith dinamica. -Per derivare una simile relazione per il 
caso generale, dobbiamo considerare il complesso lamina-TS's nel suo insieme. 
In quanto segue non studierb l'equazione d'onda completa per il campo scalare 
X ( z ,  t )  governata da H(') ,  mi restringerb invece ad una particolare classe di so- 
luzioni che soddisfi le condizioni sperimentali. In primo luogo, considererb il 
caso di soluzioni staziorzarie. Formalment e questo significa trascurare fenomeni 
transienti e lirnitarsi a soluzioni pura.mente periodiche. Secondo, assumerb che 
la frequenza del campo esterno sia vicina a.lla frequenza fondarnentale della la- 
mina, e terzo, che lJeffetto sulla vibrazione della lamina dell'accoppiamento con 
l'insieme dei TS's sia piccolo. 
Sotto queste condizioni, & trascurabile il contributo alla vibrazione della lamina 
delle armoniche di ordine superiore nella frequenza del campo esterno U. Infatti, 
anche se ci si deve aspettare un contributo apprezzabile di tali armoniche alla 
quantitk (CT , )~ ,  gli effetti indotti poi sulla lamina sono piccoli poiche tali armo- 
niche non sono in risonanza con nessuno dei modi di vibrazione della lamina (4.3). 
Inoltre, posto che l'accoppiamento lamina-TS sia piccolo, il fattore di qualita della 
risonanza 5 molto grande, i.e., tutte le frequenze al di fuori della risonanza sono 
soppresse. Come risultato, ci si pub restringere alla classe di soluzioni 
X(z, t)  = @(z)u(t) 
dove @ ( z )  & adimensionato e usiamo la normalizzazione 
Equazioni differenziali per @(z) e u( t )  possono essere ottenute in maniera stan- 
dard utilizza.ndo un calcolo variazionale per la Lagrangiana che corrisponde ad 
H(') [51]. Trascurando distorsioni dei rnodi spaziali derivanti dall'interazione con 
i TS's, il problema agli autovalori 5 
con condizioni al contorno corris~ondenti a @(O) = W ( 0 )  = 0 all'estremita fissa 
della lamina. Per il modo fondamentale si trova K1/l !Y 1.875, (cfr. eq.(4.3)), e 
1 
@(z) = - ((cos XI -t- cosh Xl)(cos ICz - cosh Xz) N 
+(sinXl - sinh lll)(sin Kz - sinh Xz)) , (4.15) 
dove 1V & determinato da.lla condizione di normalizzazione (4.13). Come equazione 
del moto per il modo temporale U ( t )  ot teniamo 
dove fo = I-' &dz Q ( z )  f (z), e V & il volume della lamina. Poichh, corne discusso 
prima, & trascurabile il contibuto di armoniche di ordine superiore, possiamo 
restringere sia u( t )  che (4)t alla cornponente di Fourier fondamentale. Si ha  
u( t )  = ii COS(W~ + (P) (4.17) 
Osserviamo che, introducendo l'ampiezza della variazione dell'asimmetria del TS 
indotta da1 campo esterno f iP,  
il coefficiente di Fourier PI pub essere espresso in terrnini della suscettivita gene- 
ralizzata z i , (w ;  O ;  A, co) 
Dunque, il trattamento della nonlinearita 6 a.ssai semplificato dalla proiezione 
della dinamica nello spazio bidimensionale generato dalle componenti di Fourier 
della frequenza fondamentale. Gli effet ti della nonlinearit i sono infatti carat teriz- 
zati da un unico parametro reale, l'ampiezza della vibrazione. Ne1 caso generale, 
l'analogo di 2 sarebbe un operatore lineare nello spazio di Banach delle funzioni 
periodiche e dipenderebbe da tutti i coeffcienti di Fourier di u(t ) .  Infine nel li- 
mite 2' -+ 0 si ottiene semplicemente la suscettivita lineare Xo(w). 
Si arriva dunque all'equazione c l~e  da la forma della risonanza 
con 
Qui si & introdotta la costante adimensionata standard 
dove P rappresenta il numero di TS's per unith di volume e unita di energia 
di asirnmetria presente nella definizione della funzione di distribuzione eq.(4.2). 
Come passo successivo, usiamo il fatto che la somma su j nella (4.22) comporta sia 
la rnedia sui parametri intrinseci ~j e 4 del TS sia l'integrazione sulle posizioni 
dei TS's nella lamina. Integrand0 sui parametri dei TS's otteniamo la suscettivita 
intermedia 
ed integrando poi sul volume della lamina 
E irnportante notare che la media sul volurne 5 pesata da un fattore proporzionale 
al quadrato della deformazione. Inoltre sia X che X sono quantita adimensionate. 
Se si trascura la dipendenza dalla frequenza di 7 a.ll'interno della risonanza, 
l'eq.(4.21) descrive una semplice lorentziana per la quale la variazione relativa 
della frequenza di risonanza e l'attenuazione sono date da 
I1 caso piu complesso in cui sia l'ampiezza della forza esterna il parametro indipen- 
dente, invece dell'ainpiezza della vibrazione, ver& discusso nei capitoli successivi 
confront ando i risultati teorici con quelli speriment ali. 
4.5 Risposta lineare 
Prima di discutere il caso generale, vediamo brevemente quali sono le previsioni 
del "tunneling modeln (standard) qualora si tratti la risposta acustica in appros- 
simazione di risposta lineare. Un confronto con i risultati sperimentali mostrera 
quali sono i limiti di applicabilitii di tale approssimazione. 
Inoltre quest'analisi servirii per capire alcune caratteristiche generali 'della rispo- 
sta acustica dei vetri, nonche alcune differenx nelle propriet& acustiche dei metalli 
rispetto agli isolanti. 
L'andmento della suscettivita lineare zo(w) & stato discusso nel primo capitolo. 
Si & visto che nel caso super-Ohmico per arbitrarie ternperature e nel caso Ohmico 
per TS's tali che kT < Eo, la suscet tivita lineare 6 data da due contributi distinti 
Xres (1.24) e Xre* (1.25). Essi descrivono, rispettivamente, un processo di assorbi- 
mento risonante alla frequenza w = f Eo/h del TS e un processo quasiela.stico di 
rilassamento all'equilibrio termico. I rates r„, e I' definiscono la scala temporale 
di questi processi e la loro espressione formale dipende da1 bagno termico con cui 
interagisce il TS. Per chiarezza riporto qui tali espressioni 
XO = Xres f Xrei (4.29) 
7iA2 1 
Xres = - tailh - 4E,2 + EO + (U f ir„,) EO - (U + ir„,) 
(4.30) 
dove E. = h(A2 + e; ) ' i 2 .  Mentre 
Ne1 caso Ohmico tuttavia, per TC'S con piccole energie E. < &T, la forza stoca- 
stica dell'ambiente distrugge coinpletamente la coerenza del processo di tunneling. 
In questo caso i tre picchi lorentziani della suscettivita si confondono in un unico 
2rakT picco quasielastico di larghezza I', = hA2 „ c o „ ~ 2 ~ a „ ,  . 
D'altra parte, poiche pei valutare la variazione della velocita del suono (4.27) e 
l'attenuazione (4.28) bisogna effettuare la media sui parametri del TS, nel "tunne- 
ling model" standard si assume che la (4.29) sia valida anche per TS's con piccole 
energie. Per quanto riguarda la parte risonante infatti, il Contributo dominante 
alIa suscettivita mediata %(W) G dato da TS's con energia E. > IcT. Per la parte 
di rilassamento, a Causa del fattore l/ c o s h * ( ~ ~ / 2 k ~ ) ,  contribuiscono TS's con 
A 2 
energia E0 6 kT cosicchk N 2 ~ a k T ~ ( „ , ~ ) .  Confrontando allora i due rates 
di rilassamento e I', si vede che confondere I? con I', porta a pesare in modo 
non corretto il contributo di TS's con 7iA < 2ncukT. Vedremo che mentre tale 
contributo non & rilevante in risposta lineare, tuttavia esso 10 diventa in risposta 
nonlineare negli esperimenti "vibrating reed" . 
Riportiamo dunque quali sono le previsioni del "tunneling model" Standard per 
la variazione della velocith del suono e l'attenuazione. Utilizzando le (4.27, 4.28) 
e trascurando la larghezza firre, dei picchi anelastici si ottiene per il contributo 
risonante una forma universale, indipendente da1 bagno termico 
- 
1 2nkT 1 hw 
- --(ln-++(--i-)), Xres - 2 E m a x  2 2nkT 
2nkT tiw 
= ~ ( 1 n -  1 +Re$(- - i-) ) 
W res E m a x  2 2nkT 
Qui + & la funzione digamma,. Inoltre nel caso degli esperimenti acustici, sia ad 
audiofrequenze che a frequenze ultrasoniche, e sempre verificato che tiw < kT, 
kT n- 
= c(in-- 
res Emax 7 E + l n S ) ,  
dove 7.~3 = 0.577 & la costante di Eulero e E„, & il massimo valore della diffe- 
renza di energia dei due livelli. A basse temperature, il processo di rila.ssamento 
all'equilibrio termico 5 cosi lento da essere trascurabile rispetto a quello riso- 
nante nel caso della variazione della velocita del suono. Quindi, per temperature 
cosi basse che ur-' < 1, si ha una legge universale per la velocita del suono 
data da1 contributo risonante (4.37). Per quanto riguarda l'attenuazione invece, 
il contributo risonante (4.38) 5 sempre trascurabile. Si ottiene cosi l'andamento 
Q-' N Q-' rel T" (4.39) 
che dipende da1 particolare tipo di dissipazione considerata. 
Al di sopra di una temperatura di cross-over T„ tale che W rmiW il contributo di 
rilassamento diventa rilevante anche per la variazione della velocitd del suono. A 
tali temperature esiste un'ampia distribuzione di TS's che rilassano velocemente 
al17equilibrio termico. Si ha 
S *I = --ClnkT+const ,  
W reI 2 
0 tteniamo nuovarnente un'andamento logaritmico in temperatura per la velocitii 
del suono che perb dipende da1 bagno termico e una legge universale per l'attenua- 
zione. Per T > T„ dunque, Aw/w 2- data dalla somma dei due contributi (4.37) 
e (4.40). Poiche, come vedremo, per i dielettrici la dissipazione 2. super-Ohmica 
con s = 3, ci aspettiamo un massimo alla ternperatura di cross-over e poi un 
decremento logaritmico con pendenza -C/2 a temperature pih elevate. 
Per i metalli s = 1 e abbiamo solo un cambiamento di pendenza da C a C/2; 
ci aspettiamo di osservare un massimo solo quando la temperatura 2. sufficiente- 
mente elevata che anche la di~sip~zione con i fononi diventa importante. 
Viceversa, l'attenuazione 5 sensibile al tipo di dissipazione a basse temperature 
rnentre, a temperature pih elevate, tende ad un valore costante clle dipende solo 
dalla costante C e dato dalla (4.41). 
Questi andamenti sono mostrati nelle figure (4.2) e (4.3). Ci6 che & importante 
osservare & che, mentre per i dielettrici il minimo tempo di rilassamento, corri- 
spondente a E. ci fiA nella (4.32)) 2. dell'ordine dei ys, per i metalli 5 dell'ordine 
dei ns. Questo significa che, alle frequenze degli esperimenti vibrating-reed e per 
dissipazione Ohmica, il rilassamento & importante in tutto il range di ternpera- 
tura dell'esperimento cosicche non ci aspettiarno di osservare il cambiamento di 
pendenza nei conduttori. Negli isolanti invece, il rilassamento diventa importante 
al di sopra di una ternperatura di cross-over T„ che giace entro l'intervallo di tem- 
peratura sperimentale anche per frequenze assai basse. Dunque, come differenza 
fondamentale fra i due tipi di materiali in esperimenti VR, Ia velociti del suono 
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Figura 4.2: Previsione della risposta lineare per la variaxione della velociti del 
suono e l'attenuazione nei vetri dielettn'ci 
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F ~ ~ U T U  4.3: Previsione della risposta lineare per la van'azione della velocif6 del 
suono e l'attenuazione nei v e t n  metallici. 
mostrerh un massimo nei vetri dielettrici ma non nei vetri metallici. Analoga- 
mente, per quanto riguarda l'attenuazione rinorrnalizzata Q-r, ci aspettiamo nei 
dielettrici una discesa da1 "plateaun per T < T„. Nei vetri rnetallici non dovrebbe 
essere possibile osservare tale transizione, cioe Q-I = 7i-/2C in tutto il range di 
temperatura e frequenze sperimentali. 
Capitolo 5 
Nonlinearit & acust iche dei vet ri 
met allici 
In questo capitolo valutero esplicitamente la dispersione della frequenza di riso- 
nanza e l'attenuazione di una lamina vibrante di vetro metallic0 [54]. Le espres- 
sioni formali per queste quantita sono date dalle eqs.(4.27) e (4.28). 
Ne1 quarto capitolo abbiamo g i i  discusso le previsioni del TM nel caso di rispo- 
s ta  lineare. Nella figura (5.1) vengono confrontati i risultati sperimentali per la 
velocita del suono in PdSiCu della ref.[20] e le previsioni teoriche della risposta 
lineare per due differenti ampiezze del campo forzante. Mentre ad alte tempe- 
rature l'andarnento sperimentale di ~ w / w  & guello di risposta lineare, a basse 
temperature, tali che %/kT >_ 1, gli effetti nonlineari diventano importanti. In 
particolare, nel regime fortemente nonlineare iiS/kT > 1, la velocita del suono 
tende ad un valore costante rispetto alla temperatura, ma che & tanto maggiore 
quanto pih & grande l'ampiezza del campo esterno. Ci6 mostra chiaramente che 
l'approssimazione di risposta lineare & insufficiente per dare spiegazione di questi 
andarnenti ed in particolare la "saturazione" alle piii basse temperature. Uti- 
lizzerb i risultati dei capitoli secondo e terzo per valutare appropriatamente le 
grandezze acustiche. 
Figura 5.1: Confronto fra risultati sperimentali per A w / w  e le preuisioni della 
risposta lineare in PdSiCu. 
5.1 Considerazioni generali 
Per trattare quantitativamente la risposta acustica nonlineare dei vetri metal- 
lici 5 necessario conoscere la suscettivitk nonlineare (3.54) in questi materiali. 
Dobbiamo dunque specificare in maniera appropriata Ia natura delle eccitazioni 
di bassa energia dellyambiente con cui interagiscono le entita di tunneling. Nei 
vetri metallici a basse temperature, i TS's si accoppiano con le fluttuazioni locali 
di densitk elettronica attraverso un potenziale dyinterazione U(r). Nello scherna 
della seconda guantizzazione e per elettroni nello stato normalmente conduttore, 
llHamiltoniana H g  del reservoir ha la forma standard 
dove ck,s & l'operatore di distruzione di un elettrone con vettore d'onda k, pola- 
rizzazione s e energia hwk. LIHamiltoniana d'interazione HI fra gli elettroni e un 
TC nella posizione R 5 invece 
dove lal & la distanza di tunneling. Assumendo ora che ogni singolo grado di 
liberth elettronico sia debolmente perturbato dall'interazione con il TS, i processi 
dominanti descritti dalla (5.2) sono eccitazioni di tipo bosonico con creazione o 
distruzione di una coppia elettrone-buco attorno alla superficie di Fermi. Come 
mostrato per Ia prima volta da Kondo [34], a causa della densith degli stati 
costante attorno alla superficie di Fermi, questo tipo di eccitazioni da luogo ad 
una densith spettrale di tipo Ohmico. Si trova 
dove P & la densita degli stati sulla superficie di Fermi, kF & il momento di Fermi 
e si 2 assunto un potenziale di deformazione deltiforme U(r) = U,S(r). La (5.3) 
permet te una stima della costante di accoppiamento adimensionat a Ohmica cr 
definita dalla relazione (1.11). Nei vetri metallici essa risulta sempre essere mi- 
nore dell'unitii [52]. 
Nei capitoli precedenti ho studiato il problema generale della risposta nonlineare 
del sistema a due livelli dissipativo e ho discusso due diversi metodi per risolvere 
il problema dinamico. Un'analisi delle condizioni sperimentali mostra che, negli 
esperimenti "vibrating-reed", la frequenza del campo esterno & cosi bassa da 
soddisfare la condizione adiabatica W; « Aii ,  (2.7), nonche la condizione di ri- 
lassamento incoerente iiw << 2ncrbT (3.55) anche alle pih basse temperature. La 
soluzione adiabatica (2.10, 2.2 1) descrive corret t amente la dinamica di TS's con 
elementi di nlatrice di tunneling fiA 2 kT mentre la soluzione non perturbativa 
(3.61, 3.73) descrive quella dei TC'S con ZiA < kT. D'altraparte, a causa della 
particolare forma della funzione di distribuzione (4.2), sono questi ultimi i TS's 
che maggiormente influenzano le proprietii acustiche. 
Consideriamo dunque come punto di partenza la suscet tivit A nonlineare Xni(w) 
(3.54) che si ottiene dalle equazioni (3.61) e (3.73) per TS's con fiA < kT. 
L'indicherb per chiarezza X <  
, . 
In quest 'espressione 
F(x)  fie(x) peq(x) = G(I) = tanh -2kT 
denota il valore di equilibrio termico dei TS's in NIBA. Per i nostri scopi futuri & 
conveniente scomporre l'espressione (5.4) in due contributi. Integrando per parti 
ot teniamo 
X<(,) = 29: + X:,(w) 




~ q s - r r i i ~ J  O dz cos X P„(x) 
e un contributo ritardato 
1 2n 03 




che svanisce nel limite di basse frequenze o rilassa.mento veloce, 
lim z:, (W) = 0 . 
w - i o  (5.9) 
L'apice nella (5.8) denota la derivata rispetto a X. Quando hA > kT la condizione 
(3.61) per NIBA & violata e dobbiamo utilizzare la soluzione adiabatica per P(t)  
data dalle equazioni (2.10, 2.21) discussa nel secondo capitolo. Ricordando che 
Pl(w) non & nient'altro che la prima armonica di P( t )  si ottiene 
2n/w 00 t+t' 
W dtr(t)h(,(t) 1 dt'e'w(tt") h&(t f t') 
E(t + t') exp { - / dt"I '( tU)) , 0 t 
(5.10) 
dove il rate r(t) si ottiene dalla (2.20) specificando la densita spettrale (5.3) men- 
tre 1Veq(t) = tanh(E(t)/ZkT) rappresenta il numero di occupazione di equilibrio 




- - l d z  cos X P:;(X) , X' - 2nn; 
0 
e P 2  = Ne,(t) & il valore di equilibrio adiabatico dei TS's. Infine il contributo 
E ( t )  
ritardato 5 
1 2r " - f i E ( ~ )  X',(w) = -^ Jdx x q ( x )  /du etvm exP (-um' [dzr(z)) . (5.13) 27I-h~~ 
0 2 
Nuovamente il contributo ritardato svanisce nel limite W + 0. Tale separazione 
attraverso l'integrazione per parti risulta utile nella valuta.zione della suscettivitii 
intermedia (4.25) 
dove ho specificato i limiti di integrazione dei parametri. In linea di principio 
bisogna utilizzare la (5.4) quando fiA < kT e la (5.10) quando fiA > kT. Osser- 
viamo tuttavia che, per quanto riguarda la parte quasistatica, quando NIBA & 
applicabile, cioe per hA < kT e arbitrari E, (5.12) coincide con il semplice risul- 
t.ato (5.7). Useremo dunque la (5.12) per ogni valore della variabile d'integrazione 
A per valutare il cont,ributo quasistatico. D'altra parte, per valutare il contributo 
ritardato alla media (5.14) useremo l'espressione (5.8). Infatti, quando w & nel 
range sperimentalmente rilevante fiw < .irak2T2/hZ, il rilassamento dei TS's con 
hA 2 k T  & pressoche istantaneo, cio& il contributo di X,>„ & trascurabile. Inol- 
tre X,<„ 2 anch'esaa esponenzialmente piccola quando la si valuta nell'intervallo 
hA > kT. Useremo dunque la relazione 
La media sulla parte quasi-statica 6 facilmente valutabile, poiche si pu6 assumere 
con tranquillita che i sia molto pih piccolo del massimo valore dell'ele~nento di 
matrice di tunneling A e dell'asimmetria intrinseca €0. Usando le proprieta di 
simmetria di P: e della funzione coseno, possiamo riscrivere l'espressione di X„ 
come 
Lmax 1 ~ / 2  cmax +i cos z 
tanh 
hJ&F 
- - /dz  coss J d€oZqs(A, €0) - 2kT 
0 0 C„,-tcosx 
A questo punto, sfruttando il fatto che i « E „  e kT < he„, si ottiene come 
termine principale 
1 Jdsn,(n, s> = - "V cmax 
0 max 
Usando la comune convenzione per i limiti di integrazione superiori di A e €0 che 
?iJm C E,.„ effettuando l'integrazione su A otteniamo per la media della 
parte quasi-statica 
I1 termine ritardato ?„,(U) dipende dai sei parametri sperimentali U, T, E, A, co 
e cr solo attraverso sei quantith adimensionali indipendenti. Le scegliamo corne 
Osserviamo inoltre che i limiti superiori Amx e E„, nella (5.14) sono irrilevanti 
per il termine ritardato poiche l'integrando diventa esponenzialmente piccolo gi& 
per valori molto piii piccoli. Quindi, la quantith mediata X„, deve essere funzione 
dei seguenti pa.ra,metri 
Questo risultato & del tutto generale. Esso si applica in maniera analoga ad 
arnbienti con altre densita spettrali, ( ad esempio al caso di fononi termici), posto 
che NIBA e l'espansione di basse frequenze'siano applicabili. 
La forma (5.20) fornisce uila spiegazione immediata per la soglia di saturazione 
osservata vicino a kT = 62. 
5.2 I1 limite di saturazione 
In questo paragrafo studierh il caso di forte nonlinearita che coincide con la con- 
dizione sui parametri f i 2  > kT. Questo regime risulta essere estremamente ri- 
levante ai fini di un confronto con i dati sperimentali, poiche si riscontrano le 
maggiori deviazioni rispetto al TM, quale ad esempio la saturazione della ve- 
locita del suono (vd figura (5.1)). Onde valutare esplicitamente T„„ conviene 
introdurre le variabili adimensionate 
e definire una funzione convenientemente riscalata G(x) 
g $ cosx coth 9 + COS X 
'(X) = ( 2 ~ ~ x 9 ) ~  + (g  + cos 1)2 213 
L'integrazione su A pub essere effettuata analiticamente senza approssimazioni 
Amin 
1 2 a W 
- -- /d5 P&(z) /dy e i y ~ i  (I<(r, y)) , 
47iE (5.26) 
0 X 
dove El(z) = JFdt e-'/t la funzione esponenziale integrale [53], e 
Consideriamo ora i due casi distinti g < 1 e g > 1. 
Iniziamo con il caso g < 1 e con Iyoss~rvazione clie, per tali g, la funzione aG(z) si 
riduce approssimativamente alla funzione delta S(g+cos z) quando x a 9  « 1. Ciok 
aG(z)  si cornporta come una cornbinazione lineare di funzioni delta centrate nei 
punti zu, dove z, 5 uno Zero di g + cos L. Ora 2 appropriato traslare l'intervallo 
d'integrazione di X nella (5.26) da [ 0 , 2 ~ ]  a [ - Z ~ X ~ ]  dove s o  = arccos(-g) e 
XI = 27~ - xo, e separare appropriatamente tali integrazioni. Otteniamo 
In questa suddivisione, gli zeri zu appaiono solo nell'intervallo [X, y] del secondo 
e quarto termine. Dunque in questi termini l'espressione E1(Ii) & indipendente 
da X per piccoli ai, e quindi gli integrali su X possono essere facilmente valutati, 
ottenendo Zero. 
Ne1 primo e terzo termine della (5.28), i punti z, sono tutti a.1 di fuori dell'intervallo 
[X,  Y], e si pub espandere E I ( K )  per ai « 1, 
Y 
El(Ii.(x, y)) = -% - 1n(nadZ) - ln / d z ~ ( z )  + O ( a )  . (5.29) 
Usaildo questo, si ottiene infine per g < 1 
i (1 )  = ^ i ~  + 
U 
ln(radZ) / dx cos X P„(x) 4nfiE 
0 
Per g > 1, dopo avere integrato due volte per parti, si trova 
dove 
1 2n 03 
~ ( 2 )  = 
-> 4nh2 /dz P&(Z) /d eiy In ( [ d i  ~ ( z ) )  exp(- K(z ,  y)) + O(a)  . (5.34) 
0 X 
Per ~ ( ' 1 ,  6 immediat0 effettuare l'integrazione su €0 usando le relazioni E „  » 2 
and emax > bT/fi .  I1 risultato & 
1 
= (7E -In:) + - InAmin.  Xret 2 
Combinando questo con il termine X„, si ha una cancellazione del termine In Amin 
- 
- - ( I )  - - 1 ln TCUE:, Xqa f Xret - + const . 
;W 
La valutazione delle integrazioni su X, y e sul parametro g o €0, che sono neces- 
sari per ottenere Xret 2 abbastanza lunga e noiosa, ed & descritta nella referenza 
[54]. Una semplice espansione in termini di 29 non & possibile perch& il contributo 
principale deriva dai TS's per i quali l'asimmetria varia da Zero a valori molto 
grandi. In altre parole, non esiste un'espansione uniforme di G in potenze di 1/E. 
Si puh fare una distinzione qualitativa di due regimi di saturazione: per valori 
intermedi di 9, C'& una regione di saturazione incipiente dove i brevi intervalli 
temporali di piccola asimmetria he < kT, i.e. rilassamento veloce, sono i pih 
importanti, portando a terrnini dell'ordine di I9 o I9 In B per X!:!. Per valori rnolto 
grandi di 6, questi intervalli sono cosi stretti che dominano i processi di ri- 
lassamento pi6 lento che seguono all'intervallo di rilassamento veloce. Questo 
fenomeno 2 stato chiamato di "rilassamento protratto" da  Galperin et al. [55]. 
Un trattamento quantitativ0 dell'inizio della saturazione 6 molto difficile poiche 
richiede una valutazione dell'espressione (5.34), che & tutt 'aitro clie banale anche 
nurnericamente. D'altra parte, nel regime asintotico, il prefattore P&(x) effetti- 
vamente restringe il parametro g a valori vicino a 1+6 o minori. Quindi, la (5.34) 
6 rilevante solo per TS's con €0 nello stretto intervallo [i, E + IcT/h]. L'effetto di 
questi TS's 2 al pih di ordine 29 In 19 e'pub essere trascurato rispetto al contributo 
dominante che deriva da TS's con E [0, E ] .  
I1 contributo dominante di ty) alla suscet tivita rnediata X„, varia solo lent arnente 
con 9, ed & dato da 
con 
che porta all'importante risultato 
per la risposta nonlineare dell'insieme dei TS's. 
La debole dipendenza di X!:! dalla ternperatura e dallo "strain" E & dovuta al 
delicato equilibiio di diversi fat tori. La risposta di un singolo "tunneling system" 
decresce a Causa della saturazione, com'e ovvio da.lla defiilizione (3.54) di 2 e da1 
fatto che (P( t ) (  & liinitato dall'unita. I1 numero di TS's che effettiva~nente con- 
tribuisce alla risposta, tuttavia, aumenta quando l'asirnmetria indotta da1 campo 
esterno supera la temperatura, poiche iniziano a contribuire TS's con grande bias 
intrinseco, che altriinenti non sarebbero nlai stati eccitati terrnicamente. 
Un altro effetto di una grande asimmetria nel caso di un TS con dissipazione 
Ohmica, & il rallenta,nlento del rilassamento. A~iche questo riduce la risposta del 
singolo TS non appena esso diventa piii lento del campo esterno. Per l'insieme 
dei TS's nei vetri, tuttavia, questo effetto k molto pih debole, poich& l'ampio 
intervallo di valori dell'elemento di rnatrice di tunneling fa si che esistano sempre 
TS's con una scala temporale dell'ordine di quella esterna.. 
Queste considerazioni suggeriscono che i risultati trovati per le funzioni A(x)  e 
B ( x )  non saranno modificati qualitativamente se la distribuzione dei parametri 
A e €0 devia da quella standard usata qui [cf. eq.(5.14)]. In particolare, il termine 
ln(E:a,/2~) nella Rex(w) & caratteristico della singolarita l /A  nella (4.2) e non 
dipende dai dettagli della distribuzione del parametro €0. 
5.3 Confronto con gli esperimenti 
Prima di paragonare il risultato (5.41) con i dati sperimentali, dobbiamo ancora 
valutare la  media pesata (4.26) di X sul volume della lamina. Questo i? banale 
per la parte quasi-statica 
- 
xqs = Xqs  (5.43) 
Anche per il termine In O in X!:! questa rnedia pub essere valutata esattamente 
dove 
& il valor quadratico medio di E sul volurne della lamina e la costante p N 0.55 2 
determinata per integrazione numerica. La rnedia sul termine lentamente varia- 
bileX!:l & approssimata sostituendo E a 8, 
Con (5.41) e (4.26) otteniamo finalmente un risultato esplicito per 10 "shift" della 
risonanza nel regime di saturazione 
Per un confronto completo con i dati sperimentali i? utile dare il risultato preciso 
della risposta lineare ottenuto combinando assieme le (4.37) e (4.40) 
che i? valido per f i Z  << kT. - Osserviamo infatti che i termini non dipendenti 
dalla temperatura, che in genere non vengono considerati, qui hanno importanza 
poichh la diflerenza delle costanti in queste due equazioni &. una quantita mi- 
surabile. Questa differenza & indipendente da E„„ w e cr, i.e., si puh sempre 
interpolare in modo continuo fra i due ricultati attorno a t i z  = kT. 
L'assorbimento nonlineare riceve contributi solo dalla parte debolmente variabile 
X!:! cioe bisogna essere molto piii attenti con le approssirnazioni die per la parte 
reale, dove questo contributo costituisce una correzione secondaria. Le approssi- 
mazioni fatte nella valutazione di 1rnx!:l(19) sono state testate numericarnente. 
La media sul volume della lamina e nuovamente approssimata sostituendo il va- 
lore quadratico medio dello "strain" 
Infine, si deve tenere presente che le condizioni sperimentali sono in genere scelte 
in modo da tenere costante la differenza di potenziale del campo forzante e non 
l'ampiezza delle vibra.zioni. Questo significa che l'ampiezza della vibrazione in 
questo caso varia con la temperatura, La corrispondente dipendenza dalla tem- 
peratura di Z pub essere ottenuta risolvendo l'equazione 
z(T) Q-I (z(T),  T) = cons t , 
dove la costante dipende dalla forza esterna e da altri pararnetri sperimentali. 
Ne1 calcolo delle curve nelle figure (5.2) e (5.3) quest'equazione 6 risolta iterati- 
vamente. La costante pub essere convenientemente specificata da1 valore di Z per 
un valore di referenza arbitrario di Q-'. A Causa del grande background di assor- 
bimento, la variazione dell'ampiezza della vibrazione non altera qualitativamente 
gli effetti osservati, lila tuttavia deve essere presa in considerazione per fare con- 
siderazioni quantitative. La figura (5.2) mostra un confronto tra risultati teorici 
e sperimentali per la variazione della risonanza come funzione della temperatura 
per due diversi valori della forza esterna. 1 quadrati e i rombi sono i dati della 
ref.[21]. Le linee mostrano i risultati teorici per la regione lineare (linea retta) e 
di saturazione. Da1 regime di risposta lineare, dove l'accordo con gli esperimenti 
& ottimo, si pub estrarre C = 8.5 - 10-'. I valori dell'asimmetria esterna sono 
fizt N 3 .  10-~ eV (curva inferiore) e f i& N 3 .  10-%V (curva superiore) per un 
Figura 5.2: Dispersione della frequenza di una lamina vibrante di PdSiCu in 
funzione della temperatura. 
valore di riferimento Q-' = 10k4. A T = 10 mK, dove 9-' differisce circa per un 
fattore due fra i due insiemi di dati, il rapporto fra le due ampiezze h Z2/ZZ 20, 
in eccellente accordo con una stima indipendente data nella referenza (561- 
L'accordo t ra  teoria ed esperimento & eccellente. Per temperature al di sotto 
della soglia di saturazione la frequenza di risonanza varia solo debolmente con la 
t emperatura ed aument a con l'aument are dello "st r ain" . Nella discussione dei 
Figura 5.3: Atteizuazione della vibrazione in funzione della temperatura. 
dati di attenuazione della vibrazione ot tenuti nello s tesso esperimento ( fig. (5.3)), 
2 utilizzato lo stesso insieme di parametri che per la velocita del suono. La linea 
tratteggiata orizzontale definisce il background di assorbimento. I quadrati e i 
rombi sono dati dalla ref.[21], Le linee danno il risultato teorico pei il regime 
< L  di saturazione. In linea di principio, la dipendenza 1oga.ritmica dallo strain" 
e dalla temperatura di (5.49) pub portare ad ambiguita nell'interpretazione dei 
dati speriment ali, poiche & difficile fare una distinzione fra l'attenuazione lenta- 
mente variabile causata dai sistemi a due livelli e quella originata da1 background 
costante originato da  perdite di contatto. Ad ogni modo, una stima di tali per- 
dite puh essere ottenuta prendendo la differenza t ra  il massimo valore misurato 
del'attenuazione e il valore teorico del plateau ad alte temperature di Q-'. I1 
valore di tale differenza cosi ottenuto 6 AQdl = 4.5. 10-5 assai vicino ad una 
stima precedente di Raychaudhuri e Hunklinger [24]. Bisogna infine not are che 
questo costituisce solo circa i due terzi dell'assorbirnento misurato alle pih basse 
temperature. L'ulteriore contributo dovuto ai TS's, indica un buon accordo tra 
teoria ed esperimento nella regione di saturazione. 
Dati sperimentali relativi alla dipendenza della velocith del suono dallo "strain" 
sono scarsi. In generale l'attenzione & rivolta sulla dipendenza dalla temperatura 
e le misure sono prese solo per alcuni diversi valori del voltaggio forzante. Espe- 
rimenti che verificassero Ja dipendenza approssimativamente logaritmica dallo 
"strain" (5.47) della velocith del suono costituirebbero un altro test di validith 
del TM. I risultati previsti dalla (5.47) sono mostrati nella figura (5.4). 
Questi risultati sono validi nel limite stazionario per una dinamica puramente 
periodica. Gli esperimenti di Esquinazi et al. mostrano che il tempo per raggiun- 
gere l'equilibrio dinamico pub superare il periodo del campo esterno di qualche 
ordine di grandezza. Questo non & tanto un artificio sperimentale quanto una 
proprieta intinseca del campione. I1 fatto che la funzione G, che determina la 
scala temporale della dinamica incoerente, possa variare di un fattore enorme 
durante un periodo del campo esterno, suggerisce che questo effetto pub essere 
spiegato con un'estensione della teoria qui discussa. 
Cib indica anche che i risultati trovati, almeno in questa forma, non possono 
essere applicati ad esperimenti di decadimento libero. A prima vista, questi espe- 
rimenti sembrano adatti per investigare la dinamica della lamina vibrante. La 
durata di queste misure, tuttavia, 5 dell'ordine di &/U,  cio& tipica.mente pochi 
minuti o meno. Questo tempo & sufficientemente lungo per evitare ambiguiti 
nella misura della dipendenza temporale di Q-' o A w / w ,  ma pu6 non essere suf- 
ficiente per portare il sistema vicino all'equilibrio dinamico. La variazione delle 
f i  [arb. units] 
Figura 5.4: Dipendenza dallo "strain" della dispersione della velocitii. La linea 
tratteggiata indica la soglia di saturaziotze. 
proprieta acustiche della lamina pub cosi essere influenzata in qualche modo 
non solo da1 decadere dell'ampiezza della vibrazione della larnina ma anche da 
fenomeni di rilassamento con scale temporali piu lunghe, che potrebbero rendere 
difficile un'interpret azione dei dati speriment ali. 

Capitolo 6 
Nonlinearita acustiche dei vetri 
dielet trici 
Questo capitolo & dedicato allo Studio della dispersione della velocita del suono e 
attenuazione nei vetri dielettrici in analogia a quanto fatto nel capitolo precedente 
per i vetri metallici [58]. Particolare attenzione & dedicata alla dispersione della 
frequenza di risonanza che presenta le maggiori deviazioni dalle previsioni della 
risposta lineare. 
La fig.(6.1) mostra i risultati sperimentali di Esquinazi et a1.[21] per la velocita 
del suono in SiOz in esperimenti "vibrating-reedi' alla frequenza w = 400Hz e due 
diversi valori delllampiezza del carnpo esterno. E evidente una progressiva devia- 
zione dalla linearita per temperature inferiori alla temperatura del massimo della 
velocita. E da notare in particolare la "saturazione" alle piil basse temperature. 
Cio& la velocita del suono tende ad una costante che, a differenza di quanto accade 
nei campioni metallici (vedi figura (5.1)), sembra indipendente dall'ampiezza del 
canlpo esterno applicato. I triangoli e le croci corrispondono rispettivamente 
ad un'asimmetria esterna fi2/k E lOmIC, IrniC.  La linea continua indica per 
confronto le predizioni della risposta lineare. Secondo le predizioni di tale teoria, 
ci si aspetta per A w / w  un incremento logaritmico in temperatura con pendenza 
+C sino ad una temperatura di cross-over T„; un decremento logaritmico con 
pendenza -C/2, dovuto al contributo di processi di rilassamento incoerente, al di 
85 
sopra di tale temperatura (vedi figura (4.2)). Mentre ad alte temperature C'& buon 
accordo t ra  teoria ed esperimento, al di sotto di una temperatura di transizione 
dipendente dall'ampiezza del campo esterno forzante, si osserva dapprima una 
deviazione dall'andamento logaritmico e poi la saturazione quando tale ampiezza 
supera la temperatura. La fig.(6.2) mostra i risultati sperimentali sempre alla 
frequenza W = 400Hz ma in un range di temperatura ristretto alla regione di 
cross-over e per tre diversi valori dell'ampiezza esterna. 
La fig. (6.3) mostra invece l'andamento dell'assorbimento per tre valori diversi 
dello "strain". Si vede che le deviazioni dalla linearith si hanno solo per hS > kT 
(corrispondente a T < 10mli' per i dati indicati con i triangoli). 
Nonostante alcune analogie, quali la saturazione alle pih basse temperature, la 
risposta acustica nei materiali amorfi dielettrici o metallici & assai differente (vedi 
anche fig(5.1)). Infatti, come gi& osservato discutendo la risposta lineare, sono 
diverse le scale temporali dei processi di rilassamento cosicche, negli isolanti, 
le deviazioni dalla linearitk si hanno in una regione di temperatura dominata 
da processi coerenti mentre nei metalli si hanno in una regione in cui i TS's 
possono eseguire transizioni incorenti. Come vedreino, anche per i dielettrici, 
le deviazioni dalla linearita sono determinate da TS's con piccoli valori di A, 
tuttavia il comportamento di tali TS's & molto divers0 nei due tipi di materiali. 
Considerazioni gener ali 
Per trattare la risposta nonlineare nei vetri dielettrici entro il Th1 dobbiamo 
specificare in maniera appropriata la natura delle eccitazioni di bassa energia 
dell'ambiente con cui interagiscono le entita di tunneling. In questi materiali, a 
bassa temperatura, i modi rilevanti dell'ambiente sono fononi di Debye cosiccl~&. 
1'Hamiltoniana Hg del reservoir ha la forma standard 
dove ak &. l'operatore di distruzione di un fonone, e dove il vettore d'onda k e 
l'energia hwk sono legate da una relazione di dispersione 1inea.re. L'Hctmiltonia.na 
d'interazione HI k invece 
e descrive un'interazione locale tra sistemi a due livelli e fononi termici. Qui V 6 
la velocith del suono, y 6 il potenziale di deforrnazione che misura la variazione 
dell'asimmetria del TS indotta dall'intera,zione con i modi fononici (vd anche eq. 
(4.7))' p e V la densita e il volume del campione. A differenza che nei metalli 
dunque, 1'Hamiltoniana del sistema TS-ambiente & gi2 nella forma spin-boson 
(1.5). E immediat0 allora ricavare la densita spettrale del bagno termico che 
dalle eqs(l.8) e (6.2) risulta essere 
Cioe, come gia preannunciato, la dissipazione k super-Ohmica con s = 3. 
In questo caso per valutare le grandezze acustiche conviene utilizzare i risultati del 
metodo perturbativo discusso nel secondo capitolo. Ne1 "range" di frequenza degli 
esperimenti "vibrating-reed" la condizione adiabatica (2.7) & sempre verificata e 
l'approccio perturbativo da risultati corretti in tutto l'intervallo di temperatura 
degli esperimenti . 
La soluzione formale perturbativa per P(t) 6 data, per arbitrarie densita spet- 
trali, dalle (2.10) e (2.21). Inserendo allora la densith spettrale propria dei vetri 
dielet trici (6.3) otteriiamo 
con il rate di rila.ssamento 
A Causa dell'ipotesi adiabatica il rate (6.5) ha la stessa espressione formale del rate 
statico (1.20). Prima di procedere con la valutazione delle.grandezze acustiche, & 
utile confrontare quest'espressione per il valore di aspettazione di a, con quella 
corrispondente per i conduttori. La soluzione del problema dinamico per A < 
kT/A & data dalle (3.61) e (3.73), essa puh essere riscritta come 
t t 
P (t)  = / dtl exp ( - / df". (t 'I)) r. (tl) t anh - 2kT 
con 
r,(t) = xaA2 4 )  coth - W )  ( 2 ~ a k T l f i ) ~  + ~ ~ ( t )  2kT ' 
dove la presenza di cu a denominatore riflette la natura non-perturbativa dell'approc- 
cio, necessaria per descrivere correttamente la dinamica di "sistemi a due livelli" 
con A < crkT/ti. Quest'espressione ubbidisce un'equazione differenziale analoga 
all'equazione di rate (2.19) per N(t), con l'importante differenza che ora la varia- 
bile dinamica & la coordinata del tunneling system, e non l'occupazione dei livelli 
energetici. Per TS's con hA > k T  il valore di aspettazione di a, & dato dalla 
(6.4) con rate rei(t) = 2s~(rhA~/E(t)  cot,h(E (t)/SkT). Abbiamo visto tuttavia 
nel quinto capitolo che nel caso elettronico le proprietii di nonlinearitii sono so- 
stanzialmente determinate dai TC'S con piccoli elementi di ~natrice di tunneling. 
Un'estensione del range di validith della soluzione perturbativa a tutti i TS's del 
campione, come fatto in risposta lineare, porterebbe ad una valutazione non cor- 
ret t a della veloci t 2 e dell'at ter-iuazione del suono. 
Prendendo la prima compo~lente di Fourier della soluzione (6.4) otteniamo la 
prima armonica Pl(o)  di P(t) . La suscettivitk nonlineare gn1 = Pl/h2 2 dunque 
data da 
0 2x/w 
Z.i(w) = 7 dte"' 
27re o 
* -_ j dt'exp (- / di"I'(t1')) I'(fl) tanh - E(t1) 2kT . (6.8) 
Per valutare la dispersione della frequenza di risonanza (4.27) e l'attenuazione 
(4.28) dobbiamo dapprima effet tuare la media sulla funzione di distribuzione dei 
parametri del TS e poi eseguire un'ulteriore integrazione sul volume della lainina 
onde tener conto della disomogeneita del campo di deformazione. - Bisogna poi 
considerare un'eventuale dipendenza dell'ampiezza della perturbazione esterna 
dalla temperatura. Ne1 seguito della tratta.zione del caso dielettrico non terrb 
conto di queste dipendenze del campo di deformazione. L'importanza di que- 
sti effetti nella valutazione delle grandezze acustiche & stata discussa nel caso 
metallico. 
6.2 I1 regime coerente 
Come gia osservato nel secondo capitolo, la soluzione formale (6.8) si semplifica 
notevolmente quando il rate I'(t), a ogni istante t ,  & molto minore della frequenza 
w per quei TS's che possono essere eccitati termicamente. 
Per i dielettrici la condizione di rilassamento lento & sempre verificata nel range 
di parametri 
T < T w ,  h2T2 « L T ~  . (6 .9)  
dove Tw, che definisce la temperatura di cross-over nel regime di risposta lineare, 
& data da  
Espandendo la (6.8) al primo ordine non nullo nella quantita I'/w si ottiene 
2a/w 
J dtI ' ( t )  t a n h s  
~ ( t )  j". d t  cos wt- 2 x / w  + o(-) , (6.11) E ( t )  -_ W S 
0 
- (i2riw d t E ( t ) I ' ( t )  tanh - E(t ) + '"("1 - 2?r(nq2 2kT 
Dunque, mentre ImX si annulla quando A + 0, Re2 rimane finit&. Questo si- 
gnifica che anche TS's con elementi di nlatrice di tunneling infinitamente piccoli 
contribuiscono, nel caso dielettrico, alle proprietk dispersive dei vetri, mentre 
il loro contributo non t% rilevante per l'assorbimei~to. Una valutazione analitica 
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esatta di (6.11) e (6.12) in tutto il "range" dei pxametri (6.9) risulta estrema- 
mente difficile. E possibile tuttavia valutare esplicitamente t d i  espressioni nella 
regione di estrema nonlinearita. Ad eccezione che nei limiti di integrazione della 
funzione di distribuzione, non c'k scala di energia caratteristica dell'insieme dei - 
TS's. Fra i possibili parametri che potrebbero definire una soglia per gli effetti 
nonlineari, scegliamo l'energia .termica kT e la piii piccola energia di tunneling 
IiA,;,. Ci aspettiamo una prima deviazione dalla linearita quando la condizione 
2 < A„ k violata, cioh Re non h la piii piccola energia in gioco. E universalmente 
accettato un valore di tiAmin/k N 10-5m I< cosicchh in tut to l'intervallo sperimen- 
tale si ha KAmin < kT. Ci aspettiamo dunque solo una debole deviazione dalla 
linearith nel caso f i 2  < kT  e 7% < T(T/T&)~/~ ma sempre Amin « Z. Al diminuire 
della temperatura tuttavia, i e  definisce la scala di energia dell'insierne dei TS's 
cosicche il regitne di forte nonlinearita 6 definit0 dalla condizione h2 > kT. Ne1 
seguito di ques to paragrafo esaminerb proprio questo caso mentre il successivo 
sarA dedicato al caso di debole nonlinearita. 
6.2.1 I1 limite di saturazione 
i) Dispersione della velocita del  svono 
Ne1 limite di saturazione hS kT, si pub semplificare (6.11) e valutare esplicita- 
mente Awlw.  
Quando tiA > 2kT,  la popolazione del live110 superiore & molto piccola e quiildi 
possiamo yorre N ( t )  N 1. Ne1 caso opposto fiA < 2kT < f i 2  possiamo approssi- 
mare E( t )  = hl&(t)(. Cosi si pub dividere Rex = J F J deoRez in due termini 
Rex x Rey, + R e L  (6.13) 
Amin o o 
2*/w 
J - dtlro(t') J tanh !#I 
dove l?o(t) = a(t) coth(Tz&(t)/2lcT). Riscrivendo il primo termine come 
e espandendo per S < E„, si trova il risultato.analitico 
dove si 6 usata la convenzione A2 + E$ < TL-~E:„  per il cut-off di alta frequenza 
dei parametri del TS. Per il secondo termine troviamo che contribuiscono solo 
TS's con asimmetrie €0 < E poiche sgne(t) = 1 quando €0 > i?. Qitesto porta a 
J: dx cos xsgnlg + cos X 1 J: dxlg + cos X / 
H(g ,  V) = 2 J,X dxIg + cos X I  coth vlg + cos xl , (6.19) 
dove si sono introdotte le variabili adimensionate g = e0/S, V = ti2/2kT. Appros- 
simando 
dove xo = arccos(-g), 7 = l/vl sin zo 1, si trova 
J," dz lg + cos X 1 
= I -  Y / W  (6.21) 
J: dxlg + cosxl coth vlg + cosxl J~dx lg+cosx l+7 /w  ' 
Cosicche, all'ordine pi& basso in kT/h2 si ha 
dove a = 1,' dg(J:" dxlg + cosz()-I = 0.216. Addizionando i due contributi tro- 
viamo infine per il regime di saturazione, 
f i  Amin  
32a (E) ) + I + -  - 08- 7r (6.23) A m i n  
Un simile risultato che perb non i n c l ~ d ~ ~ ~  esplicitamente i termini non dipendenti 
dalla temperatura era g i i  stato ottenuto da Parshin [57]. 
Anche se dati sperimentali della velocita del suono si possono ottenere solo come 
differenza rispetto ad un valore arbitrario di riferimento, questi termini sono ri- 
levanti sperimentalmente. L'ovvia ragiorie k che si deve usare un unico valore di 
riferimento sia per il regime di saturazione che per quello lineare, cosicche avendo 
scelto il risultato standard (4.37) per la risposta lineare, non si pub piu eliminare 
il termine dominante (6.23). 
Estrapolando sia (6.23) che il risultato di risposta lineare (4.37) nella regione 
fi2 N kT, si trova un "gap" notevole fra i due risultati che k circa Clog(S/Amin) 
(parte (a) della figura (6.4) dove la linea continua indica la risposta lineare, le 
altre curlre corrispondono a valori crescenti di fie da sinistra verso destra). Quest a 
6 un'indicazione che deviazioni dalla linearita esistono in un "rangen abbastanza 
vasto di parametri in cui si deve utilizzare l'espressione completa (6.11). Per fare 
predizioni corrette sulla velocita del suono 6 stata fatta una valuta.zione numerica 
di tale equazione i dettagli della quale sono discussi nella referenza [58]. 
ii) Attenuazione della velocit& del suono 
L'attenuazione Q-' pu6 essere valutata sulla falsa riga di quanto fatto per la 
velocita del suono Aw/w.  Osserviamo che, quando fiA > 2kT, 6 1V„ N 1 C O S ~ C C ~ ~  
per tali TS's 6 Imf N 0. Ne1 ca.so opposto tiA < 2kT < i i 2  approssimiamo 
E( t )  = [fie(t) 1. Dunque, 
o anche 
J~dx lg+cosx l  J ~ d ~ ~ ~ + c o s x ~ ~ c o t h v ~ ~ + c o s x ~  
I(g, V )  = Lil + cos x ) ~  - J: dxIg + cos X I  coth vlg + cos X I  
Utilizzando l'approssimazione (6.20) si trova, all'ordine piii basso in kT/he 
n- g2 + 1/2 
I(" V )  = 5 7  + arcsing + d m )  ' 
da  cui 
Confrontiamo la (6.27) con la previsione della risposta lineare (4.39) per il regime 
di rilassamento lento (6.9) 
Per hi N kT i due risultati si possono interpolare in modo continuo ( parte (b) 
di figura (6.4)), in analogia a quanto accadeva per la velocith del suono nei vetri 
metallici. Dunque, nei dielettrici, a differenza che per la dispersione del suono, le 
deviazioni dalla linearita diventano rilevanti solo nel regime di saturazione. 
6.3 La regione di cross-over 
A una temperatura T„ vicina a T„ la velociti del suono assume il suo massimo 
valore. In molti esperimenti sia la posizione che l'altezza del massimo dipendono 
dall'ampiezza dello "strain", cib che indica chiaramente che la risposta lineare 
non 2 valida. Inoltre, vi 6 un'ampia distribuzione di tempi di rilassamento F ( t )  a 
temperature vicine o maggiori a T„ cosa che in generale rende difficile un'analisi 
teorica. In molti casi, tuttavia, il massimo si trova in una regione di parametri non 
troppo lontana da1 limite di risposta lineare, cioe hi < 2kT e hZ << ~ ~ T ( T , / T ) ~ / ~ .  
Ne1 seguito di questo paragrafo discuterb un'espansione approssimata per la ve- 
locita del suono valida in questi limiti. 
Onde valutare la suscettivita mediata X, k conveniente spezzare in i entrambe le 
regioni d'integrazione dei parametri del TS, riscrivendo cos'i X come una somma 
di quattro terrnini 





X =  
-d Amin J - J d b 0 2  
0 
Per valutare (6.29) dobbiamo considerare quale scala di energia domina la dif- 
ferenza di energia fra i due livelli in ognuna delle quattro regioni. Ad esempio, 
nell'intervallo dei parametri che contribuiscono a X", la piii piccola scala di energia 
& data da tii. In questa regione possiamo applicare l'approssimazione di risposta 
lineare, i. e., sostituire 2 con la suscettivita lineare zo nel regime adiabatico dat,a 
dalla (2.24) per densith spettrali arbitrarie. Tenendo conto della (6.3) si ottiene 
- - 1 h2a2 E0 1 1 h2€; 1 X" xo = -- tanh (-) + - (6.34) 
2 Ei 2kT 4kT cosh2(~,,/2kT') 1 + i r / w  
con E. = tlJm e I? = A2AEo coth s. Approssimando tanh X = @(X - 
1) + x0(1-  X )  e cosh-2 X = @(I - X) in tutte le correzioni al risultato di risposta 
linear-e (4.37), si ottiene 
Erna n- f i  E K 2 
-a Xres = 1 {(log *T + -,E - log 1) + log + ~ ( f i q i k ~ )  (6.35) 2 
mentre la parte reale della suscettivita mediata di rilassamento assurne la forrna 
dove si & introdotta la variabile adimensionata 9 = (2T/T,)3, e dove si sono 
trascurati termini di ordine (F~2/2kT)~ o ~ (hZ /2kT)~ .  Le integrazioni in (6.36) 
portano al risultato approssimato 
dove la funzione I & 
6 
---L (arct anh- + arctan - 
4 6  l + x  1 - 2  
Calcoliamo ora gli altri tre termini con la stessa filosofia. Nella valutazione di 
la scala di energia dominante & fornita da hA. Le integrazioni sui parametri 
vengono cosi valut ate approssimando E (X) N hA, ot tenendo 
Nella regione A < 2 < €0 rilevante per F, si trovaE(x) N he(x). Questo porta a 
Infine, si trova un andamento fortemente nonlineare nella regione dei parametri 
A < 2, €0 < Z che deve essere considerata per valutare P. Questo termine 
& dominato da TS's con elementi di matrice di tunneling molto piccoli. Qui 
l'asimmetria cambia Segno periodicamente e Re2 rimane finita anche quando 
A + 0. Osservando che la distribuzione dei parametri P (A,  co) diverge in questo 
limite, si ottiene un contributo a che dipende logaritmicamente da Amin, 
Sommando i quattro contributi, si ottiene il risultato finale 
dove si sono trascurati termini che si annullano nel limite Amin < 2 e f i 2  < kT, 
tzi << k ~ ~ - l / * .  
E ovvio dalla (6.42) che le correzioni nonlineari sono dominate da TS's con rates 
di rilassamento molto piccoli anche in questa regione di cross-over in maniera 
analoga a quanto accade nella regione di saturazione. Un indizio di questo 6 
dato dalla presenza in entrambi i casi del limite inferiore nella distibuzione dei 
parametri Ami, nell'espressione finale di Aw/w.  
Infatti, quando siarno nella regione dei parametri di piccolissimi A e S > €0, la 
scala di energia & definita da E ( t )  z Ifi~(t)l.  Cio& l'energia cambia Segno ogni- 
qualvolta w t  = arccos(-eo/S). Questo fa si che in questa regione, e solo in essa, 
la suscettivita nonlineare rimanga finita anche quando A + 0 e che quindi, a 
Causa della divergenza della funzione di distribuzione, la suscettivita mediata sia 
logaritmicamente sensibile al cut-off Amin. La differenza fra il regime di satura- 
zione e quello quasi lineare esarninato in questo paragrafo & che, ovviamente, nel 
prirno caso la regione in cui & soddisfatta la condizione E > A, €0 5 molto pih 
ampia sino a diventare tutto 10 spazio dei pararnetri quando %/kT -+ m. 
6.4 Confronto con i dati sperimentali 
I diversi regimi dei parametri sinora discussi forniscono un quadro teorico com- 
pleto che pub essere paragonato con gli esperimenti. La fig.(6.5) mostra un grafico 
della dipendenza dalla temperatura della ~elocita del suono usando sia i risultati 
analitici (6.23) e (6.42) sia una valutazione numerica di P ( t ) .  I parametri usati 
sono liAmin/k = 10-' K; T, = 30mK e hi/k = 0.01 mK, 0.03 mK, 0.1 mK, 0.3 
mI<, 1 mK, e 3 mK (sinistra verso destra). 
Le curve assomigliano molto ai risultati sperimentali. Per confronto, la legge 
log T (4.37) predetta dalla risposta lineare per T « T„ & indicata da una linea 
punteggiata. Attorno a kT N E, la differenza fra questi due risultati asinto- 
tici porta ad una dipendenza dalla temperatura che & molto piii pronunciata di 
quanto non 10 sia nel regime di risposta lineare. I1 regime di transizione dove 
nessuno dei due casi limite costituisce una buona approssimazione & assai vasto. 
Questo & in accordo con gli esperimenti che mostrano, come in fig.(6.2), un 
intervallo di temperatura in cui la dipendenza dalla temperatura della velocitii 
del suono & chiaramente visibile, rna in cui gli effetti nonlineari sono piccoli. 
Nella fig(6.6) & mostrato un grafico simile dove & variato Amin. I valori dei pa- 
rametri sono tiA,;,/k = 1OW5 K, 10-6 K, 10-7 K, e 10-' K (basso verso 17alto), e 
A2 = 0.lmK. E evidente che la disparita tra i due regimi di temperatura diventa 
pih pronunciata quanto pih & piccolo Amin. 
La fig. (6.7) mostra la temperatura T„ del massimo della velocita determinata 
numericamente da (6.42) come funzione dell'ampiezza dell'asimmetria S e per 
Amin = 10-5 K,  10-6 K, 1OW7 K, 10-s K (basso verso l'alto); T, = 30 mK. Ne1 
limite di risposta lineare il massimo & localizzato ad una temperatura vicino a 
T, ed & indipendente da Ami,. Per campi di deformazione molto grandi, speri- 
mentalmente viene osservata una legge log 2 per la dipendenza da110 strain di T„, 
come mostrato in fig.(6.2). Questo caso tuttavia 2 al di fuori dell'intervallo di 
parametri < kT che & stato considerato qui. 
Per quanto riguarda l'attenuazione, come mostrato in fig.(6.4), a differenza che 
per la velocita del suono, esiste una transizione dolce tra il regime di saturazione 
e quello di risposta lineare attorno a h2 x kT. 
Troviamo una chiara distinzione tra le proprieta acustiche dei materiali amorfi 
isolanti e conduttori. Le fluttuazioni di carica degli elettroni di conduzione di- 
struggono la coerenza nel processo di tunneling su una scala temporale molto pih 
breve di quella testata negli esperimenti L'vibrating-reed)' mentre la la coerenza 
quantistica & mantenuta nei dielet trici. Queste differenze divengono particolar- 
mente rilevant i a basse temperature dove la rispost a & tipicamente nonlineare. 
Per i vetri dielettrici, la risposta acustica di un TS con elemento di matrice di 
tunneling arbitrariamente piccolo rimane finita, portando ad Uno "shift" della 
velocita del suono divergente a meno di introdurre un limite inferiore nella di- 
stribuzione delle frequenze di tunneling. Per TS's nei metalli, d'altraparte, il 
moto incoerente dei TS's con frequenza di tunneling minore di una frequenza di 
soglia determinata dalla temperatura, frequenza e ampiezza del campo esterno, 
risulta troppo lento per influenzare significativamente la risposta acustica. Si 
trova quindi una transizione dolce tra la regione di saturazione e il regime di 
risposta lineare. Ne1 tutto, l'accordo tra teoria ed esperimenti & notevole, data la 
complessitii degli andamenti osservati e la semplicitii del "tunneling modeln. 
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Figura 6.1: RZsultati spen'mentali per la varian'one della velocit& de2 suono in fun- 
zione della temperatura in SiOz secondo (191. 
Figura 6.2: Risultati spen'mentali per la uelocit~ del suono attorno 
r in SiOz secondo [19]. 
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Figura 6.3: Risultati sperimentali per I'attenuazione del suono in Si02  in funzione 
della temperatura secondo [I  91. 
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Figura 6.4: Discrepanza tra i risultati della risposta lineare e il limite di saturazione 
alla soglia di nonlinean'td hS x bT. 
Figura 6.5: Dipendenza dalla temperatura della velociti del suono per diversi 
valori di tii. 
Figura 6.6: Dipendenza dalla temperatura della uelocith del suono per diuersi 
valori di  Ami,. 
Figura 6.7: Posizione del massimo della velocitd i n  funzione dello "'strain7' e 
diversi valori d i  Ami,. 
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