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Virtual collaboration is an increasing part of daily life 
for many employees. Despite many advantages, 
however, virtual collaborative work can lead to a lack 
of trust among virtual team members, e.g., due to 
spatial separation and little social interaction. 
Previous findings indicated that emotional support 
provided by a conversational agent (CA) can impact 
human-agent trust and the perceived social presence. 
We developed an emotional support agent called 
ELSA and conducted a between-subject online 
experiment to examine how CAs can provide 
emotional support in order to increase the level of 
trust among colleagues in virtual teams. We found that 
human-agent trust positively influences the level of 
calculus-based trust among team members and 
increases team cohesion, whereas perceived 
anthropomorphism and social presence towards a CA 
seems to be less important for trust among team 
members.  
1. Introduction  
Even before the challenges faced by enterprises 
through Covid-19, widely distributed teams and 
projects carried out in virtual collaboration were 
increasingly part of the everyday life of employees [1]. 
In order to secure competitive advantages, it is of great 
importance for organizations to find ways to improve 
teamwork, especially within the growing field of 
virtual work. Despite the various advantages such as 
being independent of the employee’s location, virtual 
collaboration can lead to feelings of isolation by 
lacking consistent physical encounters with other team 
members and a lack of trust among team members [2]. 
One reason can be the spatial separation of colleagues, 
decreasing the transparency of how much effort each 
team member puts into a project [3]. In case of new 
composed work teams, building trust in a virtual team 
is even more difficult. To increase the level of trust in 
virtual teams, information and communication 
technology (ICT) focusing on the graphical 
visualization of activities and work contributions of 
various team members can be applied [4]. Real trust in 
terms of equal trust that is established in physical face-
to-face teamwork, however, is best built through 
interaction with a real person [5]. 
There is one specific type of ICT that represents a 
natural connection of both an almost real-word type of 
human-like trust and an appropriate virtual solution 
that is expected to enable a support of virtually built-
up trust: a Conversational Agent (CA). CAs are 
automated tools that can contain human characteristics 
and behavioral aspects, reaching from superficial 
appearances to certain language features [6]. They 
represent a range of technologies and are designed for 
processing natural language that enables them to serve 
as a non-human interaction partner for a human user. 
CAs can be considered both as a teammate in virtual 
collaboration and as a tool for information and 
communication [7]. CAs (such as chatbots for 
strengthening mental health) are able to provide 
emotional support to humans by analyzing people’s 
emotions or suggesting exercises and tasks [2]. They 
are also found to enrich efficient team interactions for 
collaboration purposes [8]. Thus, they represent a 
promising approach to address the problem of 
isolation and lack of trust within virtual teams. While 
there has been research on how to achieve human-
agent trust, there is limited research that contributes to 
building trust among human virtual team members 
through CAs providing emotional support. In order to 
provide more insight into this research field, we aimed 
to address the issue of isolation and a lack of trust in 
virtual teams by raising the following research 
question (RQ):  
How can CAs provide individual emotional 
support in order to increase trust among human team 
members within virtual collaboration? 





Based on a throughout literature analysis, we 
proposed a new research model for emotional support 
through a CA in a virtual work context and developed 
an emotionally supportive CA, called ELSA 
(EmotionaL Support Agent). ELSA can provide 
emotional support to individual team members during 
work related tasks. We evaluated ELSA in a between-
subject online experiment. One group received 
emotional support during a work-related task through 
ELSA and the control group only received task related 
support by a CA.  
With this work we provide knowledge on how 
CAs can be applied not only as a useful tool that 
provides work related information, but also as virtual 
teammate that spends emotional support in order to 
increase trust and team cohesion within virtual teams.  
2. Related Work 
There is a wide range of collaboration 
technologies which can be applied to support virtual 
collaborative work such as virtual assistants, CAs or 
other AI-based collaboration technology [9]. The 
progress of these collaborative technologies suggests 
that in the future, these machines will be more than 
tools that support team performance. Mirbabaie et al. 
[7] were already able to show that these technologies 
can be perceived as both supportive collaboration tools 
and virtual teammates. This offers a variety of new 
opportunities to mitigate shortcomings of virtual 
collaboration.  
One of the most widely researched and deployed 
collaboration technologies in virtual collaboration are 
CAs [9, 10, 11, 12, 13]. A CA can be defined as 
“software that interacts and exchanges information 
with its users through natural language” [8:1] by using 
natural language processing. Despite application fields 
like customer service and education, they can also be 
used for organizational purposes such as task 
management in in virtual collaborative work [14]. For 
CAs to be adopted and used by employees, it is 
necessary to ensure that CAs are perceived trustworthy 
[15]. Trust in a CA is found to have a positive effect 
on its acceptance of a human user [15], creating 
positive experiences and establishing a stable 
relationship with it [16]. Furthermore, trust in a CA 
has a positive effect on the intention to use it again in 
the future [17]. For the present context, we consider 
trust in a CA as “an individual’s belief in the 
competence, dependability and security” of a CA 
[18:482].  
Team members of conventional face-to-face 
teams also establish trustworthiness through personal 
and social cues [3]. Resulting from a systematic 
literature review the taxonomy of Feine et al.  [19] 
provides a comprehensive and up-to-date overview of 
social cues for CAs, summarized from different 
contexts and terminologies of empirical literature. 
They define the term social cue as “a cue that triggers 
a social reaction towards the emitter of the cue” 
[19:11]. According to this definition, a social cue 
develops into a social signal which is perceived by a 
human user. This in turn triggers a social reaction 
towards a CA. The taxonomy comprises a total of 48 
social cues which can be divided into four main 
categories with several corresponding sub-categories. 
The main categories are verbal, visual, auditory and 
invisible. Social cues provided by people in a physical 
face-to-face encounter are barely given within 
interaction of virtual teams. They are easily lost or 
misinterpreted via digital communication. Therefore, 
we implemented social cues in ELSA’s vocabulary 
and appearance to enrich the virtual collaboration by 
transmitting social cues during each team member’s 
individual conversation. Therefore, we support the 
building of trust among team members as well as trust 
towards the CA.  
As we found that, in addition to social cues, 
emotional support though a CA can also result in team 
cohesion and trust among virtual team member, we 
focused on socio-emotional CA behavior. Janssen et 
al. [20] define the term of socio-emotional behavior as 
an ability of a CA to have a conversation with the 
awareness of what topic is being discussed. This 
includes showing empathy for the user’s individual 
needs as well as responding to expressed emotions of 
the human user. Emotions are human characteristics 
that a technology like a CA does not naturally possess. 
In order to provide emotional support, a CA needs to 
contain human-like emotional characteristics such as 
anthropomorphic features which can be summarized 
as “the attribution of human-like physical or non-
physical features, behavior, emotions, characteristics 
and attributes to a non-human agent” [10:523]. 
Anthropomorphic features are found to have a 
significant impact on the way users perceive the 
interaction with a CA and are closely connected to 
social cues [19]. In addition, they can have a positive 
impact on the believability of a CA [6], on the desire 
to interact with it [21] and on a CA’s social presence 
[22]. Social presence represents the emotional 
component of anthropomorphism. It relates to the 
aspects of empathy, sociability and warmth of human 
behavior [23]. Social presence of a CA is found to 
predict the acceptance of it [24]. The implementation 
of social and anthropomorphic cues also leads to the 
well-known Computers are Social Actors (CASA) 
paradigm [25, 26] which states that humans behave 
towards computers in the same way as towards other 
humans, although the human user is aware of the fact 
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that a computer is no human being. Although the 
relationship of social presence, social cues, and 
anthropomorphism with trust is already suggested, it 
is largely unclear how CAs can use targeted emotional 
support to improve trust within virtual teams. What is 
clear, however, is that there is often a lack of resources 
for providing emotional support that can be addressed 
by applying CAs [2]. 
3. Theoretical Background 
An overview of the empirical literature reveals 
that there is no common agreement on a uniform 
definition for the construct of trust due to its 
interdisciplinarity nature. According to Lewicki and 
Bunker [5], we adopt the definition of Boon and 
Holmes [27], as it covers the crucial elements of a 
multitude of definitions. Accordingly, trust is defined 
as “a state involving confident positive expectations 
about another’s motives with respect to oneself in 
situations entailing risk” [27:194]. 
Although some empirical trust models assume 
that trust can only develop over time, there also exists 
the paradox of high initial trust levels which 
demonstrates a high level of trust after a short time 
[28]. We decided to focus on this high initial trust 
levels, as we assumed that emotional support is 
especially necessary for employees in their initial 
stage of virtual collaborative work in order to achieve 
a high level of trust within a team. The High-Level 
Model of Initial Formation of Trust aims to explain the 
process of building initial trust in an organizational 
context [28]. Overall, there is a consensus in research 
that the level of trust increases in the form of 
successive stages. A three-part division into the 
successive levels of a building stage, followed by a 
stabilization stage and ending in a mature state of trust, 
often appears in the literature [29].  
Against the background of the High-Level Model 
of Initial Formation of Trust, Lewicki and Bunker’s 
model of organizational trust building [5] serves as the 
underlying theoretical basis to define the 
understanding of trust in this work. Lewicki and 
Bunker [5] propose three types of trust: calculus-based 
trust, knowledge-based trust and identification-based 
trust. Calculus-based trust refers to “consistency of 
behavior” [5:118], whether a trustee really does what 
he or she says. This stage represents the early, initial 
formation of trust and therefore serves as the focus of 
this research. People in this phase have not yet had any 
background information or past experience that they 
can use to form an opinion about a trustee’s 
trustworthiness. This stage is therefore mainly about 
weighing up costs and benefits by entering into a 
trusting relationship. A risk factor of whether a trustee 
fulfills the expectations placed on him or her also plays 
a role here as to whether a trustor considers it 
beneficial to trust the trustee [30]. 
Trust building has already been widely examined 
in the context of virtual collaboration with employees 
working spatially distributed and can be considered as 
considered crucial for virtual collaboration. 
Pinsonnault and Caya [31] state that “trust is one of the 
most important process variables in virtual team 
research” [31:4]. In virtual teams, trust needs to 
replace the supervision and transparency of the work 
of other team members [3]. For virtual teams, building 
trust among one another is a much greater challenge 
than for conventional teams mainly because of the 
limited personal contact.  
Existing trust within a team can have a positive 
impact on other aspects of group dynamics like team 
cohesion. Team cohesion was found to be the “most 
important small group variable” [32:259] and can be 
defined as the degree to which team members like each 
other and desire to remain in the team [33]. Trust in 
other team members and team cohesion show a 
significant relationship and have frequently been 
examined together. Accordingly, a high level of trust 
within a team could lead to a higher level of team 
cohesion.  
Working in virtual teams can also have an impact 
on the well-being, “defined as the physical and mental 
health of employees” [34:363]. Thus, a connection 
between remote workers and low workplace well-
being can be assumed in the manner of psychological, 
social and physical points of view. Besides social 
contact, trust at the workplace can be a fundamental 
predictor for the construct of subjective well-being 
(SWB). Considering these related works and 
background, we derived the following nine 
hypotheses: 
H1: Receiving emotional support from a CA in virtual 
collaboration positively affects the level of calculus-
based trust in the team. 
H2: Receiving emotional support from a CA in virtual 
collaboration positively affects the level of human-
agent trust. 
H3: Receiving emotional support from a CA in virtual 
collaboration positively affects the level of perceived 
anthropomorphism. 
H4: Receiving emotional support from a CA in virtual 
collaboration positively affects the level of perceived 
social presence. 
H5: Human-agent trust has a positive impact on the 
level of calculus-based trust in virtual collaboration. 
H6: Perceived anthropomorphism has a positive 
impact on the level of calculus-based trust in virtual 
collaboration. 
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H7: Perceived social presence has a positive impact 
on the level of calculus-based trust in virtual 
collaboration. 
H8: Calculus-based trust among team members in 
virtual collaboration has a positive impact on the level 
of team cohesion. 
H9: Calculus-based trust among team members in 
virtual collaboration has a positive impact on the level 
of SWB. 
H10: Human-agent trust has a positive impact on the 
level of team cohesion.  
4. Research Design 
4.1. CA Design and Procedure 
 
To examine the proposed model we designed 
ELSA, a CA with consideration of emotional support, 
containing trustworthy, social, anthropomorphic and 
trust supporting cues. Regarding a between-subject 
design and in order to examine ELSA’s effectiveness, 
we also developed a second CA named TaskBot. 
Contrary to ELSA, TaskBot exclusively interacts on a 
task-related basis and its design of communication did 
not include any kind of social cues and emotionally 
supporting phrases. We provide an overview of 
ELSA’s cues in Table 1. 
 
Table 1. Social, anthropomorphic, 
trustworthy and trust building cues of ELSA 
Category Examples 
Social cues 
(Feine et al. [6]) 
Greetings, thanking, small talk, 
smileys & informal language 
Anthropomorph
ic cues (Peuffer 
et al. [10]; [35]) 
Profile picture, delayed 
response time, and referring to 
herself as “I” 
Cues for 
trustworthiness 
towards CA [15, 
17] 
Giving transparency & using 






Providing feedback about the 
team’s work progress and 
asking about the impressions 
about the other team members 
 
The two CAs only differed in the way of how 
communication was controlled. ELSA was controlled 
according to the Wizard of Oz method which is a well-
known technique for research in the context of human-
computer interaction [36]. ELSA’s responses were 
controlled by an experimenter in order to simulate the 
realistic functioning of ELSA as a CA, while the 
participants were not informed about the fact that 
ELSA was controlled by a human. Nevertheless, it was 
clearly communicated in advance that ELSA is an 
automated CA. On the other side, TaskBot was 
implemented and realized using Dialogflow from 
Google. However, for the participants, the difference 
was not visible as both groups interacted with the CA 
in the same interface via Slack.  
To test ELSAs abilities, we conducted an online 
team experiment via Zoom and Slack. The evaluation 
contained an interaction with ELSA or TaskBot 
followed by subsequent questionnaires about the 
interaction and perception. We chose a text-based CA 
as because it represents the most commonly used type 
of CAs in practice. To simulate a realistic 
organizational environment, both ELSA and TaskBot 
were implemented in the instant messenger software 
Slack which is often used for organizational team 
communication. Participants were recruited online via 
social network sites. The assignment of the 
participants to one of the two conditions was 
conducted randomly. 
During the first part of the evaluation, a virtual 
work team consisting of three to five participants was 
invited to a Zoom room to get to know each other 
before each of the team members interacted with one 
of the CAs. Each participant received a link to 
LimeSurvey, in which demographic data and 
information about previous experience with CAs were 
inquired. Afterwards, the participants receive further 
instructions for the subsequent individual CA 
interaction and the access data for Slack. The 
participants were asked to solve the Desert Survival 
Task – which is a widely known team building task – 
with the advice to contact their CA for help.  After 
solving the task and interacting with the CAs in a 
separate meeting room, participants of both groups 
were asked to answer questionnaires on the interaction 
with the CA and their perception of the virtual team. 
This part is expected to show whether participants who 
interacted with ELSA are able to establish a higher 
level of calculus-based trust with one another. The 
data collection period is from 11th of December 2020 
to 31st of January 2021. In Figure 1, we provide a 
representative screenshot of how our participants 
interacted with ELSA. 
4.3. Questionnaires 
Our survey consisted of a total of ten different 
questionnaires. We used Likert scales reaching from 1 
(strongly disagree) to 7 (strongly agree). At the 
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beginning, demographic information of the 
participants, namely age, gender, level of education 
and level of occupation were requested. We measured 
previous experience with CAs by using the sub-
construct Experience of the Use of Technology 
questionnaire [37]. This was followed by the 
questionnaire on the construct of human-agent trust, 
adapted from the original Human-Computer Trust 
questionnaire [38]. For reasons of content fitting, we 
only adopted the sub-constructs Benevolence and 
Reciprocity. The level of team cohesion was measured 
by Seashore’s [39] Index of Group Cohesiveness. The 
level of calculus-based trust among each team member 
was measured by the Calculus-Based Trust Scale [30]. 
To measure how human-like the CAs were perceived 
we measured anthropomorphism [35]. Our 
questionnaire on social presence [40] consisted of five 
items in total. In addition, we measured SWB 
according to Ashleigh et al. [34] by the Subjective 
Happiness Scale [41] and the Satisfaction with Life 
Scale [42]. The penultimate block of questions 
comprised six items on the future use of the CA. With 
a self-developed item, we questioned whether the 
participant would like to use such an CA as ELSA or 
the TaskBot for his or her (future) job. Lastly, the 
question block included the sub-construct Task Fit 
from the Use of Technology questionnaire [37]. 
4.1. Sample 
A total of 98 participants, of which 96 were 
considered as valid data sets, took part in our survey. 
Two participants have to be excluded, as they failed 
two attention check questions. Participants of the final 
sample were between 18 and 47 years old, with an 
average age of 22 years. The sample consists of 73 
female (76.0%) and 22 male (22.9%) participants. One 
participant gave the answer “diverse”. 22 people stated 
that they had minor difficulties with the CA or that the 
CA did not always provided correct answers. On 
average, the participants had little previous experience 
with CAs (M = 2.82). In this respect, the groups of 
ELSA and TaskBot did not differ significantly. We 
found a distribution across the group conditions of 47 
participants in the experimental group (n = 47) and 49 
participants in the control group (n = 49).  
5. Results  
5.1. Statistical Results 
For examining the stated hypotheses of the 
proposed research model, we calculated one-way 
analyzes of variance (H1-4) and linear regressions 
(H5-9) using IBM SPSS version 27. In addition to 
validity, the reliability of all constructs is also 
examined in advance. The reliability shows an 
acceptable value for each construct since the limit of 
.7 is exceeded for all of them.  
We first checked the prerequisites for conducting 
all following one-way analyzes of variance. The 
requirement of normal distribution was not met for H1 
and H3. We summarized the results of our calculations 
for H1-4 in Table 2.  
 
Table 2. One-way analyses of variance 
 F (1,94) p η2 MELSA MTaskBot 
H1 3.92 .051 .04 4.85 4.35 
H2 12.61 .001 .12 5.12 4.36 
H3 7.90 .006 .08 3.10 2.26 
H4 67.80 < .001 .42 4.62 2.38 
Figure 1. Representative extract from a participant’s conversation with ELSA 
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To examine the influences of human-agent trust 
(H5), perceived anthropomorphism (H6) and 
perceived social presence (H7) on the level of 
calculation-based trust, we calculated linear 
regressions. 
The fulfillment of prerequisites for calculating a 
linear regression analysis were checked in advance. 
The results of the regression for H5 showed that the 
level of human-agent trust could significantly predict 
the level of calculus-based trust with a positive, 
moderate effect size (see Table 3). According to 
Cohen [43], this represents a moderate effect size with 
f2 = .20. With regard to the assumed causal relationship 
of H6, we found that the requirement for a linear 
relationship of perceived anthropomorphism and 
calculus-based trust was not met. For perceived social 
presence and calculus-based trust (H7) the 
requirement of a linear relationship was also violated. 
We therefore did not further carry out the other linear 
regressions. 
 
Table 3. Overview of linear regressions 
 
Furthermore, we calculated a linear regression to 
test H8. The results showed that the level of calculus-
based trust could significantly predict the level of team 
cohesion with positive, moderate influence (see Table 
3). The effect size was medium to rather high. 
Accordingly, the size of f2 amounts .32 which, 
according to Cohen [43], could be classified as a 
medium to large effect size. The requirement of a 
linear relationship was violated for calculus-based 
trust and SWB (H9), resulting in that we did not 
carried out a further linear regression. 
As the results reveal a significant positive causal 
relation between human-agent trust and the level of 
calculus-based trust, we also assumed an influence of 
human-agent trust on team cohesion (H10). The 
results of the respective linear regressions showed that 
the level of human-agent trust could significantly 
predict the level of team cohesion with a high positive 
influence (β = .57, t (45) = 4.62, p < .001). The level 
of human-agent trust could also explain 32.2% 
significant proportion of the total variance in the team 
cohesion level (R2 = .32, F (1, 45) = 21.35, p < .001). 
With R2 = .32, the linear model fitted the data well and, 
according to Cohen [43], represented a very large 




Figure 2. Visualization of the main findings 
5.2. Further Results 
 
In addition to these results, we found further 
relevant aspects that we recognized through the 
evaluation of ELSA and TaskBot. Participants who 
interacted with ELSA used more emoticons overall, 
chose a nicer tone of texting and showed interest in 
ELSA counter-questions from the participants. In 
addition, the task fit was also requested in the survey, 
that is, the extent to which the participants believed 
that the future use of the respective CA would also be 
well suited for future tasks. The experimental group 
that interacted with ELSA showed a higher mean 
value (MELSA = 4.29) than the control group (MTaskBot = 
3.78). When they were asked whether they would like 
such a CA as they got to know in the experiment for 
their job, the majority of the experimental condition 
answered with “yes” (n = 31), while the majority of 
the participants from the control answered with “no” 
(n = 31). 
6. Discussion 
We expected to find a difference in the calculus-
based trust level of participants between interacting 
with ELSA and TaskBot. However, our findings did 
not support this hypothesis. Thus, we cannot conclude 
that emotional support of a CA can directly contribute 
to a higher level of calculus-based trust among team 
members (H1 not supported). According to the mental 
model approach [44], one possible explanation is that 
ELSA possibly was still perceived as too robotic 
which resulted in an aversion for interacting with her. 
In connection with human/CA perception, the 
phenomenon of Uncanny Valley [45] could be another 
explanation. The low average value of previous 
experience with CAs of the sample suggests that it 
takes more time for unexperienced users to get used to 
a CA interaction. However, arguments stating that it 
would be easy for teams to build trust in the initial 
 β t (45) p R2 F (1, 45) 
H5 .41 3.03 .004 .17 9.15 
H8 .49 3.81 .001 .24 14.54 
* = p < 0.05      ** = p < 0.001 
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phase of teamwork [28] and that teams are also able to 
build this up quickly, are not to be completely 
invalidated by the result of H1. Since the initial phase 
of teamwork, to which the measurement of calculus-
based trust relates, is not limited to one initial task, it 
is entirely possible that a longer lasting experiment 
could bear obverse findings.  
The statistical result of H2 supports that the 
groups of ELSA and TaskBot differ significantly in 
their level of trust towards the respective CA. This 
finding confirmed previous literature on 
anthropomorphic and social cues, as these cues are 
considered to have a positive influence on 
believability and trust in a CA [23]. Although trust is 
a phenomenon that originally refers to be developed 
between humans, trustworthy cues, in connection with 
social and anthropomorphic cues, can certainly 
contribute to the fact that non-human technologies like 
CAs can be classified as trustworthy.  
H5 was supported by the result of the linear 
regression. It can be deviated that the design of a trust-
supporting CA should not be limited to 
anthropomorphic and social cues, but rather need to 
include trustworthy cues (e.g., transparency about 
what other team members do or trust towards the CA). 
This finding can be explained by the fact that people 
are more likely to engage trust-supporting 
communication measures if they consider a CA 
trustworthy. Consistent with the work of [46], this was 
reached by reducing uncertainty towards ELSA.  
For H3, the conducted calculation showed the 
expected significant difference between the conditions 
with regard to perceived anthropomorphism (H3 
supported). The finding also confirmed previous 
research on anthropomorphic cues, especially a 
correspondence with the CASA paradigm [26] can be 
recognized here. The aspect of social presence may 
also have contributed to the result of the significantly 
higher mean value for the experimental group, since 
aspects such as human warmth are considered to be the 
social component of anthropomorphic cues [23]. 
Contrary to our expectations, H6 could not be 
supported by or results. An insufficient level of 
perceived anthropomorphism could be responsible for 
the fact that the corresponding technology is not 
accepted by a human, or in the present case not 
sufficiently accepted for effective emotional support. 
At this point, the Uncanny Valley approach [45] can 
be considered again for explanation, since the mean 
value for the experimental group shows a rather 
medium value of perceived anthropomorphism. As 
another explanation, it may not be necessary to design 
a CA as human as possible for the purpose of 
emotional support. According to [21], “learning purely 
from human-human behavior may not always be the 
most effective approach” (p. 74). This can also be 
supported by the fact that most of our participants 
stated that they would like to use ELSA for their work. 
For H4, we found a significant difference between 
the group conditions with regard to the perceived 
social presence of the respective CA. Accordingly, the 
group’s mean values for the construct of social 
presence showed that the social presence of ELSA was 
perceived as much higher than for TaskBot. The result 
fit with previous research that concluded that 
anthropomorphic cues have a positive effect on the 
perceived social presence [23, 47]. According to the 
CASA paradigm [26], the finding suggests that it is 
entirely possible to attribute socio-emotional 
characteristics such as human warmth, empathy and 
sociability to a CA. 
With regard to social presence, we assumed that 
perceived social presence is suitable for predicting the 
calculus-based trust level among team members who 
receive emotional support. However, our results 
showed that H7 could not be supported. This result 
differs from previous studies which found social 
presence as a suitable predictor for trust especially in 
the context with CAs [48]. Despite the short 
interaction time, it has been shown that calculus-based 
trust has a significantly positive effect on team 
cohesion in the present work. Thus, the assumption of 
H8 was supported. Although the groups of 
experimental and control condition do not 
significantly differ in terms of their level of calculus-
based trust, it is still evident, that trust and team 
cohesion are positively related and that trust can serve 
as suitable predictor for predicting team cohesion [32].  
As H9 was not supported, we assume no effect for 
the causal relationship of calculus-based trust as a 
predictor and the criterion SWB. Against previous 
research suggesting a relationship between existing 
trust in work colleagues and SWB [34], SWB can 
neither be supported nor transferred to the construct of 
calculus-based trust.  
As a further result, the response behavior of 
participants towards both CAs was conspicuous. The 
majority of participants interacting with ELSA 
behaved very nicely, sensitively and with interest 
towards the CA while this was not the case towards 
TaskBot. This phenomenon supports the CASA 
paradigm [26]. Although ELSA’s focus lies on socio-
emotional behavior rather than efficiency, the result 
suggest that the two aspects of socio-emotional 
interaction and efficiency do not seem to contradict 
each other. Despite small talk and other non-task 
related questions, the participants interacting with 
ELSA indicated that they would like to use the system 
for future tasks in their everyday work. The finding fits 
with empirical literature that states “trust in [virtual] 
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advisors positively affect their reuse intentions” 
[17:3]. It can be derived from this finding that social 
talk is at least as important to users as efficiency. 
The investigated influence of human-agent trust 
on team cohesion showed a significant effect (H10 
supported). We conclude that trust is a suitable 
predictor for team cohesion. Against this background, 
it can be deduced as an important finding of this work 
that both kinds of trust (calculus-based trust towards 
other human team members and trust in a CA) can 
predict the level of team cohesion supported by 
emotional support. In contrast, the exploratory 
investigated influence of human-agent trust on SWB 
shows no significant causal relationship. It can be 
deduced that both types of trust – calculus-based trust 
and trust in a CA – do not influence the level of a user’s 
SWB in the initial phase of virtual teamwork. 
Although the mean value of human-agent trust 
towards ELSA was significantly higher than the mean 
value of team trust, in general, a high level of trust 





With this work, we contribute to research and 
practice. The paradox of high initial levels of trust in 
new formed teams stated by [38] can be claimed as 
transferable to a certain extent to the construct of 
calculus-based trust in emotional supported virtual 
collaboration because there is a medium-high entry 
level of calculus-based trust already with the first 
interaction to be observed. It can be derived that a 
CA’s emotional support is more effective in teams 
with a high tendency to trust technologies such as 
CAs. In order to be able to transfer the initial phase of 
Lewicki and Bunker’s [5] trust model to virtual 
collaboration supported by a CA, it needs to be taken 
into account that the design of an emotional support 
agent should contain trustworthy cues. The high-level 
model of initial formation of trust [28] can be used as 
a starting point to understand emotional support by a 
CA to increase the level of trust in virtual teams. In 
addition, the result of the statistical examination of H9 
concerning the causal relationship of calculus-based 
trust on SWB contributes additional knowledge to the 
question of how mental health of employees who work 
in virtual collaborative teams can be improved.  
If organizations decide to integrate an emotional 
support agent into their work routine, they can benefit 
from the present results by adopting ELSA’s cues for 
being considered as a trustworthy CA. From an 
employee’s point of view, we provide evidence that 
socio-emotional communication is at least as 
important to users as efficiency which should be taken 
into account by organizations. We also could show 
that employees stated that they would like to further 
use ELSA for their own work.  
 
6.3. Limitations and Further Research 
 
This article comes with some limitations and 
suggestions for future studies. For the present 
research, we focused on emotional support for newly 
assembled work teams without a common background 
and thus, exclusively on the first stage of building 
trust. Therefore, researchers could extend the present 
findings by developing an emotional support agent for 
the two subsequent stages of the model of organization 
trust building [28]. As the trend towards virtual work 
increases, also through artificial intelligence, the 
creation of a multimodal CA and an animated version 
in virtual reality would also be interesting. 
Due to the fact that we conducted an elaborate 
experiment, our sample was not as large as for an 
online survey and our participants were relatively 
young. Therefore, future research could examine 
larger teams in a real virtual organizational setting. In 
addition, the length of task could be varied. Due to the 
circumstances of an online experiment, internet 
crashes appeared in a few cases resulting in some 
teams consisting of only two participants.  
For technical reasons, ELSA was also not able to 
recognize the current user’s mood in real time and to 
adapt her response to it. It would therefore be 
interesting to create a CA which is able to carry out a 
sentiment analysis of the user’s response behavior. An 
investigation over time with repeated measurements 
would also be interesting to determine a development 
of a participant’s initial level of SWB. As globally 
distributed teams are not the focus of this work, the 
influence of cultural diversity could be added to the 
proposed research model. In this regard, additional 
attention needs to be paid to possible language barriers 
and cultural differences. In addition to cultural 
differences, the inclusion of communication theories, 
such as the investigation of virtual and gender 
communication, would also be interesting. 
Finally, the aspect of gender stereotypes gets 
reinforced, because emotional support is more likely 
to be attributed to women. To counteract this, an 
investigation with a genderless and a masculine-
appearing CA would be interesting. Participants also 
had predominantly a female gender, so that this could 




With this work, we were able to show that 
calculus-based trust among virtual collaborative team 
members can be strengthen by applying a CA with 
trustworthy cues. Emotional support is more effective 
if a human classifies a CA as trustworthy. When 
designing an emotional support agent, researchers 
should consider equipping a CA with cues that make a 
CA appear trustworthy to a human user. In addition, it 
can be derived that emotional support of a CA in 
virtual collaboration is more effective in teams with a 
high tendency to trust a CA.  
Our findings suggest that anthropomorphism is 
not the most important design feature of a CA that is 
aimed to possess socio-emotional behavior. We 
showed that it is not the purely human characteristics, 
but the trust-indicating cues that influence calculus-
based trust. This does not indicate that 
anthropomorphic cues are irrelevant for supporting 
humans emotionally, but suggests that the main focus 
for future research should focus less on humanization 
and more on the reliable functioning of a CA. We 
observed that calculus-based trust in virtual 
collaboration starts to build already with the first 
interaction, even with an average medium-high level 
supporting the existence for the paradox of high initial 
trust levels [28].  
Based on the highlighted key findings, the RQ of 
the present work could be answered by showing how 
an emotional support agent can be designed to provide 
emotional support for individual human team 
members in order to increase trust within virtual 
collaborative teams. Because anthropomorphic and 
social cues presumably also contribute to a CA being 
perceived as trustworthy, this aspect should not be 
neglected. However, the key for providing emotional 
support through a CA lies in its trustworthiness.  
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