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                                  摘要 
聚类技术在很多领域都得到了广泛的研究和应用。本文首先对聚类问题的相
关研究背景进行了总结，对常用的聚类算法进行了一定的分析介绍。通过对基于
划分的聚类算法入手，研究常用的 k-近邻算法和 k-均值算法。根据 k-近邻聚类
算法提出了一种改进的特征加权算法。 
进一步研究 k-均值算法，模糊 c 均值聚类算法 FCM 是最常用的数据聚类技
术之一，它通过引入模糊的概念对传统的 k-均值聚类算法进行了改进，使聚类算
法效果得到了明显的提高。尽管从各个不同的角度提出了一系列 FCM 算法的变
形，针对不同的聚类问题其聚类性能得到了一定的改善，但是 FCM 算法依然存
在三个关键问题影响其聚类性能，具体表现在：1.对聚类数据簇的先验分布特征
敏感。2.对聚类数据簇的先验概率敏感。3.容易形成可区分性差的数据簇划分结
果。当面对形成聚类的数据簇先验分布特征不一致，或者先验分布不均衡这样的
聚类问题时，FCM 聚类效果不令人满意。为了克服这样的问题，本文提出了考
虑信息均衡与数据簇可分性的模糊软子空间聚类算法 EWFCM。我们提出的算法
的优势主要体现在以下的几个方面：引入了数据簇类间距离以突出不同数据簇之
间的可区分性，且在此基础上提出信息均衡数据簇内散布度，以及不同数据簇可
分性的计算方法；引入了软子空间以提高具有不同分布特征数据簇的描述能力。
并且在引入类间距离的建模过程中，将子空间描述模型与子空间之间的可区分度
进行综合考虑，统一优化。 
我们将提出的考虑信息均衡与数据簇可分性的模糊软子空间聚类算法与传
统的 FCM 算法，以及一些其他相关的改进算法进行比较，并进行一些对比实验。
实验采用了不同形态和数据分布的人工生成数据集，真实图像以及 IRIS 数据集
来实现不同算法性能的对比。实验结果显示我们提出的算法性能优于传统 FCM
算法和其他一些改进算法。 
 
关键词：信息均衡；数据簇可分；模糊软子空间 
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                      Abstract 
Clustering technology has been widely studied and applied in many fields. 
Firstly, this paper summarizes the background of relevant research for the clustering 
problem, and the commonly used clustering algorithms are analyzed and introduced to 
some extent. We mainly research k-nn algorithm and k-means algorithm. And we 
proprosed an feature-weighted clustering algorithm. 
In clustering problem, fuzzy C means clustering algorithm(FCM) is one of the 
most commonly used data clustering techniques. It improves the traditional C means 
clustering algorithm by introducing the concept of fuzzy, so that the performance of 
the clustering algorithm has been greatly improved. Although a series of deformation 
algorithm of FCM are proposed from different angles, the clustering performance is 
improved for different clustering problems. However, there are still three key 
problems that affect the clustering performance of FCM algorithm.In these problems 
for specific performance: 1.it is sensitive to the prior distribution of clustering data 
cluster. 2.it is sensitive to the prior probability of clustering data cluster. 3.it is easy to 
form the partition result of data cluster with poor differentiation. When faced with 
such a clustering problem, such as the prior distribution characteristics of the data 
cluster forming clustering is differ or when the prior distribution is not balanced, the 
performance of FCM algorithm is not satisfactory. In order to overcome this problem, 
this paper proposes a fuzzy soft subspace clustering considering between-cluster 
balance of information and separation algorithm(EWFCM). The advantages of our 
proposed algorithm are mainly embodied in the following aspects: In this paper, the 
distance between data clusters is introduced to highlight the separability between 
different data clusters. Based on this, we propose the distribution degree of 
information equilibrium data cluster in this paper, and a method to calculate the 
separability of different data clusters; And the soft subspace is introduced to improve 
the description ability of data clusters with different distribution features. In the 
process of modeling introduced the distance between different data clusters, the 
discernibility degree between subspace description model and the subspace can be 
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considered synthetically, and with unified optimization.  
In this paper, out proposed method fuzzy soft subspace clustering considering 
between-cluster balance of information and separation algorithm will be compared 
with the traditional FCM algorithm and some other relevant algorithms, and some 
comparative experiments will be conducted. We test our method and other methods by 
using artificially generated data sets with different shapes and data distributions, 
synthetic images, real images, and Iris data set. The experimental results showed that 
the performance of our proposed method is superior to both traditional FCM and most 
of enhanced methods. 
Key Words：Information equalization, Data cluster separable, Fuzzy soft subspace 
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