Computing global offensive alliances in Cartesian product graphs by Yero, Ismael G. & Rodríguez-Velázquez, Juan A.
ar
X
iv
:1
20
4.
04
94
v2
  [
ma
th.
CO
]  
25
 Ju
l 2
01
2
Computing global offensive alliances in Cartesian product
graphs
Ismael G. Yero1 and Juan A. Rodr´ıguez-Vela´zquez2
1Departamento de Matema´ticas, Escuela Polite´cnica Superior de Algeciras
Universidad de Ca´diz, Av. Ramo´n Puyol s/n, 11202 Algeciras, Spain.
ismael.gonzalez@uca.es
2Departament d’Enginyeria Informa`tica i Matema`tiques
Universitat Rovira i Virgili, Av. Pa¨ısos Catalans 26, 43007 Tarragona, Spain.
juanalberto.rodriguez@urv.cat
November 10, 2018
Abstract
A global offensive alliance in a graph G is a set S of vertices with the property that every
vertex not belonging to S has at least one more neighbor in S than it has outside of S. The
global offensive alliance number of G, γo(G), is the minimum cardinality of a global offensive
alliance in G. A set S of vertices of a graph G is a dominating set for G if every vertex
not belonging to S has at least one neighbor in S. The domination number of G, γ(G), is
the minimum cardinality of a dominating set of G. In this work we obtain closed formulas
for the global offensive alliance number of several families of Cartesian product graphs, we
also prove that γo(GH) ≥
γ(G)γo(H)
2 for any graphs G and H and we show that if G has
an efficient dominating set, then γo(GH) ≥ γ(G)γo(H). Moreover, we present a Vizing-like
conjecture for the global offensive alliance number and we prove it for several families of
graphs.
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1 Introduction
Alliances in graphs were described first by Kristiansen et al in [11], where alliances were clas-
sified into defensive, offensive or powerful. After this seminal paper, the issue has been studied
intensively. Remarkable examples are the articles [13, 14], where alliances were generalized to
k-alliances, and [4], where the authors presented the first results on offensive alliances. One of the
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main motivations of this study is based on the NP-completeness of computing minimum cardinality
of (defensive, offensive, powerful) alliances in graphs.
On the other hand, several graphs may be constructible from smaller and simpler components
by basic operations like unions, joins, compositions, or multiplications with respect to various
products, where properties of the constituents determine the properties of the composite graph. It
is therefore desirable to reduce the problem of computing the graph parameters (alliance numbers,
for instance) of product graphs, to the problem of computing some parameters of the factor graphs.
Nowadays the study of the behavior of several graph parameters in product graphs has become
an interesting topic of research [8, 9]. For instance, we emphasize the Shannon capacity of a graph
[15], which is a certain limiting value involving the vertex independence number of strong product
powers of a graph, and Hedetniemi’s coloring conjecture for the categorical product [7, 9], which
states that the chromatic number of any categorial product graph is equal to the minimum value
between the chromatic numbers of its factors. Also, one of the oldest open problems on domination
in graphs is related to Cartesian product graphs. The problem was presented first by Vizing in
1963 [18, 19]. Vizing’s conjecture states that the domination number of any Cartesian product
graph is greater than or equal to the product of the domination numbers of its factors.
Cartesian product graphs have been much studied in graph theory. Interest in Cartesian
product graphs has been increased by the advent of massively parallel computers whose structure
is that of the Cartesian product graphs [6, 10]. This not only provides potential applications for
the existing theory, but also suggests some new aspects of these graphs that deserve study.
Studies on defensive alliances in graphs product were initiated in [3], for the case of the torus
graph CsCt, and studied further in [2, 16, 20]. Nevertheless the great part of the results in these
works are upper bounds on the alliance numbers of Cartesian product graphs. In the present work
we obtain closed formulas for the global offensive alliance number of several families of Cartesian
product graphs, we obtain new formulas relating the global offensive alliance number of Cartesian
product graphs with the domination number and the global offensive alliance number of its factors,
we present a Vizing-like conjecture for the global offensive alliance number and we prove it for
several families of graphs.
We begin by stating the terminology used. Throughout this article, G = (V,E) denotes a
simple graph of order |V | = n. We denote two adjacent vertices u and v by u ∼ v. Given
a vertex v ∈ V, the set N(v) = {u ∈ V : u ∼ v} is the open neighborhood of v, and the
set N [v] = N(v) ∪ {v} is the closed neighborhood of v. So, the degree of a vertex v ∈ V is
d(v) = |N(v)|.
For a nonempty set S ⊆ V , and a vertex v ∈ V , NS(v) denotes the set of neighbors v has
in S, i.e., NS(v) = S ∩ N(v). The degree of v in S will be denoted by δS(v) = |NS(v)|. The
complement of a set S in V is denoted by S.
A set S ⊆ V is a dominating set in G if for every vertex v ∈ S, δS(v) > 0 (every vertex in S
is adjacent to at least one vertex in S). The domination number of G, denoted by γ(G), is the
minimum cardinality of a dominating set in G [5]. An efficient dominating set is a dominating set
S = {u1, u2, ..., uγ(G)} such that N [ui] ∩ N [uj] = ∅, for every i, j ∈ {1, ..., γ(G)}, i 6= j. Examples
of graphs having an efficient dominating set are the path graphs Pn, the cycle graphs C3k and the
cube graph Q3.
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A nonempty set S ⊆ V is a global offensive alliance in G if
δS(v) ≥ δS(v) + 1, ∀v ∈ S (1)
or, equivalently,
d(v) ≥ 2δS(v) + 1, ∀v ∈ S. (2)
Note that every global offensive alliance is a dominating set. The global offensive alliance number
of G, denoted by γo(G), is defined as the minimum cardinality of a global offensive alliance in G.
A global offensive alliance of cardinality γo(G) is called a γo(G)-set.
We recall that given two graphs G and H with set of vertices V1 = {v1, v2, ..., vn1} and
V2 = {u1, u2, ..., un2}, respectively, the Cartesian product of G and H is the graph GH = (V,E),
where V = V1 × V2 and two vertices (vi, uj) and (vk, ul) are adjacent in GH if and only if
• vi = vk and uj ∼ ul, or
• vi ∼ vk and uj = ul.
Given two graphs G = (V1, E1), H = (V2, E2) and a set X ⊂ V1 × V2 of vertices of GH , the
projections of X over V1 and V2 are denoted by PG(X) and PH(X), respectively. Moreover,
given a set C ⊂ V1 of vertices of G and a vertex v ∈ V2, a G(C, v)-cell in GH is the set
Cv = {(u, v) ∈ V : u ∈ C}. A v-fiber Gv is the copy of G corresponding to the vertex v of H . For
every v ∈ V2 and D ⊂ V1 × V2, let Dv be the set of vertices of D belonging to the same v-fiber.
Now we establish a Vizing-like conjecture for the global offensive alliance number.
Conjecture 1 (Vizing-like conjecture for the global offensive alliances). For any graphs G and
H,
γo(GH) ≥ γo(G)γo(H).
Below we will prove the conjecture for several families of graphs.
2 Results
Theorem 2. For any graphs G and H,
γo(GH) ≥
1
2
max{γ(G)γo(H), γo(G)γ(H)}.
Moreover, if G has an efficient dominating set, then
γo(GH) ≥ γ(G)γo(H).
Proof. Let V1 and V2 be the vertex sets of the graphs G andH , respectively. Let S = {u1, ..., uγ(G)}
be a dominating set for G. Let Π = {A1, A2, ..., Aγ(G)} be a vertex partition of G such that ui ∈ Ai
and Ai ⊆ N [ui]. Let {Π1,Π2, ...,Πγ(G)} be a vertex partition of GH , such that Πi = Ai × V2 for
every i ∈ {1, ..., γ(G)}.
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Let D be a γo(GH)-set. Now, for every i ∈ {1, ..., γ(G)}, let Wi = PH(D ∩ Πi). We have
γo(GH) = |D| ≥
γ(G)∑
i=1
|Wi|. (3)
If Wi is not a global offensive alliance in H , then there exists at least a vertex v ∈ Wi such that
δWi(v) < δWi(v) + 1. (4)
So, every vertex belonging to Avi has at least one neighbor in Dv ∩ Πj , for some j 6= i. For
every v ∈ V2, let A
v
j1
, Avj2, ..., A
v
jqv
be the G(Aji, v)-cells for which v satisfies (4) and let Yv =
S − {uj1, uj2, ..., ujqv}. Since Yv dominates V1 × {v} −
⋃qv
i=1A
v
ji
and Dv dominates
⋃qv
i=1A
v
ji
, we
have that Sv = Dv ∪ Yv is a dominating set in the v-fiber Gv.
Now, for every i ∈ {1, ..., γ(G)}, let Qi ⊆ Wi be the set of vertices of H satisfying the
inequality (4). Since Wi ∪Qi is a global offensive alliance in H ,
γo(H) ≤ |Wi|+ |Qi|. (5)
Hence, we have that
γo(GH) ≥
γ(G)∑
i=1
|Wi|
≥
γ(G)∑
i=1
(γo(H)− |Qi|)
= γ(G)γo(H)−
γ(G)∑
i=1
|Qi|,
and, as a consequence, we have
γo(GH) ≥ γ(G)γo(H)−
γ(G)∑
i=1
|Qi|. (6)
On the other hand, notice that for each v ∈ V2, qv is the number of G(Ai, v)-cells for which
v satisfies (4), as well as for each i ∈ {1, ..., γ(G)}, |Qi| is the number of vertices of H satisfying
inequality (4). Thus,
∑
v∈V2
qv =
γ(G)∑
i=1
|Qi|. (7)
Now, if qv > |Dv|, then we have
|Sv| = |Dv|+ |Yv|
= |S| − qv + |Dv|
= γ(G)− qv + |Dv|
< γ(G)− qv + qv
= γ(G),
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which is a contradiction. So, we have qv ≤ |Dv| and we obtain
∑
v∈V2
qv ≤
∑
v∈V2
|Dv| = γo(GH), (8)
Thus, by (6), (7) and (8) we deduce
γo(GH) ≥ γ(G)γo(H)− γo(GH).
Analogously, we obtain that γo(GH) ≥ γo(G)γ(H) − γo(GH). Therefore, the first result
follows.
Now, if S = {u1, ..., uγ(G)} is an efficient dominating set for G, then for every i ∈ {1, ..., γ(G)},
Wi is a global offensive alliance in H . That is, if we suppose that Wi is not a global offensive
alliance in H , then there exists at least one vertex v ∈ Wi which satisfies (4). Thus, every vertex
belonging to Avi has at least one neighbor in Dv ∩ Πj, for some j 6= i, which is a contradiction
because (ui, v) has no neighbors outside of Πi. As a consequence, |Qi| = 0. So, (3) and (5) directly
lead to γo(GH) ≥ γ(G)γo(H).
Notice that for the case of star graphs, S1,n, the central vertex forms an efficient dominating
set of minimum cardinality, and it is also a global offensive alliance, then the above theorem leads
to the following Vizing-like result for the global offensive alliance number.
Corollary 3. Let S1,n be a star graph. For any graph H,
γo(S1,nH) ≥ γo(S1,n)γo(H).
As the following remark shows there is no other family of connected graphs containing an
efficient dominating set of minimum cardinality which is also a global offensive alliance.
Remark 4. A connected graph G contains an efficient dominating set of minimum cardinality
which is also a global offensive alliance if and only if G is a star graph.
Proof. If G is a star graph, then it is clear that the central vertex is an efficient dominating set of
minimum cardinality, and also a global offensive alliance.
On the contrary, suppose G is not a star graph and let S = {u1, u2, ..., uγ(G)} be an efficient
dominating set of minimum cardinality which is also a global offensive alliance in G. So, for every
ui, uj ∈ S, i 6= j, we have that N [ui] ∩ N [uj] = ∅. As a consequence, for every v ∈ S we have
δS(v) = 1 and by inequality (1) we have, δS(v) ≥ δS(v) + 1. Hence, δS(v) = 0 and so the degree
of v in G is one, i.e., every vertex outside of S is an end-vertex. Now, if γ(G) ≥ 2, then since
for every ui, uj ∈ S, i 6= j, we have that N [ui] ∩ N [uj] = ∅ we obtain that ui 6∼ uj. So, G is
not connected, which is a contradiction. Therefore γ(G) = 1 and, as a consequence, G is a star
graph.
Theorem 5. Let Pn be a path graph of order n. For every graph G of minimum degree δ ≥ 1,
γo(GPn) ≥
⌈
(n− 1)γo(G)
2
⌉
+
⌈
δ
2
⌉
.
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Proof. Let S be a γo(GPn)-set. Let {v1, v2, ..., vn} be the set of vertices of Pn. Let Vi be the
vertex set of the vi-fiber Gvi and let Si = PG(S ∩ Vi).
For every (x, v1) 6∈ S we have δS(x, v1) ≥ δS(x, v1) + 1. Adding δS(x, v1) to both sides of this
inequality we have 2δS(x, v1) ≥ d(x, v1) + 1. Hence,
2(|S1|+ 1) ≥ 2(δS1(x) + 1) ≥ 2δS(x, v1) ≥ d(x, v1) + 1 = d(x) + 2 ≥ δ + 2.
As a consequence, |S1| ≥
⌈
δ
2
⌉
. Analogously we show that |Sn| ≥
⌈
δ
2
⌉
.
We suppose there exists i ∈ {1, 2, ..., n − 1} such that Si is not a global offensive alliance
in G. Let S ′i ⊂ Vi − Si such that δSi(x) < δSi(x) + 1, for every x ∈ S
′
i. Now let x ∈ S
′
i and
suppose (x, vi+1) 6∈ S. If i = 1, then δS(x, v1) = δS1(x) < δS1(x) + 1 = δS(x, v1), a contradiction.
If 1 < i < n, then δS(x, vi) ≤ δSi(x) + 1 < δSi(x) + 2 ≤ δS(x, vi) + 1, also a contradiction.
Hence, if Si is not a global offensive alliance in G, then for every x ∈ S
′
i we have (x, vi+1) ∈ S.
As a consequence, Si ∪ S
′
i is a global offensive alliance in G and for every i ∈ {1, 2, ..., n − 1},
|Si ∪ Si+1| ≥ |Si ∪ S
′
i| ≥ γo(G). So,
∑n−1
i=1 |Si ∪ Si+1| ≥ (n− 1)γo(G) and we have
2|S| = 2
n∑
i=1
|Si| =
n−1∑
i=1
|Si∪Si+1|+ |S1|+ |Sn| ≥ (n−1)γo(G)+ |S1|+ |Sn| ≥ (n−1)γo(G)+2
⌈
δ
2
⌉
.
Therefore, |S| ≥ (n−1)γo(G)
2
+
⌈
δ
2
⌉
.
We note that since γo(Pn) =
⌊
n
2
⌋
, the above theorem leads to the following corollary.
Corollary 6. Let P2k+1 be a path graph of odd order. For any graph G,
γo(GP2k+1) > γo(G)γo(P2k+1).
Theorem 7. Let Cn be a cycle graph of order n. For every graph G,
γo(GCn) ≥
⌈
nγo(G)
2
⌉
.
Proof. Let S be a γo(GCn)-set. Let {v0, v2, ..., vn−1} be the set of vertices of Cn. Let Vi be the
vertex set of the vi-fiber Gvi and let Si = PG(S ∩ Vi). Proceeding like in the proof of Theorem 5
we show that for every i ∈ {0, 1, ..., n − 1}, |Si ∪ Si+1| ≥ γo(G), where the subscripts are taken
modulo n. Hence,
2|S| =
n−1∑
i=0
|Si ∪ Si+1)| ≥ nγo(G).
Therefore, the result follows.
In order to deduce an upper bound on γo(GH) we are going to introduce two known results.
It was shown in [17] that for every connected graph G of order n ≥ 2 and independence number
α(G), it follows that
γo(G) + α(G) ≤ n. (9)
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The eccentricity of a vertex v of a connected graph G is the maximum distance between v and
any other vertex u of G. The radius of G is the minimum eccentricity of any vertex in G. It was
shown in [1] that for every connected graphs G and H of radius r(G) and r(H), it follows that
α(GH) ≥ 2r(G)r(H). (10)
As a direct consequence of (9) and (10) we have the following bound.
Proposition 8. For any connected graphs G and H of order n1 and n2 and radius r(G) and r(H),
respectively,
γo(GH) ≤ n1n2 − 2r(G)r(H).
The above bound is tight. It is achieved, for instance, for the torus graphs C2kC2k′ (see
Proposition 17), for the grid graphs P2kP2k′ (see Proposition 22) and for the cylinder graphs
P2kC2k′ (see Proposition 24).
We derive another upper bound on γo(GH) from (9) and the following bound on α(GH)
obtained in [8] for every bipartite graph G of order n:
α(GH) ≥
n
2
α2(H), (11)
where α2(H) is the bipartite number of H , i.e., the order of the largest induced bipartite subgraph
of H .
Proposition 9. For any connected bipartite graph G of order n1 and any connected graph H of
order n2 and bipartite number α2(H),
γo(GH) ≤ n1
(
n2 −
α2(H)
2
)
.
As direct consequence of Proposition 9 we obtain the following result.
Corollary 10. Let G and H be two connected bipartite graphs of order n1 and n2, respectively.
Then γo(GH) ≤
n1n2
2
.
The above bound is tight. It is achieved, for instance, for the torus graphs C2kC2k′ (see
Proposition 17), for the grid graphs P2kP2k′ (see Proposition 22) and for the cylinder graphs
P2kC2k′ (see Proposition 24).
We recall that a graph H = (V,E) is partitionable into two global offensive alliances if there
exists a partition {Y1, Y2} of V such that both Y1 and Y2 are global offensive alliances in H [16].
Theorem 11. Let H be a graph of order n. If H is partitionable into two global offensive alliances,
then
γo(KrH) ≤
⌊rn
2
⌋
.
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Proof. Let U = {u1, u2, ..., ur} and V = {v1, v2, ..., vn} be the sets of vertices of Kr and H ,
respectively. Let {Y1, Y2} be a partition of V such that both Y1 and Y2 are global offensive alliances
in H , where |Y1| ≤ |Y2|. Let X1 = {u1, u2, ..., u⌈ r
2
⌉} and let X2 = {u⌈ r
2
⌉+1, u⌈ r
2
⌉+2, ..., ur}. Let us
show that S = (X1 × Y1) ∪ (X2 × Y2) is a global offensive alliance in KrH . If (u, v) ∈ X1 × Y2,
then
δS(u, v) = δX2(u) + δY1(v)
=
⌊r
2
⌋
+ δY1(v)
≥
⌈r
2
⌉
− 1 + δY1(v)
≥
⌈r
2
⌉
− 1 + δY2(v) + 1
= δX1(u) + δY2(v) + 1
= δS(u, v) + 1.
Now, if (u, v) ∈ X2 × Y1, then
δS(u, v) = δX1(u) + δY2(v)
=
⌈r
2
⌉
+ δY2(v)
≥
⌈r
2
⌉
+ δY1(v) + 1
≥
⌊r
2
⌋
− 1 + δY1(v) + 1
= δX2(u) + δY1(v) + 1
= δS(u, v) + 1.
Hence, S = (X1×Y1)∪ (X2×Y2) is a global offensive alliance in KrH . If r is even, then |S| =
rn
2
and, if r is odd, then |S| = r+1
2
|Y1|+
r−1
2
|Y2| =
r
2
n+ |Y1|−|Y2|
2
≤ r
2
n. The proof is complete.
Proposition 12. The global offensive alliance number of the bamboo graph KrPt is
γo(KrPt) =
⌊
rt
2
⌋
.
Proof. Since Pt is partitionable into two global offensive alliances, by Theorem 11 we obtain the
upper bound γo(KrPt) ≤
⌊
rt
2
⌋
.
On the other hand, let S be a γo(KrPt)-set. Let {u1, u2, ..., ur} and {v1, v2, ..., vt} be the sets
of vertices of Kr and Pt, respectively. In Pt adjacent vertices have consecutive subscripts. Now,
let Vj be the vertex set of the vj-fiber and let Sj = PKr(S ∩ Vj). We first note that since S is a
global offensive alliance in KrPt, for every (ui, v1) ∈ V1 it follows 1 + |S1| ≥ δS(ui, v1) ≥
r+1
2
, so
|S1| ≥
⌈
r−1
2
⌉
=
⌊
r
2
⌋
. Analogously, |St| ≥
⌊
r
2
⌋
. Now, suppose there exists j ∈ {1, ..., t−1} such that
|Sj ∪ Sj+1| < r. In such a case, |Sj| ≤
r−1
2
or |Sj+1| ≤
r−1
2
, and there exist (ui, vj), (ui, vj+1) 6∈ S.
We take, without loss of generality, |Sj| ≤
r−1
2
. Thus,
1 +
r − 1
2
≥ δS(ui, vj) ≥ δS(ui, vj) + 1 ≥
r − 1
2
+ 2,
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a contradiction. Hence, for every j ∈ {1, 2, ..., t− 1}, |Sj ∪ Sj+1| ≥ r. As a consequence
2|S| =
t∑
j=1
|Sj| ≥ r(t− 1) + |S1|+ |St| ≥ r(t− 1) + 2
⌊r
2
⌋
.
Thus,
γo(KrPt) ≥
⌈
r(t− 1)
2
⌉
+
⌊r
2
⌋
=
⌊
rt
2
⌋
.
Therefore, the proof is complete.
Corollary 13. For any complete graph Kr and any path graph Pt,
γo(KrPt) ≥ γo(Kr)γo(Pt).
We recall that a set S of vertices of a graph H is a global strong offensive alliance if for every
x ∈ S, δS(x) ≥ δS(x). Note that every global offensive alliance is a global strong offensive alliance.
It was shown in [16] that every graph without isolated vertices is partitionable into global strong
offensive alliances.
Theorem 14. Let G be a graph partitionable into two global offensive alliances X1 and X2 and
let H be a graph partitionable into two global strong offensive alliances Y1 and Y2. Then
γo(GH) ≤ |X1||Y1|+ |X2||Y2|.
Proof. Let U = {u1, u2, ..., un1} and V = {v1, v2, ..., vn2} be the sets of vertices of G and H ,
respectively, where X1 = {u1, u2, ..., u|X1|}, X2 = {u|X1|+1, u|X1|+2, ..., un1}, Y1 = {v1, v2, ..., v|Y1|}
and Y2 = {v|Y1|+1, v|Y1|+2, ..., vn2}. Let us show that S = (X1×Y1)∪ (X2× Y2) is a global offensive
alliance in GH . If (u, v) ∈ X1 × Y2, then
δS(u, v) = δX2(u) + δY1(v)
≥ δX1(u) + δY2(v) + 1
≥ δS(u, v) + 1.
Now, if (u, v) ∈ X2 × Y1, then
δS(u, v) = δX1(u) + δY2(v)
≥ δX2(u) + δY1(v) + 1
≥ δS(u, v) + 1.
Hence, S = (X1×Y1)∪(X2×Y2) is a global offensive alliance in GH . The proof is complete.
The proof of the following result is completely analogous to the proof of Theorem 14.
Theorem 15. Let G be a graph partitionable into a global offensive alliance X1 and a global strong
offensive alliance X2. Let H be a graph partitionable into a global offensive alliance Y1 and a global
strong offensive alliance Y2. Then
γo(GH) ≤ |X1||Y1|+ |X2||Y2|.
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A bipartite graphG = (X1∪X2, E), where the sets of the bipartition have cardinality |X1| = x1
and |X2| = x2 is called a (x1, x2)-bipartite graph.
Corollary 16. Let G be a (p1, p2)-bipartite graph and let H be a (t1, t2)-bipartite graph. Then
γo(GH) ≤ p1t1 + p2t2.
We recall that the hypercube graphs are defined as Qk = Qk−1K2, k ≥ 2, where Q1 = K2.
Note that Qk−1 is a (2
k−2, 2k−2)-bipartite graph and K2 is a (1, 1)-bipartite graph. Moreover, the
Laplacian spectral radius of Qk is λ = 2k. Hence, from the above corollary and (12) we have⌈⌈
k + 1
2
⌉
2k−1
k
⌉
≤ γo(Qk) ≤ 2
k−1.
Proposition 17. The global offensive alliance number of the torus graph CrCt is
γo(CrCt) =
⌈
rt
2
⌉
.
Proof. Since every cycle Cn can be partitioned into a global strong offensive alliance of cardinality⌊
n
2
⌋
and a global offensive alliance of cardinality
⌈
n
2
⌉
, by Theorem 15 we have γo(CrCt) ≤
⌈
rt
2
⌉
.
On the other hand, let S be a γo(CrCt)-set. Let {u0, u1, ..., ur−1} and {v0, v1, ..., vt−1} be
the sets of vertices of Cr and Ct, respectively. Here adjacent vertices have consecutive subscripts,
where the subscripts are taken modulo r and t, respectively. As above, let Vj be the vertex set of
the vj-fiber and let Sj = PCr(S∩Vj). Let (ui, vj) be a vertex not belonging to S. Since CrCt is a
4-regular graph and S is a global offensive alliance, if (ui+1, vj) 6∈ S, then (ui, vj+1), (ui+1, vj+1) ∈
S, and if (ui, vj+1) 6∈ S, then (ui+1, vj), (ui+1, vj+1) ∈ S. Thus, for every j ∈ {0, 1, ..., t − 1},
|Sj ∪ Sj+1| ≥ r. Hence,
2|S| =
t−1∑
j=0
|Sj ∪ Sj+1)| ≥ rt.
Therefore, we have that γo(CrCt) ≥
⌈
rt
2
⌉
and the proof is complete.
Corollary 18. For any torus graph CrCt, γo(CrCt) ≥ γo(Cr)γo(Ct).
Proposition 19. The global offensive alliance number of the graph KrCt is
γo(KrCt) =
⌈
rt
2
⌉
.
Proof. Let S be a γo(KrCt)-set. Let {u1, u2, ..., ur} and {v0, v1, ..., vt−1} be the sets of vertices
of Kr and Ct, respectively. In Ct the subscripts are taken modulo t and adjacent vertices have
consecutive subscripts. As above, let Vj be the vertex set of the vj-fiber and let Sj = PKr(S ∩Vj).
Let (ui, vj) be a vertex not belonging to S.
Now, suppose there exists j ∈ {0, 1, ..., t} such that |Sj∪Sj+1| < r. In such a case, |Sj| ≤
r−1
2
or
|Sj+1| ≤
r−1
2
, and there exist (ui, vj), (ui, vj+1) 6∈ S.We take, without loss of generality, |Sj| ≤
r−1
2
.
Thus,
1 +
r − 1
2
≥ δS(ui, vj) ≥ δS(ui, vj) + 1 ≥
r − 1
2
+ 2,
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a contradiction. Hence, for every j ∈ {1, 2, ..., t − 1}, |Sj ∪ Sj+1| ≥ r (the subscripts are taken
modulo t). As a consequence 2|S| =
∑t−1
j=0 |Sj ∪ Sj+1| ≥ rt. Therefore, γo(KrCt) ≥
⌈
rt
2
⌉
.
Since every cycle graph Cn (every complete graph Kn) can be partitioned into a global strong
offensive alliance of cardinality
⌊
n
2
⌋
and a global offensive alliance of cardinality
⌈
n
2
⌉
, by Theorem
15 we have γo(KrCt) ≤
⌈
rt
2
⌉
. Therefore, the proof is complete.
Corollary 20. For any complete graph Kr and any cycle graph Ct,
γo(KrCt) ≥ γo(Kr)γo(Ct).
A square in a Cartesian product of two graphs G and H is a set of vertices of GH formed
by four different vertices (ui, vk), (ui, vl), (uj, vk), (uj, vl) such that ui ∼ uj in G and vk ∼ vl in H .
Lemma 21. Let G and H be two graphs such that they are cycles or paths and let S be a γo(GH)-
set. For any square A of GH it follows that |S ∩A| ≥ 2.
Proof. The result follows directly from the fact that if at least three of the vertices of the square
A = {(ui, vk), (ui, vl), (uj, vk), (uj, vl)} do not belong to S, then (at least) for one of these three
vertices, say (ui, vk), it is satisfied that δS(ui, vk) ≥ 2, which is a contradiction because GH has
maximum degree four and by (2) we know that for every (u, v) ∈ S, it follows δS(u, v) ≤ 1.
Proposition 22. Let PrPt be a grid graph.
(i) If r and t are even, then γo(PrPt) =
rt
2
.
(ii) If r is even and t is odd, then γo(PrPt) =
r(t−1)
2
+
⌈
r
3
⌉
.
(iii) If r and t are odd, then (r−1)(t−1)
2
+
⌈
r
3
⌉
+
⌈
t
3
⌉
≤ γo(PrPt) ≤
r(t−1)
2
+
⌈
r
3
⌉
.
Proof. Let V1 = {u1, u2, ..., ur} and V2 = {v1, v2, ..., vt} be the sets of vertices of Pr and Pt,
respectively. Here adjacent vertices have consecutive subscripts. Let S be a γo(PrPt)-set.
Suppose r and t are even. Since there exists a vertex partition of PrPt into
rt
4
disjoint
squares, by Lemma 21 we have that γo(PrPt) = |S| ≥
rt
2
. Moreover, by Proposition 8 we have
γo(PrPt) = |S| ≤
rt
2
. Therefore, (i) follows.
Now we suppose r is even and t is odd. Since there exists a vertex partition of PrPt−1 into
r(t−1)
4
disjoint squares, by Lemma 21 we have that γo(PrPt) ≥
r(t−1)
2
+ |St|.
As above, let Vt be the set of vertices of the Pr-fiber corresponding to the vertex vt of Pt
and let St = S ∩ Vt. Notice that if a vertex of Vt, of degree two in PrPt, does not belong
to S, then its two neighbors belong to S. Also, if three vertices of Vr induce a path in PrPt,
then at least one of them belongs to S. Thus, we have that |St| ≥
⌈
r
3
⌉
and, as a consequence,
γo(PrPt) ≥
r(t−1)
2
+ |St| ≥
r(t−1)
2
+
⌈
r
3
⌉
.
On the other hand, let W be the subset of vertices of PrPt taken in the following way:
If r ≡ 0 (mod 3), then W is composed of pairs (ui, vj) with i ∈ {2, 5, 8, ..., r − 1} and j ∈
{1, 3, 5, ..., t − 2, t} as well as pairs (ui, vj) with i ∈ {1, 3, 4, 6, 7, ..., r − 3, r − 2, r} and j ∈
{2, 4, 6, ..., t− 3, t− 1}.
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Notice that in this case
|W | =
t− 1
2
r
3
+
t− 1
2
(
r −
r
3
)
+
r
3
=
r(t− 1)
2
+
r
3
=
r(t− 1)
2
+
⌈r
3
⌉
.
If r ≡ 1 (mod 3), then W is composed of pairs (ui, vj) with i ∈ {1, 4, 7, ..., r − 6, r − 3, r}
and j ∈ {1, 3, 5, ..., t − 2, t} as well as pairs (ui, vj) with i ∈ {2, 3, 5, 6, ..., r − 2, r − 1} and
j ∈ {2, 4, 6, ..., t− 3, t− 1}.
If r ≡ 2 (mod 3), then W is composed of pairs (ui, vj) with i ∈ {1, 4, 7, ..., r− 7, r− 4, r− 1}
and j ∈ {1, 3, 5, ..., t − 2, t} as well as pairs (ui, vj) with i ∈ {2, 3, 5, 6, ..., r − 3, r − 2, r} and
j ∈ {2, 4, 6, ..., t− 3, t− 1}.
Thus, in the above two cases (r ≡ 1 (mod 3) or r ≡ 2 (mod 3)) we have
|W | =
t− 1
2
⌈r
3
⌉
+
t− 1
2
(
r −
⌈r
3
⌉)
+
⌈r
3
⌉
=
r(t− 1)
2
+
⌈r
3
⌉
.
So, in all the above cases we have that |W | = r(t−1)
2
+
⌈
r
3
⌉
. Moreover, for every vertex (u, v) /∈ W we
have that δW (u, v) = 2 ≥ 1 = δW (u, v)+1, if (u, v) has degree two, δW (u, v) = 3 ≥ 1 = δW (u, v)+1,
if (u, v) has degree three, and δW (u, v) = 3 ≥ 2 = δW (u, v) + 1, if (u, v) has degree four. Thus, W
is a global offensive alliance and so, γo(PrPt) ≤
r(t−1)
2
+
⌈
r
3
⌉
. Therefore, (ii) follows.
Finally, we suppose r and t are odd. Since there exists a vertex partition of Pr−1Pt−1 into
(r−1)(t−1)
4
disjoint squares, using a similar argument to the above case we have that γo(PrPt) ≥
(r−1)(t−1)
2
+
⌈
t
3
⌉
+
⌈
r
3
⌉
. On the other hand, let Q be the subset of vertices of PrPt taken in the
following way:
If r ≡ 0 (mod 3), then Q is composed of pairs (ui, vj) with i ∈ {2, 5, 8, ..., r − 1} and j ∈
{1, 3, 5, ..., t − 2, t} as well as pairs (ui, vj) with i ∈ {1, 3, 4, 6, 7, ..., r − 3, r − 2, r} and j ∈
{2, 4, 6, ..., t− 3, t− 1}.
If r ≡ 1 (mod 3), then Q is composed of pairs (ui, vj) with i ∈ {1, 4, 7, ..., r − 6, r − 3, r}
and j ∈ {1, 3, 5, ..., t − 2, t} as well as pairs (ui, vj) with i ∈ {2, 3, 5, 6, ..., r − 2, r − 1} and
j ∈ {2, 4, 6, ..., t− 3, t− 1}.
If r ≡ 2 (mod 3), then Q is composed of pairs (ui, vj) with i ∈ {1, 4, 7, ..., r − 7, r − 4, r − 1}
and j ∈ {1, 3, 5, ..., t − 2, t} as well as pairs (ui, vj) with i ∈ {2, 3, 5, 6, ..., r − 3, r − 2, r} and
j ∈ {2, 4, 6, ..., t− 3, t− 1}.
Thus, in the above cases we have
|Q| =
⌈r
3
⌉ ⌈ t
2
⌉
+
(
r −
⌈r
3
⌉) ⌊ t
2
⌋
=
r(t− 1)
2
+
⌈r
3
⌉
.
Moreover, for every vertex (u, v) /∈ Q we have that δQ(u, v) = 2 ≥ 1 = δQ(u, v) + 1, if (u, v) has
degree two, δQ(u, v) = 3 ≥ 1 = δQ(u, v) + 1, if (u, v) has degree three, and δQ(u, v) = 3 ≥ 2 =
12
δQ(u, v) + 1, if (u, v) has degree four. Thus, Q is a global offensive alliance in PrPt and, as a
consequence, γo(PrPt) ≤
r(t−1)
2
+
⌈
r
3
⌉
. Therefore, (iii) follows.
Corollary 23. For any path graph Pr and any path graph Pt,
γo(PrPt) ≥ γo(Pr)γo(Pt).
Proposition 24. The global offensive alliance number of the cylinder graph PrCt is
γo(PrCt) =


rt
2
, if r is even,
(r−1)t
2
+
⌈
t
3
⌉
, if r is odd.
Proof. Let S be a γo(PrCt)-set. Let {u1, u2, ..., ur} and {v0, v1, ..., vt−1} be the sets of vertices of
Pr and Ct, respectively (Here adjacent vertices have consecutive subscripts. In the case of Ct, the
subscripts are taken modulo t). We differentiate the following cases.
Case 1: r even. As above, let Vj be the vertex set of the vj-fiber and let Sj = PPr(S ∩ Vj). Let
(ui, vj) be a vertex not belonging to S. Since every vertex of PrCt has degree three or four and S
is a global offensive alliance, if (ui+1, vj) 6∈ S, then (ui, vj+1), (ui+1, vj+1) ∈ S, and if (ui, vj+1) 6∈ S,
then (ui+1, vj), (ui+1, vj+1) ∈ S. Thus, for every j ∈ {0, 1, ..., t− 1}, |Sj ∪ Sj+1| ≥ r. Hence
2|S| =
t−1∑
j=0
|Sj ∪ Sj+1| ≥ rt.
Therefore, we have that γo(PrCt) ≥
rt
2
. Since every cycle Cn (every path Pn) can be partitioned
into a global strong offensive alliance of cardinality
⌊
n
2
⌋
and a global offensive alliance of cardinality⌈
n
2
⌉
, by Theorem 15 we have γo(PrCt) ≤
rt
2
.
Case 2: r odd. The number of squares of PrCt is (r − 1)t. By Lemma 21 we know that each
square of PrCt contains at least two vertices belonging to S, moreover, each vertex of S belongs
to four different squares, except the vertices of degree three which only belong to two different
squares. So, we have 2(r − 1)t ≤ 4(|S| − |S ′|) + 2|S ′|, where S ′ = {(u, v) ∈ S : d(u, v) = 3}.
Note also that if three vertices of degree three induce a path in PrCt, then at least one of them
belongs to S. Thus, |S ′| ≥ 2
⌈
t
3
⌉
. Hence, |S| ≥ (r−1)t
2
+
⌈
t
3
⌉
.
Now, let Y be the subset of vertices of PrCt which is formed by pairs (ui, vj) with i ∈
{1, 3, 5, ..., r} and j ∈ {k : 0 ≤ k ≤ t − 1, k ≡ 0 (mod 3)} as well as pairs (ui, vj) with
i ∈ {2, 4, ..., r − 1} and j ∈ {k : 0 ≤ k ≤ t− 1, k 6≡ 0 (mod 3)}.
Then, clearly |Y | =
⌈
r
2
⌉ ⌈
t
3
⌉
+
⌊
r
2
⌋
(t−
⌈
t
3
⌉
) = (r−1)t
2
+
⌈
t
3
⌉
. Now, since for every (u, v) /∈ Y we
have that δY (u, v) = 0 or δY (u, v) = 1, we conclude that Y is a global offensive alliance in PrCt
and, as a consequence, γo(PrCt) ≤ |Y | =
(r−1)t
2
+
⌈
t
3
⌉
. Therefore, the proof is complete.
Corollary 25. For any path graph Pr and any cycle graph Ct,
γo(PrCt) ≥ γo(Pr)γo(Ct).
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It was shown in [17] that the global offensive alliance number of a connected graph G of order
n is bounded by
γo(G) ≥
⌈
n
λ
⌈
δ + 1
2
⌉⌉
, (12)
where λ is the Laplacian spectral radius1 of G and δ its minimum degree. This bound will be
useful to prove the following result.
Proposition 26. Let r and t be two positive integers. If r, t have the same parity, then
γo(KrKt) =
⌈
rt
2
⌉
.
If r and t have different parity, then
⌈
rt(r + t− 1)
2(r + t)
⌉
≤ γo(KrKt) ≤
⌈
rt
2
⌉
.
Proof. Since every complete graph Kn can be partitioned into a global strong offensive alliance
of cardinality
⌊
n
2
⌋
and a global offensive alliance of cardinality
⌈
n
2
⌉
, by Theorem 15 we have
γo(KrKt) ≤
⌈
rt
2
⌉
.
On the other hand, in order to apply (12) to KrKt, we recall that in this case we have
order rt, degree r + t − 2 and Laplacian spectral radius λ = r + t. So, if r and t have the same
parity, then (12) leads to γo(KrKt) ≥
⌈
rt
2
⌉
, and if r and t have different parity, then (12) leads
to γo(KrKt) ≥
⌈
rt(r+t−1)
2(r+t)
⌉
. The proof is complete.
Corollary 27. For any complete graphs
γo(KrKt) ≥ γo(Kr)γo(Kt).
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