Abstract. The longtime behavior of solutions to a semilinear damped wave equation in a three-dimensional bounded domain with the nonlinearity rapidly oscillating in time (f = f (ε, u, t/ε)) is studied. It is proved that (under natural assumptions) the behavior of solutions whose initial energy is not very large can be described in terms of global (uniform) attractors A ε of the corresponding dynamical processes and that these attractors tend as ε → 0 to the global attractor A 0 of the corresponding averaged system. We also give the detailed description of these attractors in the case where the limit attractor A 0 is regular.
Abstract. The longtime behavior of solutions to a semilinear damped wave equation in a three-dimensional bounded domain with the nonlinearity rapidly oscillating in time (f = f (ε, u, t/ε)) is studied. It is proved that (under natural assumptions) the behavior of solutions whose initial energy is not very large can be described in terms of global (uniform) attractors A ε of the corresponding dynamical processes and that these attractors tend as ε → 0 to the global attractor A 0 of the corresponding averaged system. We also give the detailed description of these attractors in the case where the limit attractor A 0 is regular.
Moreover, we give explicit examples of semilinear hyperbolic equations where the uniform attractor c A ε (for the initial data belonging to the whole energy phase space) contains the irregular resonant part which tends to infinity as ε → 0 and formulate the additional restrictions on the nonlinearity f which guarantee that this part is absent.
Introduction.
We consider the following semilinear damped hyperbolic equation in a bounded smooth three-dimensional domain Ω ⊂ R 3 :
(0.1) ∂ 2 t u + γ∂ t u − ∆ x u + λ 0 u + f (ε, u, t/ε) = g, u t=τ = u τ , ∂ t u t=τ = u ′ τ , ∂ n u ∂Ω = 0.
Here γ and λ 0 are fixed positive constants, the external forces g ∈ L 2 (Ω), ε > 0 is a small parameter and the nonlinear interaction function f (ε, u, z) is smooth enough with respect to u and ε and is almost-periodic with respect to z (see Section 1 for the precise conditions).
As usual, we complete the family of problems (0.1) at ε = 0 by the following averaged equation:
(0.2) ∂ 2 tū + γ∂ tū − ∆ xū + λ 0ū +f (ū) = g, wheref (u) is the average of the almost-periodic function f (0, u, z). We also impose the standard dissipativity and growth restrictions on the averagef (u) which guarantee the global existence and dissipativity of solutions of equation (0.2) in the energy space E 1 (Ω) := H 2 (Ω) ∩ {∂ n u ∂Ω = 0} × H 1 (Ω) (the critical cubic rate of growth off is also allowed, see Section 1). It is also worth noting that no growth and dissipativity assumptions on the nonlinearities f (ε, u, z) for positive ε are imposed.
The long-time behavior of solutions to (0.1) in the autonomous case is usually described in terms of global attractors of the dynamical systems associated with the problem under consideration, see [3] , [19] , [29] and references therein.
The case of non-autonomous equations is essentially less understood. In fact, up to the moment, there are several natural approaches to extend the attractors theory to the non-autonomous case. One of them is based on a reduction of the non-autonomous dynamical process to the autonomous one, using the skew-product technique. The realization of this approach leads to the so-called uniform attractor A ε of equation (0.1) which is independent of t and is uniform with respect to all the nonlinearities φ(ε, u, t/ε) belonging to the hull H(f ) of the initial nonlinearity f , see [8] , [20] . The alternative approach interprets the attractor of the non-autonomous equation (0.1) as a non-autonomous set as well: A f (t), t ∈ R, see e.g. [12] , [22] .
The homogenization problems for individual solutions of evolution equations with rapidly oscillating spatial and temporal terms were investigated in [2] , [4] , [5] , [24] , [28] , [36] (see also references therein).
The homogenization of attractors were also studied by many authors. See, e.g. [6] , [27] for attractors of reaction-diffusion and hyperbolic equations in nonhomogenized spatially-periodic media with asymptotic degeneracy. The case of regular spatially almost-periodic media was considered in [13] . The homogenization aspects for the evolution problems with spatially rapidly oscillations in subordinated terms (i.e. for f = f (x/ε, u) or g = g(x/ε)) were considered in [16] and [17] . The temporal averaging of uniform attractors for evolutionary problems were studied in [21] (for the case of the nonlinear wave equation with rapidly oscillating in time external forces) and in [33] (for the case of singularly perturbed reactiondiffusion system with rapidly oscillating external forces). The non-autonomous regular attractors for reaction-diffusion equations with rapidly oscillating in time nonlinearities were investigated in [14] . The homogenization of trajectory attractors associated with ill-posed evolutionary mathematical physics equations (such as 3D Navier-Stokes equations, damped wave equations with supercritical nonlinearities, etc.) were studied in [8] and [11] .
In the present paper, we carry out a detailed analysis of problems related with the local and global averaging of the solutions of semilinear hyperbolic equations (0.1). In particular, we prove (in Section 2) that the dissipativity of the averaged system (0.2) in the energy space E 1 (Ω) implies the existence of a global bounded solution for problem (0.1) with the initial data ξ τ := (u τ , u ′ τ ) belonging to a large ball B R 0 (ε) (if ε > 0 is small enough) where the radius R 0 (ε) tends to infinity as ε → 0.
We also establish (in Section 3) that the longtime behavior of the solutions to equation (0.1) with the initial data belonging to B R 0 (ε) can be described in terms of the uniform attractor A ε of the corresponding dynamical process, and that the attractors A ε are uniformly bounded in E 1 (Ω) and tend (as ε → 0) to the global 2 (1.4) is uniform with respect to u belonging to bounded subsets as well. Namely, for every R ∈ R + , there exists a monotone function α R : R + → R such that lim ε→0 α R (ε) = 0 and
for every u such that |u| ≤ R and every t ∈ R, see [24] for the details. We now define, for every ε > 0, the function (1.6) f ε (u, t) := f (ε, u, t/ε) and complete this family of functions as ε = 0 by (1.7) f 0 (u) =f (u) := M(f (0, u, z))(u).
We will consider the functionf as the average of the functions (1.6).
We do not impose any growth or dissipativity assumptions on the functions f ε , which guarantee the global solvability of equation (0.1) for ε > 0. In contrast to this, the global solvability of the averaged equation (0.1) (with ε = 0) is crucial for our method, so we need the averagef to satisfy the following additional assumptions:
2. |f ′′′ (u)| ≤ C, ∀u ∈ R, 3. lim inf |u|→∞f ′ (u) ≥ 0.
We start our exposition with the following lemma which clarifies in what sense the functions f ε (u, t) tend tof (u) as ε → 0.
Lemma 1.1. Let the above assumptions hold and let ϕ ε andφ be one of the following functions f ε , ∂ u f ε , ∂ 2 u f ε andf , ∂ uf , ∂ 2 uf respectively. Then, for every R > 0, the following estimate holds:
(1.9) t+τ t [ϕ ε (u, t) −φ(u)] dt ≤ α R (ε), ∀|u| ≤ R, t ∈ R, τ ∈ [0, 1], ε ≥ 0 where the monotonic function α R (ε) is independent of u, t and τ and satisfies the condition lim ε→0 α R (ε) = 0.
Proof. Thanks to (1.2) , it is sufficient to estimate the following term and its first and second derivatives with respect to u. But, due to our assumptions, the function z → f (0, u, z) and its first and second derivative with respect to u are almost-periodic as C loc (R)-valued functions and, consequently, the required estimate is an immediate corollary of estimates (1.1) and (1.5) (with φ = f, f ε 1/2 ≤ τ ≤ 1, then, due to estimate (1.5), we may estimate the right-hand side of (1.10) in terms of τ α R (ε/τ ) ≤ α R (ε 1/2 ) and Lemma 1.1 is proven.
As usual, in order to study the attractors of non-autonomous equation (0.1), it is useful to consider not only the initial nonlinearity f ε , but also all of the nonlinearities belonging to the hull of the initial nonlinearity f ε . Definition 1.2. Let f (ε, t, z) satisfy the above assumptions and the function f ε be defined by (1.6). Then the hull H(f ε ) of f ε is the following set:
where [·] V denotes the closure in the space V . Then, since the functions f ε (u, t),
3 ) (due to the Bochner-Amerio criterium, see [24] ). Lemma 1.3. Let the above assumptions hold. Then every function φ ε (u, t) = φ(ε, u, z), z = t/ε, belonging to the hull H(f ε ) of the initial nonlinearity f ε satisfies inequalities (1.1), (1.2) and (1.9) with the same constants C R and monotonic functions Q and α R as the initial nonlinearity f ε .
Indeed, this assertion is a standard corollary of the definition of the hull (1.11), see, e.g. [8] .
We now define the scale E s (Ω), s ∈ R, of energy spaces associated with the hyperbolic equation (0.1) with Newmann boundary conditions via
and
N ) is a scale of Hilbert spaces generated by the Laplace operator in Ω with Newmann boundary conditions. Then, as is well known,
where H s (Ω) are the classical Sobolev spaces in Ω, see [31] for the details. To simplify the notations, we will write below E(Ω) instead of E 0 (Ω). In the next two Lemmata, we obtain the analogues of estimate (1.9) for the case where the parameter u depends on t and x (u = u(t, x)). Lemma 1.4. Let the above assumptions hold and let u(t) = u(t, x) be a function satisfying
Then, for every ε > 0 and φ ε ∈ H(f ε ), the following estimate holds:
for all t, t+τ ∈ [0, T ] and τ ∈ [0, 1] where the monotonic function α R (ε) is the same as in (1.9) and the constants C R and C ′ R are independent on ε, t, T , φ ε and u.
Proof. We consider below only the case φ ε = f ε (the general case reduces to this one, due to Lemma 1.3). Let us first prove estimate (1.15) . To this end, we use the following obvious identity:
Integrating this identity over s ∈ [t, t + τ ], we derive
We now note that estimate (1.14) and the embedding H 2 (Ω) ⊂ C(Ω) (we recall that n = 3) imply that
and, consequently, we may use inequality (1.9) (with φ ε = f ε and φ ε = ∂ u f ε ) in order to estimate the first term and the internal integral in the second term in the right-hand side of (1.18) which gives estimate (1.15). Let us now consider estimate (1.16). Indeed, integrating by parts the left-hand side of (1.16), we have
Estimating the first term and the internal integral in the second term in the righthand side of (1.20) using (1.18) (with f ε replaced by ∂ u f ε ) and Lemma 1.1, we derive estimate (1.16) and finish the proof of Lemma 1.4.
We now consider the analogue of estimate (1.15) for the case of less regular functions u. To this end, we need the following additional assumption on the growth of the nonlinearity f :
where C is independent of t ∈ R and δ is some positive number.Lemma 1.5. Let the nonlinearity f ε satisfy the additional assumption (1.21) and let u(t, x) be a function satisfying
Then, for every φ ε ∈ H(f ε ), estimate (1.15) holds (with some new monotonic function α R which is independent of t, τ , φ ε and u and tends to zero as ε → 0).
Proof. As in Lemma 1.4, we give the proof for φ ε = f ε only and the general case is completely analogous due to Lemma 1.3. We also note, that in contrast to the proof of Lemma 1.4, we do not have now the estimate of the C-norm of the function u and, consequently, we cannot directly apply Lemma 1.1 for estimating the integrals in the right-hand side of (1.18). In order to overcome this difficulty, we introduce, for every N > 0 and t ∈ [0, T ], the following sets
Then, due to embedding 
where the positive constants C R , C ′ R , α 1 and α 2 are independent of N , ε, u, s and t. Thus, due to estimate (1, 24) and Lemma 1.1, we have
where the constants C ′ R and α 2 are defined in (1.24) and the function α N (ε) is the same as in Lemma 1.1. Fixing now the parameter N = N (ε) in the right-hand side of (1.25) in an optimal way (i.e., as a solution of N −α 1 = α N (ε)), we derive that the right-hand side of (1.25) tends to zero as ε → 0 uniformly with respect to u, t, κ ∈ [0, T ] and τ ∈ [0, 1]. Moreover, arguing analogously, we can verify that (1.25) remains true with f ε andf replaced by ∂ u f ε and ∂ uf respectively. Inserting now these estimates into the right-hand side of (1.18) and using that
where the monotonic function α ′ R (ε) is independent of u, t and τ ∈ [0, 1] and tends to zero as ε → 0. In order to deduce the analogue of (1.26) for the L 2 -norm, there remains to note that, due to estimate (1.22) , embedding H 1 (Ω) and growth restrictions (1.21), we have
for some positive exponent δ 1 = δ 1 (δ). Estimates (1.26) and (1.27) together with the interpolation inequality give estimate (1.15) and finish the proof of Lemma 1.5.
To conclude the section, we discuss the rate of convergence to zero of the functions α R (ε) in Lemma 1.1 as ε → 0. To this end, we assume, in addition, that the function f (0, u, z) −f (u) has a bounded primitive F (u, z), i.e.
, for some monotonic function Q which is independent of z.
Under these assumptions, we have the linear rate of decaying of α R as ε → 0. 
where the constant C R is independent of ε.
Proof. Indeed, due to estimate (1.2) it is sufficient to estimate the term in the lefthand side of (1.10) and its first and second derivatives with respect to u. In order to do so, we transform the right-hand side of (1.10), using (1.28), as follows:
Estimate (1.30) is now an immediate corollary of assumption (1.29). Lemma 1.6 is proven.
Remark 1.7. By definition, see (1.7), the function f ε (0, u, z) −f (u) has zero mean. Therefore, condition (1.29) will be always satisfied if the function f (0, u, z) is periodic with respect to z. Consequently, (1.30) is automatically satisfied for periodic nonlinearities f . Unfortunately, for more general quasi-periodic or almostperiodic functions, the sole zero mean assumption is not sufficient in order to obtain the bounded primitive (since the so-called small denominators may appear under the integration, see [23] or [24] ). Thus, in this case, some additional assumptions (e.g., some decay assumptions on the Fourier amplitudes of f (0, u, z) or some kind of Diophantine conditions on its Fourier frequences) are required in order to have estimate (1.30), see [14] , [16] , [17] and [24] . §2 The local averaging and the global existence of strong solutions.
In this section, we prove the existence of a global strong solution of the nonaveraged equation (0.1) if ε is small enough and the initial E 1 -energy is not very large. We obtain this result by comparison of the solution of equation (0.1) with the corresponding solution of the averaged equation which obviously has the following form:
Theorem 2.1. Let the functionf satisfy assumptions (1.8) and g ∈ L 2 (Ω). Then, for every τ ∈ R and ξ τ ∈ E 1 (Ω), equation (2.1) has a unique solutionū(t) which satisfies the following estimate:
where t ≥ τ and the positive constant α and the monotonic function Q are independent of τ , t, ξ τ and g.
The proof of this result can be found, e.g. in [3] . Let us now consider the non-averaged equation (0.1). As usual, in order to study the long-time behavior of solutions of this equation, it is useful to consider a family of equations of the form (0.1) with all nonlinearities φ ε , belonging to the hull H(f ε ) of the initial nonlinearity. To be more precise, for every ε > 0, τ ∈ R and every φ ε ∈ H(f ε ), we consider the following problem:
We first establish the existence of a solution u(t) on a finite interval [0, T ] if ε is small enough.
Theorem 2.2. Let the function f (ε, u, z) satisfy the assumptions of Lemma 1.1. Then, for every T > 0 and R > 0, there exists ε 0 = ε 0 (T, R) such that for every
3) has a unique strong solution u ε (t) on the interval t ∈ [τ, τ + T ] and the following estimate holds:
where the function α R (ε) is the same as in Lemma 1.1 and positive constants C T,R , C R and β are independent of τ , ξ τ , ε ≤ ε 0 and φ ε ∈ H(f ε ).
Proof. We are going to construct the desired solution u ε (t) as a small perturbation of the corresponding solutionū(t) of the averaged equation (2.1) (with the same initial conditions) based on estimates of Lemma 1.4, estimate (2.2) and the implicit function theorem. For simplicity, we below consider only the case φ ε = f ε and τ = 0 (the general case is completely analogous to this one, thanks to Lemma 1.3). We introduce a new unknown function w ε (t) := u ε (t) −ū(t) which should satisfy the following equation:
We are going to apply the implicit function theorem to equation (2.5) . To this end, we define the space (2.6)
and invert the linear part of equation (2.5) . Then, we obtain the relation
where H T : h → ξ θ is the solving operator of the linear hyperbolic problem
Let us introduce an operator Φ :
where
In order to study function (2.9), we need the following lemma Lemma 2.3. The operator T 1 satisfies the following estimate:
, where the function α R (ε) is the same as in Lemma 1.1 and the positive constants C T,R , C R and β are independent of ε, ξ 0 and ξ w .
Proof. Indeed, thanks to estimates (1.15), (2.2) and (A.4) (with s = 0), we have
On the other hand, it follows from assumption (1.1) and the dissipative estimate (2.2) that f ε (w(t) +ū(t), t) −f (w(t) +ū(t)) H 2 (Ω) ≤ C ′′ R and, consequently, due to (A.2), we have (2.12) 
Moreover, since the differentiability of the operator T 0 with respect to ξ w is obvious, then (2.14)
and Φ(ξ w , ξ 0 , ε) and D ξ w Φ(ξ w , ξ 0 , ε) tend to Φ(ξ w , ξ 0 , 0) and D ξ w Φ(ξ w , ξ 0 , 0) as ε → 0 respectively (and this convergence is uniform with respect to ξ 0 ). Thus, in order to deduce estimate (2.4) from (2.7) and the implicit function theorem, there only remains to verify that the operator (2.14) is (uniformly with respect to ξ 0 ) invertible in L T . 11
Lemma 2.4. The equation
has a unique solution ξ θ , for every ξ v ∈ L T , and the following estimate holds:
, where ξ θ is a solution of (2.15). Then, this function obviously satisfies the equation:
We recall that, due to estimate (2.2), we have
The existence of a solution of (2.17) and estimate (2.16) is now an immediate corollary of this estimate and the classical E 1 -energy estimates for the solutions of linear hyperbolic equations, see e.g., [3] or [29] . Lemma 2.4 is proven.
Thus, we have verified that operator (2.9) (in which ξ 0 is interpreted as a parameter) satisfies all of the assumptions of the implicit function theorem and, consequently, the desired solution ξ w ε can be found in a unique way from the equation
if ε is small enough. Moreover, estimate (2.4) is now a standard corollary of estimates (2.10). Theorem 2.2 is proven.
Remark 2.5. We note that the right-hand side of (2.4) tends to zero as ε → 0 and, consequently, the solution u ε (t) of equation (2.3) with rapidly oscillating in time coefficients tends to the corresponding solutionū(t) as ε → 0 on every finite interval [τ, τ +T ]. Thus, Theorem 2.2 can be interpreted as the analogue of the first Bogolubov's theorem for the hyperbolic equation of the form (2.3), see [5] , [26] . We now recall that, only the averaged nonlinearityf is assumed to satisfy the dissipativity and growth assumptions which guarantee the existence of the global solutions. Thus, in general, we do not have the existence of a global solution for equation (2. 3) if ε > 0. Nevertheless, estimates (2.2) and (2.4) allow to prove the global existence if ε > 0 is small enough and the E 1 -energy of the initial data ξ τ is not very large. To be more precise, the following result holds. Corollary 2.6. Let the assumptions of Theorem 2.2 hold. Then, there exists ε 0 > 0 and a monotone decreasing function R 0 : (0, ε 0 ] → R + such that lim ε→0 R 0 (ε) = ∞ and, for every ε ≤ ε 0 , τ ∈ R, φ ε ∈ H(f ε ) and ξ τ ∈ E 1 (Ω) which satisfies the condition
) and the following estimate is valid:
where positive constant α and monotonic functionQ are independent of ε, τ , φ ε and ξ τ .
Proof. Instead of constructing the function R 0 (ε), it is more convenient to construct the inverse function ε 0 (R). Indeed, let R be an arbitrary sufficiently large number
where Q is the same as in estimate (2.2)). Then, we fix T = T (R) as a solution of the following equation
Finally, we fix ε 0 = ε 0 (R) such that
where the constants C R , β and C T,R and the function α R (ε) are the same as in Theorem 2.2. We claim that, if ε ≤ ε 0 and ξ
3) has a solution u(t) which satisfies estimate (2.21). Indeed, thanks to Theorem 2.2, equation (2.3) has a solution u(t) which satisfies the estimate
whereū(t) is the corresponding solution of the averaged equation (2.1). On the other hand, thanks to estimate (2.2) and equation (2.23), we have the estimate
). Combining this estimate with (2.25), we derive that
Thus, we may apply again Theorem 2.2 in order to construct the solution of equation (2.3) on the interval [τ + T, τ + 2T ] with ξ u t=τ +T = ξ u (τ + T ). Iterating this procedure, we obtain the global solution u(t) of equation (2.3) defined for every t ∈ [τ, +∞) such that
Estimate (2.21) is now a corollary of (2.2), (2.27) and (2.25). Since the strong solution
) is unique then Corollary 2.6 is proven.
Thus, for sufficiently small ε and every φ ε ∈ H(f ε ), equation (2.3) defines a family of solving operators
, where u(t) is a solution of (2.3) which exists thanks to Corollary 2.6. Moreover, these families, obviously, satisfy the following translation identity:
for every φ ε ∈ H(f ε ), t, τ, s ∈ R and t ≥ τ , where the shift operator is defined in (1.11). We also note that the limit case ε = 0 corresponds to the autonomous equation (2.1) whose solutions exist globally for every ξ τ ∈ E 1 (Ω), consequently, this equation generates a semigroup {S t , t ≥ 0} in the whole phase space E 1 (Ω):
The rest of this section is devoted to study the analytic properties of operators (2.28). We start with the standard result on the differentiability with respect to the initial data ξ τ .
Proposition 2.7. Let the assumptions of Corollary 2.6 hold. Then, for every
is an arbitrary vector and w θ (t) is a solution of the following equation of variations:
Moreover, this derivative satisfies the following estimates:
where the constants C and K depend on ξ τ E 1 , but are independent of ε, t, τ and φ ε , and, for every ξ τ 1 and ξ τ 2 belonging to B R 0 (ε) , we have
where the constants C and K are also independent of t, τ , ε and φ ε .
Indeed, Proposition 2.7 is a standard corollary of estimate (A.2) with s = 1, estimate (2.21) and assumption (1.1) on the nonlinearity f (since all of these estimates are uniform with respect to ε, then (2.32) and (2.33) will be also uniform with respect to ε), so we left its rigorous proof to the reader.
We now establish the convergence of operators (2.28) to the limit semigroup S t as ε → 0. Proposition 2.8. Let the assumptions of Corollary 2.6 hold. Then the operators U φ ε (t, τ ) tend to S t−τ as ε → 0 in the following sense:
where the constants C R and K depend on R (we recall that ξ τ E 1 (Ω) ≤ R ≤ R 0 (ε)) but are independent of t, τ , ε and φ ε and the positive constant β and the monotonic function α R (ε) are the same as in Theorem 2.2.
Proof. Estimate (2.34) can be easily deduced from the implicit function theorem (to this end, we only need to verify that function (2.9) is differentiable with respect to ξ 0 ), but we prefer to give an independent proof of this fact. We restrict ourselves to consider only the case φ ε = f ε and τ = 0 (the general case is analogous due to Lemma 1.3). Let us first verify estimate (2.34) for the first term in the left-hand side. Indeed, let u ε (t) := U f ε (t, 0)ξ 0 andū(t) := S t ξ 0 be solutions of equations (2.3) and (2.1) respectively and let w ε (t) := u ε (t) −ū(t). Then, this function satisfies equation (2.5). Let us now introduce a new function θ(t) as a solution of the following auxiliary equation:
Estimates (1.1), (1.15) and (2.21) imply that
where the constant C R depends only on R and the function α R is the same as in (1.15). Thus, thanks to estimates (A.2), (A.4) and the interpolation inequality, we have (see the proof of Lemma 2.3)
where the constants C ′′ R and C R depend only on R and the positive constant β and the function α R are the same as in Theorem 2.1.
Let now v ε (t) := w ε (t) − θ(t). Then, this function satisfies
Using now estimates (1.1), (2.2), (2.21) and the fact that the space H 2 (Ω) is an algebra (we recall that n = 3), we deduce in a standard way that
where C ′′′ R depends only on R. Applying estimate (A.2) to equation (2.38) and using estimates (2.37), (2.39) and the Gronwall's inequality, we finally derive that
Thus, the first term in the right-hand side of (2.34) is estimated. The second term can be estimated analogously: we should consider the difference between the nonaveraged (cf. (2.31)) and averaged equation of variations and use estimate (2.16) instead of (2.15). Proposition 2.8 is proven.
We also note that, although we consider only the spatially homogeneous nonlinearities f ε (u, t), this assumption is not crucial for our method and the results remain true for more general nonlinearities f ε (u, t, x) (under some smoothness assumptions on f ε with respect to x).
To conclude, we observe that the Newmann boundary condition is also not essential for our technique. The only difference (e.g., with the case of Dirichlet boundary conditions) is that the analogue of estimate (A.2) with s > 1/2 requires the boundary condition h(t) ∂Ω = 0 (in fact, we do not know whether or not estimate (A.2) holds without this assumption). Thus, in the case of Dirichlet boundary conditions, we need to assume, in addition, that
§3 The attractors and their averaging.
In this section, we start to study the long-time behavior of solutions of (2.3) in the case where ε > 0 is small enough. We recall that, in contrast to the case ε = 0, for positive ε, we have the global existence of a solution for the initial data belonging to the ball B R 0 (ε) of radius R 0 (ε) in E 1 (Ω) only (see Sections 6 and 7 for the discussion of the case where the initial data does not belong to this ball). So, it is natural to consider this ball as the phase space for problem (2.3) and, thus, to construct the attractors for the solutions whose initial data belong to B R 0 (ε) only. We also note that the main estimate (2.21) is not strong enough to conclude that the solving operators (2.28) map B R 0 (ε) to itself, for every t ≥ τ . Nevertheless, it follows from (2.21) that there exists T 0 = T 0 (ε) which is independent of t,τ and φ ε such that
which is quite enough for the attractors theory.
It is worth to recall here that, in contrast to the limit equation (2.1), equations (2.3) are non-autonomous, thus, operators (3.1) do not generate a semigroup in the phase space B R 0 (ε) and the standard concept of a global attractor is not directly applicable here. Up to now, two major possibilities to generalize the concept of a global attractor to non-autonomous equations are known. The first one is to reduce the non-autonomous dynamical system to the autonomous one defined on the properly extended phase space. This approach naturally leads to the concept of the so-called uniform attractor, see [8] , [19] and the explanations below. The alternative approach is the so-called pullback attractor which treats the attractor of the non-autonomous equation as a non-autonomous set as well and, therefore, does not require the reducing to the autonomous system, see [12] and [22] .
We start our exposition by the uniform attractor (and the pullback attractor will be discussed at the end of the section). To this end (following the standard scheme, see e.g. [8] ), we define the extended phase space for dynamical system (3.1) as follows
(where the hull H(f ε ) is endowed by the topology of C b (R + , C 3 loc (R))) and define the extended semigroup S ε t associated with problems (2.3) on Φ ε via
It is well known that (3.3) generates indeed a semigroup in Φ ε , therefore, we may consider its global attractor.
2) This set is strictly invariant, i.e. S ε t A ε = A ε ; 3) This set attracts all (bounded) subsets of Φ ε , i.e., for every B ⊂ Φ ε and every neighborhood O(A ε ) of the attractor A ε in Φ ε , there exists T = T (B, O) such that
If the set A ε is the global attractor of the extended semigroup (3.3) then, by definition, the uniform attractor A ε of the family (3.1) is a projection of A ε to the first component of the Cartesian product
see [8] for the details.
The following theorem establishes the existence of the uniform attractor A ε for the family (3.1) associated with nonautonomous hyperbolic equations (2.3).
Theorem 3.2. Let the assumptions of Corollary 2.6 hold. Then, semigroup (3.3) possesses a global attractor A ε and, consequently, each dynamical processes (3.1) possess a uniform attractor A ε . Moreover, these attractors are uniformly (with respect to ε) bounded in the space E 1 (Ω), i.e.
and possess the following description:
where K φ ε is a union of all solutions u(t) of equation (2.3) (with the fixed nonlinearity φ ε ∈ H(f ε )) which are defined for every t ∈ R and satisfy ξ u (t) E 1 (Ω) ≤R, for every t ∈ R (K φ ε is a kernel of equation (2.3) in the terminology of [8] ).
Proof. According to the existence theorem for the global and uniform attractors, see [8] or [29] , we need to verify the following conditions: 1) Operators (3.3) are continuous in Φ ε for every fixed t; 2) There exists a compact attracting set B ε ⊂ BR × H(f ε ) of this semigroup. Moreover, the first condition of this theorem is obvious (see Proposition 2.7), so there only remains to construct the compact attracting set B ε . To this end, we first note that, due to estimate (2.21), the set
where BR be theR ball of the space E 1 (Ω), will be an absorbing set for semigroup (3.3) ifR is large enough (which is, however, not compact in Φ ε ). In order to construct the compact analogue of (3.8), we split an arbitrary solution u of (2.3) with the initial data belonging to BR as a sum of three functions: u(t) = G + v(t) + w(t), where G solves the linear elliptic problem
the function v(t) solves the linear homogeneous hyperbolic problem
, ξ v t=τ = ξ u t=τ and the remainder w(t) is a solution of (3.11) ∂ 2 t w + γ∂ t w − ∆ x w + λ 0 w = h u (t) := −φ ε (u(t), t), ξ w t=τ = 0. Then, obviously G ∈ H 2 (Ω) and, consequently, ξ G := (G, 0) ∈ E 1 (Ω) and, thanks to Proposition A.1, we have
for some positive α. Moreover, due to estimates (1.1), (2.28), Lemma 1.3 and the fact that ξ u (τ ) ∈ BR, we have
where C is independent of ε, ξ u (τ ), t and φ ε . Thus, applying Proposition A.1 to equation (3.11), we derive that
where 0 < δ < 1/2 and the constantR 1 which is independent of ε, t, τ and φ ε . Estimates (3.12) and (3.14) show that the set
is a uniform (with respect to t, τ and φ ε ) attracting set for family of the processes (3.1). Thus, taking into account that the hull H(f ε ) is compact in C b (R, C 3 loc (R)) (due to the almost-periodicity of f ε , see Definition 1.2), we finally derive that the set B ε := BR 1 ,δ (G) × H(f ε ) is a compact attracting set for semigroup (3.3) in Φ ε .
Therefore, all the assumptions of the attractor existence theorem are verified for the semigroup (3.3) and, consequently, this semigroup indeed possesses the global attractor A ε ⊂ B ε . It remains to note that estimate (3.6) is an immediate corollary of this embedding and our construction of the set B ε and description (3.7) is a standard corollary of the abstract attractors existence theorem mentioned above, see [8] . Theorem 3.2 is proven. 1) A ε is compact in E 1 (Ω); 2) A ε is a uniform (with respect to τ ∈ R) attracting set of (3.1), i.e., for every (bounded) B ⊂ B R 0 (ε) , we have
where dist V (X, Y ) denotes the non-symmetric Hausdorff distance between sets X and Y in a metric space V ;
3) The set A ε is a minimal compact set which satisfies properties 1) and 2). The equivalence of this definition and Definition 3.1 is proved in [8] .
We now recall, that in the limit case ε = 0, we have the autonomous equation (2.1) which generates semigroup (2.30) on the whole space E 1 (Ω) and, consequently, has a global attractor A 0 . The next result shows that, in a sense, this attractor can be interpreted as the average of attractors A ε .
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Indeed, thanks to Proposition 2.8, family (3.1) of the dynamical processes associated with equation (2.3) tends uniformly (with respect to φ ε ∈ H(f ε )) as ε → 0 to the limit semigroup (2.30) associated with the limit autonomous equation (2.1). Thus, semicontinuity (3.16) is an immediate corollary of estimate (3.6) and the abstract theorem on the upper semicontinuity of the global (uniform) attractors, see e.g., [3] and [8] (see also the proof of Corollary 3.5 below).
We now discuss the rate of convergence of the non-averaged attractors A ε to the averaged one A 0 (in the sense of the upper semicontinuity) as ε → 0. We recall that this rate of convergence essentially depends on the rate of attraction to the limit attractor A 0 and, since this rate of attraction can be arbitrarily slow in general, we cannot obtain the estimates of the rate of convergence of A ε to A 0 without the additional assumptions on the limit attractor A 0 . One of the most natural additional assumptions is that the limit global attractor A 0 is exponential, see [3] , [13] , [14] . The latter means that, there exists a positive constant α > 0 and the monotonic function Q such that, for every bounded subset B ⊂ E 1 (Ω), we have
Here and below, the symbol dist V (X, Y ) denotes the nonsymmetric Hausdorff semidistance between sets X and Y in a metric space V .
Corollary 3.5. Let the assumptions of Theorem 3.2 hold and let, in addition, estimate (3.17) be satisfied. Then, the following estimate holds:
where the positive constants C and κ are independent of ε,R is the same as in Theorem 3.2 and the function α C R (ε) is the same as in (2.34).
Proof. Indeed, let ε > 0 be small enough and ξ ∈ A ε be an arbitrary point. Then, thanks to description (3.7) there exist φ ε ∈ H(f ε ) and a solution u ε (t), t ∈ R, of equation (2.3) such that ξ u ε ∈ K φ ε and ξ u ε (0) = ξ. Fix now an arbitrary T > 0 and consider a solutionū(t), t ≥ −T such that ξ u ε (−T ) = ξū(−T ). Then, on the one hand, thanks to Proposition 2.8 and estimate (3.6), we have
and, on the other hand, thanks to (3.17), we have
Combining (3.19) and (3.20) and taking into account that ξ ∈ A ε is arbitrary, we derive that
Optimizing the right-hand side of (3.21) with respect to T (i.e., fixing T = T (ε) as a solution of e −αT = e KT α CR (ε) β ), we derive estimate (3.18) and finish the proof of Corollary 3.5.
We now recall that assumption (3.17) is satisfied for generic external forces g ∈ L 2 (Ω) (for which all of the equilibria of equation (2.1) are hyperbolic, see [3] ). In this case, the limit attractor A 0 has a specific structure (the so-called regular attractor in the terminology of [3] , see also Section 5 below) which allows to prove, for instance, that the family of attractors A ε is also lower semicontinuous as ε = 0 and to obtain the analogue of (3.18) for the symmetric Hausdorff distance. However, in order to study the non-autonomous perturbations of regular attractors, it is more convenient to use the alternative concept of the pullback attractor. Definition 3.6. Let {U (t, τ ), τ ∈ R, t ≥ τ } be a dynamical process in a metric space Ψ which satisfies the cocycle property:
Then, the set-valued function t → A(t) is a pullback attractor of this process if the following conditions hold:
1) The sets A(t) ⊂ Ψ are compact for every t ∈ R;
2) The sets A(t) are strictly invariant, i.e. U (t, τ )A(τ ) = A(t).
3) The pullback attraction property is satisfied, i.e., for every bounded subset B ⊂ Ψ and every t ∈ R, we have
Corollary 3.7. Let the assumptions of Theorem 3.2 hold. Then, for every ε ≤ ε 0 and every φ ε ∈ H(f ε ), dynamical process (3.1) possesses the pullback attractor A φ ε (t) which has the following structure:
where the sets K φ ε are defined in Theorem 3.2.
Indeed, according to the general theory (see [8] ), the existence of the uniform attractor A ε implies the existence of the pullback attractors A φ ε (t) for every dynamical process U φ ε (t, τ ), φ ε ∈ H(f ε ), and relation (3.24).
Remark 3.8. In general, the convergence in (3.23) is not uniform with respect to t ∈ R and (consequently) the sets U φ ε (t + T, t)B are not necessarily converge to A φ ε (t + T ) as T → +∞. Nevertheless, in contrast to what generally happens, we prove in Section 5 below that we have this convergence (which will be even exponential) in the case where the limit attractor A 0 is regular and ε > 0 is small enough.
We also mention the following obvious, but useful, relation between the uniform and pullback attractors:
which is an immediate corollary of (3.7) and (3.24).§4 Averaging near the hyperbolic equilibrium.
In this section, we investigate the behavior of solutions of the non-averaged system (2.3) in a small neighborhood of the hyperbolic equilibrium of the averaged system (2.1) if ε > 0 is small enough. In particular, we construct here the nonautonomous unstable manifold associated with this equilibrium which is necessary for studying (in the next section) the non-autonomous perturbations of the averaged regular attractor A 0 . Since all the results of this section are more or less standard corollaries of Propositions 2.7 and 2.8 and the implicit function theorem, we only give below the necessary definitions and statements and indicate the main ideas of their proofs leaving the details to the reader (see also [14] and [18] ).
We assume from now on that ξ z 0 := (z 0 , 0), z 0 = z 0 (x) is a hyperbolic equilibrium of equation (2.1), i.e. −∆ x z 0 + λ 0 z 0 +f (z 0 ) = g, z 0 ∂Ω = 0 and the spectrum of the linearization of (4.1) near ξ z 0 does not contain zero:
Then, according to Proposition 2.7, the Frechet derivative D ξ 0 S t (ξ z 0 ) of the semigroup S t generated by the averaged equation (2.1) at ξ z 0 satisfies the following linear equation 
and there exist positive constants C and α such that, for every t ≥ 0 (4.5)
see e.g., [3] . We denote by Π ± : E 1 (Ω) → E ± the spectral projectors associated with decomposition (4.5).
The main task of this section is to obtain the nonlinear and non-autonomous analogue of decomposition (4.4) for the case of equation (2.3) in a small neighborhood of z 0 . To this end, we first construct the analogue of the equilibrium z 0 for equation (2.3).
Theorem 4.1. Let the assumptions of Theorem 3.2 hold and let ξ z 0 be a hyperbolic equilibrium of equation (2.1). Then there exist ε 0 > 0 and a small neighborhood V z 0 of the equilibrium ξ z 0 in E 1 (Ω) such that, for every ε < ε 0 and φ ε ∈ H(f ε ), equation (2.3) possesses a unique solution u φ ε ,z 0 (t), t ∈ R such that
Moreover, this solution is almost-periodic with respect to t (as a E 1 (Ω)-valued function) with the same frequency basis as the nonlinearity f ε and tends to ξ z 0 as ε → 0:
whereR is the same as in Theorem 3.2 the function α CR (ε) β is the same as in Proposition 2.8 and the constant C is independent of ε, t, and φ ε .
Sketch of the proof. Following [14] , instead of solving (2.3), we solve the equivalent difference equation
To this end, we introduce an operator
Then, due to Propositions 2.7 and 2.8, the operators U φ ε (n, n − 1) tend together with the Frechet derivative to the solving operator S 1 of the averaged equation (2.1) (uniformly with respect to n and φ ε ). Thus, Φ(ξ z 0 , 0) = 0. Consequently, in order to apply the implicit function theorem to (4.9), it remains to verify that the derivative
is invertible in L(E 1 ), but this fact is a standard corollary of exponential dichotomy (4.5). Thus, thanks to the implicit function theorem, there exists a neighborhood V z 0 of ξ z 0 and ε 0 > 0 such that, for every ε < ε 0 and φ ε ∈ H(f ε ), there exists a unique sequence ξ(n) = ξ φ ε ,z 0 (n) which belongs to V z 0 , solves (4.8), satisfies (4.7) for t ∈ Z and depends continuously on φ ε ∈ H(f ε ) (the detailed derivation of this fact is given in [14] ). Moreover, since ξ φ ε ,z 0 is unique, then translation identity (2.29) implies that (4.11)
Then, the required continuous solution u φ ε ,z 0 (t) can be defined via
Indeed, the fact that (4.12) solves (2.3) follows from (4.11) and the almost-periodicity of (4.12) is an immediate corollary of the fact that the flow T t is almost-periodic on the hull H(f ε ), see [24] . Theorem 4.1 is proven.
We are now ready to define the nonlinear analogue of the space E + for equation (2.3). Definition 4.2. Let the assumptions of Theorem 4.1 hold and letṼ z 0 be a sufficiently small neighborhood of ξ z 0 in E 1 (Ω). Then, for every ε ≤ ε 0 , φ ε ∈ H(f ε ) and τ ∈ R, we define the unstable set M +,loc φ ε ,z 0 (t) as follows:
The following theorem shows that sets (4.13) are finite-dimensional manifolds if ε is small enough. 22 To be more precise, there exist a neighborhood W + ⊂ E + of zero in E + (which is independent of ε, τ and φ ε ), a family of neighborhoods W
(τ ) and a family of C 1 -maps
where the constant C is independent of ε, τ and φ ε . Moreover, for every ξ τ ∈ M +,loc φ ε ,z 0 (τ ), the corresponding solution ξ u ε ∈ K φ ε (which exists due to definition (4.13)) tends exponentially as t → −∞ to the almost-periodic solution ξ u φ ε ,z 0 :
where the positive constants C and α are independent of ε, ξ, φ ε and τ .
Sketch of the proof. By definition (4.13), in order to construct the unstable manifold M +,loc φ ε ,z 0 (τ ), it is sufficient to find all the backward solutions of equation (2.3) defined for t ≤ τ and belonging to the small neighborhoodṼ z 0 of ξ z 0 , and to prove that the set of all these solutions generates a manifold. Moreover, without loss of generality, we may assume that τ = 0. The general case reduces to this particular one using the obvious translation formula
As in the proof of Theorem 4.1, instead of finding the backward solutions of problem (2.3), it is more convenient to solve the equivalent difference equation (4.8) on the space of one-sided sequences
, but, in contrast to the proof of Theorem 4.1, we now need to endow equation (4.1) with the appropriate initial condition at n = 0. To be more precise, we make the change of variables ξ(n) := ξ(n) − ξ u φ ε ,z 0 (n) and we consider, for every ξ + ∈ E + , the following problem in the space L − (E 1 ):
As in the proof of Theorem 4.1, the uniform convergence of operators U φ ε (n, n−1) to the limit semigroup S 1 established in Propositions 2.7 and 2.8 and the exponential dichotomy (4.5) allow us to prove, using the implicit function theorem, that for sufficiently small ε ≤ ε 
Moreover, it follows from the proof of Theorem 4.3 that these manifolds are
. We also note that, analogously to Theorem 4.3, we may also construct the local stable manifolds M −,loc φ ε ,z 0 (τ ) which are diffeomorphic to E − and consist of all solutions of (2.3) stabilizing to u φ ε ,z 0 (t) as t → +∞, but these manifold are not necessary for the construction of regular attractors and, therefore, we do not consider them here.
We are now ready to define the global unstable sets M
which consist of values at t = τ of all solutions ξ u ∈ K φ ε which stabilize to the "equilibrium" ξ u φ ε ,z 0 (t) as t → −∞. Then, obviously, the sets M + φ ε ,z 0 (τ ), τ ∈ R, are strictly invariant with respect to U φ ε (t, τ ), i.e.
Moreover, due to Definition 2.1 and Theorem 4.3, the global unstable sets can be expressed in terms of the local ones via
if ε is small enough. It is also worth to mention that, in the limit case ε = 0, we have the autonomous equation (2.1) and, consequently, the limit unstable sets M . But in contrast to the local ones, in general, these sets may be not submanifolds of E 1 (Ω) since the recurrent motions (e.g., homolclinic orbits to u φ ε ,z 0 (t)) may exist near u φ ε ,z 0 (t). Nevertheless, in our case, the limit equation (2.1) possesses a global Lyapunov function, which does not allow the motions mentioned above to exist if ε ≥ 0 is small enough (see Lemma 5.1 below). Thus, as proved e.g. in [14] (see also [3] and [18] ), the sets (4.21) are indeed
To conclude this section, we formulate the standard fact that every trajectory of equation (2.3) is exponentially attracted to M + φ ε (t) while staying in the neighborhood of ξ z 0 . This is the main technical tool in the proof of the exponential rate of the attraction to the regular attractor, see [3] and [14] . 
, τ ∈ R and φ ε ∈ H(f ε ) be arbitrary and ξ u (t), t ≥ τ be an arbitrary solution of (2.3) which satisfies
for some N ∈N (N = +∞ is allowed), then there exists a solution
where positive constants C and β are independent of ε, N , τ ξ u and φ ε .
The detailed proof of this theorem (which is based on Propositions 2.7 and 2.8 and the dichotomy (4.5)) is given in [14] (in fact, in an abstract setting). This is the reason why we only mention here that the desired solution ξ u + (t) of (2.3) or (which is the same) its discrete analogue ξ(n) = ξ u + (τ + n), n ∈ {0, · · · , N } can be obtained applying the implicit function theorem to the following problem:
and the remaining details are left to the reader. Remark 4.7. We note that, in the case N = +∞ in Theorem 4.6, we necessarily have ξ u + (t) ≡ ξ u φ ε ,z 0 (t) (since, due to (4.17), this is the only solution belonging to the unstable manifold M + φ ε ,z 0 (t) which remains in a small neighborhood of ξ z 0 for all t ≥ τ ). Thus, thanks to Theorem 4.6, every solution ξ u (t) of equation (2.3) which belongs to V z 0 for every t ≥ τ , stabilizes exponentially to ξ u φ ε ,z 0 (t) as t → ∞. §5 The regular pullback attractor and its averaging.
This section is devoted to the detailed study of the pullback attractors A φ ε (t) in the case where ε > 0 is small enough and the limit attractor A 0 is regular usingthe theory of the non-autonomous perturbations of regular attractors developed in [14] (see also [18] ).
We start with the limit case ε = 0. In this case, as known, equation (2.1) possesses a global Lyapunov function of the form
where F (u) := u 0f
(v) dv, see, e.g. [3] . The main additional assumption of this section is that all of the equilibria of equation (2.1) are hyperbolic, i.e., that all the solutions of equation (4.1) satisfy condition (4.2). In this case, obviously, the set R 0 of all the equilibria of (2.1) is finite:
and z i satisfies (4.1) and (4.2).
Under the above assumptions, the limit attractor A 0 possesses the following description. 
Furthermore, every solution ξ u ∈ Kf is a heteroclinic orbit between two different equilibria ξ z + 0
and ξ z − 0 belonging to R 0 and every solution ξ u (t) of equation (2.1) defined on a semi-interval [τ, +∞) tends, as t → ∞, to one of the equilibria ξ z 0 ∈ R 0 . Moreover, the attractor A 0 attracts exponentially all bounded subsets of E 1 (Ω), i.e., estimate (3.17) is satisfied.
The proof of this theorem can be found in [3] , see also the explanations in the proof of Theorem 5.3 below.
Remark 5.2. We recall that the hyperbolicity assumption (5.2) is generic in the sense that it is satisfied for all external forces g(x) belonging to an open and dense subset of L 2 (Ω), see [3] . The main result of this section is the following theorem which gives the analogous description of the pullback attractors A φ ε (τ ) of equations (2.3) for sufficiently small, but positive ε and establish the upper and lower semicontinuity of them as ε → 0. 2) Every complete bounded solution ξ u ∈ K φ ε of equation (2.3) is a heteroclinic orbit between two different almost-periodic solutions mentioned above, i.e.
and every solution ξ u (t) of (2.3) defined on a semi-interval t ∈ [τ, +∞) (which satisfies ξ u (τ ) ∈ B R 0 (ε)) converges as t → ∞ to one of these almost-periodic solutions.
3) The pullback attractor A φ ε (τ ) possesses the following description analogous to (5.3):
(τ ) are the (global) unstable manifolds of the almost-periodic solution u φ ε ,z 0 (t) associated with the equilibrium ξ z 0 ∈ R 0 (which are constructed in the previous section).
4) The pullback attractors A φ ε are uniformly (with respect to τ ∈ R and φ ε ∈ H(f ε )) exponential, i.e., there exist positive constant α and a monotonic function Q (which is independent of ε, τ and φ ε ) such that, for every (bounded) subset B ⊂ B R 0 (ε) , we have
5) The attractors A φ ε (τ ) tend as ε → 0 to the limit attractor A 0 in the following sense:
where the function α R (ε) is the same as in Proposition 2.8,R is the same as in Theorem 3.2, the positive constants κ, CR and C ′R are independent of τ , ε, B and φ ε and the symbol dist symm V (X, Y ) denotes the symmetric Hausdorff distance between subsets X and Y of V . Sketch of the proof. We give below only an overview of the proof of Theorem 5.3, (the details can be found in [14] , see also [3] and [18] ). As usual, this proof is based on the following lemma which allows to reduce the analysis of the global behavior of solutions of (2.3) to the local analysis of equation (2.3) near the equilibria ξ z 0 ∈ R 0 . Lemma 5.3. Let the assumptions of Theorem 5.1 hold. Then, the following statements are valid: 1) For every neighborhood V of zero in E 1 (Ω) and every bounded subset
the V -neighborhood of the set R 0 on every time interval of length T , i.e., for every
2) There exist small neighborhoods W and W ′ of zero in E 1 (Ω), W ′ ⊂ W , and positive ε 0 such that every solution ξ u (t), t ≥ τ of equation (2.3) (with ε ≤ ε 0 , τ ∈ R and φ ε ∈ H(f ε )) satisfies the following condition: if ξ u (τ ) ∈ ξ z 0 + W ′ for some ξ z 0 ∈ R 0 and ξ u (T ) / ∈ ξ z 0 + W for some T ≥ τ , then this trajectory never returns to the W ′ -neighborhood of ξ z 0 :
Sketch of the proof. Assume that the first assertion of the lemma is false. Then, there exist a neighborhood V 0 of zero, a sequence T n → ∞ and a sequence of solutions ξ u n (t) := U φ ε n (t, τ n )ξ n of equation (2.3) such that ε n → 0 as n → 0 and
Let us consider a new sequence of solutions ξũ n (t) := ξ u n (t + τ n + T n /2). Then, (5.9) and (2.21) imply that these solutions are defined on t ∈ [−T n /2, T n /2] and (5.10) ξũ(t) / ∈ V 0 + R 0 and ξũ n (t)
Using Proposition 2.8 and the fact that the limit equation (2.1) possesses a global attractor, we can assume without loss of generality that the sequence ξũ n (t) tends as n → ∞ to some complete solution ξū ∈ Kf of the limit equation (2.1) (e.g., in the space L ∞ loc (R, E 1 (Ω))). Passing now to the limit n → ∞ in (5.10), we deduce that ξū(t) / ∈ V 0 + R, for all t ∈ R which contradicts the fact that (2.1) possesses a global Lyapunov function (see Theorem 5.1). Thus, the first assertion of the lemma is proven.
Analogously, assuming that the second assertion is wrong, we construct a homoclinic structure for the limit equation (2.1) which also contradicts the existence of a global Lyapunov function (see [14] for the details). Lemma 5.3 is proven.
We are now ready to finish the proof of Theorem 5.3. To this end, we fix a neighborhood V 0 ⊂ W ′ (where W ′ is the same as in Lemma 5.3) such that the assertions of Theorems 4.1, 4.3, 4.6 be satisfied for all neighborhoods ξ z i + V 0 , i = 1, · · · , N . We then fix B = BR to be a uniform absorbing set for the processes U φ ε (t, τ ) in E 1 (Ω) (which exists due to estimate (2.21)). Finally, we assume that ε 0 > 0 and T > 0 are such that assertions of Theorems 4.1, 4.3, 4.6 and Lemma 5.3 hold, for every ε ≤ ε 0 and every ξ z 0 ∈ R 0 .
Then, the second statement of Lemma 5.3 implies that every solution ξ u (t), t ≥ τ (such that ε ≤ ε 0 and ξ u (τ ) ∈ B) can leave the neighborhood V 0 + R 0 only a finite number N u ≤ N of times and, consequently, due to the first assumption of Lemma 5.3, there exists ξ z + 0 ∈ R 0 such that ξ u (t) ∈ ξ z + 0 + V 0 for all sufficiently large t. Theorem 4.6 and Remark 4.7 now imply that ξ u (t) stabilizes exponentially to ξ u φ ε ,z + 0 (t) as t → +∞. Analogously, if ξ u ∈ K φ ε is a complete solution of (2.3), then, due to Lemma 5.3 and the fact that the number of the equilibria is finite, we have ξ u (t) ∈ V 0 + ξ z The exponential attraction (5.6) is a standard corollary of the facts that every trajectory of (2.1) spends only a finite timeT ≤ T ·#R 0 outside of the neighborhood V 0 + R 0 (due to Lemma 5.3) and that this trajectory is exponentially attracted to A φ ε (t) while staying inside of V 0 + R 0 (due to Theorem 4.6). Moreover, since the timeT and the rate of the attraction in Theorem 4.6 are independent of ε, then (5.6) will also be uniform with respect to ε (see [14] for the details).
Finally, estimate (5.7) is a formal corollary of the uniform exponential attraction (5.6) and Proposition 2.8 (and can be obtained exactly as in Corollary 3.5, see also [3] and [14] ). Theorem 5.3 is proven. 28
Remark 5.4. We recall that the constructed uniform (A ε ) and pullback (A φ ε (τ )) attractors of equation (2.3) attract the solutions u(t) whose initial data belong to the large ball B R 0 (ε) in E 1 (Ω) only (with lim ε→0 R 0 (ε) = ∞). We however note that, even in the case where we have the global solvability of problem (2.3) for every ξ τ ∈ E 1 (Ω) and the associated family of processes has the attractor in the whole space E 1 (Ω); it does not necessarily coincide with A ε and may even diverge to infinity as ε → 0. We will give the corresponding examples in Section 7.
We now formulate several two corollaries of Theorem 5.3.
Corollary 5.5. Let the assumptions of Theorem 5.3 hold. Then the uniform attractors A ε of problems (2.3) are upper and lower semicontinuous as ε → 0. Moreover, the following estimate holds:
where the right-hand side of (5.11) is the same as in (5.7).
Indeed, estimate (5.11) is an immediate corollary of (5.7) and (3.25).
Corollary 5.6. Let the assumptions of Theorem 5.3 and Lemma 1.6 hold (e.g., let f ε be periodic with respect to t). Then, estimate (5.7) can be improved as follows: is independent of independent of τ , ε and φ ε .
Indeed, inserting estimate (1.30) into the right-hand side of (5.7), we derive (5.12).
Remark 5.7. It is worth to note that, under the assumptions of Theorem 5.3, we have a simpler relation between the uniform and pullback attractors, namely,
Indeed, description (5.13) follows from the uniform attraction (5.6) and the alternative definition of the uniform attractor, see Remark 3.3.
It is also worth to note that, under the assumptions of Theorem 5.3, the pullback attractors A φ ε (t) are almost-periodic with respect to t as the set-valued functions t → A φ ε (t) for every φ ε ∈ H(f ε ), see [14] for details. §6 The subordinated oscillations.
In this section, we study the case of the so-called subordinated oscillations where we have the global existence of solutions and uniform (with respect to ε → 0) dissipativity of system (2.3) not only for ξ τ ∈ B R 0 (ε) , but for every ξ τ ∈ E 1 (Ω) (and even, for every ξ τ ∈ E(Ω)). We first recall that in the previous sections we imposed the dissipativity and growth assumptions (see (1.8) ) to the averaged functionf only, so, if we want to have the global solvability of problems (2.3) for arbitrary ξ τ ∈ E 1 (Ω), we need to impose some assumptions to the functions φ ε (u, t) for positive ε. It seems natural to require, analogously to the case of autonomous equation (2.1), the nonlinearity 29 f ε (u, t) to satisfy conditions (1.8) uniformly with respect to t and ε. We however note that, in the non-autonomous case, the sole assumption (1.8) is not sufficient to obtain the dissipative estimate for the solutions of (2.3) (see e.g. Example 7.4 below). The standard additional assumption, see e.g. [8] , [9] , which guarantees the dissipativity of the non-autonomous equation (2.3) , is the following one:
is a sufficiently small positive number. We however note that the function φ ε (u, t) contains the rapidly oscillating term t/ε, so the derivative ∂ t φ ε is of order 1/ε as ε → 0 and, consequently, estimate (6.1) cannot be uniform with respect to ε. Thus, using (6.1), we cannot obtain uniform (with respect to ε) bounds for the corresponding attractors. This is why, instead of (6.1), we use below the following (in a sense, more restrictive) assumption that
where δ and C δ is independent of ε and t and δ = δ(γ) is small enough. In particular, (6.2) implies that the leading part of the non-linearity f ε (u, t) is autonomous (which justifies the title "subordinated oscillations" of this section. We start from the following theorem, which gives the uniform (with respect to ε) dissipative estimate in the space E(Ω) for the solutions of (2.3).
Theorem 6.1. Let the functions f (ε, u, z) satisfy the assumptions of Lemma 1.1. Assume, in addition that estimate (6.2) holds, where the averagef satisfies assumptions (1.8) and that the following growth restriction holds:
where C is independent of ε. Then, for every ε ≥ 0, τ ∈ R, φ ε ∈ H(f ε ) and ξ τ ∈ E(Ω), equation (2.3) possesses a unique solution ξ u (t) ∈ E(Ω) for every t ≥ τ and the following estimate holds:
where the positive constant α and the monotonic function Q are independent of ε, τ , φ ε ∈ H(f ε ) and ξ τ ∈ E(Ω).
Proof. Although the assertion of the theorem is more or less standard, we give below the derivation of (6.4), in order to show that it is indeed uniform with respect to ε. For simplicity, we consider below only the case φ ε = f ε and τ = 0 (the general case is analogous due to Lemma 1.3). Moreover, we only give the formal derivation of estimate (6.4) which can be easily justified using, e.g., the Galerkin approximations method (we recall that assumption (6.3) guarantees the uniqueness of a solution to (2.3) in the three-dimensional case, see [3] ). To this end, following the standard procedure, see e.g. [3] or [29] , we multiply equation (2.3) by ∂ t u + βu, for some positive β, and integrate over Ω. Then, after the integration by parts, we have
We recall that dissipativity assumption (1.8)(3) implies that
where µ > 0 can be arbitrarily small and the constants C and C µ are independent of v ∈ R. Using now estimates (6.2), (6.6) and Cauchy-Schwarz inequality, we derive from (6.5) that there exists sufficiently small (but independent of ε) positive constants β = β(γ), δ = δ(γ) (which is the same as in assumption (6.2)) and α = α(γ) such that
Applying the Gronwall's inequality to this relation, we derive estimate (6.4) and Theorem 6.1 is proven.
Thus, under the assumptions of Theorem 6.1, equations (2.3) define a family of dynamical processes which are defined globally on E(Ω):
The main result of this section is the following theorem which establishes the existence of a uniform attractor for (6.8) and verifies that, for small ε, this attractor coincides with the one constructed in Theorem 3.2 starting from the ball B R 0 (ε) of the space E 1 (Ω).
Theorem 6.2. Let the assumptions of Theorem 6.1 hold. Then, for every ε > 0, family (6.8) possesses a uniform attractor A ε which is compact in E(Ω) and is uniformly bounded with respect to ε:
Moreover, there exists small positive ε 0 such that, for every ε ≤ ε 0 , the attractors A ε are compact in E 1 (Ω) and
where the constant C 1 is independent of ε.
Proof. We first consider the case of small ε, where we have regularity (6.10) of the attractor. We also recall that, in the subcritical case, where the growth rate of f ε is strictly less than cubic (see assumptions (1.21)) this regularity can be obtained using, e.g., the bootstrap arguments, exactly as in the autonomous case, see [3] . So, we mainly consider the critical case of a cubic rate of growth. In this case, the derivation of dissipative estimate (2.2) in the E 1 (Ω)-norm in the autonomous case (see [3] ) essentially uses the so-called dissipation integral which equals infinity in the non-autonomous case. Therefore, the methods of [3] cannot be directly applied in order to obtain regularity (6.10). Nevertheless, there is a possibility to adaptthese methods to equation (2.3) with small ε > 0. Since we are mainly interested in the limit ε → 0 this is enough for our purposes (see the recent paper [35] for the case of damped wave equations with general nonautonomous external forces).
We give below only the proof of the E α (Ω)-regularity of the attractor A ε for some positive α which is the most difficult part of the derivation of regularity (6.10) in the critical cubic rate of growth leaving the proof of E 1 -regularity to the reader (since the cubic rate of growth is subcritical with respect to the E α (Ω)-norm, then the bootstrap arguments work starting with the E α (Ω)-energy and allow to deduce estimate (6.10) exactly as in the autonomous case, see [3] and [29] for the details). Thus, due to the standard theorem on the existence of a global attractor, see the proof of Theorem 3.2, we only need to prove the following proposition which gives the uniform (with respect to ε) attracting set in E α (Ω).
Proposition 6.3. Let the assumptions of Theorem 6.2 hold. Then, there exist ε 0 > 0, α > 0 and a sufficiently large ball B(E α ) of the space E α (Ω) such that, for every ε ∈ (0, ε 0 ] and every bounded subset B ⊂ E(Ω), we have
where the positive constant β and the monotonic function Q are independent of t, τ , ε and φ ε .
Proof. As before, we consider below only the case φ ε = f ε and τ = 0 (the general case is analogous due to Lemma 1.3). Moreover, due to estimate (6.4), we may prove (6.11) only for the ball B = B R of a sufficiently large radius R in E(Ω).
In order to handle the rapid oscillations in time in equation (2.3), it is convenient to introduce the auxiliary function w(t) = w u (t) which solves the following equation
Then, due to assumptions (6.2) and (6.3), the functionf ε satisfies condition (1.21) (with δ = 1). Consequently, thanks to Lemma 1.5, estimate (6.4) and Proposition A.2, we have
where the monotonic function α tends to zero as ε → 0. Moreover, it follows from (6.2), (6.3), (6.4) and Hölder inequality that (6.14)
Applying the appropriate interpolation inequality to (6.14), we derive that there exists positive α, such that
Applying Proposition A.1 to equation (6.12) and using (6.13) together with the interpolation inequality, we finally derive that
where the monotonic functionα is independent of t and ξ 0 ∈ B R and tends to zero as ε → 0.
We now set v(t) := u(t) − w(t), where u(t) solves (2.3). Then, this function satisfies the equation
Thus, instead of equation (2.3), we will prove the existence of an exponentially attracting set in E α (Ω) for equation (6.17) . To this end, we split (following [3] ) the solution v(t) as follows v(t) = v 0 (t) + θ(t), where v 0 (t) is a solution of the following autonomous equation:
where L is a sufficiently large positive number and the remainder θ(t) satisfies the equation
where we may assume without loss of generality thatf (0) = 0. Then, arguing analogously to the proof of Theorem 6.1, we derive that the solution v 0 (t) decays exponentially if L = L(f ) is large enough:
where the positive constant β and the monotonic function Q is independent of ξ 0 and t, see [3] for the details. Thus, in order to finish the proof of Proposition 6.3, there only remains to verify that the solution θ(t) is uniformly bounded in E α (Ω). To this end, we need the following lemma which plays the role of a "dissipation integral" in the case of small positive ε. where the functionα is the same as in (6.16) and the constant C is independent of ε, ξ 0 ∈ B R and T .
Indeed, estimate (6.21) can be obtained in a standard way multiplying equation (6.17) by ∂ t v(t), integrating over [0, T ] × Ω and using estimates (6.4) and (6.16).
Let us now differentiate equation (6.19 ) with respect to t and denote W (t) := ∂ t θ(t). Then, we have α−1 N (∂ t W (t) + βW (t)))+ + 2(h 2 (t), (−∆ x + λ 0 ) α−1 N (∂ t W (t) + βW (t)))+ + 2(h 3 (t), (−∆ x + λ 0 ) α−1 N (∂ t W (t) + βW (t))).
In order to estimate the right-hand side of (6.23), we need the following standard inequalities:
which hold for every u 1 ∈ H α+1 (Ω), u 2 ∈ H α−1 (Ω) and u 3 ∈ H α (Ω) and every 0 ≤ α < 1/2 (indeed, these estimate can be easily verified using (1.13), Sobolev's embedding theorem and the appropriate Hölder's inequality, see [35] ).
Applying now Hölder's inequality to the first term in the right-hand side of (6.23) and using estimate (6.24)(2), we have
In order to estimate the second term, we first note that, expressing the term ∆ x θ from equation (6.19) and using the elliptic regularity theorem for the Laplacian and the fact that the E(Ω)-norm of ξ θ and ξ v 0 are uniformly bounded, we derive that (6.26) θ(t) H 1+α ≤ C 2 ξ W (t) E α−1 (Ω) + 1 .
Applying Hölder's inequality to the second term in the right-hand side of (6.23) and using (6.24)(1), (6.26) and the growth restriction (6.3), we have (6.27) |(h 2 , (−∆ x + λ 0 )
Inserting estimates (6.25) and (6.27) into the right-hand of (6.23) and using that the E α -norm of ξ w is uniformly bounded (thanks to (6.16), we finally derive that (6.28) ∂ t E W (t) + c(t)E W (t) ≤ C ′′′ ,
where E W (t) := ξ W (t) where the constant C 3 is independent of T and ε. Thus, Gronwall's inequality applied to (6.28) gives (6.31) ξ W (t) E α−1 (Ω) ≤ C 4 , ∀t ∈ R + and, returning back to the variable θ(t) (using (6.26)), we prove that (6.32) ξ θ (t) E α (Ω) ≤ C 5 , ∀t ∈ R + where the constant C 5 is independent of ε ≤ ε 0 , t and ξ 0 ∈ B R . Estimates (6.16), (6.20) and (6.32) give (6.11) and finish the proof of Proposition 6.3.
Therefore, we have proven that, for ε ≤ ε 0 , family (6.8) of the dynamical processes associated with equation (2.3) possesses a uniform attractor A ε which is uniformly (with respect to ε) bounded in the space E α (Ω) for some positive exponent α < 1/2. Since the cubical rate of growth of the nonlinearity is subcritical with respect to the E α (Ω)-norm, then, starting with this E α (Ω)-estimate and using the bootstrap arguments (exactly as in the subcritical case, see e.g. [3] ), we obtain the required estimate (6.10). Thus, the second part of Theorem 6.2 is proven.
Let us now consider the case of an arbitrary (not necessarily small) ε > 0. In this case, 'dissipation integral' (6.21) is not necessarily small and we cannot obtain estimate (6.30). Therefore, instead of estimate (6.32), we have only that (6.33) ξ θ (t) E α (Ω) ≤ Ce Kt , for some positive constant K. Although estimate (6.33) is not strong enough in order to construct a bounded attracting set in E α (Ω) for positive α, it obviously (since E(Ω) ⊂⊂ E α (Ω)) implies that (6.34) K E(Ω) (U φ ε (t + τ, τ )B) ≤ Ce −βt where K V (X) is a Kuratowski measure of noncompactness of the set X in the space V (i.e., the infimum over all µ > 0 for which the set X possesses the finite covering by µ-balls of V ) and the positive constants C and β are independent of φ ε , t and τ . This estimate implies the analogous estimate for the extended semigroup S which is enough to conclude that this semigroup possesses a global attractor in E(Ω) × H(f ε ), see e.g. [19] . Thus, Theorem 6.2 is proven.
Remark 6.5. Arguing as in the proof of Theorem 6.2, we may prove that, in the case ε ≤ ε 0 , equation (2.3) possesses a global solution ξ u (t) ∈ E 1 (Ω), for every ξ τ ∈ E 1 (Ω) which satisfies the following dissipative estimate:
where the positive constant α and the monotonic function Q are independent of ε.
and the constant C > 0 is independent of L. In particular, fixing L = L 0 := C/(2π), we obtain the desired 2π-periodic solution V 0 (z) = V 0,L 0 (z) of equation (7.15) . We recall that, in a fact, we have the one-parametric family {V 0 (z + h)} h∈R of 2π-periodic solutions of equation (7.15) , consequently, following the general procedure, in order to determine h, we should consider the so-called Poincaré integral, which has the form (7.17) P (h) = − see [25] . We claim that P (0) = 0. Indeed, the function z → V 0 (z) 4 is even with respect to z and z → sin(2z) is odd, consequently, the function V 4 is π-periodic, has a unique zero on the interval [0, π] at z = π/2 and is symmetric with respect to z → π − z. This allows to rewrite (7.18) as follows:
