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The nitrogen-argon system provides a useful paradigm for studying segre- 
gation and mixing behavior in heterogeneous clusters. Using three realistic pair 
potentials corresponding to argon-argon, nitrogen-nitrogen and argon-nitrogen in- 
teractions, the structures and thermodynamics of Arm (N2), clusters are investi- 
gated. Comparison of these results to previous simulation results on neat argon 
and nitrogen clusters is made. 
The initial focus of the study is the series of thirteen particle clusters of 
Arm(N2)13-m (0 5 m 5 13); molecular dynamics in the microcanonical ensemble 
is the principle simulation tool. The icosahedral nitrogen-argon clusters display 
systematic changes in energetics when argon is substituted by nitrogen in the cen- 
tral position. Comparisons between argon centered and nitrogen centered clusters 
are made. The consequences of these observations for cluster stability and for dy- 
namical behavior, such as melting and evaporation, are investigated. These results 
are interpreted in terms of frustration effects due to anisotropy in the N2-N2 and 
N2-Ar potentials. Study of larger clusters reveals that the argon core clusters are 
more stable than nitrogen core clusters showing the preference of argon atoms to 
be in the middle regardless of the size. 
The relative stability of argon centered clusters over nitrogen centered clus- 
ters is further investigated by defining and calculating a "species-centric" order 
parameter, which can be monitored during a MD simulation. 
This study aids in the interpretation of experimental electron diffraction dia- 
grams of Torchet and coworkers by comparing the experimental diagrams with our 
predicted electron diffraction patterns for mixed clusters of different sizes and sto- 
ichiometries. By calibrating our patterns against known work on neat argon and 
nitrogen clusters, we are able to predict the average cluster size and stoichiometry 
(Ar/N2 ratio) as a function of experimental conditions (total nozzle pressure and 
Ar partial pressure). 
While the thirteen-mers mentioned above provide clues as to the structural 
motif to be observed in the electron diffraction diagrams, our results indicate that 
even at the lowest pressures studied experimentally, the observed clusters have 
more than 13 particles. Diffraction patterns for polyicosahedral clusters containing 
between 15 and 67 particles are compared with experimental diagrams and repre- 
sentative clusters for lo%, 11.2%, 20% and 30% argon molar fractions at 10 bar are 
given. At higher argon mole fractions, larger clusters (above 130 particles) with a 
multi-icosahedral shell structure provide the best fit to the experimental patterns. 
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Chapter 1 
INTRODUCTION 
1.1. Clusters 
Clusters are finite aggregates of particles, atoms, molecules or ions. These 
aggregates held together by various types of interactions ranging from weak van 
der Waals and hydrogen bonding forces to strong metallic, covalent and electro- 
static interactions show properties between those of the isolated molecule and the 
bulk condensed matter. Clusters are distinct from bulk materials because a signif- 
icant fraction of particles are at  the surface, and consequently, clusters have local 
structures and properties that often differ significantly from those observed in the 
b ~ l k . ~ , ~ , ~  Clusters can contain from a few to tens of thousands of particles. 
Interest in cluster studies, epecially in recent years, is being widened due to a 
broad variety of physicochemical properties of cluster systems. The recognition of 
the central role they play in many modern technologies and in natural phenomena 
encourages both experimentalists and theoreticians to become involved in this 
field. At the same time, their properties make them particularly suitable systems in 
the study of nucleation and phase changes in condensed matter.4,5 Clusters provide 
a bridge between the limits of isolated atoms and molecules and bulk matter, so 
much work has focused on the evolution of properties with s i ~ e . ~ ? ~ , ~  Hydrogen 
bonds clusters provide useful insights into the nature of the hydrogen  bond^,^,^^ 
the rearrangement dynamics of the hydrogen-bond network1' and the nature of 
solvation.12 Clusters serve as effective and experimentally tractable models for 
surfaces and heterogeneous catalysts. 1 3 9 1 2  
It has been shown that clusters provide an environment in which chemical 
reactions can be i n d u ~ e d . l ~ ! ~ ~ J ~  On e of the more recent reasons for the increased 
interest in clusters is nanotechnology-the fabrication of structures and devices on 
the nanometer scale. As an example, semiconductor clusters have been the focus 
of particular attention since size control could provide a means of tailoring their 
electronic and optical properties to a particular application.17J8 
1.2. Heterogeneous Clusters 
Clusters composed of a single kind of chemical entity, either atoms, molecules 
or ions, are called homogeneous, and clusters which contain mixtures of different 
chemical moieties are called heterogeneous.lg In theoretical studies, homogeneous 
clusters are considered to have the same kind of interactions among particles while 
heterogeneous clusters are made of different chemical entities with different inter- 
actions among those species. 
During the last few decades, both theoretical and experimental studies of 
clusters have been broadened from homogeneous van der Waals clusters to ionic 
clusters, for example, inert gas, water, metals, metal halides, transition metals and 
metal ions. But much less attention has been paid to the study of the variation 
of cluster properties with composition in mixed systems of which an example is 
Ar,(N2),. In the literature, there are some studies of mixed systems restricted 
to the interaction of a particle to a number of other kinds of particles (guest-host 
systems),20~21j22 and to small systems of two to six parti~les.23,24125126 In recent 
years, because of the numerous applications such as new intracluster and cluster- 
impact chemistries, there are growing interests in the study of mixed clusters 
epecially among e ~ ~ e r i m e n t a l i s t s . ~ ~ j ~ ~  For example, the Knickelbein group has 
reported their theoretical and experimental studies on Fen(NH3), and Fen(ND3), 
clusters29 and has reviewed recent studies elsewhere.30 
1.3. Experimental Studies 
In recent years, experimental studies on clusters have been widened since 
the availability of methods such as free jet expansion techniques, time-of-flight 
mass spectrometry, optical and infrared spectroscopy, photofragmentation mea- 
surements, deflection techniques using inhomogeneous magnetic and electric fields 
and electron d i f f r a ~ t i o n . ~ ~ * ~ ~ ~ ~ ~ ~ ~ l ~ ~ ~ ~ ~  
Among these studies, the discovery of a new form of elemental carbon36 in 
1985, which was rewarded with the Nobel Prize, is more interesting. The discovery 
of the unique structure of the C60 may lead to production of super conducting 
salts of Cso, new three dimensional polymers, new catalysts, new materials with 
electrical and optical properties, sensors and carbon nanotubes.37~38139140* 
In the past two decades, extensive research has been focused on atomic and 
metallic clusters. These studies have shown the existence of magic numbers 
in free electron metal ~ l u s t e r s , ~ ~ j ~ ~  giant dipole resonance44 and fragmentation 
patterns.45146 Atomic clusters also exhibit novel magnetic, optical, catalytic, and 
electronic properties. Because of these properties of atomic clusters, new kinds of 
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materials could be synthesized by assembling these clusters. Since clusters pro- 
duced in the gas phase are metastable, they have a tendency to coalesce leading 
to loss of their size-specific properties. 
There are several methods reported in recent experimental studies to over- 
come this problem,47 such as (1) isolation in rare gas matrices and in zeolite 
pores; (2) coating by surfactant; (3) support on substrates; and (4) design of 
chemically inert clusters. There are numerous studies on metal clusters varying 
from alkali, through transition, to coinage metals and their combinations. Clus- 
ters composed of nickel and cobalt possess electronic and structural attributes that 
are different from those of the corresponding bulk metals.48~7~49~50 Heterogeneous 
clusters composed of different metals also have been focused with the aim of use 
as Another area of interest in metallic cluster studies is transition 
metal ion  cluster^.^^^^^ For examples, studies of ~ e f  by Iron and c o w o r k e r ~ ~ ~ 7 ~ ~  
and studies on Co ~ a t i o n s ~ ~ > ~ ~ y ~ ~  can be emphasized. 
1.4. Preparation and Detection of Clusters 
Clusters can be prepared in a number of ways. The discovery of the method 
of production of clusters in molecular beams by free jet expansion is one of the 
most important factors in the growth of cluster studies. This technique has been 
widely used in a large proportion of cluster experiments with small variations ac- 
cording to the specific system to be studied. The resulting clusters can then be 
mass-selected and subjected to many types of high-resolution spectroscopies. This 
technique has some disadvantages such as its failure to produce large quantities 
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of size selected clusters-a likely requirement for industrial applications-and dif- 
ficulty to make direct measurements of structure although it allows very detailed 
and sensitive studies to be performed. The latter problem can be overcome by 
depositing clusters on a surface. Their structure can then be probed by tech- 
niques such as high resolution electron spectroscopy,17 and scanning tunneling 
microscopy.18~60 However, the effects of the surface on the cluster have then to be 
taken into account. 
The laser vaporization method originally described by Smalley and coworkers 
is one of most widely used methods to produce transition metal  cluster^.^' This 
method can be used to generate neutral or charged clusters from virtually any 
solid element. This is cost effective for targets consisting of rare or isotopically 
enriched metals since only a minuscule amount of metal is evaporated with each 
laser pulse. Another advantage of this method is the ability to couple with a wide 
variety of apparatus suited to cluster reactivity studies, such as flow-tube reactors, 
beam-gas reactive scattering cells, ion cyclotron resonance spectrometers,62 and 
ion drift ~ e l l s . ~ ~ ? ~ ~  
The gas aggregation technique can be used to produce both small and large 
clusters containing from 1 to 100 atoms.65~66~67~68j69 In this method, the metal 
is heated in an open crucible at a temperature which produces a metal vapor 
at a moderate pressure in the range of to bar. An inert buffer gas, 
typically He gas, is used to carry and thermalize the clusters grown in a liquid 
nitrogen cooled aggregation tube. The metal clusters grow along the buffer gas 
stream which progressively cools them and dissipates their formation energy. The 
cluster growth stops at the end of the aggregation tube, where the cluster-inert gas 
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mixture enters a chamber designed according to the experiment and the apparatus 
being used. 
Helmut Haberland and coworkers have used this method to produce Na clus- 
ters in the determination of the melting point and heat capacity for free Na 
 cluster^.^^^ A schematic diagram of the experimental set up for the gas aggre- 
gation technique used in these studies is given in Figure 1.1. 
Figure 1.1. A schematic diagram (reproduced from reference 7) of the 
gas aggregation apparatus. Clusters grow around the charged particles 
in the aggregation tube. 
In their experiment, Na is evaporated from a small container. A hollow 
cathode gas discharge, HCD, is used to generate the charged particles. Clus- 
ters grow preferentially around these charged particles and transfer through a first 
diaphragm (Dl) in to the thermalization chamber (TC), the temperature of which 
can be varied between 35 and 600 K. The clusters are thermalized by lo5 to lo6 
collisions with the He buffer gas. They acquire a canonical distribution of internal 
energy. REF is a closed cycle refrigerator. The clusters pass through D2 and a 
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skimmer (SK) in to the next vacuum chamber which contains the time-of-flight 
mass spectrometers. Growth of clusters depends mainly on the metal vapor pres- 
sure, diameter of cooled aggregation tube, He gas pressure and He temperature. 
Preparation and experimental studies on mixed clusters will be discussed in 
Chapter 3 which is devoted to electron diffraction studies. 
1.5. Mass Selection of Clusters 
The biggest problem with the clusters produced by any of above methods or 
others is that clusters of many different sizes are present in the cluster beam at 
the same time and same place.70j71 Therefore, a size dependent selection process is 
required to distinguish the clusters in the beam. The easiest way to solve this prob- 
lem is to ionize the cluster and to detect the cluster ions in the mass spectrometer. 
Even though this ionization method is widely being used to detect clusters, the 
results are directly related to their neutral precursors. Appreciable fragmentation 
occurs during the ionization process and leads, in particular for van der Waals, hy- 
drogen and ionically bonded clusters, to a drastic change of the  distribution^.^^,^^ 
A number of ionization methods such as one-photon i ~ n i z a t i o n , ~ ~  multi-photon 
ionization75 and electron impact ionization76 have been reported. Ionized clusters 
then can be subjected to time-of-flight mass spectrometry to detect the cluster 
ion size. Figure 1.2 shows a typical example of a mass spectrum aquired using a 
time-of-flight mass spectrometer. 
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Figure 1.2. The laser vaporization/time-of-flight mass spec- 
trum of the cluster ions from a bismuth/antimony sample.77 
It has been shown that sized-biased productions can be obtained by careful 
control of the nozzle and thermodynamic parameters in free jet e ~ ~ a n s i o n . ~ ~ , ~ ~  
The method of cluster separation by atom-cluster scattering has been reported 
by Buck et al.79180 In this method, the clusters of lighter mass are deflected less 
by scattering process. Gspann and Vollmar took advantage of this behavior to 
disperse different clusters according to their masses into different angular ranges 
with different velocities. This allows the determination of mass distributions of 
large clusters by deflection from a crossed jet under multiple-collision  condition^.^^ 
There are a number of applications of this method reported elsewhere.82~83,84~85~86 
Another way to label the clusters is according to the magnetic moment per 
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atom. In this "magnetic deflection" method, the cluster beam generated from 
a cluster ion source passes through the magnet assembly. The cluster beam is 
then deflected according to the projection of the magnetic moments onto the field 
axis.85 
The advantage of the fact that different clusters exhibit different spectral fea- 
tures also can be used to distinguish the clusters in a cluster beam.86 A bolome- 
ter, a loading device that undergoes changes in resistance as changes in dissipated 
power occur, is coupled with a cluster source and a spectroscopic device. As an 
example, Gough and Miller used an infrared laser-molecular beam spectrometer 
to obtain the infrared spectrum of the molecules in the molecular beam. A liquid- 
Helium cooled bolometer detector is then directly used to detect the increase in 
molecular energy resulting from the vibrational excitation of the molecules.87 
1.6. Torchet Group Experiments 
The Torchet group in France has mainly studied clusters using the diffraction 
technique. Their studies on several systems including Ar, N2, C 0 2  and H 2 0  clus- 
ters by means of diffraction pattern analysis was followed by theoretical prediction 
of patterns which gives a broad range of information regarding spectral analysis 
(diffraction pattern Specifically, their complete studies on ar- 
gon clusters of size ranging from a few tens to several hundreds of atoms has 
shown the characteristic changes in diffraction patterns due to structural changes 
with cluster size.88,92 Studies on pure nitrogen would be useful to interpret their 
diffraction patterns of argon-nitrogen mixed ~ l u s t e r s . ~ ~ ~ ~ ~ , ~ ~  The experimental set 
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up and some of the characteristic features of these studies will be discussed in 
Chapter 3 and Chapter 7 respectively. 
1.7. Goal and Overview of Study 
Our intention to study the Ar,(N2), mixed system was mainly motivated 
by the work of the Torchet Their electron diffraction studies probed the 
structure of neutral clusters formed in a beam but without mass selection. The 
availability of potentials for both Ar-N2 and N2-N2  interaction^^^^^^^^^ made it 
easy to start the work. Similar bonding energies of Argon atoms and Nitrogen 
molecules satisfy the requirement for formation of mixed clusters.98 The well depth 
of the (Aziz Chen) Ar-Ar potential, 99.4cm-', is very close to the minimum 
energy reported for Ar-N2, 111.9 cm-l, and for N2-N2, 102.8 cm-l. The work 
described in this thesis is theoretical and its aim is to study the most important 
properties of Arm (N2), clusters, their structures, dynamics, thermodynamics, and 
determination of the cluster compositions in experimental diffraction patterns by 
means of calculated electron diffraction patterns. The chapters in the rest of the 
thesis have been arranged as follows. All simulation methods used in this study 
will be presented in Chapter 2; Chapter 3 will discuss the diffraction technique 
and experimental set up. Chapter 4 has been assigned for the potential models. 
Dynamic results and thermodynamic results will be presented in Chapters 5 and 
6, respectively. In Chapter 7 the electron diffraction results will be presented 
and compared with experimental patterns. Finally, Chapter 8 will conclude and 
discuss future work. 
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Chapter 2 
SIMULATION METHODS 
2.1. Introduction 
Computer simulations are very widely used in physics, chemistry, biology and 
materials science. Simulations are a very powerful way of solving chemical and 
physical problems, which enable one to go directly from a microscopic Hamiltonian 
to macroscopic properties measured in experiment. With simulations, one can 
independently judge the approximations inherent in a st atistical mechanical theory 
and those regarding interactions between particles. Many significant advances 
have been made in recent years relating to both the theory and methodology of 
molecular simulation. 
The demands for the computer simulations may be due to (1) its reliable 
predictions when experiments are not possible and very difficult (2) the increase 
of computer power, which enables the study of complex systems (3) its advantage 
over analytical methods that can give exact solutions only for simple two-body 
systems (4) its use to check the validity of the theories and to study new theories. 
The history of computer simulations goes back to the Second World War.l 
One of the first problems to be tackled using electronic computers was the numeri- 
cal simulation of a liquid by Metropolis, Rosenbluth, Rosenbluth, Teller and Teller 
on the MANIAC c o m p ~ t e r . ~  At the same time, Fermi, Pasta and Ulam had carried 
out a numerical study of an anharmonic one-dimensional crystal.3 Even though 
computer simulations are capable enough to study many body systems, most of 
the properties calculated in simulations do not directly correspond to properties 
measured in real experiments. Statistical mechanical treatments of the calculated 
quantities are necessary to understand the macroscopic properties. These treat- 
ments allow us to make the connection between rather small systems simulated 
for short periods of time with measurements on macroscopic samples. It separates 
the thermodynamic macroscopic variables such as pressure and temperature, from 
the microscopic variables such as the individual atomic positions and v e l ~ c i t i e s . ~ ~ ~  
Computer simulations are mainly divided into two categories, classical systems 
and quantum systems. In this thesis, the system Ar,(N2), has been treated clas- 
sically. All theoretical and computational methods that have been used in this 
study will be discussed in this chapter. 
The conversion of information generated at the microscopic level into the 
macroscopic level can be performed by averaging the quantity of interest. Simu- 
lations can be either deterministic or stochastic, depending on the nature of the 
equations of motion used in the simulation. In the deterministic method, the av- 
erage behavior of a many particle system can be studied simply by computing the 
natural time evolution of the system numerically and calculating the time average 
over a sufficiently long time. The Molecular Dynamics simulation method is based 
on this deterministic technique. 
In the stochastic methods the equation of motion is artificial and tries to gen- 
erate configurations with certain statistical properties. Average data are calculated 
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as ensemble averages. The Monte 
t e ~ h n i ~ u e . ~ ~ ~ , ~  
(A)  = 2 - I  
Carlo simulation method uses the stochastic 
where Z is the configurational partition function, kB is the Boltzman constant and 
T is the temperature. In the next two sections, these two techniques, Molecular 
Dynamics and Monte Carlo, will be discussed in detail. 
2.2. Molecular Dynamics 
This technique is mainly used to calculate the equilibrium and transport prop 
erties of a many body system. Nuclear motions of the constituent particles are 
considered to follow the laws of classical mechanics and the classical equations of 
motion, Newton's equations, are solved for the set of particles. Alder and Wain- 
wright reported the first molecular dynamics simulation (here after called MD) 
in 1956 in their study of the dynamics of an assembly of hard  heres.^,'^ The 
simulation of radiation damage in crystalline Cu by the Vineyard group in 1960 
was the first model for a real material in a molecular dynamics calculation.ll 
After the first successful MD simulation to solve the equations of motions for a 
set of Lennard-Jones particles by Rahman in 1964, the Lennard-Jones model has 
been studied and used thoroughly by several groups, such as Verlet,12,13 Nicolas,14 
Stillinger15 and Arnar.l6,l7 
The total Hamiltonian for a spherical particle system of a microcanonical 
ensemble, can be expressed as 
and that for rigid molecular system, 
Here U(Gi) is the potential energy of the system, N is the total number of particles 
and N2 is the number of rigid molecules in the system. Also Gi is the set of 
space coordinates, p, is the set of conjugate momenta, mi is the mass, Ij is the 
moment of inertia tensor, rj, is the angular velocity of the j th  rigid molecule. 
In the microcanonical ensemble, the total energy, the linear momentum and the 
angular momentum stay constant while the potential energy and the kinetic energy 
fluctuate throughout the simulation for a system of a fixed number of particles. 
2.2 .l. Classical Equations of Motion 
The classical equations of motion for a system of N particles interacting via 
a potential U can be written as a set of 3N first-order differential equations and 
3N second-order equations as follows for trans2ational motion, 
The rotational motion of a rigid molecule can be described by Euler's equa- 
tions of motion in the principle-axis frame of reference,18~19~20~21~22 
where e i j k  is the permutation symbol, which is +1 for even permutation of i j k  
and -1 for odd permutation, and N is the torque on the rigid molecule on the 
body fixed frame. 
The orientation of each molecule is usually specified by the Euler angles, 
which define the orientation of the body-fixed system with respect to the space- 
fixed system. 
The equations for the components of the angular velocity in terms of the Euler 
angles in the y convention can be expressed as 
sin$ - sin8 cos $ 0 
4 sin8 sin$ 
cos e 
and can be simplified as 
Here subscript p denotes the principle axis and E is the rotation matrix. 
The major drawback of using Euler angles to solve the Euler equations of 
motion is that each of these equations possess singularities at 8 = 0 and T. Evans 
has d e ~ e l o ~ e d ~ ~ , ~ ~  a set of four parameter quaternions, to replace the Euler angles 
in these equations. Even though quaternions are not mutually independent, they 
give an orthogonal representation of orientation space that makes the equations 
of motion singularity free. 
The quaternion parameters, X, <, q,  c, can be defined in terms of the Euler 
angles by 
$ + 4  8 X = cos (1) cos - 2 
$4 8 q = cos (T) sin - 2 
$4 8 < = sin (-I-) sin - 2 
$ + 4  8 [ = sin (T) cos - 2 
This shows that the quaternions are not independent and satisfy the relation, 
The rotation matrix, A, which can be used to transform the lab-fixed (space) 
coordinate to body-fixed coordinate(princip1e) can be expressed in quaternion pa- 
rameters as 
Then the interrelation between space coordinates and principle coordinates is 
where qprinciple and qspace represent body fixed frame and lab fixed coordinates. 
The equations for the first derivatives of the quaternions can then be written as 
The equations of motion for these parameters are free of singularities. 
The potential energy, U(d), can be calculated for a desired model, and the 
inter molecular forces and torques acting on each particle are given by the first 
derivatives of potential function with respect to the position and orientations re- 
spectively as described in Chapter 4. 
Torques calculated in the laboratory fixed coordinate system (I?) can be con- 
verted to principle torques Tp using the rotation matrix (equation 2.12). The time 
derivatives of the principle angular velocities are given by the equation, 
where T, is the principle torque and I,, is the principle moment of inertia, and 
cartesian positions are given by the equation, 
F and m represent the intermolecular force and mass of the particle, respectively. 
In the next section, the separation of the overall rotation from the vibrational 
motion will be discussed before continuing with the integration and simulation 
procedure. 
2.2.2. Separation of the Overall Rotation 
The total angular momentum of an N body cluster is not zero since the cluster 
itself rotates. It is important to separate the overall rotation from the vibrational 
motion rather than neglecting it . 2 5 9 2 6  
Let's consider a classical N body system evolving in accordance with the 
equations of motion. Then the tensor of inertia is a 3 x 3 matrix and its elements 
can be written as 
Za( t )  = C mi($ (t) - af (t)), 
where{<, i = 1 . . . N) are the coordinates of the particles in the laboratory-fixed 
frame, m, is the mass of the ith particle and x,y,z are the components of the vector 
r'. If the linear momenta in same coordinate system are {p', , i = 1..  N) , then the 
angular momentum of the cluster is given by 
This angular momentum is a constant of motion. The instantaneous angular 
velocity of overall rotation can be defined as 
The instantaneous energy of the overall rotation can be calculated from 
The thermal ("internal," vibrational) energy can be defined as 
Then the total energy of the cluster can be partitioned as 
where V{G} is the potential energy of the system. This relation completely sepa- 
rates the the rotational energy from the vibrational energy. 
This method can also be used to introduce a desired angular momentum to 
the system. In that case, the predefined angular momentum vector is randomly 
partitioned into its three components. Using Equations 2.19 and 2.20, the contri- 
bution to the system energy from this angular momentum can be calculated. Then 
the initial velocities should be rescaled to the new energy. Angular momentum 
and total energy are constant throughout the simulation. 
2.3. Initialization and Integration 
2.3.1. Initialization 
In our simulation procedure, the positions of the argon atoms and nitrogen 
molecules, and the orientations of the nitrogen molecules in Euler angles are read 
in from a file. The forces are evaluated from the potential energy function ac- 
cording to equation 2.6. Equation 2.10 is used to convert the Euler angles to 
quaternions. The linear velocities of both the argon atoms and the centers of mass 
of the nitrogen molecules, and the angular velocities of the nitrogen molecules are 
chosen randomly from a Boltzmann distribution. All motions are reset with re- 
spect to the center-of-mass of the cluster. The randomly assigned linear velocities 
and angular velocities are rescaled to the desired total energy and angular mo- 
mentum as described previously in section 2.2.2. First derivatives of quaternions 
and angular velocities with respect to the time are given by Equations 2.14 and 
2.15, respectively. These initial quantities (initialization step) can be summarized 
I dr r ( t )  - - = v, dt 
dr2 
rl'(t) - dt = Filmi 
dr3 p ( t )  - = 0 
dt3 
dr4 r'l'l(t) = -
- dt4 = 0 
1 hi w ( t )  = -dt  
q1I"(t) = 0 
Here T ,  w and q refer to position, angular velocity and quaternion parameters, 
respectively. The superscripts denote the i th derivatives of the quantities. 
2.3.2. Integration 
The finite difference approach5 is the standard method for solution of differ- 
ential equations such as Equations 2.6, 2.14 and 2.15. Using the initial (at time t )  
posit ions, velocities and other higher order quantities, these quantities at a later 
time t + 6t are calculated (Prediction).  Equations are solved on a step-by-step 
basis. The choice of the 6t  depends on how accurate a solution is expected and 
it is smaller than the typical time taken for a molecule to travel its own diame- 
ter. There are several algorithms that use the finite difference approa~h.4~27~28129 
A successful algorithm should have following qualities. It should ( 1 )  be fast, and 
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require little memory; ( 2 )  permit the use of a long time step St; ( 3 )  duplicate the 
true classical trajectory as closely as possible; (4) satisfy the known conservation 
laws for energy and momentum, and be time reversible; ( 5 )  be simple in form and 
easy to program.5 
Gear's predictor-corrector algorithm is used in this study. Equations of trans- 
lational motions are solved by a fifth-order scheme, while a fourth-order scheme 
is used to solve Euler's equations for rotational motion. Positions and their first 
five derivatives can be expressed (predictor step) by using Taylor's expansion, 
atk-' d k r ( t )  
r t ( t  + St) = --for  i = 0 ,  ... , 5 .  
k=i (k - i )  d tk  
The predictor step for angular velocities and their first four derivatives can be 
expressed in the same way as, 
4 Stk-' d k w ( t )  
w i ( t  + St) = x --- for  i  = 0, . . . ,4 .  
k=i ( k  - i )  d t  
Similarly, quaternions and their first four derivatives can be predicted by, 
Stk-' dkq( t )  for  2 = 0  ,..., 4. 
k=i 
Since the equations of motion have not yet been introduced, the predicted quan- 
tities will not generate correct trajectories as  time advances. The next step is to 
introduce the equations of motion to correct the predicted quantities (corrector 
s tep) .  For positions and their derivatives, the correction can be made as follows. 
r,!(t + S t )  = r t ( t  +St )  + c ; A a i ( t  +St )  for  i = O,.. .,5, (2.29) 
where 
i!St2-i 
AU' ( t  + St) = [F - ri ( t  + St)] -. 2! 
Here, F is the force calculated using predicted positions; ri( t  + 6 t )  is the second 
derivative of position predicted at the predictor step; and C? are the predictor- 
corrector coefficients (Table 2.1) for the second order differential equations as 
described in reference 27. Similar corrections for angular velocities and quaternions 
can be expressed as 
w d ( t + 6 t )  = w : ( t + 6 t ) + c : A b i ( t + 6 t )  for  i =  0, ..., 4 ,  (2.31) 
where 
q:(t + st) = q:(t + 6 t )  + c:Ac'(~ + 6 t )  for  i  = 0,. . . 4 ,  (2.33) 
where 
Here and 2 are calculated by using Equations 2.14 and 2.15 respectively 
using predicted positions; w i  and q i  calculated in the predictor step; 6; are 
predictor-corrector coefficients (Table 2.1) for first order differential E q ~ a t i o n s . ~ ~  
Table 2 .l. Predictor-corrector  coefficient^.^ 
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Knowing the initial values at time t, positions and their derivatives have been 
calculated at time t = t + 6t. At this point, any variables of interest, such as en- 
ergy, radial distribution function, or mean square displacement can be calculated. 
Variables can be accumulated for time averages. The system can be moved to the 
next time step by regarding new positions and their derivatives as initial values 
and then iterating the predictor and the corrector steps. 
2.4. Monte Carlo Methods 
The MD method, as described in the previous section, simulates the system at 
constant energy (E), number of particles (N) and volume (V), in the microcanonical 
or (N,V,E) ensemble. Many experiments are carried out at constant temperature 
instead of constant energy. There are many ways to carry out the MD at constant 
temperature such as the Andersen thermostat approach3' and the NosBHoover 
thermostat approa~h.31s32~33~34~35 
Throughout the work in this thesis, the Monte Carlo method is used to achieve 
a constant temperature simulation. In this method we keep the temperature, the 
number of particles and the volume constant, and it is called the canonical ensem- 
ble or (N,V,T) ensemble. This method was first introduced in 1953 by Metropolis 
et al., and given the name Monte Carlo because of extensive use of random num- 
bers in the c a l ~ u l a t i o n . ~ ~ ~ ~  The core of this procedure is the generation of random 
numbers followed by a limited number of arithmetic and logical operations to 
generate a trajectory in configuration space. 
3 1 
The average of a quantity of interest, A, can be expressed4 using the config- 
urational part of the partition function, Z = drN exp[-/3U(rN)] 
where u( rN)  is the configurational energy (potential energy at  configuration rN) .
Thus, the probability density to find the system in a configuration around rN is 
given by 
and then the average of A can be rewritten as 
In the Metropolis (Monte Carlo) method, the number of points per unit volume, 
n,, in the configuration space are generated randomly according to the probability 
distribution function p(rN). If the total number of points is L, then the average 
of A can be written as 
1 L (A) = - niA(rN). L i= 1 
In the Metropolis method, points in configuration space are generated with a 
relative probability proportional to the Boltzmann factor. Suppose the system has 
been prepared with the configuration rN and if we denote this by the subscript o 
(old), then the Boltzmann factor is 
If we generate a new configuration rlN denoted by subscript n (new), the new 
Boltzmann factor is 
fn = exp[-/3u(riN)]. 
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From these two equations, we derive the Boltzmann factor that gives the relative 
probability as 
Here the notation acc(o + n) is used to indicate the acceptance of the new con- 
figuration. In the approach introduced by Metropolis et al., the following scheme 
is p r ~ p o s e d : ~ ~ ~  
1. Select a particle randomly, and calculate its energy u(rN).  
2. Give the particle a random displacement; r' = r + A, and calculate its new 
energy u (rlN) . 
3. Accept the move from rN to rtN with the probability 
acc(o + n) = min (I, exp{-p[u(rlN) - u(rN)]}) . 
In the simulation algorithm, we perform the third step in such a way that 
the move is accepted only if acc(o + n) is less than a random number uniform 
in [0, 11. 
2.5. Calculations of Thermodynamic Quantities 
There have been numerous theoretical studies of phases and phase changes in 
liquids and gases in the past few decades. The study of phases and phase transi- 
tions mainly deal with free energy calculations as the two phases are separated by 
a free energy barrier which results in the lowest free energy phase. At the phase 
transition point, the free energies of the two phases are equal. Thermal quantities 
33 
such as free energy, entropy and related quantities can not be measured directly 
either in a computer simulation, since they are not simply averages of functions 
of the phase space coordinates of the system, or in real experiments. They are di- 
rectly related to the volume in phase space that is accessible to a system. Some of 
the most important techniques developed for free energy calculations are the ther- 
modynamic integration met hod,37 the particle insertion met hod,38 the overlapping 
distribution method,39 the multiple histograms method,40 umbrella ~ a r n ~ l i n g ~ ~ , ~ ~  
and adiabatic switching.43 
The applications of most of these methods that can be found in literature are 
focused on the phase transition between liquid and gas phases. Although liquid 
mixtures have been studied by computer simulation since the early 1970s ,~~  much 
less attention has been paid to the study of solid mixtures. 
According to the 2nd law of thermodynamics, the entropy S is maximum for 
a closed system with energy E, volume V, and number of particles N when the 
system is in equilibrium (micro canonical ensemble (N,V,E)). 
The Helmholtz free energy for a canonical ensemble (N,V,T) and Gibbs free 
energy for a constant pressure ensemble (N,P,T) are at minimum when the systems 
are in equilibrium. 
For the grand canonical ensemble (p ,  V, T), P V  is at a maximum when the 
system is in equilibrium. 
2.5.1. Thermodynamics Integration Method 
In experiments, the measured quantities are T, P and V which can be related 
to the derivatives of free energy. As an example, the derivative of free energy F with 
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respect to V at constant T gives the pressure of the system: ( 8 F / 8 V ) N T  = -P. 
Then integration of this provides a way to calculate the free energy within an 
unknown constant that can be eliminated by using a reference system of known 
free energy. There are only a few reference systems such as the ideal gas and low 
temperature harmonic crystals, for which the free energy can be ~alculated.~ 
In a computer simulation, we can use parameters in the potential energy 
function as thermodynamic variables. Following F'renkel and Smit, this method 
can be described as  follow^.^ For an N particle system with a potential energy U 
which depends linearly on coupling parameter X such that4 
U (A) = UI for X = 0 reference system 
U(X)  = UII for X = 1 system of interest 
U(X)  = ( 1  - X)UI + XUII , 
We assume that the free energy of system I is known either analytically or 
numerically. The partition function of a system with potential energy function 
corresponding to a value of X between 0 to 1 is 
The derivative of the Helmholtz free energy F(X)  with respect to X can be ex- 
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pressed as an ensemble average, 
where < -- > denotes an ensemble average for a system with a potential energy 
function U(X). Then the free energy difference between system I and I1 can be 
obtained by integrating the above equation. The free energy difference 
2.5.2. Particle Insertion Method 
The W i d ~ m ~ ~  ethod involves the insertion of a ( ~ + l )  th particle into an N 
particle system during an ongoing simulation. For a standard 3-space calculation 
in a cubical box of side L, the volume V = L3. The classical partition function for 
this system is given by 
N here sN = t and rN is phase space coordinates. Then the free energy is 
F(N, V, T) = - ~ B T ~ ~ ( Q ( N ,  V, T)), 
where Fez is the excess free energy and Fid is the free energy of the ideal system, 
and the chemical potential for sufficiently large N is given by 
From the above Equations (2.49) and (2.50), the chemical potential can be ex- 
pressed as 
C1 = pid(p) + peX, (2.51) 
where p"(p) is the chemical potential in an ideal gas contribution and pex is the 
excess part. Using the two-body potential approximation, the interaction energy 
of the ( ~ + l ) ~ ~  particle separates easily. Then the potential energy difference 
between the N-particle and Ni-1 particle system is AU = U(sN+l) - u(sN), and 
the excess chemical potential can be given by 
here pex is an ensemble average that can be sampled by the conventional Metropo- 
lis scheme. 
2.6. Multiple Histogram Method 
The classical density of states O(E) is the fundamental quantity for studying 
the thermodynamics of a finite system. In both canonical and microcanonical 
ensembles, all other thermodynamic functions can be calculated using density of 
states. Labastie and Whetten first used the histogram method for clusters45 and 
it has been adapted by various g r o ~ ~ s . ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  
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2.6.1. Canonical Ensemble 
For a system studied in the canonical ensemble (N, V, T), the configuration 
partition function is given by 
where the integration runs over the configuration space 7, E7 is the energy of the 
configuration 7, k is the Boltzmann constant and T is the temperature. Replacing 
the integration over the phase space configuration 7 by an integration over the 
energies, the configuration density of states Rc(E) can be included and then the 
integral  become^^^?^^ 
Z = 1 Rc(E)exp(-E/kT)dE. (2.54) 
energy 
In Monte Carlo simulations, Qc(E) is calculated and the full density of states 
R(E) is then obtained by convoluting the momentum space density RK (E) with 
here the energy of the lowest minimum of the potential energy surface is chosen 
to be zero. But molecular dynamic simulations give the density of states R(E) 
directly. Computational details for canonical ensembles can be found in references 
45, 46, 47, 48. The use of Equations 2.54 or 2.55 assume ergodic or nearly egordic 
behavior in the simulations. 
2.6.2. Canonical Ensemble in Nos6 Dynamics 
Weerasinghe and Amar used the Nos6 thermostat a p p r o a ~ h ~ ' ! ~ ~  to study the 
evaporation of rare gas c1uste1-s.~~ In a Monte Carlo simulation, use of a box to fix 
the volume for the N, V, T ensemble hinders the free movement of the particles in 
the cluster, and the angular momentum conservation that should be observed in 
dynamic studies such as kinetics of evaporation is not considered. So, they used 
the Nos6 MD simulation to compare their microcanonical results on evaporation. 
In a canonical MD simulation, the probability of the system having energy E 
at a given temperature T can be expressed as 
where ( p  = l / k T ) ,  Np and np are the number of samples of energy E and the total 
number of samples during the simulation at temperature T, respectively, R(E)  is 
the microcanonical density and Q(P) is the canonical partition function. Taking 
logarithms of both sides of above equation, 
Weerasinge and Amar calculated R(E)  directly from this method. Details of the 
simulation using the Nos6 thermostat are given in reference 48. 
39 
2.6.3. Microcanonical Ensemble 
In this thesis study, the microcanonical ensemble method developed by Calvo 
and ~ a b a s t i e ~ ~ j ~ ~  was used to calculate the thermodynamic quantities, epecially 
the heat capacity and then the melting points of Ar,(N2), clusters. Until this 
group reported the use of the multiple histogram method in constant energy molec- 
ular dynamics simulations, it was customary to use the multiple histogram method 
in the MC simulation (constant temperature) despite the fact that an isolated clus- 
ter evolves at constant energy. 
The cluster has constant energy E = V + K with the fluctuations between 
potential energy V and kinetic energy K associated with instantaneous positions 
and momenta respectively. Then the normalized probability distribution of V is 
where RK (K) is the kinetic density of states, Rc (V) is the configurational density 
of states and R(E) is the density of states. 
If the total number of degrees of freedom of the system is v (v = 3N - 6 for 
an atomic cluster with angular momentum and center of mass momentum set to 
zero), 
and the kinetic density of states 
here RK ( K )  can be evaluated with a mathematical constant A to 
Once both densities of states are known, R(E)  is calculated by writing the nor- 
malization integral of P(V; E ) ,  
Using Equations 2.58 and 2.61 for a simulation carried out at a total energy 
E;, the probability of finding a potential energy Vj in the interval [V, - AV/2, Vj + 
AV/2] is 
p(V,,E;) = ni j /N,  = a,(E,  - V,)( 3 ~ - 8 ) / 2 ~  c(V,), (2.63) 
where nij is the number of times the potential energy V, falls in the above interval 
for a given E;, N; is the total occupation (the number of time steps in ith simu- 
lation) and the a; is the undetermined multiplicative constant. f l j  = Re(%) is 
independent of E;. Taking logarithms of both sides of Equation 2.63, 
For discretized M potential energy bins, V, ( j  = 1 ,  M )  of width AV and for N 
different simulations at different energies, E;(i = 1 ,  N ) ,  Equation 2.64 is a overde- 
termined system of M x  N equations with M+N unknowns. A least-squares min- 
imization procedure can be used to solve the equations for unknowns lna; and 
Rj .48,51 
Taking In N, + In a ,  = In a ,  for simplicity and assigning all known data that 
can be calculated from microcanonical simulation to W i j ,  
wij = In nij - (3N2- 8 ,  in (E; - v,), 
equation 2.64 can be rearranged as 
Letting In ai = Ai and In Q j  = Bj for simplicity, Rij becomes 
Then the maximum likelihood estimate, X2 is 
Taking the derivative with respect to the both A, and Bj and setting them to 
zero, two equations for A* and B, can be obtained. 
and 
We can solve these Equations 2.69 and 2.70 either substituting Bl to Bj in 
equation 2.69 or Ak to A; in equation 2.70. But the former, solving for Ak, is 
computationally much easier in matrix calculation than the latter since N< M. 
Then the quantities, Ak are expressed as, 
M N  M  N  
Ak - C b , j ~ ;  = x u k j  (Wkj - b,Wij) (k = 1) N). (2.71) 
j=l i=1 j=1 i=l  
This is a set of N (k  = 1, N)linear equations for the unknowns Ak and the matrix 
has the form C A  = Z and Ak is given by 
where C is a NxN matrix with the elements, 
and the column matrix Z has N rows given by 
Finally, the expected quantity, the configurational density of states can be 
calculated by substituting Ak into equation 2.70, 
Once we calculate Rc(E) numerically as mentioned above and RK(E) ana- 
lytically using equation 2.61, the density of states, R(E) can be calculated by use 
of convolution integral, equation 2.62. The thermodynamic functions of interest 
for both micro canonical and canonical ensembles can then be obtained as given 
by the following Eq~ations.45~46~50~52 
For the microcanonical ensemble, the entropy is 
and the temperature is 
For the canonical ensemble, the partition function, internal energy and heat ca- 
pacity are given by, 
respectively. 
These Equations, 2.77, 2.79 and 2.80, which give the caloric curves, are useful 
tools to investigate first order phase transitions. The change of phase from liquid 
to solid gives rise to a change in the caloric curves near the transition temperature. 
Figure 2.1, taken from the reference 45, shows the change in shape of the caloric 
curves with temperature in both the canonical (solid line) and the microcanonical 
(dashed line) ensembles. Each exhibits three regions, solid, transition and liquid. 
In the both solid and liquid regions, the caloric curve of temperature T versus 
internal energy E increases steadily, leading to a constant heat capacity C,. But 
in the transition region, a sharp increase appears in U that gives rise to a peak 
in the heat capacity curve. This abrupt change of U in the transition region is 
an S shape curve for the microcanonical ensemble. The peak in the C, curve is a 
finite peak for small systems while it becomes sharper with the size of the system 
leading to a delta function at the bulk limit. 
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2.6.4. Root Mean Square Bond Fluctuation 
Calculation of the root mean square fluctuations (rms) in intermolecular bond 
distances is one way to calculate the melting point approximately. The rms is given 
by the equation, 
The value of 6 increases dramatically through the melting region and an example 
is given in Figure 2.2.53 
The other methods used in this thesis study are presented in Chapter 3. 
Figure 2.1. Caloric curves and heat capacities of Lennard- 
Jones clusters obtained by MC simulation (taken from reference 
45). (a), (b), (c) solid lines show U(T) vs. T (our eqn 2.77) while 
dotted lines show E(T) vs. T = (%)-I which are microcanoni- 
cal results (our Eqns 2.75). (d), (e), (f) are heat capacity curves 
(our Eqns 2.78). Note that the heat capacity peak sharpens and 
becomes more intense as the size increases. 
Figure 2.2. Average bond length fluctuation 6 vs. E for 
cluster (taken from reference 53). 6 > 1 indicates melting. 
(Note the large fluctuation of 6 in the melting region.53 
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Chapter 3 
ELECTRON DIFFRACTION METHODS FOR CLUSTERS 
3.1. Introduction 
The interference property of electromagnetic waves (or waves) and its property 
of diffraction by objects are fundamental concepts in diffraction techniques. When 
two waves interfere with each other, it can either involve coinciding peaks or 
troughs or coinciding peaks with troughs. According to classical electromagnetic 
theory, the intensity of waves is proportional to the square of the amplitude of 
the waves. Therefore coinciding peaks or troughs show up as peaks with enhanced 
intensities called constructive interference, while coincidence of peaks with troughs 
show up as peaks with diminished intensities due to destructive interference. Path 
differences between waves due to scattering by an object results in interference with 
different intensities and this phenomena is called diflraction. Diffraction occurs 
when the dimensions of the diffracting objects are similar to the wavelength of the 
radiation. The pattern of varying intensity as a result of diffraction is called the 
diflraction pattern. There are several diffraction techniques such as X-ray, Neutron 
and Electron diffraction depending on the type of radiation as given by the names. 
Diffracting objects can be atoms in crystals, and atoms and molecules in solids 
or gases. Before discussing the electron diffraction in detail, brief introductions 
about X-ray and neutron diffractions will be given in next two sections. 
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3.2. X-Ray Diffraction 
X-rays discovered by Wilhelm Rontgen in 1895 have wave lengths about 
100pm, which is comparable to the bond lengths of atoms and the spacing of 
atoms in crystals, so X-rays are diffracted by them. X-ray diffraction is the most 
widely used method for determination of the locations of atoms in crystals and 
molecular structures. X-rays can be produced by bombarding a metal with high- 
energy electrons. A collision of the incoming electrons with the electrons in the 
inner shells of the atoms expels an inner shell electron creating a vacancy. The 
vacancy then is filled by an electron dropping from a higher energy shell. The 
excess energy emitted due to a transition of the electron from the higher level to 
the lower level is observed as X - R ~ ~ S . '  
3.2.1. Bragg law 
The earliest approach to describe the diffraction patterns produced by crystals 
was to consider a lattice plane as a mirror and calculating the angles that the 
crystals must make to incoming X-rays to produce constructive interference spots 
after reflecting the rays by two mirror planes separated by a distance d. The 
Bragg law states that the glancing angle 8 must satisfy the equation (3.1) to 
observe bright spots arising from constructive interference.' 
nX = 2d sin 0 (3.1) 
Equation (3.1) simply implies that the path difference, 2d sine, of the rays due to 
reflection by planes should be an integer number (n) of wave lengths (A), Here d is 
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the separation of two planes. Once the angle, 8, corresponding to a reflection has 
been determined, the distance between the layers in the lattice can be calculated. 
3.2.2. Scattering Factors 
The scattering factor of an atom is a measure of its scattering strength. Atoms 
of larger scattering factors contribute strongly to the scattering of X-rays that 
results in the diffraction pattern. The scattering factor of an atom is related to 
the electron density distribution in the atom, p(r), by1l2 
00 sin s r  4lr 8 
r2dr, s = - sin - X 2 
If there are several atoms with scattering factors fi, then the overall amplitude is 
given by the equation 
where F is the structure factor and 4i is the phase difference. We shall express s 
in units of ~ i - l  
3.3. Neutron Diffraction 
A neutron slowed down to thermal velocities (about 4 km/s) has a wave length 
of about 100 pm which is comparable to the bond length of molecules. In contrast 
to X-rays, which are scattered by electrons in the atoms, scattering of the neutron 
beam occurs due to the interaction of neutrons with atomic nuclei through the 
strong nuclear force that is responsible for binding nucleons together. So, neutron 
scattering is independent of the size of the atom (the number of electrons). As a 
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result, in contrast to X-rays, neutron diffraction is not dominated by the heavy 
atoms present in a molecule. Neighboring elements in the periodic table have al- 
most identical X-ray scattering factors, hence they are almost indistinguishable by 
X-rays. But their neutron scattering strengths are significantly different. Another 
property of neutron is its possession of magnetic moment due to its spin. This 
magnetic moment can couple to the magnetic fields of atoms in a molecule or a 
crystal and modify the diffraction pattern. 
3.4. Electron Diffraction 
X-ray diffraction techniques cannot be used for small particles, gas phase 
molecules and clusters even though it is well-known and the most widely used 
method for solid specimens and for crystal structure determination. Electron 
diffraction, first used by Thomson3 in 1927, is on the other hand the best diffrac- 
tion technique to study molecules in the gas phase, on surfaces and in thin films 
but is not suitable to study the interiors of solid samples since electrons are more 
strongly scattered by their interaction with charges and nuclei than In 
1931, Wierl obtained electron diffraction patterns from a narrow jet of gas.5 Elec- 
tron diffraction on metallic particles made of a few thousands of atoms on a sub- 
strate was performed by Germer in 1 9 3 9 . ~  
The first application of electron diffraction on clusters generated in a super- 
sonic flow was reported by Audit in 1969 in O r ~ a ~ . ~  There are several reported 
applications of electron diffraction on clusters in the last three decades.8~Q110~11 
Bartell notes that electron diffraction has many advantages over X-ray diffraction 
technique: l2 
"(I) They are scattered by small particles enormously more strongly than are X- 
rays or neutrons 
(2) They can be focused easily to yield a far higher resolution of diffraction detail 
than is customarily achieved in X-ray or neutron studies of weakly scatering 
objects. 
(3) They are readily produced in intense beams capable of recording diffraction 
patterns with high signal-to-noise ratios in a fraction of a second. 
(4) They can determine positions of hydrogen atoms far more definitively than 
can X-rays" 
Atoms in clusters are the sites that scatter electrons. All diffraction features 
from clusters can be expressed by comparing the pairs of sites to double slits as 
shown in Figure 3.1. 
PINHOLES 
SEPARATED 
By rob 
INTERFERENCE 
Figure 3.1. Illustration of interference fringes produced by 
waves diffracted from two scattering centers separated by r ,b.  
Taken from reference 12. 
When the electron beams encounters two fixed sites, waves are diffracted in 
all directions by each site. When two scattered waves interfere, the two waves 
have traveled distance d ,  and db,  and have path differences, 
do - db = Tab sin 0, (3.4) 
here r , b  is the distance between two sites (inter atomic distance). As the scattering 
angle 0 increases, this path difference also increases. Constructive interference 
fringes occur when the path difference is an integer number of waves, 
r , b  sin 8, = nX, 
where n is an integer and X is the wavelength. Resulting interference fringes can 
then be recorded onto a photographic plate and distance r , b  can be calculated 
from knowing the wavelength X and angles 8,. 
In clusters, the interference fringes generated by each pair of atoms character- 
ized by distance r i j  would "gyrate in synchrony"12 with the random orientation 
of the clusters and this results in a pattern circularly symmetric about the axis 
of the electron beam. The interference intensity contributed by each atom pair ij 
consists of diffuse halos and is given by 
I i j  sin s r i j  
- = f i f j  
I 0  
9 
S T i j  
where s is the scattering variable (47r/X) sin8/2, and the f i ,  elastic atomic scatter- 
ing factors for electrons, can be calculated using elastic atomic scattering factors 
for X-rays, and atomic numbers Zi as given by the relation 
Because of random orientation, all pairs of atoms play identical roles in scattering 
and all contribute halos characterized by equation (3.6). Widely spaced atoms 
give closely spaced halos and covalently bonded atoms produce relatively widely 
spaced halos. 
3.4.1. Theoretical Prediction of Electron Diffraction Patterns 
Clusters responsible for the observed electron diffraction patterns are usu- 
ally predicted by using theoretical calculations since, except for large crystalline 
clusters, it is not easy to interpret the experimental patterns in terms of cluster 
structures below about one thousand molecules per cluster. The theoretical cal- 
culation may be either a dynamic model or a static model. The static model is 
useful when a realistic intermolecular potential is not available or the system is 
too large for dynamic calculations. 
The distribution of atoms in a cluster (or any system) is given by the pair 
correlation functions, Pij(r). Pij(r) is the probability of finding another atom in 
a small volume of radius r from any given atom. Equation (3.6), which is the 
interference intensity from a pair of atoms, can be rewritten to give the total 
interference function for all pairs using Pij (r), l2 
I(s)int = 2 C C f; f j  Srn Pij (r) sin sr,j dr. 
i i<j o sr,j 
In addition to the interference terms I(s)*,~, the atomic scattering term, Ia (s), 
that would occur regardless of the environment of the atoms, should be added to 
get the total diffraction function, I (s) . Here Si (s) is the inelastic atomic scattering 
factor for X-rays. Then, the I (s), 
The above equations are for dynamic models and for homogeneous models (un- 
relaxed models or static models). The diffraction function is then calculated ac- 
cording to the standard Debye formula, 
where (I:;) is a Gaussian mean fluctuation for each distance r,j. 
The above Equations (3.10) and (3.11) can simply be expressed for homoge- 
neous or heterogeneous systems as  follow^.'^ This thesis makes use of the dynamic 
model of case 3 (Eqn 3.16). 
1. A pure atomic cluster consisting of N1 atoms. 
Dynamic Model (MD) 
rmaz ( w) + ~ ~ f ~ ( s )  f J I(s) = NI f 2(s) + s4 rg (r) sin srdr, (3.12) 0 
where Jlmaz 4nr g(r)dr = Jim'""' P(r)dr = Nl - 1 and g(r) is the radial distribu- 
tion function. 
Static Model 
N1 N1 sin Srij 2 2 S(s)) + 2f2(s) srij ex.[-%]. (3.13) 
i=1 j>i 
2. A mixed atomic cluster of N1 atoms of A and N 2  atoms of B. 
Dynamic Model (MD) 
I ( s )  = Nl ( f I ( s )  +S*o) s4 + N 2  ( f i ( ~ ) + ~ )  s4 
rmaz 
+ N f W $  /J rg(r)A-A sin srdr 
rmaz 
+ ~ 2 f i ( S ) $  /o rg(r) B-B sin srdr 
+ N l N 2 f ~ ( s ) f ~ ( s ) -  rg(r)A-B sin srdr (3.14) 
S 
rmaz 
where KmaZ 4?rr2g(r)A-A sin srdr = Nl - 1, So 4 ~ r ~ ~ ( r ) ~ - ~  sin srdr = N2 -1 
and Jim"' 4ar2g(r)A-B sin srdr = Nl N2 
Static Model 
Nl N1 
+ 2 f m  C C sin sr;j [ -- 1;:2] Srij 
k 1  j>a 
Ni N2 
+ 2 f a ( s ) f ~ ( s ) C C  sin j [ -- '";'I (3.15) S T i j  
a=l j=1 
3. A mixed cluster of N1 atoms of A and N 2  molecules of diatomic B2 
Dynamic Model (MD) 
+ 2 N2 ( f i ( s )  + *) s4 
rmaz 
T ~ ( T ) A - A  sin srdr 
fmaz 
r g ( ~ ) B - ~  sin srdr 
+ 2 N i N z f ~ ( s ) f ~ ( s )  - r g ( ~ ) A - ~  sin srdr 
S 
'""" 4 ? r ~ ~ g ( r ) ~ - ~  sin srdr = 2N1N2 where J,'""' 4?rr2g(r)A-~ sin srdr = Nl - 1, So 
and J,'""' sin srdr = 2(N2 - 1). The third term does not include the 
intermolecular N-N distances in g(r). These are given in the fifth term so that the 
effect of nonrigidity can be calculated in the simulation of diffraction pattern. 
Static Model 
Nl Nl 
+ 2 f m  yY, sin sr;j [ -- 1::2] S T i j  i=1 j>i 
2N2 2N2 
sin srij 
i=1 j>i 
2N2 sin sr,j [ i:;2] 
+ z f a ( s ) f ~ ( s )  C C -- sr;j (3.17) i=l j=1 
The calculated I(s) may be multiplied by s3 to compare with the experimental 
diffraction patterns since the experimental intensity has the form s31(s) due to 
the s3 shape of the rotating sector (see next section).14 
3.4.2. Experimental Methods of Cluster Production and Detection 
Argon-nitrogen mixed clusters were experimentally produced and detected 
using the Orsay diffraction unit15 by the Torchet group in France, with whom 
we have collaborated. A schematic view of the cluster generator is given in Fig- 
ure 3.2. There are two techniques of obtaining mixed clusters; the pick-up method 
described in reference 16 and the coexpansion method used in this study. In the co- 
expansion technique, a gas mixture of Ar and N2 with a total inlet pressure p~ and 
inlet temperature To expands into vacuum through a supersonic nozzle, 0.2mm 
6 1 
in diameter.14 During this free jet expansion, the thermal energy of the molecules 
is progressively converted into directed kinetic energy. Along the jet axis, the gas 
pressure and temperature are decreasing while the gas velocity reaches a constant 
value of several hundred m/s. The Roots pump is used to evacuate the most of 
the expanded gas. The Mach disk constitutes a discontinuity in pressure and tem- 
perature. The skimmer is used to prevent the molecules crossing the discontinuity 
and thus to sample the axial part of the jet. The diaphragm is used to collimate 
the cluster beam. The adjustable parameters are the Ar mole fraction, the inlet 
temperature and inlet total gas pressure. 
ebectron 
Mach  disk I I 
\Po, lo l  - - - 
n o z z l e  (%d) 
skimmer 
pumps c o l i i m a t  or 
Figure 3.2. Sketch of the molecular and cluster beam source.* 
After collimation, the cluster beam then passes through the high energy 
(50 keV) electron beam that is to be scattered. A schematic diagram of the diffrac- 
tion chamber of the Orsay apparatus is given in Figure 3.3. Scattered electrons 
are recorded onto a photographic film located 250 mm below the scattering point. 
Scanning the films (with 40pm) results in intensity profiles in the form s31(s), 
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due to the s3 shape of the rotating sector. The cluster beam used is then trapped 
onto a cold wall. 
photographic  
fiCms sector n 
Figure 3.3. Schematic diagram of the diffraction ~harnber .~  
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Chapter 4 
POTENTIALS USED IN THIS STUDY 
4.1. Introduction 
In molecular dynamic simulations, the system of interest is modeled in terms 
of the positions and momenta of particles. If we treat the system classically, the 
total Hamiltonian of a microcanonical ensemble can be expressed as given in Equa- 
tions 2.3 and 2.4 for a spherical particle system and for a rigid molecular system 
respectively. The potential energy term describes the intermolecular interactions 
and is the basic input to a computer simulation program.1 The configurational 
energy (potential energy) can be divided into terms involving pairs, triplets, etc 
of molecules. Then, for an atomic system with N particles, the potential energy 
can be written as 
The Ci Cj,, notation indicates a summation over all distinct pairs i and j with- 
out counting any pair twice. The first term represents the potential due to an 
external field such as container walls or magnetic field. The other terms represent 
particle interactions. For atoms, the pair potential depends only on the magnitude 
of the pair separation rij = (6 - 1, so it can be written as u2(rij). If molecules 
such as N2 are involved, orientation factors will lead to an anistropic pair potential. 
Three body and higher terms are only rarely included in computer simulations 
since the calculation of higher terms involvs a sum over many bodies which is very 
time consuming in computer  simulation^.^^^ But the two body approximation has 
been found to be accurate enough for many systems. 
Pair potentials are usually derived by considering a large quantity of experi- 
mental data such as molecular beam scattering data, transport properties or relax- 
ation phenomena,2,4,5,6 together with theoretical calculations such as the ab initio 
method and semi empirical  method^.^,^ In this thesis, the Ar,(N2), system is 
modeled using three realistic potentials to represent theihree basic interactions: 
Ar-Ar, N2-N2 and Ar-N2. In the next three sections, these three potential 
functions will be discussed. 
4.2. Argon Interaction Potential 
Interactions between two argon atoms are taken into account using the po- 
tential model proposed by Amar. This model is a modification of the potential 
model originally proposed by Aziz and Chen.g Hereinafter, this will be referred to 
as ACA for simplicity. The ACA potential can be expressed as 
Parameters are given in the Table 4.1. 
The well depth and equilibrium distance for this potential are s* - De,Ar-Ar = 
143.31K and r* E Re,Ar-Ar = 3.75A. s* is taken as unit of energy throughout 
the simulation. Note that the values E* = 143.314513K and r* = 3.7526115A 
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were used in the program, consistent with the Cj  values given in Table 4.1. The 
intermolecular force between two argon atoms is given by 
Parameter Value 
Table 4.1. Site parameters for intermolecu- 
lar potential function for Ar2. 
4.3. Nitrogen Interaction Potential 
The potential model proposed by Bohm and Ahlrichs is used to model the N2- 
N2 intera~tion.~ In this model, the N2 molecule is approximated as a rigid rotor 
and the N2-N2 interaction has been described by a four dimensional potential 
surface with the variables R, 81, O2 and 4.7910 The selection of these coordinates 
can be described as follows. Suppose the orientations of two molecules (A and B) 
are described by polar coordinates WA = (OA, 4 ~ )  and w~ = (OB, 4 ~ ) ,  and the 
distance vector R = (R, 0, a). If we set up R to be along the z axis (8 = <P = 0) 
and molecule B to be in the xz plane ( 4 ~  = O), the orientation of the dimer can 
be described by R, OA, OB and q5A. 
The analytical function they proposed for the N2 dimer is 
There are three charge sites on each molecule, two negative charges are placed near 
each N atom and a double positive charge is placed at the center of the molecule 
to counterbalance the negative charges. Values used for the parameters, ANN, 
C6,iVN, q ~ ,  VNN and intra molecule site-site distance r (distance between two 
negative charges) in the simulation are given in Table 4.2. The N2 bond distance 
is taken as 2.07a.u. which is less than r .  
Intermolecular forces between sites can be expressed as 
ANN'VNN~XP(-~NNR~~)  QiQj +-- R$ 6C6~NN (xi + yj + ieA j eB  Rij R& J 
Parameter Value (a.u.) 
ANN 47.8546 
VNN 1.83167 
QN -0.50423 
r 2.24 
CG,NN 28.5 
Table 4.2. Site parameters for intermolecu- 
lar potential function for (N2)2. 
-There are two equilibrium isomers for this model. The more stable isomer is 
T shaped (Figure 4.lb) with 
and the canted parallel isomer (Figure 4.la) which is marginally less stable than 
the T shaped structure with 
Re = 7.53 a.u. 
O1 = 62 = 57O, 
Torques acting on each Nitrogen atom can be calculated by using the total 
force on each atom. The orientation of each charge with respect to the center of 
mass of the molecule is given by the products of distance and unit vector along 
the bond, which is given by the third row of the rotation matrix. 
Figure 4.1. Two equilibrium structures of (N2)2: (a) the less 
stable canted isomer and (b) the more stable T shaped isomer. 
4.4. Argon-Nitrogen Interaction Potential 
The anistropic potential described by Bowers, Tang and Toenniesl1 is used 
to model the argon- nitrogen (Ar-N2) interactions. In this model, three radial 
coefficients and three terms of the Legendre polynomial expansion are used, as 
explained below. 
where R is the distance between the centers of mass (of the Ar and the n2 
molecule), y is the angle between R and the diatomic bond distance of Nitro- 
gen molecule, and P,(cos~){~ = 2,4) are the Legendre polynomials. The three 
radial coefficients are related to the potentials at three different geometries with 
y = 0°, 45" and 90" by 
1 
Vo (R) = [7V(R, 0") + 56V(R, 45") + 42V(R, go0)], 
16 V4 (R) = - [3V(R, 0") - 6V(R, 45') + 3V(R, go0)]. 105 
The three potentials V(R, 0°), V(R, 45") and V(R, 90") are given by the equation 
In equation 4.8, the first term is a Born-Mayer repulsion term and the second term 
is a damped dispersion term to represent attraction. C2,(y), the angle dependent 
dispersion coefficients, can be expanded as 
where C2, is the isotropic coefficient and rt2 is the anisotropic coefficient. Their 
values for n=3, 4, 5 are given in Table 4.4 and Born-Mayer parameters, A(y) and 
b(y), are given in Table 4.5. 
4.4.1. Legendre Polynomials 
If x = cos y, the relevant Legendre polynomials are expressed by 
and the calculated values for y = 0°, 45" and 90" are given in Table 4.3. 
Table 4.3. Three Legendre polynomials for the three 
values of cos y required for the potential. 
Parameter Value (a.u.) 
c6 69.02 
rf) 0.1194 
c8 2086 
rr) 0.6232 
r f )  -0.0195 
G o  67216 
r10(2) 0.9109 
r o ( ~ )  0.1099 
rlO@) -0.00584 
Table 4.4 Isotropic and anisotropic coeffi- 
cients for equation (4.9). 
Table 4.5. Born-Mayer parameters for equation (4.8). 
Isotropic and anistropic coefficients given in Table 4.4 are enough only to 
calculate the Czn(y) for n=3, 4, 5. All higher order terms can be estimated by 
the recursion relationship of Tang and ~oennies, '~ 
The maximum n value used in this calculation is 9. 
4.4.2. Torque Calculation 
The torque on the center of the N2 molecule (in the lab-fixed frame) is given 
by the negative of the first derivative of the equation (4.6) with respect to y, 
1 V4 (R) N - -[3V2(R)cosy+ -(70cos3y-30cosy)](CyR, -C,%), 
" -  R 4 
1 V4(R) (70 cos3 y - 30 cos y)] (C, R, - C, R,) , (4.13) N, = R [ 3 V 2 ( R ) ~ ~ ~ y +  -4 
1 
" -  R 
V4(R) (70 c0s3 y - 30 cos y)] (C, Ry - Cy R,) , N - -[3V2(R) cosy + ---4 
where C,, Cy , C,are the elements of the third row of the rotation matrix (the unit 
vector along the nitrogen molecule axis), R, , Ry , R, are the x, y , z components of 
the distance 2, and cosy is given by 
i N z . d  
cos y = R '  
where iN2 is the unit vector along the nitrogen bond, 
4.4.3. Force Calculation 
The force on the center of the N2 molecule is given by the negative of the first 
derivative of the equation (4.6) with respect to R, 
dPn (COS 7) dPn (COS y) ~ C O S  7
- .- 
dR dR 
n = 2 , 4  dcos y 
d COST - Cxi + Cyj  + Czk cos y(Rxi + R y j  + Rzk) 
-- 
- 
dR R R2 (4.18) 
dP2 (cos r) 
= 3 cosy, ap4(C0S = 1 (70 cos3 y - 30 cos 7) 4 (4.19) dcos y acos 
Equations 4.17, 4.18, 4.19, 4.20 and 4.21 are used to calculate the first derivative 
of the Legendre polynomials with respect to R. 
First derivatives of Vn (R), n = 0,2,4 with respect to the R are given by 
Finally, first derivatives of V(R,y), y = 0°, 45", 90" with respect to the R are 
given by the equation, 
4.4.4. Cubic Spline Interpolation 
As the simulation progress, the numerical evaluation of the potential energy 
function (equation 4.6) and force calculations (equation 4.16) for all Ar-N2 bonds 
at each time step are computationally very expensive because they involve several 
Equations (4.7, 4.8, 4.23 and 4.24) with exponential terms. These equations are 
independent of instantaneous orientation, y, and depend only on the instantaneous 
position, R, and fixed angles 0°, 45", and 90". 
The cubic spline interpolation method described in Numerical Recipes13 is 
used to simplify the calculation. In this method, for a preselected range of R values 
75 
(R1, R2 ,. . . , Rn), a numerical function, f (R), for each quantity is determined 
before the simulation starts. As the simulation progresses, the desired quantity 
relevant to instantaneous value of R can be picked from the function, f (R). 
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Chapter 5 
DYNAMIC RESULTS 
5.1. Introduction 
In this chapter, the results of dynamic studies on Ar,(N2), clusters will be 
presented. Particular attention will be paid to cluster size thirteen (n + m = 13). 
The implications of the structural and thermodynamic findings on the 13 particle 
clusters will be explored for larger clusters. Comparison of the stability of argon- 
nitrogen heterogeneous clusters with respect to the position of the N2 molecules 
was made by means of energetics and by using a newly defined Species-centric 
order parameter. The molecular dynamics method with the potential model as 
described in Chapter 4 was used for these studies. Energy and distance values 
presented here are given in reduced units based on the Ar-Ar interaction: reduced 
unit of energy E* De,Ar-Ar = 143.31 K and distance r* = Re,Ar-*r = 3.75 A. 
Molecules having higher binding energy (or a higher sublimation energy in 
the solid state) condense before the molecules with lower binding energy in the 
coexpansion of a binary mixture of gases.' In such a condensation, the molecules 
with the lower binding energy favor condensation by carrying away the heat of 
condensation. In the gas mixture of argon-nitrogen, all dimers have approximately 
similar binding energy (Table 5.1, Figure 5.1 and Figure 5.2 ). The similarity of 
the binding energies of all three dimers favors the formation of mixed clusters of 
argon and nitrogen.l 
- - 
Dimer R~ (A) D, (cm- l )  
Ar- Ar 3.75 99.4 
Ar-N2 3.64 111.9 
N2-N2 
Canted Parallel 3.98 102.5 
T-shaped 4.15 102.8 
Table 5.1. Equilibrium parameters of Ar-Ar, Ar-N2 and N2- 
Nz interactions, De,Ar-Ar = 99.4 cm-I = 143.31 K. 
There is no theoretical work reported on Arm(N2), clusters although a few 
experimental studies have been reported. In 1984, the first experimental study on 
ArmN2 with rn 5 12 was reported by Okazi et aL2 Riilth et al. in 1995 used the 
coexpansion method to obtain Ar-N2 clusters which they studied by Zero Electron 
Kinetic Energy spectroscopy after excitation of the 2p internal shell of Ar atoms.3 
More recently, argon-nitrogen mixed clusters have been studied by the Chiitelet 
group working in the ~ c o l e  P ~ l ~ t e c h n i ~ u e . ~  
(:I C;:I 
( 4  
Figure 5.1. The minimum energy structures of Ar2 dimer (a) 
and Ar-N2 dimer (b). 
Figure 5.2. Two lowest energy structures of N2 dimers, Canted 
parallel (a) and T-shape (b). 
5.2. Small Clusters of Ar,(N2),, (m + n = 13) 
In this study, molecular dynamics simulations of thirteen particle clusters 
were performed to investigate the stability of all possible stoichiometric mixtures 
of argon atoms and nitrogen molecules in the cluster. Initial configurations were 
selected corresponding to the positions of icosahedron structure of Ar13. The linear 
velocities of both argon atoms and the centers of mass of the nitrogen molecules, 
and the angular velocities of the nitrogen molecules were chosen randomly from 
a Boltzmann distribution. For each energy of interest, the classical equations of 
motion were integrated by using the accurate integrator described in Chapter 2. 
A typical time step of 1.0 x 10-l5 s yields energy conservation of about 1 part in 
lo6 over as many as lo6 steps (total simulation time of 1.0 ns). 
As in all straightforward MD calculations, a trajectory at a given energy 
yields equilibrium informat ion using the standard averaging t e ~ h n i ~ u e s . ~ , ~  Stable 
structures (local minima) for a given cluster are found by extracting the configu- 
ration information (positions of particles and orientations of N2 molecules) of the 
trajectory at regular intervals, and using this data as the starting points for a 
minimization procedure. The quenching subroutine DMNFB coded by David M. 
Gay in 1980 was used to find the local minima of each c l ~ s t e r . ~  
More studies on neat Ar clusters have been reported in last few decades 
and Ar clusters are the subject of more computer simulation studies than any 
other This vast interest in Ar clusters is because van der Waals 
systems can be studied both experimentally and theoretically in a wide range of 
sizes, from a few to several thousand atoms. They provide prototype species to 
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study properites characteristic of a few molecules to the bulk systems. Van der 
Waals clusters are more easy to study than complex covalent or metallic clusters 
to understand geometric size effects.13 In contrast, only a very few studies on 
nitrogen clusters both experimentally and theoretically have been reported. The 
Orsay group has reported similarities between the diffraction patterns of Ar, CH4, 
and N2 clusters.13 Theoretical studies done by both Rodriguez14 and co-workers 
and Bertolus and co-workers15 have shown that there were extensive similarities 
(isomorphism) between the positions of molecular centers of mass in (N2)n clusters 
and the structure of Ar, for n 5 13. 
In our studies on Arm (N2), clusters (n + m = l3), we started with the Ar13 
icosahedron structure and then argon atoms were systematically replaced by N2 
molecules. For each replacement, the resulting cluster configuration was used to 
initialize a MD simulation and information was extracted at  regular intervals for 
quenching. This procedure was followed for all possible stoichiometric mixtures 
of argon atoms and nitrogen molecules in the clusters of Ar,(N2), under the 
constraint m + n  = 13 considering both an argon atom at the center and a nitrogen 
molecule at  the center. 
The minimum energy structures of all mixed clusters of 13 particles (n + 
m = 13) are similar to the Ar13 icosahedron. The center of mass of all nitrogen 
molecules are near either the center of the cluster or one of the vertices of a regular 
icosahedron. The orientations of the N2 molecules are such as to maximize the 
stability of the clusters. For any given stoichiometry, the center particle could be 
either Ar (if m 2 1) or N2 (if n 2 1). Figure 5.3 shows typical structures obtained 
for Ar7(N2)6 with argon in the center and N2 in the center. 
8 1 
Figure 5.3. Two isomers of Ar7(N2)tj cluster, with Ar at center 
(a) and with N2 at center (b). 
In the thirteen particle icosahedron, the center particle has twice as many 
nearest neighbors (12) than any other particle. The naive expectation, based on 
the ordering of dimer energies given in Table 5.1, is that a N2 molecule is en- 
ergetically favored to occupy the center of the cluster (compared to Ar). This 
expectation is contradicted by the actual minimum energies found for the 26 dif- 
ferent 13-mers (Table 5.2). As shown graphically in Figure 5.4, the minimum 
energies of all the Argon centered 13-mers are lower than the corresponding N2- 
centered clusters. On average the Ar-centered clusters are more stable by about 
1.5 E*. Not only is the lowest Ar-centered minimum below the N2-centered mini- 
mum in all cases but all the Ar-centered minima found by us are below the lowest 
N2-centered minimum found by the quench procedure. 
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Cluster 
size 
Ar centered 
E k*) 
N2 centered 
E (€*I 
Table 5.2. Quench energies of Ar centered clusters and N2 
centered clusters. The reduced energy unit c* described in the 
text is 143.31 K. 

The lower than expected stability of N2 in the center of the 13-particle clusters 
is understood by considering the strong anisotropy of the N2-Ar and N2-N2 pair 
potentials. For a majority of orientations, the N2-Ar and N2-N2 potential energy 
is actually higher than that for Ar-Ar which is orientation independent. This 
means that many particles on the surface (be they Ar or N2) of a thirteen particle 
cluster cannot have a favorable interaction with a central N2 molecule. We can 
characterize this situation as a frustration eflect. 
One interesting question is whether this frustration is primarily due to center- 
surface interactions (of which there are 12) or to surface-surface interactions (of 
which there are a greater number-12 x 1112 = 66- including both the 30 nearest 
neighbor and 36 more distant interactions)? We have attempted to answer this 
question by calculating the sum of center-surface interaction energies for each 
of the 26 clusters of Table 5.2. This contribution to the total potential energy 
is plotted in Figure 5.5 as a function of number of N2 molecules for both Ar- 
centered and N2-centered molecules. We see that, on average, the Ar-centered 
clusters' central particle is stabilized by about 1.2 reduced units relative to the 
N2-centered analogs. Since the total potential energy difference is dominated by 
the interaction energy of the central particle, we concluded that it is N2 at the 
center that leads to most of the "frustration" observed in the system. 

Beyond purely energetic effects, one would expect that surface N2 molecules 
would be entropically favored by the possibility of freer rotation at the surface 
than in the center. This effect would show up in the dynamics and possibly in 
the relative volume of phase space sampled for subsequent quenching at any given 
total energy or temperature (N, V, E or N, V, T ensembles respectively). 
5.3. Species-Centric Order Parameter 
The different behavior of the argon-nitrogen clusters has been further studied 
dynamically by means of an order parameter defined as a species-centric order 
parameter. This shows the change of the center particle with the time as the 
simulation progresses. 
Figure 5.6. Schematic diagram of defining the species-centric 
order parameter. rl is the distance of closest Ar atom to the 
center of mass of the cluster and rz is the distance of the closest 
N2 molecule to the center 
During the simulation, the instantaneous distances of the closest argon (rl) 
atom and nitrogen (r2) molecule to the center of mass of the cluster are calculated 
as shown in Figure 5.6. These values are then used to define the species-centric 
order parameter, 
According to this relationship, Q becomes minus one (Q = -1) when r2 goes 
to zero (when a nitrogen molecule is at the center) and Q = +1 when an argon 
atom is at the center causing the r l  to be zero. 
Use of an order parameter to investigate the dynamical behavior of a system 
is widely used in the literature. An order parameter is generally some function 
of the coordinates of the system that can be recorded during a simulation to 
monitor some aspect of the system's behavior. As pointed out by Allen and 
Tildesley, the translational order parameter is a more reliable measure of system 
equilibration (during melting) than direct "thermodynamic quantities" such as 
the potential energy. A bond-orientational order parameter is also one of the most 
used order parameters to study phase transitions. 16J7 Steinhardt , Nelson and 
Ronchetti studied the bond orientational-order parameter in liquids and glasses.18 
As pointed out by several  author^^^,^^ the Helmholtz free energy of the system 
further constrained to a particular value defines an order parameter called the 
"Landau free energy." 
For a relevant cluster example, Lynden-Bell and Wales used both orientational 
bond order parameters and the potential energy itself as order parameters to 
calculate Landau free energies for argon  cluster^.'^ In our study, we used the 
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species-centric order parameter to study the dynamic behavior of thirteen particle 
argon-nitrogen mixed clusters. 
We followed the value of the species-centric order parameter as a function of 
simulation time for the ArI2N2 cluster for several starting configurations. Figures 
5.7 and 5.8 show these results for nitrogen-centered and argon-centered configura- 
tions, respectively. Simulations were carried out for 500 ps time duration for several 
temperatures near and below the melting point of each cluster type (E 40 K). The 
nitrogen molecule centered cluster (Q = -I), Figure 5.7, shows a tendency to leave 
the central position and to be on the surface of the cluster. Far below the melting 
point (temperature around 30 K), the nitrogen molecule stays at the center for 
500 ps and temperature above 31 K, it leaves the central position letting an argon 
atom take this position. With increasing temperature, its mobility increases and 
Q goes to +l. In contrast, for the argon centered cluster (Figure 5.8), the Q value 
stays at +1 for the duration of the simulation at all temperatures. These dynamic 
simulations confirm the results of static energy calculations. 


5.4. Larger Clusters 
Dynamic studies were extended to larger clusters with up to 147 particles for 
several argon nitrogen stoichiometric ratios. Because of limitations such as the 
complexity of larger clusters, especially for heterogeneous clusters (Ar,(N2),), 
and the extreme difficulty of quenching due to the complexity of Ar-N2 and N2- 
N2 potentials, we limited ourselves only to clusters of size 55 and 147 for energetic 
studies. In these cases the positions of the particles are again similar to the re- 
ported structures of neat argon and nitrogen for larger clusters. Our major interest 
was to investigate the dynamic behavior to see whether the stability of argon atoms 
over nitrogens in the core still persists. We performed longer trajectories on the 
55 atom clusters at high energies to understand their dynamic behavior and in 
particular to look for segregation effects. 
Snapshots taken from trajectories for an argon centered cluster and a nitrogen 
centered cluster are given in Figure 5.9 and Figure 5.10, respectively. Let us first 
consider the case of a 55 particle cluster with an 13 atom core of argons as shown 
in Figure 5.9. At t=O, the particles were placed at the positions of the 55-atom 
icosahedron, quenched and then given enough kinetic energy to yield a liquid 
(melted) cluster at about 45K. Then the isoenergetic simulation was carried out 
for 500ps. Argon atoms remain in the core of the cluster during the simulation 
without substantial mixing with nitrogen molecules. At around 225 ps, there is 
visual evidence for some segregation of N2 into multilayers on one side of the 
cluster. At around 350 ps, we can see that an N2 molecule evaporates from the 
cluster . 
The opposite case is considered in Figure 5.10: thirteen nitrogen molecules are 
situated at  the core of a 55 atom cluster (this time a cuboctahedron of Ar42NI3, 
shown at t = O  of Figure 5.10). The simulation was again carried out for 500ps at  
a high energy (corresponding to T=41 K-liquid like cluster). In this case, it can 
be seen that nitrogen molecules start mixing throughout the cluster and migrate 
to the surface (t=255 ps). By the end of this simulation at  500 ps, almost all the 
N2 molecules are at  the surface. No evaporation was observed in this simulation. 
These longer trajectory studies show that argon atoms tend to cluster at  the 
core of mixed clusters regardless of cluster size. Migration of N2 molecules to the 
surface, mixing of Ng molecules (Figure 5.10) in the cluster and the aggregation of 
argon atoms (Figure 5.9) at  the core provide a general model for the structure of 
mixed argon-nitrogen clusters. Since the clusters found in the beam result from 
evaporative cooling of hot, fluxional clusters, this picture fits with the tentative 
suggestions of Torchet et al. based on their electron diffraction diagrams.l In 
order to get a clear understanding of the structure of the clusters present in the 
beam, it is necessary to construct detailed models and compare theoretical and 
experimental diffraction diagrams. We use the patterns observed here as the basis 
for systematically creating and testing such models. This work is the subject of 
Chapter 7. 
Figure 5.9. Icosahedron Ar13N42 cluster with thirteen argon 
atoms initially in the core of the cluster. Simulation time is 
500 ps at 45 K (Liquid like). 
Figure 5.9. Continue. 
Figure 5.10. Cuboctahedron Ar42N13 cluster with thirteen 
nitrogen molecules initially in the core of the cluster. Simulation 
time is 500 ps at 41 K (Liquid like). 
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Chapter 6 
THERMODYNAMIC RESULTS 
6.1. Introduction 
In this chapter, thermodynamic results on small clusters, n + rn = 13, cal- 
culated by means of various methods will be presented. Melting points of both 
argon-centered and nitrogen-centered clusters have been evaluated using caloric 
curves, root-mean-square fluctuations and from heat capacity curves calculated 
by multiple histogram methods. The theoretical basis of these methods were pre- 
sented in Chapter 2. A wide range of studies on the melting points and phase 
transitions of argon have been reported, while a limited number of 
reports can be counted on the study of nitrogen c l~ s t e r s .~  So, it is important to 
understand the phase transition of mixed clusters compared to the neat argon and 
nitrogen clusters. 
The temperature, which fluctuates throughout the constant energy MD sim- 
ulation, can be obtained from the average kinetic energy Ekin given by2 
where nt is the total number of time steps, p, is the linear momentum of ith 
particle, Lk is the angular momentum of the lcth nitrogen molecule, and Nl and 
N2 are the number of Ar and N2 particles, respectively; N = Nl + N2. 
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All kinetic energies are calculated with respect to the center of mass of the 
cluster. Then the temperature, T ,  is given by 
where Nt is the total number of degrees of freedom and Nt = 3N1 + 5N2. Six 
degrees of freedom are excluded from the count because the overall cluster trans- 
lations and vibrations are frozen. 
The connection between cluster melting, phase transitions in finite clusters, 
and the caloric curve has been investigated by several a ~ t h o r s . ~ ~ ~ ~ ~ ~ ~  The caloric 
curve is a graphical representation of the functional relation between the mean 
kinetic temperature calculated from equation 6.2 and the total energy.4 The shape 
of the caloric curve in the transition region has been reported either as a loop, 
which connects the low energy side of the curve (hot solid) to the high energy side 
(cold liquid) ,8 or an inflection as seen in this study (Figure 6.1). Loop behavior 
would only be seen if there is a large energy gap between the ground state and 
excited states. 
Caloric curves (T vs. E) for both argon centered and nitrogen centered clus- 
ters of Ar6(N2)7 are given in Figure 6.1. The essentially linear behavior of both 
caloric curves for low energy is a consequence of the equipartition theorem for 
essentially harmonic vibrations in this region. The N2-centered curve is offset by 
about 2 ~ *  higher than the Ar-centered curve. This is due to the difference in the 
equilibrium isomer energies as shown in Table 5.2. In both curves, the onset of 
large fluctuations in temperature is observed at about - 3 l~* .  The smooth line 
drawn through the data points to guide the eye shows the inflection behavior quite 
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clearly for the Ar-centered cluster. At high energies above the melting region, the 
caloric curves converge. In liquid-like clusters, the higher mobility essentially turns 
the N2-centered cluster into an Ar-centered cluster. 
N2 at center 
Ar at center A I 
Figure 6.1. Caloric curves of both argon-centered and nitrogen-centered 
Ar6 (N2), cluster. 
Calculation of the root mean square bond fluctuation (S), as given by equation 
2.81, in Chapter 2 is another way to see cluster melting in the simulation. 6, shows 
the average bond length fluctuation throughout the ~ i m u l a t i o n . ~ ~ ~ ~ ~  In Figure 6.2, 
6 values for both argon centered and nitrogen centered Ar6(N2)7 clusters are given. 
The average bond fluctuation increases with energy (with higher kinetic energy) 
and an abrupt jump of S near the melting region occurs. The abrupt jump in 6 
through the value 0.1 is in accord with the classic Lindemann criterion for melting 
discussed by Amar and Berry.2 
As seen in Figures 6.1 and 6.2, the caloric curve and rms bond fluctuation 
plots provide qualitative evidence of a phase transition in these clusters. However, 
the value of the melting temperature is hard to ascertain because (a) small systems 
have broad transitions and (b) fluctuations in simulations of finite length are not 
ergodically averaged. 
To overcome this limitation, we have calculated rigorous statistical mechan- 
ical densities of states in order to derive thermodynamic quantities such as heat 
capacity and melting point. The use of the multiple histogram method to obtain 
these quantities is discussed in the next section. 
Figure 6.2. Root mean square bond fluctuations of Ar6(N& 
for (a) an argon-centered cluster and (b) a nitrogen-centered 
cluster. 
6.2. Multiple Histogram Method 
The classical density of states Q(E), the fundamental quantity for all thermo- 
dynamic functions, was calculated by means of the multiple histogram method as 
described in detail in section 2.6. Equation 2.75, derived according to the micro- 
canonical method developed by Calvo and Laba~ t i e ,~ , ' ~  gives the configurational 
density of states Rc(E). Important quantities recorded in this method are nu, the 
number of times the potential energy V, falls in the interval [V, - AV/2,V, + AV/2] 
for a given Ei and V,. 
Since the potential energy of the system fluctuates throughout the (N, V, E) 
simulation according to the constraint E, = V, + K j  for a given Ei, we divided the 
potential energy range (possible minimum and maximum potential energy of the 
cluster) into 2048 bins. We carried out the series of simulations starting from the 
minimum energy of the cluster and ending with -10.0~*.  In each simulation, the 
value of the potential energy was recorded in the bin array at each time step. After 
N time steps, the array is equivalent to a histogram of potential energy values for 
a given total energy. 
Once these primary quantities are known, Rc(E) can be calculated according 
to Equation 2.75 with use of Equations 2.65 and 2.72. A major problem in this 
procedure is the proper attribution of cluster states due to evaporation at higher 
energies. In this thesis, we have used a dynamical definition of the cluster first pro- 
posed by Weerasinghe and Amar.3 This method avoids problems of confinement 
while restricting the influence of evaporation events on the calculated thermody- 
namic quantities. Details of this method and some alternatives will be discussed 
in the next section. 
Finally the desired quantity R(E) was calculated by convolution (equation 
2.62) of the calculated Rc(E) with the analytic kinetic density of states RK(E). 
Thermodynamic quantities such as entropy (s = kB lnR(E)), partition function, 
internal energy and its derivative (Equations 2.76, 2.78, and 2.79, 2.80) were de- 
termined, and the shapes of the partition function and the density of states curves 
are plotted in Figure 6.3 for ArI3. 
0 10 20 30 
Energy (E*) 
Figure 6.3. Density of states calculation for ArI3 using the 
Aziz-Chen model. Natural log of (a) the partition function and 
(b) the density of states. 
Equation 2.80 was used to generate the heat capacity vs. T curves for all 
argon centered and nitrogen centered Ar,(N2), (m + n 513) clusters for which 
the density of state curves (analogous to Figure 6.3b) were determined. Figure 
6.4 shows a selection of these curves for the Ar-centered clusters while Figure 6.5 
shows similar data for some N2-centered clusters. Maxima of heat capacity curves 
are shifted to lower temperature for successive additions of nitrogen molecules. 
An additional peak, around 20 K for argon centered-clusters and around 15 K for 
nitrogen centered clusters, appears and becomes more intense with the number 
of nitrogen molecules. The intensity of this peak is higher in nitrogen-centered 
clusters than in argon centered clusters. This "pre-melting" feature is most likely 
due to the decoupling of the N2 molecules from the cluster and onset of more facile 
rotational motion. 
0 10 20 30 40 50 60 
Temperature 
Figure 6.4. Heat capacities au/dT of some of Ar-centered 
clusters. Maxima of curves shift to the left (lower temperature) 
with number of nitrogen molecules 
0 10 20 30 40 50 60 
Temperature 
Figure 6.5. Heat capacities &/dT of some of Na-centered 
clusters. Maxima of curves shift to the left (lower temperature) 
with number of nitrogen molecules. 
Figure 6.6 shows the similarities and discrepancies between argon-centered 
and nitrogen-centered clusters for Ar5(N2)8. The pre-melting shoulder at around 
20K is more intense for the N2-centered cluster while the intensity of the main 
peak is lower. The two clusters melt at almost the same temperature (34.5 K). 
Above the melting region, the heat capacity curves lie on one another indicating 
that the two structures have become similar due to high mobility. 
I I I I I 
Ar center - 
N2center ------ 
10 20 30 40 50 60 
Temperature 
Figure 6.6. Comparison of heat capacity au/dT for argon- 
centered and nitrogen-centered cluster, Ar5 (N2)8. 
The temperature of the maximum of the heat capacity curves gives the melting 
point and we report these melting points for 13-particle clusters in Table 6.1. 
Melting points of nitrogen centered clusters are generally lower than those of the 
corresponding argon centered clusters. Also the melting temperatures decrease 
with a increasing proportion of N2 in the cluster. These trends are displayed 
graphically as a function of the number of N q  molecules in Figure 6.7. 
Ar centered 
T (K) 
N2 centered 
T (K) 
- 
40.0 
39.4 
35.5 
35.5 
35.4 
32.5 
33.1 
34.6 
32.2 
31.7 
32.1 
31.7 
30.0 
Table 6.1. Melting points of Ar-centered clusters and N2- 
centered clusters calculated using density of states. N2-centered 
clusters generally have lower melting points compared to the 
Ar-centered clusters. 
Ar at the center --+-- I at the center / 
0 1 2 3 4 5 6 7 8 9 10 1 1  12 13 
Number of N2 molecules 
Figure 6.7. Change of melting points of Ar13-n(N2)n clusters with number of N2 molecules. 
Dashed line Ar centered clusters (top) and solid line N2 centered clusters(bottom). 
One last item of interest is the rather high value for the melting temperature of 
Ar13 that we report in this work. The melting point (temperature at the maximum 
of the heat capacity curve) of Ar13 for the LJ model (with Hirschfelder, Curtiss 
and Bird's valuesl1 of e = 119.8 K and 0 = 3.405 A) is about 34-35 K as previously 
reported by several authors.'15 In Figure 6.8 we compare the results of calculations 
of the heat capacity and its first derivative using the "standard" Lennard-Jones 
potential and our modified Aziz-Chen potential model. For the more accurate pair 
potential, the melting temperature is about 42 K. 
Temperature (K) 
Figure 6.8. Comparison of heat capacity for LJI3 cluster and 
ArI3 using our modified Aziz-Chen potential. (a) heat capacity 
au/dT and (b) first derivative of heat capacity a2u/aT2. 
6.3. Evaporation, Cluster Definition and Thermodynamics 
Heat capacity curves are essentially obtained as double derivatives of density- 
of-states curves. This means that one needs good thermodynamic data from simu- 
lations well above the melting region in order to have reliable heat capacity curves 
(and melting temperatures) in the melting region itself. But a major concern is 
that at higher energies, particles start to evaporate from the cluster, leading to 
simulation data which is no longer relevant to the cluster of interest but rather 
to a smaller cluster size. We discuss two ways to handle this evaporation in our 
simulations. One way is to enclose the clusterlo in a sphere (a confined method) 
and the other is to use dynamic criteria to prevent the counting of states which 
are associated with an evaporated cluster (dynamic method). 
Calvo and Labastie adapted the confinement technique used by Wales12 to 
their constant energy version of the multiple histogram technique. The approach 
is straightforward, easy to use, and appears to work in many cases, especially if 
the effective radius of the confining potential is carefully chosen. Basically an 
"external" repulsive potential term is added to the regular pair potential, in order 
to enclose the cluster in a soft sphere. The repulsive term is given bylo 
V(ri)rep = 0 R - ri 2 2'"~, 
here ri is the distance of the atom i from the center of mass of the cluster and 
R is the radius of the container. The center of mass of the cluster defines the 
center of the confining potential. For Ar13, Calvo and Labastie varied the confining 
radius by about 10% around the value of 3r* and found that their thermodynamics 
results changed very little. Thus they assumed convergence of their results. We 
shall compare results using this method with results from our preferred dynamical 
method after discussing our technique in more detail. 
In the dynamical method, first introduced by Weerasinghe and Amar2, there is 
no confining potential. However, a boundary sphere is defined to identify particles 
which evaporate from the cluster. 
In this method, the radial distance and radial momentum of each particle 
relative to the rest of the cluster (sub cluster) are calculated. For each particle, 
knowledge of the radial momentum for three successive time steps allows one to 
judge whether the particle's radial momentum is a minimum at the middle step. 
Whenever this is the case, the value and time of such a minimum is saved. Once 
the radial distance of an atom is greater than pre-assigned value (in this simulation 
4 r* units for 13 particle clusters), the simulation is stopped. The potential energy 
is saved in a temporary array for each time step but the following procedure 
is used to determine which values of the potential energy will be binned in the 
histogram arrays: a cut-off time is determined from the last radial minimum of 
the leaving particle and only trajectory data from before this cut-off time is saved. 
Then the simulation is restarted with new random velocities. At low energy, 
evaporation may never occur within the desired number of time steps to be used for 
the histogram, while at high energy, many short simulations are needed to obtain 
the desired number of potential energy samples. In this method, particles in the 
cluster are free to move around without any external restriction. So, contribution 
to the total kinetic energy after the melting points is well determined in this 
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dynamic method. Figure 6.9 presents the comparison of the two methods for ArI3 
modeled with our modified Aziz-Chen potential. 
In Figure 6.9, two heat capacity curves from the Wales method (confined 
method) with a container radius R = 3.0 r* and 4.0 r* are different not only in 
the shape after the melting point and but also in the point where the maximum 
appears. The curve from the dynamical method shows some agreement with the 
confined method curve with higher container radius (R = 4.0). This different 
behavior may be because the confined system has no freedom to move accord- 
ing to the forces they feel between their own particles since the container wall 
pushes them back when they exceed the cutoff distance (less chaotic motion), so 
the entropy of the system is less than that of the dynamical method. But with 
an increase in container radius, the entropy and the heat capacity increases as in 
dynamical method. The increase in entropy lowers the temperature. These re- 
sults show that the dynamical method serves as a limiting case for the "confined" 
method. 
I I I I 
Dynamic -
Sphere 4.0 - - - - - - 
Sphere 3.0 ------- 
I I I I 
30 40 
Temperature (K) 
Figure 6.9. Heat capacity au/aT comparison of methods to 
handle evaporation for ArI3. 'Dynamic' dynamical method used 
in this study, 'Sphere 4.0' confined method with R = 4.0 and 
'Sphere 3.0' confined method with R = 3.0. 
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Chapter 7 
ELECTRON DIFFRACTION PATTERNS 
7.1. Introduction 
Theoretical investigation of cluster structures in electron diffraction patterns 
generated by the Torchet group as described in Chapter 3 will be discussed in this 
chapter. It is a difficult task to sort out the cluster structures in the beam gener- 
ated by the coexpansion technique1 by experimental electron diffraction patterns 
due to their complexity. But evidence such as the existence of mixed clusters, 
possible size ranges and prediction of the molar fraction in the cluster beam, ex- 
tracted from experimental diffraction patterns are useful in theoretical studies to 
model the cluster sizes for generation of diffraction patterns. 
The requirement to obtain mixed clusters is that gaseous molecules of all 
types should have similar binding energies (or similar sublimation energies in solid 
state). Otherwise, the molecules with higher binding energies condense first and 
those with lower binding energies simply help condensation by carrying away the 
heat of condensation in a gaseous mixture of molecules. The similarity of the 
binding energies of the three dimers, argon-argon (99.4 cm-l), nitrogen-nitrogen 
(102.8 cm-l) and argon-nitrogen (1 11.9 cm-l) facilitates the growing of mixed 
clusters in the expansion of an argon-nitrogen gas mixture. 
Except for a few experimental studies which prove the formation of mixed 
clusters, no substantial work has been done to elucidate the structures of argon- 
nitrogen mixed clusters. In 1984, Okazi et al. produced small sized Ar,N2 (for 
n 5 12) mixed clusters by both pickup and coexpansion methods and analyzed 
them by mass spectroscopy.2 Zero Electron Kinetic Energy (ZEKE) spectroscopy 
after excitation of the 2p internal shell of Ar atoms was used by Riilth et al. in 
1995 to study argon-nitrogen mixed clusters produced by gas c ~ e x ~ a n s i o n . ~  Clear 
evidence for the existence of argon-nitrogen mixed clusters was given by Fort et al. 
in 1998.~ In their studies, they produce the clusters by coexpansion and the cluster 
beam was studied by angularly resolved mass spectrometric measurements after 
scattering the beam by either a solid or a buffer gas (in the pickup method). They 
detected the argon-nitrogen dimer species fragmented in a rotatable quadrupole 
mass spectrometer. 
For our purpose, the diffraction experiments of Torchet et al.' are most im- 
portant. Experimental diffraction pat terns for different argon partial pressures 
in the inlet (data points were obtained from the Torchet group in France) are 
presented in Figure 7.1 and Figure 7.2 for inlet pressures of 10 bar and 20 bar, 
respectively. 
7.2. Computational Procedure 
Three computational procedures were carried out. The clusters of 13 particles 
of icosahedron structures produced by the method discribed in Chapter 5 (the 
first method) were first studied. Since argon centered clusters are more stable 
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than nitrogen centered clusters, as discovered in dynamic studies, argon centered 
Arm(N2)n (n+m = 13) clusters were subjected to diffraction studies. The dynamic 
model given by equation 3.16 in Chapter 3 was used to obtain the diffraction 
patterns. The radial distribution functions were generated by molecular dynamics 
simulation for the most stable Ar,(N2), initial configurations. The size of the 
time step used in the simulation was 10-l5 s and the system was allowed to relax 
for 0.2 ps (200 steps) before actual data were collected for 0.8 ps (800 steps). The 
target energy was chosen in such a way that the final average temperature was 
to be about 28 K. This temperature is below the melting points of any cluster of 
13 particles and a limited number of time steps was used to avoid any structural 
change while averaging the data to calculate the radial distribution function. The 
calculated diffraction patterns for all permutations of 13 particles are given in 
Figure 7.3. 
Previous studies on pure a r g ~ n ~ , ~  and pure nitrogen7j8 have interpreted the 
features seen seen in these diffractions patterns. The splitting of the second peak 
into a doublet is characteristic of an amorphous structure, mainly polyicosahedral, 
in both argon and nitrogen diffraction patterns. In pure nitrogen patterns, the 
large oscillation of the third peak (around 6.5 A-l) is due to interference from N- 
N intramolecular distances of both free nitrogen molecules and nitrogen molecules 
in the cluster. The strong angular damping of the first peak in pure nitrogen 
patterns, in contrast to the pure argon patterns, is due to large librational motions 
of nitrogen molecules. 
In addition to these characteristic differences in the two pure patterns, the 
position of the first peak for nitrogen is at a lower s value than that for argon. 
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This variation can be seen in the diffraction patterns generated from argon nitrogen 
mixed clusters. The change in the first peak position in the experimental patterns 
with the argon molar fraction in the inlet is presented in Figure 7.4. With an 
increase of argon percentage, clusters in the beam contain more argon atoms and 
the peak position tends toward higher s values and finally stays constant once the 
beam saturates with argon clusters. 
Using the the above facts obtained from pure argon and nitrogen diffrac- 
tion patterns, comparisons were made between the experimental patterns and 
calculated patterns for the 13 particles. This clearly shows that the experimen- 
tal patterns are due to clusters larger than the 13 particle system because none 
of the calculated patterns show the second peak splitting characteristic of polyi- 
cosahedral structures. After realizing that the clusters in the beam should have 
polyicosahedron structures, we performed a second simulation to investigate the 
electron diffraction patterns for the argon molar fraction 30% and below at 10 bar. 
Figure 7.1. Experimental diffraction patterns at 10 bar for dif- 
ferent argon molar fractions in the beam.' Argon molar fraction 
5%, lo%, 11.2%, 20010, 30%, 40%, 50% and 60% from bottom 
to top respectively. 
Figure 7.2. Experimental diffraction patterns at 20 bar for 
different argon molar fractions in the beam.' Argon molar frac- 
tion 2.5%, 5%, 9%, 11%, 20%, 30%, 40% and 60% from bottom 
to top respectively. 
Figure 7.3. Calculated diffraction patterns of Ar,(N2), for 
(n + m = 13). Number of argon atoms in the cluster 0, 1,. . . ,13 
from bottom to top respectively. 
20 30 40 
Ar molar fraction % 
Figure 7.4. Change of first peak position rl with argon molar 
fraction in the beam. 
7.3. Diffraction Patterns of Polyicosahedrons 
We investigated the features of the experimental diffraction patterns, which 
split the second peak into a doublet, by generating polyicosahedron structures 
as follows. We started with three particles to build up pure argon clusters in a 
sequential fashion. For each step in the growth sequence, we randomly selected an 
orientation with respect to the cluster-fixed frame and brought in an additional Ar 
atom until it touched (d = 3.75 A) an atom of the cluster. Then we used the Monte 
Carlo method to equilibrate the resulting ArN+l configuration. The equilibrated 
cluster was subjected to optimization (quenching) before adding the next particle 
to the system. Using this procedure we generated seventy polyicosahedral argon 
structures. To create mixed clusters we then selected some of the outer argon 
atoms for replacement by N2 molecules. The mixed clusters just created were 
subjected to optimization before use in MD simulations to calculate diffraction 
patterns. 
We used the same condition as used in first method for the 13 particle system 
in our MD simulation to generate the radial distribution function for diffraction 
pattern calculations except average temperature. We used a temperature of about 
30 K due to the following reason. We checked the behavior of the double bump at 
the second peak with temperature below and above 30 K. The most reliable shape 
of the peak then matched to the experimental diffraction patterns was at about 
30K as suggested by the Torchet group in reference 1. A series of diffraction 
patterns for clusters in the range starting from size fifteen to sixty-seven was 
generated using the polyicosahedron structures. They are given in Figures 7.5, 
7.6, 7.7, 7.8 and 7.9. in the order of size. 
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Figure 7.5. Some of the calculated diffraction patterns of 
Ar,(N2), for (15 < n + m 5 19). Composition and size of 
each cluster given on top of the each curve. 
Figure 7.6. Some of the calculated diffraction patterns of 
Ar,(N2), for (20 < n + m 5 30). Composition and size of 
each cluster given on top of the each curve. 
0 2 4 6 8 10 12 
s(1lA) 
Figure 7.7. Some of the calculated diffraction patterns of 
Ar,(N2), for (30 < n + m 5 42). Composition and size of 
each cluster given on top of the each curve. 
0 2 4 6 .  8 10 12 
S( I/& 
Figure 7.8. Some of the calculated diffraction patterns of 
Ar,(N2), for (42 < n + m < 55). Composition and size of 
each cluster given on top of the each curve. 
0 2 4 6 8 10 12 
s(i/A) 
Figure 7.9. Some of the calculated diffraction patterns of 
Ar,(N2), for (55 < n + m 5 67). Composition and size of 
each cluster given on top of the each curve. 
Figures 7.5 to Figure 7.9 present diffraction patterns categorized according to 
cluster size. In Figure 7.5 the size ranges from 15 to 19, in Figure 7.6 from 20 to 
30, in Figure 7.7 from 31 to 42, in Figure 7.8 from 43 to 55, and in Figure 7.9 from 
56 to 67. Only the most relevant patterns, chosen according to their shape and 
similarities to the experimental patterns at 10 bar, are plotted and given in each 
size range. Then we analyzed and compared each category with the experimental 
patterns and came to the following conclusions. 
In the size range fifteen to nineteen (Figure 7.5.), oscillations in the third peak 
of calculated patterns are very deep and narrow compared to experimental pat- 
terns. But the doublet in the second peak of the calculated patterns of Arl(N2)18 
and Ar3(N2)16 show some agreement with the experimental patterns. All other 
patterns have large discrepancies specially in both the doublet in the second peak 
and the oscillation in the third peak. The discrepancies in this size range reveal 
that experimental diffractions patterns may not belong to the size range of fifteen 
to nineteen and clusters should be even larger than this range. 
The second peaks (doublet) of diffraction patterns (Figure 7.6) in the size 
range from 20 to 30, show some similarities with experimental diffractions be- 
low 20% argon molar fraction at 10 bar. Specially Ar2(N2)24 (n + m = 26) and 
Ar2(N2)28 (n + m = 30) have very good agreement in the second peak and in the 
third peak oscillations with experimental patterns of 10% and 11.2% argon at 10 
bar. These two patterns are then plotted together with 10% and 11.2% experi- 
mental patterns and are presented in Figure 7.10 and Figure 7.11, respectively. In 
each graph, experimental curves have been raised closer to the calculated curves 
by multiplying by a constant to point out the similarities and discrepancies. 
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A closer look at the Figure 7.10 and Figure 7.11 shows that the Ar2(N2)28 
pattern has a much better match to the both 10% (multiplied by 2.8) and 11.2% 
(multiplied by 2.7) than Ar2(N2)24 pattern. If we compare each peak position 
of Ar2(N2)28 with the experimental patterns, the second and the third peaks of 
the calculated patterns are slightly off from that of both experimental 10% and 
11.2% patterns in addition to the deep well in the calculated pattern compared 
to experiment. Again the pattern for 10% argon shows better agreement over the 
pattern for 11.2%. Finally this analysis reveals that the experimental cluster beam, 
which is generated from 10% and 11.2% argon in the inlet with total pressure at 
10 bar, may contain clusters of size about 26 to 30 particles with polyicosahedral 
structures. 
Patterns calculated from clusters size ranging from a total of 30 to 42 and 
from 43 to 55 argon atoms and nitrogen molecules are presented in Figures 7.7 
and 7.8 respectively. Comparison of these patterns with experimental patterns 
clearly indicates that there might not be clusters belonging to these size ranges in 
the experimental beam because of strong discrepancies between experimental and 
calculated pat terns. 
But in the last category, clusters sizes from 56 to 67, again show good agree- 
ment with 20% and 30% argon patterns at 10 bar. Some of diffraction patterns cal- 
culated in this category are given in Figure 7.9. Patterns belonging to ArI5(N2)52 
and Ar22(N2)45 have remarkable similarities in the second peak and third oscilla- 
tions. At the first glance, one can say that these clusters are similar in shape, but 
comparing the height ratio of first peak to the second peak in both experimental 
and calculated patterns, one can approximately match the 20% argon pattern to 
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the Ar15(N2)52 and 30% pattern to the Ar22(N2)45. These two calculated patterns 
are plotted with 20% and 30% experimental patterns in Figures 7.12 and 7.13 re- 
spectively. Each experimental peak has been multiplied by 6.5 to raise it closer 
to the calculated patterns. Results in this category reveal that polyicosahedral 
structures with a cluster size 67 may be responsible for diffractions patterns of 
20% and 30% molar fractions at 10 bar. 
Figure 7.10. Comparison of the calculated diffraction pattern 
of Ar2(N2)24 and Ar2(N2)28 with experimental diffraction at 10 
bar. Experimental pattern (bottom) for 10% Ar in inlet has 
been multiplied by a constant to raise it closer to the calculated 
patterns. 
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Figure 7.11. Comparison of the calculated diffraction pattern 
of Ar2(N2)24 and Ar2(N2)28 with experimental diffraction at 10 
bar. Experimental pattern (bottom) for 11.2% Ar in inlet has 
been multiplied by a constant to raise it closer to the calculated 
patterns. 
Figure 7.12. Comparison of the calculated diffraction pattern 
of Ar15(N2)52 with experimental diffraction at 10 bar. Solid line 
calculated patterns, dash-dot line exp. patterns of 20% Ar in 
inlet and dash line 20% multipled by 6.5 
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Figure 7.13. Comparison of the calculated diffraction pattern 
of Ar22(N2)45 with experimental diffraction at 10 bar. Solid line 
calculated patterns, dash-dot line exp. patterns of 30% Ar in 
inlet and dash line 30% multipled by 11.5 
7.4. Diffraction Patterns of Multi-icosahedrons 
Further studies for several clusters beyond the cluster size 67 was accom- 
plished using polyicosahedral structures, but those results failed to generate pat- 
terns similar to the experimental patterns above 30% argon. With increasing the 
argon molar fraction, the doublet (splitting in the second peak) disappears and 
a new peak starts appearing in the middle of the plateau between the previous 
third and fourth peak. In addition to these changes, a split appears in the fifth 
peak around s = 8 a-1. These facts lead to the study of stable multi-icosahedron 
structures of bigger clusters (n + rn > 67) which do not adopt the polyicosahedral 
structures. Then we started generating clusters of size in the range from 67 to 147 
with multi-icosahedron structures. 
Some of the calculated diffraction patterns of multi-icosahedron clusters of 
size range from 67 to 147 are given in Figure 7.14. The small peak at the well 
between the first peak and the second peak, which is closer to the bottom right 
of first peak in patterns above 30% argon, gives a clue to possible cluster sizes in 
the experimental diffraction graphs. Looking carefully at the change in the similar 
peak that moves from right (bottom left of second peak) to left (bottom right of 
the first peak) with increase of cluster size in the calculated diffraction patterns, 
it is obvious that diffractions patterns above 30% argon at 10 bar are generated 
from clusters of size above 130. 
Figure 7.14. Some of the calculated diffraction patterns of 
Arm (N2), for (67 < n +m 5 147) using multi-icosahedral struc- 
tures. Composition and size of each cluster given on top of the 
each curve. 
The diffraction pattern belonging to Ar60(N2)70 is plotted togeter with the 
experimental diffraction patterns of argon molar fraction 40% at 10 bar and molar 
fraction 20% at 20 bar in Figures 7.15 and 7.16 respectively. Note that these 
two experiments (40% Ar at 10 bar and 20% at 20bar) have the same partial 
pressure of Ar (PAr = 4 bar). Figures 7.15 and 7.16 indicate that the Ar60(N2)70 
cluster pattern is reasonably close to both of these experimental patterns. The 
correspondence is better for the 40% Ar at 10 bar pattern. 
Table 7.1 summarizes the mixed clusters whose calculated diffraction pat- 
terns show reasonable agreement with experimental patterns. The unfilled entries 
require further work (see Chapter 8). 
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Figure 7.15. Comparison of the calculated diffraction pattern 
of Ar60(N2)70 with experimental diffraction at 10 bar. Solid line 
calculated patterns, dash-dot line exp. patterns of 40% Ar in 
inlet and dash line 40% multipled by 14.0 
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Figure 7.16. Comparison of the calculated diffraction pattern 
of Ar60(N2)70 with experimental diffraction at 20 bar. Solid line 
calculated patterns, dash-dot line exp. patterns of 20% Ar in 
inlet and dash line 20% multipled by 14.0 
%Ar Molar I Total Pressure I Total Pressure 
I Raction 10 bar I 20 bar 
Table 7.1. Summary of the cluster sizes assigned to electron 
diffract ion patterns generated at a variety of experimental con- 
ditions. Correspondence is made on the basis of comparison of 
calculated and experimental diffraction patterns; (- -) indicates 
no experiment at these conditions. See text for more discussion. 
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Chapter 8 
CONCLUSION AND FUTURE WORK 
The study of argon-nitrogen mixed systems can be summarized by dividing 
our major findings into three parts: (1) dynamic and structural studies of clusters; 
(2) thermodynamic studies of 13-mers as a function of stoichiometry; and (3) 
the analysis of experimental electron diffraction patterns by simulating diffraction 
patterns for model clusters. The dynamic studies showed the greater stability of 
argon centered clusters over nitrogen centered clusters. This effect appears to be 
largely due to frustration effects but may also be influenced by the slightly larger 
size of the nitrogen molecule and its rotational behavior. 
Further confirmation of the special stability of argon centered clusters over 
nitrogen centered clusters was obtained by defining and calculating a new "species- 
centric" order parameter (Q) which changes from -1 (for nitrogen at the center) 
to +1 (for argon at the center). The study of the change in the free energy due to 
particle migration (N2 centered to Ar centered) using the defined order parameter 
should be carried out in future work. In ordinary simulations, the system will 
stay in the most stable argon centered configuration (Q = +1, biased system) 
hindering the collection of proper statistics on P(Q), the probability of finding the 
order parameter around a given value of Q. So, a biased simulation technique such 
as 'umbrella sampling" should be used. 
Thermodynamic studies were carried out for all clusters of size thirteen. Melt- 
ing points calculated using the classical density of states are lower for nitrogen 
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centered clusters than for argon centered clusters. In chapter 6, we reported the 
extension of the dynamical method2 to handle evaporation at higher energies in the 
microcanonical histogram method. A preliminary comparison of this approach to 
the confinement method used by Calvo et aL3 was made but more studies of these 
two methods is necessary. It should include a wider range of R values (container 
radius) than considered previously. 
Comparison of calculated diffraction patterns with experimental diffraction 
patterns was made and structures of clusters that could be in the beam were pre- 
dicted. We have proposed (in Table 7.1) a series of cluster models that represent 
the cluster distribution present under different sets of experimental conditions. 
The calculated diffraction patterns do not completely account for the experimen- 
tal diffraction patterns for two reasons. First, the actual cluster distribution is 
rather broad both in size and in composition. Second, the presence of free atoms 
and molecules in the beam alters the relative intensities of the peaks in the exper- 
imental patterns. 
The first factor, the presence of several cluster entities, might be taken into 
account by producing the radial distribution functions, g(r) ,  for several cluster 
entities and averaging the model patterns obtained from these. These different 
moieties can be considered by either producing clusters with same stoichiometry 
randomly or generating a mixture of clusters over a small range of stoichiometries. 
The presence of free particles can be considered by using a additional pa- 
rameter. If t~ is the proportion of free particles relative to the total number of 
scattering articles to represent the free particles, the theoretical scattered intensity 
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s31TH (s) is given by4 
Here, the s31A(s)  represents the atomic scattering due to free atoms and s3IpIC 
is the mean diffraction function of polyicosahedron structure. 
8.1. Free Energy vs. Stoichiometry of Ar,(N2), 
The investigation of free energy vs. stoichiometry of Arm(N2), remains to 
be done. I proposed a method that uses the semigrand canonical method5 with 
appropriate modification to the conventional Metropolis scheme. This method is 
based on Widom's particle insertion m e t h ~ d . ~  A randomly selected particle from 
one species is transformed to a particle of another species. 
To present this procedure in general, N2 and Ar are represented by A and 
B respectively. Suppose a system containing NA particles of species A and NB 
particles of species B in a volume V and at temperature T (system 0). If we 
transform a particle of type A to a particle of type B at the same temperature 
and volume (system I), the excess free energy difference can be calculated by 
J,, exp -P(Uo + Au)drN AF"" = - ~ - l  ln S, exp(-PUo)drN I 
where p = ( k ~ T ) - l ,  N = NA+NB is the total number of particles, Cid = 
NB/(NA + 1) and AU = Ul - Uo is given by 
The Monte Carlo simulation method can be used and a stable structure of an 
ArN cluster is proposed as the starting point of study of Arm(N2), (m + n =N) 
clusters. Changes in compositions of Ar from XA, = 1 to XAr = 0 are carried 
out by N separate MC simulations. In each simulation, the free energy difference 
between Arm(N2), and Arm-1 (N2)n+l can be obtained. The whole procedure for 
the change of the compositions from Arm(N2), to A T ~ - ~ ( N ~ )  is outlined below. 
Equilibration 
Standard canonical MC simulation is used to equilibrate the system. 
0 select a particle randomly, check for identity. 
If it is Ar 
0 give the particle a random displacement and accept the move with probability 
If it is N2 
in addition to the trial move orientational moves should be carried out. 
Sampling 
Define a switched variable, ID, with initial value, ID=O. 
Randomly decide on the displacement of a particle or a change of identity of a 
particle. 
If it is a displacement, 
follow the same procedure as above. 
If it is a change of the identity and ID is zero then 
select an Ar atom (system 0) and change it to a N2 molecule.. accept the change 
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with probability, 
Pacc(O + 1) = min 
- ex~(-P[Ul - UO]) I 
Average = Average + NB 
NA + 1 exp(-pAu), 
reset ID=1 
else if ID is 1 then 
select N2 molecule (system 0) and change it to an Ar atom. 
accept the change with probability, 
Pacc(O +- 1) = min - ex~(-P[Ul - UO]) 9 I 
Average = Average + NA exp(-PAU). 
NB + 1 
reset ID=O 
Continue sampling. 
This method has an advantage over other free energy calculation methods 
such as particle insertion method since this can be applied even for dense phases 
such as solids and clusters because particle swapping uses a preexisting "cavity" 
rat her than attempting insertions into the dense phase. Without prior knowledge 
of free energy of a reference system, we can study change of free energy with 
compositions of the system with respect to one of the pure phases (A or B). That 
is another advantage over original semigrand canonical method which needs prior 
knowledge of a reference system. A disadvantage of this method is that it needs 
N number of simulations to go through all compositions (0 5 XA 5 1) if it has 
N number of particles. But with modern computer facilities, this can be turned 
into a advantage. Computers with multiple processors can convert these separate 
N simulations into one parallel simulation. 
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