Abstract: Mobile robots capable of micro-and nanohandling are a valuable research tool and can be effortlessly integrated into different microscope systems. In this paper, this effortless integration is extended to automated closed-loop positioning based on different external sensors. In three steps, a robot can automatically characterize the employed sensors, determine its location and orientation within the sensors' coordinate systems and determine its own motion behavior, which is influenced by the specific environment. Additionally, an automated mapping between multiple sensor coordinate systems can be performed simplifying later automation steps. With the described techniques, the integration of mobile microrobots into a specific system can be done fully automatically.
INTRODUCTION
Automated micro-and nanohandling have become important fields for both the research community and industry. Over the recent years, a variety of mobile robots capable of operating with the required precision have been developed. Examples are the NanoWalker developed by Martel et al. (1999) , the MICRON project (Brufau et al., 2005) and the ARRIpede by Murthy et al. (2008) . Such mobile robots have several advantages, the most important of which is the effortless integration into micro-and nanohandling cells. Mobile robots can simply be placed on a flat surface in scanning electron microscopes or on slides of optical microscopes and perform manipulations without the need for a complex mechanical adaptation.
Until now however, this effortless integration only extends to teleoperation and not to closed-loop positioning and automation. As the current mobile robots do not feature internal position sensors, their position needs to be determined by external sensors. Cameras or microscopes with suitable tracking algorithms are commonly used as external sensors. If such imaging devices are employed as feedback sensors in a control loop, the closed-loop positioning is also called visual servoing. For micro-and nanorobotics, two imaging systems are usually combined for positioning. Cameras are used to determine the position coarsely by tracking macro-features of the robot, e.g. LEDs mounted to the robot. With such cameras, the end-effector of the robot can be moved into the working range of the employed microscope system. This system can then track the endeffector's position with high resolution and facilitate fine positioning.
There are suitable sensor systems that can be used for highly efficient visual servoing for both coarse and fine positioning. implemented the visual servoing control loop for coarse positioning of a mobile robot in an embedded control system. With the embedded control system, a sensor update rate >100 Hz could be used with a low and predictable latency. Thus, the downsides of visual servoing executed using computer-based image processing are de facto eliminated. A similar position tracking and visual servoing is in the process of being applied to the end-effector tracking under optical microscopes. In scanning electron microscopes, the end-effector tracking can also be done quickly and predictably using line scanbased tracking .
As the same mobile robot is controlled by visual servoing based on different sensor system, however, the robot's controller does not initially know the characteristics and configuration of the sensor. The characteristics include static properties such as orientation, scale and resolution as well as dynamic properties such as update rate and latency. All of these characteristics are important control parameters when designing a controller for high-speed positioning . Currently, this information has to be determined and configured manually for each camera or microscope system. The goal of this paper is the fully automated integration of a mobile robot in a sensor system with unknown characteristics. Thus, after the robot is placed into such a sensor system, an auto-configuration sequence takes care of all characterization, configuration and calibration challenges and makes the robot instantly available for closed-loop positioning and automation.
In such a system, the controller starts by analyzing the sensor system as well as characterizing its own motion behavior as described in Section 2. The automated fusion and calibration of multiple sensors, e.g. a camera for coarse positioning and a microscope for fine positioning, is laid out in Section 3. Experimental results validating the described approaches are given in Section 4. Conclusions and an outlook on future works can be found in Section 5. 
AUTO-CONFIGURATION
A robotic system employing mobile robots is shown in Fig. 1 . In the setup, two mobile robots work on a glass surface. A camera mounted underneath the surface tracks two infrared LEDs mounted to each robot's bottom. Microtools fixed to the robots are used for the actual operation and can be tracked by a video microscope monitoring the scene from above. Multiple individual hardware components are used for the control loop. The LED tracker is responsible for determining the position of the two robots (Diederichs, 2010) . A similar tracker is used to track the tools in the microscope's image. Two control units implement closedloop trajectory control for the two robots. Details on the control of the robots are described by . The communication is implemented using the real-time capable controller area network (CAN) bus.
Automated characterization of the sensor
The first step is the characterization of the sensor system itself, i.e. the noise, resolution, update rate, and latency of the sensor system. As the robot is supposed to work with a multitude of sensor systems, few assumptions about the sensor can be made. The update rate is measured with a timer while capturing several sensor updates. The update rate is called f whereas the update interval is called T = 1/f . The standard deviation of f is also called jitter. The noise is also determined by recording a sequence of sensor updates and evaluating the maximum Movement is completed with sensor update F . and standard deviations. After that, the robot performs linear movements of increasing length starting with single steps until a significant change of the sensor value is detected. The smallest measurable movement is used as resolution of the sensor.
The precise determination of the sensor's latency T 0 is done using two steps. First, the latency is measured in multiples of T . The robot starts a movement synchronously to a sensor update. The movement's duration is chosen as T and the distance is long enough so that it can be reliably determined with the sensor's resolution, e.g. 20 times the noise level. This is shown in Fig. 2 . Starting with 0 for the next update, sensor updates are counted, until the final position is reached, i.e. sensor data remains constant. If n sensor updates are counted:
For most hardware-based sensor systems, the latency is less than one update interval and thus n = 1.
The precise calculation of the latency is hindered by both the noise of the sensor and nonlinearity of the system. Thus, two approaches were developed. The binary search approach is immune to nonlinearity in the system but suffers from increased noise, whereas the interpolation approach exhibits better noise suppression but is affected by nonlinearity. For the binary search approach, the latency is determined by delaying the start of the movement by the time t, with:
This added delay introduces additional, artificial latency (see Fig. 3 ). For each delay, the procedure to calculate the latency in multiples of T is repeated, i.e. a delay dependent n(t) is calculated. If T 0 + t < n(0)T , this repeated calculation will yield the same result (n(t) = n(0)). The goal is finding a t that acts as a threshold for n(t):
as shown in Fig. 3 . With such a t, the precise determination of the sensors latency can be done:
To find this t efficiently, binary search is used. Binary search iteratively finds t in an interval [a, b] . Initially, a = 0 and b = T . During each iteration, the middle of the interval c = (a + b)/2 is tested. If n(c) = n(0), then t > c and the search can be continued in [c, b] . Otherwise, t < c and the search can be continued in [a, c] . For the noise level of the employed sensors, determining t with a resolution of T /256 is sufficient (see Section 4). Thus, eight iterations are required.
For the interpolation approach, the movement of the robot as well as the employed tracking system are assumed to be linear. As the movement's duration is T , at most one measurement result (see result A in Fig. 2 ) is recorded during the movement and is thus different from both the starting pose S and the final pose P . Assuming a linear motion, t can be directly calculated from A's value:
with |AF | being the distance between pose A and pose F . To reduce the effect of noise on the pose data, this measurement can be repeated and an averaging filter applied.
Auto-configuration
In a robotic system like the one in Fig. 1 , a mobile robot is tracked by one or more cameras. For each camera, the robot needs to find a basic mapping between its local coordinate system C R and the camera coordinate system C C (see Fig. 4 ). In the camera coordinate system, a specific point on the robot is tracked, e.g. the LEDs mounted to the robot or the tip of the tool. The result is a pose (x, y, ϕ) describing the location of the tracked point in C C . The coordinate system C R is local to the robot. In this local coordinate system, movements are calculated along the vectors p x and p y for pure x-and pure y-movements.
In general, the pose of the tracked object does not correspond to the origin of C R . Instead, there is an offset r into a direction λ between the origin of C R and (x, y) as well as an offset β between ϕ and α. Additionally, dependent on whether the camera is mounted above or below the robot, C C might be flipped in relation to C R .
The goal of the auto-configuration is the automatic determination of r, λ and β for each sensor. To do so, the robot has to perform a series of movements. Each of these movements needs to be long enough so that it can be precisely measured taking into account the previously measured resolution of the sensor system but needs to be within the sensor's working range. The first movement is performed along the axis p x of the robot's internal coordinate system C R . With this movement, α can be determined and β can be calculated as ϕ is known. A second movement along p y is used to determine whether the coordinate system is flipped. A third movement is then conducted in order to measure r and λ. This movement is purely rotational around the origin of C R . It should be as big as possible so that the sensor's noise becomes insignificant. As a result of this movement, the pose measured by the sensor changes by (∆x, ∆y, ∆ϕ) as shown in Fig. 5 . The measured poses and the origin of C R form an isosceles triangle and the distance r can be calculated by:
⇔ ∆x 2 + ∆y 2 = 2r · sin |∆ϕ| 2 (7)
The angle δ of the r in C C can also be calculated from this measurement using the different angular relations:
Using δ and β, the angle λ can be calculated (see Fig. 4 ). Using the atan2 function that uses both parameters, ∆x and ∆y, δ can be calculated in the full range [−π, π] . If the coordinate system is flipped or if the rotation is performed clockwise, δ needs to be negated.
Self-characterization of the robot
As described by , a mobile robot has certain movement capabilities. The three degrees of freedom (x, y and ϕ) are coupled and influence each other. Fig. 6 shows the theoretic movement capabilities of the employed robot. Furthermore, the motion behavior of the robot is influenced by the load on the robot, the working surface and the routing of the cable, which exerts a major force on the robot. Thus, after being installed into a target system, i.e. under the final load and cabling conditions, a robot needs to characterize its own motion behavior in order to improve the accuracy of the open-loop control and the effectiveness of the closed-loop control. The obtained data then needs to be converted into a model which can be used for the open-loop control of the robot. Considering the movement capabilities shown in Fig. 6 , the robot tests the movement vectors corresponding to the different corners of the graph. For each of these movements, a resulting motion vector is recorded. These vectors can then be used as support vectors. The actuation vectors for a desired motion vector can be calculated by linearly interpolating between the support vectors.
WORLD MODEL CALIBRATION
For a successful automation not only the control system itself needs to be set-up and calibrated automatically. In order to combine several camera sensors and robots (see Fig. 1 ), the relations of the different coordinate systems need to be known. This knowledge enables coordination and planning of joint robot movements as well as the capability of executing abstract assembly tasks such as "Grip object A seen in Camera C 1 ". Moving towards an object involves the transformation of the object's position into the coordinate system of the camera tracking the mobile robot.
All movements of mobile robots are planar movements and the camera systems are installed such that the imaging plane is parallel to the plane of robot movements. Therefore, we only consider the two-dimensional case for the rest of this paper. For reasons of simplicity, the robot is assumed not to rotate for this calibration. If the robot rotates, the offset between the features tracked by the different sensors changes. Taking this rotation into account is done by a calibration similar to the auto-configuration of r and λ in Section 2.2. Instead of rotating around its center point, the robot rotates keeping one of the tracked features at the same location.
There are two kinds of coordinate systems, which are introduced in the robotic setup we propose:
• C Ri introduced by each mobile robot R i • C Cj introduced by each camera C j Fig. 7 illustrates the dependencies between these coordinate systems using the example of a microscope camera, Coordinate systems introduced by a mobile robot in a two camera setup (cf. Fig. 1 ).
a coarse positioning camera and a mobile robot. The transitions between the different coordinate systems can be defined as a linear mapping between two coordinate systems, if the nonlinearity of the imaging system has been compensated for (see Yang and Illingworth (1994) ). This kind of linear transformations can be mathematically described by means of homogeneous coordinate transformation of form
where p = (x, y, 1) T describes the homogeneous extension R 2 → R 3 of the robot position. The transformation matrix H is defined as
The sub matrix M = m ij is a composition of scaling and rotation while the vector t = (t x , t y ) T describes the translational offset of the origins of the two coordinate systems. Please note that the mapping described by Equation 13 cannot describe shearing.
In Fig. 7 the mappings H RC , H CR , H RM and H M R are implicitly determined during the auto-configuration phase (see Section 2.2). They are required to control the robot based on camera positions. The mappings H M C and H CM can be derived from Eq. 12 given three corresponding positions in each coordinate system by solving the corresponding linear equation systems.
The choice of the three distinct positions is arbitrary. However, depending on nonlineariy and noise level of the camera systems the mapping error varies. Fig. 8 measured average pixel error of the mapping H M C . This error depends on the distance between the three points, which are used to calculate the transformation matrix. At a distance of 10 px the average error is already smaller than 0.042 px. The error of the calibration method drops below the sensor system noise level of about 0.01 px at a distance of 50 px. However, even an error of 0.042 px is sufficient for most operations.
Since the knowledge of the robotic environment is limited, the movements should as small as possible to avoid collisions. Therefore, based on the measurements results a distance of ten pixels has been chosen.
RESULTS
In this section, several of the auto-configuration and selfcalibration measurements are experimentally validated.
Latency characterization
In order to verify the performance of the two latency measurement approaches, 200 test measurements have been conducted and the result is shown in Fig. 9 . The sensor's real latency is 4 ms and an additional, artificial latency can be added. The measurement is repeated 20 times for each latency and the latency is incremented in steps of 500 µs. The update rate of the sensor is 90.7 Hz, i.e. the update interval is 11 ms.
The results show that the binary search approach exhibits better linearity, whereas the interpolation approach exhibits lower noise. Both approaches can determine the sensor's latency with an accuracy better than 400 µs, which is easily sufficient for latency compensation. It has to be noted, that the interpolation-based measurement is 10 times faster than the binary search-based measurement.
Finding the rotational center
As described in Section 2.2, the robot can automatically find its own rotational center point, i.e. the origin of the coordinate system C R in the current sensor's coordinate system C C . To do so, the robot needs to perform a rotational movement. Such a rotational movement is dangerous as it creates a significant movement of the tool which might lead to collisions. Thus, it is desirable to determine the center point exactly with as little a rotation as necessary, i.e. ∆ϕ should be as small as possible. If the rotation is too small however, noise on the measured values (∆x, ∆y and ∆ϕ) might significantly affect the measurement's accuracy. • and 1.8
• lead to a result with an accuracy that is likely to be acceptable for most scenarios. At rotations larger than 1.8
• , the results become very stable and reliable. The distance r = 30 px corresponds to approximately 1.8 mm.
The same auto-configuration sequence has been repeated using a microscope to track the robot's end-effector. However, as the tracking does not give an accurate measurement result for the rotation ϕ, the LED tracking's result for the angle has been used. This is a valid approach, because rotations are scale-invariant and all parts of the robot rotate identically. The result is shown in Fig. 11 . Similar to the purely LED-based measurement, angles smaller than 0.4
• exhibit significant fluctuations, whereas angles of more than 0.4
• lead to results with acceptable reliability. Measurements with even larger angles could not be conducted as the tool would leave the microscope's view field. With the microscope's resolution, the 10500 px offset correspond to approximately 11.3 mm. 
Self-characterization
After a successful auto-configuration and characterization of the sensor, an automated self-characterization of the robot can be performed as described in Section 2.3. Fig. 12 shows the result of such a self-characterization. The LED tracking system based on a camera is used as sensor. All obtained measurement are translated into the robot's coordinate system C R so that a rotation should not lead to x-or y-offsets (cf. Section 4.2). Fig. 12 shows the step length vectors that can be implemented by the robot. A 2D projection along the y-axis is shown in Fig. 13 . The measured lengths are averages over 100 steps and have been converted to nm to validate the results based on the known characteristics of the robot. The measured maximum step length of a little over 100 nm meets the expectations for the used robot. For further closed-loop control, the values are directly used in the sensor's unit, i.e. pixels for camera-based systems. It can be seen that the results correspond to the theoretic model of the robot (see Fig. 6 ) with only slight deviations, e.g. a movement in the direction of positive x-values leads to slightly larger steps compared to a movement towards smaller x-values. Such deviations are caused by manufacturing differences as well as external influences such as the robot's cable. The good correspondence to the movement model (cf. Fig. 6 ) shows the reliable behavior of the robots. Thus, a specific adaptation of the open-loop control to the specific robot and setup would not be necessary in this case. If the measured deviations are unacceptable, the open-loop movement of the robot needs to be changed as described in Section 2.3.
CONCLUSIONS AND FUTURE WORK
This paper shows that the effortless integration of a mobile robot into a micro-or nanorobotic setup can be extended to visual servoing and thus automation by means of an automated self-characterization and auto-configuration sequence. Key properties of the sensor and the motion behavior of the robot can be determined automatically and with a high resolution. Sensor properties include orientation, scale update rate and latency. Determining these properties is crucial to implement high-speed visual servoing as described by . With the described approaches, microrobots can be employed and automated in handling cells in a plug-and-play-like fashion.
The current implementation of the auto-configuration and self-calibration approaches is only valid, if the optical axis of the vision system is orthogonal to the movement plane of the robot's. Although this is given for most microscope systems and can be ensured for coarse positioning systems, it is a limitation. E.g. dual-beam microscopes using both an electron beam and an ion beam cannot be used. In the future, the approaches will be extended to allow for an angle between the vision sensors' optical axes.
