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LOG DIFFERENTIABLE SPACES
AND MANIFOLDS WITH CORNERS
W. D. GILLAM AND S. MOLCHO
Abstract. We develop a general theory of log spaces, in which one can make sense of
the basic notions of logarithmic geometry, in the sense of Fontaine-Illusie-Kato. Many
of our general constructions with log spaces are new, even in the algebraic setting. In
the differentiable setting, our theory yields a framework for treating manifolds with
corners generalizing recent work of Kottke-Melrose. We give a treatment of the theory
of fans, which are to monoids as schemes are to rings. By adapting similar results
from logarithmic algebraic geometry, we prove a general result on resolution of toric
singularities which can be used to resolve singularities of a wide class of “log smooth”
spaces.
Introduction
It is generally agreed that a manifold with corners is a locally ringed space over R locally
isomorphic to an open subset of Rn≥0 (for various n) with its sheaf of smooth functions.
The definition of a morphism of manifolds with corners, however, is debatable. One
might simply say that a morphism is just a morphism of locally ringed spaces over R—a
“smooth morphism” in the usual sense of differential geometry. The problem with this
is that manifolds with corners carry various additional structures—log tangent bundles,
for example—which are not functorial with respect to such morphisms. D. Joyce [Joy]
has proposed a theory of manifolds with corners which is at the opposite extreme in the
sense that he allows very few morphisms. For example, x 7→ x2 is not a valid Joyce
endomorphism of R≥0.
Kottke and Melrose [KM] proposed a notion of morphism which is less restrictive than
Joyce’s, but controlled enough to allow the usual constructions to become functorial. It
turns out that the Kottke-Melrose formalism for manifolds with corners becomes very nat-
ural in the language of logarithmic geometry, as developed by Fontaine, Illusie, Kato, and
others. Unfortunately, the machinery of logarithmic geometry has largely been confined
to algebraic geometry, where it has been extremely useful for various purposes. One major
goal of this work is to import this theory into the setting of differential geometry. With
a certain amount of formalism in place, it turns out that we can carry most of the usual
algebro-geometric constructions over to our differential-geometric setting.
There are various points in the story where we will leave the setting of smooth manifolds,
as we have already done in a sense by introducing manifolds with corners. At some point,
the appearance of even more singular spaces will be inevitable. For example, unlike the
situation with smooth manifolds, the fibered product of transverse (in an appropriate
“log” sense) maps of manifolds with corners will not yield a manifold with corners, nor
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even a topological manifold with boundary. We treat these singular spaces by working
systematically in the category of differentiable spaces, reviewed in §2. This category will
have a certain appeal to those with a background in algebraic geometry, but might be
offputting to differential geometers. All that really matters is that we have some category
containing smooth manifolds as a full subcategory in which we can speak intelligibly about
fibered products and so forth.
In fact, we work quite generally with an arbitrary category of log spaces. The basic
input here is a reasonable category of “spaces” (schemes, analytic spaces, or differentiable
spaces, say), together with a distinguished monoid object A1. Our theory of positive
log differentiable spaces is recovered as the special case where “spaces” are differentiable
spaces and A1 = R+ is the monoid of non-negative real numbers under multiplication.
When possible, we have tried to phrase our log-geometric constructions in this general
setting. One such construction which seems to be new, even in the algebraic setting, is
our notion of boundary (§6.4). In the differential setting it specializes, in particular, to
Joyce’s notion of the boundary of a manifold of corners, which, for the local model Rn+
is the disjoint union of the coordinate hyperplanes. For a toric variety, the boundary
is the disjoint union of the toric divisors. The boundary construction is necessary for
a complete understanding of the Kottke-Melrose notion of “b-map,” in that the natural
maps of log spaces we consider are actually the so-called “interior b-maps” of their setup.
The boundary construction (and its relative variants) can be useful in the algebraic theory
of gluing and degeneration [G2].
Monoids are analogous to rings. A monoid P has a prime spectrum SpecP , which is
a topological space equipped with a sheaf of monoids MP (§1.4). A fan is then defined
to be a topological space equipped with a sheaf of monoids which is locally isomorphic to
SpecP , for varying P , so that fans are to monoids what schemes are to rings. There is a
theory of modules over monoids (§1.6) and a corresponding theory of coherent sheaves on
fans, developed to the extent that we need it in §7. Just as the category of schemes has
certain advantages over the category of varieties, the category of fans has advantages over
the category of “classical fans” familiar from toric varieties: one can form finite inverse
limits and coproducts, for example. The category of fans lies over any category of log
spaces (§4.5), so that fans serve as a combinatorial testing ground for all constructions in
log geometry, much as the classical theory of toric varieties provides a testing ground for
the general theory of schemes. For example, in future work [GM], we intend to make use
of fans as a testing ground for various Morse-theoretic constructions.
Some parts of this paper are specifically devoted to the differential setting. We develop
our theory of log smooth maps only in this context, mostly to avoid setting up a cumber-
some axiomatic theory of smooth maps in an arbitrary category of spaces. Our definition
of a log smooth map (§6.5) is in terms of a “chart criterion,” like the one in [Kat1]. It
takes a significant amount of work to show that such maps are stable under composition
and base change. In algebraic geometry, one can avoid this work by falling back on the
notion of “formally log smooth,” which is not available in our differentiable setting. (We
discuss this point further in §6.9.) Our arguments could be used to directly work out a
theory of log smoothness in the algebraic setting without using the notion of formal log
smoothness, and might therefore be of some independent interest.
Another advantage of our general approach is that one is led naturally to consider the
relationships between various kinds of “log spaces.” For example, we interpret the so-called
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“Kato-Nakayama space” as a functor from log analytic spaces to positive log differentiable
spaces (§6.8).
In addition to the “foundational” aspects of our work mentioned above, we also establish
some new general results concerning “resolution” of “toric singularities,” by which we
mean “resolution” of “log smooth” spaces. For now, let us agree that a “log smooth”
space is roughly a space with the sort of singularities that can appear in a toric variety.
We emphasize at this point that we work here in the general setting of log spaces, so that
“toric variety” has many possible interpretations. Our results specialize to yield resolution
theorems for fans, log analytic spaces, log schemes, and log differentiable spaces.
We close with a brief overview of our approach to resolution of singularities. Given a
log smooth space X, we want to produce a resolution Y → X of X: a locally projective
(roughly: “proper”) map from a smooth space to X which is an isomorphism over the
smooth part of X. We remark here that any category of log spaces comes with a notion
of “locally projective morphism” because it comes with a notion of projective space Pn
since it recevies a functor from fans. Our approach is to divide the resolution process into
two parts: First, there is a combinatorial part, which always involves “projectively subdi-
viding cones,” or, more abstractly, “blowing up monoids.” Second, there is a “geometric
realization” step in which one passes from the combinatorial resolution to an actual map
of (log) spaces. For example, in the classical theory of toric varieties, there isn’t much
beyond the combinatorial step of correctly subdividing cones. The geometric realization
step is: apply the monoid algebra functor and the Spec functor.
When dealing with spaces that are not so rigidly combinatorial as toric varieties both
steps become more involved. There is a long history of such toric resolutions. The first
significant step beyond the classical case of toric varieties probably can be attributed to
Mumford et al. in the theory of toroidal embeddings [KKMS]. Significant generalizations
were made by Kato [Kat2], using the language of log geometry. This approach reaches its
apex in work of Nizio l [Niz], on which our approach is loosely based. A certain amount
of our work here is devoted to separating out the combinatorial and geometric realization
steps in Nizio l’s work. We then have to formulate the combinatorial step in a sufficiently
general way that we can make sense of it in our general framework. In fact, we formulate
the combinatorial step purely as a problem of sharp monoidal spaces—topological spaces
equipped with a sheaf of sharp monoids (§3). We need a general result on functorial reso-
lution of monoids (§9.4), which, unfortunately, is proved through an appeal to functorial
resolution for complex varieties, though it is a purely combinatorial statement. For the
geometric realization step, we generalize Kato’s procedure from [Kat2, §10].
Acknowledgements. The origins of the present paper can be traced to a talk given by
Chris Kottke at Brown in the Fall of 2012 on his joint work [KM] with Melrose. Dan
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1. Monoids
For reasons of logical dependence we begin with a general discussion about monoids.
However, this section is used mainly as a sort a repository for general information about
monoids needed elsewhere in the paper. Most readers should probably just review the
basic terminology of §1.1 and §1.2 and then skip to §2. The more delicate results on
refinements in §1.3 will not be needed until §10.2.
1.1. Monoid basics. A monoid is a set P equipped with an associative, commutative
binary operation (p, q) 7→ p + q (“addition”) admitting a (necessarily unique and two-
sided) identity element 0 ∈ P . A morphism of monoids is a map between their underlying
sets that commutes with addition and takes 0 to 0. The category of monoids Mon has all
direct and inverse limits.
An element u ∈ P is called a unit if there is a v ∈ P so that u + v = 0. The units in
P form a submonoid denoted P ∗ ⊆ P . If P ∗ = {0}, then P is called sharp. The monoid
P := P/P ∗ is called the sharpening of P . The map P → P is initial among maps from
P to a sharp monoid and P 7→ P defines a functor from monoids to sharp monoids which
is left adjoint to the inclusion. A monoid homomorphism h : Q → P is called strict iff
h : Q→ P is an isomorphism. A non-zero element p of a sharp monoid is called irreducible
iff whenever p = a+ b either a = 0 or b = 0. It can be shown that a fine, sharp monoid P
has only finitely many irreducible elements and that these elements generate P .
If P ∗ = P , then P is called a group.1 For any monoid P there is a map of monoids
P → P gp from P to a group, through which any other map to a group factors uniquely.
That is: P 7→ P gp is left adjoint to the inclusion of groups into monoids. More generally,
if S ⊆ P is any submonoid, then the localization of P at S, denoted S−1P , is the monoid
whose elements are equivalence classes [p, s] of pairs (p, s) where p ∈ P and s ∈ S, where
(p, s) ∼ (p′, s′) iff p+ s′+ t = p′+ s+ t for some t ∈ S. The natural map P → S−1P given
by p 7→ [p, 0] is initial among maps from P to a monoid taking elements of S to units. Let
h : Q→ P be a map of monoids, T a submonoid of Q, S its image under h. Then we have
a natural map T−1h : T−1Q → S−1P and it is clear from the universal properties of the
monoids in question that
Q
h //

P

T−1Q
T−1h // S−1P
(1.1.1)
is a pushout diagram of monoids.
A monoid is called finitely generated iff there is a surjective (on underlying sets) monoid
homomorphism Nr → P for some finite r. If h : Q → P is any surjection of finitely
generated monoids, then it can be shown that the monoid
E := {(q1, q2) ∈ Q×Q : h(q1) = h(q2)}
is also finitely generated. It follows that every finitely generated monoid P is finitely
presented in the sense that there is a coequalizer diagram of monoids
Nm ⇒ Nn → P
1All “groups” considered in this paper are abelian.
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for some finite m,n (often called a presentation of P ). It also follows that any two
presentations of P receive maps from a third presentation of P .
If P is a finitely generated monoid, then P gp is a finitely generated abelian group. A
monoid is called integral iff P → P gp is injective. For an arbitary monoid P , we let P int
denote the image of P in P gp. The map P → P int is initial among maps from P to an
integral monoid. A monoid is called fine iff it is finitely generated and integral. We will
mostly be interested in fine monoids. The forgetful functorMon→ Sets has a left adjoint
X 7→ ⊕XN called the free monoid functor. A monoid in the essential image of this functor
is called free. Any finitely generated free monoid is isomorphic to Nn for some n.
Lemma 1.1.1. Let P be an integral monoid. Then for any submonoid Q ⊆ P , Q and
P/Q are integral.
Proof. Exercise. 
Lemma 1.1.2. Let A be an abelian group, P an integral monoid, π : P → P the sharp-
ening map. Suppose h : A → P gp is a group homomorphism such that the image of
πgph : A → P gp contains P . Set Q := h−1(P ) so that h restricts to a monoid homomor-
phism h : Q → P . Then Q∗ = h−1(P ∗) and h : Q → P is an isomorphism. If A and P
are finitely generated, then Q is fine.
Proof. The equality Q∗ = h−1(P ∗) is clear. The map h is surjective by the assumption
on the image of πgph. For injectivity, suppose h(q1) = h(q2) for q1, q2 ∈ Q. Then h(q1) =
h(q2) + u for some u ∈ P ∗. But then hgp(q1 − q2) = u implies that q1 − q2 ∈ Q∗, which
implies q1 = q2 in Q. The monoid Q is always integral since it is a submonoid of A.
When A is finitely generated, so is the subgroup h−1(P ∗) = Q∗. If P is also finitely
generated, then it is easy to see that Q is finitely generated using finite generation of Q∗
and Q ∼= P . 
A monoid P is called saturated iff it is integral and whenever nq ∈ P for some q ∈ P gp
and some positive integer n, we have q ∈ P ⊆ P gp. For every integral monoid P , we let
P sat := {q ∈ P gp : nq ∈ P for some n > 0}.
We extend this definition to possibly non-integral P by setting P sat := (P int)sat. The map
P → P sat is initial among monoid homomorphisms from P to a saturated monoid and is
injective when P is integral.
We take this opportunity to emphasize that the functors P 7→ P gp, P 7→ P int, P 7→
P sat, and P 7→ P are all left adjoints to (and retractions of) inclusions of various full
subcategories of Mon. In particular, all of these functors preserve direct limits—we will
use this fact often without further comment.
Lemma 1.1.3. Suppose P is a saturated monoid. If P is sharp, then P gp is torsion-
free. For any submonoid Q ⊆ P , the quotient P/Q is saturated. In particular, P gp is
torsion-free.
Proof. For the first statement, suppose p1− p2 ∈ P gp is torsion for some p1, p2 ∈ P . Then
n(p1 − p2) = 0 in P gp for some n > 0. But then n(p2 − p1) is also zero in P gp, so, in
particular, n(p1 − p2), n(p2 − p1) ∈ P ⊆ P gp, hence p1 − p2, p2 − p1 ∈ P because P is
saturated. But then p1 − p2 is a unit in P , so if P is sharp, p1 − p2 = 0.
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For the second statement, first note that F is integral as it is a submonoid of the integral
monoid P (Lemma 1.1.1).
For the third statement, we first note that P/Q is integral by Lemma 1.1.1. Two
elements a, b ∈ P have the same image in P/Q iff there are q1, q2 ∈ Q with a+ q1 = b+ q2
in P . A typical element of (P/Q)gp = P gp/Qgp can be written as an equivalence class
[p1 − p2] for p1, p2 ∈ P . Fix n > 0. To say that n[p1 − p2] ∈ (P/Q) is to say that there is
a p ∈ P and q1, q2 ∈ Q such that n(p1 − p2) + q1 = q2 + p in P gp. Add (n − 1)q1 to both
sides and rearrange to conclude that
n(p1 − p2 + q1) = q2 + (n− 1)q1 + p
in P gp. The right hand side is in P and P is saturated, so p1 − p2 + q1 ∈ P . But
[p1 − p2 + q1] = [p1 − p2] in (P/Q)gp and [p1 − p2 + q1] ∈ (P/Q), so [p1 − p2] ∈ (P/Q) as
desired. 
Definition 1.1.4. A monoid P is called fs iff P is both fine and saturated.
If P is a sharp fs monoid, then P gp ∼= Zr is a finitely generated free abelian group. It
can be shown that the rank of P gp coincides with the Krull dimension of P , defined in
terms of chains of prime ideals of P (§1.2), though we do not need this result.
Lemma 1.1.5. Let P be an integral monoid, A ⊆ P ∗ a subgroup. The quotient P/A is
also integral. If the exact sequence
0→ A→ P gp → (P/A)gp → 0
of abelian groups splits, then the quotient map P → P/A admits a section s : P/A → P
and any such section yields an isomorphism of monoids P ∼= A⊕ P/A.
Proof. The quotient P/A is integral by Lemma 1.1.1. Set Q := P/A. If s : Qgp → P gp is
a splitting of the sequence of groups, then it is easy to see that s(q) ∈ P for q ∈ Q ⊆ Qgp
using the fact that A is a group. Similarly using the fact that A is a group, one sees that
(⊆, s) : A⊕Q→ P is an isomorphism. 
Lemma 1.1.6. Let P be a finitely generated monoid, h : Q→ P a strict, surjective monoid
homomorphism. There is a finitely generated submonoid S ⊆ Q such that h|S : S → P is
strict and surjective.
Proof. Choose a finite set of generators p1, . . . , pk for P and lifts t1, . . . , tk of the pi to Q
and let T ⊆ Q be the submonoid generated by the ti, so that h|T : T → P is surjective
and hence h|T : T → P is also surjective. Let E ⊆ T 2 be the equalizer of h|Tπ1, h|Tπ2 :
T
2 → P so that E contains the diagonal copy of T and this containment is an equality
iff h|T is an isomorphism. Since T 2 and P are finitely generated, it follows from general
finiteness results (a finite inverse limit of finitely generated monoids is finitely generated)
that E is finitely generated, so there are elements a1, . . . , an, b1, . . . , bn ∈ T such that
(a1, b1), . . . , (an, bn) generate E. Since h is strict, there are units ui ∈ Q∗ such that
bi = ai + ui for i = 1, . . . , n. Let S be the submonoid of Q generated by the ti and
the ±ui, so h|S : S → P is surjective and any element of S can be written in the form
t+
∑n
i=1miui for t ∈ T , mi ∈ Z. Then the inclusion j : T →֒ S clearly induces a surjection
j : T → S and h|Sj = h|T , so if we define F to be the equalizer of h|Sπ1, h|Sπ2 : S2 → P ,
then we have a surjection E → F so any set of generators for E maps to a set of generators
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for F . But our construction of S ensures that the generators of E map to the diagonal copy
of S in F , so that F is equal to this diagonal copy of S and hence h|S is an isomorphism,
so S is as desired. 
1.2. Ideals and faces. Recall [Ogus, 1.3], [Kat2, 5.1] that an ideal I of a monoid P is a
subset I ⊆ P so that I + P ⊆ I. An ideal p ⊆ P is called prime if its complement P \ p
is a submonoid of P . The complement of a prime ideal is called a face. Equivalently, a
face F of P is a submonoid F ⊆ P whose complement is an ideal (necessarily prime). Yet
another equivalent formulation not mentioning ideals: a submonoid F ⊆ P is a face iff,
for all p, q ∈ P , p+ q ∈ F implies p, q ∈ F . The codimension of a face F ⊆ P is the rank
of the abelian group (P/F )gp (defined when this abelian group is finitely generated). The
next two lemmas are easy exercises with the definitions.
Lemma 1.2.1. Let P be a monoid, F ⊆ P a face. Then F = P iff P/F = 0.
Lemma 1.2.2. Let P be a monoid, F ⊆ P a face. The natural map F gp → F−1P is an
isomorphism onto (F−1P )∗ and we have F−1P = P/F . In particular, P/F is sharp.
Lemma 1.2.3. Let P be an fs monoid, F ⊆ P a face. Then (P/F )gp is free and there
is a (non-canonical) isomorphism of monoids F−1P ∼= F gp ⊕ P/F compatible with the
projection F−1P → F−1P = P/F . In particular, when F = P ∗ we obtain a splitting
P = P ∗ ⊕ P .
Proof. The monoid P/F is a sharp fs monoid by Lemma 1.2.2 and Lemma 1.1.3, so the
group (P/F )gp = P gp/F gp is free (Lemma 1.1.3), hence the natural exact sequence
0→ F gp → P gp → (P/F )gp → 0
splits (non-canonically). Note that P gp = (F−1P )gp, so we obtain the desired splitting of
monoids by applying Lemma 1.1.5 to the subgroup F gp = (F−1P )∗. 
Lemma 1.2.4. Let P be a monoid, F ⊆ P a face of P . If P is finitely generated (resp.
saturated, integral, fine, fs), then so is F . In fact, if p1, . . . , pn generate P , then {pi : pi ∈
F} generates F .
Proof. After possibly reordering we can assume p1, . . . , pk ∈ F and pk+1, . . . , pn /∈ F . Then
we claim p1, . . . , pk generate F . Given f ∈ F , we can write f =
∑n
i=1 aipi for ai ∈ N.
Since F is a face we must have ai = 0 for i > k (otherwise pi + b ∈ F for some i > k for
some b ∈ P , which would imply pi ∈ F ). Obviously a face of an integral monoid is integral
because any submonoid of an integral monoid is integral. Suppose P is saturated. To see
that F is saturated, suppose n(f1 − f2) ∈ F ⊆ F gp for some f1, f2 ∈ F for some n > 0.
Since P is saturated this implies f1 − f2 ∈ P . But if f1 − f2 where not in F ⊆ P , then
n(f1 − f2) could not be in F because F is a face. 
Every monoid has a smallest prime ideal, ∅, and a largest prime ideal mP := P \ P ∗
(which coincide iff P ∗ = P is a group), so every monoid is “local,” but not every morphism
of monoids is local in the sense of:
Definition 1.2.5. A morphism h : P → Q of monoids is called local iff f(mP ) ⊆ mQ.
For example, every map out of a group is local, but a map to a group is local iff its
domain is a group.
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For a prime ideal p ⊆ P with complementary face F := P \ p, we call Pp := F−1P
the localization of P at p. If h : P → Q is a monoid homomorphism and q is a prime
of Q with complementary face G and p = h−1(q), then h induces a local morphism
h : F−1P → G−1Q as in the case of rings. The proofs of the next two lemmas are left as
exercises for the reader.
Lemma 1.2.6. A map of monoids h : P → Q is local iff its sharpening h is local iff
h
−1
(0) = {0}. In particular the sharpening map itself is local.
Lemma 1.2.7. Suppose h : P → Q is a surjective local map of monoids. Then for any
monoid map f : Q→ R, f is local iff fh is local.
Theorem 1.2.8. Let {Pi, fij : Pi → Pj} be a functor to monoids with direct limit Q.
Suppose the transition maps fij are local. Then the structure maps Pi → Q are local and
Q is also the direct limit of the Pi in the category of monoids with local maps as the
morphisms.
Proof. By Lemma 1.2.6 and the fact that sharpening preserves direct limits, we reduce to
the case where the Pi are sharp in the first part of the theorem. The assumption that the
fij are local then means f
−1
ij (0) = {0}. Let P := ⊕iPi. Clearly P is sharp. As a matter of
notation we write an element p ∈ P as a formal sum ∑i piei where ei is a formal symbol
and all but finitely many pi are zero. It is straightforward to see that the direct limit Q
(in Mon, as opposed to sharp monoids) can be explicitly presented as Q = P/ ∼= where
∼= is the smallest equivalence relation on P satisfying:
(1) ∼= is monoidal in the sense that
∀ p, p′, q, q′ ∈ P (p ∼= p′ and q ∼= q′) =⇒ (p + q) ∼= (p′ + q′).
Equivalently, (the “graph” of) ∼= is a submonoid of P × P .
(2) piei ∼= fij(pi)ej for every transition map fij and every pi ∈ Pi.
Since Pi → P is certainly local, it suffices to prove that P → Q is local. Since P is sharp
and P → Q is surjective, P → Q local is equivalent to: for any p ∈ P , p ∼= 0 in P implies
p = 0 in P . It follows easily from f−1ij (0) = {0} that the relation ∼ on P defined by
p ∼ p′ := ∃i∃pi ∈ Pi p = piei and p′ = fij(pi)ej(1.2.1)
satisfies the following condition:
(*) For any p ∈ P , if p ∼ 0 or 0 ∼ p, then p = 0.
Claim: If ∼ is any relation on any sharp monoid P satisfying (*), then
(1) the reflexive closure of ∼ also satisfies (*).
(2) the symmetric closure of ∼ also satisfies (*).
(3) the relation ≃ on P defined by
p ≃ p′ := ∃q, q′, r, r′ ∈ P : q ∼ q′, r ∼ r′, p = q + r, p′ = q′ + r′
also satisfies (*).
(4) the transitive closure ≃ of ∼ also satisfies (*).
The claim implies the (first part of) the theorem because p ∼= 0 implies p ≃ 0 for
some relation ≃ obtained from the relation ∼ of (1.2.1) by applying finitely many “closure
operations” of the type mentioned in the claim. (The point is that ∼= is obtained from ∼
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by repeatedly applying this sequence of closure operations a denumerably infinite number
of times; one can do this a bit more efficiently but that is unimportant now.) Parts (1) and
(2) of the claim are trivial. For (3): If ∼ satisfies (*) and p ≃ 0 (witnessed by q, q′, r, r′
as in the definition of ≃) then 0 = q′ + r′ in the sharp monoid P implies q′ = r′ = 0.
By (*), the condition q ∼ q′ = 0 (resp. r ∼ r′ = 0) then implies q = 0 (resp. r = 0), so
p = q + r = 0 as desired. For (4), p ≃ 0 implies there is a sequence
p = p1 ∼ p2 ∼ · · · ∼ pn−1 ∼ pn = 0.
First apply (*) to see that pn−1 = 0, then that pn−2 = 0, and so forth to find that p = 0.
The second statement of the theorem follows easily from Lemma 1.2.7 using the fact
that P → Q is local and surjective. 
Definition 1.2.9. A morphism h : P → Q of monoids is called benign iff Q is isomorphic,
as a monoid under P , to the quotient of P by a subgroup A ⊆ P ∗.
For example, the sharpening map P → P is benign. The next result is an easy exercise.
Lemma 1.2.10. Benign maps are surjective local maps and are stable under pushout and
composition.
Lemma 1.2.11. Consider a commutative diagram of monoids as below.
G
f //
k

Q
h

S
i // P
If this square is a pushout, then the natural map Cok f → Cok i is an isomorphism. The
converse holds when G and S are groups, P is integral, and i is monic. In particular,
Q∗ //
h∗

Q
h

P ∗ // P
is a pushout diagram whenever h is strict and P is integral.
Proof. The first statement is a formality—direct limits commute amongst themselves. We
now prove the converse under the indicated assumptions. In general the pushout of maps
of monoids is difficult to describe, but the pushout of two maps out of a group is easy.
In particular, the pushout S ⊕G Q can be described as the quotient of S ⊕ Q by the
equivalence relation ∼ where (s, q) ∼ (s′, q′) iff there is some g ∈ G such that s = s′+k(g)
and q′ = q + f(g). We first show that the natural map
S ⊕G Q → P(1.2.2)
[s, q] 7→ s+ h(q)
is injective (we now drop notation for the monomorphism i). If [s, q] and [s′, q′] have the
same image under (1.2.2), then we have s+h(q) = s′+h(q′) in P , which implies h(q) and
h(q′) are equal in Cok i, which, by the assumption that Cok f → Cok i is an isomorphism,
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implies that q and q′ have the same image in Cok f , which implies that q′ = q + f(g) for
some g ∈ G. We then have
s+ h(q) = s′ + h(q) + h(f(g))
= s′ + h(q) + k(g)
in P , which implies that s = s′ + k(g) because P is integral, hence [s, q] = [s′, q′]. For
surjectivity of (1.2.2): Given p ∈ P , the assumption that Cok f → Cok i is an isomorphism
implies that we can find q ∈ Q so that h(q) and p have the same image in Cok i, which,
since S is a group, implies that we can write p = h(q) + s for some s ∈ S, hence p is the
image of [s, q] under (1.2.2). 
1.3. Refinements. Let h : Q → P be a morphism of integral monoids. Let R ⊆ Qgp be
the preimge of P under hgp : Qgp → P gp so that we have a commutative diagram
Q
$$
i
##❍
❍❍
❍❍
❍❍
❍❍
❍ h
##
R
p //

P

Qgp
hgp // P gp
(1.3.1)
with cartesian square. The “vertical” arrows in this diagram (including i but not h) are
monic (in particular, R ⊆ Qgp is integral) and Rgp = Qgp. When we consider this diagram
for different monoid homomorphisms h at the same time, we will write Rh instead of R to
avoid confusion.
Definition 1.3.1. The map h is called exact iff i : Q → R is an isomorphism. The map
h is called a refinement (resp. good refinement, strong refinement) iff p : R → P has a
section s satisfying i = sh (resp. p is an isomorphism, p is an isomorphism).
Obviously a good refinement is a strong refinement and a strong refinement is a refine-
ment.
Lemma 1.3.2. Let h : Q→ P be a morphism of monoids with hgp surjective. Then
h∗ : HomMon(P,R) → HomMon(Q,R)(1.3.2)
is injective for any integral monoid R. In particular, a map h of integral monoids with
hgp surjective is an epimorphism in the category of integral monoids.
Proof. Suppose f, g : P → R are monoid homomorphisms with fh = gh. Then fgphgp =
ggphgp so fgp = ggp =: k since hgp is surjective. Since R is integral i : R →֒ Rgp is
injective, so we can show f = g by showing if = ig. Let j : P → P gp be the natural map.
Then if = ig = kj by naturality of the groupification. 
Lemma 1.3.3. Let h : Q→ P be a map of integral monoids. Then:
(1) The map h is exact iff h is exact.
(2) The map h is a refinement (resp. strong refinement) iff h is a refinement (resp.
strong refinement).
(3) If Q and P are fine, then the monoid R in (1.3.1) is also fine.
(4) If P is saturated, then R is also saturated.
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(5) If h is a refinement, then h
gp
is surjective.
(6) If h is a refinement and si (i = 1, 2) are sections of p satisfying i = sih, then
s1 = s2. That is, a section s as in Definition 1.3.1 is necessarily unique.
(7) If hgp is an isomorphism, then h is a good refinement.
(8) For any integral monoid Q, the saturation map Q→ Qsat is a good refinement.
(9) If P is fs and h
gp
is surjective, then h is a refinement.
Proof. Statement (1) is a straightforward diagram chase in the diagram (1.3.1) and its
analog for h. One sees easily that Rh/Q
∗ → Rh is an isomorphism (in particular, Rh → Rh
is strict) and from this it is easy to see that i : Q → Rh is surjective iff j : Q → Rh is
surjective (note that i and j are always injective). The statement (2) is obvious from the
fact that Rh → Rh is strict. For (3) note that R is finitely generated because it is a general
fact that a finite inverse limit of finitely generated monoids is finitely generated. For (4),
suppose q ∈ Rgp = Qgp is such that nq ∈ R for some n ≥ 1. Then hgp(nq) = nhgp(q) ∈ P
by definition of R, hence hgp(q) ∈ P since P is saturated, hence q ∈ R by definition of R.
For (5), first note that Q∗ ⊆ R∗ so the Snake Lemma applied to
0 // Q∗

// Qgp
igp
// Q
gp
i
gp

// 0
0 // R∗ // Rgp // R
gp // 0
implies that i
gp
: Q
gp → Rgp is surjective. Since p has a section s (by definition of refine-
ment), so does pgp (namely sgp), so, in particular, pgp is surjective, hence the composition
h
gp
= pgpi
gp
is surjective. For (6), apply Lemma 1.3.2 to h : Q → P using the previous
result to conclude s1 = s2 from the equality s1h = s1h. For (7): If h
gp is an isomorphism,
then so is its pullback p : R→ P . Clearly (7) implies (8). For (9), note that P fs implies
P fs and P
gp
free (Lemma 1.1.3), so we can find a section s : P
gp → Qgp of the surjection
h
gp
. It is clear from the definition of Rh that s|P : P → Q
gp
actually takes values in
Rh ⊆ Q
gp
and that the sharpening of this map P → Rh = R is a section of p with the
desired property. 
1.4. Spec. The set of prime ideals (§1.2) in a monoid P is denoted SpecP . If p1, . . . , pn
generate P , then the map
{ faces of P } → { subsets of {p1, . . . , pn} }
F 7→ {pi : pi ∈ F}
is injective by Lemma 1.2.4. In particular:
Lemma 1.4.1. If P is a finitely generated monoid then SpecP is finite.
The set SpecP is topologized by taking the sets
Up := {p ∈ SpecP : p /∈ p}
(for each p ∈ P ) as basic opens. If we instead view SpecP as the set of faces of P , then
Up = {F ∈ SpecP : p ∈ F}.
Recall that every monoid has a unique maximal ideal mP = P \ P ∗ and minimal ideal ∅.
The only open neighborhood of the maximal ideal is the entire space SpecP , so the global
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section functor for sheaves on SpecP coincides with the stalk functor at the maximal ideal,
hence it is exact.
The space SpecP carries a sheaf of monoids MP characterized by
MP (Up) = Pp,
and constructed in much the same way one would construct the structure sheaf of an affine
scheme SpecA ([H, Page 70]). We will construct this structure sheaf as a special case of
more general results in §3.5, but it is not hard to do directly. The stalk ofMP at a prime
p ∈ SpecP with complementary face F is given by
MP,p = F−1P.(1.4.1)
A map of monoids h : Q→ P induces a continuous map of topological spaces
Spech : SpecP → SpecQ
p 7→ h−1(p).
There is also an induced map (Spech)−1MQ → MP of sheaves of monoids on SpecP
whose stalk
hp :MQ,(Spech)(p) → MP,p
is identified with the natural map
Qh−1p → Pp
[q, s] 7→ [h(q), h(s)].
This map is clearly a local map of monoids.
Example 1.4.2. If A is a group, SpecA is the one point space with structure “sheaf” A.
In any finite space X every point x has a smallest open neighborhood Ux and the
stalk functor F 7→ Fx coincides with the section functor F 7→ F (Ux), so any map of
sheaves inducing an isomorphism on stalks at x actually induces an isomorphism on a
neighborhood of x. In fact, suppose P is finitely generated and p ∈ SpecP is a prime ideal
in P with complementary face F . Then F is also finitely generated (Lemma 1.2.4), say
by f1, . . . , fn, so that the set
U := ∩f∈FUf
= ∩ni=1Ufi
is open. Since U is the intersection of all basic opens containing p, it is the smallest
neighborhood of p in SpecP and, moreover, it is “affine” in the sense that the natural
map
SpecF−1P → SpecP
is an isomorphism onto U .
Lemma 1.4.3. If h : Q → P is surjective, then Spech is an embedding (not necessarily
closed!) of spaces.
Proof. Since h is surjective, h−1(p) = h−1(q) clearly implies p = q, so Spech is monic. For
p ∈ P , if we choose a lift q ∈ Q with h(q) = p, then (Spech)−1(Uq) = Up, so every basic
open subset of SpecP is obtained by intersecting an open subset of SpecQ with SpecP ,
hence Spech is an embedding. 
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Example 1.4.4. If h : N2 → N is the addition map h(a, b) := a + b, then h is certainly
surjective. The image of Spech consists of the closed point and the generic point of
Spec(N2). This image is certainly not closed since it contains the generic point but fails
to contain two other points.
Lemma 1.4.5. The sharpening map f : P → P induces a homeomorphism SpecP →
SpecP .
Proof. Certainly f is surjective, so Spec f is an embedding by the previous lemma, so it
is enough to show that Spec f is surjective. Given p ∈ SpecP , one checks easily that f(p)
is a prime ideal of SpecP with f−1(f(p)) = p. 
The quotient sheaf MP := MP /M∗P is a sheaf of sharp monoids. For many pur-
poses, the sheaf MP on SpecP is more useful than the sheaf MP . The homeomor-
phism SpecP → SpecP induced by sharpening also induces an isomorphism of sheaves of
monoids MP →MP . The stalk of MP at a prime ideal p ∈ SpecP with complementary
face F is given by
MP,p = Pp
= F−1P
= P/F.
We will return to our study of Spec in §3.5 after we properly set up the category in
which (SpecP,MP ) will live.
Example 1.4.6. The prototypical example to keep in mind is SpecN. The monoid N has
only the two obvious prime ideals: ∅ and m = N \ {0}. The basic open sets Un are given
by
U0 = {∅,m}
Un 6=0 = {∅}.
Evidently then, the topological space SpecN is the two point “Sierpinski space” where m
is the closed point and ∅ is the generic point. Since m ∈ {∅}−, we have a specialization
map Fm → F∅ on stalks for any sheaf F on SpecN. On a finite topological space, the
specialization maps uniquely determine a sheaf, so the category of sheaves on SpecN is
just the category of maps of sets. The structure sheaf MN is given by
Mm = Nm
= {0}−1N
= N
M∅ = N∅
= Z,
with the obvious specialization map N→ Z. After sharpening, the structure sheaf becomes
Mm = N
M∅ = {0},
with specialization map N→ {0}.
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1.5. Monoid algebra. For a monoid P , let Z[P ] be the free abelian group on {[p] : p ∈
P}. The unique Z-bilinear map Z[P ]×Z[P ]→ Z[P ] satisfying ([p], [q]) 7→ [p+ q] serves as
the multiplication map for a ring structure on Z[P ] with multiplicative identity 1 = [0].
This defines a functor
:Mon → An(1.5.1)
P 7→ Z[P ]
which is left adjoint to the forgetful functor An→Mon obtained by viewing a ring as a
monoid under multiplication. In other words, we have a bijection
HomAn(Z[P ], A) = HomMon(P,A)(1.5.2)
natural in P ∈Mon, A ∈ An.
1.6. Modules. For a monoid P , a module over P is a set M equipped with an action
map
P ×M → M
(p,m) 7→ p ·m
such that 0 ·m = m and (p1 + p2) ·m = p1 · (p2 ·m) for all m ∈M , p1, p2 ∈ P .
Example 1.6.1. An N module is the same thing as a set M equipped with an endomor-
phism f :M →M . The datum (M,f) corresponds to the action n ·m := fn(m) onM and
one recovers an endomorphism f :M →M from an N moduleM by setting f(m) := 1 ·m.
Modules over P form a category Mod(P ) where a morphismM → N is a map respect-
ing the actions. The category Mod(P ) has all (small) limits. The categorical product
of P modules Mi is the set-theoretic product
∏
iMi with coordinate-wise P action. A
general inverse limit is the set-theoretic inverse limit with the action it inherits from the
embedding in the corresponding product. The direct sum of P modules Mi is the set-
theoretic disjoint union
∐
iMi. Unlike the category of modules over a ring, finite products
and coproducts inMod(P ) do not coincide. In particular, Mod(P ) is not an abelian cat-
egory. The coequalizer of f, g : M ⇒ N is the quotient of N by the smallest equivalence
relation on N ×N which is also a P submodule.
A monoid P becomes a module over itself by using addition in P as the action. If
P → Q is a map of monoids, then Q becomes a P module similarly. In particular, P gp is
naturally a P module. A module M is finitely generated iff there is a surjective map of P
modules
∐
n P →M for some finite n.
An ideal (in the sense of §1.2) of P is a submodule of P . A fractional ideal is a
P submodule of P gp. Just as in the case of modules over a ring, the forgetful functor
Mod(P )→ Sets admits a left adjoint S 7→∐S P . A module in the essential image of the
latter functor is called free. Equivalently, M ∈Mod(P ) is free iff there is a subset S ⊆M
(called a basis) such that every element m ∈ M can be uniquely written as m = p · s for
p ∈ P , s ∈ S. A P module M is called flat iff it can be written as a filtered direct limit
of free P -modules. For more on flat and free modules, see [G2].
Example 1.6.2. If A → B is an injective map of abelian groups, then B is free as an
A-module. One can take as a basis any set S ⊆ B containing exactly one representative
of each element of B/A.
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For a P module M , the free abelian group Z[M ] on M becomes a module (in the usual
sense) over the monoid algebra Z[P ] (§1.5). This defines a functor
Z[ ] :Mod(P ) → Mod(Z[P ])(1.6.1)
which clearly takes finitely generated modules to finitely generated modules and (proper)
submodules to (proper) submodules. The functor (1.6.1) takes free (resp. flat) P modules
to free (resp. flat) Z[P ]-modules. Since Z[P ] is a noetherian ring when P is a finitely
generated monoid, it follows that any submodule of a finitely generated P module is itself
finitely generated (check the ACC). The functor Z[ ] admits a right adjoint “forgetful
functor”
Mod(Z[P ]) → Mod(P )(1.6.2)
taking a Z[P ] module N to N regarded as a P module via the action p · n := [p]n, where
[p] ∈ Z[P ] is the image of p ∈ P in Z[P ] and the juxtaposition is the action of Z[P ] on N .
In particular, Z[ ] preserves direct limits.
If I is an ideal of a finitely generated monoid P , then we saw above that I is finitely
generated as a P module, so we can find a finite subset S ⊆ I inducing a surjection of P
modules
∐
S P → I. That is, every i ∈ I can be written in the form i = s + p for some
s ∈ S, p ∈ P .
1.7. Saturation and density. Here we make some general remarks about the analogues
(for monoids) of finite and integral morphisms of rings. These results will be useful in
§5.8.
Definition 1.7.1. A map of monoids h : Q→ P is called . . .
. . . saturated iff, for any p ∈ P with np ∈ h(Q) for a positive integer n, we have
p ∈ h(Q).
. . . dense iff, for all p ∈ P , there is a positive integer n (possibly depending on p) so
that np ∈ h(Q).
. . . finite iff h makes P a finitely generated Q-module.
For example, an integral monoid P is saturated iff the map P → P gp is saturated in
the above sense.
Theorem 1.7.2. (Gordan’s Lemma). Let h : Q→ P be a map of monoids.
(1) If h is finite, then P gp/Qgp is finite.
(2) If P is finitely generated and h is dense, then h is finite.
(3) If Q is finitely generated, P is integral, and h is finite, then P is fine and h is
dense.
(4) If Q is fine, P is integral, h is dense, and P gp is finitely generated, then h is finite.
(5) If Q is a fine monoid and Q →֒ G is any injective monoid homomorphism from
Q to a finitely generated abelian group G, then the saturation P of Q in G is a
finitely generated Q-module.
Example 1.7.3. Before giving the proof, let us give an example of an injective monoid
homomorphism N → P which is finite but not dense. (In this situation P cannot be
integral by part (3).) As a set, take P := N
∐
Z>0s. The additional law on P is defined
so that N ⊆ P is a submonoid (in fact a face) and so that n + ms = (n + m)s and
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ms+m′s = (m+m′)s for all n ∈ N, m,m′ ∈ Z>0. Then P is generated as an N module
by {0, s} ⊆ P , but there is no n ∈ Z>0 for which ns ∈ N.
Proof. (c.f. [Ogus, 2.2.5]) For (1), suppose p1, . . . , pn generate P as a Q-module. This
means every p ∈ P can be written as p = h(q)+pi for some q ∈ Q and some i ∈ {1, . . . , n}.
It is immediate that every element of P gp/Qgp is equal to (the image of) pi − pj for some
i, j ∈ {1, . . . , n}.
For (2), suppose p1, . . . , pn generate P as a monoid. Since h is dense, we can write
nipi = h(qi) for some positive integers ni and some qi ∈ Q. Let S ⊆ P be the set of all
elements of P which can be written as
∑n
i=1 aipi with ai ∈ {0, . . . , ni − 1}. The set S is
clearly finite. It remains to show that S generates P as a Q-module. Any p ∈ P can be
written
∑n
i=1 bipi for some bi ∈ N. Write bi = mini+ ai with mi ∈ N, ai ∈ {0, . . . , ni− 1}.
Then p = h(q) + s with q =
∑n
i=1miqi, s =
∑n
i=1 aipi ∈ S.
For (3): Obviously P is finitely generated since Q is finitely generated and h is finite.
To see that h is dense, consider an arbitrary p ∈ P and let Qn be the Q-submodule of P
generated by 0, p, . . . , np so that we have an ascending chain of Q-submodules
Q = Q0 ⊆ Q1 ⊆ Q2 ⊆ · · ·
of P . This ascending chain must be eventually constant (otherwise Z[ ] of it would be an
infinite strictly ascending chain of Z[Q]-submodules of the finitely generated Z[Q]-module
Z[P ], which can’t happen because Z[Q] is noetherian) so for a large enough n we have
Qn = Qn−1, hence we can write np = kp+ h(q) for some k < n and some q ∈ Q, hence by
integrality of P we find (n− k)p = h(q) ∈ Q.
We reduce (4) to (5) as follows: By replacing Q with its image, we can assume h is
injective (note that the image h(Q) is still fine). Since a submodule of a finitely generated
Q-module is finitely generated (by an ascending chain argument as in (3)), it suffices to
show that the saturation of Q in P gp is finitely generated (since P is a Q-submodule of
the latter).
We prove (5) in three steps:
Step 1: Reduction to the case where Q is fine and sharp. For this step, we first observe
that P/Q∗ is equal (as a submonoid of G/Q∗) to the saturation of Q = Q/Q∗ in G/Q∗. If
this latter saturation is generated as a Q-module by g1, . . . , gn, then we check easily that
any lifts g1, . . . , gn ∈ G of the gi in fact lie in P and generate P as a Q-module.
Step 2: Reduction from the case where Q is sharp and fine to the case where Q is sharp
and fine and G is torsion-free. For this step, we write G = Zn ⊕ T where T is finite. Let
Q′ := Q ∩ Zn, viewing Q and Zn as submonoids of G. We appeal to the general fact that
a finite inverse limit of finitely generated monoids is finitely generated to see that Q is
finitely generated; it is then obvious that Q′ is sharp and fine (since Q′ ⊆ Q) and that
A := (Q′)gp is torsion-free (since Q′ ⊆ Zn, so A ⊆ Zn). Let P ′ denote the saturation of Q′
in Zn. We see easily that P = P ′⊕T , so if we knew that P ′ was generated as a Q′-module
by p′1, . . . , p
′
n, then we would find that P is generated as a Q-module by the finitely-many
elements (p′i, t) ∈ P (with t ∈ T
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Step 3: The case where Q is sharp and fine and G ∼= Zm is torsion-free. Since G is
torsion-free, G →֒ GR := G⊗Z R is injective. Let
C(Q) :=
{∑
i
qi ⊗ λi ∈ GR : qi ∈ Q,λi ∈ R≥0
}
be the cone over Q. It is easy to see that P = C(Q) ∩G is the monoid of “lattice points”
of this cone. If we choose any finite set of generators q1, . . . , qn for Q, then
G ∩
{
n∑
i=1
qi ⊗ λi : λi ∈ [0, 1]
}
is a finite subset of P and the classical Gordan’s Lemma argument (much like the proof
of (2)) shows that this subset of P generates P as a Q-module. 
Example 1.7.4. Even if h : Q → P is a finite map of finitely generated monoids, one
cannot conclude that h is dense. Indeed, one cannot even conclude this when Q = {0}
and |P | = 2: Taking P equal to the “unique” monoid P = {0, 1} with two elements not
isomorphic to Z/2Z yields the desired counterexample because n1 = 1 for all positive
integers n in this monoid P .
1.8. Tensor product. Let P be a monoid and let M,N, T be P modules. A function
f :M ×N → T is called P -bilinear iff
f(p ·m,n) = p · f(m,n)(1.8.1)
f(m, p · n) = p · f(m,n)
for every m ∈M , n ∈ N , p ∈ P . Let BilinP (M ×N,T ) denote the set of P -bilinear maps
from M ×N to T . If T is a Z[P ] module, then it is clear that
BilinP (M ×N,T ) = BilinZ[P ](Z[M ]× Z[N ], T ),(1.8.2)
where, on the left, T is regarded as a P module via the forgetful functor (1.6.2), and the
right side is the set of bilinear maps of Z[P ] modules in the usual sense.
Proposition 1.8.1. For any M,N ∈Mod(P ), there is a P module M ⊗P N , unique up
to unique isomorphism, with the following universal property: There is a P -bilinear map
τ :M ×N →M ⊗P N such that any P -bilinear map f :M ×N → T factors uniquely as
fτ for a P module map f :M ⊗P N → T .
Proof. The uniqueness argument is standard. For existence, define M ⊗P N to be the
quotient of M × N by the smallest equivalence relation ∼ enjoying the following two
properties:
(1) (p ·m,n) ∼ (m, p · n) for every p ∈ P , m ∈M , n ∈ N .
(2) If (m1, n1) ∼ (m2, n2) for some mi ∈ M , ni ∈ N , then (p ·m1, n1) ∼ (p ·m2, n2)
for every p ∈ P .
For (m,n) ∈M ×N , let m⊗ n denote the image of (m,n) in M ⊗P N . Regard M ⊗P N
as a P module using the action p · (m ⊗ n) := (p ·m) ⊗ n. This is well-defined since ∼
satisfies (2) and clearly satisfies the requisite property
(p1 + p2) · (m⊗ n) = p1 · (p2 · (m⊗ n))
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for an action. If we define τ :M×N →M⊗P N by τ(m,n) := m⊗n, then τ is P -bilinear
because ∼ satisfies (1).
Suppose f :M ×N → T is P -bilinear. Define an equivalence relation ∼= on M ×N by
declaring (m1, n1) ∼= (m2, n2) iff f(m1, n1) = f(m2, n2). It is clear from bilinearity that∼= satisfies (1) and (2), so, since ∼ is the smallest equivalence relation satisfying these
properties, we have
(m1, n1) ∼ (m2, n2) =⇒ f(m1, n1) = f(m2, n2)
and we can therefore define a function f : M ⊗P N → T by f(m ⊗ n) := f(m,n). It is
clear that this f is a P module map and that f = fτ . The uniqueness of f is automatic
because τ is surjective (this is one place where the tensor product of P modules is a little
easier than the tensor product of modules over a ring). 
The module M ⊗P N of Proposition 1.8.1 will be called the tensor product of the P
modules M and N . Using the universal properties of tensor products (for modules over
rings and monoids), formula (1.8.2), and the adjointness of (1.6.1) and (1.6.2), we obtain
a natural isomorphism of Z[P ] modules
Z[M ⊗P N ] = Z[M ]⊗Z[P ] Z[N ](1.8.3)
by showing that both sides have the same maps to any Z[P ] module T .
Example 1.8.2. Just as in the case of rings, it follows formally from the universal prop-
erties of free modules and tensor products that the free P module
∐
S P on a set S is
obtained via base change from the free module on S over the initial monoid {0}:∐
S
P = P ⊗{0} (
∐
S
{0}).
Of course this does not say much since
∐
S{0} = S and the above equality is clear from
the construction (or characteristic property) of the tensor product.
We will be most interested in the tensor product in the following situation. Suppose
S is a submonoid of P and M is a P module; then P/S becomes a P module via the
projection P → P/S (c.f. §1.6). We will often use the notation
M/SM := M ⊗P (P/S).
The tensor productM/SM can be explicitly described as the quotient of M by the equiv-
alence relation ∼ where m ∼ m′ iff s ·m = s′ ·m′ for some s, s′ ∈ S. If we denote the image
of m ∈ M in M/SM by m and the image of p ∈ P in P/S by p then M/SM is a P/S
module via the action p ·m := p ·m. It is straightforward to check that this is well-defined
and that
τ :M × P/S → M/SM
(m, p) 7→ p ·m
is a bilinear map with the requisite universal property.
Even more particularly, suppose S = P ∗ ⊆ P and M is a P module. Then the notation
M :=M/P ∗M =M ⊗P P
is quite natural.
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Another important special case of the tensor product is localization. Let S be a sub-
monoid of a monoid P , and let P → S−1P be the localization of P at S (§1.1). For
a P module M , the tensor product M ⊗P S−1P is usually denoted S−1M and has the
“expected” description. Elements [m, s] of S−1M are equivalence classes of pairs (m, s)
where m ∈M and s ∈ S. Two such pairs (m, s) and (m′, s′) are equivalent iff
(t+ s′) ·m = (t+ s) ·m′
for some t ∈ S. The P module S−1M is also a module over the localized monoid S−1P
(§1.1) via the action [p, s] · [m, s′] := [p ·m, s+ s′].
Starting with the tensor product, one can carry out the usual constructions familiar
from the category of modules over a ring. For example, the forgetful functor P/Mon →
Mod(P ) taking P → Q to Q ∈Mod(P ) admits a left adjoint
Sym∗P :Mod(P ) → P/Mon(1.8.4)
M 7→ Sym∗P M.
As in the case of rings, Sym∗P M comes with an N grading (c.f. §7.1)
Sym∗P M =
∐
n∈N
SymnP M.(1.8.5)
The equality
Sym∗P (M
∐
N) = (Sym∗P M)⊕P (Sym∗P N)
follows formally as in the case of rings.
Example 1.8.3. The symmetric monoid Sym∗P (
∐
S P ) on the free P module on a set
S can be described explicitly as follows: Let S[n] := Sn/Sn denote the set of n-element
“multisubsets” of S. Then
Sym∗P (
∐
S
P ) =
∐
n
(P × S[n])
with addition law (p,M) + (q,N) = (p+ q,M +N). The addition in the first coordinate
here is the one for P , while the addition in the second coordinate is the addition law
S[m] × S[n] → S[m+n] for multisubsets of S. In particular, if we write S instead of ∐S{0}
for the free {0} module on a set S, then we see that
Sym∗{0} S =
∐
n
S[n].
is the monoid of all multisubsets of S, graded by “number of elements” (counting repeats)
in the multiset. We can alternatively describe this monoid of multisubsets of S as the set
of functions S → N with finite support, under the operation of coordinate-wise addition
of functions. The N grading corresponding to the above coproduct decomposition is then
|f | =∑s∈S f(s). If S is finite, then this monoid is just NS with the grading given by the
sum of the coordinates.
2. Differentiable spaces
The purpose of this section is to recall some basic facts about the category DS of
differentiable spaces. This category provides a natural setting for differential geometry,
incorporating singular spaces. See [GS] or [G1] for further details.
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2.1. Basic notions. If X is a locally ringed space and I ⊆ OX is a sheaf of ideals,
we define a new locally ringed space Z(I), called the zero locus of I, as follows. As a
topological space,
Z(I) := {x ∈ X : Ix ⊆ mx},
with the topology inherited from X. (We use the usual notation for stalks of sheaves and
for the unique maximal ideal mx of the local ring OX,x.) It is easy to see that Z(I) is
closed in X. By definition, the structure sheaf of Z(I) is given by
OZ(I) := i−1(OX/I),
where i : Z(I) →֒ X is the inclusion. Note that i−1(OX/I) = i−1OX/i−1I because i−1
preserves finite limits. This space Z(I) is a locally ringed space, and i : Z(I)→ X becomes
a morphism of locally ringed spaces by defining i♯ : i−1OX → OZ(I) to be the natural
quotient map. The locally ringed space Z(I) represents the presheaf taking a locally
ringed space U to the set of LRS morphisms f : U → X such that f ♯ : f−1OX → OU
kills f−1I.
Let X be a locally ringed space, I ⊆ OX an ideal. Let Ix denote the completion of the
stalk Ix in the topology it inherits from the mx-adic topology on OX,x via the inclusion
Ix ⊆ OX,x. (This topology is not generally the same as the mx-adic topology on Ix.)
There is a natural inclusion Ix ⊆ OˆX,x, where OˆX,x denotes the mx-adic completion. Let
tx : OX,x → OˆX,x denote the natural map. We often call it the “Taylor series” map.
We say that I is closed iff the following holds: For any open subseteq U ⊆ OX and any
f ∈ OX(U), if tx(fx) ∈ Ix for all x ∈ U , then f ∈ I(U).
Recall [GS], [G1] that a differentiable space is a locally ringed space X over R locally
isomorphic to the zero locus Z(I) of a closed ideal I ⊆ OU for some open subset U ⊆ Rn
with its usual sheaf of smooth real-valued functions. Differentiable spaces form a full
subcategory DS of the category of locally ringed spaces over R. Any smooth manifold
M , with its usual sheaf of smooth, real-valued functions is a differentiable space. The
category DS has all finite inverse limits [G1, Theorem 22], in particular pullbacks. The
presheaf X 7→ Γ(X,OX ) on DS is represented by the real line R, with its usual structure
sheaf of smooth functions and its usual metric topology. The forgetful functor DS→ Top
commutes with finite inverse limits [G1, Theorem 22].
If X is a differentiable space, and Z ⊆ X is a closed subspace of its underlying topo-
logical space, then both of the ideals
Ibig(Z) := {f ∈ OX : tx(fx) = 0 for all x ∈ Z}
Ismall(Z) := {f ∈ OX : f(x) = 0 for all x ∈ Z}
= {f ∈ OX : fx ∈ mx for all x ∈ Z}
are closed ideals of OX and we clearly have Ibig(Z) ⊆ Ismall(Z). The zero locus of a closed
ideal in a differentiable space is again a differentiable space [G1, Lemma 15], so we have
closed embeddings of differentiable spaces
Z(Ismall(Z)) →֒ Z(Ibig(Z)) →֒ X.
One can check that Z(Ismall(Z)) = Z(Ibig(Z)) = Z as topological spaces by reducing to
the local situation and using the following standard fact: For any closed subspace Z of
an open subspace U ⊆ Rn, we can find a smooth function f : U → R which is non-
vanishing away from Z whose Taylor series at any point of Z is identically zero. We call
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Z(Ismall(Z)) (resp. Z(Ibig(Z))) the small (resp. big) induced (differentiable space) structure
on the closed subspace Z. The small induced structure is analogous to the reduced-induced
closed subscheme structure in algebraic geometry. The “big ideal” Ibig(Z) is rarely of any
use in algebraic geometry because it is almost never quasi-coherent, so its zero locus is
almost never a scheme (though it is a perfectly good locally ringed space). The big induced
structure is important to us because of the following result [G1, Lemma 18].
Lemma 2.1.1. The big induced structure Z(Ibig(Z)) on a closed subspace Z ⊆ X repre-
sents the presheaf taking U ∈ DSop to the set of f ∈ HomDS(U,X) which factor through
Z on the level of topological spaces.
Example 2.1.2. For example, X = R+ = {x ∈ R : x ≥ 0} is a closed subset of the
real line R. Its structure sheaf OX in the big induced differentiable space structure is
the quotient of the sheaf C∞ of smooth functions on R by the ideal sheaf I consisting of
functions with zero Taylor series at each point of R+. This is not the same thing as the
restriction C∞|X of the structure sheaf of R. For example, the smooth function f given
by exp(−x2) for x < 0 and zero for x ≥ 0 yields a global section of C∞|X which is nonzero
in the stalk (C∞|X)0 = C∞0 , but this f is clearly in I, hence f maps to zero in OX under
C∞|X → OX .
Example 2.1.3. If X = R is the real line and Z = {0} is the origin, the big ideal I of Z
consists of all smooth functions on X with zero Taylor series at the origin. The big induced
structure on Z endows the point Z with the “sheaf” of rings given by the quotient C∞0 /I0
of germs of smooth functions at the origin, modulo those with zero Taylor series; this ring
is just the formal power series ring R[[x]]. If one tried to do the analogous construction in
algebraic geometry with, say, X = A1C, the big ideal I is just given by
I(U) =
{
OX(U), 0 /∈ U
0, 0 ∈ U
because a rational function defined near the origin is determined by its power series at
the origin. This ideal sheaf isn’t quasi-coherent. The quotient locally ringed space is the
one-point space with the “sheaf” of rings OX,0 = C[x](x) (this isn’t a scheme).
The topological space underlying any differentiable space is T1 [G1, Lemma 11] and
locally compact in the sense of the following
Definition 2.1.4. A topological space X is locally compact iff each point x ∈ X is in the
interior of a compact Hausdorff subspace Z ⊆ X.
Note that Z ⊆ X is not required to be a closed subspace in the above definition. This
ensures that being locally compact is a local property. Every open subspace of Rn is
locally compact and every closed subspace of a locally compact space is locally compact,
hence every differentiable space is locally compact since the question is local and every
differentiable space is locally a closed subspace of an open subspace of Rn.
2.2. Positive functions. Recall (§2.1) that the differentiable space R represents the func-
tor X 7→ Γ(X,OX ). In fact, the addition, multiplication, 0, and 1 maps for R are maps
of differentiable spaces, so that R is a ring object in DS, representing the functor
DSop → An
X 7→ Γ(X,OX).
LOG DIFFERENTIABLE SPACES 25
We often regard R as a monoid object in DS under multiplication, so that R represents
X 7→ Γ(X,OX), regarding the ring Γ(X,OX ) as a monoid under multiplication. The
subspace R+ ⊆ R of Example 2.1.2 is in fact a (multiplicative) submonoid object of R.
For a differentiable space X, let O≥0X ⊆ OX denote the subsheaf
U 7→ {f ∈ OX(U) : f(x) ≥ 0 ∀ x ∈ U}.
(The meaning of f(x) is the image of f in OX,x/mx = R—all points of a differentiable
space are “R-points”—but one can also think of f(x) ∈ R as the image of x under the
map f : U → R corresponding to f ∈ OX(U).) Then O≥0X is a sheaf of (multiplicative)
submonoids of OX , called the sheaf of non-negative functions. A section f ∈ O≥0X (U) is the
same thing as a map of differentiable spaces f : U → R factoring set-theoretically through
R+, which, by Lemma 2.1.1, is the same thing as a map of differentiable spaces f : U → R+.
In other words, the monoid object R+ in DS represents the functor X 7→ Γ(X,O≥0X ).
Similarly, the open subspace R∗ = R \ {0} of R represents the sheaf of groups X 7→
Γ(X,O∗X ) on DS, and the open subspace R>0 ⊆ R+ represents the sheaf of groups X 7→
Γ(X,O>0X ) on DS. Here O>0X is the sheaf
U 7→ {f ∈ O∗X(U) : f(x) > 0 ∀ x ∈ U}
of positive functions.
The sign map u 7→ u/|u| defines a map of groups objects
sign : R∗ → {±1} ∼= Z/2Z(2.2.1)
in DS, where Z/2Z is the two element discrete group. For any X ∈ DS, we thus obtain
a natural map of sheaves of abelian groups
sign : O∗X → Z/2Z(2.2.2)
onX, where Z/2Z is the sheaf of locally constant maps to Z/2Z (the sheaf of abelian groups
represented by the discrete group object Z/2Z). The map (2.2.2) admits an obvious section
by taking a locally constant function f : X → {±1} = Z/2Z to “f” in O∗X , so we obtain
a natural splitting of sheaves of abelian groups
O∗X = O>0X ⊕ Z/2Z.(2.2.3)
2.3. Local properties of maps. By a property of maps in a category C , we mean a
class of maps in C containing all identity maps and closed under composing with any
isomorphism in C . For example, being an isomorphism is a “property of maps.” If C is
the category of locally ringed spaces, differentiable spaces, etc.,2 and P is a property of
maps in C , then we say that f : X → Y has property P locally on the base (or locally
on Y ) iff there is an open cover {Ui} of Y such that each map f |f−1(Ui) : f−1(Ui)→ Ui
has property P. We say that property P of C morphisms is local on the base iff having
property P and having property P locally on the base are equivalent. Similarly, we say
that f has property P locally on the domain iff there is an open cover {Ui} of X such that
each map f |Ui : Ui → Y has P and we say that P is local on the domain if having P is
equivalent to having P locally on the domain.
For x ∈ X, a neighborhood of x in f is a pair (U, V ) consisting of a neighborhood V
of f(x) in Y and a neighborhood U of x in f−1(V ) ⊆ X. We say that f has property
2that is, if C has a topology
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P at a point x ∈ X iff there is a neighborhood (U, V ) of x in f such that f |U : U → V
has property P. We say that f has property P locally on X and Y (or locally on f) iff
f has property P at each x ∈ X. We say that a property P of C morphisms is local on
the domain and codomain (or just “is local”) iff, for all C morphisms f : X → Y , having
property P is equivalent to having property P locally on f .
Example 2.3.1. In the category of topological spaces, the property of being an isomor-
phism, or a closed embedding is local on the base.
Example 2.3.2. Call a map of topological spaces f : X → Y a trivial covering space iff
X is isomorphic, as a space over Y , to a disjoint unions of copies of Y , each mapping to
Y by the identity map. The property of being a trivial covering space is not local on the
base; a covering space in the usual sense of topology is a map which is a trivial covering
space locally on the base.
The most important example is the following:
Definition 2.3.3. Call a map of topological spaces (or ringed spaces, schemes, differen-
tiable spaces, . . . ) f : X → Y a local isomorphism iff “f is an isomorphism locally on
f .” In other words, f is a local isomorphism iff, for any x ∈ X, there is a commutative
diagram
U //
g

X
f

V // Y
where the horizontal arrows are open embeddings, g is an isomorphism, and x is in the
image of U → X. Since the composition of g and V → Y is also an open embedding, we
can always take U = V , g = Id if desired, so one could equivalently say that f : X → Y
is a local isomorphism iff, for each x ∈ X, there is an open embedding i : U → X with
x ∈ i(U) such that fi is also an open embedding. Notice that a map of topological spaces
f : X → Y is a local isomorphism (usually one says “local homeomorphism”) iff it is open
and locally one-to-one. A local isomorphism which is surjective (on underlying spaces) is
called a Zariski cover.
2.4. Smooth morphisms. A morphism of differentiable spaces f : X → Y is called
smooth at x ∈ X iff there is a neighborhood (U, V ) of x in f such that f |U : U → V can
be factored as the inclusion of an open subspace i : U →֒ V × Rn (for some n), followed
by the projection π1 : V × Rn → V . Such a morphism f is called e´tale at x iff there is a
neighborhood (U, V ) of x in f such that f |U : U → V is an isomorphism. Clearly “e´tale
at x” implies “smooth at x.” The morphism f is called smooth (resp. e´tale) iff it is smooth
(resp. e´tale) at x for every x ∈ X.
A differentiable space X is called smooth iff it is smooth over the terminal object
SpecR. A smooth differentiable space is evidently the same thing as a smooth manifold
in the usual sense, but without the usual paracompactness and Hausdorff requirements on
the underlying topological space, which we can always impose separately if necessary.
It is straightforward to check that a composition of smooth (resp. e´tale) morphisms is
again smooth (resp. e´tale) and that the base change (pullback) of any smooth (resp. e´tale)
morphism is again smooth (resp. e´tale). The inclusion of an open subspace is e´tale. The
property of being smooth (resp. e´tale) is local in the sense of §2.3.
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2.5. Proper and projective morphisms. Here we recall the definition of a proper map
of topological spaces, and some useful variants.
Definition 2.5.1. A continuous map of topological spaces f : X → Y is proper iff f is
closed with compact fibers and for any distinct x1, x2 ∈ X with f(x1) = f(x2), there are
disjoint open neighborhoods U1, U2 of x1, x2 in X.
Lemma 2.5.2. Proper maps are closed under composition and base change. Being proper
is local on the base.
Proof. This is an exercise for the reader. The only statement that is a little tricky is
stability under base-change. 
Definition 2.5.3. A map of differentiable spaces f : X → Y is called projective iff there
is a vector bundle V on Y such that f factors as a closed embedding X →֒ P(V ) followed
by the projection P(V ) → Y . The f is called Euclidean proper iff, locally on Y , there is
a compact differentiable space E such that f factors as a closed embedding X →֒ Y × E
followed by the projection Y × E → Y .
Clearly being proper Euclidean is local on the base and it is clear that every closed em-
bedding of differentiable spaces is both projective and proper Euclidean. Proper Euclidean
maps are proper. Every compact differentiable space embeds in Rn for large enough n.
Every DS fiber bundle with compact fibers is proper Euclidean. A map which is pro-
jective locally on the base is proper Euclidean. Proper Euclidean maps are closed under
composition and base change.
2.6. Differentialization. Let SchR denote the category of schemes of locally finite type
over R. To any X ∈ SchR, there is an associated differentiable space XDS called the
differentialization of X and a map XDS → X of locally ringed spaces over R which
is terminal among LRS/R morphisms from a differentiable space to X. Formation of
XDS → X is functorial in X, and the functor
DS : SchR → DS
is a kind of right adjoint in that it satisfies
HomLRS/R(Y,X) = HomDS(Y,X
DS)(2.6.1)
= HomLRS/R(Y,X
DS)
for every Y ∈ DS. The set of points of XDS is naturally bijective with the set X(R) of R
points of X. See [G1] for further details.
Let SchC denote the category of schemes of locally finite type over C. The above differ-
entialization construction is analogous to the analytification functor X 7→ XAS from SchC
to the category AS of analytic spaces. All results mentioned in the previous paragraph
continue to hold when “R,” “differentiable,” “differentialization,” and “DS” are replaced
by “C,” “analytic,” “analytification,” and “AS,” respectively.
If X = SpecR[x1, . . . , xn]/(f1, . . . , fm), then the polynomials fi may be viewed as
smooth functions on Rn. A theorem of Malgrange implies that (f1, . . . , fn) is a closed
ideal in the ring of smooth functions on Rn. The differentiable space XDS is the zero
locus of this ideal.
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The differentialization functorX 7→ XDS takes closed embeddings to closed embeddings,
open embeddings to open embeddings, An to Rn, vector bundles to vector bundles, e´tale
maps to e´tale maps, and so forth. Keep in mind, however, that it does not take surjections
to surjections because a surjective map of schemes need not be surjective on R points.
Let SchC denote the category of schemes of locally finite type over C. Recall that the
base change functor
SchR → SchC
X 7→ X ×SpecR SpecC
admits a right adjoint
W : SchC → SchR
called the Weil restriction. In particular, W (X)(R) = X(C) for X ∈ SchC. If X =
SpecC[z1, . . . , zn]/(f1, . . . , fm), then
W (X) = SpecR[x1, . . . , xn, y1, . . . , yn]/(ℜf1, . . . ,ℜfm,ℑf1, . . . ,ℑfm),
where one writes zj = xj + iyj and defines ℜfk and ℑfk by formally collecting the real
and imaginary parts of fk, treating the formal variables xj and yj as real numbers. We
define the differentialization of X ∈ SchC to be the differentialization of W (X) as defined
above.
There is also a differentialization functor X 7→ XDS from the category AS of ana-
lytic spaces to the category DS of differentiable spaces. The differentiable space XDS is
characterized by the existence of a bijection
HomLRS/C(Y ⊗R C,X) = HomDS(Y,XDS)
natural in Y ∈ DS. Here Y ⊗R C is nothing but the topological space Y equipped with
the sheaf of complex valued smooth functions OY ⊗R C.
We could also have defined the differentialization of X ∈ SchC in terms of the ana-
lytification and differentialization functors by the formula XDS := (XAS)DS. One checks
easily using the “adjunction” isomorphisms mentioned above (XAS)DS = W (X)DS by
showing that both differentiable spaces represent the same functor.
2.7. Monoids to differentiable spaces. Our main use for the differentialization con-
struction of §2.6 is to associate differentiable spaces R(P ) and R+(P ) to a finitely generated
monoid P . In fact, we could accomplish this through “general nonsense” as in §4, but it
is useful to have a concrete description of R(P ) and R+(P ).
Since R[P ] is a finite type R algebra, SpecR[P ] ∈ SchR is a finite type (affine) scheme
over R. For any X ∈ LRS/R we have
HomLRS/R(X,SpecR[P ]) = HomR−Alg(R[P ],Γ(X,OX ))(2.7.1)
= HomMon(P,Γ(X,OX )).
We set R(P ) := (SpecR[P ])DS. Note that the points of the topological space R(P ) are the
R points of SpecR[P ], which are the monoid homomorphisms P → R, regarding R as a
monoid under multiplication. By the universal property of differentialization and (2.7.1),
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we have a natural bijection
HomDS(X,R(P )) = HomLRS/R(X,SpecR[P ])(2.7.2)
= HomMon(P,Γ(X,OX ))
for X ∈ DS.
Building on this construction, we next note that R+(P ) := HomMon(P,R+) is a closed
subspace of R(P ). We regard R+(P ) as a differentiable space by giving it the big induced
differentiable space structure (§2.1) from R(P ). A map X → R(P ) corresponding to a
monoid homomorphism f : P → OX(X) under (2.7.2) will factor set-theoretically through
the closed subspace R+(P ) ⊆ R(P ) iff f takes values in O≥0X (X), where O≥0X ⊆ OX is the
submonoid of non-negative functions defined in §6.1. So (2.7.2) and the universal property
of the big induced structure (Lemma 2.1.1) combine to yield a natural bijection
HomDS(X,R+(P )) = HomMon(P,O≥0X (X)).(2.7.3)
In particular, if P = Nn, then Rn+ := R+(N
n) is the positive orthant in Rn and represents
the presheaf X 7→ Γ(X,O≥0X )n. We already encountered the differentiable space R+ in
Example 2.1.2.
Formation of the differentiable spaces R(P ) and R+(P ) is contravariantly functorial in
P . The adjunction formulas (2.7.2) and (2.7.3) imply that the functors R( ) and R+( )
take finite direct limits of monoids to finite inverse limits of differentiable spaces.
3. Monoidal spaces I
This section is essentially independent from the rest of the paper and should be readable
by anyone with a general knowledge of topological spaces and sheaves, though a certain
basic knowledge of algebraic geometry and the theory of monoids (at the level of §1) will
probably be necessary to follow the finer points.
The main object of study will be the category of locally monoidal spaces, which is
analogous to the category LRS of locally ringed spaces, but with monoids playing the
role of rings. Inside LRS, we have the category Fans of fans (§3.6), which is analogous
to the category Sch of schemes inside LRS. We develop some rudimentary “algebraic
geometry” of these spaces in the later sections, then formulate and prove a resolution of
singularities statement in §9.4. Although essentially of a combinatorial nature, our proof
of this result relies on the existence of a functorial resolution of singularities for varieties
over C, as established by Bierstone and Milman in [BM]. The basic point is that the
C-scheme realization of a monoid is a very faithful reflection of the monoid (§8.2), so
that we can propogate C-scheme results to general results about monoids, fans, and so
forth. For example, this ultimately allows us to extract general “resolution of singularities”
results from the corresponding results for C-schemes. Our approach along these lines is
not entirely new—we have discussed the history of these ideas in the Introduction.
3.1. Definitions. We warn the reader that our terminology here conflicts with Kato’s
terminology in [Kat2, §9] and with Ogus’s terminology [Ogus, Definition 1.3.4], though it
is consistent with [G0, §3.7].
Definition 3.1.1. A monoidal space X = (X,MX) is a topological space X equipped
with a sheaf of monoids MX called its structure sheaf. We let MX,x denote the stalk of
30 W. D. GILLAM AND S. MOLCHO
MX at x ∈ X and we let mx :=MX,x\M∗X,x denote the maximal ideal ofMX,x. Monoidal
spaces form a category MS where a morphism f = (f, f †) : (X,MX ) → (Y,MY ) is a
pair (f, f †) consisting of a map of topological spaces f : X → Y and a map of sheaves
of monoids f † : f−1MY → MX . The category LMS of locally monoidal spaces has the
same objects as MS, but an LMS morphism is an MS morphism f as above such that
f †x :MY,f(x) →MX,x
is a local map of monoids (Definition 1.2.5) for each x ∈ X (i.e. f †x(mf(x)) ⊆ mx).
Definition 3.1.2. A monoidal space X is called sharp iffMX is a sheaf of sharp monoids
(§1.1). By definition, sharp monoidal spaces form a full subcategory SMS of LMS.
One could of course view sharp monoidal spaces as a full subcategory of MS, but we
will have no use for maps of sharp monoidal spaces that are not local. For any monoidal
space X, the quotient MX := MX/M∗X is a sheaf of sharp monoids, and the quotient
map MX → MX is an LMS morphism. The sharp monoidal space X := (X,MX) is
called the sharpening of X. Sharpening defines a functor LMS → SMS which is right
adjoint to the inclusion SMS →֒ LMS.
3.2. Prime systems. To construct relative Spec functors, blowups, and so forth in the
category of locally monoidal spaces, we will follow the general strategy for doing this in the
case of locally ringed spaces from [G0]. In fact, we initially used this machinery to construct
inverse limits in LMS (following the analogous construction of inverse limits in LRS in
[G0]) before we discovered that this could be done more easily by using Theorem 1.2.8
(we had trouble proving this result for some time), as in Theorem 3.4.1.
Definition 3.2.1. Let X be a monoidal space. A prime system on X is the data of a
subset Mx ⊆ SpecMX,x for each x ∈ X. A primed monoidal space (X,M) is a monoidal
space X equipped with a prime systemM . Primed monoidal spaces form a category PMS
where a morphism (X,M) → (Y,N) is a morphism of monoidal spaces f : X → Y such
that (f †x)−1(p) ∈ Nf(x) for each p ∈Mx for each x ∈ X.
Definition 3.2.2. For a monoidal space X, the local prime system LX on X (or just L
if X is clear from context) is the prime system with Lx = {mx} for each x ∈ X and the
terminal prime system TX (or just T ) is the prime system with Tx = SpecMX,x for every
x ∈ X. If f : X → Y is a map of monoidal spaces and M is a prime system on Y , then
the inverse image prime system f∗M is the prime system on X with
(f∗M)x := {p ∈ SpecMX,x : (f †x)−1p ∈Mf(x).
The local prime system can be viewed as a functor L : LMS→ PMS making LMS a
full subcategory of PMS. Similarly, the terminal prime system can be viewed as a functor
T : MS → PMS which is clearly right adjoint to the forgetful functor PMS → MS
forgetting the prime system.
All of the above constructions have analogues with “monoidal” replaced by “ringed”
studied in [G0].
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3.3. Localization. For (X,M) ∈ PMS, we construct a new monoidal space (X,M)loc
(or just X loc if M is clear from context) called the localization of X at M as follows. As
a set, we let X loc be the set of pairs (x, z) where x ∈ X and z ∈Mx. For an open subset
U of X and a section s ∈ MX(U), we set
Us := {(x, z) ∈ X loc : x ∈ U, sx /∈ z}.
These Us form the basic opens for a topology on X
loc in light of the formula
Us ∩ Vt = (U ∩ V )s+t
(notation for restriction to U ∩ V dropped). The map τ : X loc → X given by τ(x, z) := x
is continuous because τ−1U = U0.
We construct a sheaf of monoids MXloc on X loc as follows. For each open V ⊆ X loc,
we let MXloc(V ) denote the set of
s = (s(x, z)) ∈
∏
(x,z)∈V
(MX,x)z
satisfying the following local consistency condition: For every (x, z) ∈ V , there is an open
neighborhood U of x in X and sections p, q ∈ MX(U) with qx /∈ z such that
s(x′, z′) = px′ − qx′
for every (x′, z′) ∈ Uq. This is a monoid under coordinatewise addition and is a sheaf in
light of the local nature of the local consistency condition. There is a natural isomorphism
MXloc,(x,z) = (MX,x)z
for each (x, z) ∈ X loc. The map τ of topological spaces defined above lifts in an evident
manner to an MS morphism
τ : (X,M)loc → X(3.3.1)
such that
τ †(x,z) :MX,x → (MX,x)z
is the localization of MX,x at the prime ideal z.
The above construction and detailed explanations of all above statements are given in
the case of prime ringed spaces in [G0, §2.2]. The following elementary result is proved in
a manner identical to the proof of [G0, Theorem 2]: Just replace the word “ring” (resp.
“ringed”) with “monoid” (resp. “monoidal”) everywhere in that proof, switch to multi-
plicative notation for monoids, and use the universal property of localization of monoids
(§1.1) in place of the one for rings.
Theorem 3.3.1. Let f : (X,M) → (Y,N) be a morphism in PMS. Then there is a
unique LMS morphism f : (X,M)loc → (Y,N)loc making the diagram
(X,M)loc
τ

f // (Y,N)loc
τ

X
f // Y
commute in MS. Localization defines a functor PMS→ LMS retracting the local prime
system functor L : LMS→ PMS and right adjoint to it.
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Remark 3.3.2. It is clear from the construction that formation of (X,M)loc is local in
nature: If U is an open subspace of X, then (U,M |U)loc = τ−1(U) ⊆ (X,M)loc.
3.4. Inverse limits. Here we summarize the basic properties of inverse limits in our
various categories of monoidal spaces.
Theorem 3.4.1. The categories MS, PMS, LMS, and SMS have all inverse limits.
The functors
MS→ Top, LMS→MS, L : LMS→ PMS, and LMS→ SMS
preserve inverse limits.
Proof. “The” inverse limit of a functor i 7→ Xi to MS can be constructed as follows. Let
X be “the” inverse limit of the underlying topological spaces of the Xi and let πi : X → Xi
be the projections. Let MX be the direct limit of the sheaves of monoids π−1i MXi on X.
The structure maps π♯i : π
−1
i MXi →MX to the direct limit allow us to view πi : X → Xi
as a MS morphism. Since direct limits commute with stalks, we have
MX,x = lim
−→
MXi,πi(x)
for any x ∈ X, so that the map MXi,πi(x) → MX,x obtained from our structural MS
morphism πi : X → Xi is the usual structure map to the direct limit. It is trivial to
check that X = (X,MX ) is the inverse limit of the Xi in MS and it is clear from this
construction that MS→ Top commutes with inverse limits.
To construct the inverse limit of a functor i 7→ (Xi,Mi) in PMS, first form the inverse
limit X of the Xi in MS as discussed above, then endow it with the prime system M
where p ∈Mx iff (π†i,x)−1(p) ∈ (Mi)πi(x) for every i.
Now we have two ways to construct the inverse limit of a functor i 7→ Xi in LMS.
First approach: (c.f. [G0, §3.1]) Composing with the local prime system L : LMS →
PMS, we obtain an inverse limit system i 7→ (Xi, Li) in PMS, which,as we saw above,
has inverse limits, so we can form the inverse limit (X,M) of i 7→ (Xi, Li). Localization
is a right adjoint (Theorem 3.3.1), so it preserves inverse limits, hence (X,M)loc is the
inverse limit of i 7→ (Xi, Li)loc in LMS. But (Xi, Li)loc = Xi because localization retracts
L (Theorem 3.3.1), so (X,M)loc is the desired inverse limit of i 7→ Xi in LMS.
Second approach: Let X be the inverse limit of i 7→ Xi in MS. We claim that the
structure maps πi : X → Xi are in fact LMS-morphisms. By construction of X, for
x ∈ X we have MX,x = lim
−→
MXi,πi(x) and
πi,x :MXi,πi(x) → MX,x
is the structure map to the direct limit. This is indeed local by Theorem 1.2.8. Next we
claim that X is in fact the inverse limit of i 7→ Xi in LMS. Consider a set of LMS maps
fi : Y → Xi so that
(fi) ∈ lim
←−
HomLMS(Y,Xi).
Since X is the inverse limit of i 7→ Xi in MS, there is a uniqueMS-morphism f : Y → X
such that πif = fi for all i. The issue is to show that f is actually an LMS map. Pick a
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point y ∈ Y . We need to show that fy :MX,f(y) →MY,y is local. We have a diagram⊕
i
MXi,fi(x) →MX,f(y) →MY,y
where the left map is surjective and local (c.f. the proof of Theorem 1.2.8) and the com-
position is local because the fi are LMS maps, so fy is local by Lemma 1.2.7.
It is clear from this second approach that LMS→MS preserves inverse limits. The fact
that L : LMS→ PMS preserves inverse limits is a similar application of Theorem 1.2.8.
The sharpening functor LMS→ SMS commutes with inverse limits because it is a right
adjoint (§3.1). 
Notice that the corresponding statements with “monoidal” replaced by “ringed” are
certainly not true. This is the main point where the theory of locally monoidal spaces
differs from that of locally ringed spaces.
Definition 3.4.2. An MS morphism f : X → Y is benign iff f †x : MY,f(x) →MX,x is a
benign morphism of monoids (Definition 1.2.9) for every x ∈ X.
For example, strict morphisms are benign and the sharpening morphism X → X is
benign. Every benign MS morphism is in fact an LMS morphism because a benign map
of monoids is local.
Corollary 3.4.3. Strict (resp. benign, . . . ) morphisms in LMS are closed under base
change.
Proof. The point is that base change in LMS is the same as base change inMS so we just
have to prove that isomorphisms (resp. benign maps, . . . ) of monoids are closed under
pushout, which is clear (resp. Lemma 1.2.10). 
Corollary 3.4.4. An LMS map f : X → Y which is surjective (resp. open, proper, a
homeomorphism, . . . ) on underlying topological spaces also has this property after any
LMS base change.
Proof. LMS → Top preserves inverse limits by the theorem and the types of Top mor-
phisms listed are stable under base change in Top. 
3.5. Spec revisited. The Spec construction from §1.4 defines a functor
Spec :Monop → LMS(3.5.1)
P 7→ (SpecP,MP ).
It is not hard to see directly from the definitions that we have a natural bijection
HomLMS(X,SpecP ) = HomMon(P,MX(X))(3.5.2)
for X ∈ LMS, P ∈Mon. This bijection can be constructed in the same manner as the
analogous natural bijection
HomLRS(X,SpecA) = HomAn(A,OX (X))(3.5.3)
for X ∈ LRS, A ∈ An as in [EGA, Err. I.1.8], though we will prove this “by general
nonsense” in just a moment. Given h : P →MX(X), the corresponding map of topological
spaces, abusively denoted h : X → SpecP , takes x ∈ X to h(x) := h−1(mx) ∈ SpecP .
34 W. D. GILLAM AND S. MOLCHO
Here we write h as abuse of notation for the composition of h : P →MX(X) and the map
MX(X)→MX,x taking a global section to its stalk at x.
Example 3.5.1. Recall the discussion of SpecN = {∅,m} from Example 1.4.6. To give
an MS-morphism f : SpecN→ X is to give points f(∅), f(m) ∈ X with f(m) ∈ {f(∅)}−,
and a commutative diagram of monoids as below.
MX,f(m)
f†
m

//MX,f(∅)
f†
∅

N // Z
The horizontal arrows here are the generalization maps on stalks. Such a map is an LMS
morphism iff the vertical maps are local, which is equivalent to saying (f †m)
−1(0) = {0}
and MX,f(∅) is a group. Compare the description [H, II.4.4] of maps out of a trait in
algebraic geometry.
Given a monoid P , we can regard the one point space ∗ with “sheaf” of monoids P as a
monoidal space (∗, P ) ∈MS. The pullback of the “sheaf” P along the map from a space
X to ∗ is the constant sheaf P on X, so it is clear that
HomMS(X, (∗, P )) = HomMon(X)(P ,MX)(3.5.4)
= HomMon(P,MX (X)).
We give (∗, P ) the terminal prime system (Definition 3.2.2), so (∗, P, T ) ∈ PMS, and we
define
SpecP := (∗, P, T )loc.
As in §1.4 we write MP for the structure sheaf of SpecP . The structure map τ :
(∗, P, T )loc → (∗, P ) is a MS morphism, hence we have a map
τ † : P → MP(3.5.5)
of sheaves of monoids on SpecP , where P is the constant sheaf associated to the monoid
P . As asserted in §1.4, we see from the general construction of localization that the stalk
of τ † at p ∈ SpecP is the localization P → Pp.
Using the adjointness properties of T , localization (Theorem 3.3.1), and (3.5.4) we see
immediately that
HomLMS(X,SpecP ) = HomLMS(X, (∗, P, T )loc)
= HomPMS((X,L), (∗, P, T ))
= HomMS(X, (∗, P ))
= HomMon(P,MX(X)),
as asserted in (3.5.2) and in §1.4. In particular, since Γ(SpecP,MP ) = P (§1.4), we have
HomLMS(SpecP,SpecQ) = HomMon(Q,P )
for any monoids P,Q.
Lemma 3.5.2. Let P be a monoid, X := SpecP , ∗ the one point space. Define a prime
system M on (X,P ) ∈ MS by Mx := {x} ⊆ SpecP x = SpecP . Then we have natural
PMS morphisms
(X,MP , L)→ (X,P ,M)→ (∗, P, T )
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inducing isomorphisms
SpecP = (X,MP , L)loc = (X,P ,M)loc = (∗, P, T )loc
on localizations.
Proof. The proof is the same as that of [G0, Lemma 3]. 
Lemma 3.5.3. Suppose h : Q → P is a monoid homomorphism such that the induced
LMS morphism Spech : SpecP → SpecQ is strict. Then there is a submonoid T ⊆ Q
such that P is isomorphic (as a monoid under Q) to T−1Q. In particular, if Q is finitely
generated, an LMS morphism SpecP → SpecQ is strict iff it is an open embedding.
Proof. Suppose f := Spech is strict. Let η = P \ P ∗ be the generic point of SpecP ,
so that MP,η = P . Then f(η) = Q \ h−1(P \ P ∗) ∈ SpecQ corresponds to the face
T := h−1(P ∗) of Q. The stalk MQ,f(η) → MP,η of f † : f−1MQ →MP at η is the map
h′ : T−1Q→ P induced by h. The map h′ is an isomorphism because f is strict. The map
f = Spech factors as f = (Spec l)(Spech′) where l : Q → T−1Q is the localization map
because h = h′l. When Q is finitely generated, so is T (Lemma 1.2.4), so Spec l is an open
embedding as discussed in §1.4—this is the nontrivial implication in the final statement
of the lemma. 
We conclude this section by pointing out some differences between the functor
Spec :Monop → LMS(3.5.6)
and the more familiar functor
Spec : Anop → LRS.(3.5.7)
First, the functor (3.5.7) takes surjections to closed embeddings (on the level of topological
spaces, say), but (3.5.6) does not (Example 1.4.4). Second, the functor (3.5.7) preserves
(finite) coproducts, while (3.5.6) does not. For one thing, it doesn’t preserve initial objects:
0 = {0} is the terminal object in Mon, but Spec 0 is the terminal object in LMS, not
the initial object (which is the empty locally monoidal space). For another thing, for any
monoids P,Q,
SpecP
∐
SpecQ
is not isomorphic to SpecR for any monoid R (i.e. it isn’t “affine” so in particular it
isn’t isomorphic to Spec(P ×Q)) because the former has precisely two points x for which
MX,x is a group (two “generic points”), while any SpecR has precisely one point x for
which MX,x is a group (one “generic point”). The fact that (3.5.7) happens to preserve
finite coproducts might be viewed as something of a coincidence since it does not preserve
infinite coproducts or general finite direct limits. A closely-related fact is that the analog
of Lemma 3.5.3 does not hold for rings. For example, Spec(A×A)→ SpecA is strict for
any ring A, but is not an open embedding. Similarly, (3.5.7) rarely takes localizations to
open embeddings, but (3.5.6) takes the localization of any finitely generated monoid at
any finitely generated submonoid (e.g. any face) to an open embedding. Finally, (3.5.6)
has the following “good” property not enjoyed by (3.5.7):
Theorem 3.5.4. The functor Spec : Monop → MS commutes with arbitrary inverse
limits. In particular, so does the “underlying space of Spec” Monop → Top.
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Proof. Let {Pi} be a direct system of monoids with direct limit P . Let {Xi := SpecPi}
be corresponding inverse limit system in MS with inverse limit X. We want to show that
X = SpecP . By Theorem 3.4.1, X is also the inverse limit of {Xi} in LMS. For any
Y ∈ LMS, we the have natural isomorphisms
HomLRS(Y,X) = lim
←−
HomLRS(Y,Xi)
= lim
←−
HomMon(Pi,MY (Y ))
= HomMon(P,MY (Y ))
= HomLMS(Y,SpecP )
using the universal property (3.5.2) of Spec, so the result follows from Yoneda. 
Remark 3.5.5. Although the above result is basically an elementary statement about
monoids, it does not seem so easy to prove without some sort of geometric setup of
monoidal spaces and so forth. As an interesting exercise, the reader may wish to try to
prove the following very particular special case from scratch:
Spec(P ⊕Q) = (SpecP )× (SpecQ).
This is an equality in MS, but even to establish it in Top or Sets is a good exercise!
3.6. Fans. Here we define the full subcategory Fans ⊆ LMS of fans which is analogous
to the full subcategory of schemes inside the category LRS of locally ringed spaces. It is
useful to keep in mind Kato’s analogy :
monoids : fans :: rings : schemes.
See [G3] for further discussion of fans.
Definition 3.6.1. A locally monoidal space F isomorphic to SpecP for a monoid (resp.
finitely generated monoid, fine monoid, fs monoid, . . . ) P is called an affine fan (resp.
finite type affine fan, fine affine fan, fs affine fan, . . . ). A locally monoidal space F locally
isomorphic to an affine fan (resp. finite type affine fan, fine affine fan, fs affine fan, . . . ) is
called a fan (resp. locally finite type fan, fine fan, fs fan, . . . ). A sharp locally monoidal
space F ∈ SMS isomorphic to (SpecP,MP ) in SMS for a monoid (resp. finitely generated
monoid, . . . ) P will be called a sharp affine fan (resp. finite type sharp affine fan, . . . ). A
sharp locally monoidal space F locally isomorphic to a sharp affine fan (resp. finite type
sharp affine fan, . . . ) will be called a sharp fan (resp. locally finite type sharp fan, . . . ).
Let Fans ⊆ LMS denote the full subcategory of fans and let SFans ⊆ SMS denote the
full subcategory of sharp fans.
Given a fanX and an open subspace U of its underlying topological space, we can regard
U = (U,MX |U) as a locally monoidal space by restricting the structure sheaf from X. In
fact this U is a fan (just as for schemes, the question is local and reduces to the fact that
the basic opens in SpecP are the SpecPp for p ∈ P ) and represents the functor on Fans
(or on LMS) taking Y to the set of LMS maps Y → X factoring through U on the level
of topological spaces. By definition, any monoidal space with an open cover by fans (resp.
sharp fans) is again a fan (resp. sharp fan). This allows us to construct new fans from old
by gluing along open subfans. The sharpening of a fan is clearly a sharp fan—that, is the
sharpening functor LMS→ SMS restricts to a sharpening functor Fans→ SFans. The
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functor (3.5.6) can be viewed as a functor
Spec :Monop → Fans.(3.6.1)
Example 3.6.2. For clarity, we will refer to a fan in the usual sense of toric varieties [F,
1.4] as a classical fan. A classical fan (Σ, N) gives rise to a fan in the sense of Defini-
tion 3.6.1 through the usual “dualization process:” We let M := Hom(N,Z) and for each
cone σ ∈ Σ, we let
Pσ := {m ∈M : m|σ ≥ 0}.
This Pσ is an fs monoid. Let Uσ := SpecPσ. If σ, τ are two cones in Σ with σ a face of τ ,
then Pσ is the localization of Pτ at the face
{m ∈ Pτ : m|σ = 0},
so we have an open embedding Uσ ⊆ Uτ . We can then glue the affine fans Uσ to form
an fs fan X in such a way that the Uσ form an affine cover of X, and the aforementioned
open embeddings become inclusions of open subspaces of X. This process defines a fully
faithful functor from classical fans to Fans.
The category Fans has many advantages over the category of classical fans—it is a
better category in which to “do geometry.” The analogy to keep in mind is, roughly,
classical fans : fans :: varieties : schemes.
For example, the category of classical fans probably does not have finite inverse limits,
and even if it did, those limits wouldn’t commute with any kind of geometric realization
because, say, a fibered product of a diagram of varieties (taken in schemes) won’t generally
be a variety, even if the varieties are toric varieties and the maps are toric maps. In
contrast, we have:
Proposition 3.6.3. The category Fans (resp. SFans) has finite inverse limits and co-
products preserved by the inclusion Fans ⊆ LMS (resp. SFans ⊆ SMS). A finite inverse
limit of locally finite type fans or sharp fans is again locally finite type.
Proof. The statement about coproducts is obvious. The statement about inverse limits is
proved by working locally and comparing the universal properties of the inverse limit and
Spec as in [G0, Theorem 8]. The finiteness statement corresponds to the fact that a finite
direct limit of finitely generated monoids is again finitely generated. 
Lemma 3.6.4. Let X be a locally finite type fan, x ∈ X. There is a smallest open
neighborhood Ux of x in Xand we have isomorphisms
Ux = SpecMX,x
= SpecMX(Ux)
natural in (X,x). If f : X → Y is a map of locally finite type fans and x ∈ X, we have a
natural diagram
SpecMX,x

Spec f†x // SpecMY,y

X
f // Y
(3.6.2)
where the vertical arrows are open embeddings onto the smallest neighborhoods of x, y.
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Proof. The question is local and was noted for SpecP , P a finitely generated monoid in
§1.4. The second statement is an exercise—one has an analogous diagram for schemes,
but the vertical arrows are almost never open embeddings. 
Lemma 3.6.5. A map f : X → Y of locally finite type fans is strict iff it is locally an
isomorphism (every point x has a neighborhood (U, V ) in f such that f |U : U → V is an
isomorphism).
Proof. The nontrivial implication is a geometric restatement of Lemma 3.5.3; it is also
clear from the diagram (3.6.2). 
Example 3.6.6. Recall that we studied the affine fan SpecN in Example 1.4.6. The
simplest non-affine fan is perhaps the fan P1 obtained by gluing two copies U , V of SpecN
along the common open subspace SpecZ, using the involution of SpecZ to make the
gluing. The resulting topological space P1 has three points: two closed points x, y, and
one generic point η. The structure sheaf MP1 of P1 is characterized by the diagram of
generalization maps
MP1,x //MP1,η MP1,yoo
N
n 7→n // Z N,
n 7→−noo
which is also the diagram of restriction maps
MP1(U) //MP1(U ∩ V ) MP1(V )oo
for the cover {U, V } of P1, thus we see that Γ(P1,MP1) = {0}. If we glue without us-
ing the involution of SpecZ, we obtain a fan which might be called the affine line with
the origin doubled. We can similarly construct a fan Pn by appropriately gluing n + 1
copies of Spec(Nn), though we will give a more formal construction in Example 7.1.1. See
Example 5.7.1 (§4.5) for a continuation of this example.
4. Spaces
We first give an axiomatic setup for the category Esp of “spaces” we will work with.
The reader uninterested in our general abstraction can just look at the list of examples at
the end of this section and move on to §5.1.
Definition 4.0.7. A category of spaces (Esp,A1) consists of a category Esp, a functor
Esp→ Top, called the underlying space functor, denoted X 7→ |X|, and a monoid object
A1 of Esp satisfying the following axioms, explained in more detail in the next section:
(S1) (Finite limits) Esp has all finite inverse limits.
(S2) (Coproducts) Esp has arbitrary (small) coproducts.
(S3) (Coproducts commute) Coproducts in Esp commute with X 7→ |X|.
(S4) (Open embeddings) Open subspaces are representable.
(S5) (Zariski topology) The Zariski topology on Esp is subcanonical.
(S6) (Coproducts and open embeddings) The structure maps Xi →
∐
iXi to any
coproduct in Esp are open embeddings.
(S7) (Zariski Gluing) Objects of Esp can be glued Zariski locally.
(S8) (Open Units) The group of units Gm ⊆ A1 is representable by an open subspace.
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Objects of Esp will be called spaces.
Remark 4.0.8. The axioms (S1) and (S2) concern only the category Esp, the next five
axioms concern the underlying space functor Esp→ Top, and (S8) concerns everything.
Definition 4.0.9. A 1-morphism of categories of spaces
(F, η) : (Esp,A1) → (Esp′, (A1)′)
is a functor F : Esp→ Esp′ together with a natural transformation η : |F ( )| → | | of
functors Esp→ Top such that
(M1) F preserves finite inverse limits and coproducts.
(M2) F (A1) = (A1)′ as monoid objects—meaning that
F (A1 × A1) F (+) //
(Fπ1,Fπ2)

F (A1) = (A1)′
(A1)′ × (A1)′
+′
66♠♠♠♠♠♠♠♠♠♠♠♠
commutes.
(M3) The image FU → FX of an open embedding U → X in Esp is “the” open
embedding corresponding to η−1X (|U |) ⊆ |FX|.
A 2-morphism γ : (F, η)→ (F ′, η′) between 1-morphisms
(F, η), (F ′, η′) : (Esp,A1) ⇒ (Esp′, (A1)′)
is a natural transformation of functors γ : F → F ′ such that γ(A1) = Id and such that
the diagram
|FX| ηX //
γ(X) ∼=

|X|
|F ′X|
η′
X
<<①①①①①①①①
in Top commutes for each X ∈ Esp. The 2-category of categories of spaces is called the
universe and is denoted Univ.
4.1. On the axioms for spaces. The meaning of (S1)-(S3) in Definition 4.0.7 is clear.
Note that the axiom (S2) in particular implies that Esp has an initial object, which we
denote ∅. Aside from the final axiom (S8), the axioms concern only the category Esp and
the “underlying space functor” Esp→ Top, which we always denote X 7→ |X|.
The open embeddings axiom (S4) for Esp → Top means that for any X ∈ Esp and
any open subset |U | ⊆ |X|, the presheaf
Y 7→ {f : Y → X : |f |(|Y |) ⊆ |U |}
is representable by some U ∈ Esp so that | | of the natural Esp-morphism U → X
is an open embedding with image |U | ⊆ |X|. (We don’t really require equality, as the
notation suggests, but any open embedding with image |U | is uniquely isomorphic, as
a space over |X|, to |U |.) We call a morphism U → X representing such a presheaf
an open embedding. Note that if i : U → X and i′ : U ′ → X are open embeddings with
|i|(|U |) = |i′|(|U ′|), then U and U ′ are uniquely isomorphic as spaces over X—the category
of open embeddings into X is equivalent to the category of open subspaces of |X| (with
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inclusions as the morphisms). As part of this axiom, we will also require that the open
embedding associated to the empty set ∅ ⊆ |X| “is” the unique map ∅ → X from the
initial object ∅ of Esp. This is equivalent to demanding that X ∈ Esp is an initial object
whenever |X| = ∅. This should be viewed as a very mild “faithfulness” assumption on the
forgetful functor X 7→ |X|.
Remark 4.1.1. To ease notation and terminology, we often, especially in later sections,
blur the distinction between X and |X|. For example, by a “point x ∈ X” we mean “a
point of x ∈ |X|” and by a “neighborhood of x in X” we mean an open embedding U →֒ X
such that |U | ⊆ |X| is a neighborhood of x in |X|.
Lemma 4.1.2. Suppose Esp→ Top satisfies (S4). Then:
(1) A composition of open embeddings is an open embedding.
(2) If f : X → Y and g : Y → Z are Esp morphisms such that g and gf are open
embeddings, then f is an open embedding.
(3) The base change of any open embedding in Esp exists and is itself an open embed-
ding.
(4) Base change along an open embedding in Esp commutes with Esp→ Top.
Proof. For (1), suppose U → V and V → X are open embeddings. Then the composition
|U | → |V | → |X| is an open embedding in Top and the universal properties of U → V
and V → X combine to show that the composition U → X “is” the open embedding
corresponding to |U | ⊆ |X|. For (2), first note that |f |(|X|) is open in |Y | because the
statement (2) holds in Top (exercise!). Next, use the fact that g is an open embedding to
see that h 7→ gh defines a bijection, natural in T ∈ Esp, from the set of h ∈ HomEsp(T, Y )
for which |h|(|T |) ⊆ |f |(|X|) to the set of k ∈ HomEsp(T,Z) for which |k|(|T |) ⊆ |gf |(|X|).
Since gf is an open embedding, the latter set is bijective with HomEsp(T,X) naturally in
T . Putting these two natural bijections together shows that f is an open embedding. For
(3) and (4) suppose f : X → Y is an Esp-morphism and U ⊆ Y is an open embedding.
Then it is immediate from the universal property of open embeddings that the open
embedding of spaces f−1(U) → X corresponding to the open subspace |f |−1(|U |) of |X|
“is” the fibered product U×Y X (i.e. the usual diagram is cartesian); (3) and (4) follow. 
Definition 4.1.3. We say that an Esp-morphism f : X → Y is surjective iff the map of
topological spaces |f | is surjective. We define a local isomorphism and a Zariski cover in
terms of our notion of open embedding in “the usual way” (Definition 2.3.3).
We can jazz up Lemma 4.1.2 as follows:
Proposition 4.1.4. Suppose Esp→ Top satisfies (S1) and (S4). Then:
(1) The map of topological spaces underlying a local isomorphism (resp. Zariski cover)
is a local homeomorphism (resp. Zariski cover).
(2) A composition of local isomorphisms (resp. surjections, Zariski covers) is a local
isomorphism (resp. surjection, Zariski cover).
(3) If f : X → Y and g : Y → Z are Esp morphisms such that g and gf are local
isomorphisms, then f is a local isomorphism.
(4) Local isomorphisms and Zariski covers are stable under base change in Esp and
base change along a local isomorphism commutes with Esp→ Top.
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Proof. All of these statements are readily deduced from the corresponding statements
in Lemma 4.1.2. Establishing (4) is the most difficult, so we will give a sketch of the
argument. We need to show that the diagram of topological spaces
|X ′| //

|X|
|f |

|Y ′| // |Y |
(4.1.1)
underlying a cartesian Esp diagram
X ′ //

X
f

Y ′ // Y
(4.1.2)
is cartesian when f is a local isomorphism. To see this, we first show that for any x ∈ |X|,
there is a cartesian square of the form
U ′
j // U
U ′
j // U
(4.1.3)
mapping to (4.1.2) such that each map from a corner of (4.1.3) to the corresponding corner
of (4.1.2) is an open embedding and x ∈ |U | ⊆ |X|. To do this, first use the fact that f
is a local isomorphism to find an open embedding i : U → X with x ∈ |U | ⊆ |X| such
that fi : U → Y is also an open embedding. Now define U ′ := X ′ ×X U , U ′′ := Y ′ ×Y U
using (S1). The projections U ′ → X ′, U ′′ → Y ′ are open embeddings by Lemma 4.1.2 and
by a simple “category theory” exercise, we in fact have a natural isomorphism U ′ = U ′′,
so we get our diagram. Now one uses this diagram (for appropriate x) to check, using
Lemma 4.1.2, that
(1) |X ′| → |Y ′| ×|Y | |X| is injective,
(2) |X ′| → |Y ′| ×|Y | |X| is surjective, and
(3) the topology on |X ′| ⊆ |Y ′| × |X| is the “subspace of the product” topology.

Proposition 4.1.4 shows that when Esp → Top satisfies (S1) and (S4), Zariski covers
form the covers (or, really, “generating covers”) for a topology on Esp, called the Zariski
topology. The assumption in the Zariski topology axiom (S5) is that this topology be
subcanonical. Explicitly, this means that whenever f : X → Y is a Zariski cover of spaces,
the diagram of sets
HomEsp(Y, T )
f∗ // HomEsp(X,T )
π∗1 //
π∗2
// HomEsp(X ×Y X,T )
is an equalizer diagram for any T ∈ Esp. If we assume (S1)-(S6), then we can see that
this Zariski topology is very much like the one on Top:
Lemma 4.1.5. Suppose Esp→ Top satisfies (S1)-(S6). Then:
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(1) If f : X → Y is a local isomorphism such that |f | is injective (resp. bijective), then
f is an open embedding (resp. isomorphism).
(2) If {fi : Ui → X} is a set of open embeddings such that the |Ui| cover |X|, then the
coproduct of the fi yields a Zariski cover f : U → X. Furthermore, U ×X U =∐
(i,j)Uij, where Uij = Ui×X Uj is the open embedding to X with image |Ui|∩ |Uj|.
(3) For any space X and any Zariski cover V → X there is a Zariski cover U → X,
constructed as in the previous part, and a map U → V of spaces over X.
Proof. We first prove the first part of (2): The map f : U → X is a local isomorphism
because the structure map Ui → U is an open embedding by (S6) whose composition with
f is the open embedding fi and the |Ui| cover |U | by (S3). The map |f | is surjective
because the |fi|(|Ui|) cover |X| by assumption and each |fi| factors through |f |. This
proves that f is a Zariski cover.
(1): The map of topological spaces |f | underlying a local isomorphism f : X → Y
is a local homeomorphism by Proposition 4.1.4(1). In particular |f | is open, so it is a
homeomorphism iff it is bijective, and its image |f |(|X|) =: |U | is open in |Y |, so we can
consider (using (S4)) the corresponding open embedding i : U → Y . By the universal
property of i, we can write f = ig for some map g : X → U . Clearly |g| is surjective
and g is a local isomorphism by Proposition 4.1.4(3). If |f | is injective, then |g| must
also be injective. We thus reduce to proving that if f : X → Y is a Zariski cover for
which |f | is injective (equivalently a homeomorphism), then f is an isomorphism. We
first prove that f is a monomorphism. Suppose g1, g2 : T ⇒ X are maps of spaces with
fg1 = fg2. Since f is a local homeomorphism, we can choose, for each x ∈ |X|, an open
embedding ix : Ux → X such that x ∈ |Ux| and fix is also an open embedding. Since |f |
is a homeomorphism, we see from Lemma 4.1.2 that the diagram
Ux
ix

Ux
fix

X // Y
is cartesian (here we just need |f | injective). If we now let px : Vx → T denote the base
change of the open embedding fix : Ux → Y along the map fg1 = fg2, then we see
from the cartesian diagram above that g1px = g2px. By (S2), we can form the coproduct
V :=
∐
x∈|X| Vx. Let p : V → T be the coproduct of the px. Since |f | is surjective,
the |fix|(|Ux|) cover |Y |, so the px are open embeddings such that the |Vx| cover T by
Lemma 4.1.2, hence p : V → T is a Zariski cover by the first part of (2) established above.
Since g1px = g2px for all x ∈ |X|, we have g1p = g2p by the universal property of the
coproduct, so, since a Zariski cover is, in particular, an epimorphism, we conclude that
g1 = g2. Now, since f : X → Y is monic, we have X ×Y X = X (with the projections
π1, π2 : X ×Y X ⇒ X given by the the identity map of X), hence IdX is in the equalizer
of
HomEsp(X,X)
π∗1 //
π∗2
// HomEsp(X ×Y X,X),
so, since f is a Zariski cover and we assume in (S5) that the Zariski topology is subcanon-
ical, there is a unique Esp-morphism g : Y → X such that gf = IdX . The Zariski cover
f is also an epimorphism and we have fgf = f , so we conclude that fg = IdY , hence f
and g are inverse isomorphisms.
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Now we prove the second part of (2): For (i, j) ∈ I × I, we have open embeddings
sij : Uij → Ui and tij : Uij → Uj with fisij = fjtij equal to the open embedding Uij → X.
Composing sij and tij with the structure maps Ui → U and Uj → U (these are open
embeddings by (S6)) we obtain open embeddings aij : Uij → U , bij : Uij → U with
faij = fisij = fjtij = fbij
and hence a map gij := (aij , bij) : Uij → U ×X U . The map gij is a local isomorphism by
Proposition 4.1.4(3) because its composition with π1 : U×XU → U is the open embedding
(in particular, local isomorphism) aij and π1 is a local isomorphism by Proposition 4.1.4(4)
since it is a base change of f . The coproduct of the gij , over all (i, j) ∈ I × I, gives a
map g :
∐
(i,j)Uij → U ×X U , which is a local isomorphism by the same argument used to
establish the first part of (2) above. The computation
|
∐
(i,j)
Uij| =
∐
(i,j)
|Uij |
= (
∐
i
|Ui|)×|X| (
∐
i
|Ui|)
= |U | ×|X| |U |
= |U ×X U |
using (S3), an elementary topology exercise, (S3), and Proposition 4.1.4(4) shows that |g|
is a homeomorphism, hence g is an isomorphism by (1).
(3) is proved by the same elementary argument one would make in the case Esp =
Top. 
Lemma 4.1.5 implies that coproducts in Esp behave “as one would expect in any geo-
metric category.”
Lemma 4.1.6. Suppose Esp → Top satisfies (S1)-(S6). Let {Yi : i ∈ I} be an indexed
family of spaces with coproduct Y . Then for distinct i, j ∈ I, Yi ×Y Yj = ∅ is “the” initial
object of Esp and if X → Y is any Esp-morphism and we set Xi := X ×Y Yi, then the
natural maps Xi → X make X “the” coproduct of the Xi. It follows that to give a map
f : X → Y is to give a coproduct decomposition X =∐i∈I Xi of X and a map fi : Xi → Y
for each i ∈ I.
Proof. By (S3) |Y | = ∐i |Yi| and by (S6) Yi → Y is an open embedding with underlying
Top-morphism given by the open embedding |Yi| → |Y |. Since Esp → Top commutes
with base change along an open embedding (Lemma 4.1.2), we find that |Yi ×Y Yj| =
|Yi| ×|Y | |Yj | = ∅, hence |Yi ×Y Yj | = ∅ by the “mild faithfulness” of Esp→ Top assumed
in (S4). For the next statement, note that the maps Xi → X are open embeddings
with |X| = ∐i |Xi| by Lemma 4.1.2. Using (S3) and (S6), we then see that the natural
map
∐
iXi → X is a local isomorphism and a homeomorphism on spaces, hence it is an
isomorphism by Lemma 4.1.5(1). 
Lemma 4.1.5 also implies that, for any X,Y ∈ Esp, the presheaf
|U | 7→ HomEsp(U, Y )(4.1.4)
on the topological space |X| is a sheaf. Here |U | is an open subset of |X| and U → X
denotes “the” corresponding open embedding. As in Remark 4.1.1 we will often blur the
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distinction between X and |X| and write “U” instead of “|U |” and say that this is a sheaf
“on X.”
To motivate the Zariski Gluing axiom (S7), let us first make a simple observation:
Proposition 4.1.7. Suppose Esp→ Top satisfies (S1)-(S6). Let X be a space. Then:
(1) Suppose |U1| and |U2| are open subsets of |X| covering |X|. Let Ui → X (i = 1, 2)
be the open embedding corresponding to |Ui| and let U12 → Ui (i = 1, 2) be the
open embedding corresponding to |U1| ∩ |U2| ⊆ |Ui|. Then
U12 //

U1

U2 // X
is a pushout diagram in Esp.
(2) Let i 7→ |Ui| be a map of partially ordered sets from a well-ordered set I to the
set of open subsets of |X|, ordered by inclusion. Assume that |X| = ∪i|Ui|. For
i ≤ j in I, let Ui → Uj be the open embedding of spaces corresponding to the open
embedding |Ui| ⊆ |Uj | in Top. Then X, with the open embeddings Ui → X as the
structure maps, is the direct limit, in Esp, of i 7→ Ui.
Proof. Using the properties of the Zariski topology from Lemma 4.1.5, one can prove this
in the same way it is proved in the case Esp = Top. 
Definition 4.1.8. A Zariski gluing datum is a direct limit system in Esp of one of the
following two types:
(1) Two open embeddings ji : X0 → Xi (i = 1, 2), viewed as a functor to Esp from
the category I with three objects 0, 1, 2 and exactly two non-identity morphisms
0→ i (i = 1, 2).
(2) A functor i 7→ Xi from a well-ordered set I to Esp such that, for all i, j ∈ I with
i ≤ j, the “transition function” Xi → Xj is an open embedding.
The Zariski Gluing axiom (S7) asserts that every Zariski gluing datum has a direct limit
X, that the structure maps Xi → X are open embeddings, and that this direct limit is
preserved by the forgetful functor Esp→ Top. Informally, this axiom asserts that one can
form the pushout of two open embeddings and the union of a (possibly transfinite) sequence
of open embeddings, and that these limits have “the expected properties.” Notice that, in
the case of a pushout along open embeddings, the assumptions that the structure maps
Xi → X are open embeddings and that the pushout square is preserved by Esp → Top
ensure that the pushout square is also a pullback square (Lemma 4.1.2).
Proposition 4.1.9. Any 1-morphism of spaces (F, η) (Definition 4.0.9) preserves direct
limits of Zariski gluing data.
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Proof. Let (F, η) be a 1-morphism from (Esp,A1) to (Esp′, (A1)′).3 Consider a pushout
square
X0
j1 //
j2

X1
k1

X2
k2 // X
(4.1.5)
in Esp where j1 and j2 are open embeddings and |X0| = |X1|∩ |X2|. By assumption (S7),
k1 and k2 are also open embeddings and the underlying square in Top is also a pushout,
so |X| = |X1| ∪ |X2|. By the property (M3) of (F, η) in Definition 4.0.9, the square
FX0
Fj1 //
Fj2

FX1
Fk1

FX2
Fk2 // FX
(4.1.6)
is the diagram of open embeddings whose underlying Top diagram is
η−1X |X0| //

η−1X |X1|

η−1X |X2| // η−1X |X| = |FX|
(4.1.7)
where ηX : |FX| → |X| is the Top morphism given by evaluating the natural transforma-
tion η : |F ( )| → | | on X. Since we have
(η−1X |X1|) ∩ (η−1X |X2|) = η−1X (|X1| ∩ |X2|) = η−1X |X0|
and
(η−1X |X1|) ∪ (η−1X |X2|) = η−1X (|X1| ∪ |X2|) = η−1X (|X|) = |FX|,
the diagram (4.1.6) is a pushout by Proposition 4.1.7(1). The case of a “union of open
embeddings” is proved in the same way using Proposition 4.1.7(2). 
To explain the axiom (S8) for (Esp,A1), recall that A1 is a monoid object, so for any
U ∈ Esp, the set A1(U) = HomEsp(U,A1) has a monoid structure, natural in U ∈ Esp.
The axiom (S8) says that the presheaf
Gm : Esp
op → Sets
U 7→ A1(U)∗ = HomEsp(U,A1)∗
given by the group of units in this monoid is representable by some space (this actually
follows from (S1), as we will see in §4.4), also denoted Gm, and that the induced map
Gm → A1 should be an open embedding. Note that Gm is actually a presheaf of groups,
so that the representing object Gm will be a group object in Esp.
For example, when Esp = Top, the monoid object A1 is just a monoid A1 equipped
with a topology such that the addition map + : A1 ×A1 → A1 is continuous. The “group
of units presheaf” Gm defined above is represented by the group of units Gm in the monoid
A1, with the subspace topology from the inclusion Gm →֒ A1. The latter map is an open
embedding iff Gm is an open subset of A
1. So, for example, while any monoid P can be
3The monoid objects are irrelevant here and the assumptions (M2) and (M1) on (F, η) are not needed.
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regarded as a monoid object in Top by giving P the anti-discrete topology, the subspace
P ∗ ⊆ P will not be open unless P = P ∗ is a group. On the other hand, any monoid P can
be regarded as a monoid object in Top by giving P the discrete topology and in that case
(Top, P ) will be a category of spaces (with the identity as the underlying space functor).
We close this section with a few remarks about 1- and 2-morphisms in the 2-category
Univ.
Lemma 4.1.10. Suppose (F, η) is a 1-morphism of spaces as in Definition 4.0.9. Then
F takes local isomorphisms (resp. Zariski covers) to local isomorphisms (resp. Zariski
covers).
Proof. This follows from the property (M3). 
Lemma 4.1.11. Suppose that (F, η), (F ′, η′) are 1-morphisms of spaces from (Esp,A1)
to (Esp′, (A1)′). Assume that for every X ∈ Esp we have x = y whenever x, y ∈ |X|
are specializations of each other. Then any isomorphism of functors γ from F to F ′ with
γ(A1) = Id is in fact an invertible 2-morphism in Univ.
Proof. The issue is to show that the diagram
|FX| ηX //
γ(X) ∼=

|X|
|F ′X|
η′X
<<①①①①①①①①
(4.1.8)
in Top commutes for each X ∈ Esp. First observe that it is “essentially commutative” in
the sense that the diagram of partially-ordered sets
Open(|FX|) Open(|X|)η
−1
Xoo
(η′X )
−1vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
Open(|F ′X|)
γ(X)−1 ∼=
OO
commutes—here Open(Y ) denotes the set of open subsets of a topological space Y . To see
this, take an open subset |U | ⊆ |X| and let U → X be the corresponding open embedding
in Esp. Then
FU
γ(U)
∼=
//

F ′U

FX
γ(X)
∼=
// F ′X
(4.1.9)
commutes in Esp′ since γ is natural and the Top-diagram underlying (4.1.9) is
η−1X (|U |)

|γ(U)|
∼=
// (η′X)
−1(|U |)

|FX| |γ(X)|∼= // |F
′X|
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by the property (M3) of the 1-morphisms (F, η), (F ′, η′). Now one uses the assumption
on |X| to show that this “essential commutativity” implies commutativity. 
4.2. Spaces to locally monoidal spaces. The monoid object A1 for a category of spaces
(Esp,A1) gives rise to a sheaf AX of monoids on X (really on |X|) for each X ∈ Esp
defined by
AX(U) := A1(U) := HomEsp(U,A1).(4.2.1)
This is a special case of (4.1.4). We call AX the structure sheaf of X. The sheaf of
monoids AX is functorial in X ∈ Esp in the sense that an Esp-morphism f : X → Y
induces a map of sheaves of monoids f ♯ : f−1AY → AX on X (really X should be |X| and
f−1 should be |f |−1, but we want to start indulging in these sort of notational abuses).
We see in Lemma 4.2.1 below that the axiom (S8) ensures that the map f ♯ is local, so
that
(f, f ♯) : (|X|,AX ) → (|Y |,AY )
is a morphism of locally monoidal spaces (Definition 3.1.1). We thus obtain, for any
category of spaces (Esp,A1), a functor
Esp → LMS(4.2.2)
X 7→ |X| = (|X|,AX).
Lemma 4.2.1. Let f : X → Y be a map of spaces. For any x ∈ X, the stalk f ♯x :
AY,f(x) → AX,x of f ♯ at x is a local map of monoids (§1.1).
Proof. We need to show that m ∈ A∗Y,f(x) assuming f ♯x(m) ∈ A∗X,x. This m is the germ
of a map from Y to A1 near f(x), represented by a map m : U → A1 defined on some
neighborhood U of f(x) in Y . Then f ♯x(m) is the germ of mf : f−1(U) → A1 at x. To
say that the latter germ is in f ♯x(m) ∈ A∗X,x is to say that mf factors through Gm →֒ A1
after possibly shrinking f−1(U) to a smaller neighborhood of x. But Gm →֒ A1 is an open
embedding, so this is the same thing as saying that mf(x) ∈ Gm, which is similarly the
same thing as saying that m factors through Gm ⊆ A1 after replacing U with a smaller
neighborhood of f(x), which is the same thing as saying m ∈ A∗Y,f(x). 
Remark 4.2.2. The functor (4.2.2) is not generally a 1-morphism of spaces (Defini-
tion 4.0.9) because it does not generally preserve finite inverse limits. It does, however,
take open embeddings to open embeddings, as is clear from its definition. It follows, as in
the proof of Proposition 4.1.9, that (4.2.2) preserves direct limits of Zariski gluing data.
4.3. Examples. Now we discuss the examples of “categories of spaces” that we have in
mind. In most cases of serious interest to us, Esp will be a subcategory of the category
LRS of locally ringed spaces, and the monoid object A1 will be the space respresenting
the presheaf
Espop → Mon
X 7→ OX(X)
(here OX(X) is regarded as a monoid under multiplication), so that the sheaf of monoids
AX on X defined in (4.2.1) is nothing but the structure sheaf OX . The major exception
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is that, when Esp = DS, the “more useful” choice of monoid object is A1 = R+, so that
the sheaf AX is the sheaf of “non-negative functions” on X, discussed in §2.2.
We now list some categories of spaces (the functor Esp→ Top is “the obvious under-
lying space functor” unless otherwise mentioned) together a description of the structure
sheaf AX and the group of units Gm in each case:
(E1) (Sets, P ), P any monoid. Here AX(U) = HomSets(U,P ) = PU , Gm = P ∗. The
underlying space functor is the “discrete topology” functor Sets→ Top.
(E2) (Top,R+). Spaces are topological spaces, AX is the sheaf of continuous maps
to R+, viewing the latter as a monoid object in its usual metric topology, and
Gm = R>0 with its usual topological group structure. More generally, one can use
any topological monoid as A1, provided that the group of units Gm ⊆ A1 is open.
(E3) (LRS,SpecZ[x]). Spaces are locally ringed spaces, AX = OX , andGm = SpecZ[x, x−1].
(E4) (Sch,SpecZ[x]). Spaces are schemes, AX = OX , Gm = SpecZ[x, x−1].
(E5) There are variants of the above where we work over some fixed base and impose
certain finiteness conditions. In particular, we will often consider the case where
Esp = SchC (or Esp = SchR) is the category of locally finite type schemes over
C (resp. R), with A1 = A1C = SpecC[x] (resp. SpecR[x]).
(E6) (LMS,SpecN). Spaces are locally monoidal spaces, AX = MX , Gm = SpecZ
(the fan, not the scheme).
(E7) (Fans,SpecN). Spaces are fans, AX = MX , Gm = SpecZ. Again, we could
impose certain finiteness conditions, such as taking Fans to be the category of
locally finite type fans.
(E8) (AS, (C, ·)). Spaces are analytic spaces, AX = OX , Gm = C∗ = GL1(C) with its
usual complex Lie group structure.
(E9) (DS,R). Spaces are differentiable spaces, AX = OX , Gm = R∗ = GL1(R) with its
usual Lie group structure.
(E10) (DS,C). Spaces are differentiable spaces, AX = OX ⊗R C. Here C ∈ DS is
isomorphic to R2 as a differentiable space, but it has a different monoid structure.
(E11) (DS,R+). Spaces are differentiable spaces. The monoid object A
1 is the non-
negative reals under multiplication (§2.2), so AX = O≥0X .
Remark 4.3.1. Let us make a few comments concerning the validity of the axioms of
Definition 4.0.7 in the above examples. The only conceivable difficulty is probably (S7),
which is a statement about direct limits, and these are always a little touchy in categories
like Sch. Here is a good way to proceed: First, one has a very concrete description of
direct limits in the category RS of ringed spaces and in the category MS of monoidal
spaces (to form the direct limit of i 7→ Xi in, say, RS, just form the corresponding direct
limit X in spaces and endow it with the structure sheaf OX given by the inverse limits of
the pushforwards of the OXi to X). Using this, one checks (S7) for RS and MS (in fact,
one must check it in Top first of all!). Now one uses the fact that (S7) holds in RS to
deduce it in, say, schemes, by noting that the property of being a scheme is local and an
open embedding of ringed spaces is a map of schemes when the ringed spaces happen to
be schemes, so one thus sees that the sort of direct limits needed for (S7) in, say, schemes,
are obtained simply by computing the corresponding direct limit in RS and noting that it
is a scheme and the structure maps to it are maps of schemes. The same argument allows
one to check (S7) in LRS, DS, AS, . . . . One similarly deduces (S7) for LMS and for
Fans from the MS case.
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We have already encountered several 1-morphisms in Univ. For example, the various
differentialization and analytification functors of §2.6 yield 1-morphisms
(SchR,SpecR[x]) → (DS,R)
(SchC,SpecC[x]) → (AS,C)
(AS,C) → (DS,C).
Similarly, we have base change morphisms
(SchZ,SpecZ[x]) → (SchR,SpecR[x])
(SchR,SpecR[x]) → (SchC,SpecC[x]).
In general the underlying space functorX 7→ |X| doesn’t yield a 1-morphism to (Top, |A1|)
inUniv because it doesn’t preserve inverse limits. But for differentiable and anlytic spaces,
we do have such 1-morphisms.
4.4. Monoids to spaces. Fix a category of spaces (Esp,A1). We now explain how
to associate a space A(P ) ∈ Esp to every (finitely generated) monoid P in a manner
contravariantly functorial in P . The space A(P ) is often called the realization of P in
Esp. This realization construction is the cornerstone of toric geometry and log geometry.
Lemma 4.4.1. For every finitely generated monoid P , the presheaf
A(P ) : Espop → Sets
X 7→ HomMon(P,AX(X)) = HomMon(P,HomEsp(X,A1))
is representable by a space, also denoted A(P ). The functor
A :Monop → Esp
P 7→ A(P )
preserves finite inverse limits (i.e. it takes a finite direct limit of monoids to a finite inverse
limits of spaces).
Proof. Notice that
HomMon(N,HomEsp(X,A
1)) = HomEsp(X,A
1)
(naturally in X), so A(N) is representable by A1. Similarly, one sees that A(Nn) is repre-
sentable by (A1)n =: An, which exists since we assume that Esp satisfies (S1). In general,
any finitely generated monoid P has a finite presentation (§1.1)—i.e. P sits in a coequalizer
diagram
Nn ⇒ Nm → P.(4.4.1)
It follows from the universal property of inverse limits that “the” inverse limit of
Am ⇒ An(4.4.2)
(which is representable by (S1)) represents A(P ). The limit preservation statement follows
formally from the “adjointness” property of P 7→ A(P ). 
Remark 4.4.2. Lemma 4.4.1 holds for any category Esp with finite inverse limits and
any monoid object A1 of Esp.
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Example 4.4.3. When P = Z, the presheaf
A(Z) : Espop → Sets
X 7→ HomMon(Z,AX(X))
= A∗X(X)
is the one represented by the “group of units” Gm, so we have a natural isomorphism
A(Z) = Gm. The map of spaces A(Z) → A(N) obtained by applying the functor A
of Lemma 4.4.1 to the map of monoids N → Z is similarly identified with the natural
inclusion Gm → A1 coming from the definition of Gm.
4.5. Fans to spaces. Let (Esp,A1) be a category of spaces. In Lemma 4.4.1 we associated
a space A(P ) ∈ Esp to each finitely generated monoid P , characterized up to unique
isomorphism by the existence of a bijection
HomEsp(X,A(P )) = HomMon(P,AX(X))(4.5.1)
natural in P and X ∈ Esp. Here AX(X) is the monoid of global section of the structure
sheaf AX of the locally monoidal space |X| = (|X|,AX ) given by the image of X ∈ Esp
under the functor (4.2.2) of §4.2. Combining (4.5.1) with the natural bijection
HomMon(P,AX(X)) = HomLMS(|X|,SpecP )
((3.5.2) in §3.5) we obtain a bijection
HomEsp(X,A(P )) = HomLMS(|X|,SpecP )(4.5.2)
natural in X and P . By taking X = A(P ) and considering the image of the identity
map Id ∈ HomEsp(A(P ),A(P )) under this bijection, we obtain an LMS-morphism τP :
|A(P )| → SpecP (“the unit of the adjunction”), so that the bijection (4.5.2) is given
explicitly by f 7→ τP |f |.
Our goal now is to generalize this by replacing the finite type affine fan SpecP with
an arbitrary (locally finite type) fan Y . That is, we are going to associate, to each such
Y , a space A(Y ), and an LMS-morphism τY : |A(P )| → Y such that f 7→ τY |f | yields a
bijection
HomEsp(X,A(Y )) = HomLMS(|X|, Y )(4.5.3)
for each X ∈ Esp. This will yield a functor
A : Fans → Esp(4.5.4)
from the category Fans of locally finite type fans to spaces. The space A(Y ) will be called
the realization of Y in Esp and the functor (4.5.4) will be called the realization functor
to Esp.
Remark 4.5.1. For a fan Y and a space X, if we set
A(Y )(X) := HomLMS(|X|, Y ),
then we can view A( ) as a functor from fans to the category of presheaves on Esp. To
construct our functor (4.5.4) we just need to show that each presheaf A(Y ) is actually
representable, at least when Y is locally finite type. When A(Y ) is representable, we also
abusively denote the representing space A(Y ).
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Remark 4.5.2. For a fan Y , having a space A(Y ) and an LMS-morphism τY : |A(P )| →
Y such that f 7→ τY |f | yields a bijection (4.5.3) is equivalent to having a space A(Y ) and
some bijection (4.5.3) natural in X ∈ Esp because we can always construct τY as the
“unit of the adjunction” as we did above. The point is that it will be convenient in what
follows to have an “explicit formula” for the bijection (4.5.3) so that we can more easily
construct “new such bijections from existing ones.”
Remark 4.5.3. The functor (4.5.4) is characterized up to unique isomorphism of functors
by the existence of the bijections (4.5.3) natural in X ∈ Esp, Y ∈ Fans, but of course
there are still lots of “choices” that go into the construction. For example, we can construct
(4.5.4) in such a way that A(SpecN) is any space isomorphic to A1. Since we want (4.5.4)
to be a 1-morphism of categories of spaces (Definition 4.0.9) we can and do arrange that
A(SpecN) is equal to A1.
Lemma 4.4.1 and the discussion above, prove that A(Y ) is representable for any fi-
nite type affine fan Y . Our goal now is to bootstrap up from this to see that A(Y ) is
representable for any locally finite type fan Y .
Remark 4.5.4. In some categories of spaces, we can see directly that A(SpecP ) is rep-
resentable for all monoids P , not just those of finite type. For example, in (Sch,A1 =
SpecZ[x]), we can take A(SpecP ) := SpecZ[P ] (which we could not generally do if we
insisted on working with locally finite type schemes). We obtain the desired “adjunction
formula” in this case as a composition
HomSch(X,A(P )) = HomAn(Z[P ],OX (X))
= HomMon(P,OX (X))
= HomMon(P,AX(X))
= HomLMS(|X|,SpecP )
of the natural bijections (3.5.3), (1.5.2), and (3.5.2) (the third equality is just the meaning
of the “structure sheaf” AX in this category of spaces—this A1 represents X 7→ OX(X)).
For such categories of spaces we will be able to construct the functor (4.5.4) with Fans
equal to the category of all fans—that is, we will prove that the presheaf A(Y ) of Re-
mark 4.5.1 is representable for any fan Y .
Lemma 4.5.5. Let Y be a fan. Then there is a well-ordered set I and a map of partially
ordered sets i → Yi from I to the set of open subspaces of Y (ordered by inclusion) such
that:
(1) For each successor i = j + 1 in I we have Yi = Yj ∪ Ui, where Ui is an affine fan.
(2) For each limit i in I, we have Yi = ∪j<iYj.
(3) Y = ∪i∈IYi.
If Y is locally finite type, then we can arrange that the Ui are finite type and if Y is finite
as a topological space (which holds, for example, if Y is quasi-compact and locally finite
type), we can take I finite.
Proof. Choose, for each y ∈ Y , an open neighborhood Uy of y in Y such that (Uy,OY |Uy)
is an affine fan. (If Y is locally finite type, we can further arrange that Uy is finite type.)
Choose a well-ordering of (the set underlying) Y . Take I := Y , Yi := ∪j≤iUj . 
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Lemma 4.5.6. Let {Yi} be a set of fans such that, for each i, the presheaf A(Yi) of
Remark 4.5.1 is representable. Then
∐
iA(Yi) represents the presheaf A(
∐
i Yi).
Proof. This is a straightforward exercise with Lemma 4.1.6. 
Lemma 4.5.7. Let Y be a fan for which the presheaf A(Y ) of Remark 4.5.1 is representable
and let U ⊆ Y be an open subfan of Y . Let A(U)→ A(Y ) be the open embedding of spaces
corresponding to the open subset τ−1Y (U) of |A(Y )|. Let τU be the restriction of τY to
|A(U)|. Then f 7→ τU |f | yields a bijection
HomEsp(X,A(U)) = HomLMS(|X|, U)
for every X ∈ Esp, hence the presheaf A(U) of Remark 4.5.1 is representable by the open
subspace of A(Y ) corresponding to the open subset τ−1Y (U) of |A(Y )|.
Proof. This is a straightforward exercise with the universal property of the open embedding
A(U)→ A(Y ). 
Remark 4.5.8. Notice that Lemma 4.5.7 only makes use of axiom (S8) for Esp through its
consequence (Lemma 4.2.1) that the functor (4.2.2) actually “takes values” (on morphisms)
in LMS ⊆ MS. This proves that the conclusion of Lemma 4.2.1 is actually equivalent
to the axiom (S8) (assuming all the other axioms). In fact, it is a good exercise for the
reader to check directly (assuming all axioms for spaces other than (S8)) that the MS
map |i| : |Gm| → |A1| attached to the natural Esp-morphism i : Gm → A1 is an LMS
map iff i is an open embedding.
Remark 4.5.9. Suppose P is a finitely generated monoid and S is a finitely generated
submonoid of P . Then the localization map P → S−1P induces an open embedding of
(finite type affine) fans SpecS−1P → SpecP .4 Lemma 4.5.7 then shows that the map of
spaces A(S−1P ) → A(P ) constructed in Lemma 4.4.1 is an open embedding. We could
also have seen this directly in §4.4 as follows: Let p be the sum of a finite set of generators
for S. Then S−1P = Pp and we have a pushout diagram
N
p //

P

Z
p // Pp
(4.5.5)
of monoids. The functor A of Lemma 4.4.1 preserves finite inverse limits, henceA(S−1P )→
A(P ) is a base change of the map A(Z) → A(N). The latter map is just the natural in-
clusion Gm → A1 (Example 4.4.3), which is an open embedding by axiom (S8), hence its
base change A(S−1P )→ A(P ) is also an open embedding by Lemma 4.1.2.
Lemma 4.5.10. Let i 7→ Yi be a Zariski gluing datum (Definition 4.1.8) in the category of
fans with direct limit Y . Suppose that the presheaf A(Yi) of Remark 4.5.1 is representable
for all i ∈ I. Then i 7→ A(Yi) is a Zariski gluing datum in Esp and its direct limit
represents the presheaf A(Y ).
Proof. The direct limit system i 7→ A(Yi) is a Zariski gluing datum in Esp by Lemma 4.5.7.
Write τi : |A(Yi)| → Yi instead of τYi to ease notation. Lemma 4.5.7 also shows that
τi = τj||A(Yj)| for each map i → j in the indexing category I. Since Esp satisfies (S7)
4In fact, every open embedding of finite type affine fans is of this form.
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we can form the direct limit A(Y ) of the A(Yi). The functor (4.2.2) preserves such direct
limits (Remark 4.2.2), so |A(Y )| is also the direct limit of i 7→ A(Yi) and we can define the
LMS-morphism τY : |A(Y )| → Y as the direct limit of the τi. It remains to prove that
f 7→ τY |f | yields a bijection
HomEsp(X,A(Y )) = HomLMS(|X|, Y )
for each X ∈ Esp.
To establish surjectivity, consider an LMS-morphism g : |X| → Y . Define Xi → X
to be the open embedding in Esp corresponding to τ−1Y (Yi) ⊆ |X|. Note that the image
|Xi| → |X| of Xi → X under (4.2.2) is also the open embedding in LMS corresponding
to τ−1Y (Yi) ⊆ |X|. Using the fact that Y is the direct limit of the Zariski gluing datum
i 7→ Yi in Fans, we see that X is the direct limit of i 7→ Xi in Esp and |X| is the direct
limit of i 7→ |Xi| in LMS by Proposition 4.1.7. Let gi : |Xi| → Y be the restriction of g
to |Xi|. By the universal property of A(Yi), we have unique Esp-maps fi : Xi → A(Yi)
such that gi = τi|fi| for each i ∈ I. Using the uniqueness we check that fi = fj|Xi for
each map i→ j in I, so we can define f : X → A(Y ) to be the direct limit of the fi. We
see that τY |f | = g by observing that (τY |f |)|Xi = gi = g|Xi and using the fact that |X| is
the direct limit of the |Xi|.
For injectivity, suppose f1, f2 : X → A(Y ) are two Esp morphisms such that τY |f1| =
τY |f2| =: g. Then we define Xi → X as above and use the universal property of the A(Yi)
to check that f1|Xi = f2|X2 for all i ∈ I, hence f1 = f2 because X is the direct limit of
i 7→ Xi. 
Theorem 4.5.11. For any category of spaces (Esp,A1) and any locally finite type fan
Y , the presheaf A(Y ) of Remark 4.5.1 is representable. If A(SpecP ) is representable for
every monoid P , then A(Y ) is representable for every fan Y . The resulting functor (4.5.4)
(taking Fans to be the category of locally finite type fans in general, or all fans if A(SpecP )
is representable for every monoid P )
(1) preserves coproducts,
(2) preserves inverse limits, and
(3) takes an open embedding of fans U → Y to an open embedding of spaces A(U)→
A(Y ) with image τ−1Y (U).
Proof. Let i 7→ Yi be as in Lemma 4.5.5. By transfinite induction, it suffices to prove
that A(Yi) is representable under the assumption that A(Yj) is representable for every
j < i. If i = j + 1 is a limit, then we have Yi = Yj ∪ Ui with Ui affine (and finite
type if Y is locally finite type). Both A(Yj) and A(Ui) are representable. Furthermore,
A(Yj ∩ Ui) is representable and the maps A(Yj ∩ Ui) → A(Yj) and A(Yj ∩ Ui) → A(Ui)
are open embeddings by Lemma 4.5.7, so Lemma 4.5.10 shows that A(Yi) is representable
by the pushout of the two aforementioned open embeddings. If i is a limit, then we have
Yi = ∪j<iYj . Since each A(Yj) is representable and each map A(Yj)→ A(Yk) (j ≤ k < i)
is an open embedding by Lemma 4.5.7, Lemma 4.5.10 shows that A(Yi) is representable
by lim
−→
{A(Yj) : j < i}.
Once the representability is known, (1) follows from Lemma 4.5.6 and (3) follows from
4.5.7. The fact that (4.5.4) preserves inverse limits follows formally from the natural
bijections (4.5.3) by the usual argument showing that a right adjoint preserves inverse
limits. 
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Theorem 4.5.12. Let Fans be the category of locally finite type fans. Then the category
of spaces (Fans,SpecN) is “the” initial object in the 2-category Univ of categories of
spaces (Definition 4.0.9).
Proof. Let (Esp,A1) be a category of spaces. As in Remark 4.5.3, we can assume that
the functor A in (4.5.4) obtained from Theorem 4.5.11 takes SpecN to A1. The formula
(4.5.3) then makes it clear that the equality A(SpecN) = A1 is an equality of monoid
objects. For Y ∈ Fans, let ηY : |A(Y )| → |Y | be the map of topological spaces underlying
the LMS morphism τY : |A(Y )| → Y . Then we see that
(A, η) : (Fans,SpecN) → (Esp,A1)
is a 1-morphism of categories of spaces (Definition 4.0.9) by using the properties of (4.5.4)
in Theorem 4.5.11.
It remains to show that if we have two 1-morphism of spaces
(A, η), (A′, η′) : (Fans,SpecN) ⇒ (Esp,A1)
then there is a unique invertible 2-morphism in Univ from (A, η) to (A′, η′). Since the
topological space underlying any fan is “sober,” Lemma 4.1.11 says that such an invert-
ible 2-morphism is the same thing as an isomorphism of functors γ from A to A′ with
γ(A1) = Id. We will prove the existence and uniqueness of γ simultaneously. Recall from
Definition 4.0.9 that A and A′ preserve finite inverse limits and coproducts and take Zariski
covers to Zariski covers (Lemma 4.1.10).
Set An := SpecNn. Let
πi = Spec(ei : N→ Nn) : An → A1
(i = 1, . . . , n) be the projections. Since A and A′ preserve finite inverse limits (in particular
finite products), we can define γ(An) : A(An) → A′(An) to be the unique isomorphism
making the diagrams
A(An)
A(πi) //
γ(An) ∼=

A(A1) = A1
A′(An)
A′(πn)// A′(A1) = A1
(4.5.6)
commute for each i. Notice that this ensures that γ(A1) = Id. (For uniqueness of γ, note
that any other isomorphism of functors γ′ from A to A′ with γ′(A1) = Id must also make
the diagrams (4.5.6), so we must have γ(An) = γ′(An) by the universal property of the
product.) Next we claim that
A(Am)
A(f) //
γ(Am) ∼=

A(A1) = A1
γ(A1)=Id
A′(Am)
A′(f) // A′(A1) = A1
(4.5.7)
commutes for any map of fans f : Am → A1. For this we need to make use of a fact
about (Fans,SpecN) that does not hold for other categories of spaces, namely that our
completely arbitrary map f ∈ HomFans(Am,A1) is in the submonoid of HomFans(Am,A1)
generated by the elements π1, . . . , πm ∈ HomFans(Am,A1), so we can write f =
∑
i aiπi
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for some a1, . . . , am ∈ N (this is just a geometric restatement of the fact that any f ∈ Nn
can be written f =
∑
i aiei). Using the commutativity of (4.5.6) and the fact that the
equalities A(A1) = A1, A′(A1) = A1 are equalities of monoid objects we establish the
commutativity of (4.5.7) by the computation
A(f) = A(
∑
i
aiπi)
=
∑
i
aiA(πi)
=
∑
i
ai(A
′(πi)γ(A
m))
=
(∑
i
aiA
′(πi)
)
γ(Am)
= A′(f)γ(Am).
Next we claim that for any map of fans f : Am → An, the diagram
A(Am)
A(f) //
γ(Am) ∼=

A(An)
γ(An)∼=

A′(Am)
A′(f) // A′(An)
(4.5.8)
commutes. To see this, we again use the universal property of the product A′(An) to see
that it suffices to check that
A′(πi)γ(A
n)A(f) = A′(πi)A
′(f)γ(Am),
which follows from the commutativity results established above.
Now let Y be a finite type affine fan. Using the fact that any finitely generated monoid
has a presentation (§1.1), we see that we can write Y as an equalizer
Y → Am ⇒ An(4.5.9)
in Fans. By the commutativity result established above, the solid diagram
A(Y )
γ(Y ) ∼=

// A(Am)
γ(Am) ∼=

//// A(An)
γ(An) ∼=

A′(Y ) // A′(Am) //// A′(An)
(4.5.10)
commutes. Since A and A′ preserve equalizers, we obtain the isomorphism γ(Y ) making
the resulting diagram commute. Using the fact that any two presentations of a finitely
generated monoid are dominated by a third (§1.1), we check that the isomorphism γ(Y )
does not depend on the choice of the equalizer diagram (4.5.9). Using this and the fact
that we can sit any map f : Y → Y ′ of finite type affine fans in a commutative diagram
Y
f

// Am

//// An

Y ′ // Ak // // Al
(4.5.11)
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where the rows are equalizers, we find that
A(Y )
A(f) //
γ(Y ) ∼=

A(Y ′)
γ(Y ′)∼=

A′(Y )
A′(f) // A′(Y ′)
(4.5.12)
commutes for any such f . For uniqueness: If γ′ is another invertible 2-morphism from A to
A′, we already argued above that γ(An) = γ′(An) for every n; then naturality of γ′ ensures
that γ′(Y ) would also complete the diagram (4.5.10), hence we must have γ(Y ) = γ(Y ′).
Now we can finish the proof that there is at most one invertible natural transformation
γ : A → A′ with γ(A1) = Id. Suppose γ and γ′ are two such. We need to show that
γ(Y ) = γ′(Y ) for an arbitrary locally finite fan Y . We’ve argued above that this is true
when Y is finite type affine. For a general such Y , choose open embeddings fi : Ui → Y
with Ui finite type affine such that the Ui cover Y ; let f : U → Y be the coproduct of the
fi, so that f is a Zariski cover of Y in Fans. Since both γ(Y ) and γ
′(Y ) will complete the
diagram
A(Ui)
A(fi) //
γ(U)=γ′(U) ∼=

A(Y )

A′(U)
A′(fi) // A′(Y )
(4.5.13)
and since A “preserves the coproduct U ,” we see that γA(f) = γ′A(f), hence γ = γ′
because A(f) is a Zariski cover and Esp satisfies (S5) (hence A(f) is an epimorphism in
Esp).
To finish our construction of γ we now consider a fixed locally finite type fan Y . Choose
{fi : i ∈ I} and define f as in the previous paragraph. Since A and A′ preserve coproducts,
there is a unique isomorphism γ(U) : A(U)→ A′(U) making the diagram
A(Ui) //
γ(Ui) ∼=

A(U)
A(f) //
γ(U) ∼=

A(Y )
∼=γ(Y )

A′(Ui) // A(U)
A(f) // A(Y )
(4.5.14)
commute for every i ∈ I. Here γ(Ui) is the isomorphism constructed two paragraphs above
for the finite type affine fan Ui. We will now argue that there is a unique isomorphism
γ(Y ) making the diagram commute as indicated.
For each (i, j) ∈ I×I, set Uij = Ui∩Uj = Ui×Y Uj and choose a set of open embeddings
{Vk → Uij : k ∈ K(i, j)} covering Uij such that each Vk is finite type affine. Let K be
the coproduct (in sets) of the K(i, j) and let V be the coproduct of all the Vk, k ∈ K.
For k ∈ K(I, J), the composition of Vk → Uij and Uij → U ×Y U is an open embedding
Vk → U ×Y U . The coproduct g of these open embeddings, over all k ∈ K, is a Zariski
cover g : V → U ×Y U . For (i, j) ∈ I × I, k ∈ K(i, j), the situation is summed up in the
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commutative diagram of Fans below.
Vk
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❅
❅❅
❅❅
❅❅
❅
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
V //

g
##●
●●
●●
●●
●●
● Uj

U ×Y U π2 //
π1

U
f

Ui // U
f // Y
(4.5.15)
Now we will construct an isomorphism from A applied to this diagram to A′ applied to
this diagram to obtain a gigantic commutative diagram that we don’t intend to draw.
For the finite type affine fans Vk, Ui, and Uj we have the isomorphisms γ(Vk), γ(Ui),
and γ(Uj) constructed earlier. These make two obvious squares in the “gigantic diagram”
commute (the instances of (4.5.12) where Y → Y ′ is Vk → Ui or Vk → Uj). Since A and
A′ preserve finite inverse limits, the isomorphism γ(U) appearing in (4.5.14) gives rise to
an isomorphism γ(U ×Y U) : A(U ×Y U)→ A′(U ×Y U) making two more squares in the
“gigantic diagram” commute. Next we use the fact that A and A′ preserve coproducts
to get an isomorphism γ(V ) : A(V ) → A′(V ) (“the coproduct of the γ(Vk)”) making
everything in the gigantic diagram constructed up to this point commute. Now, in the
part of the gigantic diagram we have constructed, we can look at the composition
A(Vk)→ A(V )→ A(U ×Y U),
followed by either A(π1) or A(π2), followed by γ(U). By chasing around our gigantic
diagram we see that the two maps A(Vk) → A′(U) thus defined are equal. Since this is
true for all k, and A(V ) is “the” coproduct of the A(Vk), and A(k) is a Zariski cover (hence
epi), we find that
γ(U)A(π1) = γ(U)A(π2).
Now, since A(f) is a Zariski cover and the lower right square in (4.5.15) is cartesian (as is
A or A′ of it) we obtain a unique morphism γ(Y ) : A(Y ) → A(Y ′) making the “gigantic
diagram” commute—of course γ(Y ) must be an isomorphism because we can exchange
the roles of A, A′ (and exhange all the γ’s with their inverses) to get the inverse of γ(Y ).
In particular this γ(Y ) completes (4.5.14) to a commutative diagram.
Next one argues that the isomorphism γ(Y ) constructed above does not depend on the
choice of cover {fi} of Y by finite type affines. This is done by using the fact that any two
open covers have a common refinement which is a cover by finite type affines (exercise!),
much as we argued independence of the presentation in constructing γ(Y ) for affine Y .
(The detailed diagram chase is very much like the one above and is left to the reader.)
Finally, one proves that (4.5.12) commutes for any map f : Y → Y ′ of locally finite type
fans by taking a cover {Ui} of Y ′ by finite type affines and a refinement {Vj} of {f−1Ui}
by finite type affines, much as we checked commutativity of (4.5.12) in the affine case by
choosing a “presentation of f .” 
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5. Log spaces
The main purpose of this section is to explain the basic notions of logarithmic geometry
(§5.1), in the sense of Fontaine, Illusie, and Kato. We have made some effort to set things
up in a fairly general way, so that we can speak of various kinds of “log spaces” in a unified
manner. However, we should mention at the outset that our approach is not sufficiently
general to incorporate the usual setup for log geometry in the algebraic setting, in that we
have no way to systematically incorporate the e´tale site of a scheme into our framework.
It probably would have been possible to arrange this by axiomatizing the notions of
smooth and e´tale maps in our category of “spaces,” but we decided that that setup would
be too abstract. (It would also have required us to work in some more abstract setting of
“monoidal topoi” rather than the monoidal spaces of §3 because we would be led naturally
to consider log structures on the e´tale site of a given space.) We can, however, speak about
Zariski log schemes. The main point is that our setup will be sufficiently general to allow
us to treat, say, (positive) log differentiable spaces and log analytic spaces on the same
footing.
5.1. Log structures. We begin by recalling the basic notions of log geometry (c.f. [Kat1]).
Let X = (X,AX) be a monoidal space (§3)—that is, a topological space X equipped with
a sheaf of monoids AX . One can keep in mind the case where X is a ringed space and
AX = OX , regarded as a sheaf of monoids under multiplication. A prelog structure on X
is a map αX : MX → AX of sheaves of monoids on X. We often write MX to denote a
prelog structure, leaving αX implicit. Prelog structures onX form a category PreLog(X),
which is nothing but the category of sheaves of monoids over AX . A prelog structure is
called a log structure iff
α∗X :M∗X → A∗X(5.1.1)
is an isomorphism (of sheaves of abelian groups on X).
For a point x ∈ X and a prelog structure αX : MX → AX , the submonoid Fx :=
α−1X,xA∗X,x of MX,x is a face (§1.2) called the face of MX at x. If MX is a log structure,
we often implicitly identify A∗X and M∗X via the isomorphism (5.1.1), thereby regarding
A∗X as a submonoid ofMX . A morphism of log structures is, by definition, a morphism of
prelog structures, so log structures form a full subcategory Log(X) of PreLog(X). For
example, the inclusion A∗X →֒ AX defines a log structure called the trivial log structure.
For any prelog structure MX , there is an associated log structure MaX defined by
MaX := MX ⊕α−1
X
A∗
X
A∗X ,
where the pushout here is taken in the category of sheaves of monoids5 on X, and the map
MaX → AX is induced by the map αX and the inclusion A∗X ⊆ AX . There is a natural
map MX →MaX which is initial among maps from MX to a log structure. The functor
MX 7→ MaX is left adjoint to and retracts the inclusion Log(X) →֒ PreLog(X). The
categories Log(X) and PreLog(X) have all direct and inverse limits. For our purposes, it
is enough to know that the direct limit of log structures is the same as the one in sheaves
5The category Mon of monoids has all direct and inverse limits, but it is fair to say that pushouts are
a bit tricky at times.
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of monoids under A∗X , and that the functor MX →MaX preserves direct limits, because
it is a left adjoint.6
For a prelog structure MX , the characteristic monoid of MX is MX :=MX/α−1X A∗X .
The stalkMX,x is the quotient ofMX,x by the face ofMX at x. IfMX is a log structure,
then MX = MX/M∗X is just the sharpening of MX . Formation of the characteristic
monoid commutes with taking associated log structures. The characteristic monoid MX
is a sheaf of sharp monoids (§1.1). A morphism MX → NX of prelog structures induces
a morphism on characteristics with trivial kernel (a local morphism in the sense of §1.1).
For a point x ∈ X, the characteristic extension is the extension
(0→ A∗X,x →MgpX,x →M
gp
X,x → 0) ∈ Ext1(MgpX,x,A∗X,x).(5.1.2)
If f : X → Y is a map of monoidal spaces (i.e. a map of topological spaces f and a map
f ♯ : f−1AY → AX of sheaves of monoids on X) and MY is a prelog structure on Y , then
f ♯f−1αY : f
−1MY → AX is a prelog structure on X. We let f∗MY denote the associated
log structure and we call it the inverse image log structure. We have f∗(MaY ) = f∗MY .
If the morphism f ♯ is local (i.e. f is a morphism of locally monoidal spaces), then we have
f∗MY = f−1MY .
Example 5.1.1. A morphism of locally ringed spaces can be viewed as a morphism of
locally monoidal spaces. We will ultimately be interested only in maps of monoidal spaces
arising from maps of “spaces” as in §4. Lemma 4.2.1 ensures that all such maps are maps
of locally monoidal spaces.
Definition 5.1.2. A log monoidal space X is a monoidal space (X,AX) equipped with a
log structure MX . A morphism of log monoidal spaces f : X → Y is a map of monoidal
spaces f : X → Y together with a map of log structures f † : f∗MY →MX on (X,AX).
5.2. Charts and coherence. One generally does not work with completely arbitrary log
structures. Certain “coherence” conditions are imposed to obtain a well-behaved theory.
Definition 5.2.1. A chart for a log structure MX on a monoidal space X is a monoid
homomorphism h : P → MX(X) such that the corresponding map P → MX induces
an isomorphism on associated log structures: ha : P a ∼= MX . A chart is called finitely
generated (resp. fine, . . . ) iff the monoid P is finitely generated (resp. fine, . . . ). A log
structure is called quasi-coherent (resp. coherent, fine, fs, . . . ) iff it locally has a chart
(resp. finitely generated chart, fine chart, fs chart, . . . ).
If h : P →MX(X) is a chart, then it is easy to see that the inclusion i : h(P ) →֒ MX(X)
of the image of h is also a chart. If h : P → MY (Y ) is a chart and f : X → Y is a
morphism of ringed spaces, then the composition of h and MY (Y ) → (f∗MX)(X) is a
chart for f∗MX because formation of associated log structures commutes with formation
of inverse image log structures. In particular, the inverse image of a quasi-coherent (resp.
coherent, . . . ) log structure is quasi-coherent (resp. coherent, . . . ). For the same reason, if
h : P →MX(X) is a chart and U is an open subset of X, then the composition of h and
the restriction mapMX(X)→MX(U) is a chart forMX |U which we will also abusively
denote h : P →MX(U) and refer to as the restriction of h (to U).
6The associated log structure functor does not preserve inverse limits.
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Definition 5.2.2. A chart h : P →MX(X) is called a characteristic chart at x ∈ X iff
the composition P →MX(X)→MX,x is an isomorphism.
Under fairly mild hypotheses, one can construct characteristic charts, but we should note
that there are fine log structures on SpecR without characteristic charts (Example 5.2.12).
A prelog structure is called integral iffMX is a sheaf of integral monoids (§1.1). It is easy
to see that the log structure associated to an integral prelog structure is integral.
Definition 5.2.3. Let f : X → Y be a morphism of log monoidal spaces. A chart (resp.
fine chart, . . . ) for f is a commutative diagram of monoids
P
a //MX(X)
Q
h
OO
b //MY (Y )
f†
OO
where a and b are charts (resp. fine charts, . . . ). For x ∈ X, a chart for f near x is a
chart for f |U : U → V for a neighborhood (U, V ) of x in f .
We will see in Lemma 5.2.6 that every map of coherent log monoidal spaces has finitely
generated local charts—we will then give a slightly more refined statement when “coher-
ent” is replaced by “fine” in Lemma 5.2.10. Given a chart for f as in the above definition,
an open subspace V of Y and an open subspace U of f−1(V ), one can compose a (resp.
b) with the restriction MX(X) → MX(U) (resp. MY (Y ) → MY (V )) to obtain a chart
for f |U : U → V which we will systematically denote
P
a //MX(U)
Q
h
OO
b //MY (V )
f†
OO
and refer to as the restriction of the given chart to (U, V ).
The rest of this section is devoted to establishing some basic results about charts. Most
of these results can be found in [Kat1]—we have made an effort here to give precise
statements and proofs here as these results will be useful to us later in our study of log
smooth maps (§6.5).
Suppose we have a chart for f as above. For x ∈ X, let F := a−1x A∗X,x, G := b−1x A∗Y,f(x)
be the faces of a and b at x and f(x). Assuming F and G are finitely generated (by
Lemma 1.2.4, this assumption holds when P and Q are finitely generated), we can pass
to a neighborhood (U, V ) of x in f so that a(F ) ⊆ O∗X(U) and b(G) ⊆ O∗Y (V ). We thus
obtain a chart
F−1P
a //MX(U)
G−1Q
h
OO
b //MY (V )
f†
OO
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for f |U : U → V such that
MX,x = (F−1P )/a−1x (OX,x)
= (F−1P )/F gp
= P/F
= F−1P
and MY,f(x) = G−1Q similarly. Here we have used Lemma 1.2.2 and the fact that for-
mation of characteristic monoids commutes with formation of associated log structures.
We will have occassion to use this argument at various points and will refer to it as the
Shrinking Argument.
Lemma 5.2.4. Let f : MX → NX be a map of integral prelog structures on a monoidal
space (X,AX). Then f induces an isomorphism on associated log structures iff it induces
an isomorphism f :MX → NX on characteristic monoids.
Proof. This can be checked on stalks. Using the fact that the monoids in question are
integral, one can carry out the usual “Five Lemma” diagram chase in
0 // A∗X,x //MaX,x
fax

//MX,x
fx

// 0
0 // A∗X,x // N aX,x // NX,x // 0
to show that fax is an isomorphism iff fx is an isomorphism. 
Lemma 5.2.5. Let MX be a coherent (resp. fine, fs) log structure on a monoidal space
(X,AX). For any point x ∈ X, the monoid MX,x is finitely generated (resp. fine, fs).
Proof. If h : P →MX(U) is a chart near x, then the characteristic MX,x coincides with
the characteristic of the prelog structure αXh : P → OX , which is the quotient of P by
the face (§1.2) αX,xh−1(A∗X,x) of αXh at x, so any property of P inherited by quotients by
faces is inherited byMX,x. The properties of finite generation, integrality, and saturation
are in fact inherited by all quotients (Lemma 1.1.1, Lemma 1.1.3). 
Lemma 5.2.6. Let f : X → Y be a morphism of coherent (resp. fine) log monoidal spaces.
For any x ∈ X there exists a coherent (resp. fine) chart for f near x.
Proof. Since X and Y are coherent (resp. fine) we can find a neighborhood (U, V ) of x in
f and finitely generated (resp. fine) charts Q → MY (V ), P → MX(U) for MY |V and
MX |U . We can assume these charts are monic by passing to images if necessary. Choose
generators q1, . . . , qm for Q. The element f
†(qi) ∈ MX(U) may not be in P ⊆ MX(U),
but, at least on a neighborhood Ui of x in U , we can write f
†(qi) = uipi for some pi ∈ P ,
ui ∈ A∗X(Ui). By replacing U with the intersection of the Ui, we can assume u1, . . . , un ∈
A∗X(U). Let G ⊆ A∗X(U) be the subgroup generated by the ui and let P ′ ⊆ MX(U) be
the image of the chart P ⊕G →MX(U). Then P ′ →֒ MX(U) is a coherent (resp. fine)
chart and Q→MX(U) factors through P ′. 
Lemma 5.2.7. Let X be a monoidal space, f † :MX → NX a map of fine log structures
on X inducing an isomorphism f
†
x :MX,x → NX,x on stalks of characteristics at a point
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x ∈ X. Then there is a neighborhood U of x so that f |U is an isomorphism of log structures
on U .
Proof. By the previous lemma and the Shrinking Argument, we can find a fine chart
F−1P // NX(U)
G−1Q
OO
//MX(U)
f†
OO
for f † on a neighborhood U of x such that NX,x = P/F and MX,x = Q/G. The assump-
tion on f
†
x hence implies that the indicated arrow in the diagram
F gp // F−1P // P/F
Ggp
OO
// G−1Q
OO
// G/Q
∼=
OO
is an isomorphism, hence the left square of this diagram is a pushout (using Lemma 1.2.2
and Lemma 1.2.11) and we compute
NX |U = (F−1P )a
= (G−1Q)a ⊕(Ggp)a (F gp)a
= (G−1Q)a ⊕A∗
X
A∗X
= (G−1Q)a
= MX |U
using the fact that formation of associated log structures commutes with direct limits. 
Lemma 5.2.8. Let X be a monoidal space,MX a fine log structure on X, x ∈ X. Suppose
the characteristic extension (5.1.2) splits.7 Then the natural map MX,x → MX,x =: P
admits a section s lifting to a characteristic chart h : P →MX(U) on a neighborhood U
of x.
Proof. It is a straightforward exercise using integrality of P (Lemma 5.2.5) to show that
a splitting s : MgpX,x → MgpX,x gives rise to a section s = s|P of MX,x → P . Using finite
presentation of P , one can lift s to h : P →MX(V ). Conclude by applying Lemma 5.2.7
to ha : P a →MX |V . 
Lemma 5.2.9. Let X be a monoidal space,MX a fine log structure on X, x ∈ X. Suppose
G is a finitely generated abelian group and f : G → MgpX,x is a group homomorphism
whose composition with MgpX,x → M
gp
X,x is surjective.
8 Let Q := f−1(MX,x). Then
f |Q : Q→MX,x lifts to a fine chart Q→MX(U) on a neighborhood of x.
Proof. Apply Lemma 1.1.2 with P = MX,x to see that Q∗ = f−1(O∗X,x), Q → MX,x is
an isomorphism, and Q is fine (note MX,x is fine by Lemma 5.2.5). Since Q is finitely
7This hypothesis is satisfied, for example, if X is fs, for then Mx,x is fs by Lemma 5.2.5, hence M
gp
X,x
is free by Lemma 1.1.3.
8Such a map f can always be chosen because MX,x is fine by Lemma 5.2.5.
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generated (hence finitely presented—§1.1), Q →MX,x lifts to Q →MX(U) for a neigh-
borhood U of x. The corresponding map Q → MX |U of prelog structures induces an
isomorphism on characteristics at x by what we just proved, so, after possibly shrinking
U , Q→MX(U) is a chart by Lemma 5.2.7. 
Lemma 5.2.10. Let f : X → Y be a map of fine log monoidal spaces, x ∈ X. Suppose
a : P →MX(X) and b : Q →MY (Y ) are fine charts. Then, after possibly shrinking X
to a neighborhood of x, we can find a commutative diagram of monoids
P
g // P ′
a′ //MX(X)
Q
OO
b //MY (Y )
f†
OO
where a = a′g and the square is a fine chart for f .
Proof. Construct P ′ by applying Lemma 5.2.9 to the groupification of Q⊕ P →MX(X)
(or rather, its composition with MX(X)gp →MgpX,x). 
In particular, any two fine charts map to a third:
Lemma 5.2.11. Suppose ai : Qi →MX(X) (i = 1, 2) are fine charts for a log monoidal
space X and x ∈ X. Then, after possibly replacing X with a neighborhood of x, we can
find a fine chart a : Q → MX(X) and monoid homomorphisms gi : Qi → Q such that
ai = agi.
Proof. Apply the previous lemma with f = IdX . 
Example 5.2.12. The characteristic extension (5.1.2) need not split, even for a fine log
structure on SpecR. Let P be the submonoid of Z ⊕ Z/4Z generated by (1, 1), (1, 0),
and (0, 2). This P is manifestly fine. We have P ∗ = Z/2Z generated by (0, 2) and
P gp = Z⊕ Z/4Z. The sharpening P = P/P ∗ is the submonoid of Z⊕ Z/2Z generated by
(1, 1) and (1, 0) and we have P
gp
= Z⊕Z/2Z. Define a monoid homomorphism h : P → R
by setting h(p) = 0 if p ∈ P \ P ∗, h(0, 2) = −1, and h(0, 0) = 1. We have a commutative
diagram
0 // P ∗ // P

// P

// 0
0 // Z/2Z //
i

Z⊕ Z/4Z

// Z⊕ Z/2Z // 0
0 // R∗ // Mgp // Z⊕ Z/2Z // 0
where the vertical arrows on top are groupifications and the bottom two rows are exact
sequences of abelian groups. The map i includes Z/2Z as {±1} ⊆ R∗. The bottom row
is the characteristic sequence of the (fine!) log structure M → R associated to the prelog
structure h (note M = P ⊕P ∗ R∗ by definition of the associated log structure, hence
Mgp = P gp ⊕P ∗ R∗ because groupification commutes with direct limits). The middle
extension is non-trivial, hence the bottom extension must also be non-trivial because the
inclusion i admits a retract r : R∗ → {±1} given by r(u) := u/|u|.
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5.3. Definition of log spaces. Fix some category of spaces (Esp,A1) as in §4. A log
space is a pair X = (X,MX) consisting of a space X equipped with a log structure
αX :MX → AX , where AX is the structure sheaf of monoids on |X | “represented by A1,”
as in §4. A log space is called coherent (resp. fine, . . . ) iff the log structureMX is coherent
(resp. fine, . . . ). Log spaces form a category LogEsp where a morphism f : X → Y is an
Esp-morphism f : X → Y (which induces a map of locally monoidal spaces (|X |,AX)→
(|Y |,AY ) as in §4) together with a morphism of log structures f † : f∗MY →MX on the
locally monoidal space X.
There is an obvious forgetful functor
LogEsp → Esp(5.3.1)
X 7→ X
(f : X → Y ) 7→ (f : X → Y ).
Consequently, LogEsp inherits an “underlying topological space” functor
LogEsp → Top(5.3.2)
X 7→ |X |,
which we also denote by X 7→ |X| by abuse of notation.
We typically denote a log space by X, reserving X for its underlying space, not to be
confused with its underlying topological space |X| = |X |. We will say “point of X,” “sheaf
on X,” etc. as abuse of notation for “point of |X|,” “sheaf on |X|,” etc.
The forgetful functor (5.3.1) has a right adjoint
Esp → LogEsp(5.3.3)
obtained by mapping a space X to the log space abusively denoted X obtained by equip-
ping X with the trivial log structure (§5.1). If f : X → Y is a map of spaces, then a
LogEsp morphism g with g = f will be called a lift of f .
Proposition 5.3.1. The category LogEsp has finite inverse limits and arbitrary coprod-
ucts, both commuting with the forgetful functor X 7→ X of (5.3.1).
Proof. If {Xi} is a finite inverse limits system of log spaces, then we can construct an
inverse limit X of {Xi} by endowing the inverse limit space X of {X i} with the log
structure given by the direct limit (in the category of log structures) of the log structures
π∗iMXi , where πi : X → X i is the projection map for the inverse limit X. To form the
coproduct of log spaces {Xi}, we first form the coproduct X of {X i} in spaces. Since the
underlying space functor for spaces commutes with coproducts, |X| = ∐ |X i| and since
representable presheaves are sheaves we have AX =
∐AXi and we can endow X with the
log structure MX :=
∐
iMXi . This X will serve as the coproduct of {Xi}. 
Lemma 5.3.2. A finite inverse limit X of coherent log spaces Xi is coherent.
Proof. The question and the construction of inverse limits are local in nature, so we
can assume, using Lemma 5.2.6 (or its proof) that there are finitely generated charts
ai : Qi →MXi(Xi) for all the Xi lifting to charts Qi → Qj for all the transition functions
Xi → Xj . Since formation of associated log structures commutes with direct limits and
pullbacks, the natural map lim
−→
Qi →MX(X) is a finitely generated chart. 
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Unfortunately, a finite inverse limit of fine log spaces is not necessarily fine (i.e. is not
necessarily integral), though we will see in §5.10 that the category FineLogEsp of fine
log spaces does have finite inverse limits, though they will not commute with (5.3.1).
There is a tautological monoid homomorphism
N → MA1(A1) = HomEsp(A1,A1)(5.3.4)
given by mapping 1 ∈ N to Id ∈ HomEsp(A1,A1). We let A1 denote the log space whose
underlying space is A1 and whose log structureMA1 is the one associated to (5.3.4). Using
the fact that A1 (tautologically) represents the functor
Esp → Mon
X 7→ AX(X)
we see that A1 represents the functor
LogEsp → Mon
X 7→ MX(X).
(We will prove a more general statement along these lines in Proposition 5.6.1.) This
endows A1 with the structure of a monoid object in LogEsp.
Proposition 5.3.3. For any category of spaces (Esp,A1), the pair (LogEsp,A1) consist-
ing of the category of log spaces and the monoid object A1 defined above is itself a category
of spaces and the functor (5.3.1) is a 1-morphism of categories of spaces (Definition 4.0.9).
The association of “log spaces” to “spaces” defines an endomorphism
Log : Univ → Univ
of the 2-category Univ.
Proof. Proposition 5.3.1 shows that LogEsp satisfies (S1) and (S2) and the (5.3.1) pre-
serves finite inverse limits and coproducts. By construction of A1, we see that (5.3.1)
takes A1 to A1. Because of the way we defined the underlying space functor for LogEsp,
that proposition also shows that the axiom (S3) for Esp implies (S3) for LogEsp. For
the open embeddings axiom (S4), suppose X is a log space and |U | is an open subset of
|X| = |X |. Let U → X be the open embedding in Esp corresponding to |U |. Then if we
set U := (U,MX |U), then it is clear that U → X “is the” open embedding in LogEsp
corresponding to |U |. This discussion also shows that (5.3.1) satisfies the condition (M3)
in Definition 4.0.9. The axioms (S5)-(S7) for LogEsp are established easily from the fact
that they hold in Esp and in the category of monoidal spaces. The final axiom (S8) is
also clearly inherited from Esp—in fact, the group object Gm ∈ LogEsp is nothing but
Gm with the trivial log structure. 
Remark 5.3.4. The above proposition in some sense puts (LogEsp,A1) back on the
same footing as (Esp,A1) because “log spaces” are just the “spaces” for another category
of spaces, so it now becomes superfluous to handle “log spaces” differently from “spaces.”
Nevertheless, we will often maintain a somewhat artificial distinction between the two,
especially if we want to discuss them at the same time.
Remark 5.3.5. One can talk about “log log spaces” by iterating the functor Log, but in
practice there is no use for the category of “log log spaces.”
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5.4. Strict maps of log spaces.
Definition 5.4.1. A morphism f : X → Y of log spaces is called strict iff f † : f∗MY →
MX is an isomorphism.
Lemma 5.4.2. Strict morphisms are closed under base change. For a LogEsp morphism
f : X → Y and a strict LogEsp morphism g : Y → Z, gf is strict iff f is strict.
A morphism f : X → Y of integral log spaces is strict iff f † : f−1MY → MX is an
isomorphism.
Proof. The first two statements are straightforward exercises with the definitions. The
third statement follows from Lemma 5.2.4 and the fact that f∗MY = f−1MY because f
is local (§5.1). 
Remark 5.4.3. The forgetful functor LogEsp → Esp from log spaces to spaces is a
fibered category in the sense of [Vis, 3.1], [Gmin, 2.1]. The cartesian arrows in LogEsp,
in the stack-theoretic sense, are exactly the strict morphisms. See [Gmin] for further
discussion.
5.5. Log spaces to locally monoidal spaces. We saw in Proposition 5.3.3 that (LogEsp,A1)
is a category of spaces, so we have a functor
LogEsp → LMS(5.5.1)
X 7→ |X|
as a special case of the functor (4.2.2) of §4.2. Recall from §5.3 that the monoid object
A1 ∈ LogEsp represents the functor X 7→ MX(X) so that the “structure sheaf” of the
locally monoidal space |X| is the sheaf of monoids MX given by the domain of the log
structure αX :MX → AX on X. One can view the maps αX as a natural transformation
of functors from (5.5.1) to the composition of the forgetful functor (5.3.1) and the functor
(4.2.2).
Our interest in the category LMS is mainly due to the fact that it is the target of the
functor (5.5.1). We can compose (5.5.1) with the sharpening functor LMS→ SMS (§3.1)
to obtain a functor
LogEsp → SMS.(5.5.2)
We will usually denote this functor by X 7→ X on objects and f 7→ f on morphisms, to
avoid cumbersome notation.
Lemma 5.5.1. Let X be a log space with integral log structure MX . Suppose h : P →
MX(X) is a map of monoids and
f : X → (SpecP,MP )
is the induced map of sharp monoidal spaces. Then h is a chart iff f
†
: f−1MP → MX
is an isomorphism (i.e. f is strict).
Proof. In the proof we will write PX for the sheaf of locally constant functions to P on
X. By Lemma 5.2.4, h : PX → MX is a chart iff h : PX → MX is an isomorphism,
where PX = PX/(αXh)
−1(A∗X,x) is the characteristic monoid of the prelog structure
αXh : PX → AX . On Y = SpecP , recall that there is a natural map τ † : P → MP
of sheaves of monoids on Y (here P is the constant sheaf of monoids on Y associated to
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P ), corresponding to the tautological map P → MP (Y ) under the adjunction between
“constant sheaf” and “global sections” (§3.5). Composing τ † with the sharpening, we
obtain a natural map τ † : P → MP . The original h factors as the composition of
f−1n : PX → f−1MP and the map f−1MP → MX corresponding to the map from
X to the locally monoidal space (SpecP,MP ). In particular, h factors as the composition
of f−1n : PX → f−1MP and f †, so it is enough to prove that f−1τ † is an isomorphism,
which is clear from the way f is constructed from h (check on stalks, say). 
Proposition 5.5.2. If X is a fine log space then the sharp monoidal space X is fine in
the sense of Definition 7.3.2.
Proof. This is clear from the definitions using Lemma 5.5.1. 
Remark 5.5.3. If f : X → Y is a strict morphism of log spaces in the sense of Defini-
tion 5.4.1, then f † need not be a strict LMS morphism in the sense of Definition 7.3.1
because f−1MY and f∗MY may not coincide. However, if f is strict, then the SMS
morphism f will be strict, and the converse holds as long as X and Y are integral—see
Lemma 5.4.2.
5.6. Fans to log spaces. Let (Esp,A1) be a category of spaces, (A1,LogEsp) the as-
sociated category of log spaces (§5.3). Since (A1,LogEsp) is itself a category of spaces
(Proposition 5.3.3), the functor (4.5.4) of §4.5 may be viewed as a functor
A : Fans → LogEsp(5.6.1)
(in fact a 1-morphism of spaces). To avoid confusion, we will usually denote the analogous
functor (in fact: 1-morphism of spaces) for the category of spaces (Esp,A1) by
A : Fans → Esp.(5.6.2)
As the notation suggests, the functor (5.6.2) “is” (isomorphic by a unique 2-isomorphism
to) the composition of (5.6.1) and the forgetful functor (5.3.1). Indeed, the latter com-
position is a 1-morphism of spaces (Proposition 5.3.3) so the two 1-morphisms of spaces
in question are uniquely 2-isomorphic in Univ because Fans is “the” 2-initial object in
Univ by Theorem 4.5.12.
Let us now make the relationship between (5.6.1) and (4.5.4) a little more concrete. We
can compose Spec :Monop → Fans with (5.6.2) or (5.6.1) to obtain functors
A :Monop → Esp(5.6.3)
P 7→ A(P )
A :Monop → LogEsp(5.6.4)
P 7→ A(P ).
To ease notation, we let AP denote the structure sheaf of A(P ) (the sheaf of monoids on
|A(P )| represented by A1). According to Lemma 4.4.1, A(P ) represents the presheaf
Esp → Sets(5.6.5)
X 7→ HomMon(P,AX(X).
From this, we have a tautological map of monoids
P → AP (A(P ))(5.6.6)
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by considering the image of the identity map under the natural bijection
HomEsp(A(P ),A(P )) = HomMon(P,AP (A(P ))).
Proposition 5.6.1. The log space A(P ) represents the presheaf
LogEsp → Sets
X 7→ HomMon(P,MX (X))
and is naturally isomorphic to the space A(P ) equipped with the log structure MP associ-
ated to (5.6.6).
Proof. The first statement holds by construction of A(P ) (Lemma 4.4.1, §4.5) because
MX is the structure sheaf of the log space X, as discussed above. For the next statement,
Yoneda’s Lemma reduces us to showing that (A(P ),MP ) represents the same presheaf.
SupposeX is a log space, Y is a prelog space, and f : X → Y is a map of spaces. By the
adjointness property of associated log structures, formation of associated log structures
commutes with inverse images and giving a map of log structures f † : f∗(MaY )→MX is
the same thing as giving a map of prelog structures f †pre : f−1MY →MX . In particular,
if
P → MY (Y )(5.6.7)
is a global chart for a log structureMY , then giving a map of log structures f † : f∗MY →
MX is nothing but the data of a monoid homomorphism f † : P → MX(X) making the
following diagram of monoids commute:
P

f† //MX(X)

MY (Y ) αY // AY (Y ) // AX(X).
By combining the above discussion (in the case where Y = A(P ) and (5.6.7) is obtained
from (5.6.6)) and the fact that A(P ) represents (5.6.5), we see that (A(P ),MP ) represents
the same presheaf as A(P ). 
5.7. Examples. Now that we have the basic theory of spaces and log spaces, it is time
for some examples. The categories of log spaces associated to some of the categories of
spaces mentioned in §4 are tabulated below. In the left column, we give the category of
spaces, in the middle column we give the name of the corresponding “log spaces,” and in
the right column we introduce alternative notation for the functor (5.6.4) of the previous
section.
(Top,R+) positive log topological spaces R+( )
(LRS,SpecZ[x]) log locally ringed spaces SpecZ[ ]
(Sch,SpecZ[x]) (Zariski) log schemes SpecZ[ ]
(DS,R) log differentiable spaces R( )
(DS,R+) positive log differentiable spaces R+( )
(DS,C) complex log differentiable spaces C( )
(AS,C) log analytic spaces C( )
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We will make a specialized study of (positive) log differentiable spaces in §6.
In the next example, we describe the images of some fans under (5.6.1) for various
categories of log spaces.
Example 5.7.1. Recall the fan P1 from Example 3.6.6. The realizations A(P1) of this
fan in various categories of log spaces are as follows:
(1) In (LRS,A1) or (Sch,A1), A(P1) is the usual scheme P1 (over Z) with “log struc-
ture at 0 and ∞.”
(2) In complex analytic spaces, A(P1) is of course the analytification of (the complex-
ification of) the previous example—i.e. the Riemann Sphere.
(3) In (LDS,R), A(P1) = RP1 ∈ LDS is a circle, with log structure at “opposite
poles.”
(4) In (LDS,R+), A(P
1) ∈ PLDS is the closed interval [0,∞] with log structure “at
the endpoints.”
The realizations of Pn in these categories of spaces should also be clear to the reader,
though the realization in PLDS may be less obvious.
Let An denote the affine fan Spec(Nn) and let Un denote the “quasi-affine” fan obtained
from An by removing the unique closed point. Then one can construct (as in algebraic
geometry or elsewhere) a map of fans f : Un+1 → Pn which is a locally trivial Gm := SpecZ
bundle. In fact we claim that f is a Gm-torsor under the action of the group fan Gm on
Un inherited from the coordinatewise scaling action of Gm on A
n+1. Recall (§3.4) that
SpecZ→ Spec{0} is a universal homeomorphism in LMS, so we are claiming that f is a
(universal) homeomorphism in LMS and that MUn is locally (on opens pulled back from
Pn and in fact on the preimage of each standard open in the usual cover of Pn) isomorphic,
as a sheaf of monoids under f−1MPn , to f−1MPn ⊕ Z. Incidentally, the spaces Un+1 and
Pn both have
2n+1 − 1 = 1 + 2 + 22 + · · ·+ 2n
points. If we realize f in PLDS we find that
R+(f) : R+(Un) = R
n+1
+ \ {0} → R+(Pn)
is an R+(Gm) = R>0 torsor under the coordinate-wise scaling action, so that we have
R+(P
n) = (Rn+1+ \ {0})/R>0.
Each orbit for this action has a unique representative t ∈ Rn+1+ with
∑
i ti = 1, thus we
see that
R+(P
n) = {t ∈ Rn+1+ :
∑
i
ti = 1}
= {t ∈ [0, 1]n+1 :
∑
i
ti = 1}
is the standard n-simplex, appropriately viewed as a manifold with corners.
The reader may also want to think about the maps τ and τ in these examples.
Recall that the differentiable spaces R(P ) and R+(P ) were described “explicitly” in
§2.7.
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5.8. Properties of realizations. Most results in log geometry rely on a careful under-
standing of the log spaces A(P ) (and the underlying spaces A(P )) and the maps between
these spaces induced by monoid homomorphisms. The rest of this section is devoted to
some elementary results along these lines.
Lemma 5.8.1. Let h : Q→ P be a map of finitely generated monoids so that h makes P
a finitely generated Q-module (§1.6). Then:
(1) Z[Q]→ Z[P ] is a finite map of rings.
(2) The induced map of analytic spaces C(P ) → C(Q) is finite (proper with finite
fibers).
(3) The induced map of differentiable spaces R(P )→ R(Q) is finite.
(4) The induced map of differentiable spaces R+(P )→ R+(Q) is finite.
(5) If we assume furthermore that h is injective and P and Q are fine, then the induced
map of differentiable spaces R+(P )→ R+(Q) is a homeomorphism.
Proof. For (1) just note that if p1, . . . , pn ∈ P generate P as a Q-module, then the corre-
sponding elements [p1], . . . , [pn] ∈ Z[P ] generate Z[P ] as a Z[Q]-module. This implies that
SpecC[P ] → SpecC[Q] is a finite (i.e. proper and quasi-finite) map of finite type (affine)
C-schemes, so (2) follows from standard GAGA results since the only issue is to show
that the map of analytic spaces corresponding to a proper map of finite type C-schemes
is proper (quasi-finiteness obviously passes to associated analytic spaces). For (3), notice
that we have a commuative diagram of topological spaces
R(P ) //

C(P )

R(Q) // C(Q)
where the horizontal arrows are closed embeddings (they are the fixed loci of the automor-
phisms induced by complex conjugation). Although the diagram may not be cartesian,
one can still conclude finiteness (or properness) of the left vertical arrow from finiteness
(or properness) of the right vertical arrow, which we know by (2). We see that (3) implies
(4) by a similar argument using the closed embeddings R+(P ) →֒ R(P ). For (5): First
recall that Theorem 1.7.2 says that h is dense, so for every p ∈ P there is an n > 0 such
that np ∈ Q. Since every element of R+ has a unique nth root, we see easily that the
continuous map R+(P ) → R+(Q) is bijective. Since it is finite (hence a closed map) by
(4), it is a homeomorphism. 
For our later purposes we will need to know some circumstances under which a monoid
homomorphism h induces a surjection R(h) on “R points” and/or a surjection R+(h) on
“R+ points.”
Lemma 5.8.2. Let h : Q→ P , x : Q→ R≥0 be monoid homomorphisms and let xC : Q→
C be the monoid homomorphism obtained by composing x with the inclusion R≥0 →֒ C
of (multiplicative) monoids. If there is a monoid homomorphism y : P → C such that
yh = xC, then there is a monoid homomorphism z : P → R≥0 such that zh = x. In
particular, surjectivity of
h∗ : HomMon(P,C) → HomMon(Q,C)
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implies surjectivity of
h∗ : HomMon(P,R≥0) → HomMon(Q,R≥0).
The same statements hold with “R≥0” replaced everywhere by “R” when Q is fs and h
gp
is an isomorphism.
Proof. The first statement is trivial: The absolute value map | | : C→ R≥0 is a monoid
homomorphism retracting the inclusion R≥0 →֒ C, so one can take z = |y|. For the last
statement, let G := x−1(R∗) = x−1C (C
∗) and F := y−1(C∗) be the faces of Q and P
determined by x and y, respectively, so we have a diagram of abelian groups
Ggp
signx

f // F gp
txx
{±1} = Z/2Z
(5.8.1)
where we set f := hgp|Ggp. If (5.8.1) has a completion t as indicated, then since F is a
face,
z : P → R
p 7→
{
0, p /∈ F
t(p)|y(p)|, p ∈ F
is a well-defined monoid homomorphism with zh = x. Since hgp is an isomorphism, f is
injective, and the obstruction to completing (5.8.1) lies in Ext1(Cok f,Z/2Z). Applying
the Snake Lemma to the exact diagram
0 // Ggp //
f

Qgp //
hgp

(Q/G)gp //
g

0
0 // F gp // P gp // (P/F )gp // 0
defining g we find that Cok f = Ker g. Since Q is fs and G is a face of Q, Q/G is sharp
(Lemma 1.2.2) and fs (Lemma 1.1.3), hence (Q/G)gp is free (Lemma 1.1.3), hence so is
its subgroup Cok f = Ker g, hence the aforementioned Ext group vanishes. 
Example 5.8.3. One cannot replace “fs” with “fine” in Lemma 5.8.2, even when P = Qsat.
Let Q be the (fine!) submonoid of Z ⊕ Z/4Z generated by (1, 0), (0, 2), and (1, 3). Then
Qgp = Z⊕ Z/4Z and Qsat = N⊕ Z/4Z. The monoid homomorphism
x : Q → R
(a, b) 7→


0, a > 0
−1, (a, b) = (0, 2)
1, (a, b) = (0, 0)
does not extend to z : Qsat → R because z(0, 1) would have to be a square root of −1.
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5.9. Groups to group spaces. Since the functor A of (5.6.4) preserves inverse limits,
it takes group objects to group objects and actions to actions. Any group (all groups are
assumed finitely generated abelian) G is a group object in Monop with comultiplication
G→ G⊕G given by g 7→ (g, g). If P is any monoid, the group P gp acts on the monoid P
via the coaction map P → P⊕P gp given by p 7→ (p, p). This group action is “universal” in
the sense that any coaction map P → P ⊕G determines an obvious monoid map P → G
(which is equivalent to a group map P gp → G) so that the action of G on P specified
by the coaction map coincides with the G action on P obtained from the universal action
and the map P gp → G. The notation G(P ) := A(P gp) is often convenient. The log
structure on G(P ) is the trivial one because the chart P gp → AP gp(G(P )) defining this
log structure factors through the units. Hence there is little need to distinguish between
G(P ) and G(P ).
It will be important to understand various geometric realizations of such group objects
and group actions. Let us begin with a few examples concerning the structure of the group
objects G(G) in the differentiable setting.
Example 5.9.1. If G ∼= Zr ⊕ Z/a1Z⊕ · · · ⊕ Z/akZ is a finitely generated abelian group,
then R(G) is the disjoint union of ǫ(a1) · · · ǫ(ak) copies of (R∗)k, where ǫ(ai) is the number
of athi roots of unity in R (one if ai is odd, two if ai is even).
Example 5.9.2. If G is a finitely generated abelian group of rank r, then R+(G)
∼= Rr>0
and we will usually write R>0(G) instead of R+(G). The torsion of G is irrelevant because
1 is the only non-negative root of unity in R. The differentiable space R>0(G) represents
the presheaf
X 7→ HomAb(G,O>0X (X)),(5.9.1)
where O>0X is the sheaf of positive functions (§2.2). The natural splitting of O∗X in (2.2.3)
gives a coproduct decomposition
R(G) =
∐
g
R>0(G),(5.9.2)
where g runs over HomAb(G, {±1}). Explicitly, the component of R(G) indexed by g rep-
resents the subpresheaf of X 7→ HomAb(G,O∗X (X)) consisting of group homomorphisms
G→ O∗X(X) which can be written as fg (this juxtaposition is a product, not a composi-
tion) for some group homomorphism f : G→ O>0X (X). Since R>0(G) is connected, (5.9.2)
is nothing but the decomposition of R(G) into its connected components.
It is clear from Examples 5.9.1 and 5.9.2 that R(G) and R>0(G) are smooth differentiable
spaces for any finitely generated abelian group G.
Suppose we have an exact sequence of groups
0→ A→ B → G→ 0.(5.9.3)
Pushing out along A→ B we obtain a map of exact sequences
0 // A

// B

// G // 0
0 // B // B ⊕A B // G // 0.
(5.9.4)
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The sequence on the bottom of (5.9.4) splits canonically: The surjection has a section
given by g 7→ [−b, b], where b ∈ B is any lift of g ∈ G (the choice is irrelevant). Another
way of saying this is to note that we have a map of exact sequences
0 // A

// B

// G // 0
0 // B // B ⊕G // G // 0
(5.9.5)
where the left square is a pushout because giving group homomorphisms f, g : B → D with
f |A = g|A is the same thing as given a group homomorphism B ⊕G → D (the bijection
is (f, g) 7→ (f, f − g)). A geometric interpretation of this discussion goes as follows: the
map B → G in the sequence (5.9.3) together with the tautological action of B on itself
induce an action of G on B in Monop, which is a fiberwise action for the map B → A in
Monop corresponding to the map A → B. This fiberwise action of G on B makes B a
G-torsor over A in Monop which becomes trivial when pulled back to itself.
Lemma 5.9.3. Let A → B be an injective map of finitely generated abelian groups with
cokernel G. Let N denote the order of the torsion subgroup of G. Then:
(1) The map SpecZ[B]→ SpecZ[A] is faithfully flat and is a SpecZ[G]-torsor, locally
trivial in the flat topology.
(2) SpecZ[1/N ][B]→ SpecZ[1/N ][A] is a SpecZ[1/N ][G]-torsor, locally trivial in the
e´tale topology. The scheme SpecZ[1/N ][G] is smooth over SpecZ[1/N ], hence
SpecZ[1/N ][B]→ SpecZ[1/N ][A] is a smooth map of schemes.
(3) The map R∗(B)→ R∗(A) is a smooth DS-morphism. It is e´tale when G is finite.
(4) The map R>0(B)→ R>0(A) is a (globally) trivial R>0(G)-bundle. In particular it
is smooth. It is a diffeomorphism when G is finite. The results of this part hold
even when the hypothesis that h is injective is replaced with the hypothesis that h
has torsion kernel.
Proof. For (1), note that A→ B makes B a free A-module (of rank equal to |G|) (Exam-
ple 1.8.2). Since Z[ ] takes free modules to free modules (§1.6), Z[B] is a free Z[A]-module
of positive rank, hence Z[A]→ Z[B] is faithfully flat. Let us take as the meaning of “tor-
sor” in this algebraic context the statement that the group
HomSch(Spec k,SpecZ[G]) = HomAb(G, k
∗)
acts simply transitively on the set of k-points of SpecZ[B] lying over a given k-point of
SpecZ[A] for each algebraically closed field k. This is just the statement that
0→ A→ B → G→ 0
remains exact after applying HomAb( , k
∗), which holds since k∗ is an injective abelian
group (it is divible because Xn = u can be solved for each u ∈ k∗ since k is algebraically
closed). Since Z[ ] preserves direct limits, our discussion above shows that this torsor
can be trivialized by pulling it back to itself; since it is a flat map, this torsor is trivial in
the flat topology.
For (2), let B′ be the subgroup of B consisting of those b ∈ B such that nb ∈ A for some
positive integer n. The smallest such n always divides N , hence Z[1/N ][A]→ Z[1/N ][B′]
is an e´tale cover because it can be presented by adjoining various nth roots of units
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[a] ∈ Z[1/N ][A]∗ with n invertible in Z[1/N ]. The torsor can be trivialized after pulling
back to this e´tale cover, since the sequence
0→ A→ B → G→ 0
splits after pushing out along A → B′. The map Z[1/N ] → Z[1/N ][G] is smooth for
similar reasons.
For (4), first note that the torsoriality (simple transitivity on fibers) results immediately
from the fact that R>0 is a divisible abelian group, as in the proof of (1). For the other
statements, note that the functor R>0 is insensitive to torsion, so we can assume A and B
are free. We can choose bases of A ∼= Zs and B ∼= Zs+r so that the matrix representation
of A → B is in Smith Normal Form—in particular, it is a diagonal matrix with diagonal
entries e1, . . . , es, 0, . . . , 0, where the ei are positive integers and there are r zeros (r = 0
when G is finite). Again, since R>0 is insensitive to torsion, R>0(G) = R
r
>0. The map in
question is then given by
Rs+r>0 → Rs>0
(x1, . . . , xr+s) 7→ (xe11 , . . . , xess )
with R>0(G) acting by rescaling the last r coordinates. The map
f : Rs>0 ×Rr>0 → Rs+r+
(y1, . . . , ys, z1, . . . , zr) 7→ (y1/e11 , . . . , y1/ess , z1, . . . , zr)
is then an isomorphism R>0(A) × Rr>0 → R>0(B) commuting with the maps to R>0(A)
and respecting the R>0(G)-action.
Statement (3) follows from (4) using the component decomposition discussed in Exam-
ple 5.9.2. 
Lemma 5.9.4. Suppose h : Q → P is a map of fine monoids such that h : Q → P is an
isomorphism and Kerhgp (resp. Kerhgp and Cokhgp) is (resp. are) torsion. Then the DS
morphisms R+(h) : R+(P )→ R+(Q) and R(h) : R(P )→ R(Q) are smooth (resp. e´tale).
Proof. Since h is an isomorphism, h : Q → P is a pushout of h∗ : Q∗ → P ∗ by
Lemma 1.2.11, so the maps R+(h) and R(h) are pullbacks of R+(h
∗) and R(h∗), hence it
suffices to prove that the latter maps are smooth (resp. e´tale). Since h is an isomorphism,
so is h
gp
and the Snake Lemma applied to
0 // Q∗
h∗

// Qgp
hgp

// Q
gp
h
gp

// 0
0 // P ∗ // P gp // P
gp // 0
yields isomorphisms
Kerh∗ = Kerhgp
Cokh∗ = Cokhgp,
so the result follows from Lemma 5.9.3. 
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5.10. Integration. Let X be a log space (§5). We would like to produce a map of log
spaces X int → X which is terminal among all maps from an integral log space to X. That
is, we would like to produce a right adjoint to the inclusion
IntLogEsp → LogEsp
of the full subcategory of integral log spaces. If X is coherent with a global chart P →
MX(X) (using a finitely generated monoid P ), then it is easy to see from the modular
interpretation of A(P int)→ A(P ) that
X int := X ×A(P ) A(P int)
will do the job. More generally, if X is coherent, then we can produce the desired X int
by choosing local charts Pi →MX(X) (using finitely generated Pi) then gluing the U inti
together using our gluing axiom (S7) for space (§4.1) and the fact that the “preimage”
of Uij in U
int
i is canonically identified with that in U
int
j since both satisfy the universal
property of U intij . This produces a right adjoint to the inclusion
FineLogEsp → CohLogEsp
in any category of log spaces. Since it is a right adjoint, the functor X 7→ X int preserves
inverse limits. We see immediately that FineLogEsp has all finite inverse limits: We first
form the inverse limit in CohLogEsp, then we apply X 7→ X int to obtain the inverse
limit in FineLogEsp. We will revisit this “integration” construction in §6.3.
There is an analogous saturation construction, but we find it best to delay this con-
struction until §10.3, at which point it can be obtained from general nonsense.
6. Log differentiable spaces
In this section we give a specialized study of log differentiable spaces. Recall (§5.3) that
we made the following:
Definition 6.0.1. The category LDS (resp. PLDS) of log differentiable spaces (resp.
positive log differentiable spaces) is the category of log spaces associated to the category
of spaces (DS,R) (resp. (DS,R+)) as in §5.
To spell it out, a log differentiable space (resp. positive log differentiable space) X =
(X,MX) is a differentiable space X equipped with a log structure MX → OX (resp.
MX → O≥0X ). Recall that a log structure is a map of sheaves of monoids inducing an
isomorphism on groups of units. A morphism f : X → Y in LDS (or PLDS) is a map
f : X → Y of differentiable spaces, together with a map f † : f∗MY → MX of log
structures on X . We will adhere to the notational conventions introduced in §5.3. We also
refer the reader to §5 for basic notions such as inverse limits, strict maps, and integration.
Recall (§5.6) that we have inverse-limit-preserving functors
R :Monop → LDS
R+ :Mon
op → PLDS.
Here Mon is the category of finitely generated monoids. The object R(P ) (resp. R+(P ))
is characterised up to unique isomorphism by the existence of a natural bijection
HomLDS(X,R(P )) = HomMon(P,MX(X))
HomPLDS(X,R+(P )) = HomMon(P,MX(X))
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for each X ∈ LDS (resp. X ∈ PLDS). For more on R(P ) and R+(P ), see §6.2.
After developing a theory of log smoothness in §6.5 we will see how manifolds with
corners fit naturally into the picture (§6.7). We will digress in §6.3 and §6.4 to describe
some general “log space” constructions that we preferred to defer until now for reasons of
context. We also give a treatment of the Kato-Nakayama space construction, which, from
our point of view, is an important functor between log analytic spaces and our category
PLDS.
6.1. Positive log differentiable spaces. Here we make some brief remarks about the
relationship between PLDS and LDS. For a differentiable space X, we will often refer
to a (pre)log structure MX → O≥0X as a positive (pre)log structure, to distinguish it from
a (pre)log structure MX → OX in the usual sense. Given a positive log structure, we
can view it as a prelog structure in the usual sense by composing with the inclusion
O≥0X →֒ OX . We can then take the associated log structure—concretely this is given by
MaX = MX ⊕O>0
X
O∗X .
In fact we have an isomorphism
MX ⊕O>0
X
O∗X → MX ⊕ Z/2Z
(m,u) 7→ (|u|m,u/|u|),
with inverse (m,±1) 7→ (m,±1). Here Z/2Z denotes the sheaf of locally constant functions
to Z/2Z = {±1}. Thus we obtain a functor PLDS → LDS, which is easily seen to be
faithful in light of the aforementioned isomorphism, though it is not full.
Example 6.1.1. The automorphism group of the positive log structure
N⊕ R>0 → R>0
(n, u) 7→
{
u, n = 0
0, n > 0
is R>0 via the map sending r ∈ R>0 to the isomorphism (n, u) 7→ (n, rnu). The associated
log structure is
N⊕ R∗ → R∗
(n, u) 7→
{
u, n = 0
0, n > 0,
which has automorphism group R∗.
For a differentiable space X and a point x ∈ X, the group O>0X,x is divisible (injective).9
Consequently, the characteristic extension (5.1.2) of a positive log structure always splits
and one easily proves the following variant of Lemma 5.2.8:
Lemma 6.1.2. Let MX be a fine positive log structure on a differentiable space X. Then
for any x ∈ X, there exists a neighborhood U of x in X and a characteristic chartMX,x →
MX(U) for MX |U .
9The local ring of any differentiable space is always a quotient of the ring An of germs of smooth
functions at the origin of Rn (for some n), so it suffices to note that the groups A∗n are divisible.
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6.2. Examples. This section contains some basic examples of log differentiable spaces.
Example 6.2.1. We should emphasize that R(Nn) (resp. R+(N
n)) is just X := Rn (resp.
the positive orthant X := Rn+) equipped with its usual differentiable structure. The log
structure on X is the one associated to the chart Nn → OX(X) taking the standard basis
element ei to the i
th coordinate function xi. Whenever we view R
n (resp. Rn+) as a log
differentiable space (resp. positive log differentiable space) it is understood to have this
usual log structure, unless stated otherwise.
Example 6.2.2. We will typically be interested in R(P ) and R+(P ) when P is fs, but
let us note the following: If P is an arbitrary fine monoid and P sat is its saturation, then
P → P sat is an injective finite map of fine monoids (Theorem 1.7.2), hence the induced map
of differentiable spaces R+(P
sat)→ R+(P ) is a homeomorphism on underlying topological
spaces (Lemma 5.8.1). It is not generally an isomorphism of differentiable spaces, however.
Example 6.2.3. If P is the submonoid of N generated by 2 and 3, then P sat = N, and we
have an isomorphism of topological spaces R+ = R+(P ). The structure sheaf of R+(P ) is
the subsheaf of the structure sheaf of R+ consisting of those f with f
′(0) = 0.
Example 6.2.4. Let x, y be the usual coordinates on R2+ = {(x, y) ∈ R2 : x, y ≥ 0}
and let u, v be the usual coordinates on R × R+ = {(u, v) ∈ R2 : v ≥ 0}. Consider the
continuous maps
f : R2+ → R× R+
(x, y) 7→
(
x2 − y2√
x2 + y2
,
2xy√
x2 + y2
)
(this extends continuously to (0, 0) by setting f(0, 0) = (0, 0)) and
g : R× R+ → R2+
(u, v) 7→


√
u2 + v2 + u
√
u2 + v2
2
,
√
u2 + v2 − u√u2 + v2
2

 .
One checks easily that fg = Id and gf = Id, so f and g provide a homeomorphism
R2+
∼= R × R+, which is not really the point of this example. The point is that f and g
are smooth away from (0, 0), so they provide a diffeomorphism
R2+ \ {(0, 0)} ∼= (R× R+) \ {(0, 0)}.(6.2.1)
In fact, we claim that (6.2.1) is an isomorphism of log differentiable spaces when R2+ is
given the usual log structure as in Example 6.2.1) and R×R+ is given π∗2 of the usual log
structure on R+. That is, R
2
+ is given the log structure associated to the prelog structure
N2 → C∞(R2+)
(1, 0) 7→ x
(0, 1) 7→ y,
and R × R+ is given the log structure associated to the map N → C∞(R × R+) given
by 1 7→ v. To say that f is a morphism of log differentiable spaces away from (0, 0)
then amounts to the claim that f∗v = 2xy(x2 + y2)−1/2 is in the subsheaf of monoids of
C∞(R2+ \ (0, 0)) generated by x, y and the invertible functions. Indeed, this is clear from
the formula for f∗v because 2(x2 + y2)−1/2 is an invertible smooth function away from
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(0, 0). Similarly, to say that g is a morphism of log differentiable spaces away from (0, 0)
is equivalent to saying that g∗x and g∗y are in the submonoid of C∞(R × R+ \ (0, 0))
generated by v and the units (away from (0, 0)). On the open subspace {v > 0}, this
is obvious because g∗x and g∗y are invertible smooth functions. On the open subspace
{u > 0}, for example, the function g∗x is again an invertible smooth function. The key
point is to prove that, for example, v−1g∗y extends as a smooth function to {v = 0} on
the region {u > 0}, which is a basic exercise with L’Hospital’s Rule.
The log differentiable space
X := R2+
∐
R2+\(0,0)
∼=R×R+\(0,0)
R× R+
obtained by gluing R2+ to R×R+ along the complement of the origin via (6.2.1) is called
the teardrop. Let x0 ∈ X denote the origin in the chart R2+ ⊆ X. The idempotent
automorphism φ(x, y) := (y, x) of R2+ extends to an idempotent automorphism φ : X → X
given by (u, v) 7→ (−u, v) on the other chart R × R+. This φ is an automorphism of log
differentiable spaces, so its mapping torus T has a natural log differentiable space structure.
The log differentiable space T is called the teared Klein body. The mapping torus T comes
with a fiber bundle structure π : T → S1 with fiber X and monodromy φ. Since φ fixes x0,
π comes with a section s : S1 → T given by x0 ∈ X in each fiber. As a topological space,
T is a 3-manifold with boundary given by the Klein bottle. The boundary ∆T of T (in
the “manifolds with corners” sense of §6.4), however, will be an interval bundle ∆T → S1
with monodromy given by “flipping the interval” (t 7→ 1 − t). The map ∆ : ∆T → T is
2-to-1 over s. The double boundary ∆ : ∆2T → ∆T is the connected double cover of the
circle.
6.3. Integration revisited. Recall that in §5.10 we constructed a right adjoint X 7→ X int
to the inclusion of fine log spaces into integral log spaces, for any category of spaces.
For certain categories of spaces we can do even better. Suppose (X,OX ) is a locally
ringed space and αX : MX → OX is a prelog structure on X. Let I(MX) ⊆ OX denote
the ideal generated by local sections of the form αX(m) − αX(n) where m,n are local
sections ofMX with the same image inMintX . We would like to construct X int as follows:
Let i : X int(MX) →֒ X be the zero locus of I(MX), so that X int := X int(MX) and we
have a natural map i−1MintX → OXint and, in fact, a natural map
X int = (X int(MX),MintX ) → (X,MX )(6.3.1)
of prelog locally ringed spaces. By taking associated log structures everywhere we may
view (6.3.1) as a map of log locally ringed spaces. In particular, this construction defines
a functor X 7→ X int from log locally ringed spaces to integral log locally ringed spaces,
which is easily seen to be right adjoint to the inclusion the other way. By explicitly
examining the pushout construction of the associated log structure MaX , one sees that
I(MaX) = I(MX), hence X int(MX) = X int(MaX) as locally ringed spaces. Similarly, it is
clear from the pushout construction of MaX that (MintX )a = (MaX)int as log structures on
this common space. In particular, if a : P → MX(X) is a finitely generated chart for a
log structureMX on a locally ringed space X, then I(MX) = I(P ) is the (Taylor closure
of the) ideal generated by the global sections αX(ap) − αX(aq) where p, q ∈ P have the
same image in P int and P int →MintX (X int) is a chart. The ideal I(P ) here coincides with
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the inverse image of the ideal of the closed embedding R(P int) →֒ R(P ), hence we see that
X int = X ×A(P ) A(P int)(6.3.2)
as log locally ringed spaces. We also see, in a new way, that the functor X 7→ X int takes
coherent log locally ringed spaces to fine log locally ringed spaces.
One would like to make the above construction in other categories of spaces, but the
trouble is that the zero locus X int(MX) might not be a “space.” For example, if X =
(X,OX ) is a scheme, the ideal I(MX) ⊆ OX defined above will not be quasi-coherent
for an arbitrary log structure. There are similar issues with analytic spaces. But with
differentiable spaces, there is no problem at all: We need only make sure that we take the
closure of the ideal I(MX), to ensure that its zero locus is a differentiable space (§2). We
thus see that both functors
IntLDS →֒ LDS
IntPLDS →֒ PLDS
admit right adjoints.
6.4. Boundary. A manifold with corners X has a kind of boundary which is “more re-
fined” than its usual topological boundary (c.f. [Joy]). In the model case X = Rn+, the
boundary of X, denoted ∆X, is the disjoint union of the n coordinate hyperplanes of X,
regarded as a manifold with corners as usual. There is a natural map of differentiable
spaces ∆X → X , but this is not a morphism of manifolds with corners. At least, it is not
a morphism of manifolds with corners in our setup. Kottke and Melrose [KM] do consider
this a “b-map,” but not an “interior b-map.”
In this section, we give a general construction of “boundary” for various kinds of log
spaces. This is not a completely general construction defined for all log spaces (it won’t
make sense for Fans, for example), though it will make sense in all other categories of log
spaces mentioned in §4.
Let us give the algebraic construction first. Suppose P is a monoid, F ⊆ P is a face.
Then I := P \ F is a prime ideal of P and Z[I] is an ideal of Z[P ]. It is not generally a
prime ideal, even when Z is replaced by a field k (though it will be prime in that case if
P is integral and P gp is torsion free). For more details on these sort of ideals, see [G2,
7.7] (we do not need any of those results for the present constructions). The quotient
ring Z[P ]/Z[I] is identified with Z[F ] by the obvious map, so that the quotient projection
Z[P ]→ Z[F ] retracts the natural map Z[F ]→ Z[P ]. This quotient projection is a sort of
“wrong-way map.” We define the boundary of the log scheme X := SpecZ[P ] to be
∆X :=
∐
F
SpecZ[F ],
where the disjoint union runs over maximal proper faces of P . The boundary ∆X is also
a log scheme and there is a natural map of schemes ∆X → X given by the disjoint union
of the closed embeddings corresponding to the aforementioned quotient projections. The
map ∆X → X does not (generally) lift to a map of log schemes because, for one thing, the
inclusion F ⊆ P of monoids does not generally have a retract. We can of course repeat
this discussion replacing Z with another base ring, such as R or C.
We can describe ∆X in a more intrinsic way, on the level of prelog locally ringed spaces.
Suppose (X,MX → OX) is a prelog locally ringed space. As a set, ∆X is the set of pairs
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(x, F ) consisting of a point x of X and a maximal proper face F ⊆MX,x. (The sharpening
map MX,x → MX,x induces an order-preserving bijection on faces by Lemma 1.4.5, so
this choice of F is the same thing as the choice of a maximal proper face of MX,x.) For
an open subset U ⊆ X and m ∈MX(U), let
Um := {(x, F ) ∈ ∆X : x ∈ U, mx ∈ F}.
The formula
Um ∩ Vn = (U ∩ V )m+n
implies that the sets Um form a basis for a topology on ∆X. The map
∆ : ∆X → X(6.4.1)
(x, F ) 7→ x
is continuous because ∆−1(U) = U0. The sheaf of monoids ∆
−1MX on ∆X comes with
a tautological subsheaf of monoids M∆X given by
M∆X(V ) = {m ∈ (∆−1MX)(V ) : mx ∈ F for all (x, F ) ∈ V }.
LetM∆X ⊆ ∆−1MX be the subsheaf of monoids consisting of sections of ∆−1MX whose
image in ∆−1MX lies in M∆X . Let I ⊆ ∆−1OX be the ideal generated by the image of
∆−1αX : ∆
−1MX \M∆X → ∆−1OX
and let O∆X := ∆−1OX/I so that the quotient map ∆−1OX → O∆X lifts the map (6.4.1)
to a map of locally ringed spaces ∆ : ∆X → X. The composition
M∆X →֒ ∆−1MX → ∆−1OX → O∆X
determines a prelog structure on ∆X. We view ∆X as a log locally ringed space by giving
it the log structure associated to M∆X .
We leave it to the reader to check that:
(B1) The log locally ringed space ∆X, and the map of locally ringed spaces ∆ : ∆X →
X depend only on the log structure MaX associated to the prelog structure MX .
(B2) If we specialize the above general construction to X = SpecZ[P ] we recover the
earlier notion of boundary.
(B3) If the log structure on X is coherent (or fine, fs, or any other property of monoids
inherited by faces), then so is the log structure on ∆X.
Assuming the log structure on X is coherent, we also have:
(B4) For each x ∈ ∆X, M∆X,x is a proper face of MX,∆(x).
(B5) Locally on X, the boundary map ∆ : ∆X → X is a finite disjoint union of closed
embeddings. In particular ∆ is finite (proper with finite fibers).
(B6) Formation of the boundary commutes with strict base change of log locally ringed
spaces. That is, if X is a coherent log locally ringed space and f : X ′ → X is a
strict map of log locally ringed spaces, then we have a cartesian diagram
∆X ′ //

∆X

X ′ // X
of log locally ringed spaces.
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For (B6) it helps to use (B5) to know that ∆ : ∆X → X is close enough to being a closed
embedding that any base change of it, calculated in LRS, is the same as the one calculated
in RS.
Remark 6.4.1. Boundary is not functorial for general maps of log locally ringed spaces.
Having defined the boundary of an arbitrary log locally ringed space, we can specialize
our construction to define the boundary of other kinds of log spaces. For log differentiable
spaces or positive log differentiable spaces, we need only make sure that we take the closure
of the ideal I defined in the general construction. The usual issues arise for schemes: for
an arbitrary log structure on a scheme X, we do not know that the ideal I from the general
construction is quasi-coherent, so we do not know in general that the log locally ringed
space ∆X is actually a log scheme. However, as long as the log structure is coherent, we
can use the formal properties above to see that ∆X is a coherent log scheme.
The following set-theoretic description of the boundary map might be helpful. Let F
be a face of a (finitely generated) monoid P . Let A(P ) denote one of the usual log spaces
we attach to P (SpecZ[P ], SpecR[P ], R(P ), R≥0(P ), C(P ), etc.) The points of A(P )
are described in terms of monoid homomorphisms x : P → k, where k is a field (in the
algebraic cases we run over all fields and impose an equivalence relation, for A(P ) = C(P ),
we use k = C, for R+(P ) we use k = R+, which is not really a field, but the discussion
will make sense, . . . ). Now, if x : F → k is a point of A(F ), then the fact that F is a face
implies that
x : P → k
p 7→
{
x(p), p ∈ F
0, p /∈ F
is a monoid homomorphism extending x. On the level of sets, the boundary map ∆A(P )→
A(P ) is the disjoint union, over maximal proper faces F ⊆ P , of the maps x 7→ x described
above.
Example 6.4.2. When P = Nn, the maximal proper faces of P are the n “coordinate
hyperplanes” Nn−1 →֒ Nn. The boundary map ∆ : ∆A(P )→ A(P ) is the disjoint union
∆ :
n∐
i=1
An−1 → An
of the inclusions of these hyperplanes.
Example 6.4.3. IfX is a manifold with corners (free log smooth positive log differentiable
space), then it follows from Example 6.4.2 that ∆X → X is a finite-to-one proper map
whose image is the topological boundary of X.
Lemma 6.4.4. Suppose X is a coherent log locally ringed space. Then, at least locally on
X, there is a positive integer n such that the iterated boundary ∆nX is empty.
Proof. Since the quesiton is local we can assume X has a global chart using a finitely
generated monoid P . Then the characteristic monoid MX,x at any point of X is some
quotient of P , so there is a global bound on the minimal number of generators of MX,x.
By Lemma 1.2.4, the minimal number of generators must decrease on passing to a proper
face, so the result follows from property (B4) of the boundary. 
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The following “combinatorial condition” on a log locally ringed space often arises in the
literature in some form:
Definition 6.4.5. A log locally ringed space X is called tame iff ∆ : ∆X → X is globally
a finite disjoint union of closed embeddings.
6.5. Log smoothness. In this section we introduce log smooth maps and establish some
of their basic properties. Our definition is modelled on Kato’s Chart Criterion for Log
Smoothness in log algebraic geometry [Kat1]—see §6.9 for further discussion. While it
would be possible to develop a general theory of log smoothness for log spaces (§5) by
starting with an appropriate class of maps of spaces deemed “smooth,” we will restrict
ourselves in this section to the cases of log differentiable spaces and positive log differen-
tiable spaces.
Definition 6.5.1. Let f : X → Y be a map of fine LDS (resp. PLDS). A fine chart
P
a //MX(X)
Q
h
OO
b //MY (Y )
f†
OO
for f is called smooth iff h is monic and the DS morphism X → Y ×R(Q) R(P ) (resp.
X → Y ×R+(Q) R+(P )) is smooth.
If x ∈ X and (U, V ) is a neighborhood of x in f , then the restriction (§7.3) of a smooth
chart for f to (U, V ) is again a smooth chart. The Shrinking Argument of §7.3 works
equally well for smooth charts, as follows. Suppose one has a smooth chart for a map f as
in Definition 6.5.1. Let F := a−1x O∗X,x and G := b−1y O∗Y,y be the faces of a and b at x ∈ X
and y := f(x). Then after replacing (X,Y ) with a neighborhood of x in f , we can assume
our smooth chart factors as
P // F−1P
a //MX(X)
Q //
h
OO
G−1Q
h
OO
b //MY (Y )
f†
OO
and it is easy to see that the right square above is also a smooth chart (use the fact that
R(F−1P )→ R(P ) is an open embedding and similarly with R replaced by R+ and/or P,F
replaced by Q,G).
Theorem 6.5.2. For a map f : X → Y of fine LDS or PLDS and a point x ∈ X, the
following are equivalent:
(1) For any neighborhood W of f(x) in Y and any fine chart b : Q → MY (W ) for
MY |W there is a neighborhood (U, V ) of x in f |f−1(W ) : f−1(W ) → W and a
smooth chart for f : U → V extending the restriction of b to V .
(2) There is a neighborhood (U, V ) of x in f and a smooth chart for f : U → V .
The proof of Theorem 6.5.2 is rather technical and lengthy—it will be relegated to §6.6.
Definition 6.5.3. A map f : X → Y of fine LDS or PLDS is called log smooth at x ∈ X
iff it satisfies the equivalent conditions of Theorem 6.5.2. The map f is called log smooth
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iff it is log smooth at x for every x ∈ X. A fine LDS or PLDS X is called log smooth iff
it is log smooth over SpecR (a point with trivial log structure).
Example 6.5.4. If h : P →֒ Q is an injective map of fine monoids, then the LDS
morphism R(h) : R(Q) → R(P ) (c.f. Example 6.2.1) is log smooth because we can use
h as a chart for R(h) to check (2) in Theorem 6.5.2. In particular, R(P ) is log smooth.
Similarly, R+(Q) → R+(P ) is a log smooth map of PLDS and R+(P ) is a log smooth
PLDS.
We will spend the rest of this section working out the basic properties of log smooth
maps.
Proposition 6.5.5. Let f : X → Y be a map of fine LDS (resp. PLDS). Suppose Y
has the trivial log structure. Then X is log smooth at x ∈ X iff there is a neighborhood
(U, V ) of x in f and a fine chart P → MX(U) for MX |U such that the corresponding
DS morphism U → V × R(P ) (resp. U → V × R+(P )) is smooth.
Proof. Unravel the statement of Theorem 6.5.2 with W = Y , Q = 0. 
Theorem 6.5.6. A strict morphism f : X → Y of fine LDS or PLDS is log smooth iff
f : X → Y is a smooth DS morphism.
Proof. We will give the proof for fine LDS. The argument for PLDS is identical. Suppose
f : X → Y is strict and f is smooth. We want to show that f is log smooth. Fix x ∈ X and
suppose V is a neighborhood of f(x) in Y and b : Q→MY (V ) is a fine chart for MY |V .
Set U := f−1(V ). Since f is strict, the composition of b and f † : MY (V ) → MX(U) is
a fine chart for MX |U . The natural map X → Y ×R(Q) R(Q) is just the map f , thus we
see that f is log smooth.
Conversely, suppose f is strict and log smooth. Fix any x ∈ X. We want to show that
f is smooth at x. This is local, so we can freely replace (X,Y ) with any neighborhood of
x in f . Hence, by definition of log smooth and the Shrinking Argument, we can assume
we have a smooth chart
P
a //MX(X)
Q
h
OO
b //MY (X)
f†
OO
where P = F−1P and Q = G−1Q (so F and G are the groups of units in P , Q respectively),
where F = a−1x O∗X,x, G = b−1y O∗Y,y, y = f(x) as usual. Since f is strict, f
†
x :MY,y →MX,x
is an isomorphism, hence P/F → Q/G is also an isomorphism because P/F →MX,x and
Q/G→MY,y are isomorphisms since a and b are charts, hence Q→ P is the pushout of
G = Q∗ → F = P ∗, hence R(P )→ R(Q) is smooth since it is a pullback of R(F )→ R(G),
which is smooth by Lemma 5.9.3. But then f is smooth because it is a composition of
X → Y ×R(Q) R(P ), which is smooth since the chart above is smooth, and the projection
Y ×R(Q) R(P )→ Y , which is smooth because it is a base change of R(P )→ R(Q). 
Theorem 6.5.7. Log smoothness is a local property (§2.3) of LDS and PLDS morphisms.
Log smooth morphisms are stable under composition and base change in the category of
fine LDS / PLDS (§5.10).
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Proof. It is clear from criterion (2) in Theorem 6.5.2 that log smoothness is local. The
proofs of the other statements are the same in LDS and PLDS so we will just give the
LDS proofs.
For stability under composition, suppose f : X → Y and g : Y → Z are log smooth
and x ∈ X. Since g is log smooth at f(x), we can find a neighborhood (V,W ) of f(x) in
g and a smooth chart
P
a //MY (V )
Q
h
OO
//MZ(W )
g†
OO
(6.5.1)
for g : V → W . Since f is log smooth at x we can find a neighborhood (U, V ) of x in f
and a smooth chart
R //MX(U)
P
k
OO
a //MY (V )
f†
OO
(6.5.2)
for f : U → V (we can assume this V is the same as the old V after shrinking the old V
if necessary). We then have a cartesian DS diagram
U // U ′′

// U ′ //

R(R)

V // V ′ //

R(P )

W // R(Q)
(6.5.3)
where the cartesian squares define U ′′, U ′, and V ′. The map V → V ′ is smooth since
(6.5.1) is smooth, hence U ′′ → U ′ is smooth by stability of smooth DS morphisms under
base change. The map U → U ′′ is smooth since (6.5.2) is a smooth, hence the composition
U → U ′ is also smooth, hence
R //MX(U)
Q //
kh
OO
MZ(W )
(gf)†
OO
is a smooth chart for gf : U →W so gf is smooth at x.
For stability under base change, suppose
X
p2 //
p1

X2
f2

X1
f1 // Y
is a cartesian diagram in the category of fine LDS and f2 is log smooth. Fix a point
x ∈ X and set xi := pi(x), y := f1(x1) = f2(x2). We want to prove p1 is log smooth at x.
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Since X1 and Y are fine and f2 is log smooth at x2, we can find (using Lemma 5.2.10) a
neighborhood (U1, V ) of x1 in f1, a neighborhood (U2, V ) of x2 in f2, and fine charts
P1 //MX1(U1)
Q
b //
h1
OO
MY (V )
f†1
OO
and P2 //MX2(U2)
Q
b //
h2
OO
MY (V )
f†2
OO
for f1 : U1 → V and f2 : U2 → V so that the chart on the right is smooth. Set P ′ :=
P1 ⊕Q P2. If we let U ′ denote the fiber product U1 ×V U2 taken in LDS (not in fLDS)
then
P ′ //MU ′(U ′)
P1
OO
//MX1(U1)
π†1
OO
is a finitely generated (but not necessarily fine) chart for π1 : U
′ → U1 and the DS
morphism
g : U ′ → U1 ×R(P1) R(P ′) = U1 ×R(Q) R(P2)
is smooth because it is a base change of U2 → V ×R(Q) R(P2). Let P := (P ′)int. Then
U := (U ′)int ∼= U ′ ×R(P ′) R(P ) (c.f. (6.3.2) in §5.10) is a neighborhood of x in X and
P //MX(U)
P1
OO
//MX1(U1)
p†1
OO
is a smooth chart for p2 : U → U1 because U → U1 ×R(P1) R(P ) is nothing but the base
change g ×R(P ′) R(P ) of g. 
Lemma 6.5.8. Let X be a log smooth differentiable space, x a point of X such that
P =MgpX,x is torsion free (every point of X has this property if X is fs). Then there is a
neighborhood U of x and a characteristic chart P →MX(U) at x (Definition 5.2.1) such
that the corresponding DS morphism U → R(P ) is smooth.
Proof. By Proposition 6.5.5 we can find a neighborhood V of x and a fine chart h :
Q → MX(V ) so that the corresponding DS morphism h : V → R(Q) is smooth. Set
G := h−1x OX,x. Since h is a chart, the map Q/G → P =MX,x is an isomorphism, hence
Qgp/Ggp → P gp is an isomorphism. By Lemma 1.1.5 and the hypothesis on P gp we in
fact have a splitting of monoids G−1Q = Ggp ⊕ P . Since Q → G−1Q is a localization,
R(G−1Q) ⊆ R(Q) is an open subspace, whose preimage U under h : V → R(Q) still
contains x. The restriction h|U : U → R(G−1Q) is still a smooth DS morphism because
it is a base change of h. As discussed in Example 5.9.1, the differentiable space R(Ggp)
is a smooth manifold in the usual sense (it is not merely log smooth), so the projection
π : R(G−1Q) = R(Ggp) × R(P ) → R(P ) is not only log smooth, but π is a smooth DS
morphism. The composition k : U → R(P ) of h|U and π also has k smooth. The map
k corresponds to a monoid homomorphism k : P → MX(U) whose composition with
MX(U)→MX,x = P is the identity. Consequently, we can assume (Lemma 5.2.8), after
possibly shrinking U to a smaller neighborhood of x (which won’t destroy smoothness),
that k is a chart as desired. 
86 W. D. GILLAM AND S. MOLCHO
The following “positive” variant of Lemma 6.5.8 is proved in the same manner (replace
Example 5.9.1 with Example 5.9.2).
Lemma 6.5.9. Let X be a positive log smooth differentiable space, x a point of X such
that P =MgpX,x is torsion free (every point of X has this property if X is fs). Then there
is a neighborhood U of x and a characteristic chart P →MX(U) at x (Definition 5.2.1)
such that the corresponding DS morphism U → R+(P ) is smooth.
6.6. Proof of Theorem 6.5.2. Clearly (1) =⇒ (2). The difficulty is to prove (2) =⇒ (1).
Suppose (2) holds so we have a smooth chart
S
c //MX(U)
T
OO
d //MY (V )
f†
OO
for f : U → V for a neighborhood (U, V ) of x in f . We can (and will) shrink (U, V ) to
any smaller neighborhood of x in f and the restricted chart continues to be smooth on the
smaller neighborhood. We want to show that (1) holds, so consider a neighborhood W of
f(x) in Y and a fine chart b : Q →MY (W ). The conclusion we want to make allows us
to shrink (f−1(W ),W ) to smaller neighborhoods of x in f , so we can shrink (f−1(W ),W )
and (U, V ) if necessary to assume (f−1(W ),W ) = (U, V ). Shrinking further if necessary,
Lemma 5.2.11 implies that we can assume there is a fine chart b′ : Q′ → MY (V ) and
monoid homomorphisms g : Q → Q′ and t : T → Q′ with d = b′t and b = b′g. By the
Shrinking Argument, we can assume, after possibly shrinking again, that the monoids T ,
Q′, and Q are all equal to their localizations at the preimage of O∗Y,f(x) and that S is
equal to its localization at the preimage of O∗X,x so that S → MX,x is an isomorphism.
In particular, we can assume the sharpening t : T → Q′ of t is an isomorphism. Set
P ′ := S ⊕T Q′. The monoid P ′ is fine: it is finitely generated because S and Q′ are
finitely generated; it is integral because t is the pushout of T ∗ → (Q′)∗ by Lemma 1.2.11
so P ′ = S ⊕T ∗ (Q′)∗ and S is integral. We have a commutative diagram
S
s // P ′
a′ //MX(U)
T
OO
t // Q′
h
OO
b′ //MY (V )
f†
OO
(6.6.1)
with a′s = c. Since s is a pushout of t, the map s : S → P ′ is an isomorphism, hence
P
′ → MX,x ∼= S is an isomorphism, hence we can assume a′ is a chart after possibly
shrinking again (Lemma 5.2.7). Using the fact that the big square in (6.6.1) is a smooth
chart and the left square is pushout, we see easily that the right square in (6.6.1) is
a smooth chart using stability of smooth DS morphisms under composition and base
change. Now we forget about the left square in (6.6.1) and obtain the desired conclusion
via the following:
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Lemma 6.6.1. Suppose f : X → Y is a map of fine LDS or fine PLDS, x ∈ X, the
square in the solid diagram
P
t // P ′
a′ //MX(X)
Q
g //
k
OO
Q′
h
OO
b′ //MY (Y )
f†
OO
is a smooth chart for f , and the composition b := b′g is a fine chart for MY . Then, after
possibly replacing X with a neighborhood of x, the diagram can be completed as indicated
using some fine monoid P so that:
(1) The maps R(P ′) → R(P ⊕Q Q′) and R+(P ′) → R+(P ⊕Q Q′) are e´tale DS mor-
phisms.
(2) The “big” square is also a smooth chart for f .
Proof. First of all, (1) (plus the knowledge that a := a′t is a fine chart for MX and k is
monic) implies (2) because the only issue is then to show that the DS morphism
X → Y ×R(Q) R(P )(6.6.2)
is smooth. But (6.6.2) is a composition of
X → Y ×R(Q′) R(P ′),
which is smooth because the original chart witnesses log smoothness, and a base change
Y ×R(Q′) R(P ′) → Y ×R(Q′) R(P ⊕Q Q′) = Y ×R(Q) R(P )
of the map in (1), hence (6.6.2) is smooth. The same argument of course applies in the
“positive” context using the positive version of (1).
We now prove (1) by carefully constructing P , k, t—we use roughly the same argument
Kato uses to produce the charts in his Chart Criterion for Log Smoothness [Kat1, 3.13].
Let F ′ := (a′x)
−1O∗X,x be the face of the chart a′ at x, so we have an isomorphism P ′/F ′ ∼=
MX,x. By the Shrinking Argument, we can assume, after possibly replacing X with a
neighborhood of x, that P ′ = (F ′)−1P ′, so that F ′ = (P ′)∗ (Lemma 1.2.2). Choose p =
(p1, . . . , pr) : N
r → P ′ so that the images of the pi in the Q vector space ((P ′)gp/(Q′)gp)⊗Q
form a basis (this can be done because the image of P ′ certainly spans this vector space).
Consider the monoid homomorphism s := (hg, p) : Q ⊕ Nr → P ′ and its groupification
sgp : Qgp ⊕ Zr → (P ′)gp. Set y := f(x). Since b and b′ are charts, bgpy : Qgp → MgpY,y
is surjective and similarly for b′, Q′, so Qgp and (Q′)gp have the same image in MgpX,x =
(P ′)gp/F ′ (namely the image of (f
†
x)
gp). It follows from this and our choice of p that the
composition of sgp and the projection (P ′)gp → (P ′)gp/F ′ has (finitely generated) torsion
cokernel K. Suppose p′ ∈ (P ′)gp is a lift of one of the generators of K, so that we can
write mp′ = sgp(q, v) (modulo F ′) for some (q, v) ∈ Qgp ⊕ Zr and some integer m > 1.
Then we can sit Qgp⊕Zr inside a “larger” abelian group A defined by the pushout square
Z
(q,v) //
·m

Qgp ⊕ Zr
i

Z // A
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and extend sgp to t := (sgp, p′) : A → (P ′)gp so that p′ is in the image of t modulo
F ′. Note that ·m becomes an isomorphism after applying ⊗Q, hence so does its pushout
i. Repeating this process for each generator of K, we eventually produce an inclusion
i : Qgp ⊕ Zr →֒ A of finitely generated abelian groups with i ⊗ Q an isomorphism, and a
group homomorphism t : A → (P ′)gp extending sgp such that the composition of t and
(P ′)gp → (P ′)gp/F ′ is surjective. Set P := t−1(P ′), so we have a monoid homomorphism
t : P → P ′, and an inclusion k : Q →֒ P of monoids (and even an inclusion Q⊕Nr →֒ P ).
Set a := a′k, and let F := t−1(F ′) = a−1x O∗X,x. By Lemma 1.1.2, P is a fine monoid,
F = P ∗, and P → P ′ ∼=MX,x is an isomorphism, hence Lemma 5.2.7 implies that, after
possibly shrinking X to a neighborhood of x, a is a chart for MX . It is clear that P gp
contains Qgp ⊕ Zr and is contained in A, so the inclusions Qgp ⊕ Zr →֒ P gp →֒ A all
become Q vector space isomorphisms upon application of ⊗Q.
We now show that the maps in (1) are e´tale. Let G′ := (b′y)
−1O∗Y,y, G := b−1y O∗Y,y be
the faces of b′ and b at y. We have a commutative diagram of monoids
P // T
e // P ′
G−1Q //
k
OO
(G′)−1Q′
h
OO
Q
OO
// Q′
OO
(6.6.3)
where the top square is a pushout defining the monoid T . We have Q/G ∼= Q′/G′ ∼=
MY,y because b and b′ are charts, so the map of monoids G−1Q → (G′)−1Q′ induces
an isomorphism on sharpenings, hence so does its pushout P → T , hence e : T → P ′
also induces an isomorphism e : T → P ′ because P → P ′ is an isomorphism. The map
R(G−1Q) →֒ R(Q) is an open embedding (and similarly with R replaced by R+ and/or G,
Q replaced by G′, Q′), so R(T ) →֒ R(Q′⊕QP ) is also an open subspace through which the
first map in (1) factors (and similarly with R replaced by R+), so we reduce to showing
the the maps R(P ′) → R(T ) and R+(P ′) → R+(T ) are e´tale. Since e is an isomorphism,
Lemma 5.9.4 reduces us to proving that egp has torsion cokernel and cokernel. This is the
same thing as proving egp ⊗Q is an isomorphism of Q vector spaces. Groupification and
tensoring with Q preserve direct limits, so (6.6.3) yields a pushout diagram
P gp ⊗Q // T gp ⊗Q e
gp⊗Q // (P ′)gp ⊗Q
Qgp ⊗Q
kgp⊗Q
OO
// (Q′)gp ⊗Q
OO(6.6.4)
of Q vector spaces. Pick a basis v1, . . . , vm for (Q
′)gp⊗Q. Since P gp⊗Q = (Qgp⊕Zr)⊗Q,
the standard basis vectors ei ∈ Zr map to a basis for the cokernel of kgp⊗Q, hence, since
the square is a pushout, their images ei in T
gp ⊗Q, together with the vi, form a basis for
T gp⊗Q. But by construction, this basis for T gp⊗Q maps to the basis v1, . . . , vm, p1, . . . , pr
for (P ′)gp ⊗Q under egp ⊗Q.

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6.7. Manifolds with corners. Let us now briefly explain how manifolds with corners
arise naturally in the setting of (positive) log differentiable spaces.
Definition 6.7.1. (Provisional) A manifold with corners is a differentiable space locally
isomorphic to an open subspace of Rn+ (§2.7) for various n.
Notice that any differentiable space which is smooth over a manifold with corners is
itself a manifold with corners.
Definition 6.7.2. A fine log structure MX on a space X is called free iff MX,x is a free
monoid (§1.1) for every x ∈ X.
Lemma 5.2.8 implies that a free log structure admits a characteristic chart Nr →
MX(U) near any given point, hence every free log structure is fs. Observe that the
question of whether a fine log structure is free depends only on the characteristic MX . In
other words, freeness is really a property of the (fine) sharp monoidal space X underlying
a fine log space X (the image of X under the functor (5.5.2) of §5.5).
Proposition 6.7.3. Let X be a log smooth differentiable space (resp. positive log smooth
differentiable space) with free log structure. Then the underlying differentiable space X is
a smooth manifold10 (resp. a manifold with corners in the sense of Definition 6.7.1).
Proof. Since (Nn)gp = Zn is free, this follows easily from Lemma 6.5.8 (or Lemma 6.5.9 in
the positive case). 
Motivated by the above result, we make the following
Definition 6.7.4. A manifold with corners is a positive log smooth differentiable space
X with free log structure (Definition 6.7.2).
For example, R+(N
n) (Example 6.2.1) is a manifold with corners by this definition.
This definition is also local in nature, so anything locally isomorphic in PLDS to an
open subspace of R+(N
n) is again a manifold with corners. Our next task is to reconcile
Definitions 6.7.1 and 6.7.4. We first need an “invariance of domain” result.
Lemma 6.7.5. Let Z ⊆ Rn be the closed subspace given by the union of the first k
coordinate hyperplanes. The small ideal of Z (i.e. the ideal of smooth functions vanishing
on Z as in §2) is generated by x1 · · · xk.
Proof. The proof is by induction on k. The case k = 0 is trivial, so we now assume k > 0.
The result can be checked on stalks and follows from the induction hypothesis away from
the origin, so we can concentrate on the stalk of this ideal at the origin. Consider a smooth
function f defined on a neighborhood U of the origin and vanishing on Z ∩ U . We must
show that f = x1 · · · xkv for a smooth function v after possibly restricting to a smaller
neighborhood of the origin. Set
g(t, x) := f(x1, . . . , xk−1, txk, xk+1, . . . , xn).
10We remind the reader that our sense of “smooth manifold” is purely local: We do not demand that
the underlying topological space be paracompact, nor even Hausdorff.
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Using the fact that f vanishes on the kth coordinate hyperplane, together with the Fun-
damental Theorem of Calculus and the Chain Rule, we compute
f(x) = g(1, x)− g(0, x)
=
∫ 1
0
∂g
∂t
(t, x)dt
=
∫ 1
0
∂(txk)
∂t
∂f
∂xk
(x1, . . . , txk, . . . , xn)dt
= xk
∫ 1
0
∂f
∂xk
(x1, . . . , txk, . . . , xn)dt,
which shows that we can write f = xkh for a smooth function h defined on U . Since f
vanishes on the first k − 1 coordinate hyperplanes, h must vanish on the complement W
of the kth coordinate hyperplane in the union Z ′ of the first k− 1 coordinate hyperplanes.
But W is dense in Z ′, so by continuity h vanishes on Z ′ and hence by induction we can
write h = x1 · · · xk−1v for some smooth function v on some neighborhood of the origin.
Then we have f = x1 · · · xkv as desired. 
Lemma 6.7.6. The differentiable spaces X = Rk+ × Rn−k (with coordinates x1, . . . , xn)
and Y = Rl+ × Rn−l (with coordinates y1, . . . , yn) are diffeomorphic iff k = l. For any
diffeomorphism f : X → Y , there is a permutation σ of {1, . . . , k} such that f∗yi = uixσ(i)
for positive units ui ∈ Γ(X,O>0X ) for i = 1, . . . , l.
Proof. First of all, if f : X → Y is any isomorphism of differentiable spaces, and Z ⊆ X
is any closed subset of the space underlying X, then it is clear that f restricts to an
isomorphism of differentiable spaces Z → f(Z) when Z (resp. f(Z)) is given the small
induced structure from X (resp. Y ) (§2). Equivalently, the ideal Ismall(Z) of OX coincides
with the ideal f−1Ismall(f(Z)).
Suppose f : X → Y is a diffeomorphism as in the lemma. Since f is, in particular, a
homeomorphism, it must take the topological boundary ∂X of X homeomorphically onto
the topological boundary ∂Y of Y . By Lemma 6.7.5, the small ideal of ∂X is generated
by x1 · · · xk and the small ideal of ∂Y is generated by y1 · · · yl, so f restricts to a DS
isomorphism ∂f : Z(x1 · · · xk) → Z(y1 · · · yl). (Although Lemma 6.7.5 concerns Rn, it
implies the analogous results for X and Y because the structure sheaves of the latter are
quotients of the structure sheaf of Rn.) It is understood in the remainder of the proof
that ∂X = Z(x1 · · · xk) and ∂Y = Z(y1 · · · yl) are given the small induced differentiable
space structures from X and Y . The module of differentials Ω∂X (relative to R of course)
is generated by dx1, . . . , dxn subject to the relation
0 = d(x1 · · · xn)
= x2 · · · xkdx1 + x1x3 · · · xkdx2 + · · · + x1 · · · xk−1dxk.
The points x of ∂X contained in only one of the coordinate hyperplanes Z(x1), . . . ,Z(xk)
have Ω∂X,x ∼= Rn−1, while the points in two or more of these coordinate hyperplanes have
ΩX,x ∼= Rn. Consequently, ∂f must take the open subspace W ⊆ ∂X of points x of the
former type homeomorphically onto the analogous open subspaceW ′ ⊆ ∂Y . But W is the
disjoint union, over i = 1, . . . , k, of the subspaces
Z(xi)
′ := Z(xi) \ (Z(x1) ∪ · · ·Z(xi−1) ∪ Z(xi+1) ∪ · · · ∪ Z(xk))
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of X and W ′ is the disjoint union, over i = 1, . . . , l of the analogous subspaces Z(yi)
′
of Y , hence we must have k = l and there is a permutation σ of {1, . . . , k} such that
f−1(Z(yi)
′) = Z(xσ(i))
′ for i = 1, . . . , k. The homeomorphism f also preserves closures,
and the closure of Z(xi)
′ in X is Z(xi), so we also have f
−1(Z(yi)) = Z(xσ(i)) for i =
1, . . . , k. But yi generates the small ideal of the closed subpace Z(yi) and xσ(i) generates
the small ideal of the closed subspace Z(xσ(i)), so the ideal of OX generated by f∗yi
coincides with the one generated by xσ(i), which implies the desired result. The units ui
are necessarily positive since f∗yi and xσ(i) are non-negative. 
Lemma 6.7.7. Let X and Y be open subspaces of the positive log differentiable space
R+(N
n). Any DS isomorphism f : X → Y lifts uniquely to an LDS isomorphism f :
X → Y .
Proof. Such a lift f , if it exists, is certainly unique since the structure map αY for the
log structure on Y is monic (it is just the inclusion of the subsheaf of monoids generated
by the units and the coordinate functions). It therefore suffices to construct a lift locally
(the unique lift of f−1 then serves as an inverse for the lift f). Locally, we are in the
situation of the previous lemma and it is clear from that lemma and the description of the
log structure on R+(N
n) that we have the desired lift. 
Theorem 6.7.8. If X ∈ DS is a manifold with corners in the sense of Definition 6.7.1,
then there is a unique positive log structure MX on X which restricts to the usual one
(Example 6.2.1) on any chart of X. The positive log differentiable space X := (X,MX)
is a manifold with corners in the sense of Definition 6.7.4.
Proof. Choose an atlas of open subspaces U i ⊆ R+n (the n can vary with i) and diffeo-
morphisms f
i
: U i → X onto open subspaces of X whose images cover X. View U i as a
positive log differentiable space Ui by pulling back the usual log structure on R
n
+ = R(N
n).
By Lemma 6.7.7, the gluing automorphisms (transition functions) f
ij
∈ AutDS(U ij) lift
(uniquely) to PLDS isomorphisms fij which inherit the cocycle condition from the f ij
in light of the uniqueness. The Ui then form an atlas for a positive log structure on X
which is clearly as desired. The uniqueness follows easily from the uniqueness statement
in Lemma 6.7.7. 
Proposition 6.7.3 and Theorem 6.7.8 show that manifolds with corners in the sense of
Definitions 6.7.1 and 6.7.4 are “the same thing.” However, we view Definition 6.7.1 as
being “inferior” in that it does not give the right notion of morphisms of manifolds with
corners. It should be emphasized here that the log structure in Theorem 6.7.8 is not
functorial in X ∈ DS—thought it is functorial under isomorphisms.
Proposition 6.7.9. Let X be a log smooth log differentiable space (resp. positive log
differentiable space).11 Then the boundary ∆X (§6.4) is also log smooth. The boundary
of a manifold with corners is a manifolds with corners.
Proof. The question is local, so we can assume X has a smooth global chart P →MX(X)
with P fine. By general properties of the boundary construction ((B6) of §6.4) we have a
11The conclusion and proof will make sense in many other contexts.
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cartesian diagram
∆X

// ∆A(P )

X // A(P )
in LDS (resp. PLDS) where A(P ) denotes R(P ) (resp. R+(P )). Since the horizontal
arrows are strict, the underlying diagram in DS is also cartesian, so, since smooth DS
morphisms are stable under base change and the bottom horizontal arrow is smooth by
definition of “smooth chart”, the top horizontal arrow is smooth on the underlying differ-
entiable spaces—but we also have
∆A(P ) =
∐
F
A(F ),
where F runs over maximal proper faces of P , so, near any point of ∆X we obtain a smooth
chart using one of these F . In the manifolds with corners case we can take P = Nn, hence
each F is Nn−1. 
6.8. Kato-Nakayama space. In [KN], Kato and Nakayama explained how to associate,
to a fine log analytic space X, a topological space XKN, which we call the Kato-Nakayama
space (or just the KN space) of X. This space comes with a natural proper, surjective map
of topological spaces τ : XKN → X. In fact, Kato and Nakayama explain how to endow
XKN with a natural sheaf of C-algebras so that τ becomes a map of ringed spaces over C
(the ringed space XKN is not locally ringed in general). The purpose of this section is to
revisit this construction from the point of view of differential geometry. We will interpret
the KN space as a functor
LAS → PLDS(6.8.1)
X 7→ XKN
from fine log analytic spaces to fine positive log differentiable spaces.
The topological space XKN can be constructed for any log analytic space (fine or not)
as follows: Points of XKN are pairs (x, f) consisting of a point x of X and a group
homomorphism f :MgpX,x → S1 satisfying f(u) = u(x)/|u(x)| for each u ∈ O∗X,x ⊆MX,x.
Define a function τ : XKN → X by τ(x, f) := x. Given an open subspace U of X and a
section m ∈ MX(U), we obtain a tautological function φm from τ−1(U) to S1 by setting
φm(x, f) := f(mx). We endow the set X
KN with the smallest topology so that τ and the
maps φm are continuous (for the usual metric topology on S
1).
It is worth noting that the above construction can be made for a prelog analytic space X
and that the resulting topological space XKN depends only on the associated log analytic
space of X.
If one runs through the above construction in the case where X = C(P ) is the fine log
analytic space associated to a fine monoid P , then one finds the following equality on the
level of topological spaces:
C(P )KN = R+(P )× S1(P ),(6.8.2)
where
S1(P ) := HomMon(P, S
1) = HomAb(P
gp, S1)
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has its usual smooth manifold structure—it is a finite disjoint union of tori and represents
the functor X 7→ HomAb(P gp, S1(X)), where S1(X) is the group of DS-morphisms X →
S1 for the usual group object structure of S1. The point is that a pair (x, y) ∈ R+(P )→
S1(P ) determines a point τ(x, y) = xy ∈ A(P ) (i.e. a monoid homomorphism P → C) by
composing (x, y) : P → R+ × S1 with the multiplication map R+ × S1 → C (thinking of
R+ = R≥0 and S
1 as multiplicative submonoids of C in the usual way). (The y in the
pair (x, y) can serve as the f in the general Kato-Nakayama construction, so that (x, y) 7→
(xy, y) yields the homeomorphism from the RHS of (6.8.2) to the usual construction of
the KN space of A(P ).) The point is to promote the equality (6.8.2) on the level of
topological spaces to the level of positive log differentiable spaces, endowing R+(P ) with
its usual positive log structure.
Theorem 6.8.1. There exists a functor F : LAS→ PLDS from fine log analytic spaces
to fine positive log differentiable spaces satisfying the following properties:
(1) F preserves finite inverse limits.
(2) If X ∈ LAS has trivial log structure, then F (X) = XDS is the differentialization
of X (§2.6) with the trivial positive log structure.
(3) If P is a fine monoid and C(P ) is the associated fine log analytic space, then
F (C(P )) = R+(P )× S1(P ) in PLDS.
Any other functor satisfying these properties is isomorphic, via a unique isomorphism, to
F .
Proof. Many details in the proof are routine tedium; we will highlight the main points.
For a fine monoid P , we set FP := R+(P )× S1(P ) to ease notation. Say X is a fine log
analytic space. Then, at least locally, X has a fine chart P →MX(X). This chart gives
a cartesian diagram
X //

C(P )

X // C(P )
in LAS. If the three axioms are to hold, FX is determined by the cartesian diagram
FX //

FP

XDS // C(P )DS
in PLDS. The main claim is that FX, thus defined, does not depend (up to canonical
isomorphism) on the chosen chart. If we assume this claim, then we can construct such
a functor F as follows: Choose an open cover {Ui} of each X ∈ LAS on which X has a
fine chart. Choose such a chart Pi →MX(Ui). Choose a cartesian product FUi as above.
Then, assuming the claim, we can glue the FUi (defined by our chosen cartesian diagrams)
along the canonical isomorphisms to define FX. Assuming we made the obvious choices
when X = X and when X = C(P ), the resulting functor will satisfy the three axioms.
The essential uniqueness of the functor F is established similarly from the claim.
Now we prove the claim. Suppose we have two global charts P,Q ⇒ MX(X). We
want to show that the (fine) positive log differentiable spaces FP (X) and FQ(X) defined
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by the above recipe are canonically isomorphic. Since we are going to show that the
isomorphism is canonical anyway, we can fix some point x ∈ X and work locally near x.
By Lemma 5.2.11 we can therefore assume that P and Q both map to a third chart R (we
have introduced here the choice of such a third chart R receiving maps from P and Q).
This gives us a commutative diagram in PLDS
FR(X) //

FR //

FP

XDS // C(R)DS // C(P )DS
(6.8.3)
where the left square is cartesian by definition of FR(X). (We have a similar diagram with
P replaced by Q.) Now, if we knew the right square was cartesian, then the “big square”
would be cartesian, and we would have a canonical isomorphism FR(X) ∼= FP (X) resulting
from the fact that both spaces make the big square cartesian. We first check that this
right square is cartesian when P → R is a localization. In this case, the horizontal arrows
in the right square are open embeddings and the cartesianness can hence be checked on
the level of underlying sets, which is easily done. Now by the Shrinking Argument and the
case just handed, we reduce to treating the case where h : P → R induces an isomorphism
on sharpenings P → R. By Lemma 1.2.2, this means we have a pushout diagram
P ∗

h∗ // R∗

P
h // R
(6.8.4)
of fine monoids. Thinking in terms of the “modular” interpretations of thePLDS involved,
the cartesianness of the right square in (6.8.3) is equivalent to the following: Suppose
Y ∈ PLDS and we have monoid homomorphisms
(a, b) : P → MY (Y )× S1(Y )
g : R → C(Y ) = OY (Y )×R C
so that
a · b = gh : P → C(Y ) = OY (Y )⊗R C.(6.8.5)
Here S1(Y ) is the group of DS-morphisms Y → S1, C(Y ) is the monoid of DS-morphisms
Y → C, a : P → R+(Y ) is the map induced by a, and the · in a · b makes use of the map
R+ × S1 → C(6.8.6)
of monoid objects in DS given by (λ, u) 7→ λu. We need to show that there is a unique
monoid homomorphism
(c, d) : R → MY (Y )× S1(Y )
so that (a, b) = (c, d)h and g = c · d. Since we have the pushout diagram (6.8.4), such a
(c, d) is the same thing as a monoid homomorphism
(c∗, d∗) : R∗ → M∗Y (Y )× S1(Y ) = R>0(Y )× S1(Y )
satisfying (a∗, b∗) = (c∗, d∗)h∗ and g∗ = c∗ · d∗. The map (6.8.6) induces an isomorphism
R>0 × S1 → C∗(6.8.7)
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of group objects in DS, and hence an isomorphism of groups
R>0(Y )× S1(Y ) → C∗(Y ),
so that (c∗, d∗) is uniquely determined by g∗ and the requirement that g∗ = c∗ · d∗; the
other necessary equality (a∗, b∗) = (c∗, d∗)h∗ then results from (6.8.5).
The result above yields an isomorphism FP (X) ∼= FR(X) and a similar isomorphism
FQ(X) ∼= FR(X), hence an isomorphism FP (X) ∼= FQ(X). To know that this isomorphism
is truly canonical, we have to argue that it doesn’t depend on the chosen chart R receiving
maps from Q and P . But this argument is routine: If we chose a different such R, say R′,
then we find some R′′ to which both R and R′ map, then we argue that the isomorphism
FP (X) ∼= FQ(X) constructed using R (or R′) coincides with the one constructed using
R′′ (all of these isomorphisms ultimately result from the essential uniqueness of cartesian
products). 
6.9. Scholium. The purpose of this section is to clear up some issues with our approach
that might be in the minds of readers familiar with log geometry in the algebraic setting.
This discussion is not logically necessary for the comprehension of the rest of the paper
and can safely be skipped by the uninterested reader.
If X is a scheme and U ⊆ X is an open subscheme, one often considers the log structure
NU/X := {f ∈ OX : f |U ∈ O∗U}
on X given by functions “invertible on U”. In general this will be very ill-behaved (or
uninteresting by Hartog’s Theorem) unless the complementary closed subsetD is a divisor.
If the pair (U,X) is locally isomorphic to (T,X(∆)) for some toric variety X(∆) with torus
T , then a foundational result of Kato ensures that NU/X is a fine log structure. However,
even if X is a toric variety andD ⊆ X is a torus-invariant Cartier divisor, the log structure
NU/X need not be quasi-coherent (e.g. take X = SpecC[x, y, u, v]/(xy − uv), D = Z(x)).
Thus Ogus was motivated to study “mildly incoherent” (or “psuedo-coherent”... there is
no accepted terminology) log structures. The log structures NU/X have a certain appeal
in light of their “topological nature” (for example, it is easy to understand their pullbacks,
and hence it is often easy to produce maps between them), but one must be a bit careful
with their usage.
In the setting of differential geometry, the log structure NU/X as defined above is very
poorly behaved and probably should never be considered. For example, even in the “sim-
plest possible case” X = R (with coordinate x), U = R∗, D = Z(x), the log structure
NU/X contains the fine log structure
MX := {xnu : n ∈ N, u ∈ O∗X}
that we would normally use, but it is “much bigger” because NU/X will contain functions
with zero Taylor series at the origin, and such functions cannot be in MX because the
nth derivative of xnu at the origin is n!u(0) 6= 0. In fact, one can show that the stalk at
the origin NU/X,0 defines a log structure on the ring OX,0 of germs of smooth functions
on R at the origin which is not finitely generated (not of the form P a for any monoid
homomorphism P → OX,0 with P finitely generated). For reasons of this nature, we will
never make use of the log structures NU/X in this paper.
Our definition of “log smooth” (Definition 6.5.3) is a rather subtle variation on Kato’s
chart criterion for log smoothness. In log algebraic geometry one begins by defining
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formally log smooth maps to be the class of maps with the (local) right lifting property
with respect to strict square zero closed embeddings of fine log schemes. One then defines
log smooth maps to be formally log smooth maps of fine log schemes where the underlying
map of schemes is of locally finite presentation. This definition of “log smooth” has the
advantage that it is clearly closed under composition and base change. Kato then proves
that this notion of log smooth map is equivalent to another criterion in terms of charts,
much like our definition. Of course, since the two notions are equivalent, one could define
log smooth maps in terms of the chart criterion, but then it is rather challenging to prove
that such maps are closed under composition and base change. For differentiable spaces,
one cannot define the expected notion of smooth maps (§2.4) in terms of differential or
infinitesimal lifting criteria, so one cannot define log smoothness in this manner either, thus
we have resorted to working directly with the chart criterion, which is not particularly
easy. For example, one thing that concerned us early on in this work is the following
subtlety in the proof of the chart criterion: in log algebraic geometry, one always works
e´tale locally, and, e´tale locally, one can always extract nth roots of units in the structure
sheaf as long as n is invertible. There is no analogous statement for differentiable spaces
(there is no hope of extracting a square root of a negative unit). In particular, there are
various points in the proof of the chart criterion where Kato performs this e´tale local unit
extraction, so we were concerned that it might be necessary to place various additional
hypotheses on, say, the charts we would be willing to consider in the definition of log
smooth. In the end, we got everything to work without any such restrictions, but this
somewhat explains the delicacy of the proof of Theorem 6.5.2.
7. Monoidal spaces II
7.1. Proj. Let P =
∐
n Pn be an N graded monoid. The coproduct here is the direct
sum of P0 modules, which is the disjoint union on the level of sets (§1.6). We require
p + q ∈ Pm+n for p ∈ Pm, q ∈ Pn. If p ∈ Pn, then we say p is of degree n. Observe that
an N grading on a monoid P is the same thing as a monoid homomorphism P → N. By
convention, we agree that all N graded monoids are generated as monoids under P0 by P1.
This will be clear in the applications (blowup) that we have in mind.
From P , we can form a locally monoidal space ProjP , equipped with an LMS map
ProjP → SpecP0, in the same way one defines the locally ringed space ProjA associated
to a graded ring ([H, Page 76]). Points of ProjP are prime ideals12 p ⊆ P not containing
the irrelevant prime P>0 := P1
∐
P2
∐ · · · . Basic open sets in ProjP are given by
Up := {p ∈ ProjP : p /∈ p},(7.1.1)
where p ∈ P . The structure sheaf MX of X = ProjP is defined so that, for an open
subset V ⊆ ProjP , a section of MX(V ) is an element
s = (s(p)) ∈
∏
p∈V
P(p)
satisfying an evident local consistency condition. Here P(p) denotes the monoid of degree
zero elements in the Z graded localized monoid Pp. Formation of ProjP is contravariantly
functorial in the graded monoid P .
12There is no notion of “homogeneous” for ideals in a graded monoid. All elements of P and ideals of
P are of course “homogeneous” in the naive sense of being contained in one of the Pn.
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For a monoid P , let P ⊕ N be the graded monoid with the “obvious” grading
P ⊕ N =
∐
n
P × {n}
(the grading corresponding to projection on the second factor). Suppose p ⊆ P ⊕ N is a
prime not containing the irrelevant prime. Then it is easy to check that p = q× N where
q = {p ∈ P : (p, 0) ∈ p}. As in the case of graded rings, we have a natural isomorphism
Proj(P ⊕ N) = SpecP
of locally monoidal spaces. For i ∈ P1, there is a natural map of graded monoids P →
P(i) ⊕ N given by p 7→ ([p, ni], n) for p ∈ Pn. Here P(i) is the monoid of degree zero
elements in the Z-graded localized monoid Pi = (Ni)
−1P . Explicitly, elements of P(i) are
equivalence classes [p, ni] of pairs with p ∈ Pn, where (p, ni) ∼ (q,mi) iff
p+ (m+ a)i = q + (n+ a)i
for some a ∈ N. If P is integral, then P(i) can be viewed as the submonoid of P gp consisting
of elements of the form p − ni with p ∈ Pn. If P is fine and p1, . . . , pk are generators for
P , then the elements pj −nji, where nj is the degree of pj , generate P(i), thus we see that
P(i) is fine. As in the case of graded rings, the induced LMS morphisms
SpecP(i) = Proj(P(i) ⊕ N) → ProjP(7.1.2)
are the inclusions of the open subspaces Ui; these cover ProjP as i runs through a set of
generators for P1 as a P0 module. (Because of our convention, any prime ideal of P not
containing P>0 fails to contain i for some i ∈ P1.) In particular, we see that ProjP is a
fan in the sense of Definition 3.6.1, fine if P is fine.
If h : Q → P is a map of graded monoids and q ∈ Q, then it is clear from definition
(7.1.1) that (Projh)−1(Uq) = Uh(q). That is, the diagram
ProjP

// ProjQ

SpecP(f(q)) // SpecQ(q)
is cartesian, so the map h is “affine”. In particular, if h is surjective, then so is Qq → Pf(q)
and so is the degree zero part of this map, so, locally on the base, Projh is given by Spec
of a surjective map of monoids.
Example 7.1.1. In Example 1.8.3, we encountered the N-graded monoid NS of functions
f : S → N associated to a finite set S with grading |f | := ∑s∈S f(s). Taking S =
{0, . . . , n}, we can define the fan Pn using the Proj construction via the formula
Pn := Proj(NS).
The reader may which to review the Proj construction by showing that Pn can be built
by gluing n+ 1 copies of An = SpecNn in “the usual way.”
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7.2. Blowup. For any monoid P , we define the blowup of an ideal I ⊆ P to be the locally
monoidal space BlI P over SpecP given by Proj of the graded Rees monoid
R := P
∐
I
∐
I2
∐
· · · .(7.2.1)
Here In is the ideal of P consisting of elements of P of the form i1 + · · · + in where
i1, . . . , in ∈ I. When P is integral and i ∈ I = R1, R(i) can be viewed as the submonoid of
P gp consisting of elements of the form t− ni, where t ∈ In and n ∈ N, and the structure
map P → (Ri)0 is just the natural inclusion p 7→ p− 0i. Since I is finitely generated when
P is fine (§1.2), it is clear that R is fine when P is fine, hence BlI P is a fine fan covered
by finitely many opens SpecR(i). The structure map P → R(i) is an injective map of
monoids inducing an isomorphism on associated groups. We have proved:
Proposition 7.2.1. For a fine monoid P and an ideal I ⊆ P , the blowup BlI P is a fine
fan over SpecP which can be covered by finitely many opens SpecQ such that P → Q is
an injective map of fine monoids inducing an isomorphism on associated groups.
Example 7.2.2. Consider the case where P = Nm and I = Nm\{0} is the unique maximal
ideal of P . Then
In = {(a1, . . . , am) ∈ P :
m∑
i=1
ai ≥ n}.
Let e1, . . . , en ∈ P be the standard basis vectors. For i = 1, . . . ,m, the monoid (Rei)0 is
the free submonoid of P gp = Zm generated by
e1 − ei, . . . , ei−1 − ei, ei, ei+1 − ei, . . . , em − ei,
and the monoid homomorphism P → (Rei)0 is the natural inclusion. This will ring a bell
for anyone who has blown up the origin in An.
7.3. Charts and coherence. Here we introduce various coherence conditions on locally
monoidal spaces and sharp monoidal spaces.
Definition 7.3.1. An LMS morphism f : X → Y is called strict iff f † : f−1MY →MX
is an isomorphism. A strict morphism from X ∈ LMS to (SpecP,MP ) for some monoid
P , is called a chart for X. For X ∈ SMS, a strict morphism f : X → (SpecP,MP ) will
also be called a chart.
Definition 7.3.2. A locally monoidal space or sharp monoidal space is called quasi-
coherent (resp. locally finite type, fine, fs, free, . . . ) iff it locally admits a chart (resp.
where the monoids P can be taken finitely generated, fine, fs, free, . . . ). We denote the
full subcategory of LMS (resp. SMS) consisting of fine locally monoidal spaces (resp. fine
sharp fans) by FineLMS (resp. FineSMS).
If (X,MX) is a quasi-coherent monoidal space (resp. locally finite type, . . . ) then the
sharpening (X,MX) is a quasi-coherent (resp. coherent, . . . ) sharp monoidal space. This
is clear from the definitions and the fact (Lemmas 1.1.1, 1.1.3) that the sharpening of a
finitely generated (resp. fine, fs, . . . ) monoid is finitely generated (resp. fine, fs, . . . ).
Example 7.3.3. Suppose X is a topological space equipped with a sheaf of (abelian)
groupsMX . Since a group is a monoid, we can view X = (X,MX) as a locally monoidal
space. First observe that
HomMS(Y,X) = HomLMS(Y,X)
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for any monoidal space Y because all monoid homomorphisms out of groups are local
(Definition 1.2.5). Recall (Example 1.4.2) that SpecA is a point when A is a group. It
follows that X is quasi-coherent iff the sheaf MX is locally constant. If this is the case,
then X is coherent iff it is fs iff the stalks of MX are finitely generated. Similarly, X is a
fan iff the space underlying X is discrete.
It might help to keep in mind the following extensions of Kato’s analogy (§3.6):
monoids : rings :: monoidal spaces : ringed spaces
:: locally monoidal spaces : locally ringed spaces
:: fans : schemes
:: locally finite type fans : locally finite type schemes
:: quasi-coherent l.m.s. : “quasi-coherent l.r.s.”
Note that “quasi-coherent locally ringed space” has an obvious definition, but, to our
knowledge, there has never been a study of such locally ringed spaces. It might therefore
seem strange to introduce the notion of, say, quasi-coherent locally monoidal spaces, but
variants of this, particularly, say, “fine sharp monoidal spaces,” arise quite naturally in
logarithmic geometry (c.f. §5) and it is certainly worth studying them systematically, as
we will soon see.
7.4. Coherent sheaves. For X ∈ MS, an MX module is a sheaf M on X equipped
with the data of anMX(U) module structure on M(U) for each open U ⊆ X making the
restriction maps M(U) → M(V ) linear for MX(U) →MX(V ) in the obvious sense (c.f.
[H, Page 109]). These modules form a category denoted Mod(MX), or just Mod(X).
The tensor product of M,N ∈ Mod(X), denoted M ⊗MX N , is defined to be the sheaf
associated to the presheaf
U 7→ M(U)⊗MX(U) N(U).
(See §1.8 for the tensor product of modules over a monoid.) It carries a natural MX
module structure.
Given a monoid P and a P moduleM , one can form anMP moduleM∼ on (SpecP,MP )
in much the same way one would form the quasi-coherent sheaf M∼ on the affine scheme
SpecA from a module M over a ring A ([H, Page 110]). The fastest way to define M∼ is
to set
M∼ := M ⊗P MP ,
where the underlines denote constant sheaves and we make implicit use of the map (3.3.1).
The stalk of M∼ at a prime p ∈ SpecP with complementary face F is given by the
localization of M at F (§1.8):
M∼p = M ⊗P MP,p(7.4.1)
= M ⊗P F−1P
= F−1M.
Definition 7.4.1. For a quasi-coherent locally monoidal space X, M ∈ Mod(X) is
called quasi-coherent (or a quasi-coherent sheaf on X) iff, locally on X, there is a chart
f : X → SpecP for X and a P module N so that M ∼= f−1(N∼) as an f−1MP ∼= MX
module. We reserve the word coherent for the case where X is fine, P can be taken fine,
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and N can be taken finitely generated. We then have an evident notion of coherent ideals
for a fine locally monoidal space.
Example 7.4.2. For any monoid P , the quasi-coherent sheaf (P gp)∼ on SpecP is the
constant sheaf P gp. Indeed, the natural map
P gp → P gp ⊗P MP
is an isomorphism because its stalk at a face F of SpecP is the natural map
P gp → P gp ⊗P F−1P,
which is an isomorphism because
P //

F−1P

P gp P gp
is a pushout diagram of monoids (equivalently, P modules) in light of the universal prop-
erty of localization.
Given a locally monoidal space X and MX module M , we obtain an MX module M
on the monoidal space (X,MX) obtained by sharpening X by setting
M := M ⊗MX MX .(7.4.2)
In particular, for a monoid P and a P module M , we obtain a module M
∼
on SpecP .
Definition 7.4.3. For a quasi-coherent sharp monoidal space X, M ∈Mod(X) is called
quasi-coherent iff, locally on X, there is a chart f : X → (SpecP,MP ) for X and a P
module N so that M ∼= f−1(N∼) as an f−1MP ∼= MX module. If P can be taken fine
and N can be taken finitely generated, then M will be called coherent.
It is clear from these definitions that M 7→ M takes quasi-coherent sheaves on X to
quasi-coherent sheaves on the sharpening X .
Lemma 7.4.4. Let X be a fine fan. An MX module M is coherent (Definition 7.4.1) iff
locally on X, there is a fine monoid P , a finitely generated P module N , an isomorphism
f : X → SpecP , and an isomorphism M ∼= f−1(N∼) of f−1MP ∼=MX modules.
Proof. The condition in question is the same as in the definition of “coherent,” except
that here “strict map” is replaced by “isomorphism.” In any case, the condition is local,
but a strict map of fine fans is a local isomorphism anyway (Lemma 3.6.5) so there is no
difference. 
Lemma 7.4.5. Let P be a monoid, M a P module, X := SpecP . Then Γ(X,M∼) =M .
For any quasi-coherent sheaf M on X, we have M = Γ(X,M)∼.
Proof. This can be proved in the same manner as the analogous statement for rings, though
the first statement is even easier here: The global section functor on SpecP is just the
stalk functor at the maximal ideal P \ P ∗ with complementary face P ∗ (see §1.4), and it
is clear from the description of the stalks of M∼ in (7.4.1) that this stalk is nothing but
M = (P ∗)−1M . 
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7.5. Relative Spec. Let X be a monoidal space, f : MX → Q a map of sheaves of
monoids on X. Let f∗LX be the inverse image of the local prime system of X under the
corresponding map f : (X,Q)→ (X,MX ) of monoidal spaces. Explicitly,
(f∗LX)x := {p ∈ SpecQx : f−1x (p) = mx}.
Set
SpecX Q := (X,Q, f
∗LX)
loc.
It is clear the the construction of (X,Q, f∗LX) ∈ PMS is contravariantly functorial in
Q ∈ MX/Mon(X), so we obtain a functor
SpecX : (MX/Mon(X))op → LMS/X(7.5.1)
called the relative Spec functor. Note that SpecXMX = X because localization retracts
L. The usual Spec functor is compatible with the relative one:
Lemma 7.5.1. Let h : P → Q be a morphism of monoids and let X := SpecP . Then we
have a natural isomorphism of locally monoidal spaces over X
SpecX(Q
∼) = SpecQ.
Proof. It is clear from the construction of inverse limits in PMS (§3.4) and the definition
of Q∼ (§7.4) that
(X,Q∼, (h∼)∗LX) //

(X,MP , LX)

(∗, Q, T ) // (∗, P, T )
is cartesian in PMS. Since localization commutes with inverse limits (it is a right adjoint),
the diagram stays cartesian after localizing, in which case the right vertical arrow becomes
an isomorphism (Lemma 3.5.2), hence the localization of the left vertical arrow furnishes
the desired isomorphism. 
Proposition 7.5.2. The relative Spec functor (7.5.1) is right adjoint to the functor
LMS/X → (MX/Mon(X))op
(f : Y → X) 7→ (f † :MX → f∗MY ).
Proof. We want to establish a natural bijection
HomLMS/X(f : Y → X,SpecX P ) = HomMX/Mon(X)(k :MX → P, f∗MY ).
By the adjointness (f−1, f∗), an element g ∈ HomMX/Mon(X)(k :MX → P, f∗MY ) is the
same thing as a completion of
(Y,MY )
g
yy
f

(X,P )
k // (X,MX )
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in MS, which is the same thing as a completion g of the solid diagram
SpecX P = (X,P, k
∗LX)
loc
τ

(Y,MY , LY )hoo
g
tt
L(f)

(X,P, k∗LX) (X,MX , LX)
k
oo
in PMS. By the universal property of localization (Theorem 3.3.1) and the fact that
L(f)loc = f (same theorem), the map g 7→ gloc yields the desired bijection, with inverse
h 7→ τh. 
Remark 7.5.3. The analog of Proposition 7.5.2 also holds for locally ringed spaces, by
the same proof, though this statement is curiously absent in [G0].
Corollary 7.5.4. The functor (7.5.1) preserves inverse limits, so that, in particular,
SpecX(P ⊗MX Q) = (SpecX P )×X (SpecX Q).
Corollary 7.5.5. Let Y be a locally monoidal space, MY → P a map of sheaves of
monoids on Y , f : X → Y an LMS morphism, f∗P = f−1P ⊗f−1MY MX the pullback
of P . Then the LMS diagram
SpecX(f
∗P )
τ

// SpecY P
τ

X
f // Y
is cartesian.
Proof. We want to show that for each LMS morphism g : Z → X, the set of LMS
morphisms h : Z → SpecY P with fg = τh is in bijective correspondence with the set
of LMS/X morphisms k : Z → SpecX(f∗P ). By the Proposition, the set of such h is
bijective with the set of completions
f∗MX // f∗g∗MZ
MY
OO
// P
h
OO
in Mon(Y ), which, by the adjointness (f−1, f∗) is bijective with the set of completions
MX // g∗MZ
f−1MY
OO
// f−1P
h
OO
in Mon(X), which, by the universal property of tensor product, is bijective with the set
of maps h : f∗P → g∗MZ , which, by the Proposition, is bijective with the set of such
k. 
The relative Spec construction is compatible with sharpening in the following sense:
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Corollary 7.5.6. Let X be a locally monoidal space, MX → P a map of sheaves of
monoids on X. Then the LMS diagram
SpecX P

// SpecX P

X // X
is cartesian and there is a natural SMS isomorphism
SpecX P = SpecX P .
Proof. Let f : X → X be the sharpening map. The X module P is nothing but f∗MX—
c.f. (7.4.2), so the cartesian diagram is just the one from the previous corollary. The natural
isomorphism is obtained from this cartesian diagram by noting that the sharpening functor
SMS → LMS is a right adjoint (to the inclusion the other way), so it preserves inverse
limits. 
Theorem 7.5.7. Let X be a fan (resp. quasi-coherent locally monoidal space), Q a quasi-
coherent monoid underMX . Then SpecX Q is a fan (resp. quasi-coherent locally monoidal
space). If X is fine and Q is integral and locally finite type, then SpecX Q is fine.
Proof. The question is local, so we can assume there is an isomorphism (resp. a strict
map) h : X → SpecP =: Y for some monoid P , and a monoid homomorphism P → R
such that Q = h−1(R∼). We have SpecY (R
∼) = SpecR by Lemma 7.5.1 and we have a
cartesian diagram
SpecX Q
f //

SpecR

X
h // Y
by Corollary 7.5.5. When X is a fan (h is an isomorphism), so is f so SpecX Q
∼= SpecR
is a fan, and when h is strict, so is its base change f (Corollary 3.4.3), so SpecX Q is
quasi-coherent. If X is fine and Q is integral and locally finite type, then we can take P
fine and R finitely type (under P , hence also absolutely) and integral. 
7.6. Integration and saturation. Let X be a locally monoidal space. Let MintX be the
sheaf associated to the presheaf U 7→ MX(U)int. The functor P 7→ P int is a left adjoint
(to the inclusion of integral monoids in monoids) so it commutes with direct limits, hence
with stalks, hence we have
(MintX )x = (MX,x)int
so we can simply write MintX,x without ambiguity. There is a natural mapMX →MintX of
sheaves of monoids on X. Set
X int := SpecXMintX .
We obtain a functor X 7→ X int which is right adjoint to the inclusion of integral locally
monoidal spaces (stalks are integral monoids) into LMS. In particular, X 7→ X int com-
mutes with inverse limits in LMS.
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If X is coherent (resp. a locally finite type fan), then locally on X there is a strict
map (resp. an isomorphism) f : X → SpecP for a finitely generated monoid P . It is
straightforward to see that MintP = (P int)∼, so from Lemma 7.5.1 and Corollary 7.5.5 we
obtain a cartesian diagram
X int

// SpecP int

X
f // SpecP
(locally on X) where the horizontal arrows are strict (resp. isomorphisms), thus we see
that X int is a fine monoidal space (resp. a fine fan).
The same constructions can be repeated with integration replaced by saturation to
obtain a functor X 7→ Xsat which takes fine locally monoidal spaces (resp. fine fans) to fs
locally monoidal spaces (resp. fs fans).
7.7. Relative Proj. In the context of locally monoidal spaces, we will make use of the
relative version of the Proj construction of §7.1, which we now summarize. To a locally
monoidal space X, an N graded sheaf of monoids on X and a map of sheaves of graded
graded monoids f :MX → P , we can associate a monoidal space ProjX P over X. Points
of ProjX P are pairs (x, z) consisting of a point x ∈ X and a prime ideal z ⊆ Px not
containing the irrelevant prime (Px)>0 and such that f
−1
x (z) = mx ⊆MX,x. For an open
subset U ⊆ X and a section p ∈ P (U), the set
Up := {(x, z) ∈ ProjX P : x ∈ U, p /∈ z}
is open in ProjX P and such opens form a basis for its topology. The structure sheaf of
ProjX P is defined similarly to the structure sheaf for usual Proj and the structure sheaf
for relative Spec. We assume for convenience that P is locally generated, as a sheaf of
monoids under P0, by global sections of P1. For a section i ∈ P1(U), we have an open
embedding
SpecU (P(i)) = ProjU (P(i) ⊕ N) ⊆ ProjX P.(7.7.1)
As U runs over opens in X and i runs over P1(U) these opens cover ProjX P .
The following basic properties of the relative Proj construction are obtained from the
analogous properties of the relative Spec construction by using the natural coverings
(7.7.1).
Lemma 7.7.1. Let P =
∐
n Pn be an N graded monoid, X := SpecP0. There is a natural
isomorphism
ProjP = ProjX(P
∼)
of locally monoidal spaces over X.
Lemma 7.7.2. Let Y be a locally monoidal space, P a graded sheaf of monoids under
MY , f : X → Y an LMS morphism, f∗P = f−1P ⊗f−1MY MX the pullback of P . Then
the LMS diagram
ProjX(f
∗P )
τ

// ProjY P
τ

X
f // Y
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is cartesian.
Lemma 7.7.3. Let X be a locally monoidal space, P a graded sheaf of monoids under
MX . Then the LMS diagram
ProjX P

// ProjX P

X // X
is cartesian and hence the top horizontal arrow induces an SMS isomorphism upon sharp-
ening.
8. Algebraic considerations
Now that we have the basic theory of monoidal spaces in place, our goal in the next
section (§9) will be to prove a kind of “resolution of singularities” theorem for (reasonable)
locally monoidal spaces with variants for fans and for sharp locally monoidal spaces. To
do this, we will bootstrap up from a similar resolution result for (reasonable) monoids. In
order to make this work, we will need to know that the complex monoid algebra functor
P 7→ C[P ] is “faithful” in various senses, so that we can use resolution of singularities for
SpecC[P ] to get it for P . The purpose of this section is mainly to establish the necessary
“faithfulness” results.
8.1. Scheme realization of fans. Let Sch denote the category of schemes, viewed as a
category of spaces (§4) with the monoid object given by A1 = SpecZ[x], under multipli-
cation. The realization functors of §5.6 will be denoted
A : Fans → Sch(8.1.1)
A : Fans → LogSch.(8.1.2)
The scheme A(F ) (resp. the log scheme A(F )) will be called the scheme realization (resp.
log scheme realization) of the fan F . While it is not necessary to assume that F is locally
finite type, that assumption does ensure that AZ(F ) is a locally finite type scheme (over
Z).
These functors can be constructed by alternative “general nonsense.” In fact we can
construct functors
AZ : LMS → LRS(8.1.3)
AZ : LMS → LogLRS(8.1.4)
satisfying the adjointess relations
HomLRS(Y,AZ(X)) = HomLMS((Y,OY ),X)(8.1.5)
HomLogLRS(Y,AZ(X)) = HomLMS((Y,MY ),X).(8.1.6)
Since Sch ⊆ LRS is a full subcategory, these adjointness relations imply that (8.1.3) and
(8.1.4), when restricted to Fans ⊆ LMS, must agree with the functors (8.1.1) and (8.1.2).
To construct these general functors, consider an arbitrary X = (X,MX) ∈ LMS. Letting
Z[MX ] denote the sheaf associated to the presheaf
U 7→ Z[MX(U)],
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we obtain a ringed space (X,Z[MX ]) ∈ RS. This ringed space in fact comes with a natural
prime system S defined by letting Sx be the set of prime ideals of (Z[MX ])x = Z[MX,x]
whose intersection with MX,x ⊆ Z[MX,x] is the unique maximal ideal of the monoid
MX,x. The ringed space (X,Z[MX ]) also comes with an obvious log structure, namely
the one associated to the natural map MX → Z[MX ]. Let AZ(X) be the locally ringed
space obtained by “localizing (X,Z[MX ]) at S” (c.f. [G0] or the analogous construction
in §3.3) and let AZ(X) be the log locally ringed space obtained by pulling back the log
structure on (X,Z[MX ]) along the structure map AZ(X) → (X,Z[MX ]). Now suppose
that Y = (Y,OY ) ∈ LRS is a locally ringed space. If we regard Y as a primed ring space
(Y,L) ∈ PRS by giving it the “local prime system” L (with Ly = {my} for each y ∈ Y ),
then it is clear from our definition of S that
HomPRS((Y,L), (X,Z[MX ], S)) = HomLMS((Y,OY ),X),(8.1.7)
where (Y,OY ) is the locally monoidal space whose structure sheaf of monoids is the mul-
tiplicative monoid OY . Combining (8.1.7) with the universal property of localization
HomLRS(Y,AZ(X)) = HomPRS((Y,L), (X,Z[MX ], S))
we obtain the adjunction formula (8.1.5). The formula (8.1.6) is obtained similarly; one
must work with the category of “log primed ring spaces.”
For the log scheme realization A(F ) of a fan F , we will often refer to the LMS map
τ : A(F )† → F(8.1.8)
as the orbit map, for reasons that will be made clear in Lemma 8.1.2. In the case of an
affine fan F = SpecP , the orbit map
τ : SpecZ[P ] → SpecP(8.1.9)
is given as follows. We view SpecP as the set of faces of the monoid P . We view the points
of SpecZ[P ] as ring homomorphisms x : Z[P ] → k (k a field), up to the usual notion of
equivalence. Such an x yields a monoid homomorphism x|P : P → k by restriction to
P ⊆ Z[P ]. Then τ(x) = x−1P (k∗).
Lemma 8.1.1. For any fan F , the orbit map (8.1.8) is surjective and quasi-compact13
(as a map of topological spaces).
Proof. It is quasi-compact because it is “affine:” The preimage of an open affine U =
SpecP of F under τ is SpecZ[P ], by the construction of τ (§4.5), so the result follows
from the fact that Spec of any monoid or ring is quasi-compact (same proof for monoids
as for rings). Surjectivity is local on the base, so we can assume F = SpecP is affine.
We need to show that for any face F ⊆ P there is a field k and a monoid homomorphism
x : P → k with x−1(k∗) = F . Since F is a face, we can just define x(p) to be 1 if p ∈ F
and zero otherwise, using any field we want. 
Lemma 8.1.2. Let P be a monoid, k an algebraically closed field, X := SpecZ[P ], G :=
SpecZ[P gp], so that G acts on X as in §5.9. Two k-points x, y ∈ X(k) have the same
image under
X(k) // X
τ // SpecP
iff they lie in the same orbit of the G(k)-action. If we assume P is fs, this result still holds
without the assumption that k is algebraically closed.
13This means that τ−1(U) is quasi-compact for every quasi-compact open subspace U of F .
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Proof. An element g ∈ G(k) is the same thing as a group homomorphism g : P gp → k∗;
similarly x, y correspond to monoid homomorphisms x, y : P → k, and g ·x corresponds to
the monoid homomorphism p 7→ x(p)g(p), so it is clear that y = g·x implies x−1k∗ = y−1k∗
as faces of P . For the converse: having the same image under that map means x and y
determine the same face x−1k∗ = y−1k∗ =: F of P . Then g := y/x : F gp → k∗ is a group
homomorphism. If we could extend g to g : P gp → k∗ that we’d have g · x = y. Such
an extension can always be found if k is algebraically closed, for then k∗ is injective (i.e.
divisible) so Hom( , k∗) is exact. In the fs case, we can also find such an extension g
because P gp/F gp is free (Lemma 1.2.3). 
The next result says that “blowup commutes with scheme realization.”
Lemma 8.1.3. Let P be a monoid, I ⊆ P an ideal. There is a natural isomorphism of
schemes
BlZ[I] SpecZ[P ] = AZ(BlI SpecP ).
Proof. Let R = P
∐
I
∐
I2
∐ · · · be the Rees monoid. First note that Z[I] ⊆ Z[P ] is the
ideal generated by {[i] ∈ Z[P ] : i ∈ I}, so Z[I]n is the ideal of Z[P ] generated by the
elements
[i1] · · · [in] = [i1 + · · ·+ in],
where i1, . . . , in ∈ I, which makes it clear that Z[I]n = Z[In], and hence that
Z[R] = Z[P ]⊕ Z[I]⊕ Z[I]2 ⊕ · · ·
is the Rees algebra of the ideal Z[I] ⊆ Z[P ]. The fan BlI SpecP is covered by affine opens
Spec(Ri)0 as i runs over I, hence its scheme realization AZ(BlI SpecP ) is covered by affine
opens SpecZ[(Ri)0]. Similarly, BlZ[I] SpecZ[P ] is covered by affine opens Spec(Z[R][i])0.
As a special case of the compatibility (1.8.3) between Z[ ] and tensor products, we see
that (Z[R][i])0 = Z[(Ri)0]. Both schemes in question are covered by the same open affines
and it is clear that the gluing data is the same. 
The results of this section hold equally well, by the same proofs, with Z replaced every-
where by C.
8.2. Complex monoid algebras. Let P be a fine monoid. Later in the paper we will
use results about the C scheme SpecC[P ] to establish results (particularly resolution of
singularities) about the monoid P . To do this, we need to know a few basic relationships
between properties of P and properties of C[P ]. For the purposes of this paper, the
following definition of “complex variety” is convenient.
Definition 8.2.1. A complex variety is a separated scheme of finite type over C each of
whose connected components is integral (reduced and irreducible).
Any (abelian) group A is an abelian group object inMonop with comultiplication given
by the diagonal map ∆ : A→ A⊕A. The monoid algebra functor
C[ ] :Mon → (C/An)
preserves direct limits, so it takes (abelian) group objects in Monop to (abelian) group
objects in (C/An)op (affine, abelian group schemes over C). For any monoid P , the
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(co)group P gp acts on P via the “diagonal” map
P → P ⊕ P gp
p 7→ (p, p),
and hence C[P gp] acts on C[P ]. On the level of C points, we obtain, for each C-algebra
map h : C[P gp]→ C, a C-algebra automorphism abusively denoted h : C[P ]→ C[P ]. The
C-algebra map h corresponds to a monoid homomorphism h : P gp → C (with C regarded
as a monoid under multiplication), which is the same thing as a monoid homomorphism
h : P gp → C∗. The corresponding C-algebra automorphism h : C[P ]→ C[P ] is given by
h
(∑
p
ap[p]
)
7→
∑
p
aph(p)[p].(8.2.1)
Lemma 8.2.2. Let k be a field, A a finitely generated abelian group such that the order of
the torsion subgroup of A is prime to the characteristic of k. Then for all a, b ∈ A, there
exists a finite field extension k ⊆ K = K(a, b) and a group homomorphism h : A → K∗
with h(a) 6= h(b). Variant: If k is infinite (or A is torsion), then we can find one finite
extension k ⊆ K that will work for all a, b ∈ A. In particular, if k is algebraically closed
of characteristic zero, then for any finitely generated abelian group A and any distinct
a, b ∈ A, there is a group homomorphism h : A→ k∗ with h(a) 6= h(b).
Proof. The hypotheses on A ensure that A is isomorphic to a (finite) product of Z’s and
Z/nZ’s for various positive integers n not divisible by the characteristic p of k. Any two
distinct elements of A have at least one different coordinate, so by projecting on that
coordinate, we reduce to proving the lemma in the case A = Z and the case A = Z/nZ,
n not divisible by p. The key point is that if n is a positive integer prime to p, then the
polynomial xn − 1 ∈ k[x] has n distinct roots in k because its derivative n is nonzero.
Any finite subgroup of the multiplicative group k∗ of a field k is cyclic [Her, Lemma 7.6],
so we can find a primitive nth root of unity ζ ∈ k∗. When A = Z, choose an integer n
larger than |a| + |b| and not divisible by p and adjoin a primite nth root of unity ζ to k
to obtain K. The choice of n ensures that the map Z → K∗ sending 1 to ζ separates a
and b. When A = Z/nZ, the same procedure yields an injective group homomorphism
A → K∗ = k(ζ)∗. For the variant where k is infinite, it is enough to show that in the
case A = Z, we already have enough group homomorphisms A → k∗ to separate points.
Indeed, if k is infinite, then either 1) k contains primitive nth roots of unity for arbitrarily
large n, or 2) there is u ∈ k∗ not a root of unity. In the first case we can separate points
by the same procedure as above and in the second case we can separate points with the
single injective group homomorphism Z→ k∗ sending 1 to u. 
Theorem 8.2.3. Let P be a fine monoid. An ideal J ⊆ C[P ] is invariant under every
automorphism (8.2.1) of C[P ] iff J = C[I] for some ideal I ⊆ P .
Proof. The ideals C[I] are clearly invariant under such automorphisms; the difficulty is
to prove that an ideal J ⊆ C[P ] invariant under all such automorphisms is of the form
J = C[I] for an ideal I ⊆ P . Given such an ideal J (or any ideal of C[P ] at all), the subset
I := {p ∈ P : [p] ∈ J}
is clearly an ideal of P and we clearly have a containment C[I] ⊆ J . The issue is to prove
the containment J ⊆ C[I]. A typical element j ∈ J can be uniquely written j =∑p∈S ap[p]
for a finite subset S ⊆ P and non-zero complex numbers ap. We prove by induction on
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|S| that for any such j, S ⊆ I, which implies in particular that j ∈ C[I]. This is trivial
when |S| = 0 or |S| = 1. When |S| > 1, choose distinct p, q ∈ S. Since P is finitely
generated, P gp is a finitely generated abelian group, so by Lemma 8.2.2 there is a group
homomorphism h : P gp → C∗ with h(q) 6= h(p). (We are implicitly using integrality here
to know that the images of p and q in P gp are distinct.) By invariance of J under h, we
have h(j) ∈ J and hence h(q)−1h(j) ∈ J and j′ := j − h(q)−1h(j) ∈ J . But
j′ =
∑
p∈S
ap(1− h(q)−1h(p))[p]
=
∑
p∈S\{q}
ap(1− h(q)−1h(p))[p],
so by induction, and the fact that the coefficient of [p] in this sum is nonzero, we have
p ∈ I. But this argument works for any p ∈ S so S ⊆ I as desired. 
Theorem 8.2.4. Let P be a fine monoid. The C-algebra C[P ] is smooth iff P is free.
Proof. First observe that for any finitely generated abelian group A, the C-algebra C[A]
is smooth. Indeed, C[A] is isomorphic to a finite tensor product of C-algebras of the form
C[Z] = C[t, t−1]
C[Z/nZ] = C[t]/(tn − 1)
∼= Cn.
Now suppose P ∼= Nr is free. The P gp ∼= Zr is also free and we obtain an isomorphism
P ∼= P ∗ ⊕ P from Lemma 1.1.5. Note that P ∗ is a finitely generated abelian group as
it is a subgroup of P gp, so C[P ] is the tensor product of the smooth C-algebra C[P ] ∼=
C[x1, . . . , xn] and the smooth C-algebra C[P
∗].
Now suppose C[P ] is smooth. It can be shown (c.f. [Gn, 1.13.4], [Ogus]) that the integral
closure of C[P ] in C[P gp] is C[P sat], so, since a smooth C-algebra is normal, P must be
saturated, hence fs, hence P
gp ∼= Zr is free by Lemma 1.1.3 and we have P ∼= P ∗ ⊕ P by
Lemma 1.1.5, and hence the smoothness of C[P ] implies that C[P ] is also smooth.
We are thus reduced to proving that P ∼= Nr when P is a sharp fs monoid with C[P ]
smooth and P gp ∼= Zr. Let p1, . . . , pk be the irreducible elements of P (§1.1). These pi
generate P and hence also P gp, so we must have k ≥ r. If k = r then there cannot be
any nontrivial relations among the pi because such a relation would imply P
gp has rank
< r. We thus reduce to showing k = r. By standard finiteness results, we can lift the
surjection Nk → P taking ei → pi to a presentation of P as a coequalizer Nm ⇒ Nk → P
(the “standard finiteness results” are only needed to ensure that m is finite, which is not
actually necessary in the present proof). Pick a standard basis vector ej ∈ Nm. The images
of ej under the parallel arrows are of the form
∑k
i=1 aiei and
∑k
i=1 biei for ai, bi ∈ N, and
the relation
k∑
i=1
aipi =
k∑
i=1
bipi
holds in P . Since P is sharp and the pi are irreducible, we must have
∑
i ai,
∑
i bi > 1.
Let Ω denote the module of Ka¨hler differentiables of C[P ] relative to C; Ω is locally
free since C[P ] is smooth. Since P is sharp, there is a unique monoid homomorphism
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x : P → C mapping 0 ∈ P to 1 ∈ C and mapping every non-zero element of P to zero. The
corresponding C-algebra surjection x : C[P ]→ C is called the cone point (x is a C point of
SpecC[P ]). The kernel of the C-algebra map x is mx = C[P \ {0}] = C[mP ]. Notice that
SpecC[P gp] ∼= SpecC[Zr] is an open subscheme of SpecC[P ] which is smooth, connected,
and of constant dimension r. The point x is in the closure of this open subscheme because
x is the limit as t → 0 of the C-points yt of SpecC[P gp] corresponding to the unique
monoid homomorphism y : P gp ∼= Zr → C∗ taking each ei ∈ Zr to t ∈ C∗. Since Ω is
locally free and clearly of rank r on SpecC[P gp], we conclude that
Ω|x := Ω⊗C[P ] (C[P ]/mx) = Ω/mxΩ
is isomorphic to Cr. But on the other hand, the presentation of P above gives rise to a
presentation of C[P ] as a coequalizer and hence also to a presentation of Ω as the quotient
of the free C[P ] module on d[p1], . . . , d[pk] by m relations of the form drj = 0, where
rj =
k∏
i=1
[pi]
ai −
k∏
i=1
[pi]
bi .
But
∑
i ai,
∑
i bi > 1 implies that rj ∈ m2x, hence drj ∈ mxΩ by Liebnitz, hence Ω|x has C
vector space basis d[p1], . . . , d[pk], hence r = k and we’re done. 
Theorem 8.2.5. Let P be a fine monoid such that P
gp
is torsion-free. Then SpecC[P ]
is a complex variety in the sense of Definition 8.2.1. The variety SpecC[P ] is connected
iff P ∗ is torsion-free and normal iff P is saturated.
Proof. Certainly SpecC[P ] is separated and of finite type over C since it is affine and P
is finitely generated. Since P
gp
is torsion-free, we can find an isomorphism of monoids
P = P ∗ ⊕ P and hence an isomorphism of complex varieties
SpecC[P ] = SpecC[P ∗]× SpecC[P ].(8.2.2)
Since P is fine, P ∗ is a finitely generated abelian group, so we can pick an isomorphism
P ∼= Zr ⊕ T with T finite. Since C is algebraically closed of characteristic zero, SpecC[T ]
is isomorphic as a C scheme to a disjoint union of |T | copies of SpecC. Since P gp ∼= Zs is
torsion-free,
SpecC[P
gp
] ∼= SpecC[x1, x−11 , . . . , xs, x−1x ]
is an integral domain, hence C[P ] is an integral domain because it is a subring of C[P
gp
]
since P is integral by Lemma 1.1.5. The first two statements now follow from the product
decomposition (8.2.2), which also shows that SpecC[P ] is normal iff SpecC[P ] is normal
iff C[P ] is integrally closed in C[P
gp
]. By [Gn, 1.13.4] the latter is equivalent to saturation
of P . 
Example 8.2.6. If P is a fine monoid, then SpecC[P ] need not be a complex variety in
the sense of Definition 8.2.1. The ring C[P ] is always reduced because it is contained in
the reduced ring C[P gp], but it need not be irreducible. In Example 5.2.12 we encountered
the submonoid P of Z ⊕ Z/2Z generated by x = (1, 0) and y = (1, 1). This monoid P is
presented as the free monoid on x, y subject to the single relation 2x = 2y, so
C[P ] ∼= C[x, y]/(x2 − y2)
∼= C[u, v]/(uv),
which is reducible.
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Remark 8.2.7. Theorem 8.2.3, Theorem 8.2.4, and Theorem 8.2.5 continue to hold (by
essentially the same proofs) when C is replaced by an arbitrary algebraically closed field k,
provided one always assumes that the torsion subgroup of P gp (and hence also the torsion
subgroup of P ∗ ⊆ P gp) has order prime to the characteristic of k.
9. Monoidal spaces III
9.1. Refinements and group isomorphisms. Here we define various types of refine-
ments; these refinements are analogous to refinements of fans in toric geometry and will
play a central role in the geometric realization constructions of §10.2.
Definition 9.1.1. An LMS (orMS) morphism f : X → Y is called a group isomorphism
iff (f †)gp : f−1MgpY →MgpX is an isomorphism (of sheaves of abelian groups) on X.
Lemma 9.1.2. Group isomorphisms are closed under composition and base change (in
MS, or, equivalently, in LMS). A map f : X → Y of locally finite type (resp. fine) fans is
a group isomorphism iff f is locally isomorphic to Spech for a map h : Q→ P of finitely
generated (resp. fine) monoids such that hgp is an isomorphism.
Proof. It is trivial to see that group isomorphisms are closed under composition. Group
isomorphisms are closed under base change in MS because groupification commutes with
direct limits of (sheaves of) monoids.
For the “if” in the second statement, the question of whether (f †)gp is an isomorphism
is local on f , so we reduce to proving that it is an isomorphism when f = Spech with
h : Q→ P a map of monoids such that hgp is an isomorphism (we don’t need the finiteness
or integrality for this implication). For p ∈ SpecP with corresponding face F , the stalk
of f † at p is just the map (h−1(F ))−1Q→ F−1P obtained by localizing h, which induces
the isomorphism hgp on groupifications, so that stalks of (f †)gp are isomorphisms.
The “only if” follows easily from the commutative diagram (3.6.2) of §3.6—one may
take h = f †x to produce a neighborhood of x in f with the desired property. 
Definition 9.1.3. Good refinements are the smallest class of LMS morphisms which are
local, closed under composition and base change, and contain the maps Spech : SpecP →
SpecQ for each good refinement of fine monoids (Definition 1.3.1) h : Q → P . Refine-
ments (resp. strong refinements) are the smallest class of SMS morphisms which are local,
closed under composition and base change, and contain the maps Spech : (SpecP,MP )→
(SpecQ,MQ) for each refinement (resp. strong refinement) of fine monoids (Definition 1.3.1)
h : Q→ P .
Since LMS→ SMS preserves fibered products and the notion of “local” is “the same”
in both categories it is easy to see that f is a strong refinement for each good refinement
f in LRS (c.f. Lemma 1.3.3(2)).
Lemma 9.1.4. A group isomorphism of fine fans is a good refinement.
Proof. The question is local by definition, so by the local description of such group isomor-
phisms in Lemma 9.1.2 we reduce to proving that Spech is a good refinement whenever h
is a map of fine monoids such that hgp is an isomorphism—but then h is a good refinement
of monoids by Lemma 1.3.3(7). 
112 W. D. GILLAM AND S. MOLCHO
9.2. Blowup revisited. Let P be a fine monoid, I ⊆ P an ideal. Recall (§7.2) that the
blowup BlI P → P is a map of fine fans. In fact:
Lemma 9.2.1. For a fine monoid P and an ideal I ⊆ P , the blowup BlI P → P is a
group isomorphism of fine fans. In particular it is a good refinement (Lemma 9.1.4).
Proof. This is clear from the description of the blowup in Proposition 7.2.1 and the char-
acterization of group isomorphisms in Lemma 9.1.2. 
Let X be a locally monoidal space, J ⊆ MX an ideal sheaf. We define the blowup
BlJ X → X of X along J by
BlJ X := ProjX
(
MX
∐
J
∐
J2
∐
· · ·
)
(recall the abusive notation Jn from §7.2). Assume now that X is fine (resp. a fine fan)
and J is coherent. Then, locally on X, there is a fine monoid P , an ideal I ⊆ P , and a
strict map (resp. an isomorphism—c.f. Lemma 7.4.4) f : X → SpecP with f−1I∼ ∼= J as
f−1MP ∼=MX modules. By Lemmas 7.7.1 and 7.7.2, we have (locally on X) a cartesian
diagram
BlJ X

// BlI P

X // SpecP
(9.2.1)
in LMS (the horizontal arrows are strict so the diagram is also cartesian in MS). The
map BlI P → SpecP is a good refinement (resp. a group isomorphism of fine fans) by
Lemma 9.2.1. Good refinements are local and closed under base change (by definition).
Similarly, group isomorphisms of fine fans are also local, so we have:
Theorem 9.2.2. Let X be a fine locally monoidal space (resp. fine fan), J ⊆ MX a
coherent ideal. Then BlJ X → X is a good refinement of fine locally monoidal spaces
(resp. a group isomorphism of fine fans).
There are analogous results for the blowup of a fine sharp monoidal space X along a
coherent ideal J . Recall that we let BlJX denote the sharpening of BlJ X. By definition
of coherent ideal, we can find, locally on X, a fine monoid P , an ideal I ⊆ P , and a strict
morphism f : X → (SpecP,MP ) such that J ∼= f∗I∼. By the same lemmas used above,
we have a cartesian diagram
BlJ X

// BlI∼(SpecP,MP )

// BlI P

X
f // (SpecP,MP ) // (SpecP,MP )
(9.2.2)
in LMS. The sharpening functor LMS→ SMS preserves inverse limits so the big square
from the above diagram sharpens to a cartesian square:
BlJX //

BlIP

X // (SpecP,MP )
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is cartesian in both LMS and SMS. The right vertical arrow is just the sharpening of
the blowup map discussed above, hence it is a strong refinement. Since strong refinements
are local and stable under base change, we have:
Theorem 9.2.3. Let X be a fine sharp monoidal space (resp. sharp fine fan), J ⊆MX a
coherent ideal. Then BlJX → X is a strong refinement of SMS (resp. of sharp fine fans).
9.3. Differential realization of blowups. We will need some results about realization
of blowups in the differential setting.
Lemma 9.3.1. Let f : X → Y be a map of fine fans locally isomorphic to Spech for
monic h (for example, the blowup of a fine fan along a coherent ideal—Proposition 7.2.1).
Then the realization A(f) of f in LDS or PLDS (or SchQ) is log smooth.
Proof. Log smoothness is local (Proposition 6.5.5) and the realization preserves open em-
beddings, so we reduce to the situation discussed in Example 6.5.4. 
Lemma 9.3.2. Let P be a fine monoid, I ⊆ P an ideal. The realization A(BlI P ) →
A(P ) of the blowup BlI P → SpecP in LDS is projective (that is, the underlying DS
morphism is projective) and the realization of this blowup in PLDS is proper Euclidean
(Definition 2.5.3).
Proof. Since I is finitely generated (§1.2), we can find a finite subset S ⊆ I so that∐
S P → I is a surjection of P modules. This induces a surjection
h : Sym∗P (
∐
S
P ) → P
∐
I
∐
I2
∐
· · ·
of graded monoids (under P ). Applying Proj yields a map of fans
Projh : BlI P → (SpecP )× Pn
over SpecP , where n := |S| − 1. It is enough to prove that the realization A(Projh) is a
closed embedding because
A(SpecP × Pn) = A(P )× A(Pn)
(since (5.6.1) preserves products) is projective / proper Euclidean over A(P ) (since A(Pn)
is a compact differentiable space, as we saw in Example 5.7.1). Being a closed embedding
is local on the base and A preserves inverse limits, so it is enough to prove that, locally
on the base, Projh is a map of fans whose realization is a closed embedding. But when
h is surjective, we saw in §7.2 that, locally on the base, Projh is Spec of a surjection of
monoids, hence its realization is a closed embedding. 
Lemma 9.3.3. Suppose f : X → Y is a map of fine fans whose C scheme realization is
surjective. Then the PLDS realization of f is also surjective. Suppose, furthermore, that
f is a group isomorphism and Y is fs. Then the LDS realization of f is also surjective.
Proof. By working locally, the result follows from Lemma 5.8.2. 
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9.4. Resolution of singularities. In this section we use functorial resolution for complex
varieties (c.f. Definition 8.2.1) to obtain a functorial resolution for fs locally monoidal
spaces.
Definition 9.4.1. Let X be a monoidal space. The free locus in X is
X free := {x ∈ X :MX,x is free }.
If X free = X, then we say that X is free.
Note that the free locus of X is defined in terms of the underlying sharp monoidal space
X.
Lemma 9.4.2. For any monoid P , the free locus in SpecP is open. If f : X → Y is a
strict LMS morphism, then X free = f−1(Y free). For any quasi-coherent locally monoidal
space X, the free locus in X is open.
Proof. To prove the free locus of SpecP is open, it suffices to prove that is is stable under
generalization, so let p ⊆ q be primes of P with complementary faces F ⊇ H. We need to
prove that P/F is free when P/H is free. It is straightforward to see that P/H → P/F
is the quotient of P/H by the face F/H, so it suffices to prove that the quotient of a free
monoid by a face is again free, which is easy: the faces of ⊕SN are the submonoids ⊕TN,
where T ⊆ S, and the corresponding quotient is the free monoid ⊕S\TN (this is clear from
the proof of Lemma 1.2.4). The second statement is clear from the definitions and the
third statement follows from the first two because the question is local on X. 
Definition 9.4.3. Let X be a (fine) locally monoidal space, sharp monoidal space, or
a (locally noetherian) scheme. An ideal sequence in X is a sequence I = (I1, I2, . . . , Im)
consisting of a coherent ideal I1 of X1 := X, a coherent ideal I2 of X2 := BlI1 X1, a
coherent ideal I3 of X3 := BlI2 X2, and so forth. We often write BlI X for BlIm Xm.
14
Two ideal sequences are called equivalent iff they become equal after possibly inserting
the unit ideal at several points in each sequence.
If f : X → Y is a map of such spaces and I is an ideal sequence in Y , then we define
an ideal sequence f−1I =: J in Y , called the inverse image ideal sequence as follows. We
first set J1 := f
−1I1, so there is a natural map f2 : Y2 := BlJ1 Y → X2; we then set
J2 := f
−1
2 I2, and so forth. It is clear that the inverse images of equivalent ideal sequences
are equivalent and that formation of inverse images is compatible with composition in the
usual sense. We will be mostly interested in this construction when f : U →֒ X is the
inclusion of an open subspace, in which case we write I|U instead of f−1I; in this situation
the aforementioned natural maps f2, f3, . . . are also inclusions of open subspaces.
If I and J are two equivalent ideal sequences, then it is clear that BlI X = BlJ X. In
fact, it is clear that one also has such a natural isomorphism as long as X can be covered
by opens Ui such that I|Ui and J |Ui are equivalent for every i. It is natural then to
consider the sheaf on X associated to the presheaf taking an open subset U ⊆ X to the
set of equivalence classes of ideal sequences on U .
Definition 9.4.4. A global section I of the sheaf defined immediately above will be called
a generalized ideal sequence on X. The blowup BlI X of a generalized ideal sequence is
14In the context of sharp monoidal spaces, the blowup denoted Bl is replaced everywhere by the sharp-
ened blowup Bl of §9.2. Accordingly, we write BlIX instead of BlI X.
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defined by taking local representative ideal sequences Ii for I on the opens Ui in a cover
{Ui} of X and gluing the blowups BlIi Ui.
We now recall the main results on functorial resolution of complex varieties (see [BM],
[W], [K], and the references therein). There is a way of assigning, to every complex variety
X, an ideal sequence I = I(X) in X in a manner satisfying the following properties:
FR1. The blowups
X2 = BlI1 X, X3 := BlI2 X2, . . . , BlI X
are again complex varieties, normal if X is normal, and the maps
· · · → X3 → X2 → X
are surjective.
FR2. For any complex variety X, the blowup BlI(X)X is smooth and BlI(X)X → X is
an isomorphism over the smooth locus of X.
FR3. For any isomorphism f : X → Y of complex varieties, f−1I(Y ) = I(X).
FR4. For any smooth map f : X → Y of complex varieties, f−1I(Y ) is equivalent to
I(X).
Note that smooth maps are flat, so the inverse image ideal f−1I(Y ) is identified with
f∗I(Y ) as an OX module.
We are now going to propagate the above functorial resolution into the world of monoids.
Theorem 9.4.5. There is a way of assigning an ideal sequence I(P ) in F := SpecP for
each fs monoid P satisfying the following properties:
MR1. The monoidal spaces
F := SpecP, F2 := BlI(P )1 F, F3 := BlI(P )2 F2, . . . , BlI(P ) F
are fs fans and the C-scheme realizations of the maps
· · · → F3 → F2 → F
are surjective.
MR2. BlI(P ) F is a free fs fan and BlI(P ) F → F is an isomorphism over the free locus
of F .
MR3. If h : Q→ P is an isomorphism of fs monoids, then I(P ) = (Spech)−1I(Q).
MR4. If h : Q→ P is a map of fs monoids such that SpecC[P ]→ SpecC[Q] is a smooth
morphism of complex varieties, then I(P ) is equivalent to (Spech)−1I(Q).
Proof. Let P be an fs monoid, F := SpecP the associated fs fan. By Theorem 8.2.5,
X := SpecC[P ] is a normal complex variety, so the functorial resolution for complex
varieties yields an ideal sequence J = (J1, J2, . . . , Jm) on X such that BlJ X is a smooth
complex variety and
X1 := X, X2 := BlJ1 X1, . . . , BlJ X
are normal complex varieties. By (FR3), the ideal J1 of X = X1 is invariant under all C
algebra automorphisms of C[P ]. In particular, J1 is invariant under the automorphisms
(8.2.1), hence J1 = C[I1] for an ideal I1 ⊆ P by Theorem 8.2.3. Then F2 = BlI1 P is
a fine fan by Theorem 9.2.2 and X2 = A(BlI1 P ) is the C scheme realization of F2 (its
image under the functor from fine fans to locally finite type C schemes discussed in §4.5)
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by Lemma 8.1.3. Cover F2 by SpecQi for various fine monoids Qi. Then we have a
corresponding cover SpecC[Qi] of X2. Since X2 is normal, Qi is saturated, thus we see
that F2 is in fact an fs fan. Repeating the same argument, we see that X3 = A(F3) and
so forth, and that the Fi are fs fans. Since BlJ X = A(BlI P ) is smooth, it follows from
Theorem 8.2.4 that the fs fan BlI(P ) P is free. Similarly, the map BlI P → SpecP is an
isomorphism over (SpecP )free because BlJ X → X is an isomorphism over the smooth
locus of X. The properties (MR3) and (MR4) are clearly inherited from the properties
(FR3) and (FR4) of the functorial resolution for complex varieties. 
Definition 9.4.6. An assignment of an ideal sequence I(P ) to each fine monoid P satisfy-
ing the properties of the above theorem will be called a canonical resolution of fs monoids.
The ideal sequence I(P ) on SpecP will be called the canonical ideal sequence.
Lemma 9.4.7. Let P be an fs monoid, F a face of P , l : P → F−1P the localization
map, π : F−1P → P/F the sharpening map. Then:
(1) I(F−1P ) is equivalent to (Spec l)−1I(P ).
(2) I(P/F ) is equivalent to (Specπ)−1I(F−1P ).
Proof. For (1), just note that SpecC[l] is an open embedding, hence smooth, so this is
immediate from (MR4). For (2), Lemma 1.2.3 yields an isomorphism F−1P ∼= F gp⊕P/F
compatible with the projection π, so that π has a section s : P/F → F−1P yielding
the above splitting. Then SpecC[s] is a smooth morphism of complex varieties because
SpecC[F gp] is a smooth complex variety, hence (Spec s)−1I(P/F ) is equivalent to I(F−1P )
by (MR4). But
I(P/F ) = (Specπ)−1(Spec s)−1I(P/F )
because the composition (Spec s)(Specπ) is the identity, so the result follows. 
Theorem 9.4.8. Let X be an fs locally monoidal space. Fix an open cover {Ui} of X, fs
monoids Pi, and strict LMS morphisms ai : Ui → SpecPi. Let Ii := a−1i I(Pi). Then the
ideal sequences Ii glue to a generalized ideal sequence I on X and we have cartesian LMS
diagrams
BlI X

BlIi Ui
oo //

BlI(Pi) SpecPi

X Uioo
ai // SpecPi
with strict horizontal arrows for every i. In particular, BlI X is a free fs locally monoidal
space and BlI X → X is a strong refinement which is an isomorphism over the free locus
of X.
Proof. Consider a point x ∈ Uij . We want to show that Ii and Ij are equivalent on a
neighborhood of x. Let pi := ai(x) ∈ SpecPi and let Fi ⊆ Pi be the complementary face.
The stalk ofMPi at pi is F−1i Pi (c.f. (1.4.1)), so, since ai is strict, we have an isomorphism
ai,x : F
−1
i Pi → MX,x. Let Vi := a−1i (Spec(F−1i Pi)) so we have a commutative LMS
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diagram
Ui
ai // SpecPi
Vi
OO
// SpecF−1i Pi
OO
where the vertical arrows are open embeddings (it is important here that Fi is finitely
generated—§1.4) and the horizontal arrows are strict. Make the same definitions with
i replaced by j. Then we have an isomorphism aj,x : F
−1
j Pj → MX,x and hence an
isomorphism b := a−1j,xai,x : F
−1
i Pi → F−1j Pj. The diagram
F−1i Pi
ai //
b $$❏❏
❏❏
❏❏
❏❏
❏❏
MX(Vij)
F−1j Pj
aj
OO
may not commute, but it does commute after composing with MX(Vij) → MX,x, so,
since F−1i Pi is finitely generated, it will commute after replacing Vij with some smaller
neighborhood W of x. We thus obtain a commutative LMS diagram
Ui
ai // SpecPi
SpecF−1i Pi
OO
W
ai|W 55❦❦❦❦❦❦❦❦❦❦❦
aj |W
))❙❙❙
❙❙❙
❙❙❙
❙❙

OO
SpecF−1j Pj

∼= Spec b
OO
Uj
aj // SpecPj
from which we compute
Ii|W = (a−1i I(Pi))|W
= (ai|W )−1(I(Pi)|SpecF−1i Pi)
∼ (ai|W )−1(I(F−1i Pi))
= (aj |W )−1(Spec b)−1(I(F−1i Pi))
= (aj |W )−1(I(F−1j Pj))
∼ Ij |W,
using Lemma 9.4.7.
The left square in the diagram is cartesian by construction of BlI X. The right square
is an instance of the cartesian square (9.2.1) of §9.2. 
We leave it to the reader to state the analog of Theorem 9.4.8 for fs fans. Our next
result is the analog of Theorem 9.4.8 for sharp monoidal spaces. It is proved in the same
way as Theorem 9.4.8.
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Theorem 9.4.9. Let X be an fs sharp monoidal space. Fix an open cover {Ui} of X,
fs monoids Pi (which may as well be sharp), and strict LMS morphisms ai : Ui →
(SpecPi,MPi). Let Ii := a−1i I(Pi). Then the ideal sequences Ii glue to a generalized
ideal sequence I on X and we have diagrams (cartesian in LMS and SMS)
BlIX

BlIiUi
oo //

BlI(Pi)(SpecPi,MPi)

X Uioo
ai // (SpecPi,MPi)
with strict horizontal arrows for every i. In particular, BlIX is a free fs sharp monoidal
space and BlIX → X is a strong refinement which is an isomorphism over the free locus
of X.
The right vertical SMS morphism in the diagram of Theorem 9.4.9 is the sharpening
of the LMS morphism
BlI(Pi) Pi → SpecPi.
Indeed, the canonical ideal (sequence) I(Pi) on SpecPi,MPi is the pullback of the canon-
ical ideal (sequence) I(Pi) on SpecPi under the sharpening map (Lemma 9.4.7), so the
diagram
BlI(Pi)(SpecPi,MPi)

// BlI(Pi)(SpecPi,MPi)

(SpecPi,MPi) // (SpecPi,MPi)
is cartesian (Lemma 7.7.2). This diagram stays cartesian after sharpening since sharpening
preserves inverse limits, thus we obtain the desired identification. (Actually one makes a
similar argument at each step in the sequence of blowups defining the blowup of an ideal
sequence.)
10. Geometric realization
In [KM], Kottke and Melrose introduced a kind of “generalized blowup” which—in our
language—associates a PLDS-morphism X ′ → X to a positive log differentiable spaces X
(arising as fibered products of manifolds with corners) equipped with certain “refinement
data” closely related to the usual notion of refinement of fans in toric geometry. In [Kat2,
§9], Kato introduced a similar “subdivision” procedure and explained how it could be
used to resolve certain log smooth schemes [Kat2, §10]. The construction was revisited by
Nizio l in [Niz] who used it to prove resolution of singularities for all log regular schemes
[Niz, 5.3]. In fact, she only uses a special case of Kato’s subdivision construction which
she calls “log blowup.” She explains how this is related to Kato’s construction in between
Remark 4.6 and Theorem 4.7 of [Niz].
The purpose of this section is to adapt the constructions and results of Kato and Nizio l
to the setting of log differentiable spaces, and in fact to the setting of general log spaces
(§5). This will yield a general version of the Kottke-Melrose blowup which can be used to
resolve the singularities of any log smooth space (§10.4).
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Here is a sketch of our construction. We will work in the categories FineLogEsp and
FineSMS of fine log spaces (§5) and fine sharp monoidal spaces (§7.3), though many of
our constructions use only integrality. We make heavy use of the functor
FineLogEsp → FineSMS(10.0.1)
X 7→ X = (|X |,MX)
introduced in §5.5. We introduce the subcategories of FineSMS consisting of refinable
and strongly refinable morphisms and show that a composition of (coherent) sharpened
blowups is a strongly refinable FineSMS morphism. For a fine log space X and a refinable
FineSMS morphism r : F → X , we construct—following Kato— a log smooth map of log
spaces f : X ′ → X together with an SMS morphism g : X ′ → F . If r is strongly refinable,
then g is strict. The construction can be applied, for example, to the strong refinement
given by the saturation map X
sat → X (§7.6). If X is saturated (i.e. X is saturated), then
our construction can be applied to a resolution of singularities F → X as in Theorem 9.4.9
to yield a locally projective (hence “proper” in any category of spaces where that word has
a reasonable meaning), log smooth map of log spaces X ′ → X which is an isomorphism
over the free locus of X. In particular, if X itself is log smooth, then X ′ will be log smooth
and free—i.e. X ′ will be a manifold, manifold with corners, etc, depending on the category
of spaces where we work. Our construction is a mild generalization of Kato’s subdivision
construction.
10.1. Kato category. Fix a fine log space X and an FineSMS morphism r : F → X.
Then we have a functor
K : FineLogEsp/X → FineSMS/X(10.1.1)
(f : Y → X) 7→ (f : Y → X)
and an object r : F → X in the codomain of K. Following Kato, we consider the comma
category
Kat(X, r) := (K ↓ r : F → X)
in the sense of MacLane [Mac, II.6]. Explicitly, an object of Kat(X, r) is a pair (f, g)
consisting of a LogEsp morphism f : Y → X and an SMS morphism g : Y → F such
that rg = f . A morphism from (f, g) to (f ′, g′) in Kat(X, r) is an FineLogEsp/X
morphism h : Y → Y ′ such that g = g′h. We will be interested in the question of whether
the category Kat(X, r) has a terminal object (f, g) and, if so, whether the map g is strict;
the maps f, g defining such a terminal object will then serve as the f , g mentioned in the
introductory sketch above. The categorical framework introduced here will allow us to
more easily address gluing issues, facilitating the construction of such terminal objects.
Although we will ultimately be interested in the situation above, it will be convenient
to introduce a slightly more general version of Kat(X, r). Fix a fine log space X and
FineSMS morphisms a : X → G and r : F → G. Then we have a functor
K : FineLogEsp/X → FineSMS/G(10.1.2)
(f : Y → X) 7→ (af : Y → G).
By definition, the Kato category Kat(X, a, r) is the comma category (K ↓ r : F → G).
An object of Kat(X, a, r) is a pair
(f : Y → X, g : Y → F )
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(which we often denote simply by (f, g)) consisting of a map of log spaces f : Y → X and
a morphism g : Y → F of sharp monoidal spaces over G—i.e. making the diagram
Y
f

g // F
r

X
a // G
commute. A morphism
(f : Y → X, g : Y → F )→ (f ′ : Y ′ → X, g′ : Y ′ → F )
in Kat(X, a, h) is an FineLogEsp/X morphism h : Y → Y ′ such that g = g′h. We
recover the old Kat(X, r) via the formula
Kat(X, r) = Kat(X, Id : X → X, r).
Again we will ask whetherKat(X, a, r) admits a terminal object (f : X ′ → X, g : X ′ → F )
and, if so, whether the map
f × g : X ′ → X ×G F(10.1.3)
is strict.
Formation of the Kato category is functorial in the input dataX, a, r as follows: Suppose
z : X ′ → X is an FineLogEsp morphism and
F ′
j //
r′

F
r

G′
i // G
X
′
a′
OO
z // X
a
OO
is a commutative FineSMS diagram. Then we have a functor
Kat(X ′, a′, r′) → Kat(X, a, r)(10.1.4)
(f ′, g′) 7→ (zf ′, jg′).
There are various circumstances under which (10.1.4) admits a right adjoint. First, if
z, i, j are all open embeddings, then it is easy to see that
Kat(X, a, r) → Kat(X ′, a′, r′)(10.1.5)
(f, g) 7→ (f |(f−1(X ′) ∩ g−1(F ′)), g|(f−1(X ′) ∩ g−1(F ′)))
is right adjoint to (10.1.4). Second, if F ′ = F ×G G′, then it is easy to see that
Kat(X, a, r) 7→ Kat(X ′, a′, r′)(10.1.6)
(f, g) 7→ (f ×X X ′, (gπ1, a′π2))
is right adjoint to (10.1.4). Since right adjoints preserve inverse limits, we have:
Lemma 10.1.1. The functors (10.1.5) and (10.1.6) preserve inverse limits, in particular
terminal objects.
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Lemma 10.1.2. Let X be a fine log space, a : X → G, r : F → G two FineSMS
morphisms, {Ui} an open cover of X. Then Kat(X, a, r) has a terminal object (f, g) iff
Kat(Ui, a|U i, r) has a terminal object (fi, gi) for each i. When this is the case, (10.1.3) is
strict iff the analogous map is strict for each i.
Proof. Suppose Kat(X, a, r) has a terminal object (f : X ′ → X, g : X ′ → F ). Set
U ′i := f
−1(Ui), fi := f |U ′i : U ′i → Ui, gi := g|U
′
i. By Lemma 10.1.1 for (10.1.5) (with
i = Id, j = Id, X ′ = Ui, a
′ = a|U i), (fi, gi) is a terminal object of Kat(Ui, a|U i, r) for
each i. Conversely, suppose Kat(Ui, a|U i, r) has a terminal object
(fi : U
′
i → Ui, gi : U ′i → F )
for each i. Then by the same Lemma, for each i, j the objects
(fi|U ′ij : U ′ij → Uij , gi|U ′ij : U ′ij → F )
and
(fj |U ′ij : U ′ij → Uij , gj |U ′ij : U ′ij → F )
are both terminal objects of Kat(Uij , a|U ij , r), so they are identified via a unique iso-
morphism. These isomorphisms trivially satisfy the cocycle condition on triple overlaps
because there is again only one way to identify two terminal objects, so we can glue the
(fi, gi) to form an object (f, g) of Kat(X, a, r). This object is easily seen to be terminal
because the unique map to it can be produced locally. The statement about strictness is
clear from the relationship between (f, g) and the (fi, gi) above and the local nature of
strictness. 
10.2. Geometric realization. We need to place hypotheses on the FineSMS morphism
r : F → G ensuring the existence of a terminal object in Kat(X, a, r). It is natural to
make the following
Definition 10.2.1. A FineSMS morphism r : F → G is called realizable (resp. strongly
realizable) iff, for any fine log space X and any FineSMS morphism a : X → G, the
category Kat(X, a, r) has a terminal object (f : X ′ → X, g : X ′ → F ) (resp. and the
morphism (10.1.3) is strict).
Although this definition is not particularly concrete, it ensures that realizable mor-
phisms are rather well behaved:
Lemma 10.2.2. Realizable morphisms (and strongly realizable morphisms) are closed
under composition and base change in FineSMS and “realizable” and “strongly realizable”
are local properties of FineSMS morphisms.
Proof. Suppose r : F → G and s : G → H are realizable and we want to prove sr is
realizable. Let X be a fine log space, a : X → H an FineSMS morphism. Since s is
realizable, we have a terminal object (f : X ′ → X, g) of Kat(X, a, s). Since r is realizable,
we have a terminal object (k : X ′′ → X ′, l) of Kat(X ′, g, r). Then it is easy to see that
(fk, l) is terminal in Kat(X, a, sr). If r and s are strongly terminal, then we draw a big
cartesian diagram relating these terminal objects and use stability of strict FineSMS
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morphisms under composition and base change to prove that X
′′ → X ×H F is strict,15
so that sr is strongly realizable.
Stability under base change follows easily from Lemma 10.1.1 for (10.1.6). The local
nature of realizable morphisms is proved by the same gluing arguments used to prove
Lemma 10.1.2. 
Lemma 10.2.3. Let X be a fine log space, x a point of X, Q a fine monoid, a : X →
(SpecQ,MQ) an FineSMS morphism. Then there exists a neighborhood U of x in X,
a fine monoid S, a strict, surjective monoid homomorphism h : S → Q, and a monoid
homomorphism b : S →MX(U) such that the FineSMS diagram
X
a // (SpecQ,MQ)
h∼=

U
OO
b // (SpecS,MS)
commutes.
Proof. We can assume Q is sharp and we can hence view the map a as a monoid homo-
morphism a : Q→MX(X). SinceMX →MX is a surjection of sheaves and Q is finitely
generated, we can find a neighborhood U of x such that a(q)|U ∈ MX(U) lifts toMX(U)
for every q ∈ Q. Define a monoid R by making the right square in the diagram
O∗X(U) // R

h // Q

O∗X(U) //MX(U) //MX(U)
cartesian. It is easy to see that R∗ = O∗X(U) and that h is strict and surjective. If we
were not concerned about finiteness, we could simply take S = R. Certainly R is integral
since it can be viewed as a submonoid of MX(U) × Q. By Lemma 1.1.6 we can find a
finitely generated (hence fine) submonoid S ⊆ R such that h|S : S → Q is strict and
surjective—this is as desired. 
Lemma 10.2.4. Let X be a fine log space, h : Q → P a refinement of fine monoids,
a : Q → MX(X) a monoid homomorphism, a : X → (SpecQ,MQ) the induced map of
sharp monoidal spaces. The Kato category Kat(X, a,Spech) has a terminal object
(fT : T → X, gT : T → (SpecP,MP ))
and the map fT is log smooth.
16 If h is a good refinement (resp. strong refinement), then
T ∼= X ×A(Q) A(P ) (resp. (10.1.3) is strict).
15The argument is much like the argument for smoothness in the proof of Theorem 6.5.2 using the “big
diagram” (6.5.3).
16We have not defined log smoothness for general log spaces, so this statement is only meaningful for
LDS and PLDS, though it will be clear from the proof that fT is also log smooth in other contexts.
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Proof. As in §1.3, we define a (fine) monoid R by the cartesian diagram
Q
$$
i
##❍
❍❍
❍❍
❍❍
❍❍
❍ h
##
R
p //

P

Qgp
hgp // P gp
so the map p : R → P has a section s : P → R satisfying i = sh by definition of
“refinement” (Definition 1.3.1). Set T := X ×A(Q) A(R). The fibered product here is
taken in integral log spaces, so T is a fine log space. Let fT : T → X be the projection.
There is a natural SMS morphism gT : T → (SpecP,MP ) obtained by composing the
projection T → A(R), the natural map A(R)→ (SpecR,MR), and the map Spec s, using
the equalities
(SpecP,MP ) = (SpecP ,MP )
(SpecR,MR) = (SpecR,MR).
The situation is summed up by the commutative SMS diagram
(SpecP,MP )
Spec p
 ❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
T
π //
fT

(SpecR,MR)
Spec i ))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Spec s // (SpecP,MP )
Spech

X
a // (SpecQ,MQ)
where gT = (Spec s)π. In particular, the “big” square on the bottom commutes, so we
have constructed an object of Kat(X, a, h) as in the statement of the lemma; denote it by
T for simplicity.
We claim that this object T is terminal. The rest of the statements follow easily: The
map fT is log smooth because it is a base change of A(i), which is log smooth because i
is an injective map of monoids (Example 6.5.4).17 If h is a strong refinement, then p is
an isomorphism by definition and s must be its inverse (c.f. Lemma 1.3.3(6)), so Spec s is
strict, hence so is (10.1.3) because it is a composition of the map T → X ×SpecQ SpecR
(which is easily seen to be strict by using the obvious charts), and the map
Id× Spec s : X ×SpecQ SpecR → X ×SpecQ SpecP ,(10.2.1)
which is a since it is a base change of the latter.
17The map i also induces an isomorphism igp, which ensures log smoothness in other contexts where
injectivity alone is insufficient.
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To see that T is terminal, suppose f : Y → X is a map of log spaces and g : Y →
(SpecP,MP ) is a map of monoidal spaces making
Y
f

g // (SpecP,MP )
Spec h

X
a // (SpecQ,MQ)
(10.2.2)
commute. Commutativity of (10.2.2) is equivalent to commutativity of the diagram
MY (Y ) Pgoo
MX(X)
f
†
OO
Q
aoo
h
OO(10.2.3)
of monoids. First we claim that the composition
(f †)gpagp : Qgp →MgpY (Y )
takes R ⊆ Qgp intoMY (Y ) ⊆MgpY (Y ). Indeed, this can be checked on the level of charac-
teristics, where it is immediate from the definition of R and commutativity of (10.2.3). So,
we have a map of monoids b := (f †)gpagp : R→MY (Y ) making the diagram of monoids
MY (Y ) Rboo
MX(X)
f†
OO
Q
aoo
i
OO(10.2.4)
commute, hence making the diagram of log spaces
Y
f

b // A(R)
Spec i

X
a // A(Q)
commute. We thus obtain a LogEsp/X morphism
k := (f, b) : Y → T
using the fiber product description of T . To show that k determines a Kat(X, a,Spech)
morphism to T , we must check that gT k = g. By definition of gT , this is equivalent to
showing that g = bs : P →MY (Y ). Using the equality sh = i, (10.2.4), and (10.2.3), we
see that
bsh = bi(10.2.5)
= f
†
a
= gh.
Since h is a refinement, h
gp
is surjective (Lemma 1.3.3(5)), so h is an epimorphism in
the category of integral monoids (Lemma 1.3.2), hence the equality (10.2.5) implies the
desired equality g = bs because we assume MY (Y ) is integral.
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Finally, suppose
k′ = (f, b′) : Y → T = X ×A(Q) A(R)
is another map of log spaces over X with gTk
′
= g (i.e. another Kat(X, a,Spech) mor-
phism from (f, g) to T ). The fact that k′ = (f, b′) is a well-defined map to the fibered
product means we have a commutative diagram
MY (Y ) Rb
′
oo
MX(X)
f†
OO
Q
aoo
i
OO
of monoids. Comparing with (10.2.4), we see that b′i = bi. But igp is an isomorphism
(§1.3), so i is an epimorphism in the category of integral monoids (Lemma 1.3.2), so b = b′
(because MY (Y ) is integral), so k = k′. 
Theorem 10.2.5. Refinements (resp. strong refinements) in FineSMS (Definition 9.1.3)
are realizable (resp. strongly realizable).
Proof. From Definition 9.1.3 and Lemma 10.2.2 we reduce to proving that
Spech : (SpecP,MP ) → (SpecQ,MQ)
is realizable (resp. strongly realizable) for each refinement (resp. strong refinement) of fine
monoids h : Q → P . Fix such a map h, a fine log space X, and an SMS morphism
b : X → (SpecQ,MQ). We must show that Kat(X, b,Spech) has a terminal object (and
that (10.1.3) is strict when h is a strong refinement). By Lemma 10.1.2 this is local on
X, so by Lemma 10.2.3 we can assume, after possibly shrinking X and replacing Q with
a different fine monoid with the same sharpening, that b = a for a map a : Q→MX(X).
The result then follows from Lemma 10.2.4. 
The geometric realization we have considered in this section is closely related to the
realization of fans of §4.5. For example:
Proposition 10.2.6. Let X be a fine log space, Q a fine monoid, a : Q → MX(X) a
monoid homomorphism, r : F → SpecQ a map of fine fans such that F can be covered
by affines SpecP with Q → P a good refinement (for example, a group isomorphism—in
particular, r can be the blowup of Q at an ideal I ⊆ Q). Then the (log differentiable space
part of the) terminal object of Kat(X, a, r) is given by X ×A(Q) A(F ).
Proof. This is clear from the local nature of the construction of such a terminal object,
and the explicit recipe for this terminal object in Lemma 10.2.4. 
10.3. Saturation. An integral log space X is called saturated iff MX,x is a saturated
monoid (§1.1) for every x ∈ X. It is easy to see that an integral monoid P is saturated iff
P is saturated, so X is saturated iff MX,x is saturated for all x ∈ X.
Now suppose X is a fine log space so that X is a fine sharp monoidal space. Let
X
sat
be the fine sharp monoidal space obtained by sharpening the locally monoidal space
SpecXM
sat
X . (This sharpening step is necessary—the saturation of a fine, sharp monoid
need not be charp.) The map X
sat → X is terminal among SMS morphisms from a
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saturated sharp monoidal space to X. If X → (SpecP,MP ) is strict, then we have a
cartesian SMS diagram
X
sat //

(SpecP sat,MP sat)

X // (SpecP,MP )
as in Corollary 7.5.6. It then follows from Lemma 1.3.3(8) thatX
sat → X is a strong refine-
ment of sharp monoidal spaces. By Theorem 10.2.5, the Kato category Kat(X,X
sat → X)
has a terminal object, which we will denote Xsat, and the map Xsat → Xsat is strict, hence
Xsat is an fs log space. Unravelling the universal property of this terminal object, we see
that Xsat → X is terminal among maps from a saturated log space to X.
Lemma 10.3.1. Let X be a fine positive log differential space. Then the map Xsat → X
is log smooth and a homeomorphism on topological spaces.
Proof. This is local on X so we can assume there is a fine chart P →MX(X), in which
case we have a cartesian diagram
Xsat

// R+(P
sat)
f

X // R+(P )
(with strict horizontal arrows) where f is the PLDS realization of the saturation P →֒
P sat. Log smooth maps and homeomorphisms are closed under base change in PLDS, so it
is enough to prove that f is log smooth (for this, see Example 6.5.4) and a homeomorphism
(for this, see §6.2). 
10.4. Resolution of singularities. Our basic results on resolution of singularities for log
differentiable spaces are obtained formally by combining the “combinatorial” resolution
result Theorem 9.4.9 and the “realization” result Theorem 10.2.5.
Theorem 10.4.1. Let X be an fs log differentiable space (resp. fine positive log differ-
entiable space). Then there is a locally projective (hence Euclidean proper), surjective,
log smooth morphism r : X ′ → X of fs log differentiable spaces (resp. fine positive log
differentiable spaces) such that X ′ is free and r is an isomorphism over the free locus of
X.
Proof. Suppose first that X is an fs log differentiable space. Let r : BlIX → X be the
“canonical resolution” of the fs sharp monoidal space X from Theorem 9.4.9. Since r is a
refinement, the Kato category Kat(X, r) has a terminal object
(r : X ′ → X, g : X ′ → BlIX).
We claim that the LDS morphism r : X ′ → X for this terminal object is as desired.
Since r is in fact a strong refinement, it is strongly realizable (Theorem 10.2.5), so g is
strict, hence X ′ is free because BlIX is free.
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Choose an open cover {Ui} of X and fs charts ai : Pi →MX(Ui) for the MX |Ui. This
yields charts
ai : U i → (SpecPi,MPi)
for the fs (resp. fine) sharp monoidal spaces U i. By construction ofX
′, the log differentiable
space U ′i := r
−1(Ui) is the terminal object of Kat(Ui, ai, ri), where
ri : BlIi(SpecPi,MPi) → (SpecPi,MPi)
is the canonical resolution of the fs sharp monoidal space (SpecPi,MPi). By the discussion
at the end of §9.4, the map ri is the sharpening (as the notation suggests) of the canonical
resolution
ri : BlIiPi → SpecPi
of the fs fan SpecPi. The map ri is a group isomorphism of fs fans (Lemma 9.2.1), hence, in
particular, a good refinement (Lemma 9.1.2), so by Proposition 10.2.6 we have a cartesian
LDS diagram
U ′i

// A(BlIi)Pi)
A(ri)

Ui
ai // A(Pi)
(with strict horizontal arrows) where A(ri) is the LDS realization of ri.
The properties of r asserted in the theorem are local on X and stable under base change
(the part about the free locus is stable under strict base change), so we need only prove
that they hold for A(ri). The map A(ri) is Euclidean proper by Lemma 9.3.2, log smooth
by Lemma 9.3.1, and surjective by Lemma 9.3.3. It is an isomorphism over the free locus
of A(Pi) because ri is an isomorphism over the free locus of SpecPi.
Notice that the same argument goes through verbatim with LDS replaced byPLDS. In
PLDS we can weaken “fs” to “fine” because we can first take the saturation of Xsat → X
(this map certainly has all the desired properties in light of Lemma 10.3.1), then apply
our fs PLDS resolution theorem to Xsat. 
Corollary 10.4.2. Suppose X ∈ PLDS is log smooth. Then there is a manifold with
corners X ′ and a locally projective, surjective, log smooth PLDS morphism r : X ′ → X
which is an isomorphism over the free locus of X.
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