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Abstract
In 1974, Landis and Oleinik conjectured that if a bounded solution of a parabolic
equation decays fast at a time, then the solution must vanish identically before
that time, provided the coefficients of the equation satisfy appropriate conditions
at infinity. We prove this conjecture under some reasonable assumptions on the
coefficients which improved the earlier results.
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1 Introduction
The behavior of solutions of heat equations arose many interests in last few decades. In
1974, Landis and Oleinik [1] proposed the following conjecture:
If u(x, t) is a bounded solution of a uniformly parabolic equation∑
i,j
∂i(a
ij(x)∂ju)− ∂tu+ b(x) · ∇u+ c(x)u = 0 in Rn × [0, T ],
and the condition
u(x, T ) ≤ Ne−|x|2+ε, x ∈ Rn, (1)
holds for some positive constants N and ε, then u(x, t) ≡ 0 in Rn × [0, T ], provided that
the coefficients of the equation satisfy appropriate conditions at infinity.
The original conjecture only assumes that the coefficients are time-independent and
does not mention the precise conditions, however, the Lipschitz continuous assumption
with some decay at infinity on aij(x) seems reasonable and we may also consider the
space-time dependent case.
∗The research is partially supported by the Chinese NSF under grant 11471320, the innovation
program at CAS and National Basic Research Program of China under grant 2011CB808002.
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Landis-Oleinik conjecture is closely related to many important problems. In particular,
if u(x, T ) = 0, the conjecture is reduced to the backward uniqueness problem for parabolic
equations. The backward uniqueness problem has a natural background in the control
theory for PDEs, and it also appeared in the regularity theory of parabolic equations, such
as the Navier-Stokes equations [7], semi-linear heat equations [8], heat flow of harmonic
maps [9].
This conjecture has a elliptic version, where probably the problem originated, the
Landis conjecture, namely, if a solution of an elliptic equation decays faster than a given
rate at infinity, then it is identically zero. The complex case of Landis conjecture is solved
by Meshkov [10], and a quantitative result is proved by Bourgain and Kenig [11], while
the real case remains open.
Now we denote the backward parabolic operator
P = ∂t +
∑
i,j
∂i(a
ij(x, t)∂j) = ∂t +∇ · (A∇),
where A(x, t) = (aij(x, t))ni,j=1 is a real symmetric matrix such that for some Λ ≥ λ > 0,
λ|ξ|2 ≤
∑
i,j
aij(x, t)ξiξj ≤ Λ|ξ|2, ∀ξ ∈ Rn. (2)
In the following we always assume that the lower coefficients b and c are space-time
dependent and bounded, and rather than (1), we assume a weaker condition
|u(x, 0)| ≤ Cke−k|x|2, ∀ k > 0. (3)
There are some earlier results about Landis-Oleinik conjecture. In the constant co-
efficients case, i.e., the heat equation, this conjecture was solved by Escauriaza, Kenig,
Ponce and Vega [2]. They introduced some interesting Carleman estimates and proved
both qualitative and quantitative results for the heat equation with bounded space-time
dependent coefficients in whole space and half space.
For the general case, the first result is obtained by Nguyen [3] where both qualitative
and quantitative results are proved for the conjecture in whole space and half space under
the following assumptions
|∇xaij(x, t)|+ |∂taij(x, t)| ≤M, (4)
|∇xaij(x, t)| ≤M〈x〉−1−ǫ, (5)
|aij(x, t)− aij(x, s)| ≤M〈x〉−1|t− s|1/2, (6)
where 〈x〉 =√1 + |x|2 and ε > 0. We remark that condition (4), the Lipschitz regularity
assumption is reasonable, as shown in [12, 13], and some decay assumptions seems nec-
essary. However, condition (5) is not scaling invariant and we wonder if condition (6) is
necessary.
Another related result is the backward uniqueness result for general parabolic equa-
tions in half space proved by the authors [14] under condition (4) and the decay at infinity
condition:
|∇xaij(x, t)| ≤ E|x| , where E < E0(n,Λ, λ). (7)
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Note that condition (7) is scaling invariant. In [14], the authors also constructed examples
to show that both condition (4) and (7) are almost optimal.
All these results suggest that if Landis-Oleinik conjecture is true, then certain reg-
ularity and decay at infinity assumptions on the coefficients should be required, and
assumptions (4) and (7) seem to be optimal.
Now in the exterior domain, under assumptions (4) and (7), we shall prove the Landis-
Oleinik conjecture. Our main result is the following.
Theorem 1.1 Suppose {aij} satisfy (2), and for some constants E,M,N > 0,
|∇xaij(x, t)|+ |∂taij(x, t)| ≤M, ∀ (x, t) ∈ Rn\B1 × [0, 1], (8)
and
|∇xaij(x, t)| ≤ E|x| , ∀ (x, t) ∈ R
n\B1 × [0, 1]. (9)
Assume that u satisfies

|Pu| ≤ N(|u|+ |∇u|) in Rn\B1 × [0, 1],
|u(x, t)| ≤ NeN |x|2 in Rn\B1 × [0, 1],
|u(x, 0)| ≤ Cke−k|x|2, ∀k > 0 in Rn\B1.
(10)
Then there exists a constant E0 = E0(n,Λ, λ), such that when E < E0, we have
u(x, t) ≡ 0 in Rn\B1 × [0, 1].
By the unique continuation(see [5, 6]) result, we immediately have the following corol-
lary.
Corollary 1.2 Theorem 1.1 is still valid if we replace Rn\B1 by Rn.
Theorem 1.1 can be obtained immediately by the following upper bound and lower
bound estimates.
Proposition 1.3 (Upper Bound) Suppose {aij} and u are the same as above. Then
there exists a constant E0 = E0(n,Λ, λ), such that when E < E0, we have
|u(x, t)|+ |∇u(x, t)| ≤ e−k|x|2, ∀k > 0,
when |x| ≥ R1(n,Λ, λ,M,E,N, k) and 0 ≤ t ≤ T1(Λ, N).
Proposition 1.4 (Lower Bound) Suppose {aij} are the same as above, u satisfies the
first two conditions of (10), and u(x, 0) 6= 0. Then there exists a positive constant E0 =
E0(n,Λ, λ), such that when E < E0, there exists a constant C⋆ = C∗(n,Λ, λ,M,E,N),
such that the following estimate
1
T
∫ 7T/8
T/8
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt ≥ e−C⋆ R
2
T . (11)
holds when
R ≥ R2(n,Λ, λ,M,E,N, ||u(·, 0)||L2(B(10e1, 12 )))
and
0 < T ≤ T2(n,Λ, λ,M,N, ||u(·, 0)||L2(B(10e1 , 12 ))),
where e1 = (1, 0, . . . , 0).
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Combining these two estimates together, we must have u(x, 0) = 0, then by the
backward uniqueness(see [14]) result, we have u(x, t) ≡ 0. Thus we proved Theorem 1.1.
Remark 1.5 This lower bound of the integration form is optimal, which can be seen from
the solution of the backward heat equation ∂tΓ +△Γ = 0 that
Γ(x, t) = (T − t)−n/2e− |x|
2
4(T−t) .
The upper bound can be obtained by the following Carleman inequality.
Proposition 1.6 Suppose {aij} are the same as above. Let
Q = Rn\B1 × [0, 1], f(t) = (t+ 1)−β − 2−β.
There exists a positive constant E0 = E0(n,Λ, λ), such that when E < E0, for any function
v ∈ C∞0 (Q) and any γ > 0, we have∫
Q
e2γf |x|
3/2− b|x|2+β
t+1 (|v|2 + |∇v|2)dxdt ≤
∫
Q
e2γf |x|
3/2− b|x|2+β
t+1 |Pv|2dxdt
+ c
∫
Rn
|x|2e− b|x|
2
2 (|v(x, 1)|2 + |∇v(x, 1)|2)dx
+ c(1 + γ)2
∫
Rn
|x|2e2γ|x|3/2−b|x|2|v(x, 0)|2dx,
(12)
where b = 1
16Λ
, β = β(n,Λ, λ,M,E) ≥ 1, and c is an absolute constant.
The lower bound can be proved mainly by the following Carleman inequality.
First, let ψ(t) be a cut-off function satisfying
ψ(t) =
{
0, if t ∈ [0, 1
4
] ∪ [3
4
, 1];
2, if t ∈ [1
3
, 2
3
].
Proposition 1.7 Suppose {aij} are the same as above. Let
QR = {(x, t)| 1 < |x| < R, t ∈ (1
8
,
7
8
)},
Ψ = γ(1− t)R2/3|x|4/3 + ψ(t)R2.
Then there exists a positive constant E0 = E0(n,Λ, λ), such that when E < E0, for any
function v ∈ C∞0 (QR) and any γ ≥ γ0(n,Λ, λ,M,E), we have
cλ2
∫
QR
e2Ψ(γ3R2|v|2 + γ|∇v|2)dxdt ≤
∫
QR
e2Ψ|Pv|2dxdt. (13)
The paper organized as follows. We first use the two Carleman inequalities to prove
the upper and lower bound, then we prove the two Carleman inequalities.
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2 Proof of Upper Bound and Lower Bound
In this section, we prove the upper bound and lower bound by assuming Proposition 1.6
and Proposition 1.7 first, and we postpone the proof of the two Carleman inequalities to
the next section.
2.1 Upper Bound
Proof of Proposition 1.3. We use Carleman inequalities (12) to prove the upper bound
for the solution.
Step 1. By the regularity theory for solutions of parabolic equations, we have
|u(x, t)|+ |∇u(x, t)| ≤ C(n,Λ, λ,M,N)e2N |x|2 (14)
for (x, t) ∈ Rn\B2 × [0, 12 ]. Let
τ = min{1
2
,
1
2N
,
b
8
}, (15)
where b is the one in Proposition 1.6. Define
u˜(x, t) = u(τx, τ 2t),
and
a˜ij(x, t) = aij(τx, τ 2t)
for (x, t) ∈ Rn\B 2
τ
× [0, 1]. Then it is easy to see
|∇xa˜ij|+ |∂ta˜ij | ≤ τM ≤M, |∇xa˜ij | ≤ E|x| .
We denote
P˜ u˜ = ∂tu˜+
∑
ij
∂i(a˜
ij∂j u˜),
then by (10) we have
|P˜ u˜| ≤ τN(|u˜|+ |∇u˜|) ≤ 1
2
(|u˜|+ |∇u˜|). (16)
By (14) and (15), we have
|u˜(x, t)| + |∇u˜(x, t)| ≤ C(n,Λ, λ,M,N)e2Nτ2|x|2 ≤ C(n,Λ, λ,M,N)e b8 |x|2. (17)
We keep in mind that
|u(x, 0)| ≤ Cke−k|x|2, ∀k > 0, (18)
and we always take k large enough.
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Step 2. In order to apply Carleman inequality (12), we define a cut-off function θ
satisfying
θ(|x|) =
{
0, if |x| < R or |x| > k2R + 1;
1, if R + 1 ≤ |x| ≤ k2R,
where R > 2
τ
.
Let v = θu˜, then by (16) we have
|P˜ v| =|θP˜ u˜+ u˜P˜ θ + 2a˜ij∂iθ∂j u˜|
≤1
2
θ(|u˜|+ |∇u˜|) + C(n,Λ,M)χ(|u˜|+ |∇u˜|)(|∇θ|+ |∇2θ|)
≤1
2
(|v|+ |∇v|) + C(n,Λ,M)χΩ(|u˜|+ |∇u˜|),
(19)
where χ is the characteristic function and
Ω ={|0 < θ < 1, t ∈ [0, 1]}
={R < |x| < R + 1, t ∈ [0, 1]}
⋃
{k2R < |x| < k2R + 1, t ∈ [0, 1]}.
Step 3. We apply Carleman inequality (12) for v, then
J ≡
∫
Q
e2γf |x|
3/2− b|x|2+β
t+1 (|v|2 + |∇v|2)dxdt
≤
∫
Q
e2γf |x|
3/2− b|x|2+β
t+1 |P˜ v|2dxdt
+ c
∫
Rn
|x|2e− b|x|
2
2 (|v(x, 1)|2 + |∇v(x, 1)|2)dx
+ c(1 + γ)2
∫
Rn
|x|2e2γ|x|3/2−b|x|2|v(x, 0)|2dx.
By (19) we have
J ≤3
4
J + C(n,Λ,M)
∫
Q
e2γf |x|
3/2− b|x|2+β
t+1 χ(|u˜|+ |∇u˜|)2dxdt
+ c
∫
Rn
|x|2e− b|x|
2
2 (|v(x, 1)|2 + |∇v(x, 1)|2)dx
+ c(1 + γ)2
∫
Rn
|x|2e2γ|x|3/2−b|x|2|v(x, 0)|2dx,
thus
J ≤C(n,Λ,M)
∫
Ω
e2γf |x|
3/2− b|x|2+β
t+1 (|u˜|+ |∇u˜|)2dxdt
+ c
∫
|x|≥R
|x|2e− b|x|
2
2 (|u˜(x, 1)|2 + |∇u˜(x, 1)|2)dx
+ c(1 + γ)2
∫
|x|≥R
|x|2e2γ|x|3/2−b|x|2|u˜(x, 0)|2dx
≡I1 + I2 + I3.
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Step 4. Now we estimate both sides of the above inequality. We estimate I2 and I3
first, then I1, at last J .
Estimate of I2.
By (17),
I2 ≤ C(n,Λ, λ,M,N)
∫
|x|≥R
|x|2e− b|x|
2
4 dx ≤ C(n,Λ, λ,M,N) (20)
Estimate of I3.
Recall (18), then
|u˜(x, 0)| = |u(τx, 0)| ≤ C(bk
τ 2
)e−
bk
τ2
|τx|2 = C(Λ, N, k)e−bk|x|
2
,
and thus
I3 ≤ C(Λ, N, k)(1 + γ)2
∫
|x|≥R
|x|2e−bk|x|2+2γ|x|3/2−b|x|2dx.
Now we choose
γ =
bk
16
R1/2. (21)
In the region {|x| ≥ R},
2γ|x|3/2 = bk
8
R1/2|x|3/2 ≤ bk
8
|x|2,
then
I3 ≤C(Λ, N, k)k2R
∫
|x|≥R
|x|2e− bk2 |x|2−b|x|2dx
≤C(Λ, N, k)k2Re− bk2 R2
∫
|x|≥R
|x|2e−b|x|2dx
≤C(n,Λ, N, k)k2Re− bk2 R2 ≤ 1,
(22)
if R ≥ R0(n,Λ, N, k) large enough.
Estimate of I1.
I1 ≤ C(n,Λ,M)
∫
Ω
e2γ|x|
3/2− b|x|2
2 (|u˜|+ |∇u˜|)2dxdt.
Use (17) again, we obtain
I1 ≤C(n,Λ, λ,M,N)
∫
Ω
e2γ|x|
3/2− b|x|2
4 dxdt
≤C(n,Λ, λ,M,N)(
∫
k2R≤|x|≤k2R+1
+
∫
R≤|x|≤R+1
)e2γ|x|
3/2− b|x|2
4 dx
≡I1,1 + I1,2.
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In the region {k2R ≤ |x| ≤ k2R + 1},
2γ|x|3/2 = bk
8
R1/2|x|3/2 ≤ b
8
|x|2,
then
I1,1 ≤ C(n,Λ, λ,M,N)
∫
k2R≤|x|≤k2R+1
e−
b|x|2
8 dx ≤ C(n,Λ, λ,M,N).
In {R ≤ |x| ≤ R + 1},
2γ|x|3/2 = bk
8
R1/2|x|3/2 ≤ bk
8
|x|2,
then
I1,2 ≤C(n,Λ, λ,M,N)
∫
R≤|x|≤R+1
e
bk
8
|x|2− b|x|2
4 dx
≤C(n,Λ, λ,M,N)e bk8 (R+1)2
∫
R≤|x|≤R+1
e−
b|x|2
4 dx
≤C(n,Λ, λ,M,N)e bk2 R2 .
Thus we have
I1 ≤ C(n,Λ, λ,M,N)e bk2 R2 . (23)
Combining (20), (22) and (23), we have that when R ≥ R0(n,Λ, N, k),
J ≤ C(n,Λ, λ,M,N)e bk2 R2 . (24)
Next we estimate a lower bound for J .
Estimate of J.
If k ≥ 4β+5, then {4β+2R ≤ |x| ≤ 4β+3R} ⊂ {θ = 1}, and thus
J ≥
∫ 1/2
0
∫
4β+2R≤|x|≤4β+3R
e2γf |x|
3/2− b|x|2+β
t+1 (|u˜|2 + |∇u˜|2)dxdt.
Notice that when t ∈ [0, 1
2
], f(t) ≥ f(1
2
) ≥ 2−β−2, then
J ≥ e−β
∫ 1/2
0
∫
4β+2R≤|x|≤4β+3R
e2
−β−1γ|x|3/2−b|x|2(|u˜|2 + |∇u˜|2)dxdt.
In the region {4β+2R ≤ |x| ≤ 4β+3R},
2−β−1γ|x|3/2 = 2−β−5bkR1/2|x|3/2 ≥ 2−β−5bk(4−β−3|x|)1/2|x|3/2 = 4−β−4bk|x|2,
then
2−β−1γ|x|3/2 − b|x|2 ≥ (4−β−4k − 1)b|x|2.
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Notice that k ≥ 4β+5 , then
4−β−4k − 1 ≥ 4−β−5k,
and
2−β−1γ|x|3/2 − b|x|2 ≥ 4−β−5bk|x|2 ≥ 4−β−5bk(4β+2R)2 = 4β−1bkR2 ≥ bkR2.
Thus
J ≥e−βebkR2
∫ 1/2
0
∫
4β+2R≤|x|≤4β+3R
(|u˜|2 + |∇u˜|2)dxdt
≥τ−ne−βebkR2
∫ τ2/2
0
∫
τ4β+2R≤|x|≤τ4β+3R
(|u|2 + |∇u|2)dxdt.
(25)
Combining (24) and (25) together, we have
∫ τ2/2
0
∫
τ4β+2R≤|x|≤τ4β+3R
(|u|2 + |∇u|2)dxdt ≤ C(n,Λ, λ,M,E,N)e− bk2 R2 ≤ e− bk4 R2
when R ≥ R0(n,Λ, λ,M,E,N, k).
We replace τ4β+2R by R, and let
T1 =
τ 2
4
=
1
16
min{1, 1
N2
,
b2
16
},
then we obtain ∫ 2T1
0
∫
R≤|x|≤4R
(|u|2 + |∇u|2)dxdt ≤ e−CkR2.
Finally, by the regularity theory for solutions of parabolic equations, we obtained our
upper bound estimate.
2.2 Lower Bound
The lower bound can be proved by the following two lemmas. The first one is due to
Escauriaza, Fernandez and Vessella (see [4]), and we copy it here.
Lemma 2.1 There is a constant C = C(n,Λ, λ,M,N) such that the inequalities
C log(CΘρ) ≥ 2 and C
∫
B2ρ
u2(x, t)dx ≥
∫
Bρ
u2(x, 0)dx (26)
hold when 0 < t ≤ ρ2/C log(CΘρ) and 0 < ρ ≤ 1. Here
Θρ =
∫ 1
0
∫
B4
u2(x, t)dxdt
ρ2
∫
Bρ
u2(x, 0)dx
.
The second one is derived from Carleman inequality (13).
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Lemma 2.2 Suppose {aij} are the same as above, u satisfies the first two conditions of
(10). Then there exists a positive constant E0 = E0(n,Λ, λ), such that when E < E0,
there exists C⋆ = C∗(n,Λ, λ,M,E,N), such that the following estimate
eC∗
R2/3
T
1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
|u|2dxdt
≤1 + eC∗ R
2
T
1
T
∫ 7T/8
T/8
∫
R−1≤|x|≤R
(|u|2 + |∇u|2)dxdt,
(27)
holds when R ≥ R3(n,N) and 0 < T ≤ 1.
In the following, we prove Lemma 2.2 first, then we use the two lemmas to prove the
lower bound.
Proof of Lemma 2.2. We use Carleman inequality (13) to prove Lemma 2.2. We again
divided the proof into several steps.
Step 1. For any 0 < T ≤ 1, we define
u˜(x, t) = u(
√
Tx, T t),
a˜ij(x, t) = aij(
√
Tx, T t),
P˜ u˜ = ∂tu˜+
∑
ij
∂i(a˜
ij∂j u˜),
for (x, t) ∈ (x, t) ∈ Rn\B 2√
T
× [0, 1]. Similarly, we have
|u˜(x, t)|+ |∇u˜(x, t)| ≤ C(n,Λ, λ,M,N)e2NT |x|2, (28)
and
|P˜ u˜| ≤
√
TN(|u˜|+ |∇u˜|) ≤ N(|u˜|+ |∇u˜|). (29)
Step 2. In order to apply Carleman inequality (13), we choose two smooth cut-off
functions. Let
η1(|x|) =
{
0, if |x| ≤ 2√
T
or |x| ≥ γ−3/4R;
1, if 3√
T
≤ |x| ≤ γ−3/4R− 1√
T
,
where γ and R are the parameters in Carleman inequality (13), and
γ−3/4R ≥ 20√
T
. (30)
We always take both γ and R large enough. Let
η2(t) =
{
0, if t ∈ [0, 1
8
]
⋃
[7
8
, 1];
1, if t ∈ [1
4
, 3
4
].
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Let η(x, t) = η1(|x|)η2(t) and v = ηu˜. Then supp η ⊂ QR and so supp w ⊂ QR.
By (29) we have
|P˜ v| =|ηP˜ u˜+ u˜P˜ η + 2a˜ij∂iη∂j u˜|
≤Nη(|u˜|+ |∇u˜|) + C(n,Λ,M)(|u˜|+ |∇u˜|)(|∂tη|+ |∇η|+ |∇2η|)
≤N(|v|+ |∇v|) + C(n,Λ,M,N)(|u˜|+ |∇u˜|)χ{0<η<1},
(31)
Step 3. We apply Calman inequality (13) for v, then we get
cλ2
∫
QR
e2Ψ(γ3R2|v|2 + γ|∇v|2)dxdt ≤
∫
QR
e2Ψ|P˜ v|2dxdt.
By (31), we have
cλ2
∫
QR
e2Ψ(γ3R2|v|2 + γ|∇v|2)dxdt ≤ 4N2
∫
QR
e2Ψ(|v|2 + |∇v|2)dxdt
+C
∫
{0<η<1}
e2Ψ(|u˜|2 + |∇u˜|2)dxdt.
In the above inequality, if we take γ = γ(n,Λ, λ,M,E,N) large enough, then the first
term of the right hand side can be absorbed by the term of the left hand side, thus we
obtain ∫
QR
e2Ψ(|v|2 + |∇v|2)dxdt ≤ Cγ−1
∫
{0<η<1}
e2Ψ(|u˜|2 + |∇u˜|2)dxdt.
Denote that
Ω1 = {(x, t)| 9√
T
≤ |x| ≤ 11√
T
, t ∈ [1
3
,
2
3
]},
then Ω1 ⊂ {η = 1} and thus∫
Ω1
e2Ψ(|u˜|2 + |∇u˜|2)dxdt ≤ Cγ−1
∫
{0<η<1}
e2Ψ(|u˜|2 + |∇u˜|2)dxdt. (32)
We divide the set {0 < η < 1} into three parts:
{0 < η < 1} ⊂ Ω2 ∪ Ω3 ∪ Ω4,
where
Ω2 ={(x, t)| 2√
T
< |x| < 3√
T
, t ∈ [1
8
,
7
8
]},
Ω3 ={(x, t)| 3√
T
< |x| < γ−3/4R− 1√
T
, t ∈ [1
8
,
1
4
] ∪ [3
4
,
7
8
]},
Ω4 ={(x, t)| γ−3/4R− 1√
T
< |x| < γ−3/4R, t ∈ [1
8
,
7
8
]}.
(33)
If we denote that
Ji =
∫
Ωi
e2Ψ(|u˜|2 + |∇u˜|2)dxdt, i = 1, 2, 3, 4,
11
then we rewrite (32) as
J1 ≤ Cγ−1(J2 + J3 + J4). (34)
Step 4. We estimate them respectively.
Estimate of J1.
In Ω1, ψ(t) = 2, and
Ψ ≥ γ
3
R2/3(
9√
T
)4/3 + 2R2 ≥ 6γ(R
T
)2/3 + 2R2,
then
J1 ≥ exp{12γ(R
T
)2/3 + 4R2}
∫
Ω1
|u˜|2dxdt
=T−
n
2
−1 exp{12γ(R
T
)2/3 + 4R2}
∫ 2T/3
T/3
∫
9≤|x|≤11
|u|2dxdt.
(35)
Estimate of J2.
In Ω2,
Ψ ≤ γR2/3( 3√
T
)4/3 + 2R2 ≤ 5γ(R
T
)2/3 + 2R2,
and by (28),
|u˜|+ |∇u˜| ≤ C(n,Λ, λ,M,N)e18N ≤ C,
thus
J2 ≤ CT−n2 exp{10γ(R
T
)2/3 + 4R2}. (36)
Estimate of J3. In Ω3, ψ(t) = 0,
Ψ ≤ γR2/3(γ−3/4R)4/3 = R2,
and by (28),
|u˜|+ |∇u˜| ≤ C exp{2NT (γ−3/4R)2} ≤ C exp{2N(γ−3/4R)2},
then we have
J3 ≤ C(γ−3/4R)n exp{2R2 + 4N(γ−3/4R)2}.
Notice that if γ−3/4R > C(n,N), then
(γ−3/4R)n ≤ exp{N(γ−3/4R)2},
hence
J3 ≤ C exp{2R2 + 5N(γ−3/4R)2} ≤ C exp{3R2}. (37)
Estimate of J4.
In Ω4,
Ψ ≤ γR2/3(γ−3/4R)4/3 + 2R2 = 3R2,
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then
J4 ≤ exp{6R2}
∫
Ω4
(|u˜|2 + |∇u˜|2)dxdt
≤T−n/2−1 exp{6R2}
∫ 7T/8
T/8
∫
γ−3/4
√
TR−1<|x|<γ−3/4√TR
(|u|2 + |∇u|2)dxdt.
(38)
Now we combine (34), (35), (36), (37) and (38) together, then we have
exp{12γ(R
T
)2/3 + 4R2} 1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
|u|2dxdt
≤Cγ−1[exp{10γ(R
T
)2/3 + 4R2}
+ exp{6R2} 1
T
∫ 7T/8
T/8
∫
γ−3/4
√
TR−1<|x|<γ−3/4√TR
(|u|2 + |∇u|2)dxdt].
In the above inequality, we divide both sides by exp{10γ(R
T
)2/3 + 4R2}, and take
γ = γ(n,Λ, λ,M,E,N) large enough, then when γ−3/4R ≥ C(n,N)√
T
, we have
exp{2γ(R
T
)2/3} 1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
|u|2dxdt
≤1 + exp{2R2} 1
T
∫ 7T/8
T/8
∫
γ−3/4
√
TR−1<|x|<γ−3/4
√
TR
(|u|2 + |∇u|2)dxdt,
If we replace γ−3/4
√
TR by R, we rewrite the above formula as
exp{2γ3/2R
2/3
T
} 1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
|u|2dxdt
≤1 + exp{2γ3/2R
2
T
} 1
T
∫ 7T/8
T/8
∫
R−1<|x|<R
(|u|2 + |∇u|2)dxdt,
provided γ = γ(n,Λ, λ,M,E,N) large enough, and R ≥ C(n,N). Thus we proved Lemma
2.2.
Proof of Proposition 1.4. Since u(x, 0) 6= 0, then by the unique continuation (see
[5, 6]), we must have u(x, 0) 6= 0 in B(10e1, 12), and thus ||u(·, 0)||L2(B(10e1, 12 )) > 0.
Now we apply Lemma 2.1 for ρ = 1
2
and the ball B(10e1,
1
2
), then when
0 < t ≤ 1/C log(CΘ1/2),
we have
C
∫
B(10e1,1)
u2(x, t)dx ≥
∫
B(10e1,
1
2
)
u2(x, 0)dx. (39)
Notice that
Θ1/2 ≤ C(N)/||u(·, 0)||2L2(B(10e1, 12 )),
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and
1/C log(CΘ1/2) ≥ C(n,Λ, λ,M,N, ||u(·, 0)||L2(B(10e1 , 12 ))) ≡ T2,
then when 0 < t ≤ T2, we have (39).
For 0 < T ≤ T2, we apply Lemma 2.2, then when R ≥ R3(n,N), we have
eC⋆
R2/3
T
1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
u2dxdt
≤1 + eC⋆ R
2
T
1
T
∫ 7T/8
T/8
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt,
(40)
Notice that the left hand side of (40)
eC⋆
R2/3
T
1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
u2dxdt ≥ eC⋆ R
2/3
T
1
T
∫ 2T/3
T/3
∫
B(10e1,1)
u2dxdt,
and by (39),
eC⋆
R2/3
T
1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
u2dxdt ≥ CeC⋆ R
2/3
T ||u(·, 0)||2
L2(B(10e1,
1
2
))
.
If we choose
R ≥ R2(n,Λ, λ,M,E,N, ||u(·, 0)||L2(B(10e1, 12 ))),
then
eC⋆
R2/3
T
1
T
∫ 2T/3
T/3
∫
9≤|x|≤11
u2dxdt ≥ eC⋆ R
2/3
2T ≥ 2. (41)
By (40) and (41), we have
1
T
∫ 7T/8
T/8
∫
R−1≤|x|≤R
(u2 + |∇u|2)dxdt ≥ e−C⋆ R
2
T .
Thus we proved the lower bound estimate.
3 Proof of Carleman Inequalities
In this section, we shall prove the two Carleman Inequalities. The main idea is to choose
a proper weighted functions G. We denote
∆˜v = ∂i(a
ij∂jv).
Here and in the following argument, we use the summation convention on the repeated in-
dices. We shall make use of the following lemma which is due to Escauriaza and Ferna´ndez
in [5] (see also [3]).
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Lemma 3.1 Suppose σ(t) : R+ → R+ is a smooth function, F is differentiable, G is twice
differentiable and G > 0. Then the following identity holds for any v ∈ C∞0 (Rn × [0, T ])
and any α ∈ R:
2
∫
Rn×[0,T ]
σ1−α
σ′
|Lv|2Gdxdt+ 1
2
∫
Rn×[0,T ]
σ1−α
σ′
v2MGdxdt
+
∫
Rn×[0,T ]
σ1−α
σ′
〈A∇v,∇v〉[(log σ
σ′
)′ +
∂tG− ∆˜G
G
− F ]Gdxdt
+ 2
∫
Rn×[0,T ]
σ1−α
σ′
〈DG∇v,∇v〉Gdxdt−
∫
Rn×[0,T ]
σ1−α
σ′
v〈A∇v,∇F 〉Gdxdt
=2
∫
Rn×[0,T ]
σ1−α
σ′
LvPvGdxdt+
∫
Rn
σ1−α
σ′
〈A∇v,∇v〉Gdx|T0
+
1
2
∫
Rn
σ1−α
σ′
v2(F − ασ
′
σ
)Gdx|T0
(42)
where
Lv = ∂tv − 〈A∇logG,∇v〉+ 1
2
(F − ασ
′
σ
)v,
M = (log
σ
σ′
)′F + ∂tF + (F − ασ
′
σ
)(
∂tG− ∆˜G
G
− F )− 〈A∇F,∇logG〉,
and
DijG = a
ik∂kl(logG)a
lj +
∂l(logG)
2
(aki∂ka
lj + akj∂ka
li − akl∂kaij) + 1
2
∂ta
ij .
We first give a modification of this lemma which will be used in our proof. Let α = 0
and σ(t) = et in Lemma 3.1, then we obtain the following identity for v ∈ C∞0 (Rn× [0, T ])
1
2
∫
Rn×[0,T ]
v2MGdxdt +
∫
Rn×[0,T ]
〈[2DG + (∂tG− ∆˜G
G
− F )A]∇v,∇v〉Gdxdt
−
∫
Rn×[0,T ]
v〈A∇v,∇F 〉Gdxdt = 2
∫
Rn×(0,T )
Lv(Pv − Lv)Gdxdt
+
∫
Rn
〈A∇v,∇v〉Gdx|T0 +
1
2
∫
Rn
v2FGdx|T0 .
If ∇F is differentiable, we can integrate by parts to obtain that
−
∫
Rn×[0,T ]
v〈A∇v,∇F 〉Gdxdt
=
1
2
∫
Rn×[0,T ]
v2∆˜FGdxdt+
1
2
∫
Rn×[0,T ]
v2〈A∇F,∇logG〉Gdxdt.
The function ∇F may not be differentiable, so we approximate F by some twice differ-
entiable function F0 and use the above identity with F0 in place of F , following Nguyen’s
idea in [3]. Thus a direct corollary follows.
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Corollary 3.2 Suppose F is differentiable, F0 and G is twice differentiable and G > 0.
Then the following identity holds for any v ∈ C∞0 (Rn × [0, T ]):
1
2
∫
Rn×[0,T ]
v2M0Gdxdt+
∫
Rn×[0,T ]
〈[2DG + (∂tG− ∆˜G
G
− F )A]∇v,∇v〉Gdxdt
−
∫
Rn×[0,T ]
v〈A∇v,∇(F − F0)〉Gdxdt = 2
∫
Rn×[0,T ]
Lv(Pv − Lv)Gdxdt
+
∫
Rn
〈A∇v,∇v〉Gdx|T0 +
1
2
∫
Rn
v2FGdx|T0 ,
(43)
where
Lu = ∂tv − 〈A∇v,∇logG〉+ Fv
2
,
M0 = ∂tF + F (
∂tG− ∆˜G
G
− F ) + ∆˜F0 − 〈A∇(F − F0),∇logG〉,
and
DijG = a
ik∂kl(logG)a
lj +
∂l(logG)
2
(aki∂ka
lj + akj∂ka
li − akl∂kaij) + 1
2
∂ta
ij .
Before we prove our Carleman inequalities, we need to prove a result which can be
viewed as another version of Corollary 3.2.
In (43), we let G = e2Φ, w = eΦv, and we denote
B = 2DG + (
∂tG− ∆˜G
G
− F )A.
Then the third term of the left hand side of (43) is
−
∫
Q
v〈A∇(F − F0),∇v〉e2Φdxdt
=−
∫
Q
w〈A∇(F − F0),∇w −∇Φw〉dxdt
=−
∫
Q
w〈A∇(F − F0),∇w〉dxdt+
∫
Q
〈A∇(F − F0),∇Φ〉w2dxdt.
We use the above identity and rewrite (43) as
1
2
∫
Q
M1w
2dxdt+
∫
Q
〈B∇v,∇v〉e2Φdxdt−
∫
Q
w〈A∇(F − F0),∇w〉dxdt
=2
∫
Q
Lv(Pv − Lv)e2Φdxdt+
∫
Rn
〈A∇v,∇v〉e2Φdx|T0 +
1
2
∫
Rn
v2Fe2Φdx|T0
(44)
where
M1 = ∂tF + F (
∂tG− ∆˜G
G
− F ) + ∆˜F0,
16
B = 4AD2ΦA+ 2∂lΦ(a
ki∂ka
lj + akj∂ka
li − akl∂kaij) + ∂taij + (∂tG− ∆˜G
G
− F )A. (45)
By direct calculations we have
∂tG− ∆˜G
G
= 2∂tΦ− 2aij∂ijΦ− 2∂iaij∂jΦ− 4〈A∇Φ,∇Φ〉. (46)
Let
F = 2∂tΦ− 2aij∂ijΦ− 4〈A∇Φ,∇Φ〉 −H, (47)
where H is a smooth function to be determined. We choose
F0 = 2∂tΦ− 2aijǫ ∂ijΦ− 4aijǫ ∂iΦ∂jΦ−H,
where
aijǫ (x, t) =
∫
Rn
aij(x− y, t)φǫ(y)dy,
φ is a mollifier, and ǫ = 1
2
.
By (45)-(47), we have
B = 4AD2ΦA+ 2∂lΦ(a
ki∂ka
lj + akj∂ka
li − akl∂kaij − aij∂kakl) + ∂taij +HA. (48)
Now we begin to prove our Carleman inequalities.
3.1 Proof of Proposition 1.6.
Note that Carleman inequality (12) is very similar to the second Carleman inequality in
[14], and their proofs are also similar.
In this part, we let
Φ = γf(t)|x|3/2 − b|x|
2 + β
2(t+ 1)
,
where b = 1
16Λ
and β = β(n,Λ, λ,M,E) large enough.
Step 1. Estimate matrix B.
We need to estimate the lower bounds of the matrices in the right side of (48).
First we estimate D2Φ. Denote that
h = γf |x|−1/2.
By direct calculations we have
D2Φ =
3
2
h(In − x · x
T
2|x|2 )−
b
t + 1
In ≥ (3
4
h− b
t+ 1
)In,
and hence
4AD2ΦA ≥ (3λ2h− C
t+ 1
)In.
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Second, we estimate matrix ∂lΦa
ki∂ka
lj and ∂ta
ij . For any ξ ∈ Rn,
|∂lΦaki∂kaljξiξj| ≤ n2Λ E|x| |∇Φ|
∑
i,j
|ξi||ξj| ≤ n
3ΛE
|x| |∇Φ||ξ|
2,
Since
∇Φ = (3
2
h− b
t+ 1
)x, (49)
then
|∂lΦaki∂kaljξiξj| ≤ n3ΛE(3
2
h+
b
t + 1
),
and thus
∂lΦa
ki∂ka
lj ≥ −n3ΛE(3
2
h+
b
t + 1
)In.
Similarly,
∂ta
ij ≥ −nMIn.
Consequently,
B ≥(3λ2 − 12n3ΛE)hIn − C
t+ 1
In − nMIn + λHIn
≥2λ2hIn + (λH − C
t+ 1
)In,
if we take E < E0(n,Λ, λ). Now in this part, we choose
H =
d
t+ 1
,
where d = d(n,Λ, λ,M,E) large enough, then we have
B ≥ 2λ2(h+ 1
t+ 1
)In + In. (50)
Step 2. Prove the Carleman inequality.
By (50), we can estimate the second term of the left hand side of (44),∫
Q
〈B∇v,∇v〉e2Φdxdt
≥
∫
Q
e2Φ|∇v|2dxdt+ 2λ2
∫
Q
(h+
1
t + 1
)e2Φ|∇v|2dxdt
=
∫
Q
e2Φ|∇v|2dxdt+ 2λ2
∫
Q
(h+
1
t + 1
)|∇w|2dxdt
+ 2λ2
∫
Q
[(h+
1
t+ 1
)|∇Φ|2 +∇h · ∇Φ+ (h+ 1
t + 1
)∆Φ]w2dxdt.
(51)
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By (44), (51) and the Cauchy inequality, we have∫
Q
e2Φ|∇v|2dxdt+ 2λ2
∫
Q
(h +
1
t+ 1
)|∇w|2dxdt+
∫
Q
M2w
2dxdt
−
∫
Q
w〈A∇(F − F0),∇w〉dxdt ≤
∫
Q
e2Φ|Pv|2dxdt
+
∫
Rn
〈A∇v,∇v〉e2Φdx|10 +
1
2
∫
Rn
Fe2Φv2dx|10,
(52)
where
M2 =2λ
2[(h +
1
t + 1
)|∇Φ|2 +∇h · ∇Φ + (h+ 1
t+ 1
)∆Φ]
+
1
2
∂tF +
1
2
F (
∂tG− ∆˜G
G
− F ) + 1
2
∆˜F0.
(53)
We use inequality (52) to prove Proposition 1.6. We need some estimates which we
list in the following lemma.
Lemma 3.3 Set b = 1
16Λ
, β = 20Λ
λ
d and d = d(n,Λ, λ,M,E) large enough. There exists
E0 = E0(n,Λ, λ), such that when E < E0, for any γ > 0, we have
M2 ≥ λ2h3|x|2 + db
8
|x|2
(t+ 1)3
; (54)
|∇(F − F0)| ≤ C(n)E[h2 + 1
(t+ 1)2
]|x|; (55)
F (x, 0) ≥ −2β|x|2(1 + γ)2; (56)
F (x, 1) ≤ β
2
|x|2. (57)
We shall prove this lemma later.
By applying Lemma 3.3, in particular by (55), we have
|
∫
Q
w〈A∇(F − F0),∇w〉dxdt| ≤Λ
∫
Q
|∇(F − F0)||w||∇w|dxdt
≤C(n)ΛE
∫
Q
[h2 +
1
(t+ 1)2
]|x||w||∇w|dxdt.
Using the Cauchy inequality, we have
|
∫
Q
w〈A∇(F − F0),∇w〉dxdt| ≤C(n)ΛE
∫
Q
(h3|x|2 + |x|
2
(t+ 1)3
)w2dxdt
+ C(n)ΛE
∫
Q
(h +
1
t + 1
)|∇w|2dxdt.
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When E < E0(n,Λ, λ), we have
|
∫
Q
w〈A∇(F − F0),∇w〉dxdt| ≤λ2
∫
Q
(h3|x|2 + |x|
2
(t + 1)3
)w2dxdt
+ λ2
∫
Q
(h+
1
t+ 1
)|∇w|2dxdt.
(58)
Because of (52), (58) and (54), we have∫
Q
e2Φ|∇v|2dxdt+ (db
8
− C)
∫
Q
|x|2
(t+ 1)3
w2dxdt ≤
∫
Q
e2Φ|Pv|2dxdt
+
∫
Rn
〈A∇v,∇v〉e2Φdx|10 +
1
2
∫
Rn
Fe2Φv2dx|10.
(59)
Now we estimate the second term of the right hand side of (59).∫
Rn
〈A∇v,∇v〉e2Φdx|10 ≤
∫
Rn
〈A∇v,∇v〉e2Φdx|t=1
≤Λ
∫
Rn
|∇v(x, 1)|2e− b|x|
2+β
2 dxdt
Notice that
Λe−
β
2 ≤ βe−β2 ≤ c,
then ∫
Rn
〈A∇v,∇v〉e2Φdx|10 ≤ c
∫
Rn
|∇v(x, 1)|2e− b|x|
2
2 dxdt (60)
Finally we estimate the third term of the right hand side of (59).
1
2
∫
Rn
Fe2Φv2dx|10 =
1
2
∫
Rn
F (x, 1)e−
b|x|2+β
2 v2(x, 1)dx
− 1
2
∫
Rn
F (x, 0)e2γ(1−2
−β)|x|3/2−b|x|2−βv2(x, 0)dx
By (56) and (57), we have
1
2
∫
Rn
Fe2Φv2dx|10 ≤
β
4
∫
Rn
|x|2e− b|x|
2+β
2 v2(x, 1)dx
+ β(1 + γ)2
∫
Rn
|x|2e2γ(1−2−β )|x|3/2−b|x|2−βv2(x, 0)dx
≤c
∫
Rn
|x|2e− b|x|
2
2 v2(x, 1)dx
+ c(1 + γ)2
∫
Rn
|x|2e2γ|x|3/2−b|x|2v2(x, 0)dx.
(61)
We combine (59), (60) and (61), and take d large enough, then we proved Carleman
inequality (12).
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It remains to prove Lemma 3.3.
Step 3. Prove Lemma 3.3.
Estimate of M2.
We estimate the terms of M2 respectively.
Estimate of the first three terms.
By (49), we have
(h+
1
t + 1
)|∇Φ|2 ≥h|∇Φ|2 = h(3
2
h− b
t + 1
)2|x|2
≥h|x|2[9
8
h2 − b
2
(t + 1)2
]
=[
9
8
h3 − C
(t+ 1)2
h]|x|2;
∇h · ∇Φ = −1
2
h(
3
2
h− b
t + 1
) ≥ −3
4
h2;
(h+
1
t + 1
)∆Φ ≥ − nb
t + 1
(h +
1
t+ 1
) ≥ − C
t+ 1
h− C
(t+ 1)2
.
Combining them together, we obtain
2λ2(h|∇Φ|2 +∇h · ∇Φ+ h∆Φ) ≥ [9
4
λ2h3 − Ch2 − C
(t+ 1)2
h]|x|2 − C
(t+ 1)3
. (62)
Estimate of 1
2
∂tF .
Recall (47), then
1
2
∂tF = ∂
2
tΦ− ∂taij∂ijΦ− aij∂ijtΦ− 2∂t〈A∇Φ,∇Φ〉 −
1
2
∂tH.
We estimate them one by one. Keep in mind that f ′ < 0.
∂2tΦ = γf
′′|x|3/2 − b|x|
2 + β
(t+ 1)3
=
f ′′
f
h|x|2 − b|x|
2 + β
(t+ 1)3
;
−∂taij∂ijΦ = −3
2
h(∂ta
ii − ∂ta
ijxixj
2|x|2 ) +
b∂ta
ii
t+ 1
≥ −Ch− C
t + 1
;
−aij∂ijtΦ = −3f
′
2f
h(aii − a
ijxixj
2|x|2 )−
baii
(t + 1)2
≥ Cf
′
f
h− C
(t + 1)2
;
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− 2∂t〈A∇Φ,∇Φ〉
=[−9f
′
f
h2 + 6b(
f ′
(t+ 1)f
− 1
(t + 1)2
)h+
4b2
(t+ 1)3
]aijxixj
− 2(3
2
h− b
t+ 1
)2∂ta
ijxixj
≥[−9λf
′
f
h2 + C(
f ′
(t+ 1)f
− 1
(t+ 1)2
)h]|x|2 − C[h2 + 1
(t + 1)2
]|x|2
≥[(−9λf
′
f
− C)h2 + C( f
′
(t+ 1)f
− 1
(t + 1)2
)h]|x|2 − C|x|
2
(t+ 1)2
;
−1
2
∂tH =
d
2(t+ 1)2
.
Combining them together, we have
1
2
∂tF ≥ [(−9λf
′
f
− C)h2 + (f
′′
f
+
Cf ′
(t+ 1)f
− C
(t+ 1)2
)h]|x|2 − C|x|
2 + β
(t+ 1)3
; (63)
Estimate of 1
2
F (∂tG−∆˜G
G
− F ).
First we have
1
2
F (
∂tG− ∆˜G
G
− F ) =(∂tΦ− 2〈A∇Φ,∇Φ〉 − aij∂ijΦ− 1
2
H)(H − 2∂iaij∂jΦ)
≡J1 − J2 − J3,
where
J1 =∂tΦ(H − 2∂iaij∂jΦ)
J2 =2〈A∇Φ,∇Φ〉(H − 2∂iaij∂jΦ)
J3 =(a
ij∂ijΦ+
1
2
H)(H − 2∂iaij∂jΦ).
Before we estimate J1, J2 and J3, we estimate 2∂ia
ij∂jΦ first.
|2∂iaij∂jΦ| ≤ 2n
2E
|x| |∇Φ| ≤ 2n
2E(
3
2
h +
b
t + 1
) ≤ 3n2Eh+ C
t + 1
,
then
−3n2Eh+ d− C
t+ 1
≤ H − 2∂iaij∂jΦ ≤ 3n2Eh+ d+ C
t+ 1
.
Now we estimate J1, J2 and J3 respectively.
J1 =
f ′
f
h|x|2(H − 2∂iaij∂jΦ) + b|x|
2 + β
2(t+ 1)2
(H − 2∂iaij∂jΦ)
≥f
′
f
h|x|2(3n2Eh+ d+ C
t+ 1
) +
b|x|2 + β
2(t+ 1)2
(−3n2Eh+ d− C
t+ 1
)
≥[3n2Ef
′
f
h2 + (
(d+ C)f ′
(t+ 1)f
− Cβ + C
(t+ 1)2
)h]|x|2 + (d
2
− C)(b|x|
2 + β)
(t+ 1)3
,
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J2 ≤2Λ(3
2
h− b
t+ 1
)2|x|2(3n2Eh+ d+ C
t+ 1
)
≤4Λ[9
4
h2 +
b2
(t+ 1)2
]|x|2(3n2Eh+ d+ C
t+ 1
)
≤[27n2ΛEh3 + C
(t + 1)2
h+
9dΛ+ C
t + 1
h2]|x|2 + 4dΛb
2 + C
(t + 1)3
|x|2,
and
J3 ≤|3
2
h(aii − a
ijxixj
2|x|2 ) +
d/2− baii
t+ 1
|(3n2Eh + d+ C
t + 1
)
≤(Ch + d
t+ 1
)2 ≤ Ch2 + 2d
2
(t+ 1)2
≤ Ch2|x|2 + 4d
2
(t+ 1)3
.
Combining J1, J2 and J3 together, we obtain
1
2
F (
∂tG− ∆˜G
G
− F )
≥[−27n2ΛEh3 + (3n2Ef
′
f
− 9Λd+ C
t+ 1
)h2 + (
(d+ C)f ′
(t+ 1)f
− Cβ + C
(t+ 1)2
)h]|x|2
+ (
db
2
− 4dΛb2 − C) |x|
2
(t+ 1)3
+
(d/2− C)β − 4d2
(t+ 1)3
.
(64)
Estimate of 1
2
∆˜F0.
In order to estimate ∆˜F0 and |∇(F −F0)|, we need some estimates about {aijǫ } which
we will prove in the appendix.
In fact, {aijǫ } satisfy the following properties:
i) λ|ξ|2 ≤ aijǫ (x, t)ξiξj ≤ Λ|ξ|2, ∀ξ ∈ Rn;
ii) |∇aijǫ (x, t)| ≤M ; |∇aijǫ (x, t)| ≤
2E
|x| when |x| ≥ 1;
iii) |aijǫ (x, t)− aij(x, t)| ≤ 2Λ; |aijǫ (x, t)− aij(x, t)| ≤
E
|x| when |x| ≥ 1;
iv) |∂klaijǫ (x, t)| ≤ c(n)M ; |∂klaijǫ (x, t)| ≤
c(n)E
|x| when |x| ≥ 1.
(65)
Recall that
F0 =2∂tΦ− 2aijǫ ∂ijΦ− 4aijǫ ∂iΦ∂jΦ−H
=2γf ′|x|3/2 + b|x|
2 + β
(t+ 1)2
− d
t + 1
− 2aijǫ (∂ijΦ+ 2∂iΦ∂jΦ),
then
1
2
∆˜F0 =γf
′∆˜(|x|3/2) + b
2(t+ 1)2
∆˜(|x|2)− ∆˜[aijǫ (∂ijΦ + 2∂iΦ∂jΦ)]
≥Cγf ′|x|−1/2 − C
(t+ 1)2
− ∆˜[aijǫ (∂ijΦ + 2∂iΦ∂jΦ)]
=
Cf ′
f
h− C
(t + 1)2
− ∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)],
(66)
23
and thus it remains to estimate ∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)].
By (65) we have that |aijǫ |, |∇aijǫ | and |∇2aijǫ | are all bounded, and it is easy to verify
that
|∇kΦ| ≤ C(n)(h+ 1
t+ 1
)|x|2−k, k = 1, 2, 3, 4. (67)
Direct calculations give us
|∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)]|
=|∂kakl∂l[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)] + akl∂kl[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)]|
≤C(|∇2Φ|+ |∇3Φ| + |∇4Φ|+ |∇Φ|2 + |∇Φ||∇2Φ| + |∇Φ||∇3Φ|+ |∇2Φ|2).
By the Cauchy inequality, we have
|∆˜[aijǫ (∂ijΦ + 2∂iΦ∂jΦ)]|
≤C(|∇2Φ|+ |∇3Φ|+ |∇4Φ| + |∇Φ|2 + |∇2Φ|2 + |∇3Φ|2) (68)
then by (67),
|∆˜[aijǫ (∂ijΦ + 2∂iΦ∂jΦ)]| ≤ C(h+
1
t+ 1
)2|x|2 ≤ C[h2 + 1
(t + 1)2
]|x|2. (69)
We combine (66) and (69) and obtain that
1
2
∆˜F0 ≥ (Cf
′
f
h− Ch2)|x|2 − C|x|
2
(t+ 1)3
. (70)
At last, combining (62), (63), (64) and (70), we have
M2 ≥[(9
4
λ2 − 27n2ΛE)h3 + (−(9λ− 3n2E)f
′
f
− 9Λd+ C
t+ 1
)h2]|x|2
+ (
f ′′
f
+
(d+ C)f ′
(t+ 1)f
− Cβ + C
(t+ 1)2
)h|x|2
+ (
db
2
− 4dΛb2 − C) |x|
2
(t+ 1)3
+
(d/2− C)β − 4d2 − C
(t+ 1)3
.
Now we choose
b =
1
16Λ
, β = 20
Λ
λ
d,
and we take d large enough, then
db
2
− 4dΛb2 − C = db
4
− C ≥ db
8
,
(
d
2
− C)β − 4d2 − C ≥ d
4
β − 5d2 ≥ 0,
and thus when E < E0(n,Λ, λ), we have
M2 ≥[λ2h3 + (−9λf
′
2f
− 18Λd
t + 1
)h2]|x|2
+ (
f ′′
f
+
2df ′
(t+ 1)f
− Cβ
(t+ 1)2
)h|x|2 + db
8
|x|2
(t+ 1)3
.
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We take into account that
f(t) = (t + 1)−β − 2−β,
then we have
−9λf
′
2f
− 18Λd
t+ 1
=
9λβ
2(t+ 1)[1− ( t+1
2
)β ]
− 18Λd
t + 1
≥ 9λβ
2(t+ 1)
− 18Λd
t+ 1
=
9(λβ − 4Λd)
2(t+ 1)
≥ 0,
and
f ′′
f
+
2df ′
(t+ 1)f
− Cβ
(t + 1)2
=
β(β + 1− 2d)
(t + 1)2[1− ( t+1
2
)β]
− Cβ
(t+ 1)2
≥β(β + 1− 2d)
(t + 1)2
− dβ
(t + 1)2
=
β(β + 1− 3d)
(t + 1)2
≥ 0,
thus
M2 ≥ λ2h3|x|2 + db
8
|x|2
(t+ 1)3
. (71)
Estimate of |∇(F − F0)|.
Since
F − F0 = 2(aijǫ − aij)(∂ijΦ + 2∂iΦ∂jΦ),
then
|∇(F − F0)| =2|(∇aijǫ −∇aij)(∂ijΦ+ 2∂iΦ∂jΦ)
+ (aijǫ − aij)(∇∂ijΦ+ 4∂iΦ∇∂jΦ)|
≤2|∇aijǫ −∇aij |(|∂ijΦ| + |∂iΦ|2 + |∂jΦ|2)
+ 2|aijǫ − aij |(|∇∂ijΦ| + 2|∂iΦ|2 + 2|∇∂jΦ|2).
By (65) we have
|∇aijǫ | ≤
2E
|x| , |a
ij
ǫ − aij| ≤
E
|x| ,
then
|∇(F − F0)| ≤6E|x| (n|∇
2Φ| + 2n|∇Φ|2) + 2E|x| (n|∇
3Φ|+ 2n|∇Φ|2 + 2n|∇2Φ|2)
≤nE|x| (6|∇
2Φ| + 2|∇3Φ| + 16|∇Φ|2 + 4|∇2Φ|2).
(72)
By (67) we have
|∇(F − F0)| ≤ C(n)E[h2 + 1
(t+ 1)2
]|x|.
Estimate of F (x, 0) and F (x, 1).
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By (47) and direct calculations, we have
F =2∂tΦ− 2aij∂ijΦ− 4〈A∇Φ,∇Φ〉 − d
t + 1
=− 2βγ(t+ 1)−β−1|x|3/2 − 9h2aijxixj + 3h[( 1
2|x|2 +
4b
t+ 1
)aijxixj − aii]
+
b|x|2 − 4b2aijxixj
(t+ 1)2
+
β
(t+ 1)2
+
2baii − d
t+ 1
,
then
F (x, 1) =− 2βγ2−β−1|x|3/2 + b|x|
2 − 4b2aij(x, 1)xixj
4
+
β
4
+
2baii(x, 1)− d
2
≤b|x|
2 + β
4
≤ β
4
(|x|2 + 1) ≤ β
2
|x|2,
and
F (x, 0) =− 2βγ|x|3/2 − 9γ2(1− 2−β)2|x|−1aij(x, 0)xixj
+ 3γ(1− 2−β)|x|−1/2[( 1
2|x|2 + 4b)a
ij(x, 0)xixj − aii(x, 0)]
+ b|x|2 − 4b2aij(x, 0)xixj + β + 2baii − d
≥− 2βγ|x|3/2 − 9γ2Λ|x| − 3γΛ|x|−1/2 + (b− 4b2Λ)|x|2
≥− 2βγ|x|3/2(1 + γ + 1) ≥ −2β|x|2(1 + γ)2.
Thus we complete the proof of Lemma 3.3.
3.2 Proof of Proposition 1.7.
In this part, we let
Φ = Ψ = γ(1− t)R2/3|x|4/3 + ψ(t)R2,
and we denote by c absolute constants and C = C(n,Λ, λ,M,E). We keep in mind that
|x|
R
≤ 1, 1
8
≤ t ≤ 7
8
in QR.
Step 1. Estimate matrix B.
First we estimate the Hessian matrix D2Φ. Denote
g = γ(
|x|
R
)−2/3.
By direct calculations, we have
D2Φ =
4
3
(1− t)g(In − 2x · x
T
3|x|2 ) ≥
4
9
(1− t)gIn ≥ cgIn,
and hence
4AD2ΦA ≥ cλ2gIn.
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Then we estimate ∂lΦa
ki∂ka
lj and ∂ta
ij .
For any ξ ∈ Rn,
|∂lΦaki∂kaljξiξj| ≤ n2Λ E|x| |∇Φ|
∑
i,j
|ξi||ξj| ≤ n
3ΛE
|x| |∇Φ||ξ|
2,
Since
∇Φ = 4
3
(1− t)gx,
then
1
6
γR2/3|x|1/3 ≤ |∇Φ| ≤ 4
3
γR2/3|x|1/3, (73)
and
|∂lΦaki∂kaljξiξj | ≤ cn3ΛEg|ξ|2,
thus
∂lΦa
ki∂ka
lj ≥ −cn3ΛEgIn.
Similarly,
∂ta
ij ≥ −nMIn.
Consequently,
B ≥ c(λ2 − c1n3ΛE)gIn − CIn +HA.
Now we take
H = 4n2ϕ(t)Eg,
where ϕ(t) is a smooth decreasing function on [0, 1] satisfying
ϕ(t) = 1 in [0,
1
3
], ϕ(t) = −1 in [2
3
, 1],
ϕ(t) > 0 in [0,
1
2
), ϕ(t) < 0 in (
1
2
, 1].
Then
B ≥c(λ2 − c1n3ΛE)gIn − CIn − 4n2ΛEgIn
≥c(λ2 − c2n3ΛE)gIn − CIn,
When E < E0(n,Λ, λ), and we take γ(n,Λ, λ,M,E) large enough, then
B ≥ 2cλ2gIn. (74)
Step 2. Prove the Carleman inequality.
By (74), we have the estimates of the second term of the left hand side of (44), in fact∫
QR
〈B∇v,∇v〉e2Φdxdt ≥2cλ2
∫
QR
ge2Φ|∇v|2dxdt
=cλ2
∫
QR
ge2Φ|∇v|2dxdt+ cλ2
∫
QR
g|∇w|2dxdt
+ cλ2
∫
QR
[g|∇Φ|2 +∇g · ∇Φ+ g∆Φ]w2dxdt.
(75)
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By (44), (75) and the Cauchy inequality, we have
cλ2
∫
QR
ge2Φ|∇v|2dxdt+ cλ2
∫
QR
g|∇w|2dxdt+
∫
QR
M2w
2dxdt
−
∫
QR
w〈A∇(F − F0),∇w〉dxdt ≤
∫
QR
e2Φ|Pv|2dxdt,
(76)
where
M2 = cλ
2(g|∇Φ|2 +∇g · ∇Φ + g∆Φ) + 1
2
∂tF +
1
2
F (
∂tG− ∆˜G
G
− F ) + 1
2
∆˜F0.
We use inequality (76) to prove Proposition 1.7. We also need some estimates which
we list in the following lemma.
Lemma 3.4 There exists a constant E0(n,Λ, λ), such that when E < E0, for any
γ ≥ γ0(n,Λ, λ,M,E), we have
M2 ≥ cλ2γ3R2; (77)
|∇(F − F0)| ≤ cnEγ2R4/3|x|−1/3. (78)
We will prove this lemma later.
Then by (78), we have
|
∫
QR
w〈A∇(F − F0),∇w〉dxdt| ≤Λ
∫
QR
|∇(F − F0)||w||∇w|dxdt
≤cnΛE
∫
QR
γ2R4/3|x|−1/3|w||∇w|dxdt.
Using the Cauchy inequality,
|
∫
QR
w〈A∇(F − F0),∇w〉dxdt|
≤cnΛE[
∫
QR
γ3R2w2dxdt+
∫
QR
γ(
|x|
R
)−2/3|∇w|2dxdt].
When E < E0(n,Λ, λ), we have
|
∫
QR
w〈A∇(F − F0),∇w〉dxdt|
≤1
2
cλ2[
∫
QR
γ3R2w2dxdt+
∫
QR
γ(
|x|
R
)−2/3|∇w|2dxdt]
≤1
2
∫
QR
M2w
2dxdt+ cλ2
∫
QR
g|∇w|2dxdt.
(79)
Because of (76) and (79), we have∫
QR
e2Φ|Pv|2dxdt ≥cλ2
∫
QR
ge2Φ|∇v|2dxdt + 1
2
∫
QR
M2w
2dxdt
≥cλ2
∫
QR
e2Φ(γ3R2v2 + γ|∇v|2)dxdt.
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Thus we proved Carleman inequality (13).
It remains to prove Lemma 3.4.
Step 3. Prove Lemma 3.4.
Estimate of M2.
We estimate the terms of M2 respectively. The leading term of M2 is h|∇Φ|2 and we
need pay attention to two quantities, ∂2tΦ and ∂tΦ(H − 2∂iaij∂jΦ).
Estimate of the first three terms.
By (73), we have
g|∇Φ|2 ≥ cγ3R2,
|∇g · ∇Φ| ≤ |∇g||∇Φ| ≤ cγ2( |x|
R
)−4/3,
g∆Φ ≥ 0,
then
cλ2(g|∇Φ|2 +∇g · ∇Φ+ g∆Φ) ≥ cλ2γ3R2 − cγ2( |x|
R
)−4/3. (80)
Estimate of 1
2
∂tF .
Recall (47), then
1
2
∂tF = ∂
2
tΦ− ∂taij∂ijΦ− aij∂ijtΦ− 2∂t〈A∇Φ,∇Φ〉 −
1
2
∂tH.
We estimate them one by one.
∂2tΦ = ψ
′′R2 ≥ −cR2;
−∂taij∂ijΦ ≥ −C|∇2Φ| ≥ −Cg;
−aij∂ijtΦ = 4
3
g(aii − 2a
ijxixj
3|x|2 ) ≥ −Cg;
−2∂t〈A∇Φ,∇Φ〉 =− 2∂taij∂iΦ∂jΦ− 4aij∂iΦ∂jtΦ
≥− C|∇Φ|2 + 64
9
γ2(1− t)( |x|
R
)−4/3aijxixj
≥− C|∇Φ|2 ≥ −Cγ2R4/3|x|2/3;
−1
2
∂tH = −2n2ϕ′(t)Eg ≥ 0.
Combining them together, we have
1
2
∂tF ≥− cR2 − Cg − Cγ2R4/3|x|2/3
≥− cR2 − Cγ2R4/3|x|2/3.
(81)
Estimate of 1
2
F (∂tG−∆˜G
G
− F ).
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First we have
1
2
F (
∂tG− ∆˜G
G
− F ) = (∂tΦ− 2〈A∇Φ,∇Φ〉 − aij∂ijΦ− 1
2
H)(H − 2∂iaij∂jΦ).
Since
∂tΦ = −γR2/3|x|4/3 + ψ′R2,
then
1
2
F (
∂tG− ∆˜G
G
− F ) = ψ′R2(H − 2∂iaij∂jΦ)
− [γR2/3|x|4/3 + 2〈A∇Φ,∇Φ〉+ aij∂ijΦ+ 1
2
H ](H − 2∂iaij∂jΦ)
≡ J1 − J2.
Before we estimate J1 and J2, we estimate 2∂ia
ij∂jΦ first.
|2∂iaij∂jΦ| ≤ 2n
2E
|x| |∇Φ|,
and by (73), we have
|2∂iaij∂jΦ| ≤ 8
3
n2Eg.
For J1, we notice that
ψ′(t) = 0 in [0,
1
4
] ∪ [1
3
,
2
3
] ∪ [3
4
, 1],
so we just need to consider the case when t ∈ [1
4
, 1
3
] ∪ [2
3
, 3
4
].
When t ∈ [1
4
, 1
3
], ψ′ ≥ 0, ϕ(t) = 1, H = 4n2Eg, then
H − 2∂iaij∂jΦ ≥ 0,
and thus J1 ≥ 0.
When t ∈ [2
3
, 3
4
], ψ′ ≤ 0, ϕ(t) = −1, H = −4n2Eg, then
H − 2∂iaij∂jΦ ≤ 0,
and thus J1 ≥ 0.
Above all, we have
J1 ≥ 0.
For J2,
J2 ≤[γR2/3|x|4/3 + 2Λ|∇Φ|2 + C|∇2Φ|+ cn2Eg] · cn2Eg
≤[γR2/3|x|4/3 + cΛγ2R4/3|x|2/3 + Cg] · cn2Eg
≤[cΛγ2R4/3|x|2/3 + CγR2/3|x|4/3] · cn2Eg
=cn2ΛEγ3R2 + Cγ2R4/3|x|2/3.
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Combining J1 and J2 together, we obtain
1
2
F (
∂tG− ∆˜G
G
− F ) ≥ −cn2ΛEγ3R2 − Cγ2R4/3|x|2/3. (82)
Estimate of 1
2
∆˜F0.
Recall that
F0 =2∂tΦ− 2aijǫ ∂ijΦ− 4aijǫ ∂iΦ∂jΦ−H
=− 2γR2/3|x|4/3 + 2ψ′R2 − 4n2ϕ(t)EγR2/3|x|−2/3 − 2aijǫ (∂ijΦ+ 2∂iΦ∂jΦ),
then
1
2
∆˜F0 =− γR2/3∆˜(|x|4/3)− 2n2ϕ(t)EγR2/3∆˜(|x|−2/3)− ∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)]
≥− CγR2/3|x|−2/3 − CγR2/3|x|−8/3 − ∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)]
≥− Cg − ∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)],
(83)
and thus it remains to estimate ∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)].
By (65) we have that |aijǫ |, |∇aijǫ | and |∇2aijǫ | are all bounded, and it is easy to verify that
|∇kΦ| ≤ CγR2/3|x|4/3−k, k = 1, 2, 3, 4. (84)
Similarly to (68),
|∆˜[aijǫ (∂ijΦ+ 2∂iΦ∂jΦ)]|
≤C(|∇2Φ|+ |∇3Φ| + |∇4Φ|+ |∇Φ|2 + |∇2Φ|2 + |∇3Φ|2),
then by (84),
|∆˜[aijǫ (∂ijΦ + 2∂iΦ∂jΦ)]| ≤ C|∇Φ|2 ≤ Cγ2R4/3|x|2/3. (85)
We combine (83) and (85) and obtain that
1
2
∆˜F0 ≥ −Cg − Cγ2R4/3|x|2/3 ≥ −Cγ2R4/3|x|2/3. (86)
At last, combining (80), (81), (82) and (86), we have
M2 ≥(cλ2 − c3n2ΛE)γ3R2 − Cγ2R4/3|x|2/3 − cR2
≥(cλ2 − c3n2ΛE)γ3R2 − Cγ2R2,
When E < E0(n,Λ, λ), we have
M2 ≥ (cλ2γ3 − Cγ2)R2 ≥ cλ2γ3R2.
if γ ≥ γ0(n,Λ, λ,M,E) large enough.
Estimate of |∇(F − F0)|.
Similarly to (72),
|∇(F − F0)| ≤ nE|x| (6|∇
2Φ|+ 2|∇3Φ|+ 16|∇Φ|2 + 4|∇2Φ|2),
then by (84) we have
|∇(F − F0)| ≤ cnE|x| |∇Φ|
2 ≤ cnEγ2R4/3|x|−1/3.
Thus we complete the proof of Lemma 3.4.
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4 Appendix
The properties of {aijǫ }.
aijǫ (x, t) =
∫
Rn
aij(x− y, t)φǫ(y)dy, where φ is a mollifier and ǫ = 12 , then {aijǫ } satisfy:
i) λ|ξ|2 ≤ aijǫ (x, t)ξiξj ≤ Λ|ξ|2, ∀ξ ∈ Rn;
ii) |∇aijǫ (x, t)| ≤M ; |∇aijǫ (x, t)| ≤
2E
|x| when |x| ≥ 1;
iii) |aijǫ (x, t)− aij(x, t)| ≤ 2Λ; |aijǫ (x, t)− aij(x, t)| ≤
E
|x| when |x| ≥ 1;
iv) |∂klaijǫ (x, t)| ≤ c(n)M ; |∂klaijǫ (x, t)| ≤
c(n)E
|x| when |x| ≥ 1.
Proof.
i) It is obvious.
ii)
|∇aijǫ (x, t)| ≤
∫
Rn
|∇aij(x− y, t)|φǫ(y)dy ≤M
∫
Rn
φǫ(y)dy =M,
and when |x| ≥ 1,
|∇aijǫ (x, t)| ≤
∫
Rn
|∇aij(x− y, t)|φǫ(y)dy
≤
∫
Rn
E
|x− y|φǫ(y)dy
≤
∫
Rn
E
|x| − 1
2
φǫ(y)dy ≤ 2E|x| .
iii) The first part is obvious. We only need to prove the second one.
|aijǫ (x, t)− aij(x, t)| ≤
∫
Rn
|aij(x− y, t)− aij(x, t)|φǫ(y)dy
≤
∫
Rn
|∇aij(x− θy, t)||y|φǫ(y)dy, (0 < θ < 1)
and when |x| ≥ 1,
|aijǫ (x, t)− aij(x, t)| ≤
∫
Rn
E
2|x− θy|φǫ(y)dy ≤
∫
Rn
E
2(|x| − 1
2
)
φǫ(y)dy ≤ E|x| .
iv)
|∂klaijǫ (x, t)| ≤
∫
Rn
|∂kaij(x− y, t)||∂lφǫ(y)|dy
≤ ǫ−n−1
∫
Rn
|∂kaij(x− y, t)||(∂lφ)(y
ǫ
)|dy
≤ M
ǫ
||∂lφ||L1 ≤ 2M ||∇φ||L1,
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and when |x| ≥ 1,
|∂klaijǫ (x, t)| ≤ ǫ−n−1
∫
Rn
|∂kaij(x− y, t)||(∂lφ)(y
ǫ
)|dy
≤ ǫ−n−1
∫
Rn
E
|x− y| |(∂lφ)(
y
ǫ
)|dy
≤ 2E
ǫ|x| ||∂lφ||L1 ≤
4E||∇φ||L1
|x| .
Then we finished the proof.
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