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Abstract
In this paper we present a new basis for association rules called Closed
Association Rules (𝒞ℛ). This basis contains all valid association rules that
can be generated from frequent closed itemsets. 𝒞ℛ is a lossless represen-
tation of all association rules. Regarding the number of rules, our basis is
between all association rules (𝒜ℛ) and minimal non-redundant association
rules (ℳ𝒩ℛ), filling a gap between them. The new basis provides a frame-
work for some other bases and we show that ℳ𝒩ℛ is a subset of 𝒞ℛ. Our
experiments show that 𝒞ℛ is a good alternative for all association rules. The
number of generated rules can be much less, and beside frequent closed item-
sets nothing else is required.
1. Introduction
In data mining, frequent itemsets (FIs) and association rules play an important
role [2]. Generating valid association rules (denoted by 𝒜ℛ) from frequent item-
sets often results in a huge number of rules, which limits their usefulness in real
life applications. To solve this problem, different concise representations of associ-
ation rules have been proposed, e.g. generic basis (𝒢ℬ), informative basis (ℐℬ) [3],
Duquennes-Guigues basis (𝒟𝒢) [5], Luxenburger basis (ℒℬ) [8], etc. A very good
comparative study of these bases can be found in [7], where it is stated that a
rule representation should be lossless (should enable the derivation of all valid
rules), sound (should forbid the derivation of rules that are not valid) and infor-
mative (should allow the determination of rules parameters such as support and
confidence).
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In this paper we present a new basis for association rules called Closed Associ-
ation Rules (𝒞ℛ). The number of rules in 𝒞ℛ is less than the number of all rules,
especially in the case of dense, highly correlated data when the number of frequent
itemsets is much more than the number of frequent closed itemsets. 𝒞ℛ contains
more rules than minimal non-redundant association rules (ℳ𝒩ℛ), but for the ex-
traction of closed association rules we only need frequent closed itemsets, nothing
else. On the contrary, the extraction ofℳ𝒩ℛ needs much more computation since
frequent generators also have to be extracted and assigned to their closures.1
The remainder of the paper is organized as follows. Background on pattern
mining and concept analysis is provided in Section 2. All association rules, closed
association rules and minimal non-redundant association rules are presented in
Sections 3, 4 and 5, respectively. Experimental results are provided in Section 6,
and Section 7 concludes the paper.
2. Basic concepts
In the following, we recall basic concepts from frequent pattern mining and formal
concept analysis (FCA). The following 5 × 5 sample dataset: 𝒟 = {(1, 𝐴𝐵𝐷𝐸),
(2, 𝐴𝐶), (3, 𝐴𝐵𝐶𝐸), (4, 𝐵𝐶𝐸)}, (5, 𝐴𝐵𝐶𝐸)} will be used as a running example.
Henceforth, we refer to it as dataset 𝒟.
Frequent itemsets. We consider a set of objects 𝑂 = {𝑜1, 𝑜2, . . . , 𝑜𝑚}, a set of
attributes 𝐴 = {𝑎1, 𝑎2, . . . , 𝑎𝑛}, and a binary relation 𝑅 ⊆ 𝑂 × 𝐴, where 𝑅(𝑜, 𝑎)
means that the object 𝑜 has the attribute 𝑎. In formal concept analysis the triple
(𝑂,𝐴,𝑅) is called a formal context [4]. The Galois connection for (𝑂,𝐴,𝑅) is
defined along the lines of [4] in the following way (here 𝐵 ⊆ 𝑂, 𝐷 ⊆ 𝐴):
𝐵′ = {𝑎 ∈ 𝐴 | 𝑅(𝑜, 𝑎) for all 𝑜 ∈ 𝐵}, 𝐷′ = {𝑜 ∈ 𝑂 | 𝑅(𝑜, 𝑎) for all 𝑎 ∈ 𝐷}.
In data mining applications, an element of 𝐴 is called an item and a subset of 𝐴
is called an itemset. Further on, we shall keep to these terms. An itemset of size 𝑖
is called an 𝑖-itemset.2 We say that an itemset 𝑃 ⊆ 𝐴 belongs to an object 𝑜 ∈ 𝑂,
if (𝑜, 𝑝) ∈ 𝑅 for all 𝑝 ∈ 𝑃 , or 𝑃 ⊆ 𝑜′. The support of an itemset 𝑃 ⊆ 𝐴 indicates
the number of objects to which the itemset belongs: 𝑠𝑢𝑝𝑝(𝑃 ) = |𝑃 ′|. An itemset
is frequent if its support is not less than a given minimum support (denoted by
min_supp). An itemset 𝑃 is closed if there exists no proper superset with the
same support. The closure of an itemset 𝑃 (denoted by 𝑃 ′′) is the largest superset
of 𝑃 with the same support. Naturally, if 𝑃 = 𝑃 ′′, then 𝑃 is a closed itemset. The
task of frequent itemset mining consists of generating all (closed) itemsets (with
their supports) with supports greater than or equal to a specified min_supp.
Two itemsets 𝑃,𝑄 ⊆ 𝐴 are said to be equivalent (𝑃 ∼= 𝑄) iff they belong to
the same set of objects (i.e. 𝑃 ′ = 𝑄′). The set of itemsets that are equivalent to
1Concepts in this section are defined in Section 2.
2For instance, {𝐴,𝐵,𝐸} is a 3-itemset. Further on we use separator-free set notations, i.e.
𝐴𝐵𝐸 stands for {𝐴,𝐵,𝐸}.
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an itemset 𝑃 (𝑃 ’s equivalence class) is denoted by [𝑃 ] = {𝑄 ⊆ 𝐴 | 𝑃 ∼= 𝑄}. An
itemset 𝑃 ∈ [𝑃 ] is called a generator, if 𝑃 has no proper subset in [𝑃 ], i.e. it has no
proper subset with the same support. A frequent generator is a generator whose
support is not less than a given minimum support.
Frequent association rules. An association rule is an expression of the form
𝑃1 → 𝑃2, where 𝑃1 and 𝑃2 are arbitrary itemsets (𝑃1, 𝑃2 ⊆ 𝐴), 𝑃1 ∩ 𝑃2 = ∅
and 𝑃2 ̸= ∅. The left side, 𝑃1 is called antecedent, the right side, 𝑃2 is called
consequent. The (absolute) support of an association rule 𝑟 is defined as: 𝑠𝑢𝑝𝑝(𝑟) =
𝑠𝑢𝑝𝑝(𝑃1 ∪ 𝑃2). The confidence of an association rule 𝑟 : 𝑃1 → 𝑃2 is defined as the
conditional probability that an object has itemset 𝑃2, given that it has itemset
𝑃1: 𝑐𝑜𝑛𝑓(𝑟) = 𝑠𝑢𝑝𝑝(𝑃1 ∪ 𝑃2)/𝑠𝑢𝑝𝑝(𝑃1). An association rule is valid if 𝑠𝑢𝑝𝑝(𝑟) ≥
𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 and 𝑐𝑜𝑛𝑓(𝑟) ≥ 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 . The set of all valid association rules is
denoted by 𝒜ℛ.
Minimal non-redundant association rules (ℳ𝒩ℛ) [3] have the following form:
𝑃 → 𝑄 ∖ 𝑃 , where 𝑃 ⊂ 𝑄, 𝑃 is a generator and 𝑄 is a closed itemset. That
is, an ℳ𝒩ℛ rule has a minimal antecedent and a maximal consequent. Minimal
(resp. maximal) means that the antecedent (resp. consequent) is a minimal (resp.
maximal) element in its equivalence class. Note that 𝑃 and 𝑄 are not necessarily
in the same equivalence class. As it was shown in [3], ℳ𝒩ℛ rules contain the
most information among rules with the same support and same confidence.
3. All association rules
From now on, by “all association rules” we mean all (frequent) valid association
rules. The concept of association rules was introduced by Agrawal et al. [1]. Orig-
inally, the extraction of association rules was used on sparse market basket data.
The first efficient algorithm for this task was Apriori. The generation of all valid
association rules consists of two main steps:
1. Find all frequent itemsets 𝑃 in a dataset, i.e. where 𝑠𝑢𝑝𝑝(𝑃 ) ≥ 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝.
2. For each frequent itemset 𝑃1 found, generate all confident association rules 𝑟
of the form 𝑃2 → (𝑃1 ∖ 𝑃2), where 𝑃2 ⊂ 𝑃1 and 𝑐𝑜𝑛𝑓(𝑟) ≥ 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 .
The more difficult task is the first step, which is computationally and I/O intensive.
Generating all valid association rules. Once all frequent itemsets and their
supports are known, this step can be done in a relatively straightforward manner.
The general idea is the following: for every frequent itemset 𝑃1, all subsets 𝑃2 of 𝑃1
are derived, and the ratio 𝑠𝑢𝑝𝑝(𝑃1)/𝑠𝑢𝑝𝑝(𝑃2) is computed.3 If the result is higher
or equal to 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 , then the rule 𝑃2 → (𝑃1 ∖ 𝑃2) is generated.
3𝑠𝑢𝑝𝑝(𝑃1)/𝑠𝑢𝑝𝑝(𝑃2) is the confidence of the rule 𝑃2 → (𝑃1 ∖ 𝑃2).
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The support of any subset 𝑃3 of 𝑃2 is greater than or equal to the support of
𝑃2. Thus, the confidence of the rule 𝑃3 → (𝑃1 ∖𝑃3) is necessarily less than or equal
to the confidence of the rule 𝑃2 → (𝑃1 ∖ 𝑃2). Hence, if the rule 𝑃2 → (𝑃1 ∖ 𝑃2)
is not confident, then neither is the rule 𝑃3 → (𝑃1 ∖ 𝑃3). Conversely, if the rule
(𝑃1 ∖𝑃2)→ 𝑃2 is confident, then all rules of the form (𝑃1 ∖𝑃3)→ 𝑃3 are confident.
For example, if the rule 𝐴→ 𝐵𝐸 is confident, then the rules 𝐴𝐵 → 𝐸 and 𝐴𝐸 → 𝐵
are confident as well.
Using this property for efficiently generating valid association rules, the algo-
rithm works as follows [1]. For each frequent itemset 𝑃1, all confident rules with
one item in the consequent are generated. Then, using the Apriori-Gen function
(from [1]) on the set of 1-long consequents, we generate consequents with 2 items.
Only those rules with 2 items in the consequent are kept whose confidence is greater
than or equal to 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 . The 2-long consequents of the confident rules are used
for generating consequents with 3 items, etc.
Example. Table 1 depicts which valid association rules (𝒜ℛ) can be extracted
from dataset 𝒟 with 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 = 3 (60%) and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 = 0.5 (50%). First, all
frequent itemsets have to be extracted from the dataset. In 𝒟 with 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 = 3
there are 12 frequent itemsets, namely 𝐴 (supp: 4), 𝐵 (4), 𝐶 (4), 𝐸 (4), 𝐴𝐵 (3),
𝐴𝐶 (3), 𝐴𝐸 (3), 𝐵𝐶 (3), 𝐵𝐸 (4), 𝐶𝐸 (3), 𝐴𝐵𝐸 (3) and 𝐵𝐶𝐸 (3).4 Only those
itemsets can be used for generating association rules that contain at least 2 items.
Eight itemsets satisfy this condition. For instance, using the itemset 𝐴𝐵𝐸, which
is composed of 3 items, the following rules can be generated: 𝐵𝐸 → 𝐴 (supp: 3;
conf: 0.75), 𝐴𝐸 ⇒ 𝐵 (3; 1.0) and 𝐴𝐵 ⇒ 𝐸 (3; 1.0). Since all these rules are
confident, their consequents are used to generate 2-long consequents: 𝐴𝐵, 𝐴𝐸 and
𝐵𝐸. This way, the following rules can be constructed: 𝐸 → 𝐴𝐵 (3; 0.75), 𝐵 → 𝐴𝐸
(3; 0.75) and 𝐴 → 𝐵𝐸 (3; 0.75). In general, it can be said that from an 𝑚-long
itemset, one can potentially generate 2𝑚 − 2 association rules.
4. Closed Association Rules
In the previous section we presented all association rules that are generated from
frequent itemsets. Unfortunately, the number of these rules can be very large,
and many of these rules are redundant, which limits their usefulness. Applying
concise rule representations (a.k.a. bases) with appropriate inference mechanisms
can lessen the problem [7]. By definition, a concise representation of association
rules is a subset of all association rules with the following properties: (1) it is much
smaller than the set of all association rules, and (2) the whole set of all association
rules can be restored from this subset (possibly with no access to the database, i.e.
very efficiently) [6].
4Support values are indicated in parentheses.
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𝒜ℛ supp. conf. 𝒞ℛ ℳ𝒩ℛ
𝐵 → 𝐴 3 0.75
𝐴→ 𝐵 3 0.75
𝐶 → 𝐴 3 0.75 + +
𝐴→ 𝐶 3 0.75 + +
𝐸 → 𝐴 3 0.75
𝐴→ 𝐸 3 0.75
𝐶 → 𝐵 3 0.75
𝐵 → 𝐶 3 0.75
𝐸 ⇒ 𝐵 4 1.0 + +
𝐵 ⇒ 𝐸 4 1.0 + +
𝐸 → 𝐶 3 0.75
𝐶 → 𝐸 3 0.75
𝐵𝐸 → 𝐴 3 0.75 +
𝐴𝐸 ⇒ 𝐵 3 1.0 + +
𝐴𝐵 ⇒ 𝐸 3 1.0 + +
𝐸 → 𝐴𝐵 3 0.75 + +
𝐵 → 𝐴𝐸 3 0.75 + +
𝐴→ 𝐵𝐸 3 0.75 + +
𝐶𝐸 ⇒ 𝐵 3 1.0 + +
𝐵𝐸 → 𝐶 3 0.75 +
𝐵𝐶 ⇒ 𝐸 3 1.0 + +
𝐸 → 𝐵𝐶 3 0.75 + +
𝐶 → 𝐵𝐸 3 0.75 + +
𝐵 → 𝐶𝐸 3 0.75 + +
Table 1: Different sets of association rules extracted from dataset
𝒟 with 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 = 3 (60%) and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 = 0.5 (50%)
Related work. In addition to the first method presented in the previous section,
there is another approach for finding all association rules. This approach was
introduced in [9] by Bastide et al. They have shown that frequent closed itemsets
are a lossless, condensed representation of frequent itemsets, since the whole set of
frequent itemsets can be restored from them with the proper support values. They
propose the following method for finding all association rules. First, they extract
frequent closed itemsets5, then they restore the set of frequent itemsets from them,
and finally they generate all association rules. The number of FCIs is usually much
less than the number of FIs, especially in dense and highly correlated datasets. In
such databases the exploration of all association rules can be done more efficiently
by this way. However, this method has some disadvantages: (1) the restoration of
FIs from FCIs needs lots of memory, (2) the final result is still “all the association
rules”, which means lots of redundant rules.
5For this task they introduced a new algorithm called “Close”. Close is a levelwise algorithm
for finding FCIs.
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Figure 1: Left: position of Closed Rules; Right: equivalence
classes of 𝒟 with 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 = 3 (60%). Support values are in-
dicated in the top right corners.
Contribution. We introduce a new basis called Closed Association Rules, or
simply Closed Rules (𝒞ℛ). This basis requires frequent closed itemsets only. The
difference between our work and the work presented in [9] stems from the fact that
although we also extract FCIs, instead of restoring all FIs from them, we use them
directly to generate valid association rules. This way, we find less and probably
more interesting association rules.
𝒞ℛ is a generating set for all valid association rules with their proper support
and confidence values. Our basis fills a gap between all association rules and min-
imal non-redundant association rules (ℳ𝒩ℛ), as depicted in Figure 1 (left). 𝒞ℛ
contains all valid rules that are derived from frequent closed itemsets. Since the
number of FCIs are usually much less than the number of FIs, the number of rules
in our basis is also much less than the number of all association rules. Using our
basis the restoration of all valid association rules can be done without any loss of
information. It is possible to deduce efficiently, without access to the dataset, all
valid association rules with their supports and confidences from this basis, since
frequent closed itemsets are a lossless representation of frequent itemsets. Further-
more, we will show in the next section that minimal non-redundant association
rules are a special subset of the Closed Rules, i.e. ℳ𝒩ℛ can be defined in the
framework of our basis. 𝒞ℛ has the advantage that its rules can be generated
very easily since only the frequent closed itemsets are needed. As there are usually
much less FCIs than FIs, the derivation of the Closed Rules can be done much
more efficiently than generating all association rules.
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Before showing our algorithm for finding the Closed Rules, we present the essential
definitions.
Definition 4.1 (closed association rule). An association rule 𝑟 : 𝑃1 → 𝑃2 is called
closed if 𝑃1 ∪ 𝑃2 is a closed itemset.
This definition means that the rule is derived from a closed itemset.
Definition 4.2 (Closed Rules). Let 𝐹𝐶 be the set of frequent closed itemsets.
The set of Closed Rules contains all valid closed association rules:
𝒞ℛ = {𝑟 : 𝑃1 → 𝑃2 | (𝑃1∪𝑃2) ∈ 𝐹𝐶∧𝑠𝑢𝑝𝑝(𝑟) ≥ 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝∧𝑐𝑜𝑛𝑓(𝑟) ≥ 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓}.
Property 4.3. The support of an arbitrary frequent itemset is equal to the support
of its smallest frequent closed superset [9].
By this property, FCIs are a condensed lossless representation of FIs. This is also
called the frequent closed itemset representation of frequent itemsets. Property 4.3
can be generalized the following way:
Property 4.4. If an arbitrary itemset 𝑋 has a frequent closed superset, then 𝑋
is frequent and its support is equal to the support of its smallest frequent closed
superset. If 𝑋 has no frequent closed superset, then 𝑋 is not frequent.
The algorithm. The idea behind generating all valid association rules is the
following. First we need to extract all frequent itemsets. Then rules of the form
𝑋 ∖ 𝑌 → 𝑌 , where 𝑌 ⊂ 𝑋, are generated for all frequent itemsets 𝑋, provided the
rules have at least minimum confidence.
Finding closed association rules is done similarly. However, this time we only
have frequent closed itemsets available. In this case the left side of a rule 𝑋 ∖𝑌 can
be non-closed. For calculating the confidence of rules its support must be known.
Thanks to Property 4.3, this support value can be calculated by only using frequent
closed itemsets. It means that only FCIs are needed; all frequent itemsets do not
have to be extracted. This is the principle idea behind this part of our work.
Example. Table 1 depicts which closed association rules (𝒞ℛ) can be extracted
from dataset 𝒟 with 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 = 3 (60%) and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 = 0.5 (50%). First, fre-
quent closed itemsets must be extracted from the dataset. In 𝒟 with𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 = 3
there are 6 FCIs, namely 𝐴 (supp: 4), 𝐶 (4), 𝐴𝐶 (3), 𝐵𝐸 (4), 𝐴𝐵𝐸 (3) and
𝐵𝐶𝐸 (3). Note that the total number of frequent itemsets by these parameters is
12. Only those itemsets can be used for generating association rules that contain
at least 2 items. There are 4 itemsets that satisfy this condition, namely itemsets
𝐴𝐶 (supp: 3), 𝐵𝐸 (4), 𝐴𝐵𝐸 (3) and 𝐵𝐶𝐸 (3). Let us see which rules can be
generated from the itemset 𝐵𝐶𝐸 for instance. Applying the algorithm from [1], we
get three rules: 𝐶𝐸 → 𝐵, 𝐵𝐸 → 𝐶 and 𝐵𝐶 → 𝐸. Their support is known, it is
equal to the support of 𝐵𝐶𝐸. To calculate the confidence values we need to know
the support of the left sides too. The support of 𝐵𝐸 is known since it is a closed
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itemset, but 𝐶𝐸 and 𝐵𝐶 are non-closed. Their supports can be derived by Prop-
erty 4.3. The smallest frequent closed superset of both 𝐶𝐸 and 𝐵𝐶 is 𝐵𝐶𝐸, thus
their supports are equal to the support of this closed itemset, which is 3. Then,
using the algorithm from [1], we can produce three more rules: 𝐸 → 𝐵𝐶, 𝐶 → 𝐵𝐸
and 𝐵 → 𝐶𝐸. Their confidence values are calculated similarly. From the four
frequent closed itemsets 16 closed association rules can be extracted altogether, as
depicted in Table 1.
5. Minimal non-redundant association rules
As seen in Section 2, minimal non-redundant association rules (ℳ𝒩ℛ) have the
following form: 𝑃 → 𝑄 ∖ 𝑃 , where 𝑃 ⊂ 𝑄, 𝑃 is a generator and 𝑄 is a closed
itemset.
In order to generate these rules efficiently, one needs to extract the frequent
closed itemsets (FCIs), the frequent generators (FGs), and then these itemsets
must be grouped together. That is, to generate these rules, one needs to explore all
the frequent equivalence classes in a dataset (see Figure 1, right). Most algorithms
address either FCIs or FGs, and only few algorithms can extract both types of
itemsets.
Example. Table 1 depicts which ℳ𝒩ℛ rules can be extracted from dataset 𝒟
with 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 = 3 (60%) and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 = 0.5 (50%). As can be seen, there
are 14 ℳ𝒩ℛ rules in the dataset. For instance, 𝐵𝐸 → 𝐴 is not an ℳ𝒩ℛ rule
becasue its antecedent (𝐵𝐸) is not a generator (see Figure 1, right). To learn more
about the ℳ𝒩ℛ rules, please refer to [11].
Comparing 𝒞ℛ and ℳ𝒩ℛ. As we have seen, 𝒞ℛ is a maximal set of closed
association rules, i.e. it contains all closed association rules. As a consequence,
we cannot say that this basis is minimal, or non-redundant, but by all means it is
a smaller set than 𝒜ℛ, especially in the case of dense, highly correlated datasets.
Moreover, 𝒞ℛ is a framework for some other bases. For instance, minimal non-
redundant association rules are also closed association rules, since by definition the
union of the antecedent and the consequent of such a rule forms a frequent closed
itemset. Thus, ℳ𝒩ℛ is a special subset of 𝒞ℛ, which could also be defined the
following way:
Definition 5.1. Let 𝐶𝑅 be the set of Closed Rules. The set of minimal non-
redundant association rules is:
ℳ𝒩ℛ = {𝑟 : 𝑃1 → 𝑃2 | 𝑟 ∈ 𝐶𝑅 ∧ 𝑃1 is a frequent generator}.
This is equivalent to the following definition:
ℳ𝒩ℛ = {𝑟 : 𝑃1 → 𝑃2 | (𝑃1 ∪ 𝑃2) ∈ 𝐹𝐶 ∧ 𝑃1 is a frequent generator},
where 𝐹𝐶 stands for the set of frequent closed itemsets.
72 L. Szathmary
6. Experimental results
For comparing the different sets of association rules (𝒜ℛ, 𝒞ℛ andℳ𝒩ℛ), we used
the multifunctional Zart algorithm [11] from the Coron6 system [10]. Zart was
implemented in Java. The experiments were carried out on an Intel Pentium IV 2.4
GHz machine running Debian GNU/Linux with 2 GB RAM. All times reported are
real, wall clock times as obtained from the Unix time command between input and
output. For the experiments we have used the following datasets: T20I6D100K,
C20D10K and Mushrooms.7 It has to be noted that T20 is a sparse, weakly
correlated dataset imitating market basket data, while the other two datasets are
dense and highly correlated. Weakly correlated data usually contain few frequent
itemsets, even at low minimum support values, and almost all frequent itemsets are
closed. On the contrary, in the case of highly correlated data the difference between
the number of frequent itemsets and frequent closed itemsets is significant.
6.1. Number of rules
Table 2 shows the following information: minimum support and confidence; number
of all association rules; number of closed rules; number of minimal non-redundant
association rules. We attempted to choose significant 𝑚𝑖𝑛_𝑠𝑢𝑝𝑝 and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓
thresholds as observed in other papers for similar experiments.
In T20 almost all frequent itemsets are closed, thus the number of all rules and
the number of closed association rules is almost equal. For the other two datasets
that are dense and highly correlated, the reduction of the number of rules in the
Closed Rules is considerable.
The size of the ℳ𝒩ℛ set is almost equal to the size of 𝒜ℛ in sparse datasets,
but in dense datasets ℳ𝒩ℛ produces much less rules.
6.2. Execution times of rule generation
Figure 3 shows for each dataset the execution times of the computation of all, closed
and minimal non-redundant association rules. For the extraction of the necessary
itemsets we used the multifunctional Zart algorithm [11] that can generate all three
kinds of association rules. Figure 3 does not include the extraction time of itemsets,
it only shows the time of rule generation.
For datasets with much less frequent closed itemsets (C20, Mushrooms), the
generation of closed rules is more efficient than finding all association rules. As
seen before, we need to look up the closed supersets of frequent itemsets very often
when extracting closed rules. For this procedure we use the trie data structure
that shows its advantage on dense, highly correlated datasets. On the contrary,
when almost all frequent itemsets are closed (T20), the high number of superset
operations cause that all association rules can be extracted faster.
6http://coron.loria.fr
7https://github.com/jabbalaci/Talky-G/tree/master/datasets
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dataset 𝒜ℛ 𝒞ℛ ℳ𝒩ℛ
(min_supp) min_conf
𝒟 (40%) 50% 50 30 25
90% 752,715 726,459 721,948
T20I6D100K 70% 986,058 956,083 951,572
(0.5%) 50% 1,076,555 1,044,086 1,039,575
30% 1,107,258 1,073,114 1,068,603
90% 140,651 47,289 9,221
C20D10K 70% 248,105 91,953 19,866
(30%) 50% 297,741 114,245 25,525
30% 386,252 138,750 31,775
90% 20,453 5,571 1,496
Mushrooms 70% 45,147 11,709 3,505
(30%) 50% 64,179 16,306 5,226
30% 78,888 21,120 7,115
Table 2: Comparing sizes of different sets of association rules
dataset 𝒜ℛ 𝒞ℛ ℳ𝒩ℛ
(min_supp) min_conf
90% 114.43 120.30 394.14
T20I6D100K 70% 147.69 152.31 428.59
(0.5%) 50% 165.48 167.07 441.52
30% 169.66 170.06 449.47
90% 15.72 12.49 1.68
C20D10K 70% 26.98 21.10 2.77
(30%) 50% 34.74 24.24 3.35
30% 41.40 27.36 4.04
90% 1.93 1.49 0.54
Mushrooms 70% 3.99 2.44 0.78
(30%) 50% 5.63 2.98 1.00
30% 6.75 3.31 1.28
Table 3: Execution times of rule generation (given is seconds)
Experimental results show that 𝒞ℛ can be generated more efficiently than
ℳ𝒩ℛ on sparse datasets. However, on dense datasets ℳ𝒩ℛ can be extracted
much more efficiently.
7. Conclusion
In this paper we presented a new basis for association rules called Closed Rules
(𝒞ℛ). This basis contains all valid association rules that can be generated from
frequent closed itemsets. 𝒞ℛ is a lossless representation of all association rules.
Regarding the number of rules, our basis is between all association rules (𝒜ℛ) and
minimal non-redundant association rules (ℳ𝒩ℛ), filling a gap between them. The
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new basis provides a framework for some other bases. We have shown thatℳ𝒩ℛ
is a subset of 𝒞ℛ. The number of extracted rules is less than the number of all
rules, especially in the case of dense, highly correlated data when the number of
frequent itemsets is much more than the number of frequent closed itemsets. 𝒞ℛ
contains more rules than ℳ𝒩ℛ, but for the extraction of closed association rules
we only need frequent closed itemsets, nothing else. On the contrary, the extraction
of minimal non-redundant association rules needs much more computation since
frequent generators also have to be extracted and assigned to their closures.
As a summary, we can say that 𝒞ℛ is a good alternative for all association
rules. The number of generated rules can be much less, and beside frequent closed
itemsets nothing else is required.
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