Monotonicity and Kaehler-Ricci flow by Ni, Lei
ar
X
iv
:m
at
h/
02
11
21
4v
1 
 [m
ath
.D
G]
  1
3 N
ov
 20
02
MONOTONICITY AND KA¨HLER-RICCI FLOW
Lei Ni1
University of California, San Diego
October, 2002
§0 Introduction.
In this paper, we shall give a geometric account of the linear trace Li-Yau-Hamilton
(which will be abbreviated as LYH) inequality for the Ka¨hler-Ricci flow proved by Luen-
Fai Tam and the author in [NT1]. To put the result, especially the Liouville theorem for
the plurisubharmonic functions, into the right perspective we would also describe some
dualities existed in both linear and nonlinear analysis first. The purpose is to show the
reader that the linear trace LYH for the Ka¨hler-Ricci flow can be thought as a ‘global’
parabolic version of the classical monotonicity formula for the analytic hypersurfaces in Cm
(or more generally for the positive (1, 1) currents). We also include some new results. For
example the Harnack inequality for the nondivergent elliptic operator on complete Ka¨hler
manifolds with nonnegative holomorphic bisectional curvature was proved in Theorem 1.5.
Another is the LYH inequality for the Hermitian-Einstein flow coupled with Ka¨hler-Ricci
flow (cf. Theorem 3.5). We also prove that the sufficient and necessary condition for the
equality in the linear trace LYH inequality is that the solution is a Ka¨hler-Ricci soliton. (It
has no restriction on the tensor satisfying the linear Lichnerowicz-Laplacian heat equation.)
See, Theorem 4.1 and Theorem 4.2. A direct consequence of these result is that type II (III)
limit solutions of Ricci (Ka¨hler-Ricci) flow are gradient (expanding) solitons (Ka¨hler-Ricci
solitons). Theorem 4.1 and Theorem 4.2 generalizes and unifies the previous theorems (cf.
[H3], [Ca2], [C-Z]) of Hamilton, Cao and more recently Chen-Zhu on the limit solutions to
the Ricci flow considerably.
There are monotonicity formulae for the parabolic equations such as the harmonic map
heat equation and mean curvature flow (cf. [Hu], [St] and [H2]). But in the author’s point
of view they all are still ‘local’ in the sense that the precise monotonicity only holds for
(or inside) locally symmetric manifolds. Another important distinction is that the ‘global
monotonicity’ (which holds on complete Ka¨hler manifolds with nonnegative bisectional
curvature) derived from the LYH inequality here is a point-wise estimate instead of the
monotonicity of an integral quantity as in the previous mentioned cases such as those in
[St] and [Hu]. There have been some other geometric interpretations on LYH inequality
proved by Hamilton, for example in [C-C1], as well as on the Chow-Hamilton’s linear trace
1Research partially supported by NSF grant DMS-0203023.
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LYH in [C-C2]. This observation here relates the minimal submanifold theory, in particular
the monotonicity of the volume, to the LYH inequality for Ricci flow, at least for complex
analytic case, for the first time. Hopefully this will introduce further work along this
direction and bring out more understanding and results to the study of Ricci flow. Let us
start with a duality for linear elliptic PDE, which the author learned from Professor Peter
Li during his graduate study at UCI back in 1997-1998 (cf. [L-W] for more works in this
direction). This duality is hinged on the Harnack inequality.
§1 Harnack inequality.
On Rn, the celebrated De Giorgi-Nash Moser theory proves the Harnack inequality for
the uniformly elliptic operator of divergence form.
Theorem 1.1. Let L =
∑
ij ∂i(aij(x)∂j) be a uniformly elliptic operator on R
n with
λI ≤ (aij(x)) ≤ ΛI. Here constants Λ ≥ λ > 0. Let u ≥ 0 be a (local) W 1,2-weak solution
to Lu = 0 in Bo(2R). Then there exists a constant C = C(n,
Λ
λ
) > 0 such that
(1.1) sup
Bo(R)
u ≤ C inf
Bo(R)
u.
The duality provided by the Harnack inequality is between the local Cα-regularity of
any W 1,2-solution and the Liouville theorem for the positive solution of Lu = 0. As it is
well-known (cf. [G-T]) that applying (1.1) to balls with small radius R implies that any
W 1,2 solution to Lu = 0 is Cα. It is also easy to see that if u ≥ 0 is a solution of Lu = 0
on Rn then u must be a constant. This can be seen by applying (1.1) to u − infRn u on
Bo(R) and letting R→∞.
When study the analysis on general manifolds, since any manifold locally looks Eu-
clidean and the metric is quasi-isometric to the Euclidean one the Cα-regularity still holds
for any week solution. One can also have the Harnack. However, the Harnack estimating
constant C = C(n, Λ
λ
) depends on the local geometry of M , namely the metric tensor gij ,
more precisely the quotient of the maximum eigenvalue over the minimal eigenvalue, on
local coordinate charts. This is a serious drawbacks since in order to study the nonlinear
problems one also wish to obtain the Harnack inequality with the estimating constant de-
pending only on some global geometric-analytic information such as the lower bound of
the curvature or the the behavior of the volume functional, etc. In a certain sense, one
should think of the metric gij as being unknown in details, but satisfying certain geometric
(coordinate invariant) conditions. The corresponding theory on general manifolds starts
with the work of Bombieri and Giusti [B-G], where they carried out the geometric analysis
of Moser’s proofs to minimizing submanifolds and proved the Harnack inequality for the
uniformly elliptic operator of divergence form on such manifolds. Later in [Y], a gradi-
ent estimate method was initiated and a similar Harnack inequality as in Theorem 1.1
was derived out of a gradient estimate for positive harmonic functions on manifolds with
nonnegative Ricci curvature. In particular, in [C-Y], the following theorem on harmonic
functions was proved.
Theorem 1.2. Let M be a complete Riemannian manifold with nonnegative Ricci curva-
ture. Let u be a harmonic function on Bo(2R). Then there exists a constant C = C(n) > 0
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such that
(1.2) sup
Bo(R)
|∇u|2 ≤ C(n)
R2
sup
Bo(2R)
u2.
In particular, any global harmonic function (defined on M) of the sublinear growth is a
constant.
The result was later also established for general uniformly elliptic operator of divergence
form in [Gr] and [Sa] independently. In fact, they proved the Harnack for the corresponding
parabolic equations under some geometric assumptions which are than the nonnegativity
of the Ricci curvature. For the sake of this paper we just state their result in the following
weaker form for the elliptic operators.
Theorem 1.3. Let M be a complete Riemannian manifold with nonnegative Ricci curva-
ture. Let L be a uniformly elliptic operator of divergence form. Let u ≥ 0 be a solution to
Lu = 0 on Bo(2R). Then there exists a constant C = C(n, L) such that
(1.3) sup
Bo(R)
u ≤ C inf
Bo(R)
u.
In particular, any positive global L-harmonic function is a constant.
There are also many developments in establishing the Harnack inequality for the uniform
elliptic operator of nondivergence form. The theory for the Euclidean (local) case was
developed by Krylov and Safonov based on the Alexanderoff maximum principle (cf. [G-
T], Chapter 8 for the detailed theory). We just want to mention a corresponding global
result for the manifolds with nonnegative Riemannian sectional curvature which was proved
by Cabre´ [C] more recently.
Theorem 1.4. Let M be a complete Riemannian manifold with nonnegative sectional
curvature. Let L be a uniformly elliptic operator of nondivergence form. Then (1.3) still
holds for nonnegative solution u on Bo(2R).
Using a comparison theorem established in [C-N], we shall extend the above result to
the complete Ka¨hler manifolds with nonnegative holomorphic bisectional curvature. More
precisely, let L be a elliptic operator which locally can be written as L =
∑
αβ¯ a
αβ¯(z) ∂
2
∂zα∂zβ
such that there exists Λ ≥ λ > 0 with Λ|η|2 ≥ aαβ¯(z)ηαηβ ≥ λ|η|2 for any η = ηαdzα ∈
T ∗zM over any z ∈M . The following result can be viewed as a generalization of Theorem
1.4.
Theorem 1.5. Let M be a complete Ka¨hler manifold (of complex dimension m) with
nonnegative holomorphic bisectional curvature. Let u be a smooth function in Bo(2R)
satisfying u ≥ 0 in Bo(2R). Then
(1.6) sup
Bo(R)
u ≤ C
{
inf
Bo(R)
u+
R2
V
1
n
o (2R)
‖Lu‖Ln(Bo(2R))
}
where C = C(m, λ,Λ) > 0. In particular, (1.3) holds for nonnegative solution to Lu = 0
and any positive solution u of Lu = 0 is a constant.
As in [C] the key is to prove the following proposition.
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Proposition 1.1. Let u be a smooth function in a ball Bo(7R) satisfying u ≥ 0 in Bo(7R)\
Bo(5R) and infBo(2R) u ≤ 1. Then
(1.7) Vo(R) ≤ (32)
m
λ2m
∫
{u≤6}∩Bo(5R)
{(
1
2m
R2Lu+
Λ
4
)+}2m
.
Once the above result holds one can use the argument of section 5-7 in [C], which only
uses the nonnegativity of Ricci curvature, to obtain Theorem 1.5. To prove the above
proposition we need the following two results.
Proposition 1.2. For any y ∈M , let dy(x) be the distance function from x to y. Then
(1.8) (d2y)αβ¯ ≤ gαβ¯
in the distribution sense. In particular, if x does not lie inside the cut locus of y the above
holds point-wisely. Here gαβ¯ is the Ka¨hler metric tensor.
See [C-N] for the proof of this comparison result. The following lemma is from [C].
Lemma 1.1. Let M be a Riemannian manifold. Let v be a smooth function on Ω ⊂ M .
Consider the map φ : Ω→M defined by
φ(z) = expz∇v(z).
Let x ∈ Ω and suppose that ∇v ∈ Ux. Here Ux = {tη : η ∈ TxM, |η| = 1, 0 ≤ t ≤ c(η)},
where c(η) = sup{t > 0 : expxsη is minimizing geodesic on [0, t]} ≤ ∞. Set y = φ(x).
Then
Jac(φ(x)) = Jac(expx(∇v(x)) · | det(D2(v +
d2y
2
))(x)|,
where Jac(expx(∇v(x))) denotes the Jacobian of the exponential map at the point ∇v(x) ∈
TxM .
This is just the Lemma 3.2 from [C]. The rest will be devoted to the proof of Proposition
1.1. The argument is just an adaptation of the one given in [C] to the case with only control
on the complex Hessian of the distance function. The key is the following linear algebra
lemma
Lemma 1.2. Let A be a 2m× 2m positive semi-definite symmetric matrix with the form
A =


A11, A12, · · · , A1n
A21, A22, · · · , A2n
· · · , · · · , · · · , · · ·
An1, An2, · · · , Ann


where Aij are 2× 2 matrix. Then
det(A) ≤ Πi det(Aii).
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In particular, if f is a real valued function defined on Ω ⊂ Cm and assumes its local
minimum at a point x ∈ Ω. Then
det(D2f)(x) ≤ 8m| det(fαβ¯)|2(x).
Here D2f is the real Hessian and fαβ¯ is the complex Hessian.
Proof. By perturbation, one can assume that A is positive definite. Then the statement can
be proved by perform the elementary row and column operation and induction. We leave
the details to the interested reader. To prove the second part, we can choose a coordinate
such that fαβ¯ is diagonal. Then
| det(fαβ¯)|2 =
(
1
16
)m
Πi(fxixi + fyiyi)
2.
Since D2f is positive semi-definite, we have that
(fxixi + fyiyi)
2 ≥ (f2xixi + f2yiyi) ≥ 2(fxixifyiyi − f2xiyi).
Now the result follows by applying the first part of the lemma.
Proof of Proposition 1.1. For the sake of the completeness we start with the argument from
[C]. Let wy(x) = R
2u(x) + 1
2
d2y(x), for y ∈ Bo(R). Clearly we have that supBo(2R) wy ≤
R2 + (3R)
2
2 =
11
2 R
2. But in Bo(7R) \ Bo(5R), we have wy ≥ (4R)
2
2 = 8R
2 ≥ 112 R2.
Therefore, the minimum of wy achieves inside Bo(5R). Namely,
inf
Bo(7R)
wy(z) = wy(x)
for some x ∈ Bo(5R). As in [C] we know that at such point x we have that
y = expx(∇(R2u)(x)).
Now define the map φ(z) = expz(∇(R2u)(z)) for all z ∈ Bo(7R). We also define the mea-
surable set E = {x ∈ Bo(5R) : there exists y ∈ Bo(R) such that wy(x) = infBo(7R) wy}.
What we have shown is that for any y ∈ Bo(R) there exists such x ∈ E such that φ(x) = y.
Therefore we have that
Vo(R) ≤
∫
E
Jac(φ)dv.
Also we know for x ∈ E, wy(x) ≤ 112 R2. Therefore, u ≤ 112 . This implies that E ⊂ {u ≤
6} ∩Bo(5R). Therefore we further have
Vo(R) ≤
∫
{u≤6}∩Bo(5R)
Jac(φ)dv.
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The rest is to estimate Jac(φ). The approximation argument in [C] shows that we can apply
Lemma 1.1 without the loss of the generality even ∇(R2u)(x) might not in Ux. Hence
Jac(φ) = Jac(expx)(R
2∇u)| det(D2(R2u+ 1
2
d2y)|(x)
≤ | det(D2(R2u+ 1
2
d2y)|(x).
(1.9)
Here we have used the fact that exp is volume decreasing if Ricci(M) ≥ 0. Now we applying
Lemma 1.2 and Proposition 1.2 to estimate | det(D2(R2u+ 12d2y)|(x) for x ∈ E.
| det(D2(R2u+ 1
2
d2y)|(x) ≤ 8m| det(
(
R2u+
1
2
d2y
)
αβ¯
)|2
≤ 8
m
λ2m
| det(
(
R2u+
1
2
d2y
)
αβ¯
)|2| det(aαβ¯)|2
≤ 8
m
λ2m

 1m
∑
αβ
(
R2aαβ¯uαβ¯ +
1
2
aαβ¯(d2y)αβ¯
)

2m
≤ 8
m
λ2m
{
1
m
R2Lu+
1
2
Λ
}2m
=
(32)m
λ2m
{
1
2m
R2Lu+
Λ
4
}2m
.
(1.10)
Noticing that for x ∈ E, 12mR2Lu + Λ4 ≥ 0, therefore combining (1.9) and (1.10) we have
that ∫
E
Jac(φ)dv ≤ (32)
m
λ2m
∫
E
{
1
2m
R2Lu+
Λ
4
}2m
dv
≤ (32)
m
λ2m
∫
{u≤6}∩Bo(5R)
{(
1
2m
R2Lu+
Λ
4
)+}2m
dv.
This completes the proof of Proposition 1.1.
We close the section by pointing out that establishing a similar result for the uniformly
elliptic operator of nondivergent form on manifolds with nonnegative Ricci curvature is an
interesting problem.
§2 Monotonicity formulae.
Here we shall demonstrate a nonlinear analogy of the duality provided through the
Harnack inequality. In this case, the hinge is the monotonicity formulae. There are various
types of monotonicity formulae arising in different geometric-analytical problems. We
mainly focus on the one on harmonic maps as well as the one on minimal submanifolds
and its slightly metamorphose on the positive current, which is the content of the well-
known Bishop-Lelong Lemma in several complex variables. Let us start with the harmonic
maps. We refer [Sc] for the notations and proofs.
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Proposition 2.1. Let u be a W 1,2-stationary map defined on Bo(R) ⊂ Rn into a Rie-
mannian manifold N ⊂ RK . Then for any point x ∈ Bo(R) and r > 0 such that
Bx(r) ⊂ Bo(R) we have that
(2.1) I(x, r) =
1
rn−2
∫
Bx(r)
|Du|2 dx
is monotone increasing in r. Here |Du|2 =∑iα (∂uα∂xi )2, with u = (u1, · · · , uK) ∈ N ⊂ RK.
Moreover we have
(2.2)
∂
∂σ
I(x, σ) = 2
∫
∂Bx(σ)
σ2−n|∂u
∂r
|2 dA.
The above monotonicity plays an important role in the regularity theory of the harmonic
maps (cf. [S-U]). However it is not an easy matter as the linear case indicated in the last
section. Substantial work are required. One can refer [Si2] for an updated proof of the
ǫ-regularity theorem of Schoen-Uhlenbeck on the minimizing maps.
On the other hand, analogous to the duality in the last section, the monotonicity formula
(2.2) also plays the crucial role in various Liouville type results on harmonic maps. For
instance, there is a result due to Garber, Ruijsenaars, Siler and Burns [G-R-S-B] saying
that any harmonic maps u : Rn → Sm with finite energy is a constant map for n > 3,
which is an easy consequence of the above proposition. In [J], the author proved that any
harmonic map u : Rn → N with limx→∞ u(x) = p0, a fixed point in N , must be constant
map. The proof again relies crucially on Proposition 2.1. The interested readers can refer
the above mentioned papers for the detailed statement of the Liouville theorems and their
proofs. We are not going to pursue further on the monotonicity of the harmonic maps here
and just want to mention that it would be interesting to derive some sharp ‘global’ version
of Proposition 2.1, namely to find certain monotonicity which holds for a class of domain
manifolds such as the manifolds with nonnegative Ricci curvature. One expects that such
a result would be very useful in establishing and clarifying the Liouville type results for
the harmonic maps.
Now we want to turn our focus to the monotonicity formula for the minimal submanifolds
in Rn and its slight variation, the monotonicity formula for positive currents. This will
be shown to be directly related to the LYH inequality derived for the Ka¨hler-Ricci flow in
[N-T1] in the next section.
Let Mn be a minimal submanifold in RN . The following monotonicity formula is well-
known.
Proposition 2.2. Let Θ(x, r) be the density function defined as
(2.3) Θ(x, r) =
1
ωnrn
∫
Bx(r)
volM =
V ol(M ∩Bx(r))
ωnrn
.
Then for r ≤ R such that Bx(R) ∩ ∂M = ∅, Θ(x, r) is monotone increasing. Moreover,
one has
(2.4)
∂
∂σ
Θ(x, σ) =
∫
∂Bx(σ)
|D⊥r|2
ωnrn
dA.
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Here ω is the area of the unit sphere of dimension n− 1, D⊥r is the normal part of Dr.
As in [Si1], the above result also holds for stationary varifolds and it is crucial in the
regularity result such as the the Allard regularity theorem (cf. [Si1]). Since complex
subvarieties in Cm are area minimizing, the above result holds for the complex subvarieties.
In fact, there are slightly more general
Bishop-Lelong Lemma. Let T be a (p, p) positive current in Cm. Define
(2.5) Θ(x, r) =
1
r2m−2p
∫
Bx(r)
T ∧
(
1
π
ωCm
)m−p
.
Here ωCm is the Ka¨hler form of C
m. Then
(2.6)
∂
∂r
Θ(x, r) ≥ 0.
One can refer [G-H] (pages 390-391) for a proof of this lemma. Analogous to the previous
case we would like to relate the above monotonicity to a Liouville theorem on plurisubhar-
monic functions on Cm.
Proposition 2.3. let u be a plurisubharmonic function defined on Cm. If
(2.7) lim
x→∞
u(x)
log r(x)
= 0
u must be a constant.
Proof. The easiest proof is to restrict u to C and apply the 2-dimensional result for the
subharmonic functions. But we would like to prove it using (2.6). The plurisubharmonicity
of u is equivalent to that
√−1∂∂¯u is a positive (1.1) current. Define
M(x, r) =
1
A(x, r)
∫
Bx(r)
u dA.
Here A(x, r) is the area of ∂Bx(r). Direct calculation (cf. [Ho], Lemma 4.4.9) shows
r
∂
∂r
M(x, r) = Θ(x, r).
Namely
∂
∂ log r
M(x, r) = Θ(x, r).
Then (2.6) just implies that
∂2
∂t2
M(x.r) ≥ 0
where t = log r. Namely (2,6) is equivalent to the fact that M(x, r) is a convex function
of log r. Hence, under the assumption (2.7), we know that M(x, r) must be constant. It
then implies that ∆u ≡ 0 since
Θ(x, r) =
1
r2m−2
∫
Bx(r)
(
1
2
∆u
)(
1
π
ωCm
)m
≡ 0.
The result then follows from Theorem 1.2.
To prove a similar result for the plurisubharmonic functions on general complete Ka¨hler
manifolds motivates the LYH inequality in the next section.
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§3 Linear trace Li-Yau-Hamilton inequality. In this section we try extend the mono-
tonicity formula (2.6) to the general complete Ka¨hler manifolds with nonnegative holomor-
phic bisectional curvature. In fact, we shall show that a linear trace LYH inequality for
Ka¨hler-Ricci flow would be a parabolic version of (2.6). And this parabolic monotonicity
formula is enough to prove Liouville theorem for the plurisubharmonic functions in some
cases. Let us start with the trace version of Hamilton’s LYH inequality on the Ricci flow.
Theorem 3.1. Let (M, gij(x, t)) be a complete solution to the Ricci flow
(3.1)
∂
∂t
gij(x, t) = −2Rij(x, t)
with bounded sectional curvature and nonnegative curvature operator on M × (0, T ). Then
(3.2)
∂R
∂t
+ 2∇R · V + 2RijViVj + R
t
≥ 0
for any vector field V .
In Ka¨hler category, Cao has the following
Theorem 3.2. Let (M, gαβ¯(x, t)) be a complete solution to the Ka¨hler-Ricci flow
(3.3)
∂
∂t
gαβ¯(x, t) = −Rαβ¯(x, t)
with bounded nonnegative holomorphic bisectional curvature on M × [0, T ). Then
(3.4)
∂R
∂t
+∇α¯RVα +∇αRVα¯ +Rαβ¯Vα¯Vβ +
R
t
≥ 0.
Again we only state the trace version of Cao’s result. Later Chow-Hamilton extends
Theorem 3.1 to the following more general case.
Theorem 3.3. Let (M, g(t)) be a complete solution to the Ricci flow (3.1) and let h be a
symmetric 2-tensor satisfying
(3.5)
∂
∂t
hij = ∆hij + 2Rpiqjhpq −Riphjp −Rjphip.
Assume that the metric initially has bounded nonnegative curvature operator (which is
preserved under the flow). If on addition, hij > 0 initially (hij(x, t)) > 0 as long as the
solution exists and for any vector field V
(3.6) Q(x, t) := div(div(h)) +Rijhij + 2div(h) · V + hijViVj + H
2t
> 0.
Here H = gijhij .
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Remarks.. i) We should point out in general, one does require some growth conditions
on hij(x, t) to apply the maximum principle on tensor to get hij(x, t) > 0. This seems
missing in the statement of Theorem 3.3. ii) Assume that the flow (M, g(t)) and the
hij are only defined on M × (0, T ). Also assume that the curvature operator of g(t) and
‖hij(x, t)‖ are uniformly bounded on M for any t. Then the strict inequality in (3.6) will
be replaced with an inequality. The examples are the expanding solitons for the Ricci flow.
iii) A perturbation on hij could allow the case hij(x, t) ≥ 0.
In [NT1] the authors proved the Ka¨hler version of Theorem 3.3.
Theorem 3.4. Let (M, g(t)) be a complete solution to the Ka¨hler-Ricci flow (3.3) on
M × [0, T ). Let hαβ¯(x, t) be a Hermitian symmetric 2-tensor satisfying
(3.7)
(
∂
∂t
−∆
)
hγδ¯ = Rβα¯γδ¯hαβ¯ −
1
2
(
Rγp¯hpδ¯ +Rpδ¯hγp¯
)
also onM×[0, T ). Assume that (M, g(0)) has bounded nonnegative holomorphic bisectional
curvature. Also assume that (hαβ¯(x, 0)) ≥ 0 and ‖hαβ¯‖(x, 0) is uniformly bounded on M .
Then (hαβ¯(x, t)) ≥ 0 and Z(x, t) ≥ 0. Here Z(x, t) is given by
Z = gαβ¯gγδ¯
[
1
2
(∇β¯∇γ +∇γ∇β¯)hαδ¯ +Rαδ¯hγβ¯ + (∇γhαδ¯Vβ¯ +∇β¯hαδ¯Vγ)+ hαδ¯Vβ¯Vγ
]
+
H
t
.
(3.8)
If the (M, g(t)) and h(x, t) are both ancient in the sense that they exists on M × (−∞, T ).
Then we have Zˇ ≥ 0, where Zˇ = Z − H
t
.
Remark. The inequality Z(x, t) ≥ 0 also holds if we only assume both the metrics g(t)
and the symmetric tensor hαβ¯ are only defined on M × (0, T ) provided that the curvature
tensor of (M, g(t)) and ‖hαβ¯‖(x, t) uniformly bounded on M for each t.
The Theorem 3.4 is an extension of Theorem 3.2 since in the case hαβ¯ = Rαβ¯(x, t),
the Ricci tensor, (3.8) simplifies to (3.4). The same for the real case. In [C-H], (3.6) was
called linear trace Harnack inequality. Since we have adapted the notion Li-Yau-Hamilton
inequality in [N-T1] due to the reasons explained therein we call (3.8) linear trace LYH
inequality.
Before we explain how one can derive a parabolic monotonicity formula out of Theorem
3.4 we would like to indicated cases when hαβ¯ satisfying (3.7) does arise except the above
mentioned obvious case that hαβ¯ = Rαβ¯. Let (M, g(t)) be as in Theorem 3.4. Let (E,H)
be a holomorphic vector bundle on M with Hermitian metric H(x, t) deformed by the
Hermitian-Einstein flow:
(3.9)
∂H
∂t
H−1 = −ΛFH + λI.
Here Λ means the contraction by the Ka¨hler form ωt, λ is a constant, which is a holomorphic
invariant in the case M is compact, and FH is the curvature of the metric H, which locally
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can be written as F j
iαβ¯
dzα ∧ dz¯βe∗i ⊗ ej with {ei} a local frame for E. The transition rule
for H under the frame change is HU
ij¯
= fki f
k
j H
V
kl¯
with transition functions f ji satisfying
eUi = f
j
i e
V
j . Denote Ωαβ¯ =
∑
i F
i
iαβ¯
dzα ∧ dz¯β . One can associate E the determinant line
bundle (L, h). Since the transition functions for L is just det(f ji ) we have that det(H
U ) =
| det(f ji )|2 det(HV ). Namely det(H) is the naturally induced Hermitian metric on L. Using
the formula
FH = ∂¯(∂HH
−1)
one can easily see that Ωαβ¯dz
α ∧ dz¯β is the first Chern form of (L, det(H)). Namely
Ωαβ¯dz
α ∧ dz¯β = −∂∂¯ log(det(H)).
In this case, Theorem 3.4 can be applied to obtain the gradient estimates for Ω = gαβ¯Ωαβ¯
if (E,H) is a solution of (3.9).
Theorem 3.5. Assume that M is a compact Ka¨hler manifold. Let (M, g(t)) be a solution
to the Ka¨hler-Ricci flow (3.3) with nonnegative holomorphic bisectional curvature, and let
(E,H) be a solution to (3.9). Then Ωαβ¯(x, t) satisfies (3.7) and if Ωαβ¯(x, 0) ≥ 0 initially,
then Ωαβ¯(x, t) ≥ 0 for all t > 0. Moreover, for any vector field V ,
(3.10) Ωt +∇αΩVα¯ +∇α¯ΩVα + Ωαβ¯Vα¯Vβ +
Ω
t
≥ 0.
Here Ω(x, t) =
∑
gαβ¯(x, t)Ωαβ¯(x, t).
Proof. Let us denote det(H(x, t)) by η(x, t). As we pointed out that η(x, t) is the induced
Hermitian metric on L. Define
u(x, t) = log
η(x, t)
η(x, 0)
.
Taking trace on (3.9) then implies that(
∂
∂t
Hki (x, t)
)(
H−1
)i
k
= gαβ¯
{(
Hki
)
αβ¯
(H−1)ik +
(
Hki
)
α
[
(H−1)ik
]
β¯
}
+ λr.
Here r is the rank of E. Hence
ut =
∂
∂t
η(x, t)
=
(
∂
∂t
Hki (x, t)
)(
H−1
)i
k
= gαβ¯
{(
Hki
)
αβ¯
(H−1)ik +
(
Hki
)
α
[
(H−1)ik
]
β¯
}
+ λr.
Calculating the ∆u writes
∆u = gαβ¯
{(
Hki
)
αβ¯
(H−1)ik +
(
Hki
)
α
[
(H−1)ik
]
β¯
}
+ gαβ¯Ωαβ¯(x, 0).
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Combining them together we have
(3.11)
∂u
∂t
= ∆u− gαβ¯(x, t)Ωαβ¯(x, 0) + λr
Locally we can write −Ωαβ¯(x, 0) as ∂α∂¯βϕ(x) for some smooth function ϕ. Define locally
U(x, t) = u+ ϕ− rλt. Then (3.11) implies that
Ut = ∆U.
Here ∆ is the time-dependent Laplacian operator. We also have that locally Uαβ¯(x, t) =
Ωαβ¯(x, t). Now Lemma 2.1 of [N-T1] implies that Uαβ¯(x, t) satisfies (3.7). Therefore we
have shown that Ωαβ¯ satisfies (3.7). Now just apply Hamilton maximum principle for
tensors. We then have Ωαβ¯(x, t) ≥ 0 if it is true initially. Due to the fact that one can
locally express Ωαβ¯ by the ∂∂¯U the similar reduction as carried out in the proof of Theorem
2.1 still works. Namely if hαβ¯ in Theorem 3.4 is given by Ωαβ¯ = Uαβ¯ , then
div(h)α = ∇γUαγ¯ = ∇α(Ut) = ∇αΩ and div(h)δ¯ = ∇α¯Uαδ¯ = ∇δ¯(Ut) = ∇δ¯Ω,
and
(3.12) Z = ∆(Ut) +Rαβ¯Uα¯β +∇α¯ΩVα +∇αΩVα¯ + Uαβ¯Vα¯Vβ +
Ω
t
≥ 0
for any (1, 0) vector field V . Here we have used the fact that Ω = Ut = ∆U . Differentiate
∆U = Ut with respect to t we have that
∆(Ut) +Rαβ¯Uα¯β = Utt = Ωt.
Then (3.12) implies (3.10).
Theorem 3.5 is just a LYH inequality for the Hermitian-Einstein flow for vector bundles
coupled with the Ka¨hler-Ricci flow. We should point out that on complete noncompact
manifold one needs some growth assumptions on Ωαβ¯(x, 0) in order to show that Ωαβ¯(x, t) ≥
0 for later time t > 0. For example, it would be sufficient to assume that ‖Ωαβ¯‖(x, 0) ≤ A
for some constant A > 0. In [N-T1], we proved the nonnegativity for Ωαβ¯(x, t) under much
weaker assumption. Please refer to the paper for the details. The interested reader can
write the similar result for the noncompact case by modelling the assumptions in [N-T1].
The special case when hαβ¯ in Theorem 3.4 is given by the complex Hessian of a global
defined function only make sense when M is noncompact and it is clearly the special case
of the noncompact version of Theorem 3.5. In the following we want to show that this
special case implies a parabolic monotonicity formula for the plurisubharmonic functions.
Let us first collect some simple calculations from [N-T1]. Let u(x) be a plurisub-
harmonic function on M . Consider the heat equation coupled with the Ka¨hler-Ricci
flow
(
∂
∂t
−∆)u(x, t) = 0 with u(x, 0) = u(x). With the assumption that ∆u(x) ≤
C exp(ar2(x)) for some positive constants a and C, one can show that u(x, t) is still
plurisubharmonic. Applying (3.10) we have the following
wt +∇α¯wVα +∇αwVα¯ + uαβ¯Vα¯Vβ +
w
t
≥ 0
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with w = ut, which implies that
(3.13) wt +
w
t
≥ 0.
Namely (tw)t ≥ 0. But
tw =
∂ (u(x, t))
∂ (log t)
.
Therefore, (3.13) is equivalent to the fact u(x, t) is convex function of log t. We would
like to call this fact or (3.13) the parabolic monotonicity formula for the plurisubharmonic
functions. The reason we have pointwise monotonicity instead of integral one is that the
heat equation has the averaging effect. This more or less says that the average quantity,
M(x, r) in the last section, is equivalent to u(x, t). For the linear heat equation on complete
Riemannian manifolds with nonnegative Ricci curvature, the author have proved a precise
statement reflecting this principle for manifolds with nonnegative Ricci curvature ( cf. [N],
section 3, The moment type estimates). However due to the nonlinearity of the Ka¨hler-
Ricci flow this can only be proved for the time-dependent Laplacian-heat equation under
the assumptions such as that there exists C > 0 with
∫
Bx(r)
R(x, 0) dy ≤ C
r2
, for any
x ∈M , which also ensures the long time existence of the Ka¨hler-Ricci flow by the work of
W.-X. Shi [Sh2]. We also need to assume that the bisectional curvature of M is uniformly
bounded since this is needed for the short time existence of the Ka¨hler-Ricci flow (cf. [Sh1]).
Under all these assumptions the same argument as in the proof of Proposition 2.3 proves a
Liouville theorem for the plurisubharmonic functions on complete Ka¨hler manifolds with
nonnegative holomorphic bisectional curvature. The interested reader can refer [N-T1]
for more detailed statements and other cases. We should point out that using a different
method in [N-T2], the authors improved the Liouville theorems to general complete Ka¨hler
manifolds with nonnegative bisectional curvature.
We would like to end this section by mentioning some questions arising from this con-
sideration on LYH inequalities. First, one might wonder what is the ‘global’ elliptic mono-
tonicity? (Noting that in [N-T2] the proof also uses parabolic equations, can we have
an elliptic proof for the Liouville theorem on plurisubharmonic functions?) Namely what
is the corresponding Bishop-Lelong Lemma on complete Ka¨hler manifold with nonnega-
tive bisectional curvature? Certainly, the Euclidean argument does not lead to anything
new. One needs an essentially more general argument. The second question is what is
the corresponding LYH inequality for the (p, p) currents. Inequality (3.13) is the parabolic
monotonicity for the plurisubharmonic functions, or more generally (1, 1) currents. What’s
the parabolic monotonicity formula for (p, p)-currents? The last question is how about the
real case. Namely, is there anything analogous to what we described here for Theorem 3.3,
the linear trace LYH of Chow-Hamilton? Will it relate the minimal submanifold theory to
Ricci flow more explicitly?
§4 Equalities in the linear trace LYH inequalities. In this section we study the
geometry when the equality in Theorem 3.5 holds for some point at space-time. We first
prove the following result. For the simplicity of the proof we just consider the case that
‖hαβ¯‖(x, t) are uniformly bounded in space for any fixed t.
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Theorem 4.1. Let (M, g(t)) be a complete solution to the Ka¨hler-Ricci flow (3.3) on
M×(0, T ). Let hαβ¯(x, t) be a Hermitian symmetric 2-tensor satisfying (3.7) on M×(0, T )
too. Assume that (M, g(0)) has bounded nonnegative holomorphic bisectional curvature,
(hαβ¯(x, t)) ≥ 0 and ‖hαβ¯‖(x, t) is uniformly bounded on M for any t ∈ (0, T ). We also
assumes that M is simply-connected. Then Z(x, t) = 0 for some point (x0, t0) if and only
if (M, g(t)) is an expanding Ka¨hler-Ricci soliton. In the case of ancient solution, namely
both flows are defined on M × (−∞, T ), Zˇ(x, t) = 0 for some (x0, t0) at space-time if and
only if (M, g(t)) is a gradient Ka¨hler-Ricci soliton.
This clearly implies Cao’s theorems on limits of solutions to the Ka¨hler-Ricc flow in
[Ca2]. The proof is simpler, in my opinion, and unifies the proof for type II and type III
singularity models. The result is also more general. The similar argument works for the
real case. Namely, by considering the equality in the LYH inequality of Chow-Hamilton’s
Theorem 3.3, we can obtain a proof of Hamilton’s theorem on the eternal (Cf. [H3]) as
well as the more recent theorem on the type III singularity models proved by Chen-Zhu in
[C-Z]. In fact we write the following more general result.
Theorem 4.2. Let (M, g(t)) be a complete solution to the Ricci flow (3.1) on M × (0, T )
and let h be a symmetric 2-tensor satisfying (3.5). Assume that the metric initially has
bounded nonnegative curvature operator (which is preserved under the flow) and M is
simply-connected. We also assume that (hij(x, t)) > 0 and ‖hij‖(x, t) is uniformly bounded
on M for any t ∈ (0, T ). Then Q(x, t) = 0 for some (x0, t0) in the space-time if and only
if (M, g(t)) is an expanding soliton. Similarly, in the case of ancient solutions, (3.6) can
be improved to Qˇ ≥ 0 with Qˇ = Q− H2t . Moreover, Qˇ(x0, t0) = 0 for some point (x0, t0) in
the space-time if and only if (M, g(t)) is a gradient Ricci soliton.
Proof of Theorem 4.1. First, we claim that by the maximum principle that for t < t0 at
every point x ∈M there exists a vector V such that Z(z, t) = 0. This can be shown using
the similar argument as in Proposition 3.2 of [Ca2], where the case for the Ka¨ler-Ricci flow
(not the linear trace with general hαβ¯) was proved. On the other hand Z(x, t) ≥ 0 for any
arbitrary V ′. Therefore the V , which makes Z(x, t) = 0, is the minimizing one. Note also
here we have assumed (hαβ¯(x, t)) > 0, the calculation in [N-T1], especially (1.40) shows
that (
∂
∂t
−∆
)
Z = Y1 +Rαp¯Rps¯hsα¯ −Rαp¯hγα¯∇pVγ¯ −Rpα¯hαγ¯∇p¯Vγ
+ hγα¯∇sVγ¯∇s¯Vα + hγα¯∇s¯Vγ¯∇sVα − H
t2
.
(4.1)
Here Y1 is given by
(4.2) Y1 =
[
∆Rst¯ +Rst¯αβ¯Rα¯β +∇αRst¯Vα¯ +∇α¯Rst¯Vα +Rst¯αβ¯Vα¯Vβ +
Rst¯
t
]
hs¯t.
If we denote
Y2 = hγα¯
[
∇pVγ¯ −Rpγ¯ − 1
t
gpγ¯
] [
∇p¯Vα −Rαp¯ − 1
t
gp¯α
]
+ hγα¯∇p¯Vγ¯∇pVα
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we can write (4.1) as(
∂
∂t
−∆
)
Z = Y1 + Y2 − 1
t
[
−hγα¯∇αVγ¯ − hγα¯∇α¯Vγ + 2Rαγ¯hγα¯ + 2H
t
]
.
On the other hand, since V now is the minimizing vector, the direct calculation, using the
equalities from the first variation consideration, shows
(4.3) 2Z = −hγα¯∇αVγ¯ − hγα¯∇α¯Vγ + 2Rαγ¯hγα¯ + 2H
t
.
One can refer (1.36), (1.37) and (1.39) of [N-T1] for the detailed calculations. Combining
(4.1)–(4.3), we have (
∂
∂t
−∆
)
Z = Y1 + Y2 − 2Z
t
.
On the other hand, for the minimizing V , from Z(x, t) = 0 we know that(
∂
∂t
−∆
)
Z(x, t) = 0.
By the nonnegativity of Y1 and Y2 we have that
Y1 = Y2 = 0.
Noticing that hαβ¯ is positive definite, Y1 = 0 implies that
(4.4) ∆Rst¯ +Rst¯αβ¯Rα¯β +∇αRst¯Vα¯ +∇α¯Rst¯Vα +Rst¯αβ¯Vα¯Vβ +
Rst¯
t
= 0
and Y2 = 0 implies that
(4.5) ∇pVγ¯ −Rpγ¯ − 1
t
gpγ¯ = ∇p¯Vα −Rαp¯ − 1
t
gp¯α = 0,
as well as
(4.6) ∇p¯Vγ¯ = ∇pVα = 0.
By the simply-connectness ofM , (4.5) and (4.6) imply that V is a holomorphic vector field
and is the gradient of a holomorphic function. Namely we have proved that (M, g(t)) is
an expanding Ka¨hler-Ricci soliton.
Now suppose that (M, g(t)) is an expanding Ka¨hler-Ricci soliton. Then we have (4.5)
above. On the other hand, since for the minimizing vector V , (4.3) holds. Plugging (4.5)
into (4.3) we have Z(x, t) = 0 for the minimizing vector.
The case for the ancient solution follows similarly. In this case replace t by t − A and
let A→ −∞ we can have that(
∂
∂t
−∆
)
Zˇ = Yˇ1 +Rαp¯Rps¯hsα¯ −Rαp¯hγα¯∇pVγ¯ −Rpα¯hαγ¯∇p¯Vγ
+ hγα¯∇sVγ¯∇s¯Vα + hγα¯∇s¯Vγ¯∇sVα
(4.1’)
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where
(4.2’) Yˇ1 =
[
∆Rst¯ +Rst¯αβ¯Rα¯β +∇αRst¯Vα¯ +∇α¯Rst¯Vα +Rst¯αβ¯Vα¯Vβ
]
hs¯t.
Then we have that (
∂
∂t
−∆
)
Zˇ = Yˇ1 + Yˇ2
with
Yˇ2 = hγα¯ [∇pVγ¯ −Rpγ¯] [∇p¯Vα −Rαp¯] + hγα¯∇p¯Vγ¯∇pVα.
Now the proof follows verbatim.
Proof of Theorem 4.2. Similarly, using the maximum principle we know that for t < t0, at
every point x ∈ M there exists a (an unique) minimizing vector V such that Q(x, t) = 0.
One can refer Proposition 4.2 of [C-Z] for a proof. Then the same argument as in the above
proof works. One only need to use (6.5) of Chow-Hamilton’s [C-H] to replace (4.1) above.
Namely, the proof of Chow-Hamilton’s linear trace LYH (Theorem 3.3 in the last section)
already implied both Hamilton’s Main Theorem in [H3] as well as the later Theorem 4.3
of Chen-Zhu on the type III singularity models.
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