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I. Introduction
The 2009 Human Development Report (UNDP 2009) estimates that at least
740 million people worldwide are internal migrants, that is, almost four times
the number who have moved internationally. Despite this, perhaps because
movements within borders often go undocumented, the literature on internal
migration and its consequences on local labor markets is much smaller than
the voluminous literature on international migration.1 In this regard, a key dif-
ﬁculty in measuring the impact of internal migration is the endogeneity of mi-
gration ﬂows. More precisely, net migration is likely to be correlated with eco-
nomic conditions in each region, making it difﬁcult to identify the impact of
migration on variables, such as the wage and employment level, which also de-
pend on such factors. In this study we use exogenous climatic shocks to iden-
tify the impact of internal migration on labor market outcomes at destination
provinces in Thailand.
In particular, we analyze the effects of interprovincial migration on wages
and employment in Thailand using the Thai Labor Force Survey for the pe-
riod 1991–2000, a rich data set that allows us to identify semiannual migra-
tion ﬂows between Thai provinces.2 Our main contribution relies on the fact
that, in contrast to previous studies that have focused mainly on employmentWe are grateful to two anonymous reviewers for comments. Contact the corresponding author, Frank
Walsh, at frank.walsh@ucd.ie.
1 See Lucas (1997) or Mendola (2012) for reviews of the literature on internal migration in develop-
ing countries or De Brauw, Mueller, and Lee (2014) for a review of the literature on urban-rural mi-
gration in sub-Saharan Africa.
2 We focus on males because employment rates are much higher than for females and because esti-
mation for the latter is further complicated by needing to model the labor supply decision.
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148 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Eprobabilities and on income or hourly wages, we investigate the impact on
weekly wages and hours worked. Arguably the focus on weekly wages and
hours worked could be crucial because examining only hourly wages or weekly
wages ignores the potential link between remuneration and hours worked.
Many previous studies focus on a single measure of earnings—hourly, weekly,
or perhaps daily or annually—without explicitly considering that hours may
vary.3 Thismay be an important omission. For example, we will see in this study
that there are no statistically signiﬁcant effects of inwardmigration on the hourly
wage of natives but substantial effects on weekly wages, driven by a reduction in
hours.
The large literature on migration and its impact tends to implicitly assume
that hours per worker are ﬁxed or do not explicitly consider variation in hours.
It may well be that sometimes this is a reasonable assumption. In some cases
there may be little variation in hours in response to migration.4 We show here,
though, that for the Thai case this is not so, implying that it is always impor-
tant to check.
In a standard competitive model with ﬁxed hours, if we assume labor sup-
ply is inelastic, a shift in labor supply induces a fall in wages of substitute
workers, and the percentage change in wage from a percentage change in labor
supply is just the inverse of the elasticity of labor demand.5 The standard com-
petitive model where hours are variable is a little more complicated. The ﬁrm’s
production function depends on both the number of workers and the hours
per worker, while the workers labor supply decision is based on a wage hours
bundle rather than just the wage. This model originally developed by Lewis
(1969) is the precursor of the compensating differentials model, and equilib-
rium is a set of tangencies in wage hours space between worker’s indifference
curves and the ﬁrm’s isoproﬁt curves. Kinoshita (1987) develops the compar-
ative static properties of this model, and Strobl and Walsh (2011) use a sim-
pliﬁed version of Kinoshita’s model with homogeneous workers and ﬁrms to
analyze minimum wages and hours worked. In this simple model the number
of workers supplying labor and the number of workers demanded at the mar-3 For example, if we examine recent studies that study the impact of internal migration, Kleemens
and Magruder (2014) look at employment and income per hour but do not analyze weekly hours,
and Maystadt et al. (2014) look at the employment probability and monthly income. Prominent
studies that look at international migration (e.g., Aydemir and Borjas 2007) look at annual, monthly,
and weekly income and the share of weeks worked but not weekly hours, while Ottaviano and Peri
(2012) similarly focus on wage changes without considering hours explicitly, and Friedberg (2001)
considers the impact of a large inﬂux into the Israeli labor market on hourly wages of natives.
4 Indeed, it may well be that the authors of the studies checked for variation in hours and did not
report this if there was little variation.
5 See Borjas (2013) for a recent very clear exposition of the analytics of the model with ﬁxed hours.
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El Badaoui, Strobl, and Walsh 149ket level are a function of the level of worker utility, which as noted above de-
pends on both wage and hours. For this reason we can no longer think of an
estimate of the hours elasticity from a change in migration as the inverse elas-
ticity of demand for workers, as in the simple case where hours are ﬁxed. Of
course, this does not mean that we cannot compare our estimates of the elas-
ticity of hours from a change in migration with those from other studies; we
do this in the results section below. Rather, our results show that hours per
worker vary substantially, and the theoretical model we would use to under-
stand these results would be different from the way we would interpret esti-
mated elasticities in a model with ﬁxed hours.
To isolate the impact of migration on hours worked and weekly wages in
Thailand, we focus on short-term supply shock–induced movements of labor
between provinces—more speciﬁcally, using the methodology developed by
Boustan, Fishback, and Kantor (2010) and similarly employed in a developing
country context by Strobl and Valfort (2015) and Maystadt et al. (2014). This
approach explicitly relies on exogenous variation in weather between prov-
inces to construct arguably plausible instruments for interprovincial migration
ﬂows that take into consideration the geographic distance between sending
and receiving provinces. The underlying rationale rests on the fact that, par-
ticularly in developing economies, weather conditions might induce a spatial
reallocation of the relatively mobile input labor.6
Arguably, Thailand—in particular during our sample period—constitutes
an ideal case study for the task at hand. Standards of living, economic and cul-
tural structures, and growth rates differ widely among provinces, while the la-
bor market tends to be ﬂexible and is generally characterized by very low un-
employment rates. Additionally, climate in Thailand is dominated by tropical
monsoons and high temperatures that vary widely across space and time.7
Moreover, Thailand is one of the earliest Southeast Asian economies to imple-
ment an export-led growth strategy, the consequence of which is an increase in
rural-urbanmigration, especially to the service sector in Bangkok (Guest 2003).
These factors set the context for potentially large amounts of internal migration6 For instance, Yang and Choi (2007) examine how remittances sent by migrants respond to income
shocks experienced by Philippine households. The authors use rainfall shocks as instrumental vari-
ables for income changes and show that in households with migrant members, exogenous income
declines are partially covered by foreign remittances. More particularly, households with migrant
members enjoy a ﬂat consumption path compared with households without migrants for whom con-
sumption responds strongly to income shocks.
7 For example, the Southwest monsoon, which starts between May and June, announces the begin-
ning of the rainy season and lasts to October. The dry season is shorter in the south, and rainfall varies
signiﬁcantly from one region to another, depending on latitude and landforms. The northeast region,
with a longer dry season and a laterite soil, has a limited agricultural activity.
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150 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Ewithin the country, particularly because—as noted by Guest (2003)—migrants
in Thailand beneﬁt from good transportation links and well-established social
networks that result in migration being low cost. As a matter of fact, the Na-
tional Migration Survey of Thailand (Chamratrithirong et al. 1995) and the
Thailand Migration Report (2011) showed these labor movements to be in-
deed substantial. One may want to note in this regard that while seasonal mi-
gration from rural to urban areas is an important element in this and tends to
swell the population of Bangkok during the wet season, there are also substan-
tial ﬂows across all regions and in both seasons, as we will show below. Addi-
tionally, Chalamwong (1998) points out that after the 1997 economic crisis,
return migrants tended to head back to the poorest region of the country—
the northeast—followed by the north, central, and south regions. There is also
evidence of the absorptive capacity of return migrants from urban areas to ru-
ral farm activities (Chamratrithirong 2007). However, despite the 1997 crisis,
which may have altered migration patterns for seasonal and short-term work-
ers, there have been no signs of a slowdown in the rates of internal migration.8
The remainder of the paper is organized as follows. In Section II we review
the literature. Section III outlines our data set, and Section IV presents the em-
pirical speciﬁcation and econometric results. Section V concludes the paper.
II. Review of the Literature
A. Literature on Effects of Migration on Labor Market Outcomes
The literature on the impact of international migration on labor markets can
serve as a ﬁrst indication of what effects one might expect from internal mi-
gration. For example, well-known studies (e.g., Card 1990) looked at the im-
pact of exogenous regional migration shocks, such as the 1980 Mariel boatlift,
and found that migration had little impact on native wages. Critics argued
that a possible cause for the absence of any observed effect of migration on na-
tives is that natives might move to other local labor markets in response to an
inﬂux of migrants, thus masking the impact of migration on wages and em-
ployment. While some studies (e.g., Aydemir and Borjas 2007) use national
data to overcome this problem and ﬁnd a negative effect of migration on wages,
Aydemir and Borjas (2011, p. 71) note that “the national labour market ap-
proach may ﬁnd itself with as many different types of results as the spatial cor-8 More particularly, the seasonal migration from the northeast of Thailand, facilitated by wide net-
works of friends and relatives, has continued on a large scale (IOM 2008). This form of migration
represents the main source of remittances for out-migration regions. However, there has been a slow-
down in seasonal migration during the nineties because agricultural workers who migrate to urban
areas for temporary employment tend to stay year-round (Chalamwong 1998).
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El Badaoui, Strobl, and Walsh 151relation approach that it conceptually and empirically attempted to replace.”9
An alternative explanation for the absence of important effects on wages and
employment prospects for natives from an increase in migration is that native
and migrant workers may be imperfect substitutes (Manacorda et al. 2006; Peri
2011;Ottaviano and Peri 2012). In particular, Manacorda et al. (2006) suggest,
using data from the United Kingdom, that while migrants and natives are im-
perfect substitutes, migrants are close substitutes for other migrants, so that an
increase in the stock of migrants lowers the wages of existing migrants but has
little impact on natives. Arguably, however, internal migrants will be closer sub-
stitutes for native workers than international migrants so that these effects are
less likely to be as important for interprovincial migration within Thailand.
Card (2009) concludes that natives andmigrants are perfect substitutes for high
school dropouts but imperfect substitutes within higher-skilled groups. This
conclusion is consistent with the results we present below, where we ﬁnd labor
market effects for low-skilled workers only.10
The empirical literature on the effect of internal migration on local labor
markets in developing countries11 tends to show that an increase in inward mi-
gration has negative effects on natives, but there is substantial heterogeneity in
the results in terms of who is affected and whether the effect is on wages or
employment probability. It may be that poor infrastructure, as suggested by
Strobl and Valfort (2015), or other institutional barriers in developing coun-
tries restrict capital mobility or ﬁrm entry and exit and make the effects of mi-
gration on natives more negative. In this regard, Kleemens and Magruder
(2014) use weather shocks to model internal migration in Indonesia and ﬁnd
effects on wages when migration is instrumented but no effects for ordinary
least squares (OLS) estimates. These statistically signiﬁcant effects are concen-
trated on low-skilled natives.12 Strobl and Valfort (2015) use variation in the
weather to model net internal migration in Uganda and ﬁnd that migration9 Some examples of studies that have examined this question with mixed results are Bonin (2005),
who reports a very weak impact of supply shifts on wages in Germany. Bohn and Sanders (2007) ﬁnd
a weak wage effect on the Canadian labor market. Aydemir and Borjas (2007) use data from Canada
and Mexico and ﬁnd a strong negative relationship between wages and supply shifts induced by im-
migration, while Mishra (2007) studies the Mexican labor market and ﬁnds a signiﬁcant positive ef-
fect of emigration and wages in Mexico.
10 In a recent reappraisal of the impact of the Mariel boatlift, Borjas (2015) presents evidence that
there are indeed substantial negative wage effects on native high school dropouts from this large in-
ﬂux of largely low-skilled Cuban migrants into Miami in 1980.
11 There is also a small literature on internal migration in developed countries. See, e.g., Berker
(2011), Ham, Li, and Reagan (2011), and Kennan and Walker (2011).
12 Kleemens and Magruder (2014) also look at the difference between formal and informal workers,
where informal workers are not constrained by the minimum wage.
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152 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Ereduces employment, especially when road networks are poor. Maystadt et al.
(2014) examine Nepal, where the range of push and pull factors used to model
migration inﬂows and outﬂows across regions includes weather but also his-
torical migration trends and measures of civil unrest and of environmental
degradation, and they show that inward migration leads to lower wages for
formal sector natives and a loss of employment and rise in unemployment
for lower-skilled natives. Dillon, Mueller, and Salau (2011) provide evidence
that internal migration in Nigeria has an insurance element in that it increases
with the risk of adverse weather events. Analyzing interprovincial migration
and inequality during Vietnam’s transition, Phan and Coxhead (2010) ﬁnd
that the impact of migration on inequality can be either negative or positive,
while Beals, Levy, and Moses (1967) study the migration phenomenon in
Ghana and show that income differentials drive migration and that regions
of large population are relatively more attractive. Sahota (1968) ﬁnds that in-
ternal migration in Brazil is highly responsive to earning differentials and in-
versely related to distance. More generally, economic costs and returns dom-
inate the behavior of migrants. In a paper that is related to the analysis here,
Yang (2004) studies the link between migration and cross-province inequality
in Thailand and ﬁnds a signiﬁcant effect of migration on income inequality.
More particularly, she reports that a 1% increase in the mean fraction of out-
migrants to Bangkok entails a 0.058 reduction in the average ratio of Bang-
kok’s income to all other provinces.13
B. Literature on Hours Worked and Wages
Lundberg (1985), using Granger causality tests, rejects that wages of low-
income married males are exogenous to hours and concludes that hours and
wages respond positively to each other, although the effect of hours on wages
is small. Biddle and Zarkin (1989) estimate a simultaneous model of wages and
hours for males and ﬁnd that wage rates increase up to a certain point, at which
point they begin to decrease. In contrast, the taxation–labor supply literature
argues that the hourly gross wage is independent of hours whereas the net wage
is decreasing in hours (Rosen 1976; Burtless and Hausman 1978; Arrufat and
Zabalza 1986). When examining most labor markets and their various institu-
tional features, Vella (1993) explains the negative relationship between weekly
hours worked and the gross hourly wage rate by the fact that employers and
employees avoid taxation by substituting wages with nontaxable beneﬁts as
the total weekly wage increases.13 Vanwey (2003) analyzes the role of land ownership in rural temporary migration in Thailand.
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El Badaoui, Strobl, and Walsh 153C. Using Distance as a Determinant of Migrant Destination Choice
Taking account of distance in measuring how such weather variation will af-
fect migration between provinces is grounded in the arguments that distance
constitutes an important determinant of the location choice of migrants. As a
matter of fact, Bryant and Rukumnuaykit (2007) used distance from the
Myanmar border to instrument migration from Myanmar to Thailand and
ﬁnd that migration reduces wages of Thai workers.14 Using the constructed
instruments for Thailand, we ﬁnd that inward migration has a substantial neg-
ative impact on weekly wages of low-skilled male natives, but this results from
a reduction in weekly hours rather than the hourly wage rate.
III. Data and Sample Selection
We use data on males from the Thai Labour Force Survey between 1991 and
2000. The survey is conducted several times a year, with increasing frequency
in more recent years. We have access to the February and August surveys for
each year. The survey is a large cross section where, for example, the February
2000 survey interviews more than 164,000 individuals, providing a wide va-
riety of information on location, employment status, job characteristics, and
income as well as demographic characteristics. One may want to note that
August is in the middle of the wet season in Thailand, while February is at
the beginning of the dry season. In this regard, Chamratrithirong et al. (1995,
p. 14) note that the “highest levels of seasonal migration occur during the dry
season months of February through May when many farmers start looking for
temporary work to tide them over until the next planting season.”On the other
hand, one might expect the demand for agricultural workers to be higher in the
August round, so that theremay be differences in returns tomigration across sea-
sons that reﬂect both supply and demand factors.
There are 72 provinces in Thailand, as shown in ﬁgure 1. In addition to
providing the name of the province where they live, individuals answer the
following question: “How long have you been living regularly in this vil-
lage/municipality?” Respondents can choose from the following answers: less
than 1 year, 1 year, 2 years, up to 9 years, and more than 9 years. We calculate
the number of recent arrivals as those who answer less than or equal to 1 year.
This represents 52.4% of total movers to new provinces.15 We use this sub-
sample of movers to compute the inﬂow and outﬂow rates. We then deﬁne
the province of origin and the destination province of all movers as people14 See also Sjaastad (1962), Sahota (1968), and Schwartz (1973).
15 Note that the category of movers within provinces represents 29% of all movers and that 49.4% of
the sample of movers from this category moved 1 year ago at most.
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154 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Eare asked, “Which is the previous province of your residence before moving
here?” The survey then asks for the reason of migration. In this regard, among
recently moved people, some 35.71% were looking for a job or occupation,
7.62% of respondents migrate for further study, 22.75% follow their family,
28.53% report coming back to their former residence, and 0.22% of migrants
state moving from one province to another in order to be nursed. Concerning
the province of destination, Bangkok accounts for the largest proportion ofFigure 1. Thai provinces.This content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
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El Badaoui, Strobl, and Walsh 155arrivals, with 7.2% of total recent migrants.16 We construct a sample of non-
migrants residing in the 72 Thai provinces, where we exclude people who
moved within the same province. Table A3 (tables A1–A6 are available online)
presents the share of incumbents and migrants by region, skill group, season,
period, and residence area type.
For the regression analysis, we reduce the sample to men ages 15–64 years
who were not attending school at the moment of the survey and who work
95 hours or less.17 There are three categories of workers: employees, self-
employed in business, and self-employed in agriculture. These are treated as
mutually exclusive in the data in that an employee is not asked the questions
on self-employment while a worker self-employed in business is not asked the
employee questions. For employees, the earnings questions ask workers if they
are paid hourly, daily, weekly, or monthly and what the rate of pay is for the
relevant category. Table A1 gives summary statistics and shows that 99% of
employees are paid either daily or monthly. Most waged workers at the low
skill end of the labor market are paid daily, where we deﬁne low skill as those
with less than secondary education. We drop employees in government or
public service workers as well as employees who are in unpaid jobs. After con-
trolling for missing values, the sample used in all the wage and hours regres-
sions below consists of 194,410 for observations. Low-skilled workers account
for 130,049 of these.18
Self-employed workers in either agriculture or business are asked the net
monthly proﬁt from the enterprise in the previous month and also the number
of household members who work in the enterprise. Apart from the difﬁculty in
assessing net proﬁt, which is likely to contain substantial measurement error,
we do not have any way of knowing how the net proﬁt is distributed across
household members. We construct the individual monthly wage by dividing
the monthly net proﬁt by the number of household members involved in
the business; that is, we assume that proﬁt is distributed equally across workers
in the household. This is also likely to introduce substantial measurement er-
ror. We use this to construct a weekly wage from self-employment in agricul-
ture or business. Hours worked data are available at the individual level, and
we use this to construct an individual hourly wage. We should stress that the
hours worked data for self-employed workers are collected in the same way as
for employees and are not subject to the same measurement problems as self-
employed wages/proﬁts.16 The second-best destination province is Udon Thani, with 4.26% of total recent migrants.
17 We focus on males to avoid the sample selection issues associated with females who have lower
participation rates.
18 High-skilled persons are limited to those with an educational level beyond the secondary level.
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156 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G ETables A1 and A2 provide summary statistics separately for the subsamples
of employees, self-employed in agriculture, and self-employed in business. As
can be seen, weekly wages are higher for natives than for migrant employees.
At the same time, the former work marginally less hours per week. If one ex-
amines remuneration for the self-employed, one ﬁnds that native self-employed
in business earn the highest while migrant agricultural self-employed earn the
lowest—in fact, multiple times less than the former. Working hours differ little
between the various self-employed, except for native self-employed in agricul-
ture, who work a few hours less than the other groups.IV. Econometric Analysis
A. Construction of Instruments
In order to construct instruments for migration, we follow the methodology
proposed by Boustan et al. (2010), which consists of predicting the total out-
ﬂow (inﬂow) from a province induced by weather shocks and then decompos-
ing this outﬂow (inﬂow) into destination province by estimating the role of
geographic distances in determining interprovincial ﬂows. We then use both
weather and distance to construct the predicted inﬂow (outﬂow). More spe-
ciﬁcally, for the case of migration inﬂow, this ﬁrst involves regressing total out-
ﬂow rates of each province on a set of climate determinants:
Oratei,t21→ t 5 a 1 d
0Zi,t21 1 εi,t , (1)
where Oratei,t21→ t is the outﬂow rate from source province i over time period
t 2 1 to t, Z is a vector of climate-speciﬁc indicators, and ε is an error term.
Using the estimated coefﬁcients from equation (1), we ﬁnd that the predicted
ﬂow of migrants leaving each region i, ~Oi,t21→ t , is then just equal to the pre-
dicted outﬂow rate, Oratei,t21→ t , times the population at t 2 1:
~Oi,t21→ t 5 Oratei,t21→ t  Populationi,t21: (2)
One then separately for each sending area i regresses the actual set of destination-
speciﬁc outﬂow rates to each destination province j on their relative distances
and its squared and cubic value:19
Orateij,t21→ t 5 ai 1 viDistanceij 1 viDistance
2
ij 1 viDistance
3
ij 1 mi,t : (3)19 One should note that Boustan et al. (2010) regress these rates only on distance and its squared
value. For the case of Thailand we found that including its cubic value substantially increased the
speciﬁcations ﬁt.
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El Badaoui, Strobl, and Walsh 157The instrument for in-migration to province j, I j,t21→ t , is then just the sum of
the predicted number of migrants over all areas (i ≠ j), Orateij,t21→ t , expected
to settle in province j:
I j,t21→ t 5 o
i51,:::,n i≠jð Þ
~Oi,t21→ t  Orateij,t21→ t : (4)
One can then in a similar manner construct predicted outﬂow from area j by
predicting the in-migration rates to each receiving area i using climatic determi-
nants, using these rates to predict the number of inﬂowing migrants into i, and
then constructing predicted outﬂow migrants by multiplying this ﬁgure by the
distance and its nonlinear terms estimated inﬂowing rates between provinces i
and j (i ≠ j).
In order to estimate equation (1) as well as its analogous speciﬁcations for
the in-migration, we use for vector Z a number of measures that capture
weather conditions in a province. In order to identify periods of extreme wet-
ness and dryness in provinces, we ﬁrst calculated the local standardized precip-
itation index (SPI)—which has been argued to be particularly good at captur-
ing the cumulative effect of high and low patterns of rainfall over time in a
chosen locality—from the mean monthly precipitation values within our
provinces, as calculated from the Intergovernmental Panel on Climate Change
(IPCC) data set.20 Following McKee et al. (1993), we then deﬁne a monthly
extremely dry (wet) event as starting when the SPI reaches an intensity of
22.0 (2.0) or less (more) and as ending once the index become positive (neg-
ative) again. For each time period we then calculate the number of months of
extreme dryness (wetness). The corresponding constructed variables are DRY
and WET, respectively. To capture the effect of temperature, in particular
with respect to its importance for agriculture, we construct a measure of ref-
erence evapotranspiration (ET) to represent the evaporative demand of the air
within a basin. Following Hargreaves and Samani (1985), evapotranspiration
is calculated as
ET 5 0:0023 Tavg 1 17:8
 
Tmax 2 Tminð Þ0:5Ra, (5)20 The calculation of the SPI is based on modeling the probability distribution of precipitation as de-
rived from long-term records by ﬁtting these to a gamma distribution via maximum likelihood. An
important component in this regard is the chosen timescale. Since we are interested in cropland pro-
ductivity, and soil moisture conditions are known to respond to precipitation anomalies over a rela-
tively short time period, we use a 12-month scale. See http://www.drought.unl.edu/whatis/indices
.htm.
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158 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Ewhere Tavg, Tmax, and Tmin are mean, maximum, and minimum temperature,
respectively, and Ra is the extraterrestrial radiation calculated following Allen
et al. (1998). Since the effects of rainfall shortages and abundance on local
agricultural are likely to some extent to depend on the local evaporative de-
mand, we also allow for interactions between ETand WETand DRY. To con-
struct all these climatic factors at the provincial level, we resort to information
from the IPCC climatic data set, which provides monthly precipitation and
temperature measures across the globe at the 0.57 level over the entire twen-
tieth century. We use these to calculate time-varying averages within prov-
inces.
The results of estimating equation (1) for the annual provincial out- and in-
migration rates—controlling for provincial speciﬁc ﬁxed effects and provincial
common time speciﬁc factors—are given in table 1, panel A. We calculate
Driscoll and Kraay (1998) standard errors corrected for spatial and temporal
correlation throughout. As can be seen, for both inﬂow and outﬂow rates, the
set of climatic variables are almost all signiﬁcant, producing highly signiﬁcant
F-tests of joint signiﬁcance. Examining the individual factors, one ﬁnds that
for the precipitation-related factors the signs meet a priori expectations. More
speciﬁcally, one ﬁnds that extremely dry as well as extremely wet weather, in-
dicative of drought and ﬂood-like conditions, respectively, act to increase over-
all outﬂow from regions. In terms of economic signiﬁcance, the estimated co-
efﬁcients imply that 1 month of dry (wet) weather would increase the outﬂow
rate by 7.9 (10.5) percentage points. Moreover, the negative impact of rainfall
shortage is further exacerbated by a high evapotranspirative demand of the air.
Somewhat surprisingly, the direct effect of evapotranspiration is to reduce out-
ﬂow from a province, although in absolute terms this impact is small. For the
inﬂow rate, one ﬁnds that extremely wet periods tend to reduce the inﬂow
rate, while droughts have no signiﬁcant effect. Using the estimated coefﬁcients
indicates that 1 month of extremely wet weather would decrease the inﬂow
rate by 0.7 percentage points. Furthermore, we ﬁnd that a high evapotranspi-
rative demand of the air tends to reduce the effect of the latter. Surprisingly,
one ﬁnds that this demand on its own acts to increase person ﬂowing to the
province, although again not substantially so. To construct the predicted in-
ward and outward migration rates by subgroup, we proceeded in a similar
manner as for the overall sample, except restricting construction via equations
(1)–(4) to the subsample in question. We report the estimation for equation
(1) for the outﬂow and inﬂow rates in tables 1, panels B and C, respectively. As
can be seen, for the outﬂow rate all climatic variables are signiﬁcant, where the
signs are in congruence with the overall sample. Unsurprisingly, the joint F-
tests attest to their power as predictive factors. For the inﬂow rates, the majorityThis content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
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TABLE 1
EFFECT OF WEATHER ON MIGRANT FLOWS, OUTFLOW RATES, AND INFLOW RATES
A. Effect on Migrant Flows
Out Rate In Rate
DRY .00266* 22.45E205
(.00130) (.000964)
WET .00352* 2.00358**
(.00135) (.000701)
EVAPO 2.000222* .000710**
(8.90E205) (.000192)
EVAPO  WET 3.04E205 25.95E205**
(1.55E205) (1.16E205)
EVAPO  DRY 3.36E205* 21.34E205
(1.56E205) (6.74E206)
Observations 1,440 1,440
Number of groups 72 72
F-test 4.963 8.616
B. Effect on Outﬂow Rates
(1) (2) (3)
DRY .00142* .00166* .00120
(.000625) (.000648) (.000618)
WET .00235** .00231** .00238**
(.000709) (.000692) (.000736)
EVAPO 2.000227** 2.000262** 2.000197**
(7.61E205) (8.85E205) (6.81E205)
EVAPO  WET 2.75E205** 2.54E205** 2.95E205**
(7.25E206) (7.64E206) (7.35E206)
EVAPO  DRY 1.88E205* 2.14E205* 1.65E205*
(7.68E206) (9.34E206) (6.40E206)
Sample
Males Low Skilled High Skilled
Observations 1,440 1,440 1,440
Provinces 72 72 72
F-test 9.028 8.172 9.926
C. Effect on Inﬂow Rates
(1) (2) (3)
DRY 2.000417** 2.000562** 2.000375**
(.000153) (.000129) (.000129)
WET 2.000891* 2.000797* 2.000764**
(.000366)* (.000325) (.000266)
EVAPO .000636** .000613** .000439**
(.000182) (.000163) (.000160)
EVAPO  WET 28.68E206 25.18E206 29.63E206
(6.42E206) (5.34E206) (4.97E206)
EVAPO  DRY 29.25E206 29.87E206 29.74E206
(1.10E205) (7.63E206) (6.74E206)
Sample
Males Low Skilled High Skilled
Observations 1,440 1,440 1,440
Provinces 72 72 72
F-test 18.15 31.16 8.963This content do
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variables.
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** Signiﬁcance at 1% level.0:49 AM
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160 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Eof coefﬁcients are signiﬁcant and similar to those from the overall sample. Sim-
ilarly, the F-test statistics provide evidence of their predictive power.
In terms of estimating equation (3), since this involves estimating different
speciﬁcations for each province, we provide only a brief outline of the results.
One may want to note ﬁrst that since our distance measures do not vary over
time, our estimated speciﬁcation in equation (3) does not control for province
speciﬁc effects but does include a set of time dummies to control for common
region time speciﬁc factors determining the migration ﬂows. We used Driscoll
and Kraay (1998) standard errors corrected for spatial correlation, as we did
for equation (1). For each province-speciﬁc regression, after estimating the pa-
rameters on distance we conducted an F-test of the null hypothesis that these
were jointly 0. In the case of out-migration rates for only four provinces while
in the case of in-migration rates for only six could the null hypothesis not be
rejected. As with the overall sample, the F-test of the distance variables sug-
gested strong predictive power in almost all cases for the estimation of (3)
for subgroups. Finally, we depict the average relationship between distance
and inﬂow and outﬂow rates in ﬁgures 2 and 3, respectively. As can be seen,
the shape in general suggests a nonlinear decreasing relationship between the
rates and distance, where the marginal change is high at very short and very
long distances.Figure 2. Average relationship between distance and inﬂow rate.This content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
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El Badaoui, Strobl, and Walsh 161In table 2 we report the results from the ﬁrst-stage regression of our instru-
mental variables speciﬁcations, where we use predicted migration rates con-
structed as outlined above to predict actual net migration rates. Table 2 shows
the results for men by skill. As can be seen and indicated by the F-test on the
instruments, the predicted inﬂow rate variables signiﬁcantly predict an in-
crease in actual net migration, whereas predicted out-migration rate acts to de-
crease net migration. Using bootstrapped standard errors and the correspond-
ing Wald tests shows similar results, although standard errors are somewhat
larger. A notable feature of table 2 is that, if anything, migration ﬂows are a
little larger in the high-skilled group.
Table 3 provides average actual and instrumented inﬂow and outﬂow rates
by broad region and season for the subset of the population who are in em-
ployment. Looking at the actual ﬂows one can see that while there is consid-
erable variation across region, ﬂows from Bangkok are the highest over our
sample period. Instrumented ﬂows predicted by weather changes are much
smaller than the actual, where predicted inﬂows and outﬂows are symmetric,
as we would expect for migration associated with random shocks across prov-
inces. Onemay also want to note that the instrumented ﬂows are much smaller
in Bangkok than in other regions. We use the binary variable—which asks par-
ticipants if they live in a municipal area as a proxy for urban or rural area—and
provide in table 4 the average ﬂows decomposed by this urban-rural proxy. Ac-Figure 3. Average relationship between distance and outﬂow rate.This content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
162 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Ecordingly, actual outﬂows are a little higher in municipal (urban) areas com-
pared with nonmunicipal ones, but there is no difference in inﬂow rates. Sim-
ilarly, there is no noticeable difference in the predicted inﬂow or outﬂow rates
by urban-rural status.
Tables 3 and 4 also provide the ﬂows across the high and low season and
indicate that there is no noticeable difference in inﬂow or outﬂow rates across
seasons. In general the tables suggest substantial ﬂows of recent migrants andTABLE 2
RELATIONSHIP BETWEEN PREDICTED AND ACTUAL MIGRATION FOR MALES BY SKILL
Total Low Skilled High Skilled
WLS regression:
Predicted in-migration rate 5.332** 3.007** 3.262**
(2.592) (1.300) (1.387)
Predicted out-migration rate 29.537*** 24.101*** 25.539***
(2.302) (1.128) (1.219)
F-statistic 15.1 16.1 12.4
Bootstrapped procedure:
Predicted in-migration rate 5.576* 3.103** 3.491**
(3.088) (1.424) (1.549)
Predicted out-migration rate 29.591*** 24.168*** 25.490***
(2.756) (1.243) (1.398)
Wald’s statistic 2,057 1,704 3,535This content downloaded
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ress Terms and Condit on May 11, 2018 04:20
ions (http://www.journaNote. Regressions are estimated using individual data from the Thai Labour Force Survey from 1991 to
2000. Standard errors are clustered by provinces and waves. Dummies for salary period of payment (hourly,
daily, weekly, and monthly) are introduced. For wage regressions, we introduce the number of weekly
working hours and its squared term. We include both the high-skilled and the low-skilled net instrumented
migration rate for each of the six subsamples shown above.
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** Signiﬁcance at 5% level.
*** Signiﬁcance at 1% level.TABLE 3
ACTUAL AND INSTRUMENTED INFLOW AND OUTFLOW RATES (%) BY SEASON
Actual Instrumented
Region Outﬂow Inﬂow Outﬂow Inﬂow
Low season:
Bangkok 13.60 5.56 .03 .02
Central 2.98 4.70 .18 .15
North 3.23 3.83 .15 .16
Northeast 3.63 5.18 .11 .12
South 2.98 2.52 .12 .11
High season:
Bangkok 15.39 4.73 .04 .02
Central 3.14 4.52 .20 .15
North 3.27 4.21 .16 .16
Northeast 3.63 6.01 .12 .12
South 2.98 2.50 .13 .11:49 AM
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El Badaoui, Strobl, and Walsh 163that these ﬂow across most regions and are not dominated by seasonal or ur-
ban/rural migration. While our prior would have been that in particular mi-
gration ﬂows generated by weather shocks would generate larger rural urban
ﬂows, in particular it may be that weather conditions also have implications
for labor demand in urban sectors, such as tourism or construction. Table A1
summarizes the distribution of workers across broad occupation groups by mi-
grant status. The results are consistent with the ﬁnding that migration ﬂows are
not especially dominated by seasonal urban-ruralmigration. The occupation cat-
egory farmer/ﬁsherman/hunter accounts for about 12.6% of natives but only
8.8% of recent migrants, and there is a similar breakdown for the industry cat-
egory agriculture, forestry, and ﬁshing. While migrants account for 11% of em-
ployees, they account for only 5% of self-employed workers in agriculture or
business (tables A1, A2). In other words, it appears that most migrants are work-
ing as employees in nonagricultural jobs and are less likely than natives to be in
these jobs.
Another notable feature from tables 3 and 4 is that there is no noticeable
difference in inﬂow and outﬂow rates from weather shocks by skill level. In
this regard, one might have expected that weather-induced migration would
be higher for low-skilled workers, given that their employment is likely to
be in low-skilled manual occupations that might be more affected by the
weather. Of course, on the other hand, higher-skilled workers may be more
mobile, where there is often a selection effect in that higher-skill workers are
more likely tomove. However, one should bear in mind that the cutoff for high
skill is not very high, so that there may be substantial numbers with more than
an elementary education in manual jobs who are categorized as high skill but
whose skill level is not that high. We do conduct some robustness tests withTABLE 4
ACTUAL AND INSTRUMENTED INFLOW AND OUTFLOW RATES (%) BY MUNICIPAL
Actual Instrumented
Region Outﬂow Inﬂow Outﬂow Inﬂow
Low skilled:
Nonmunicipal 2.69 3.64 .30 .29
Municipal 4.77 3.70 .24 .22
High skilled:
Nonmunicipal 2.53 3.47 .29 .28
Municipal 4.67 3.61 .24 .21
Low season:
Nonmunicipal 3.23 4.26 .14 .14
Municipal 5.34 4.52 .12 .11
High season:
Nonmunicipal 3.23 4.56 .15 .14
Municipal 5.75 4.45 .12 .11This content 
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164 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Ealternative skill measures in our regression analysis below, but as we move up
the skill distribution, sample size falls substantially in the high-skilled group.
Given this, arguably our results are more convincing for the low-skilled group
because we can identify a large sample of workers with very low educational
attainment while attainment in our high-skilled group is more dispersed.B. Effect of Net Migration on the Local Labor Market
We next examine the impact of net inward migration on the log weekly wage,
weekly hours, and log hourly wage for males of working age (15–64 years),
controlling for individual characteristics. In particular, when we look at the
impact of migration on the log wage, we control for age and age squared, mar-
ital status (four dummies indicating single, married, widowed, or divorced sta-
tus), a dummy indicating whether the worker lives in a municipal area, and a
set of 12 educational indicator dummies and for weekly hours, hours worked,
and hours squared when the dependent variable is the log of the weekly wage.
For our sample of private sector employees we also include 10 occupation dum-
mies, 10 industry dummies, seven ﬁrm-size dummies, and dummies indicating
whether the worker is paid hourly, daily, weekly, or monthly. Additionally, we
include average age and the fraction of workers with no education at the prov-
ince level as well as province- and time-speciﬁc effects in all speciﬁcations for
employees and self-employed in business or agriculture.
The results on the estimated coefﬁcient on the net inward migration rate
for the log weekly wage and weekly working hours are reported in tables 6–
9. In table 6 in the ﬁrst column, the coefﬁcient of20.059 on log weekly wages
in the OLS results for all males indicates that a 10 percentage point increase in
the net migration rate (which means the population increases by 10% as a re-
sult of netmigration) is associated with a decrease inmale wages of about 0.6%.
A clear worry here is that, as noted earlier, wemight expect migration inﬂows to
depend on local economic conditions, which also affect the wage level or level
of hours worked. For example, in terms of a simple competitive model, an in-
crease in labor demand in any province would be expected to increase inward
migration and labor supply but also wages in that province. On the other hand,
inward migration and labor supply in any province will also increase because of
changes in demand or supply conditions in other provinces and thus lead to a
fall in wages. In other words, the theoretical predictions from regressing
uninstrumented migration ﬂows—which are a mixture of supply and demand
effects—on wages are unclear. As a matter of fact, the results from the instru-
mental variables regressions discussed below conﬁrm that this worry is legiti-
mate. More precisely, taking account of the endogeneity of migration, oneThis content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
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El Badaoui, Strobl, and Walsh 165ﬁnds that the weekly wage decreases by 3.5% when migration increases the
population by 10 percentage points.
In examining the effect of migration on hours worked, we report the coef-
ﬁcients on hours from the OLS and instrumental variables regressions on
hours worked. We ﬁnd that while OLS results produce a small insigniﬁcant
coefﬁcient, the instrumental variables model suggests that a 10 percentage
point increase in population due to migration lowers weekly hours by about
1.07 hours. We also report the percentage change in hours implied by the in-
strumental variables estimates in the regression tables.21 For these instrumen-
tal variables estimates, the estimated coefﬁcient implies a percentage reduction
of just over 2% in hours from an increase in population of 10%, although we
note that the underlying coefﬁcient is only statistically signiﬁcant at the 10%
level. We supplement these results with the results from table 10, which re-
ports the effect of migration on the probability that a worker wishes to work
longer hours in the previous week using a linear probability model. In this re-
gard, if inward migration were associated with an increase in the probability
that the worker wishes to work longer hours, this could be viewed as being
consistent with the evidence in table 6 that migration reduced hours worked
as well as suggesting that this reduction in hours was involuntary. We see that
for both the OLS and instrumental variables speciﬁcations, a 10% increase in
population increases the probability that an incumbent wishes to work longer
by 0.8% and 2.4%, respectively, although the larger coefﬁcient for the instru-
mented speciﬁcation is signiﬁcant only at the 10% level.
Table 6 also provides results by high- and low-skilled group. Here we ﬁnd
that there are no statistically signiﬁcant effects for the high-skilled group apart
from a marginally signiﬁcant fall in the hourly wage in the OLS results. In
contrast to this, we will see throughout the remainder of the results that there
are clear effects for low-skilled migrants. In this respect, as noted earlier, the
predicted migration ﬂows are very similar across skill groups, suggesting that
weather-induced migration is not primarily low skilled. As a matter of fact,
the literature on international migration often shows that migrants tend to be
more highly educated in a given occupation compared with natives so that there
is a disproportionately high share of high-skilled migrants in low-skilled occu-
pations (see, e.g., Walsh 2013).22 If this were true for Thailand, then one might
observe high-skilled migrant ﬂows where these migrants compete for low-21 The regression coefﬁcients on hours report the change in hours from a 10 percentage point in-
crease in the population. To convert this into an elasticity evaluated at the average level of hours,
we divide the coefﬁcient by the average hours of the sample.
22 See, e.g., Walsh (2013).
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166 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Eskilled jobs at their destination and that affect only the wage and hours out-
comes in low-skilled sectors. To further examine this, table 5 depicts the share
of high-skilled workers in each occupation category bymigrant status, but there
appears to be no evidence of this effect. Rather, the share of high skill across oc-
cupation groups is broadly similar and not noticeably higher for migrants in
low-skilled occupations. Perhaps this is because the differences between internal
and international migrants are small so that migrants can ﬁnd jobs in line with
their skill. In terms of explaining why it is that the effects we ﬁnd in table 6 and
indeed for most of the paper are more pronounced for low-skilled workers, it
may be that, given that the summary statistics in table 5 indicate that high-
skilled and low-skilled migrants are not typically competing for the same types
of jobs, the nature of the technology may different for high-skilled employees.
For example, one would expect on-the-job training and job-speciﬁc skills to be
more important in high-skilled jobs so that wages and hours are set in longer-
term contracts so that the responses to short-term labor supply shocks are smaller.
Also, as we noted earlier and discuss in more detail below, the absence of sta-
tistically signiﬁcant effects for high skill may partly reﬂect the possibility that
our categorization of high skill implies that the high-skilled sample will possibly
include substantial heterogeneity in skill levels.
The results for low-skilled workers in table 6 show that the OLS coefﬁ-
cients are all statistically insigniﬁcant while the instrumented regressions pre-
dict that a 10% increase in population will lower the weekly wage by just un-
der 6% and lower hours by 4%. There is no statistically signiﬁcant effect on
the hourly wage. Given that these changes in weekly hours and earnings sug-
gest a rise in hourly wages of less than 2%, arguably this is not too surprising.
One may also want to note that the difference in the effect on weekly wages
and hours between skill levels is not statistically signiﬁcant.TABLE 5
SHARE OF HIGH SKILL BY OCCUPATION AND MIGRANT STATUS
Occupation Incumbents Migrants
0 Professional .951499 .932091
1 Administrative/management ofﬁcer .594614 .697959
2 Financial/ﬁscal and accounting clerks .796385 .829268
3 Wholesale/retail trader/owner .402399 .470088
4 Farmer/ﬁsherman/hunter .102532 .127994
5 Miner/quarry worker .175595 .122449
6 Transportation .268199 .342033
7 Cotton spinner/weaver/knitter .294560 .316324
8 Type cutter/printer/bookbinder .209808 .239597
9 Services/sports .350680 .387570All use subject 
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El Badaoui, Strobl, and Walsh 167One aspect that could potentially undermine our instrumental variables
strategy is that weather shocks that affect agricultural productivity may affect
the supply of agricultural goods and demand for industrial goods and hence
affect wages and employment in areas not directly impacted by the shocks.
To take account of this, we follow Strobl and Valfort (2015) and use satellite-
derived night-light imagery as a proxy for local economic conditions.23 The re-TABLE 6
EFFECTS OF NET INFLOW RATE ON EMPLOYEES: CHECKING FOR NIGHT-LIGHTS
Speciﬁcation 1 Speciﬁcation 2 Speciﬁcation 3
Males High Skilled Low Skilled Low Skilled Low Skilled
OLS:
Log weekly wage 2.059** 2.043 2.043 2.040 2.053*
(.027) (.030) (.032) (.031) (.031)
R 2 .593 .635 .460 .460 .478
IV:
Log weekly wage 2.348** 2.186 2.578** 2.470* 2.508**
(.140) (.134) (.257) (.249) (.216)
R 2 .593 .635 .458 .459 .476
OLS:
Log hourly wage 2.084** 2.094* 2.068 2.065 2.073*
(.042) (.057) (.044) (.044) (.042)
R 2 .589 .639 .408 .408 .433
IV:
Log hourly wage 2.217 2.205 2.356 2.256 2.304
(.149) (.155) (.245) (.238) (.206)
R 2 .589 .639 .408 .408 .433
OLS:
Weekly hours 1.305 2.201 1.276 1.256 .700
(2.144) (2.276) (2.622) (2.631) (2.447)
R 2 .124 .150 .104 .104 .104
IV:
Weekly hours 210.67* 1.091 220.65** 220.60** 219.40**
(5.916) (4.288) (10.02) (10.23) (8.947)
IV:
Elasticity weekly hours 2.209 .022 2.396 2.395 2.371
R 2 .122 .150 .099 .104 .100
Observations 182,085 60,245 121,840 121,840 130,04923 Night-light intensity is
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168 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Esults of which are shown in speciﬁcation 3, where speciﬁcation 2 does not con-
trol for night-lights but uses the same subsample for which this variable is avail-
able. As can be seen, the results are very similar for all speciﬁcations; that is, in-
cluding a control for provincial demand does not seem to substantially alter the
results. Excluding the two waves of data where night-lights are not available
does make the coefﬁcients on net migration less precise, but this may be in part
simply because, as we will show below, the effect is more precisely estimated in
the period before the 1997 ﬁnancial crisis.
Our deﬁnition of skill is arguably a somewhat arbitrary cutoff in that we
deﬁne high skill as individuals with secondary education or higher. While less
than secondary education is arguably a reasonable categorization of low skill,
as we noted earlier there is likely to be substantial variation in skill levels for
workers categorized as high skill by this deﬁnition. To test whether changing
this cutoff makes much difference, we try alternative deﬁnitions of skill in ta-
ble 7. In this regard, speciﬁcation 1 shows results where high skill is deﬁned to
be greater than lower elementary, while speciﬁcation 2 employs the same def-
inition except that it excludes the night-lights variable and thus uses all waves
of data. We see that the results are broadly similar to what we saw in table 6.
There are some marginally signiﬁcant very small negative effects for high skill
males in the OLS speciﬁcation, but these are not statistically signiﬁcant in the
instrumented regressions. For the low-skilled sample, the instrumented regres-
sions predict a fall in weekly wages of 8.1%, which is driven by a reduction in
hours of 5.2% when population increases by 10%; interestingly, this estimate
of the elasticity of weekly earnings is larger than the estimate of 5.8% for the
broader deﬁnition of low skill contained in table 6. Speciﬁcation 3 looks at a
narrower deﬁnition of high skill by limiting it to those with upper secondary
education or more. As can be seen, there are no statistically signiﬁcant results
using this alternative deﬁnition but the sample size is much smaller for high
skill workers using this categorisation.24
In table 8 we investigate the role of the Asian ﬁnancial crisis, which began
in Thailand in 1997 and led to a severe downturn. To look at the effects of this
negative aggregate demand shock we split the sample into waves before and
after February 1997. This seems to make a substantial difference to the results.
While the OLS results suggest a statistically signiﬁcant fall of about half anthe use of night-light imagery has now been used in a number of studies to proxy local economic
activity; see, for instance, Chen and Nordhaus (2011) and Henderson, Storeygard, and Weil (2011).
24 We should note that the underlying migration ﬂows used in these regressions are based on the orig-
inal skill deﬁnition. The alternative deﬁnition of skill is only used to divide the sample used in the
regressions.
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El Badaoui, Strobl, and Walsh 169hour for employees across skill groups for a 10% increase in population, as
with the earlier results the instrumented results suggest that the hours effect
is concentrated in low-skilled employees who had a percentage fall in hours
of about 2.3% for a 10% increase in population and a fall in weekly wage of
about 3%. Broadly the effects are much stronger for the precrisis period than
the postcrisis period. In this regard, the Thailand Migration Report (2011,
p. 15) in its analysis of internal migration noted that the 2009 National Migra-
tion Survey reported that “73.9 per cent of rural migrants said that their most
recent migration was to return home, an increase over the 66.4 per cent from
who said this in 2008. This ﬁnding provides evidence that return migration is a
common response in times of economic contraction.” Thus, it is plausible inTABLE 7
EFFECTS OF NET INFLOW RATE ON EMPLOYEES: ALTERNATIVE MEASURES OF SKILLS
Speciﬁcation 1 Speciﬁcation 2 Speciﬁcation 3
High Skilled Low Skilled High Skilled Low Skilled High Skilled
OLS:
Log weekly wage 2.050* 2.035 2.079** 2.042 2.061
(.029) (.042) (.032) (.038) (.039)
R 2 .640 .467 .645 .483 .638
IV:
Log weekly wage 2.092 2.817** 2.104 2.727** 2.146
(.127) (.355) (.113) (.299) (.134)
R 2 .640 .464 .645 .481 .638
OLS:
Log hourly wage 2.094* 2.056 2.108** 2.061 2.082
(.054) (.047) (.053) (.044) (.064)
R 2 .644 .404 .650 .428 .641
IV:
Log hourly wage 2.032 2.543 2.024 2.463* 2.197
(.149) (.333) (.134) (.277) (.169)
R 2 .644 .403 .650 .427 .641
OLS:
Weekly hours 2.315 .241 1.288 .018 .649
(2.381) (2.522) (2.367) (2.288) (1.910)
R 2 .138 .108 .141 .108 .168
IV:
Weekly hours 23.546 227.32** 25.010 226.53** 2.574
(5.015) (12.54) (4.574) (11.24) (4.012)
IV:
Elasticity weekly hours 2.071 2.523 2.100 2.507 .054
R 2 .137 .101 .140 .100 .168
Observations 101,210 80,875 107,722 86,688 37,379This conte
All use subject to Universint downloaded from 130.092
ty of Chicago Press Terms and.015.014 on May 11, 2018 04:
 Conditions (http://www.jourNote. Speciﬁcation 1 includes the night-lights variable, and low skill is an education level of lower ele-
mentary or less. Speciﬁcation 2 excludes the night-lights variable and uses all waves. In speciﬁcation 3,
high skill is an education level greater than upper secondary. Robust standard errors are in parentheses.
IV, instrumental variables; OLS, ordinary least squares.
* p < .1.
** p < .05.
*** p < .01.20:49 AM
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El Badaoui, Strobl, and Walsh 171the Thai context that a substantial demand shock, as was the 1997 crisis, could
lead to changes in the patterns of and returns to migration.
Table 9 looks at the results by municipal area, which is our proxy for urban/
rural classiﬁcation. There is some evidence here that the results are more asso-
ciated with urban migrants. We see that none of the instrumented coefﬁcients
on weekly or hourly wages or weekly hours are statistically signiﬁcant for the
nonmunicipal group, even though this group has a larger sample. For munic-
ipal workers there are statistically signiﬁcant negative effects on instrumented
hours, although surprisingly, there is no effect on instrumented log weekly
wages, despite the large negative impact on weekly hours, which implies a per-
centage fall in hours of 2.5% from an increase in population of 10%; thus,
these results are mixed.
Tables A4–A6 look at the impact of migration on wages for self-employed
workers in business and agriculture as well as comparing the results for both
employees and the self-employed across the high and low seasons. These results
(discussed in the appendix) are generally inconclusive. Our estimates for self-
employed wage effects tend to be noisy in particular. Given the problems in
measuring self-employed wages discussed earlier, this is perhaps unsurprising.
Similarly, it is difﬁcult to discern any pattern in the results by season.
C. Comparing the Elasticities with Those from the Literature
As we discussed in the introduction, there is a large literature estimating the
impact of shocks in inward migration on native wages. While many do not ex-
plicitly consider hours, we can still compare our estimates of the elasticity of
weekly earnings or hourly earnings from a change in migration with those from
other studies. For internal migration, the estimates of Kleemens andMagruder
(2014) for Indonesia suggest that a 1% increase in the population reduces na-
tive income by more than 1% when migration is instrumented. Maystadt et al.
(2014) ﬁnd higher estimates of a fall of around 5% in the real monthly wage of
low-skilled workers in Nepal when labor supply increases by 1%; interestingly,
statistically signiﬁcant effects in wages are found for only formal sector workers.
These estimates are higher than the instrumented estimates for weekly earnings
of low-skilled workers contained in tables 6–8. These range from a 10% in-
crease in population decreasing weekly earnings by 3.8% for low-skilled work-
ers in table 8 for the period preceding the ﬁnancial crisis to a decrease in weekly
earnings of 8.1% for the narrower deﬁnition of low skill used in speciﬁcation 1
of table 8.
The literature review (Sec. II) summarizes the results from the vast literature
on international migration. Maystadt et al. (2014) examine Nepal, where the
range of push and pull factors used to model migration inﬂows and outﬂowsThis content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
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El Badaoui, Strobl, and Walsh 173across regions includes weather, but also historical migration trends, measures
of civil unrest and of environmental degradation. They show that inward mi-
gration leads to lower wages for formal sector natives as well as a loss of em-
ployment and rise in unemployment for lower skilled natives.
As noted earlier, there is a vast empirical literature looking at the impact of
international migration on native wages. Borjas (2015) stresses that an impor-
tant lesson that has been learned from this literature is the importance of com-
paring an inﬂux of new migrants with a control group of natives with similar
skills and found that if labor supply of high school dropouts increases by 1%,
weekly wages of native high school dropouts fall by between 0.5% and 1.5%.
Many other papers ﬁnd little or no effects on native wages, and the explana-
tion given in studies such as Manacorda et al.’s (2006) and Ottaviano and
Peri’s (2012)—which explain the absence of wage effects for natives by pre-
senting evidence that migrants are imperfect substitutes for natives—has be-
come an important tenet of the literature. Since we focus on low-skilled work-
ers moving within the same country, arguably we deal with the concern that
migrants need to be compared with natives with similar skills in an effective
way. Unsurprisingly, given this we ﬁnd negative effects on weekly earnings.
Our estimates are smaller than those in Borjas but substantial when compared
with much of the literature. For example, Friedberg and Hunt (1995, p. 42) in
their review of this literature conclude that “a 10 percent increase in the frac-
tion of immigrants in the population reduces native wages by at most 1 per-
cent.”
V. Conclusion
Bryan, Chowdhury, andMobarak (2014) provide convincing evidence of large
positive returns to internal migration in Bangladesh, demonstrating the poten-
tial importance of freedom of movement in enhancing the welfare of low-
skilled workers. In this paper we have examined the impact of net inward migra-
tion on local labor markets in Thailand, speciﬁcally focusing on weekly wagesTABLE 10
PROBABILITY OF WISHING TO WORK MORE HOURS
Employees Business Agriculture
Variables OLS IV OLS IV OLS IV
Net inﬂow rate .086*** .241* .108*** 2.056 2.029 22.250
(.029) (.129) (.023) (.208) (.073) (1.437)
Observations 182,085 182,085 173,482 173,482 169,000 169,000
R 2 .072 .072 .036 .035 .063 .016Thi
All use subject to Uns content downloaded from 1
iversity of Chicago Press Te30.092.015.014 on May 11, 2
rms and Conditions (http://w018 04:20:49 
ww.journals.ucNote. Robust standard errors in parentheses. IV, instrumental variables; OLS, ordinary least squares.
* Signiﬁcance at 10% level.
*** Signiﬁcance at 1% level.AM
hicago.edu/t-and-c).
174 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G Eand hours worked. To this end we constructed a data set of regional migration
ﬂows and individual labormarket outcomes for the period 1991–2000 using the
Thai Labour Force Survey. Our results show that instrumenting for the possi-
ble endogeneity of net inward migration is crucial to the analysis. The results
suggest that wages of low-skilled male workers are highly ﬂexible, with substan-
tial adjustments in hours worked and weekly wages in response to short-term
changes in labor supply.We ﬁnd no effect on high-skilled workers. One possible
explanationmay be that hours and wages are slower to adjust for skilled workers
because of implicit contracts, ﬁrm-speciﬁc capital, or other institutional features
that limit ﬁrms’ ability or willingness to adjust wages in response to possibly
temporary shock.25 Another possibility is that if there is a degree of imperfect
substitutability between natives and migrants that this is only the case among
higher-skill groups, as Card (2009) suggests, our deﬁnition of high skill possibly
includes substantial heterogeneity in skill levels within the group.
While there is a large literature estimating the impact of migration on wages,
typically such studies do not consider variations in hours per period. The em-
pirical results presented here suggest that at least in some cases reductions in
hours worked may be driving the reduction in weekly wages so that ignoring
the impact on hours may provide an incomplete picture of migration on the
local labor market. For example, in the Thai context, if we restricted our anal-
ysis to hourly wages, the empirical results would suggest that migration does
not affect wages, while in fact there are substantial changes in weekly earnings
associated with hours.
References
Allen, Richard, Luis Pereira, Dirk Raes, and Martin Smith. 1998. “Crop Evapotrans-
piration: Guidelines for Computing Crop Requirements.” Irrigation and Drainage
Paper no. 56, Food and Agriculture Organization of the United Nations, Rome.
Anderson, T. W., and H. Rubin. 1949. “Estimation of the Parameters of a Single
Equation in a Complete System of Stochastic Equations.” Annals of Mathematical
Statistics 20:46–63.
Arrufat, José Luis, and Antoni Zabalza. 1986. “Female Labor Supply with Taxation,
Random Preferences, and Optimization Errors.” Econometrica 54, no. 1:47–63.
Aydemir, Abdurrahman, and George J. Borjas. 2007. “Cross-Country Variation in the
Impact of International Migration: Canada, Mexico, and the United States.” Jour-
nal of the European Economic Association 5, no. 4:663–708.
———. 2011. “Attenuation Bias in Measuring the Wage Impact of Immigration.”
Journal of Labor Economics 29, no. 1:69–112.25 See Beaudry andDinardo (1991) for an example and some evidence for an implicit contracts model,
while Hall (2005) shows that the local monopoly rents in a search-matching model mean that wages
can be sticky without violating rationality.
This content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
El Badaoui, Strobl, and Walsh 175Beals, Ralph, Mildred Levy, and Leon Moses. 1967. “Rationality and Migration in
Ghana.” Review of Economics and Statistics 49, no. 4:480–86.
Beaudry, Paul, and John Dinardo. 1991. “The Effect of Implicit Contracts on the
Movement of Wages over the Business Cycle: Evidence from Micro Data.” Journal
of Political Economy 99, no. 4:665–88.
Berker, Ali. 2011. “Labor-Market Consequences of Internal Migration in Turkey.”
Economic Development and Cultural Change 60, no. 1:197–239.
Biddle, Jeff, and Gary Zarkin, 1989. “Choice among Wage-Hours Packages: An Em-
pirical Investigation of Male Labor Supply.” Journal of Labor Economics 7, no. 4:
415–37.
Bohn, Seth, and Sarah Sanders. 2007. “Reﬁning the Estimation of Immigration’s La-
bor Market Effects.” Mimeo, University of Maryland.
Bonin, Holger. 2005. “Wage and Employment Effects of Immigration to Germany:
Evidence from a Skill Group Approach.” IZAWorking Papers no. 1875, IZA, Bonn.
Borjas, George J. 2013. “The Analytics of the Wage Effect of Immigration.” IZA Jour-
nal of Migration. http://www.izajom.com/content/2/1/22.
———. 2015. “The Wage Impact of the Marielitos: A Reappraisal.” NBERWorking
Paper no. 21588, National Bureau of Economic Research, Cambridge, MA.
Boustan, Leah Platt, Price Fishback, and Shawn Kantor. 2010. “The Effect of Internal
Migration on Local Labor Markets: American Cities during the Great Depression.”
Journal of Labor Economics 28, no. 4:719–46.
Bryan, Gharad, Shyamal Chowdhury, and Ahmed Mushﬁq Mobarak. 2014. “Under-
investment in a Proﬁtable Technology: The Case of Seasonal Migration in Bangla-
desh.” Econometrica, 82, no. 5 (September): 1671–1748.
Bryant, John, and Pungpond Rukumnuaykit. 2007. “Labor Migration in the Greater
Mekong Sub-Region: Does Immigration to Thailand Reduce the Wages of Thai
Workers?” World Bank Working Paper 40889.
Burtless, Gary, and Jerry Hausman. 1978. “The Effect of Taxation on Labor Supply:
Evaluating the Gary IncomeMaintenance Experiment.” Journal of Political Economy
86, no. 6:1103–30.
Card, David. 1990. “The Impact of the Mariel Boatlift on the Miami Labor Market.”
Industrial and Labor Relations Review 43, no. 2:245–57.
———. 2009. “Immigration and Inequality.” American Economic Review 99, no. 2:1–
21.
Chalamwong, Yongyuth. 1998. “The Impact of the Crisis on Migration in Thailand.”
Asian and Paciﬁc Migration Journal 7, no. 2/3:297–312.
Chamratrithirong, Aphichat. 2007. “Research on Internal Migration in Thailand:
The State of Knowledge.” Journal of Population and Social Studies 16, no. 1:1–20.
Chamratrithirong, Aphichat, Kritiya Archavanitkul, KerryRichter, PhilipGuest, Varachai
Thongthai, Wathinee Boonchalaksi, Nittaya Piriyathamwong, and Panee Vong-Ek.
1995. “NationalMigration Survey of Thailand.”Nakhon Pathom: Institute for Pop-
ulation and Social Research, Mahidol University, no. 188.
Chen, Xi, and William Nordhaus. 2011. “Using Luminosity Data as a Proxy for Eco-
nomic Statistics.” Proceedings of the National Academy of Sciences of the USA 108:
8589–94.This content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
176 E C O N O M I C D E V E L O P M E N T A N D C U L T U R A L C H A N G EDe Brauw, Alan, Valerie Mueller, and Hak Lim Lee. 2014. “The Role of Rural–Urban
Migration in the Structural Transformation of Sub-Saharan Africa.”World Develop-
ment 63:33–42.
Dillon, Andrew, Valerie Mueller, and Sheu Salau. 2011. “Migratory Responses to Ag-
ricultural Risk in Northern Nigeria.” American Journal of Agricultural Economics 93,
no. 4:1048–61.
Driscoll, John, and Aart Kraay. 1998. “Consistent Covariance Matrix Estimation with
Spatially Dependent Panel Data.” Review of Economics and Statistics 80, no. 4:549–60.
Friedberg, Rachel M. 2001. “The Impact of Mass Migration on the Israeli Labor Mar-
ket.” Quarterly Journal of Economics, 116, no. 4:1373–1408.
Friedberg, Rachel, and Jennifer Hunt. 1995. “The Impact of Immigrants on Host
Country Wages, Employment and Growth.” Journal of Economic Perspectives 9,
no. 2 (spring): 23–44.
Guest, Philip. 2003. “Bridging the Gap: Internal Migration in Asia.”Mimeo, Univer-
sity of Maryland.
Hall, Robert. 2005. “Employment Fluctuations with Equilibrium Wage Stickiness.”
American Economic Review 95, no. 1:50–65.
Ham, John, Xianghong Li, and Patricia Reagan. 2011. “Matching and semi-parametric
IVestimation, a distance-based measure of migration, and the wages of youngmen.”
Journal of Econometrics 161, no. 2:208–27.
Hargreaves, George, and Zohrab Samani. 1985. “Reference crop evapotranspiration
from temperature.” Applied Engineering in Agriculture 1, no. 2:96–99.
Henderson, Vernon, Adam Storeygard, andDavidWeil. 2011. “A Bright Idea forMea-
suring Economic Growth.” American Economic Review 101, no. 3:194–99.
IOM (International Organization for Migration). 2008. “World Migration Report:
Managing Labour Mobility in the Evolving Global Economy.” Geneva: IOM.
Kennan, John, and James Walker. 2011. “The Effect of Expected Income on Individ-
ual Migration.” Econometrica 79, no. 1:211–51.
Kinoshita, T. 1987. “Working Hours andHedonicWages in theMarket Equilibrium.”
Journal of Political Economy 95, no. 61:1262–77.
Kleemens,Marieke, and JeremyMagruder. 2014. “LaborMarket Changes in Response
to Immigration: Evidence from Internal Migration Driven by Weather Shock.”
Mimeo, University of Maryland.
Lewis, H. G. 1969. “Interes del Empleador en las Horas de Trabajo del Empleado.”
Cuadernos de Economia 18:38–54.
Lucas, Robert. 1997. “Internal Migration in Developing Countries.” In Handbook of
Population and Family Economics, ed. Mark R. Rosenzweig andOded Stark, 721–98.
New York: Elsevier.
Lundberg, Shelly. 1985. “Tied Wage-Hours Offers and the Endogeneity of Wages.”
Review of Economics and Statistics 67, no. 3:405–10.
Manacorda, Marco, Alan Manning, and Jonathan Wadsworth. 2006. “The Impact of
Immigration on the Structure of Male Wages: Theory and Evidence from Britain.”
IZA Discussion Papers no. 2352.
Maystadt, Jean-Francois, Valerie Mueller, and Ashwini Sebastian. 2014. “Environmen-
tal Migration and Labor Markets in Nepal.” IFPRI Discussion Paper 01364.This content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
El Badaoui, Strobl, and Walsh 177McKee, Thomas,NolanDoesken, and JohnKleist. 1993. “TheRelationship of Drought
Frequency and Duration to Time Scales.” Preprints, 8th Conference on Applied Cli-
matology, Anaheim, CA, January 17–22, pp. 179–84.
Mendola, Mariapia. 2012. “Rural Out-Migration and Economic Development at
Origin: A Review of the Evidence.” Journal of International Development 24, no. 1:
102–22.
Mishra, Prachi. 2007. “Emigration and Wages in Source Countries: Evidence from
Mexico.” Journal of Development Economics 82:180–99.
Ottaviano, Gianmarco, and Giovanni Peri. 2012. “Rethinking the Effects of Immi-
gration on Wages.” Journal of the European Economic Association 10, no. 1:152–97.
Peri, Giovanni. 2011. “Rethinking the Area Approach: Immigrants and the Labor
Market in California.” Journal of International Economics 84, no. 1:1–14.
Phan, Diep, and Ian Coxhead. 2010. “Inter-Provincial Migration and Inequality dur-
ing Vietnam’s Transition.” Journal of Development Economics 91, no. 1:100–112.
Rosen, Harvey. 1976. “Taxes in a Labor Supply Model with Joint Wage-Hours De-
termination.” Econometrica 44, no. 3:485–507.
Sahota, Gian. 1968. “An Economic Analysis of Internal Migration in Brazil.” Journal
of Political Economy 76, no. 2:218–45.
Schwartz, Aba. 1973. “Interpreting the Effect of Distance on Migration.” Journal of
Political Economy 81, no. 5:1153–69.
Sjaastad, Larry. 1962. “The Costs and Returns of Human Migration.” Journal of Po-
litical Economy 70, no. 5:80–93.
Strobl, Eric, and Marie-Anne Valfort. 2015. “The Effect of Weather-Induced Internal
Migration on Local Labor Markets: Evidence from Uganda.”World Bank Economic
Review 29:385–412.
Strobl, Eric, and Frank Walsh. 2011. “The Ambiguous Effect of MinimumWages on
Hours.” Labour Economics 18:218–28.
UNDP (United Nations Development Programme). 2009. “Human Development
Report 2009. Overcoming Barriers: Human Mobility and Development.” United
Nations, New York.
Vanwey, Leah. 2003. “Ownership as a Determinant of Temporary Migration in Nang
Rong, Thailand.” European Journal of Population 19, no. 2:121–45.
Vella, Francis. 1993. “Nonwage Beneﬁts in a Simultaneous Model of Wages and
Hours: Labor Supply Functions of Young Females.” Journal of Labor Economics 11,
no. 4:707–23.
Walsh, Frank. 2013. “Labour Market Regulation and Migration in Ireland.” Economic
and Social Review 44, no. 1:85–102.
Yang, Dean, and HwaJung Choi, 2007. “Are Remittances Insurance? Evidence from
Rainfall Shocks in the Philippines.”World Bank Economic Review 21, no. 2:219–48.
Yang, Liu. 2004. “Unequal Provinces but Equal Families? An Analysis of Inequality
and Migration in Thailand.” Mimeo, University of Maryland.This content downloaded from 130.092.015.014 on May 11, 2018 04:20:49 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
