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ABSTRACT
Galaxy cluster cores are pervaded by hot gas which radiates at far too high a rate to maintain any
semblance of a steady state; this is referred to as the cooling flow problem. Of the many heating
mechanisms that have been proposed to balance radiative cooling, one of the most attractive is
dissipation of acoustic waves generated by Active Galactic Nuclei (AGN). Fabian et al. (2005) showed
that if the waves are nearly adiabatic, wave damping due to heat conduction and viscosity must be well
below standard Coulomb rates in order to allow the waves to propagate throughout the core. Because
of the importance of this result, we have revisited wave dissipation under galaxy cluster conditions in
a way that accounts for the self limiting nature of dissipation by electron thermal conduction, allows
the electron and ion temperature perturbations in the waves to evolve separately, and estimates
kinetic effects by comparing to a semi-collisionless theory. While these effects considerably enlarge
the toolkit for analyzing observations of wavelike structures and developing a quantitative theory for
wave heating, the drastic reduction of transport coefficients proposed in Fabian et al. (2005) remains
the most viable path to acoustic wave heating of galaxy cluster cores.
Keywords: galaxies:clusters:intracluster medium– plasmas – waves
1. INTRODUCTION
Unopposed radiative cooling in the intracluster
medium (ICM) leads to catastrophic mass accretion rates
of up to a thousand solar masses per year (Fabian &
Nulsen 1977). This constitutes the classic cooling flow
problem. Accretion rates predicted by this model are
much larger than those inferred from X-ray observations
of clusters (e.g., Peterson et al. (2003)). Moreover, the
central temperature does not fall below ∼keV and the
star formation rates are significantly lower than predicted
by the cooling flow model (e.g., Hoffer et al. (2012); Don-
ahue et al. (2015)).
Several ICM heating mechanisms have been proposed
to offset radiative cooling losses in order to solve the cool-
ing flow problem. Below we list various heating mech-
anisms considered in the literature, discuss their limi-
tations, and identify a few of the most promising ones.
New developments in the field suggest that alternative
heating modes, that incorporate plasma effects that go
beyond pure hydrodynamics, may be needed to better
explain ICM heating. One such mechanism is the dis-
sipation of acoustic waves excited by the supermassive
black holes in cluster centers, which is the main focus of
this paper.
1.1. ICM heating mechanisms
1.1.1. Thermal conduction
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Thermal conduction from the hot outer ICM regions to
the centers of cluster cool cores was considered, e.g., by
Zakamska & Narayan (2003). This mechanism lacks a
feedback loop that could maintain cluster atmospheres
in globally stable states – the models either eventu-
ally lead to catastrophic cooling or, if conduction is
strong, to isothermality of the ICM (e.g., Bertschinger &
Meiksin (1986)), though the thermal runaway may occur
on rather long timescales (e.g., Kim & Narayan (2003)).
Because of the self-limiting nature of heat conduction,
Yang & Reynolds (2016a) showed that conductive heat-
ing is unlikely to be the dominating heating mechanism
even for unsuppressed parallel conductivity. Recent re-
sults by Roberg-Clark et al. (2016, 2017); Komarov et
al. (2017); Fang et al. (2018) suggest that the conduc-
tive flux may not be linearly proportional to the tem-
perature gradient and that conduction could be severely
suppressed compared to the Braginskii level. Thus, con-
duction on its own does not appear to be a viable solution
to the cooling flow problem.
1.1.2. Dynamical friction and turbulent diffusion
Dynamical friction acting on galaxies has been con-
sidered by El-Zant et al. (2004) and Kim et al. (2005).
While this mechanism can be self-regulating because the
heating occurs for supersonically moving galaxies, the
models are not thermally stable. Moreover, the mini-
mum temperatures, ∼ Tvir, predicted by this model are
larger than observed. While this mechanism is unlikely
to provide a complete solution to the cooling flow prob-
lem, the onset of thermal instability can be significantly
delayed.
Ruszkowski & Oh (2011) suggested that turbulent heat
diffusion may lead to efficient heating of cool cores by re-
distributing the energy from outer parts of the cool cores
to the center. In their model, turbulence is excited by
galaxy motions and is volume filling due to the excitation
of large-scale g-modes. The efficiency of turbulent diffu-
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sion is boosted by thermal conduction that reduces the
stabilizing buoyancy forces. While there exists a parame-
ter regime for which catastrophic cooling can be avoided
or significantly delayed, this is unlikely to be a general
solution to the cooling flow problem, especially if thermal
conduction is significantly suppressed.
1.1.3. Cosmic ray heating
The possibility of heating cool cores by cosmic rays
was studied using analytical approaches (Loewenstein et
al. (1991); Guo & Oh (2008); Pfrommer (2013); Jacob &
Pfrommer (2017a,b)) and MHD simulations (Ruszkowski
et al. 2017). The emerging consensus from these stud-
ies is that cosmic rays may provide sufficient heating to
offset radiative cooling even when only a small amount
of pressure support in the ICM comes from cosmic rays.
While detailed comparisons to the data remain to be per-
formed, these models do not demonstrably violate con-
straints from radio and gamma-ray observations. Inter-
estingly, these findings are consistent with suggestions
by Bambic et al. (2017), who study turbulence driving
in magneto-hydrodynamical simulations and argue that
turbulence driving is inefficient. They suggest that cos-
mic rays and sound waves may be necessary to model
energy thermalization.
1.1.4. AGN heating
By far the most promising models to explain the
cooling flow problem involve heating by active galactic
nuclei (AGN). This mechanism provides a natural
self-regulating feedback loop (e.g., Reynolds, Heinz, &
Begelman (2002); Ruszkowski & Begelman (2002); Guo,
Oh, &Ruszkowski (2008); Gaspari et al. (2012); Li et al.
(2015); Yang & Reynolds (2016b)). While the amount of
energy supplied by the AGN suffices to offset radiative
cooling in cool cores, it is unclear how the AGN energy
is distributed and thermalized in the ICM and to what
extent the heating is offset by bubble driven expansion
of the overlying gas (Guo & Mathews 2010) . Here we
distinguish between three forms of coupling: radiative
heating, mechanical heating by turbulent, or incoherent
motions, and mechanical heating or energy transport
by coherent flows. Heating by cosmic rays could be
considered a fourth type of AGN heating if the cosmic
rays are produced by the AGN.
Radiative heating— Radiative heating was studied by a
number of authors (e.g., Ciotti & Ostriker (2007); Ciotti
et al. (2010)), who concluded that both AGN mechani-
cal and radiative feedback are needed to prevent catas-
trophic cooling flows in elliptical galaxies. Recent re-
sults by Xie et al. (2017) suggest that radiative heating
could be important in low-luminosity AGN, where the
kinetic feedback mode is typically considered. They sug-
gest that Compton temperatures in these objects can be
∼20 higher than previously assumed and, consequently,
AGN can heat the gas radiatively.
Turbulent dissipation— Zhuravleva et al. (2014) pro-
posed that dissipation of turbulence could offset
radiative cooling inside cool cores. Their approach
relies on the conversion of gas density fluctuations to
the velocity field. Several simplifying assumptions are
made, including isotropic turbulence and absence of
gas density fluctuations associated with dark matter
substructure. Such fluctuations could mimic turbulent
velocity perturbations. Furthermore, dissipation of heat
due to mechanisms not involving turbulence could drive
motions and the dissipation of these motions could be
interpreted as turbulent dissipation. While the balance
of heating and cooling predicted by this model is very
approximate, even perfect balance would not necessarily
imply that turbulent dissipation is the dominant heating
mechanism, as the cluster can go though phases of
overheating (Li et al. 2017).
Resonant scattering can be used to place further
constraints on the turbulent velocity magnitude (e.g.,
Hitomi Collaboration et al. (2016); Ogorzalek et al.
(2017)). Lines of abundant ions can have optical depths
exceeding unity and such lines will be attenuated. Tur-
bulence broadens the lines and thus lowers their optical
depth and reduces this suppression effect. However,
this suppression can be mimicked by predominantly
non-turbulent radial gas velocities (Zhuravleva et al.
2011), thus reducing the need for substantial turbulence
and associated turbulent dissipation. This could occur
if the AGN jet activity is accompanied by a wide angle
wind originating from the vicinity of the central black
hole.
In addition to the above caveats concerning the turbu-
lent dissipation model, there are theoretical arguments
suggesting the AGN are not likely to drive enough
turbulence in the ICM to offset cooling. Reynolds et
al. (2015) isolated the role of incompressible modes
(g-modes and turbulence) using controlled numerical
experiments and demonstrated that the energy transfer
from the AGN to the ICM is insufficient to balance
cooling. This claim was corroborated by a more realistic
treatment of AGN feedback in global hydrodynamical
simulations of cool cores by Yang & Reynolds (2016b),
who showed that turbulent dissipation contributes to
the heating balance at the level of just a percent. The
main heating in their model was due to a combination
of shocks and mixing. However, mixing of the thermal
bubble gas may be partially inhibited by magnetic
fields (Ruszkowski et al. 2007) and the bubbles may
be predominantly filled with cosmic rays rather than
thermal gas (Dunn & Fabian 2004; Guo & Mathews
2011; Guo 2016). The above considerations suggest
that alternative heating modes need to be explored to
explain the thermalization of the energy injected by the
AGN in the ICM.
A variant on turbulent heating is given in Kunz et al.
(2011). This paper is based on the idea that large scale
turbulence in the cluster causes the plasma pressure to
become anisotropic with respect to the ambient magnetic
field (p⊥ 6= p‖; Schekochihin & Cowley (2006)). The level
of anisotropy is determined by a balance between turbu-
lent driving and collisional relaxation. If it is assumed
that the resulting anisotropy is at the critical level for
the mirror (p⊥ > p‖) or firehose (p⊥ < p‖) instability,
and that relaxation is due to Coulomb collisions, then
the resulting heating rate depends only on the ambient
magnetic field strength and plasma temperature, and is
argued to be thermally stable.
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Shock dissipation— Shocks driven by AGN have been
identified through observations (Randall et al. 2011) and
in simulations (Yang & Reynolds 2016b). They tend to
form and dissipate close to their source, and are thus
a strongly centrally concentrated form of AGN heating.
However, the shock heated gas may propagate energy
away from the cluster center through time dependent
flows (Guo, Duan, &Yuan 2018) that provide a feedback
loop.
There is a close relationship between shock waves and
sound waves. Sound waves can steepen into weak shock
waves, although geometrical divergence and dissipation
counter this effect. On the other hand, reflection of shock
waves from inhomogeneities can produce sound waves.
Given their close coupling, sound waves and shock waves
should be discussed in tandem.
Sound wave dissipation— Sound waves in the ICM were
first reported in the Perseus cluster by Fabian et al.
(2003), who suggested that viscous dissipation of the
waves could balance cooling. Subsequently, Forman et al.
(2005) detected waves in the Virgo cluster. Simulations
of ICM heating by viscous dissipation of sound waves
were first performed by Ruszkowski et al. (2004a,b), who
found that the waves can indeed heat the gas efficiently
and propagate to large distances despite somewhat over-
heating the very central cluster regions. However, as
mentioned above, such overheating may not be inconsis-
tent with the data (Li et al. 2017). In the simulations
of Ruszkowski et al. (2004a,b), dissipation due to ther-
mal conduction was completely suppressed. Using lin-
ear/analytic arguments, Fabian et al. (2005) suggested
that suppression of transport, and in particular thermal
conduction, is needed to allow the waves to propagate
far from the AGN as is observed. This suppression also
allows for better spatial redistribution of the wave energy
without overheating the ICM.
Additional arguments in favor of sound wave dissipa-
tion comes from recent Hitomi constraints on the low
level of turbulence in the ICM (Hitomi Collaboration
et al. 2016; Fabian et al. 2017). These constraints can
be most easily satisfied when sound wave dissipation is
invoked because the velocity perturbations associated
with sound waves are significantly subsonic. However,
ZuHone et al. (2017) show that projection effects could
hide faster motions. In their analysis, they simultane-
ously account for the appearance of the spiral features
seen in Perseus and match the line velocity shifts.
For different lines of sight, velocities can be larger.
The observational results may also be biased toward
brighter regions and, consequently, do not constrain
the velocities in the lower density gas. Nevertheless,
acoustic wave dissipation is a promising mechanism
because it is consistent with the Hitomi data and may
account for spatially well-distributed heating. While it
is not universally agreed that sound waves are generated
efficiently in AGN outbursts (Tang & Churazov 2017)
and much remains to be understood about the frequency
and power spectrum of such waves, there is enough
observational and theoretical evidence for such waves to
warrant close examination.
The purpose of this paper is to improve the toolkit
for studies of acoustic waves in galaxy cluster cores by
including physical processes that were omitted from pre-
vious work. We solve separate equations for electron and
ion temperature perturbations, allowing for the possibil-
ity that they differ, and we include ion thermal conduc-
tion as well as ion viscosity. We consider the transi-
tion in electron behavior from nearly adiabatic to nearly
isothermal, and show how this reduces the damping rate.
Finally, we consider the transition from collisional to col-
lisionless behavior and compare the predictions of kinetic
and fluid theory.
In §2 we present basic formulae for Coulomb processes
in a hydrogen plasma and evaluate them for densities and
temperatures derived for the ICM of the galaxy cluster
A2199, the properties of which we will continue to use for
numerical examples throughout the paper. In §3 and its
subsections we given an overview of wave propagation,
derive and solve the dispersion relation in various limits,
compare the results with a kinetic theory that includes
collisions, and evaluate the electron and ion temperature
perturbations. In §4 we evaluate the attenuation in am-
plitude of a propagating wave due to dissipation, and §5
we evaluate the rates of entropy production by the var-
ious dissipation mechanisms. In §6 we summarize the
results and conclusions.
2. THE COLLISIONALITY OF THE ICM
We take a “collision” to be a random event that per-
turbs the trajectory of a particle. In the cases considered
here, each collision has a small effect and the “collision
time” is the time it takes for many collisions to give an
rms change of order unity.
The propagation and dissipation of waves depend crit-
ically on the collisionality of the medium. Thermal con-
duction, viscosity, and electron-ion heat exchange all dis-
sipate wave energy and are mediated by collisions. In a
collisionless plasma, waves are dissipated when particles
absorb wave energy through resonances.
Although the role of interactions between particles
and microscale waves is under active study (Kunz et al.
(2011); Roberg-Clark et al. (2016, 2017)), in this paper
we derive most numerical estimates from Coulomb colli-
sions7 and describe departures from the Coulomb rates
with adjustable parameters as in F05.
Formulae for the electron and ion Coulomb collision
times τe and τi (which is related to τe by τi = τe
√
2M/m
for ion and electron masses M,m and Te = Ti) are given
in Braginskii (1965) (hereafter B65). In evaluating these
formulae we assume a hydrogen plasma, set the Coulomb
logarithm Λ = 37, express temperature in units of 107K,
and use n (in cm−3) to denote either ne or ni, resulting
in
(τe, τi) =
(
2.44× 108, 1.48× 1010
) T 3/27
n
s. (1)
7 Kunz et al. (2011) assume the collision frequency is the
Coulomb frequency, which implies that the turbulent strain ad-
justs. Wiener et al. (2017) assume the collision frequency adjusts
while the strain is externally imposed. This leads to an alterna-
tive expression for the mean free path which exceeds the Coulomb
mean free path for typical cluster core parameters, suggesting that
anomalous collisions are not required to maintain the pressure
anisotropy at a stable value.
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It is also useful to have the thermal velocities
(ve, vi) ≡ (
√
kBT/m,
√
kBT/M) (2)
= (1.23× 109, 2.87× 107)T
1/2
7 cms
−1 (3)
and mean free paths λe,i ≡ ve,iτe,i, which are almost the
same for the two species
(λe, λi) = (3.00, 4.25)× 10
17T
2
7
n
cm. (4)
In order to describe thermal conductivity and viscosity
we introduce diffusivities De,i ≡ λ
2
e,i/τe,i
De,i =
(
3.69× 1026, 1.22× 1025
) T 5/27
n
cm2s−1. (5)
We use density and temperature profiles for the cluster
A2199 in numerical examples. From Johnstone et al.
(2002) (T7, n) = (5.0r
0.3
2 , 6.0 × 10
−3r−0.752 ), where r2 is
radius in units of 100 kpc; these formulae hold for 0.05 <
r2 < 2.0. For A2199, eqns. (1) and (4) give in Myr, kpc,
and (kpc)2/Myr respectively
log τe = −1.84 + 1.2 log r2, (6)
log τi = −0.057 + 1.2 log r2, (7)
logλe = −0.392 + 1.35 log r2, (8)
logλi = −0.240 + 1.35 log r2, (9)
logDe = 1.06 + 1.5 log r2, (10)
logDi = −0.420 + 1.5 log r2. (11)
The electron and ion collision times and the dimen-
sionless parameter kλi for a wave with wavenumber
k = 2π/(10kpc) for A2199 are plotted in Figure 1.
3. BASIC EQUATIONS AND DISPERSION RELATION
3.1. Formulation and Estimates
We consider longitudinal (k × u ≡ 0) electrostatic
waves of sufficiently low frequency that electron inertia
can be neglected. With these assumptions the wave elec-
tron pressure gradient force is almost exactly balanced by
the force from the wave electric field. Ion motion is driven
by the fluctuating ion pressure gradient and electric field,
which due to electron force balance is equivalent to driv-
ing by the fluctuating electron pressure gradient. In these
low frequency waves, the electron and ion densities are
essentially the same (quasi-neutrality). This is the stan-
dard propagation regime for ion-acoustic waves in both
the fluid and kinetic descriptions, and also holds for the
thermal and relaxation waves discussed in §3.2. How-
ever, although the electrons and ions are tightly coupled
dynamically, they are only coupled thermally through
collisions, and we will see that in general their tempera-
ture perturbations are different.
In a stratified medium with density scale height H ,
the effect of gravity on sound wave propagation appears
through the acoustic cutoff frequency ωac ∼ cs/(2H),
which sets a lower limit on the frequency of a propagating
acoustic wave. For the power law density profiles consid-
ered here, stratification effects are of order (kr)−1 ≪ 1,
and we neglect them. Due to the decrease of ωac with
r, outward propagating waves will not be trapped in an
acoustic cavity, but waves generated at large r might be
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Figure 1. Top: Log10 of the electron (solid) and ion (dashed)
collision times in Myr as functions of radial position in 100 kpc
for the profiles of n and T measured in A2199 by Johnstone et
al. (2002). Bottom: Log10 of the collisionality parameter kλi vs
radial position in kpc, assuming a wavelength of 10kpc, for A2199.
The damping rate of such a wave can be estimated accurately with
fluid theory within about 100 kpc of the cluster, but should be
calculated from kinetic theory beyond (see Figure 7) .
reflected by the acoustic cutoff barrier as they propagate
inward.
We also neglect forces due to magnetic fields. This is
strictly accurate only for waves propagating parallel to
the background magnetic field, but should be a reason-
able approximation if the magnetic field is weak, as is
thought to be the case in galaxy clusters. However, even
a weak field can drastically affect plasma transport pro-
cesses, and our parameterized modification of the trans-
port coefficients is intended to account for magnetic ge-
ometry as well as anomalous collisional processes caused
by small scale electromagnetic fluctuations. Because the
cosmic ray pressure in galaxy clusters is also thought to
be weak, e.g. Aleksic´ et al. (2012), we also neglect the
thermal and dynamical effects of cosmic rays. Finally,
we neglect perturbations to the heating and radiative
cooling rates because their timescales are long compared
to the wave period, because the heating mechanism is
unknown, and because whether the cluster gas is in ther-
mal equilibrium at all is uncertain. We briefly discuss
the possible effects of magnetic fields, cosmic rays and
thermal damping/instability in §6.
As for our estimates of collisional and thermal param-
eters, we assume a hydrogen plasma of uniform particle
density ne = ni = n and temperature Te = Ti = T and
denote the electron and proton masses by m and M , re-
spectively. We introduce ǫ ≡ m/M , which we will treat
as a small parameter. With this notation, τe/τi, vi/ve,
and Di/De are all of order ǫ
1/2.
We expect the wave frequencies and wavenumbers of
acoustic waves to be related by ω ∼ kvi, and the charac-
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teristic timescales associated with electron thermal con-
duction, ion thermal conduction, and ion viscosity to be
of order (k2De)
−1, (k2Di)
−1, (k2Di)
−1. These diffusive
processes should be important if their timescales are less
than the wave period, or ωτi > ǫ
1/2 for electron thermal
conduction and ωτi > 1 for ion thermal conduction or
viscosity. But because ωτi ∼ 1 is roughly equivalent to
kλi ∼ 1, kinetic effects, viscosity, and heat conduction
for ions all become important at similar wavelengths. In
§3.3 we show that the ion damping predicted by fluid
theory is somewhat larger than that predicted by kinetic
theory and is likely an overestimate.
3.2. Fluid Theory
Following the physical picture described in §3.1, we
represent the plasma by single momentum and continu-
ity equations, but separate energy equations for the elec-
trons and ions. The evolution of small amplitude per-
turbations of a uniform medium is then described by the
system of linear equations
nM
∂u1
∂t
= −∇(Pe1 + Pi1)−∇ · π1, (12)
Pe1 + Pi1 = 2n1T + n(Te1 + Ti1), (13)
∂n1
∂t
= −n∇ · u1, (14)
3
2
∂Te1
∂t
= −T∇ · u1 + χe∇
2Te1 − 3
m
M
(Te1 − Ti1)
τe
, (15)
3
2
∂Ti1
∂t
= −T∇ · u1 + χi∇
2Ti1 + 3
m
M
(Te1 − Ti1)
τe
, (16)
where
π1ab = −η0
(
∂u1a
∂xb
+
∂u1b
∂xa
−
2
3
δab∇ · u1
)
≡ −η0W1ab
(17)
is the stress tensor to first order in wave amplitude,
η0 ≡ 0.96nMDi (18)
is the ion viscosity,
χe ≡ 3.16De (19)
is the electron thermal conductivity, and
χi ≡ 3.90Di (20)
is the ion thermal conductivity. Ion thermal conduction
was not included in F05, but it is of the same order as ion
viscosity, so we retain it here. The numerical coefficients
multiplying De,i in eqns. (17) - (20) are calculated from
kinetic theory, and taken from B65. We have omitted
electron viscosity, which is always a minor effect.
We will want to allow for modified transport coeffi-
cients, so we introduce parameters ξce, ξci, ξν , ξei to
multiply χe, χi, η0, and the electron - ion equilibration
term in all the equations. The parametric approach is
undoubtedly an oversimplification: the ξ should be func-
tions that depend on local quantities such as n and T and
possibly also on global properties such as magnetic field
geometry and level of large scale turbulence. In fact, the
functional forms of the ξ may be critical in closing the
feedback loop. However, since we have no theory for the
ξ, we adopt simple parameterization here. In principle,
the ξ factors could have any magnitude, but we will al-
ways assume they suppress transport, i.e. that they lie
between 0 and 18.
We consider solutions of eqns. (12) - (16) which depend
on t and x as ei(kx−ωt). We will generally follow F05 in
treating ω as known, real , and positive (it represents the
frequency at which the waves are driven) and solving for
k, which in general is complex; k = kr + iki. However
in §3.3 we treat k as real and solve for ω, to facilitate
comparison with results from kinetic theory.
We nondimensionalize the problem by normalizing
the first order quantities such that (u1, n1, Te1, Ti1) →
(u1/vi, n1/n, Te1/T, Ti1/T ) ≡ (u˜, n˜, T˜e, T˜i) and intro-
ducing a scaled frequency Ω ≡ ωτiǫ
−1/2 and a scaled
wavenumber K ≡ kvi/ω. Ions are collisional (ωτi < 1)
for Ω < ǫ−1/2 and electrons are collisional for Ω < ǫ−1.
According to the density and temperature profiles we
adopted for A2199, waves with 10 Myr period span the
range 0.64 < Ω < 54 in 0.05 < r2 < 2.0, so we must
consider a large range of propagation conditions. Using
eqns. (13) and (14) in eqns. (12), (15), (16) and assum-
ing plane wave structure we derive the coupled system[
1− 2K2 + 1.28iξνǫ
1/2ΩK2
]
n˜−K2(T˜e+ T˜i) = 0, (21)
2
3
n˜−
[
1 + 1.49iξceΩK
2
]
T˜e −
2.83iξei
Ω
(
T˜e − T˜i
)
= 0,
(22)
2
3
n˜−
[
1 + 2.60iξciǫ
1/2ΩK2
]
T˜i−
2.83iξei
Ω
(
T˜i − T˜e
)
= 0,
(23)
where we have used the equation of continuity
n˜−Ku˜ = 0 (24)
to eliminate u˜.
Equations (21) - (23) describe three distinct linear
modes which can be found by standard linear algebra
techniques. However, for later purposes (§3.2.1) and ad-
ditional physical insight, we rewrite eqns. (22) and (23)
in terms of the new variables T˜ ≡ T˜e + T˜i, δT˜ ≡ T˜i − T˜e
in terms of which
T˜i =
1
2
(
T˜ + δT˜
)
, (25)
T˜e =
1
2
(
T˜ − δT˜
)
, (26)
Using eqns. (25) and (26) in eqns. (22) and (23) leads
to a pair of equations for T˜ and δT˜
δT˜ −
iΩ2K2c−
Ω + iΩ2K2c+ + 5.66iξei
T˜ = 0, (27)
(
1 + iΩK2c+
)
T˜ − iΩK2c−δT˜ =
4
3
n˜, (28)
where the c± ≡
(
1.49ξce ± 2.60ξciǫ
1/2
)
/2 are propor-
tional to the scaled sum and difference of the electron
8 The electron - ion thermal coupling parameter ξei may be
an exception to this; Markevitch & Vikhlinin (2007(@) argued for
anomalously fast Te, Ti equilibration in cluster shocks. However
it is not clear that the anomalous processes driven in shocks also
exist in acoustic waves.
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and ion thermal conductivities. Substituting eqn. (27)
into eqn. (28) and using eqn. (24) leads to expressions
for both temperature variables in terms of n˜
T˜ =
Ω+ iΩ2K2c+ + 5.66iξei
D
4
3
n˜, (29)
δT˜ =
iΩ2K2c−
D
4
3
n˜, (30)
where
D ≡ Ω+2iΩ2K2c++Ω
3K4(c2−−c
2
+)+5.66iξei(1+iΩK
2c+).
(31)
Substituting eqn. (30) into eqn. (21) leads to the disper-
sion relation[
1− 2K2 + 1.28iξνǫ
1/2ΩK2
]
D =
4
3
K2
(
Ω+ iΩ2K2c+ + 5.66iξei
)
. (32)
Neglecting all dissipative effects in eqn. (32) gives the
dispersion relation in the ideal limit
1−
10
3
K2 = 0, (33)
with solution K2 ≡ K20 = 3/10, as expected for acoustic
waves in a γ = 5/3 gas with mean particle mass M/2.
When dissipation is included, eqn. (32) is cubic in K2
and describes three distinct wave modes.
The acoustic mode is of greatest interest here. In
the nearly adiabatic limit Ω ≪ 1 we can solve for this
mode by setting T˜ equal to its adiabatic value perturbed
by electron and ion thermal conduction, (4/3)n˜/(1 +
iΩK2c+), in eqn. (21) or alternatively keeping only
terms proportional to Ω0 and Ω in eqn. (32) and as-
suming K is order unity. The resulting approximate dis-
persion relation is
1−
K2
K20
=
− iΩK20
[
1.28ξνǫ
1/2 + (1− 2K20)c+
]
. (34)
The imaginary terms in square brackets represent, re-
spectively, ion viscosity and the combined effects of ion
and electron thermal conduction. They lead to spatial
damping at the rate Ki, which is given to first order in
Ki/K0 by
Ki
K0
=
3
20
Ω
[
1.28ξνǫ
1/2 +
2
5
c+
]
= Ω(0.0045ξν + 0.045ξce + 0.0018ξci) (35)
or, writing the imaginary part of k in terms of the ion
mean free path and substituting numerical values for ǫ
and K0,
kiλi = (ωτi)
2 (0.105ξν + 1.03ξce + 0.042ξci) . (36)
Equation (35) agrees with eqn.(1) of F05 when written
in their notation, except that F05 omitted ion thermal
conduction, which increases ion damping by about 40%
if ξν = ξci.
Because eqn. (1) of F05 is a weak damping formula,
derived assuming the electrons are nearly adiabatic, it
overestimates damping of waves in which conduction is
so efficient that the electrons become isothermal. The self
limiting nature of conductive damping is apparent in Fig.
2, the top panel of which compares the spatial damping
rates computed derived from the weak damping formula
(eqn. 35) with those derived from the full dispersion rela-
tion (eqn. 32) for a wave with period 10 Myr propagating
in A2199. The bottom panel compares the acoustic mode
damping rate when electron-ion collisional coupling is
omitted to the value when it is included. Because ion
conduction is unimportant for these relatively low values
of ωτi (from eqn. (6), logωτi = 1.2 log r2−0.259− logP7,
where P7 is the wave period in units of 10 Myr), the ions
are nearly adiabatic, and electron collisions with ions pre-
vent the electrons from relaxing to an isothermal state
in which there is little dissipation due to electron heat
conduction.
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Figure 2. Top: The spatial damping rates in units of kpc−1 of
acoustic waves with period 107 yr under A2199 conditions com-
puted according to the weak damping formula derived from eqn.
(35; magenta curve) and from the full dispersion relation (eqn. 32;
black dashed curve) when all the transport coefficients have their
full Coulomb values. The weak damping formula overestimates the
damping rate because it assumes nearly adiabatic waves. Bottom:
Comparison of the spatial damping rates with (long dashed curve)
and without (short dashed curve) electron-ion thermal coupling.
When coupling is turned off, electron thermal conduction reduces
the electron temperature perturbation, weakening electron thermal
conduction damping.
The other two modes of the system (21) - (23) corre-
spond to relaxation of thermal perturbations. They are
nearly isobaric: 2n˜ ∼ −T˜ . Their properties can be de-
rived approximately from eqn. (29) by invoking the iso-
baric condition to replace 4n˜/3 by −2T˜ /3, which leads
to a quadratic equation for K2. Here we give the approx-
imate roots in the limit Ω≪ 1.
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One mode, denoted by superscript (tem), is a temper-
ature wave driven by electron heat conduction. It can be
derived without using separate electron and ion energy
equations, and has Te1 ∼ Ti1. The dispersion relation for
the temperature mode is
K(tem)2 ∼
5i
3Ω
(
0.75ξce + 1.30ξciǫ1/2
) , (37)
or (
k(tem)λi
)2
=
0.0389iωτi
(0.75ξce + 0.030ξci)
. (38)
The temperature mode is excited by entropy perturba-
tions, and damps within less than one wavelength of its
source. Its characteristic wavelength is the scale on which
the heat conduction rate is comparable to the driving fre-
quency.
The other isobaric mode, denoted by superscript (rel),
is driven by electron - ion temperature equilibration. As
long as electron heat conduction is much faster than
ion heat conduction, electron temperature perturbations
quickly relax, so that Te1/Ti1 ∼ O(ǫ). The dispersion
relation for the relaxation mode is
K(rel)2 ∼ −
1.09ξei
ξciǫ1/2Ω2
. (39)
Or, (
k(rel)λi
)2
= −0.0254
ξei
ξci
. (40)
The characteristic lengthscale for this wave is indepen-
dent of the driving frequency, and is set by the length-
scale at which the ion thermal conduction time equals
the electron - ion relaxation time. It is excited by ther-
mal perturbations which differ between particle species,
such as viscous heating of ions in shear flows.
We see from eqns. (38) and (40) that both the iso-
baric modes are adequately described by fluid theory
(kλi ≪ 1) as long as conduction is not too strongly sup-
pressed. It is clear from the large imaginary parts of the
isobaric mode wavenumbers that only the acoustic wave
can transport energy far from the source. The tempera-
ture and relaxation waves damp locally.
Quantitative views of acoustic wave behavior for A2199
are illustrated in Figure 3. The full transport case (black
dotted curve) is the same data that was plotted in Figure
(2). The red dashed curve shows the effect of reducing
ξce to 0.1 while leaving other parameters the same. Al-
though reducing the electron conductivity reduces the
damping rate at small r2, it delays the onset of electron
isothermality, resulting in somewhat elevated damping
rates at larger r2. Only if both electron conductivity
and ion viscosity are reduced to 0.1 their Braginskii val-
ues is the damping rate significantly reduced (blue solid
curve).
Although many combinations of transport suppression
parameters may be possible, there is one particular case
that we wish to discuss: a model in which ion viscosity
and ion thermal conduction are completely suppressed
(ξν = ξci ≡ 0). This is the limit of very short ion mean
free path due to scattering by microinstabilities. It is
not obvious that this model is justified in galaxy cluster
cores. According to estimates in Wiener et al. (2017) for
the core of the Coma cluster, the ion Coulomb mean free
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Figure 3. Top: Imaginary part of the acoustic wavenumber k
in units of kpc−1 for a wave with period 10 Myr as a function
of position r2 in A2199. The curves were computed assuming all
the transport coefficients have their full Braginskii values (black
dotted), electron thermal conduction reduced to 10% of the Bra-
ginskii value (red dashed), and both electron thermal conduction
and ion viscosity reduced to 10% of their Braginskii values (blue
solid). Bottom: Same data and styles of curve for the inner 50kpc
of the cluster.
path is short enough to suppress the firehose and mirror
instabilities that drive microturbulence. However, be-
cause this model may be relevant in other environments,
because it brings out the effect of electron isothermality,
and because, as we show in §3.3, the fluid model of ion
transport overestimates the damping relative to a more
accurate kinetic model, we give results for this model
here and build on them throughout the paper.
The reduction in damping as the electrons become
isothermal is clearly seen from Fig 4. The peak damp-
ing rate occurs at r2 ∼ 0.22, where Ω ∼ 3.85. This is
consistent with the estimate in §3.1 for the importance
of electron thermal conduction ωτi ∼ ǫ
1/2 or Ω ∼ 1. In
§4 we will show that as a result, most of the wave atten-
uation and heating takes place in the inner part of the
domain.
3.2.1. The Temperature Fluctuations
While both ions and electrons contribute to the energy
carried by waves, only Te, which is generally lower than
Ti because of the larger electron conductivity, is observ-
able. Fabian et al. (2006) argued for isothermal waves
in Perseus, while Zhuravleva et al. (2016) found evidence
for adiabatic and isobaric fluctuations as well. Here we
discuss the relationships between T˜e, T˜i, and n˜ in acous-
tic waves.
The quantity |δ˜T/T˜ | is plotted vs Ω in Figure (5) for
0 < Ω < 10. In the adiabatic limit (Ω ≪ 1), heat con-
duction is negligible and both T˜e and T˜i are related to
the n˜ by the usual adiabatic relation T˜e = T˜i = 2n˜/3
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Figure 4. Top: Imaginary part of the acoustic wavenumber k in
units of kpc−1 for a wave with period 10 Myr as a function of posi-
tion r2 in A2199. The curve was computed assuming the electron
thermal conductivity and electron-ion temperature equilibration
rate have their full Braginskii values, but ion thermal conduction
and viscosity are completely suppressed. Bottom: Same curve for
the inner 50kpc of the cluster. The peak damping rate occurs at
r2 ∼ 0.22, where Ω ∼ 3.85. This is consistent with the estimate in
§3.1 for the importance of electron thermal conduction ωτi ∼ ǫ
1/2
or Ω ∼ 1.
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Figure 5. Magnitude of δT˜ /T˜ , the ratio of the difference to
the sum of ion and electron temperature fluctuations defined in
eqns.(25) and (26), as a function of scaled frequency Ω with all
the transport coefficients set to their Coulomb values. For Ω ≪ 1
(ωτi ≪ ǫ1/2), ions and electrons are well coupled and the temper-
ature difference is small. As Ω increases above unity, the electrons
become more isothermal and the ratio approaches unity. For even
larger Ω, the ions become isothermal as well and the ratio declines
again. As we will see in §3.3, the fluid theory is invalid for these
large values of Ω.
for ideal gases. Electron heat conduction becomes more
important as Ω increases away from zero, with |δ˜T/T˜ |
being of order Ω2 for Ω≪ 1. Differences between T˜e and
T˜i become significant for moderate Ω as the electrons be-
come isothermal while the ions remain nearly adiabatic;
isothermal electrons but adiabatic ions corresponds to
|δ˜T/T˜ | → 1. At large Ω the fluid theory should be re-
placed by a semicollisionless or collisionless theory for
these large values of Ω (§3.3), so we do not extend the
plot to large values here.
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Figure 6. Top: The absolute value of the ratio of the normal-
ized electron temperature perturbation to the normalized density
perturbation, |T˜e/n˜| vs the scaled frequency Ω. For Ω ≪ 1 the
ratio has the usual adiabatic value of 2/3, but decreases to zero
as conduction becomes important at high frequencies, where the
electrons are isothermal. Bottom: The phase of T˜e/n˜ vs Ω. As
expected for a damped wave, T˜e always lags n˜; the lag increases
with increasing Ω, but the accompanying decrease in |T˜e/n˜| may
make the phase lag difficult to detect.
The magnitude and phase of T˜e relative to n˜ are plot-
ted vs Ω in Figure (6). For Ω≪ 1 the waves are almost
adiabatic, T˜e/n˜ ∼ 2/3 and the quantities are almost in
phase. As Ω increases the relative amplitude of T˜e de-
creases due to the increasing importance of conduction
and T˜e lags n˜ in phase by an increasing amount. The lag
is expected for a damped wave; it means that the fluid
is losing heat at the time of greatest compression (simi-
lar to the damped version of the classic Eddington valve
invoked to explain self excited stellar pulsations). How-
ever, the phase shift may be difficult to observe owing to
the small amplitude of T˜e relative to n˜ in the range of Ω
where the phase shift is large.
3.3. Kinetic Theory
In the collisionless limit (kλi → ∞), ion acoustic
waves are described by kinetic theory. The electrons are
isothermal (γe = 1) and the ions are adiabatic, with one
degree of freedom (γi = 3). Collisional damping pro-
cesses are negligible, and dissipation is primarily due to
ion Landau damping: the absorption of wave energy by
ions traveling at slightly less than the speed of the wave
(electron Landau damping is weaker by a factor of ǫ1/2).
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Because the wave speed is near the ion thermal speed
(unless Te ≫ Ti), collisionless damping is strong. The
dispersion relation in dimensionless form written for real
k and complex ω is
ωτi = (2− 0.85i)kλi (41)
for Te = Ti. According to eqn. (41), ion Landau damp-
ing reduces the wave amplitude to 7% of its initial value
within one wavelength: ion acoustic waves essentially
cannot propagate in a collisionless plasma with Te = Ti.
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Figure 7. Comparison of the scaled wave damping rate Im[ω]/kvi
as a function of kλi in three different treatments. The top and
bottom panels show the same data over different ranges. The black
dashed curve is the full fluid dispersion relation. The green curve
was obtained from the fluid theory assuming isothermal electrons
(T˜e ≡ 0) and ignoring electron-ion collisional coupling because of
its relative slowness. The red points are the damping rates taken
from Table 2 of Ono & Kulsrud (1975) and are based on solving the
Fokker-Planck equation for ions accounting for ion-ion collisions
only and assuming isothermal electrons. We have added the long
dashed curve to facilitate comparison with the other curves. The
blue points show kλi for A2199 at 5 and 100 kpc from the cluster
center. The elevated damping rates at low kλi seen in the full
fluid theory are due to electron thermal conduction. As kλi and
kλe, which is almost the same, increase, the electrons become more
isothermal and the damping rates predicted by the green and black
dashed curves converge. On the other hand, beyond kλi ∼ 0.2, the
fluid theory significantly overestimates the damping rate.
Ono & Kulsrud (1975) studied the transition from
collisional to collisionless behavior by solving the lin-
earized Boltzmann equation with a Fokker-Planck col-
lision operator. They considered only ion-ion collisions,
and assumed the electrons are isothermal. Therefore, the
damping rates they calculated account for ion viscosity
and ion thermal conduction, but not electron thermal
conduction or electron-ion temperature relaxation.
In Figure 7, the results of the Fokker-Planck calcula-
tion from Table 2 of Ono & Kulsrud (1975) (red points
connected by a dashed curve to facilitate comparison
with fluid models) are compared to the full fluid model
(black dashed curve) and a fluid model with isothermal
electrons and electron-ion coupling switched off (solid
green curve). Note that we have followed Ono & Kulsrud
(1975) and computed temporal, not spatial, damping
rates. The convergence of the two fluid curves shows that
the isothermal electron-adiabatic ion model captures the
fluid behavior for kλi <∼ 0.2. The large blue points
mark the values of kλi at 5 kpc and 100 kpc from the
center of A2199. Within this range, the Fokker-Planck
and fluid formulae agree to within 20%. Considering the
differences between the physical models this is reason-
ably good agreement and shows that collisionless effects
are small. Comparison of Figure 1 with Figure 2 of Ono
& Kulsrud (1975) suggests that the fluid description is
adequate within the inner 100 - 150 kpc of galaxy clusters
where acoustic waves are observed.
While we have focused here on the inner parts of the
ICM, density and temperature profiles have been mea-
sured at larger radii as well. Although both ne and T
generally decline with r, the entropy parameter T/n
2/3
e
is found to increase with r in a large sample of clus-
ters (Pratt et al. 2010), and λi (which is proportional
to T 2/n) appears to do so as well. For example, the ne
and T profiles derived by Simionescu et al. (2012) for
Perseus give λi ∼ 20 - 25 kpc at r2 ∼ 10. This suggests
that acoustic waves launched by dynamical disturbances
will damp almost immediately in the outer parts of mas-
sive galaxy clusters. Lower mass clusters are cooler and
more collisional; e.g. the profiles derived for Centaurus
by Walker et al. (2013) give λi ∼ 4 kpc at r2 ∼ 10, indi-
cating a more favorable environment for the propagation
of waves.
Collisionless acoustic wave damping heats the ions, not
the electrons. Using eqn. (1) and the relation τei =
τe/ǫ we see that if T ∼ 5 keV and ne ∼ 10
−4 cm−3,
τei ∼ 1.6 Gyr. This suggests that Ti may exceed Te in
the outer parts of galaxy clusters, making collisionless
damping even stronger. It further suggests that pressure
models based in Te may underestimate the ion pressure.
4. WAVE ATTENUATION
Damping attenuates wave amplitude by a factor
exp (−A(a, r))
A(a, r) ≡
∫ r
a
kidr
′
, (42)
for a wave launched at a. Equation (42) can be written
in terms of the scaled variables as
A(Ωa,Ωr) = ǫ
1/2
∫ Ωr
Ωa
KidΩ
vidτi/dr
, (43)
where Ωa,r are the values of Ω at a and r. If the tem-
perature and density are power laws, (T, n) ∝ (rα, r−β),
we can write (vi, τi) = (vi0r
α/2
2 , τi0r
(3α+2β)/2
2 ). Equation
(43) is then
A(Ωa,Ωr) =
2
3α+ 2β
r
r2
ǫ1/2
vi0τi0
(ωτi0
ǫ1/2
)q ∫ Ωr
Ωa
KidΩ
Ωq
,
(44)
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Figure 8. Attenuation integrals
∫
Ω
0.001
Ki(S)S−qdS for q = 0.29,
the value derived for A2199, for two transport models. The solid
curve represents full Braginskii. The dotted curve shows the effect
of completely suppressing ion transport, bringing out the effect of
the transition to electron isothermality.
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Figure 9. Attenuation factors A defined in eqns. (42) - (44)
for two transport models. The solid curve represents full Bragin-
skii. The dotted curve shows the effect of completely suppress-
ing ion transport, bringing out the effect of the transition to elec-
tron isothermality (collisional electron - ion temperature coupling
is present in the model).
where q ≡ 2(2α+ β − 1)/(3α+ 2β) and we have used
r2 =
(
ǫ1/2Ω
ωτi0
)2/(3α+2β)
. (45)
For A2199, profiles of Johnstone et al. (2002): α = 0.3,
β = 0.75, q = 0.29. The integral in eqn. (44) is plotted
in Fig. 8 for Ω(a) = 0.001 (for all practical purposes, the
center) out to Ω = 25.
With τi0 = 2.76 × 10
13s, vi0 = 6.43 × 10
7cm s−1,
the prefactor multiplying the integral in eqn. (44) is
8.52/P 0.297 , where P7 is the wave period in units of 10
Myr, and
Ω =
23.7
P7
r1.22 . (46)
The attenuation factor A for a wave with P7 = 1 is plot-
ted vs r2 in Fig. 9,
The sensitivity of the attenuation factor to gas temper-
ature depends on the transport model and cluster pro-
files. If we denote the temperature at the reference level
where τi0 is measured by T0, then the prefactor in eqn.
(44) scales as T
(3q−4)/2
0 , or -1.57 for A2199. For a 10%
increase in T0, this reduces the prefactor to 7.34 for waves
with P7 = 1. On the other hand, Ω scales as T
3/2
0 . For
A2199, increasing T0 by 10% increases Ω(0.75) for a wave
with P7 = 1 to 19.4, increasing A from 6.18 to 6.22 in
the full Braginskii case and decreasing A from 3.07 to
2.80 in the full suppression of ion transport case.
If all forms of transport are so strongly suppressed
that the weak damping formula (eqn. 35) applies the
attenuation factor can be written in the form
A(0, r2) = 607
(
10Myr
P
)2
ξtotr
2.05
2 , (47)
where ξtot ≡ 0.0048ξν+0.045ξce+0.0018ξci is a total sup-
pression factor. If all transport coefficients have their full
Braginskii values, then ξtot = 0.0516. Equation (47) can
be used to solve for the degree of transport suppression
needed to achieve any given attentuation factor. For ex-
ample, if P = 10 Myr then A(0, 0.5) = 1 if ξtot = 0.0068,
or 13% of the Braginskii value.
5. HEATING BY WAVE DISSIPATION
The heating rate is given by F05 in terms of an acoustic
luminosity Ls(r) which takes the value Linj at an injec-
tion radius rinj is attenuated by dissipation as it travels
through the medium according to
dLs
dr
= −2kiLs, (48)
The heating rate per unit volume is
ǫdiss = 2ki
Ls(r)
4πr2
. (49)
If we define a wave energy flux Fs such that Ls = 4πr
2Fs,
then eqns. (48) and (49) identify the heating rate with
the divergence of Fs. Since ki ≡ 0 for an ideal system,
the heating rate vanishes without dissipation.
Equation (49) is intuitively plausible, but it has two
limitations. One is that it does not separate energy in-
put due to PdV work from energy input due to heating.
The other is that it can be estimated from, e.g., our un-
derstanding of AGN power output (as was done in F05),
but not measured directly within the ICM.
To illustrate the first problem, we start with the energy
conservation law for the combined electron - ion fluids
(B65)
∂ǫ
∂t
= −∇ · F, (50)
where
ǫ ≡
1
2
ρu2 +
3
2
(Pe + Pi) (51)
is the combined mechanical and thermal electron and ion
energy density and
F ≡ (ǫ+ Pe + Pi)u+ξνπ ·u−ξceχe∇Te−ξciχi∇Ti (52)
is a generalized energy flux made up of the mechanical,
enthalpy, viscous, and conductive energy fluxes, summed
over electrons and ions.
Equation (52) can be used to calculate Linj , the rate at
which an oscillating source transmits energy to the sur-
rounding medium. For simplicity we consider a spheri-
cally symmetric source oscillating around an equilibrium
position at r = a. By symmetry, the energy flux is radial:
F = rˆF . The energy per solid angle outside the source
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changes according to
∂
∂t
∫ ∞
a
ǫr2dr =
∫ ∞
a
∂ǫ
∂t
r2dr − ǫ(a)a2
∂a
∂t
= F (a)a2 − ǫ(a)a2u(a), (53)
where in the second equality we have used eqn. (50),
assumed F decays faster than r−2 at infinity, as must
occur for a damped wave, and identified ∂a/∂t with u(a).
Using eqn. (52) we then find for the rate of energy input
to the medium
∂
∂t
∫ ∞
a
ǫr2dr
= a2
[
(Pe + Pi)u+ ξν(π · u)r − ξceχe
∂Te
∂r
− ξciχi
∂Ti
∂r
]
a
.
(54)
Equation (54) shows that the global energy is changed by
PdV work (the first term on the right hand side of eqn.
54) and by dissipation (the viscosity and heat conduc-
tion terms). The wave contribution to eqn. (54) comes
from expanding F to second order in the wave ampli-
tude. We will not do that here, except to note that in an
ideal medium the pressure and velocity perturbations are
out of phase by π/2, so only a damped or growing wave
can do work on its environment (Goldreich & Nicholson
1989).
In order to eliminate the ambiguity between doing
work and adding heat, we appeal to the entropy con-
servation law (B65, Landau & Lifshitz (1987))
∂S
∂t
+∇ ·
(
SV+
qe + qi
T
)
= θ, (55)
where S is the plasma entropy per volume, qe, qi are
the electron and ion heat fluxes, and θT ≡ T (θν + θce +
θci+ θei) are the rates of entropy production per volume
due to ion viscosity, electron heat conduction, ion heat
conduction, and electron - ion collisional heat exchange,
respectively. For waves, these heat sources take the forms
Tθν = −
1
2
ξνπabWab = 1.28ξν
ρv2i
τi
(ωτi)
2 |n˜|2, (56)
Tθce =
nξceχe
T
|∇Te1|
2 =
2.23
ǫ1/2
ξce
ρv2i
τi
|kλi|
2|T˜e|
2, (57)
Tθci =
nξciχi
T
|∇Ti1|
2 = 3.90ξci
ρv2i
τi
|kλi|
2|T˜i|
2, (58)
Tθei = 3ξei
m
M
n
Tτe
(Te1 − Ti1)
2
= 4.24ξeiǫ
1/2 ρv
2
i
τi
|T˜e−T˜i|
2
(59)
where the notation comes from §2.
The contributions of viscosity, electron and ion heat
conduction, and electron-ion thermal coupling to the
heating rate computed from eqns. (56) - (59) are shown
as functions of ωτi in top and middle panels of Figure 10
for the case that all transport coefficients have their full
Coulomb values. The total scaled heating rate summed
over all contributions is given by the black curve. At
small ωτi electron thermal conduction dominates, but is
overtaken by ion heat conduction and viscosity as ωτi
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Figure 10. Top and middle panels: Scaled dimensionless heating
rates due to ion viscosity (solid green curve), ion heat conduction
(dotted red curve), electron heat conduction (blue dashed curve),
and electron-ion thermal coupling (solid orange curve) from eqns.
(56)-(59) and their sum, the function Ψ, (solid black curve) as
functions of the collisionality parameter ωτi when all transport
coefficients have their full values. To convert these rates to energy
per volume per time for a wave with density amplitude n˜, multiply
by ρv2i /τin˜
2. The top and middle panels plot the same data, but
the middle panel is zoomed in. The points ωτi = 1.2 and ωτi = 0.3
correspond to r2 = 1.92 and r2 = 0.60 respectively for a wave with
P = 10Myr. The bottom panel shows the scaled heating rate due
to electron thermal conduction when ion transport is completely
suppressed. It is very similar to the electron heating rate in the
full Braginskii transport case.
increases beyond a few tenths, mirroring the contribu-
tions of these processes to damping. As the electrons ap-
proach isothermality, their temperature perturbation T˜e
is determined by balancing thermal conduction against
compression. This leads to T˜e ∝ n˜/k and ∇T˜e inde-
pendent of k, giving a nearly constant rate of entropy
production. Ion thermal conduction is relatively unim-
portant for the range of ωτi considered here, so entropy
production is nearly quadratic in ωτi (or k), as is viscous
heating. The bottom panel of Fig. 10 shows the scaled
entropy production rate by electron thermal conduction
when ion transport is completely suppressed. It is very
similar to the blue dashed curves in the top and middle
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panels. The location of the peak coincides with the max-
imum damping rate, which is near r2 ∼ 0.22 (see Fig.
4).
Although these results are presented in dimensionless
form, they are readily converted to physical values. Ex-
pressing T˜e and T˜i in terms of n˜ using eqns. (25), (26),
(29), and (30), denoting the resulting sum of the coeffi-
cients of (ρv2i /τi)n˜
2 in eqns. (56) - (59) by Ψ and using
eqn. (1) we have
θT = Ψ
ρv2i
τi
n˜2 = 0.93× 10−19n2T
−1/2
7 Ψn˜
2ergcm−3s−1.
(60)
The factor Ψ (which is a function of ωτi) is the black
curve plotted in Fig. 10.
In following the heating associated with any particular
wave propagating outwards from the cluster center, it is
important to consider its attenuation. Thus, although
entropy production increases outward in the full Bragin-
skii model, this is more than offset by the decreasing
amplitude. If ion transport is suppressed, there is very
little attenuation and nearly constant entropy production
once the wave enters the isothermal regime, resulting in
a much flatter heating rate.
Equation (60), because of its n2 dependence, is read-
ily compared to the optically thin radiative cooling rate
to determine, for any temperature, ωτi, and choice of
(ξce, ξci, ξν , ξei), the wave relative amplitude n˜ such that
wave heating balances radiative cooling. Following F05
we write the radiative cooling rate as
n2Λ = 10−24n2
(
1.13T−1.77 + 5.3T
0.5
7 + 6.3
)
ergcm−3s−1.
(61)
Combining eqns. (60) and (61) gives for n˜eq, the wave
amplitude at which wave heating balances radiative cool-
ing
n˜eq =
3.3× 10−3
Ψ0.5
(
1.13T−1.27 + 5.3T7 + 6.3T
0.5
7
)0.5
.
(62)
Figure 11 plots n˜eq as a function of r2 for a wave pe-
riod of 10 Myr for the n and T profiles in A2199 and
two transport models: full Braginskii (top) and electron
thermal conduction only (bottom). While density per-
turbations as large as 15% can be tolerated without over-
heating the cluster center, this value drops below 2% at
200 kpc for the full Braginskii case. This is due to the
shorter electron and ion collision times at the cluster cen-
ter, which reduce the transport coefficients and weaken
the damping. However, it is an underestimate because
the fluid model overestimates viscous damping relative
to the kinetic model. Notably, the relatively flatness of
Ψ in the model without ion transport produces a much
flatter curve, as shown in the lower panel of Fig. 11.
As shown in Fig. 7, kinetic effects reduce the damping
rate below the predictions of fluid theory. And, because
the heating rates due to ion viscosity and ion thermal
conduction scale roughly as ω2, increasing the wave pe-
riod by a factor of 3 would increase n˜eq by almost the
same factor. Nevertheless, our work supports the con-
clusion reached in F05: in order to balance wave heat-
ing and radiative cooling, transport processes must be
strongly suppressed.
Although we have not performed a full stability anal-
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Figure 11. The wave amplitude, measured by the relative density
perturbation n˜ = δn/n, at which radiative cooling balances wave
dissipation for a wave with a period of 10 Myr in A2199, computed
using the results plotted in Figure 10 according to two transport
models: full Braginskii (top) and electron thermal conduction only
(bottom). Wave amplitudes above the curve would overheat the
cluster; lower amplitudes would underheat it. The top plot under-
estimates δn/n because the viscous damping rates computed from
fluid theory are overestimates.
ysis of acoustic wave heating, Fig 4 and eqn. (60) sug-
gest that heating by waves in the full Braginskii model
is thermally unstable while heating due to dissipation
by electron conduction alone is stable. According to the
second equality in eqn. (60) the heating rate per vol-
ume H for a wave of fixed amplitude δn ≡ nn˜ is pro-
portional to ΨT−1/2, while Ψ itself is a function of ωτi,
which is proportional to T 3/2/n. If n and T are per-
turbed isobarically, such that ∆n/n = −∆T/T , then
∆Ψ/Ψ = 5/2(∆T/T )(Ψ
′
/Ψ), where the prime denotes
differentiation with respect to argument. For full Bra-
ginskii transport, Ψ increases roughly linearly with ωτi,
so ∆Ψ/Ψ ∼ 5/2(∆T/T ) and ∆H/H = 2∆T/T . That is,
a positive temperature perturbation increases the heat-
ing rate. The same conclusion applies to models wih
suppressed Braginskii transport. In contrast, Ψ is nearly
independent of ωτi for nearly isothermal acoustic waves,
so ∆H/H = −1/2(∆T/T ): a positive temperature per-
turbation decreases the heating rate. This argument
should not replace a full stability analysis, however. Al-
though given in terms of local quantities, the analysis
here implicitly applies to perturbations on lengthscales
and timescales that are large enough to average over the
acoustic waves that are assumed to be supplying the
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heat. A complete stability analysis of these larger scale
perturbations would include the response of the acoustic
waves to slow changes in the density and temperature
of the medium in which they propagate (Zweibel 1980;
Drury & Falle 1986) as well as perturbations to the radia-
tive cooling rate due to these larger scale perturbations.
Global gradients in the background medium should be
included as well. These tasks are well beyond the scope
of this paper, but could be a promising direction in the
future.
6. CONCLUSIONS
In this paper we revisited the pioneering study by
Fabian et al. (2005) (F05) of acoustic wave dissipation
and its effect on thermal balance in galaxy clusters.
F05 showed that nearly adiabatic acoustic waves which
are damped by plasma thermal conduction and viscos-
ity would damp within one wavelength of their source
and overheat the cluster gas if these transport coefficients
have the full Braginskii values. Assuming thermal con-
duction is suppressed entirely and viscosity is reduced to
10% of its Braginskii value allowed a model in which ra-
diative cooling balanced dissipation of a power law spec-
trum of waves.
Our results are consistent with F05. The wave attenu-
tation due to dissipation can be readily evaluated if trans-
port is so strongly suppressed that the weak damping
formula applies (eqn. 47). For example, we found that
waves with a 10 Myr period have an e-folding length of 50
kpc in A2199 if transport is reduced to 13% of its Bra-
ginskii value. Although different combinations of sup-
pression coefficients can achieve this, it requires strong
suppression of electron thermal conduction, which ac-
counts for 87% of the total transport in the full Bragin-
skii model.
Here we have focused on enlarging the toolkit for wave
heating studies rather than creating a full heating model
based on a spectrum of waves. Rather than using a quasi-
adiabatic approximation, which applies only for strong
collisionality (ωτe ≪ 1), we derived and solved a disper-
sion relation (eqn. 32) which is based on separate en-
ergy equations for electron and ion fluids (eqns. 15 and
16), each with its own thermal conductivity and coupled
through a Coulomb collision based energy exchange term.
This allows each particle species to transition from adia-
batic to isothermal as collisionality decreases (§3.2) and
yields three modes: the acoustic wave, which is the main
topic of this paper, and two nearly isobaric modes, one
corresponding to relaxation of a thermal pulse (eqn. 38),
and the other corresponding to electron-ion temperature
equilibration (eqn. 40). The isobaric modes are nonprop-
agating and dissipate their energy within one wavelength
of their source.
Conductive damping of acoustic waves is self limit-
ing: efficient conduction reduces the temperature con-
trast across the wave and thus reduces the dissipation
associated with heat flow. This effect is captured by sin-
gle fluid theory (e.g. Landau & Lifshitz (1987)), but the
collisionality at which the transition occurs depends on
electron-ion thermal coupling; Fig. 2. For the parameter
regimes we studied - wave periods of ∼ 10 Myr in the
inner 200 kpc of A2199 - electrons are isothermal over
most of the range if the conductivity has the full Bra-
ginskii value while ions are nearly adiabatic. Damping is
then due primarily to electron heat conduction near the
cluster center, where the gas is most collisional, and to
ion thermal conduction and viscosity at lower collision-
ality and larger radii.
In §3.2.1 we evaluated the relative difference between
the electron and ion temperature fluctuation and found
that for moderate Ω, or ωτi > ǫ
1/2, it can become quite
large (Fig. 5). Likewise, the electron temperature fluctu-
ation becomes much smaller relative to the density fluc-
tuation than predicted from adiabatic theory, and δTe
lags δn in phase (Fig. 6).
The damping rates, as shown in Fig. 2 are lower than
the rates computed in the adiabatic approximation of
F05, but are still high (Fig. 3). At 100 kpc from the cen-
ter of A2199, for example, waves with a 10 Myr period
have been attenuated by more than a factor of e8 if trans-
port coefficients are at their full Braginskii values (Fig.
9). Completely suppressing ion transport reduces the
attenuation factor to about 50 if electron thermal con-
duction is at full strength, which is still large. Partially
suppressing electron thermal conduction does result in
less attenuation, but the dependence is weak. For exam-
ple, decreasing the conductivity by a factor of 3 reduces
the attenuation factor by only 20%. It is difficult to rec-
oncile these short damping lengths with observations of
roughly uniform density enhancements under the prop-
agating acoustic wave interpretation. It is also unlikely
that such strongly damped waves could lie within the
inertial range of a turbulent cascade.
In §3.3 we considered kinetic corrections to the fluid
picture by comparing the fluid theory to the Fokker-
Planck calculation of Ono & Kulsrud (1975) (Figure 7).
The damping rates calculated according to the fluid and
Fokker-Planck models are qualitatively similar, but are
higher by ∼50% in the fluid model under cluster condi-
tions. In the fully collisionless limit (kλi ≥∼ 6), acoustic
waves damp within one wave period unless the electron
temperature is much higher than the ion temperature.
Thus, while kinetic effects somewhat mitigate the rapid
damping problem under partial collisionality they do not
solve it completely and imply rapid damping rates in the
hottest clusters. In fact, without strong suppression of
collisionless damping, acoustic waves cannot propagate
in the outer parts of galaxy clusters.
In §5 we evaluated the heating associated with wave
dissipation by calculating the rate at which ion viscos-
ity, electron and ion heat conduction, and electron - ion
temperature equilibration produce entropy. The relative
magnitudes of these entropy sources, shown in Figure
(10) track their relative contributions to damping. Elec-
tron heat conduction dominates at the highest collision-
alities but ion heat conduction and ion viscosity dom-
inate as ωτi increases, similar to their contributions to
damping. Entropy production by electron-ion tempera-
ture equilibration is always small. By writing the heating
rate in a form explicitly proportional to n2 (eqn. 60) we
were able to solve for the relative density perturbation
amplitude n˜ ≡ δn/n at which the rate of wave dissipation
balances the rate of radiative cooling for a given value
of the collisionality parameter ωτi and ambient temper-
ature T (eqn. 62). The result, plotted in the upper
panel of Figure 11 for a 10 Myr period wave in A2199,
shows that the equilibrium wave amplitude n˜eq ranges
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from about 15% near the cluster center to less than 2% at
200 kpc for the full Braginskii model. However, because
the damping rates predicted from the fluid model are
higher than the rates predicted from the Fokker-Planck
model, the values n˜eq computed here are probably under-
estimates. The model with electron thermal conduction
damping only can tolerate a significantly larger wave am-
plitude without overheating, as seen in the lower panel
of Fig. 11.
Bearing in mind that our treatment only applies to
plane waves in a uniform medium, and ignores global
geometry, density, and temperature gradients, we can
draw some provisional conclusions. Our calculations re-
inforce the claim of F05 that without significant suppres-
sion of transport, acoustic waves in galaxy cluster plas-
mas should dissipate in 1-2 wavelengths of their source.
This is in conflict with the interpretation of regularly
spaced multiple density ridges as propagating acoustic
waves, poses problems for theories of acoustic turbulence
with a large inertial range, and puts strict upper limits
on wave amplitudes to avoid overheating. How can these
problems be resolved?
Magnetic fields, which are undoubtedly present in
galaxy clusters, can reduce transport. A large scale mag-
netic field perpendicular to the direction of wave propa-
gation almost completely suppresses heat conduction and
viscosity, greatly reducing both damping and heating.
While this favorable orientation might hold near AGN-
driven bubbles due to sweeping up of the magnetized
ICM, it is unlikely to be a solution everywhere in the
cluster core. A more general way to reduce transport is
to increase the effective collisionality of the medium due
to magnetic field fluctuations on small scales. This could
occur for electrons due to heat conduction instabilities
(Roberg-Clark et al. 2016) and for ions due to pressure
anisotropy instabilities (Kunz et al. 2011). As shown in
Figs. 4, 8, 9, and 10, completely suppressing ion trans-
port results in a dissipation rate that is strongly peaked
around the location where the electrons transition from
adiabatic to isothermal, reduced attenuation factors, and
a relatively flat rate of scaled entropy production with
collisionality and, implicitly, with position in the cluster.
The numerical examples presented are for waves with 10
Myr period; the transition occurs closer to or further
from the source depending on whether the wave period
is shorter or longer.
It is also possible that the density fluctuations around
AGN cavities are driven by a large scale instability which
maintains them despite strong dissipation mechanisms.
Cosmic ray streaming can destabilize acoustic waves
(Drury & Falle 1986; Begelman & Zweibel 1994) but re-
quires magnetic field strengths and cosmic ray pressures
that exceed current estimates for galaxy clusters. Fur-
ther exploration of these and other instabilities, as well
as detailed modeling of acoustic wave propagation and
damping for realistic galaxy cluster sources and geome-
tries, are topics for future work.
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