The paper addresses the problem of the construction and management of highly available services in large, open distributed systems. A novel replicatio n protocol is proposed to satisfy two fundamental requirements, in this environment: 1) hide replicat ion from the service clients; 2) facilitate the dynamic configuration management of the server grou p. The protocol has been implemented and tested in the Regis distributed environment. The ex perimental results indicate that the price for replication transparency is not too high.
Introduction
The ever increasing reliance of humans on IT products, in fields such as telecommunications, banking and production line control to name only a few, has led to a need for hi ghly available computing services. The availability of a service is defined as the probability that the service is provided correctly at a specific moment in time. The State Machine approach [1, 2] is a general method for implementing highly available services by means of software replication. Replicas of the servers that provide the service are distributed on different process ors in the system. The approach follows the client-server model and sets the requirements for clie nt-service interaction and for interserver co-ordination. This paper is concerned with the provision of highly available services i n large-scale, open distributed systems. In this type of systems, a service is typicall y provided by a relatively small and stable group of long-lived servers, and it is used by a large, fairly dynami c set of short-lived clients. Examples of applications that comply to our system model are name ser vices for large distributed systems, switch-board services in telecommunication systems, and file-system services provided over wide-area networks.
The use of replication to improve availability according to the State Machine approach raises a number of special requirements, in the latter system model:
• Scalability: The replication protocol should scale well even if the service is used by large, dynamic sets of clients.
• Transparency: Clients cannot necessarily be (re)programmed to accommodate replic ation aware communication stubs. Replication should be transparent to the service cli ents. Moreover, the replication protocol should be compatible with typical non-replicated clie nt-server interaction primitives.
• Management of availability: Dynamic replacement of non-replicated servers by groups of replica servers is required in order to automatically improve service avail ability. Another requirement is the long-term maintenance and management of the server group, by adding, replac ing or removing servers, in a way that guarantees state consistency and cause s minimal service interruption.
Existing systems, such as ISIS [3] , Horus (the CLTSVR layer) [4] and Transis [5] , follow the "closed" group model according to which clients form a group together with t he replica servers (or they are special members of the server group). This approach caters for a straight-forward solution to the problem of providing certain atomicity and order properties for request and reply delivery, even when group reconfiguration is taking place. It has been shown [30] , though, that t he "closed" group model does not scale well for large, dynamic client sets; it res ults in severe performance degradation for message delivery times and group reconfiguration operations.
An alternative approach, known as the "open" group model, is followed by systems such as Consul [6] , Delta-4 [7] , and Lazy Replication [8] . According to this approach, clients are external to the server group. A client communicates with one of the replica servers, which acts as the representative of this client in the group by forwarding its requests to the other serve rs. All these systems assume that clients accommodate replication specific communication stubs f or accessing the replicated service, a characteristic clearly against the transparency requi rement.
Existing systems do not cater for explicit configuration management of t he replica group either. Even when dynamic reconfiguration is addressed [3, 5, 6] , this is restricted to failures, partitions, joins and mergers at the group communication level; replica state consistency in the case of group reconfiguration is left as an application level concern. Further, Cristian and Mishra describe in [9] the internal consistency constraints of a policy driven Availability Ma nager, but they do not address general replica synchronisation problems in the dynamically reconfigured group.
The objectives of the paper are twofold. First, the problem of providing highl y available services by means of replication is concisely defined, and the fundamental requireme nt of the State Machine approach for state consistency between clients and service is analys ed (section 2). Second, a replication protocol is proposed in line with the State Machine approach (section 3). The protocol is especially designed for large, open distributed systems and exhibits two nove l characteristics:
1. Replication is transparent to the clients. The protocol is designed to cope with large, fairly dynamic client sets.
2. On-line management of the server group is facilitated, without interr uption of the service provision.
The description of the protocol consists of two parts: part 1 outlines t he principles of replica server synchronisation, without considering group changes; part 2 addresses the problem of group reconfiguration due to replica failures/removals and additions. The combina tion of higher level communication primitives (such as RPC and Remote Method Invocation) wit h the proposed replication protocol is discussed in section 4. Section 5 discusses the problem of specifying replicated services in a typical Architectural Description Langua ge. The replication protocol is evaluated on the basis of experimental performance results (section 6). We argue that it scales well for large client sets, and that the performance overhead due to the tr ansparency requirement is low. Section 7 summarises the results of the paper and presents the conclusions and directions for future work.
Providing Highly Available Services
The State Machine Approach is based on the assumption that a large cl ass of service applications can be considered as deterministic: the state transitions and the output of a server (state machine) are completely determined by the sequence of requests it processes, independent ly of time or any other activity in the system. As a result, when replication is introduced t o improve availability, the main non-deterministic event that must be synchronised among the replica serve rs is the delivery of client requests. The State Machine approach puts two requirements concerning internal state consistency [2] 1 :
Agreement: If non-faulty replica p delivers request r, then replica q eventually delivers r or q is faulty.
Order: If non-faulty replica p delivers request r and after that p delivers request r', then replica q does not deliver r' unless it has already delivered r or q is faulty.
Informally, the latter two requirements state that all non-faulty replicas deliver the same set of client requests and they deliver them in the same relative order.
As far as the overall system state consistency is concerned, two more requirements must be satisfied:
The delivery order of client requests must respect their potential causal relations: • If client c invokes request r and after that it invokes request r', then replica p does not deliver r' unless it has already delivered r, or p is faulty.
• If request r of client c causally precedes request r' of client c', then replica p does not deliver r' unless it has already delivered r, or p is faulty.
Uniformity:
If replica p (whether non-faulty or faulty) produces the output related to request r (e.g. reply to client), then replica q eventually delivers r or q is faulty.
The Causality requirement is inherited from the case of non-replica ted service provision. In most cases, clients adopt a synchronous style of communication waiting blocked (i nteracting neither with the service nor amongst themselves) to deliver back a reply to their last request. In that way, interclient consistency is trivially guaranteed. When clients adopt an asynchr onous style of interaction with the service and inter-client consistency is of importance, then request messages must be timestamped by means of logical or physical clocks (loosely synchronised) and the se times must be respected by the delivery order in the servers [1] . We assume synchronous client-service communication, such as RPC, throughout this paper.
The Uniformity requirement, which is not explicitly stated in the original State Machine approach literature, is of importance in systems where the membership of t he replica server group changes dynamically [10] . It states that, if output is produced by the service as a result of processing request r, then the results of r persist on the state of the service. For example, consider the scenario according to which request r of client c is received and delivered by replica s of service S; the server processes r and produces a reply r' which is sent back to c; after that, s crashes and because of a combination of communication failures no other server of S has the chance to receive and deliver r (the Agreement requirement does not apply, since s has failed). As a result, the state of service S does not reflect the results of request r and is inconsistent with the state of the client c (although the surviving servers have mutually consistent states).
1
All the requirements presented here refer to clien t requests invoked to a specific replicated service . By the term "replica", we refer to a replica server of that ser vice.
In this paper, we are concerned only with the transmission of replies back to clients, a special case of service output. The problems to be addressed in the case of general ser vice output are in principle the same as the problems discussed here for the replies.
Replica Synchronisation Protocol
This section describes a Replica Synchronisation Protocol ( RSP, also called Replication Protocol for short) that satisfies the above state consistency requirements and, in addition, it provides replication transparency to the service clients (see also [11] ). The protocol is designed for asynchronous, message passing distributed systems, which exhibit benign failures. Proce ssors (and processes) fail by crashing and the communication network is prone to omission failures. Howe ver, the probability that a message is transferred correctly through the network is non-ze ro. Communication failures may result to system partitioning. The communication network supports an unrelia ble multicast capability, realised as a special addressing mode. The Replica Synchronisation Protocol is implemented in the communication substrate of a replica server. The protocol receives and handles client requests; it synchronis es request delivery and output among replicas. As Figure 1 . depicts, client requests are transmitted to the server group using t he unreliable multicast capability of the communication network, for exampl e IP multicast. On receipt of a request r by the RSP layer, a single replica server is decided in the group (in a distri buted manner) to take the onus for synchronising the delivery of r in the group. This replica generates a special synchronisation message , which refers to r. The synchronisation message is diffused to the group through a Group Communication Protocol ( GCP) layer, which is also resident to the replica communication substrate. Figure 2 illustrates the structure of the communication substrate of a replica server.
GCP guarantees reliable, totally ordered, virtually synchronous delivery of synchr onisation messages in the group. It also provides the RSP layer with a consistent membership view of the replica group. The delivery of a synchronisation message indicates the logical time at which the corresponding client request must be delivered to the application. Thus, the reliable delivery of synchronisation messages implies that replicas detect lost requests and require them from the rest of the group. The ordered delivery of synchronisation messages guarantees that all replic as deliver client requests in the same relative order. In general, the delivery properties of synchroni sation messages are exploited by RSP to satisfy the State Machine requirements. Contemporary networking technologies are characterised by a low failure probability, even over large geographical distances. The proposed Replica Synchronisation Protocol i s, thus, designed following an optimistic approach about the failure rate of request tra nsmission. Assuming that a high percentage of the requests multicast by the clients are received by all the replicas of a service, it has been chosen to reliably diffuse special synchronisation messages in the group instead of the request itself. The reason is that the synchronisation messages are small , typically a fraction of the actual request size, and therefore their delivery times through GCP are low er than the times for the requests. A request message has to be retransmitted in the group only w hen it has been lost by some replicas. Section 6.2 discusses the performance and scaling benefits of using special synchr onisation messages. In a similar fashion, RSP synchronises reply transmission among replica servers. The number and the identity of the replicas that transmit the results of a client request are specified by the output policy of the replicated service. A single output policy (only one replica trans mitting the reply to the request) is sufficient in the presence of benign processor/process fa ilures.
The RSP layer also coordinates replica activity while group reconfiguration is taking place. Reconfiguration may be due to either server failures/partitions or ma nagement operations: explicit addition and removal of replica servers. The protocol guarantees Uniformi ty in the case of replica failures, by exploiting the virtually synchronous model of communication provided by GCP. Server group management is executed by a policy-driven Availability Manager , which invokes special management requests to the group.
RSP accommodates a management module that handles addition and removal of replicas and applies an application specific state t ransfer algorithm.
The RSP layer interacts with the application layer through a typical server communication end-point. This end-point together with its counter-part on the client side implem ents a non-replicated clientservice protocol, such as RPC or Remote Method Invocation (we refer t o an RPC protocol in the rest of the paper).
RSP inherits the basic transport layer interface and provides a send() primitive to the layer above for the transmission of replies back to clients. Client requests are delivered to the layer above by means of a deliver() primitive. In addition, the RSP interface includes two replication specific hooks for state installation and transfer. Concrete implem entations of the hooks are provided according to the application semantics. The latter two primitives f orm the only elements that expose replication to the application algorithm. Apart from the implementati on of these two procedures, the The following sub-section outlines the properties of the Group Communication Protocol required by the design of the Replica Synchronisation Protocol. The rest of the sect ion is divided in two parts. The first part describes the functionality of the RSP layer for synchronising request delivery and reply transmission among replicas, in the presence of communication fai lures but without considering group reconfiguration. The second part addresses the problems introduc ed when replicas may fail and describes the protocol modules that handle server additions and removals.
For the discussion of the protocols, we assume that all the messages in the system (whether client requests/replies, or synchronisation messages) consist of three fiel ds: the message id realised as a pair sender,seqNo¡, a type field, and the actual data field. The communication network (unreliable datagram service) provides two primitives for the transmission of m essages: send(m,r) uni-casts message m to the recipient with reference r in the system; multicast(m,g) multi-casts message m to the group with reference g. Both primitives provide best-effort delivery semantics. The network dispatcher delivers messages by means of a standard deliver() interface primitive defined by the layers above.
Group Communication Protocol
The Group Communication Protocol required by the design of the Replica Synchroni sation Protocol resembles the properties of typical "group-cast" or "reliable mult icast" protocols from the literature [4, 5, 12, 13, 14, 31] . In particular, existing systems such as Horus [4] , Transis [5] or RELACS [31] could be used to provide the functionality of GCP. The exact properties of the GCP layer are outlined in the following paragraphs. By the terms "multicast" and "deli ver", we refer respectively to multicasting/delivering messages from/to the "application" layer of GCP, which is the RSP layer in our case. All the properties apply to messages multicast to all t he members (replicas, in our case) of a group g by a member of group g; the group is not explicitly specified.
• GCP-Reliability : Informally, GCP Reliability states that all group members deliver the same set of messages and that they do not deliver any spurious messages.
• GCP-Total Order: If correct members p and q both deliver messages m and m', then p delivers m before m' if and only if q delivers m before m'.
Group membership changes are recorded and agreed-upon, in GCP. Membership information is recorded in the form of membership "views" (vectors of process ide ntities) in GCP. We say that a message m is multicast (delivered) in view v by member p, when v is the last view installed in p before it multicast (delivered) m. For GCP to provide useful membership information, the contents of installed views must reflect the actual condition of the system as far as failures and/or partitions are concerned.
We, therefore, assume the existence of a Failure Detector service [17] in the system, with a module on every processor. The failure detector has been extended as shown in [ 18] to handle system partitions. It suspects and reports failed or unreachable members, wi thout necessarily making always complete and accurate suspicions. The Membership service of GCP is based on the failure detector suspicions to initiate membership agreement protocols. [18] shows how to implement a membership service for partitionable asynchronous distributed systems using an eventually perf ect (
detector. In principle, it is impossible to implement an eventually perfect failure detector in asynchronous systems. In practice, though, asynchronous systems are expect ed to exhibit reasonable timeliness behaviour and eventually perfect failure detectors can indeed be impl emented. The following specifications for GCP are based on [18] and imply a partitionable membership model:
View Accuracy: If member q remains reachable from some correct member p, then eventually the current view of p will forever include q (the latter also applies to members that join the group).
View Completeness: If all members in some set P remain partitioned from the rest of the group or have voluntarily left the group, then eventually the current view of every correct member not in P will forever exclude all members in P.
View Integrity: Every view installed by a member p (whether correct or not) includes p itself.
View Agreement: If a correct member p installs view v, then for every member q included in v, either (i) q also installs v, or (ii) p eventually installs an immediate successor to v that excludes q.
View Order: The order in which members install views is such that the "succ essor" relation of views is a partial order .
The above specifications do not consider partition merging, since this is not required by the Replica Synchronisation Protocol, as discussed in section 3.3. Group communication support for partition merging is discussed in [32] .
The partitionable membership model of GCP exhibits an important advantage. Since no membership agreement on a single primary partition is required, the design of GCP evades the impossibility result for Primary-Partition membership in asynchronous systems [19] . In othe r words, we are guaranteed that membership agreement protocols in GCP always terminate and eventually result in view installation.
Installed views are reflected on special view messages, whi ch are delivered from GCP to the layer above in order to inform that layer about membership changes in the gr oup. View messages are delivered as part of the normal message up-stream. In addition to t he Reliability properties above, GCP is required to satisfy the following view delivery requirement s in order to provide a virtually synchronous communication behaviour [13, 31] In some cases, GCP is required to satisfy a "stricter" delivery property [16] , a s we will discuss in section 3.3:
2. If member p multicasts message m in view v and at least one correct member delivers m, then all correct members deliver m in v.
GCP delivers messages ("data" or "views") to the layer above by means of a deliver() primitive. Moreover, it provides a set of primitives for multicasting and acknowle dging messages and for checking for message stability in the group. Two fundamental primitives a re also provided for joining a specified group and for explicit removal from a group. Table 2 illustrates the interface of the Group Communication Protocol layer.
G_mcast(m):
Multicast message m to the group.
G_ack(id): Acknowledge delivery of message with identity
id.
G_stable(id):
Check for stability of message with identity id; m has been already delivered.
G_join(g):
Add caller to the group with reference g.
G_leave():
Remove caller from the group it currently joins. Message stability is another concept of importance in group communication protocols. It refers to the "global knowledge" concerning delivery of messages in the group. More precise ly, message stability in GCP is defined as follows:
• GCP-Stability: A message m is considered to be stable in the group (partition), if m has been delivered by every member of the group (partition) and its delivery has bee n explicitly acknowledged by all members.
The definition implies that message stability is determined accor ding to application semantics, by means of delivery acknowledgement down-calls to the group communication protocol . A similar approach is also followed in Horus [4] . GCP provides a pair of interface primitives for acknowledging and checking for stability.
Replica synchronisation
The Replica Synchronisation Protocol layer maintains the following local data structures related to client requests: ♦ requestBuffer: stores the received client requests for future delivery and for pot ential retransmission to other replicas.
♦ requestRecord: records the identity of the last received and the last delivered request of every client that communicates with the replica; it is used to detect duplicate requests.
The RSP layer of each replica executes the same algorithm and uses varia bles with the same name. When naming ambiguity is possible during the description of RSP's operation, the variable names are subscripted with the id of the local replica server.
In addition to the variables above, the RSP layer of replica r maintains the local view of the group membership, in the form of an ordered list of server identities: ♦ view r = id 1 ,...,id n ¡ where r=id j with 1≤j≤n
Clients transmit request messages to the service reference. I n the case of a replicated service, this reference is a multicast address and the message is unreliably transmitted to all the replica servers of the service. Note, that due to the unreliable nature of this multicast, some repli cas may not receive a request sent by a client.
On receipt of a request message m r from client c, the RSP layer of a replica s buffers m r in requestBuffer and records m r .id in requestRecord as the last received request of c. RSP then decides whether s takes the onus for synchronising the delivery of m r in the group or not. This decision is made according to a distributed deterministic functi on, denoted as the "onus" function, on the group membership set and the unique message id. The aim is t o let at most one replica in the group take the onus for the synchronisation of a certain re quest. = r, where r ∈ view p (and r ∈ view q ).
The Synchronisation Onus function
Example: ONUS( m.id, view) returns p : p = id i where id i ∈ view = id 1 ,...,id n ¡ and i = m.id.sender mod length( view). Other deterministic information can be also used to implement the onus function. For example, knowledge about the geographic vicinity of a client c to a replica s may be used as a criterion to assign the onus for all the requests of c to replica s. In general, the onus function implements the Synchronisation Policy [15] of the service: At the one end of the spectrum, a fair distri bution of the synchronisation onus among replicas implements an Active Replication polic y. At the other end of the spectrum, a function that always allocates the onus to a single r eplica in the group implements a Primary-Backup policy. In the latter case, synchronisation messages coul d be batched and be diffused to the cohort replicas with some delay. Combinations of the two policies are also possible according to the onus function employed. The introduction of the onus function in the de sign separates the concerns of the Replication protocol (state consistenc y) from those of the actual Synchronisation policy used. In this sense, the discussion that follows applie s to both Active Replication and Primary-Backup approaches (and in-betweens). However, for the sake of brevity, we refer only to Active Replication throughout this paper.
Synchronising request delivery
The single replica s, that takes the onus for a request m r , generates a synchronisation message m g , which references m r ; that is, m g .data = m r .id. This synchronisation message is reliably multicast to the service group through the GCP layer. The delivery of m g from GCP to RSP, in a replica (including s itself), indicates the logical time at which request m r must be delivered to the application layer (through the RPC end-point). Specifically, when m g is delivered from GCP to RSP in replica s' and the referenced request m r is locally buffered in requestBuffer s' then m r is delivered to the application layer. Thus, the Total Order of GCP implies the Order property for request delivery to the application. Appendix A.1 gives a pseudo-code description of the RSP module that receives and handles client requests. Figure 3 depicts the messages exchanged for delivery and output (reply) synchronisati on, including the case of communication failures (see following paragraphs). 
Communication failures
A server s may deliver, from GCP, a synchronisation message m g , which references a client request m r that is not locally buffered in requestBuffer s . This may happen either because m r is lost in the communication network while transmitted to s (it is an unreliable multicast), or just because it is delayed.
In any case, the RSP layer of s detects that m r is not present locally and its retransmission is required from other replicas. Either uni-cast or multicast primitives of the unreliable datagram communication substrate can be used for this purpose.
In the first approach, the request is asked (unreliable uni-cast) from a replica w which s believes to have the onus for m r . Since a synchronisation message has been multicast through GCP for m r , there is a replica w that has taken the onus for m r 's synchronisation and, therefore, w has already received m r . If w ( RSP layer) has taken the onus for request m r in the group and receives a retransmission request about m r from replica s, then w retransmits the locally buffered m r to s.
In the second approach, the request for the retransmission of m r is multicast by s to the whole group (unreliable multicast). Any replica w ( RSP layer) that receives a retransmission request for an m r which is locally buffered, retransmits m r to s, even if w does not have the onus for m r . Replica s waits for the first retransmission of m r from any replica in the group.
In both cases, the retransmission of a client request in the group, has best effort semantics. Thus, s may have to repeat the retransmission request until m r is received either from some other replica, or directly from the client (in the case of delayed transmission). Due to the network's non-zero probability of delivering messages correctly, s eventually receives m r . We adopt, here, the approach of multicasting the retransmission request, for reasons that will be explained later on in this section (the fault-tolerance of the protocol is improved). Appendix A.1 depicts a pseudo-code description of the deliver() primitive of RSP and shows how a retransmission request is initiated; A.3 describes how a server's RSP layer responds to such a request.
While the RSP layer of a replica is waiting for the retransmission of a cli ent request m r , other arriving client requests are handled as usual: the requests are buff ered and recorded locally and corresponding synchronisation messages are multicast through GCP if the replica takes the onus for their synchronisation. However, no deliveries from GCP are handled and, therefore, no client requests are delivered to the application in the meanwhile. The next r equest message to be delivered to the application must be m r .
Due to the unreliable communication network, a replica may miss a cl ient request for which it would have taken the onus of synchronisation.
For this reason, if a replica w receives and buffers a client request m r for which it does not take the synchronisation onus, it sets a timer on m r . If a time-out occurs in w without any corresponding synchronisation message having been delivered from GCP, then w re-multicasts m r to the group (unreliable datagram multicast). This is periodically repeated until w delivers a corresponding synchronisation message from GCP. Again, the non-zero probability for correct message transmission in the communication network implie s that the replica with onus for m r eventually receives it.
Client requests retransmitted within the replica group are recei ved and handled in the same way as the original client request messages.
RSP does not differentiate between original and retransmitted requests. Duplicate messages (received more than once) are detect ed and discarded in RSP using the requestRecord data structure.
The Reliable delivery of synchronisation messages through
GCP is used to achieve the Agreement requirement for request delivery to the application layer. We have discussed, how synchronisation messages are used for the detection and eventual retransmission of l ost/delayed client requests. As a result, all replica servers deliver the same set of client r equests, even in the presence of communication failures. Since request delivery is blocked while a repl ica is waiting for the retransmission of a missing request, GCP Total Order implies the Order requirement for client requests, even in the presence of communication failures. In conclusion, the proposed Replica Synchronisation Protocol is robust against benign communication failures.
We have not considered, here, the case of a client request being misse d by all servers' RSP layers, in the group. This is equivalent to loss of the request message in the non-re plicated case. Such failures are handled by the client-service protocol. Section 4 discusses the operation of a typical nonreplicated, reliable client-service interaction protocol, on top of the proposed RSP layer.
Garbage collection in RSP
It is clear from the description of the Replica Synchronisation Prot ocol, that a replica may have to retransmit a received client request to the replica group. Thus, mes sages are kept in requestBuffer, even after they are delivered to the application layer. For the protocol to be practical, requestBuffer must not expand infinitely; it must be garbage-collected from requests which do not need to be retransmitted in the future. A buffered request message m r can be safely removed, from requestBuffer of replica s, when it is known that all replicas in the group have already received m r .
This "global knowledge" is retrieved by investigating the stability of sync
Synchronising group output
While processing a client request, the application protocol in every repl ica server sends a reply back to the client, through the reply() primitive of the server RPC end-point. As a result, the send() primitive of the RSP layer is invoked, in every replica. However, the RSP layer of just one replica actually transmits the reply back to the client (see the message diagram of Figure 3 ). The decision for the replica that transmits the reply is taken in a way similar to that used for allocating the onus for delivery synchronisation. The replica that transmits the reply back to t he client may be the same replica that multicast the synchronisation message for the request, or another replica in the group.
Due to the unreliable nature of the communication network, the reply trans mitted to the client from the chosen replica may be lost. However, replies may be lost in the c ommunication network, even in the non-replicated case. Section 4 discusses the way lost replies are handled by the client-service interaction protocol (e.g. RPC), when reliable communication is required.
The Replica Synchronisation Protocol guarantees that at most one reply is transmitted from the server group back to the client. The latter property exhibits two advantages. First, it avoids network saturation with multiple reply messages. Second, it caters for RSP compatibility with client communication primitives that do not support duplicate message detection.
Server group reconfiguration
The dynamic reconfiguration of the server group is due to two reasons:
1. System changes , namely processor failures, process crashes or system partitioning.
2.
Management operations , such as addition/removal of replica servers to/from the group.
We assume the existence of a policy-driven Availability Manager in t he system [9] . The manager carries out the dynamic configuration management of a server group by means of special requests to the service: retrieve-membership, add-server, remove-server. The Availability Manager is highly available itself according to an ad hoc policy, e.g. using active replicat ion with a replica on every processor in the system. The Replica Synchronisation Protocol must facilitate the dynamic mana gement of the service by handling manager requests. Moreover, the requirements for state consiste ncy in the group must be guaranteed despite dynamic group reconfiguration. The main difficulty to cope w ith the latter requirement stems from the inherent asynchronous nature of the events tha t cause group reconfiguration, being either system changes or manager requests. We requi re that all these events are interpreted in some pseudo-synchronous way with respect to the other gr oup activity (delivery and processing of client requests).
In particular, the decision about the onus for synchronising the delivery of re quests (or the transmission of replies) is a function on the group membership set, as it is perceived by any individual replica (data structure view in RSP). Therefore, it is important that all significant events in RSP, namely request delivery and view updates, appear as if each of them occurred at the same logical time in all replicas.
Therefore, it is required that GCP supports a virtually synchronous model of communication, as specified in section 3.1. Updated membership information is reflected on special "view" mes sages delivered from GCP to RSP, as part of the normal up-stream of synchronisation messages. The contents (vector of identities) of the data structure view in RSP is installed by the data field of these "view" messages.
It has been mentioned that the unreliable multicast primitives of t he communication network are preferred over the one-to-one primitives for requesting the retransmis sion of lost client requests among replicas ( RSP layers). The reason is the potential failure of the replica p which originally took the onus for synchronising the delivery of a request m r . If, on delivery of the corresponding synchronisation message m g , replica q finds out that m r is missing, it multicasts the retransmission request to the whole group, since p may have crashed in the meanwhile. In the worst case, no correct replica has received m r , and q time-outs without receiving m r ; the corresponding m g is then discarded by all correct replicas in the group.
Handling Partitions
As has been discussed in section 3.1, GCP supports a paritionable membership model, in order to achieve non-blocking membership protocols in asynchronous systems. However, we fol low the Primary Partition approach [20] in the design of the RSP layer. In case of system partitioning, the RSP layers of different replicas deliver partitioned views of the group.
The replicas in at most one of the partitions continue providing the service. For example, this may be the majority parti tion (if any), or the partition with the replica with the smallest id in the pre vious view. The RSP layer of a replica in a non primary partition terminates the server. A replica can join the group of servers providing a service (join at the level of abstraction of the replication protocol ) only as a newly joining server. In this way, the service is provided by a unique, totally ordered sequence of pri mary replica partitions.
The Primary Partition approach has been followed in the Replication Pr otocol as the most general model, applying to every application class. On the other hand, a partitionable model requires application specific protocols for state merging, when partitions mer ge or crashed replicas recover. The main problem to be addressed in the latter case is the reconst ruction of the group activity, after merging, so that the state and system consistency requirements (sect ion 2) are not violated in the resulting group. The problem is an active research subject.
The adoption of the Primary Partition approach in
RSP means that the impossibility results for termination in this model, now apply to the Replication protocol. The service provision may be blocked, if there is no primary partition formed in the system. We dele gate the solution of this problem to the Availability Manager (which also partitions). There, the decision about which (if any) partition of a service should be augmented with new servers so that it becomes operational, is taken in a heuristic way (possibly requiring the operator's intervention).
Safe Output
The Replica Synchronisation Protocol described in the previous section does not address problems of client-service consistency when server failures are possible. In orde r to satisfy the Uniformity requirement, the RSP layer implements the following safety property:
• Safe Output: Replica p with the onus to transmit the reply to request m r sends the reply message only after the corresponding synchronisation message m g becomes stable in GCP.
Note that, stability of m g in the group implies that all correct replicas in the group have rec eived request m r .
Therefore, if a reply to request m r is transmitted back to the client, then all correct replicas in the group have delivered m r . Of course, we are not guaranteed that a reply is always sent to the client. It is possible that the replica with the onus to send the reply for m r crashes before the reply is actually transmitted 2 . Reliable reply transmission is implemented by the client-service protocol (e.g. RPC) if required.
However, we are guaranteed that if a reply is transmitted, then the results of the corresponding request persist on the service state.
Handling Manager Requests
Manager requests are received and handled in a way similar to that of client requests. For clarity, we do not describe, here, the effects of lost messages from/to the Mana ger. We assume that a reliable Manager-service communication channel is established by mechanisms as those of section 4. For the same reasons, we do not explicitly discuss protocol details like reply buffering, duplicate detection and message retransmission, in the following paragraphs. Unless otherwis e stated, the term "replica" is used to refer to the RSP layer of a replica server.
Membership set retrieval: In the simple case of the Manager re quiring the current membership set (request retrieve-membership), a single replica p is decided according to the onus function to send back a reply with the current value of view p . Although this view may not be the most up-to-date (other replicas in the group may have already delivered view messages that p has not delivered yet), it is still a consistent view. The Manager can retrieve another view with a future request, potentially replied by another replica. No request has to be delivered to the applica tion and, therefore, no multicast through GCP is required to synchronise replica activity.
If the group membership is changing concurrently to the request arrival, the n more than one replica may take the onus to reply to the Manager.
Just the first reply will be accepted by the Manager.
An optimisation to the above procedure can be achieved by having each replica RSP maintaining locally the reference to the Manager (either from instantiation time, or after the first request is received). Each time a new view is delivered from GCP, exactly one replica in the new view is decided to send a "current-membership" message back to the Availabili ty Manager.
Server removal: If the received Manager request refers to a remove-server operation (see Figure 4 ), then the request is discarded by all but one replica, say p, the one that has to be removed. The RSP layer of p calls the G_leave() primitive of GCP to initiate a membership agreement protocol for the removal of p from the group. Replica p is waiting blocked on G_leave() for the membership protocol to terminate; then, the RSP layer of p sends a reply to the Manager and terminates the replica server.
Figure 4. Removing server-message diagram.
Server addition: The add-server request is multicast to all system nodes where the program module of the replica server resides (or can be dynamically loaded). Using t he dynamic component instantiation primitives of the run-time support system (see secti on 6), the request triggers the instantiation of a new replica server on the specified node.
The instantiation procedure of the RSP layer invokes the G_join() primitive of GCP, in a new replica p (see Figure 5 and Appendix B.2). The call is parameterised with the reference of the servi ce group and initiates a membership agreement protocol in GCP to incorporate p in the group. As a result, a view message m v is delivered from GCP to RSP, in all replicas including the newcomer p. Thus, all replicas install a new view that includes p (and potentially other membership changes as well). On delivery of m v , a single replica among the "old" group members is chosen, in a distribut ed deterministic way, to send a message with the current (i.e. in the context of the view message) service state to the newcomer. The state message, denoted m s , contains two parts:
1. The application state retrieved in a way intrusive to the application layer, by calling the programmer-defined retrieve-state() procedure.
2. The necessary RSP state : a set of the identities of the last delivered request of every client, recorded in requestRecord; the set is denoted last-ids.
The contents of requestBuffer do not have to be sent as part of the RSP state. If there are client requests that have already been received and buffered by existing replica s but not delivered to the application yet, then they will be detected by the RSP layer of p on delivery of the corresponding synchronisation messages from GCP (following m v ). These client requests, that p has missed, are retransmitted to it on demand. Similarly, messages that must be sync hronised in the new view by p and are buffered in some of the "old" members are retransmitted t o the group after some time-out period. When replica p receives the state message m s , the state of p is initialised from the contents of the message. The application state is initialised by calling the program mer-defined install-state() procedure. RSP's requestRecord is initialised from the last-ids part of m s . Thus, if p receives, in the future, a request that had already been delivered and processed before p joined the group, then this request will be detected as duplicate and will be discarded.
RSP

If m v
indicates that p is the first server in the group, no state message is expected in RSP. Application state is initialised with whatever is defined as the default i nitial value in install-state(). requestRecord and requestBuffer are initialised with null contents. In any case, unless state initialisation is completed, the RSP layer of the new replica does not start receiving and handling client (and Manager) requests. Appendix B.2 outlines the instantiation procedure of the RSP layer.
As soon as a new view is installed, the RSP layer of every replica in the group re-evaluates the onus for every non-delivered (to the application) client request in requestBuffer. Synchronisation Given a weak virtually synchronous behaviour by GCP, the RSP layer of q cannot make a decision unless it knows what synchronisation messages have been multicast to the group in earlier views but have not been delivered yet. The latter information could only be transmitt ed to the newcomer q by means of a reliable multicast through GCP leading to the same problems as with the synchronisation messages.
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For these reasons,
GCP is required to support a strict virtually synchronous model of communicati on (see section 3.1, GCP-Virtual Synchrony, property 2). According to this model, a message is delivered in the same view as the one it has been multicast in. To achieve this behaviour, the membership protocol of GCP has to block new multicasts in the group while a membership agreement protocol is taking place (until all messages originated fr om correct senders of the previous view become stable in the group). The latter characteristic resul ts in a performance overhead for request delivery, in the presence of group reconfiguration [16] . However, it i s not considered a serious drawback in our model, where server groups are assumed to be sma ll and fairly stable and reconfiguration is not taking place often.
Reliable Client-Service Communication
As discussed at the beginning of section 3, a typical communication end-point is placed on top of the Replica Synchronisation Protocol in the communication substrate of a repl ica server. This end-point, together with a compatible end-point on the client, implements a non-repli cated, synchronous clientservice (request-reply) protocol. The RSP layer is designed so that replication is transparent to the client-service protocol, by inheriting the properties and the interface of the datagram communication network.
Examples of such client-service protocols are the Remote Procedure C all (RPC) and its objectoriented variation, the Remote Method Invocation (RMI). Typically, they are built on top of the unreliable datagram primitives of the network. According to the delivery guarantees they provide, they are designed to handle or not lost requests and replies.
In the simple case of best-effort RPC, no changes are required to the RSP layer of Section 3. If the client receives a reply, then it is guaranteed that the corresponding r equest has been delivered by the service; if no reply is received, the client can make no assumptions about the delivery of the request.
However, most existing systems incorporate RPC protocols that provide exactly-once delivery guarantees [21] (also known as reliable client-service protocols). In this case, the operation of the client and server end-points can be summarised to the following:
• Client end-point : time-outs and retransmits last request if no reply is receive d; detects and discards duplicate replies.
• Server end-point :
buffers the reply to the last request of every client; detects duplicate requests; if a duplicate of the last request of a client is received, then the reply to that request is retransmitted (if available from the application).
To guarantee exactly one reply to the client, the RSP layer must not always ignore duplicate client requests. If the RSP layer of a replica server p receives a duplicate request m r from client c (detected using the contents of requestRecord p ), then:
− if m r is earlier than the last received request of c, then m r is discarded − if m r is the same as the last received request of c, but m r
has not yet been delivered to the application, the duplicate m r is then discarded − if m r is the same as the last received request of c and it has already been delivered to the application, then m r is delivered again, without any synchronisation procedure being employed (multicast of synchronisation message through GCP).
In the latter case, the server end-point "catches" the duplicate r equest. If a reply m r ' to that request is already buffered there, then its retransmission is attempted call ing send(m r ',c) to the layer below (RSP). The RSP layer of replica p actually transmits m r ', only if p takes the onus for transmission in the current group view. Since no synchronisation takes place for the second de livery of m r , more than one replicas may retransmit the reply. However, the client end-point c an, in this case, handle duplicate replies anyway.
Specifying Replicated Services
The Architectural Description Language Darwin [26] has been extended in order to allow the specification of replicated server groups. Darwin is a declarative notation for specifying the structure of systems composed from diverse components using diverse interaction mec hanisms. The language adopts a constructive approach to system design, where the specification of system structure is separated from the computational behaviour of components and the interaction mechanisms used. Typically, a program consists of a limited set of component types with multiple instances of these types; programs are in essence defined as hierarchic compositions of interconnected component instances. A component type is defined in terms of its communication int erfaces: services it provides to other components and services it requires. The leaves of the hierarchy are primitive components, the computational behaviour of which is provided by the programmer.
Darwin allows the specification of both static structures which are fixed during system initialisation and dynamic structures which evolve during execution. Components can be dynamicall y instantiated at run-time and be interconnected according to statically specified bi ndings. Dynamic component instantiation is used for the creation of replica servers from a template server component specified for the service.
In the general case, dynamically created components can usefully declar e only requirements for services, since the references of provision interfaces of dynamic c omponents are not known at configuration time. This is not the case for replicated service provi sion. There, the service reference is well-defined and it is de-coupled from the actual placement of the s erver instances. Thus, Regis imposes the following syntactic constraints related to the specific ation of replicated services: • A dynamically instantiated component can be associated with a visible provision interface only when it is explicitly declared as replicated; even in that case, it can be associated with just one such interface (potentially an aggregate of provision sub-interfaces).
• Only primitive components can be declared as replicated, in order to enforce an unambiguous elaboration in terms of primitive servers.
Typically, the provided interface of a replicated service consists of two parts (though, this is not enforced by the language): one for the service clients and one for the Ma nager. Both of them can be aggregate interfaces themselves. Figure 6 presents an example of a replicated service specification, using both the graphical and the textual notation of Darwin.
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Protocol Implementation and Evaluation
The proposed Replica Synchronisation Protocol as well as the Group Communic ation Protocol have been implemented as part of the Regis distributed programming environment.
The first part of this section describes the design methodology imposed by Regis for the development of the protocols. The second part compares, in terms of performance, the Replica Synchroni sation Protocol with a typical Replication Protocol that does not provide replication transparenc y to the clients.
Implementation in Regis
Regis [22] is a programming environment aimed at supporting the development and execut ion of parallel and distributed programs. It embodies a constructive approach to the development of programs based on separating program structure from computation and communica tion. The latest version of the system [23] incorporates a flexible communication system, which facilitates the use of different protocols according to the needs of the application (style of c ommunication, QoS requirements) and the system model (transport layer). The system off ers a range of built-in communication primitives, but also provides programmers with a framewor k in which to develop their own models of interaction.
The cornerstone of the system's design is the concept of the protocol stack , which has been proved to simplify the development of communication protocols with negligible overhead [24] . Every protocol, in Regis, is realised as an aggregation of micro-protocols, each one im plementing a sub-set of the overall functionality. Context independence and hence re-usability is obtained by requiring each micro-protocol to conform to an abstract interface. The abstract mi cro-protocol interface declares methods for passing data up and down the stack, as well as generic methods (parameterised with lists of name/value pairs) for control calls to the protocol below or excepti on calls to the layer above. Further, methods are defined for connecting micro-protocols during stack inst antiation.
Data transfer between micro-protocols is exclusively based on upcalls [25] . Each upcall sequence is assigned its own light-weight execution thread. Communication end-points which provide synchronisation with user-level threads are placed at the top of the s tack, while drivers that interact with the operating system (or the hardware) are placed at the bottom of the stack. The communication end-points also define the interaction style realised at the application level.
An established data path between two (or more) user-level components i s supported by compatible protocol stacks at each participant. The stacks are instantiated a s part of the binding procedure and are initialised with the references of remote end-points/protocols.
Regis supports a reference system which is independent from the specific transport layer. A reference contains information about the actual position of an end-point in the system, as well as information a bout the protocol instance supporting the end-point. Regis supports dynamic stack construction at binding time; the required st ack instance is inferred from the references that are passed around to establish the binding. Fur ther, Regis supports dynamic reconfiguration of protocol stack instances: micro-protocols can be introduc ed or removed at any time during the lifetime of a binding. Stack construction and reconfigurati on is implemented by means of protocol factories, which employ demand-loading of micro-protocol code modules when necessary.
The Replica Synchronisation Protocol and the Group Communication Protocol disc ussed in section 3 have been implemented in the form of collections of light-weight, re-usable micro-protocols. Figure  7 illustrates the protocol stack instances employed by clients and repl ica servers in our design. In the server, an RPC end-point is placed on the top of the protocol stack providing t he interface with the application program. This is the same primitive used in the non replicated case directly on top of the transport layer dispatcher.
In the replicated case, RPC is placed on top of a micro-protocol module that implements the proposed RSP. Messages are delivered to the RSP module either directly from the transport layer dispatcher (client request messages, inter-RSP messages) or through that part of the stack that implements GCP (synchronisation messages).
GCP is implemented by a set of four sub-protocols responsible for Reliable Causal Multicast , Total Order , Virtual Synchrony and message Stability.
Context independence of micro-protocol design has been exploited for trying alte rnative implementations of certain micro-protocols in the presented stacks. F or example, various Total Order protocols, namely token-passing and history based, have been developed and tested in different environments and with different applications. Moreover, the actual fragme ntation of the protocol stack is subjective and depends on designing decisions of the system programm er.
Protocol Evaluation
The flexibility of the communication system of Regis has facilitat ed the development of other Replication protocols, from the literature, for comparison with the propos ed Replica Synchronisation Protocol. In the above design, the different protocols are realised as a lternative implementations of the RSP sub-protocol, in the server protocol stack. The GCP part of the stack is re-used.
In particular, we have implemented a variation of the "open" replicat ion protocols (clients external to the server group) of Delta-4 and Lazy Replication for non commutative cl ient requests, which require total delivery order. As mentioned in section 1, these protocols do not provide replication transparency to the clients. Thus, the client protocol stack accommodate s a replication dependent communication stub (just under the RPC end-point). The client's replicat ion stub resolves the multidestination address of a replicated service and binds to a specific replica server. This server acts as the representative of the client in the group: it receives the cli ent's requests and multicasts them to the rest of the group in a reliable and ordered way; it also transmi ts back the replies to the client. In case of server group reconfiguration, the clients must repeat the binding procedure.
The main performance draw-back of the Replica Synchronisation Protocol of section 3 is the delay introduced for transmitting back the reply to the client in order to sat isfy the Safe Output property. The replica with the responsibility to transmit the reply must wai t for stability of the corresponding synchronisation message in the group. In this way, we are guaranteed that i f a reply is sent back to the client, then the results of the corresponding request persist in the service state, despite any server failures (the Uniformity requirement of the State Machine approach) .
In the case where clients accommodate replication dependent communica tion stubs, as it is the case with the alternative implementation above, the expensive Safe Output ca n be avoided. Instead, the client stub buffers requests to the service even after a reply has been received back. When the service group is reconfigured due to server failures, then all the service cli ents are inquired for potential state inconsistencies: requests for which replies have been received by the clients, but which are not reflected on the service state (see the failure scenario of s ection 2). If there are such requests, then they are retransmitted to the service by the clients' replicati on stubs. The interested reader is referred to [30] for a detailed study of client-access protocols for replicate d services.
The objectives of this section are two:
1. To compare the two protocol classes (transparent and non-transparent re plication) and investigate the actual performance price for satisfying the require ment for replication transparency.
2. To investigate the performance scaling of the proposed Replication protocol . In the absence of communication failures (most common case), it is expected that RSP scales well (potentially better than the non-transparent protocols), due to the use of small speci al synchronisation messages instead of reliably multicasting the actual client reque sts in the group.
The experiments have been contacted on a network of SUN SPARC IPX wor kstations interconnected by a lightly loaded Ethernet. The OS kernel has been augmented to support Deering's IP extensions for multicast [27] , which are directly mapped on Ethernet's hardware multicast. IP multicast has been used for the transmission of client requests to the service, in the case of RSP, and by the Reliable Causal Multicast layer of GCP. It should be made clear, that the presented experimental results should not be taken as absolute performance indexes for the protocol s. On the one hand, there has been made no special attempt to optimise the protocol performance and on the other hand, the machines used for the experiments are of low-end specifications. The aim is to study the comparative performance of the two classes of protocols. Figure 8 presents the response latency for the two protocols. The response latency is defined as the time elapsed, in a client (application layer), between invoking a reques t to the service and receiving back a reply. No delay has been introduced at the application layer of the servers, for these experiments. The times, in the graphs, are average values measured for static groups. They are presented against the number of replica servers in the group and the mes sage size for requests and replies-request and reply messages are assumed to be of the same s ize. The latency time consists of two parts:
(1) the time for client-service-client interaction (e.g. approximately 2.5 m s for requests/replies of 100 bytes); (2) the time for internal replica synchronisation.
The results indicate that the non-transparent Replication Protocol provi des, in general, better response times justifying the discussion earlier in this section: no reply blocking is required in this protocol to guarantee Uniformity. However, the performance advantage becomes smaller for large messages and it is even reversed for large groups. Thus, RSP scales better for large messages and large server groups. The reason is that RSP utilises small internal synchronisation messages, which are independent from the size of the request messages. On the other ha nd, the non-transparent Replication Protocol multicasts the actual request messages in t he group. The latter affects not only part1 but also part 2 of the latency time: worse delivery times for larger messages in GCP. In RSP, the size of the request and reply messages affects only part 1 of t he latency time, which is just a fraction of the overall invocation response time.
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The throughput of RSP is comparable to that of the non-transparent protocol and scales well for large client sets. We expect throughput to improve even more in favour of RSP in the case of dynamically reconfigurable server groups, since RSP does not require client re-binding when the group is reconfigured. Moreover, the presented throughput of the non-transparent protocol is evaluated with an even distribution of clients to servers, clearly a favourable environm ent for this protocol. The best throughput results, for both protocols, are recorded for the trivial case of one-server group, where no internal synchronisation is required. The experiments indicate t hat the service throughput is proportional to the number of clients. The measured throughput values converge to a maximum value, which depends on the message size and is imposed by the available E thernet bandwidth. Note, for example, that in the case of one-server group, the throughput for 1
Kbyte messages does not exhibit a peak similar to that for 100 byte messages.
The explanation lies at the available Ethernet bandwidth: a throughput of approximately 450 requests/second (see Figure 10 , 1 server, 16 clients) implies 900 messages/second on the network (that is, the request and the following reply messages); this is equivalent to 900 Kbytes/second, a value close to the 1007 Kbytes/sec ond real bandwidth of a 10 Mbps Ethernet segment.
Conclusions and Future Work
The paper has introduced a Replica Synchronisation Protocol to co-ordinate r eplica server activity, in large, open distributed systems, where a service is typically provided by a fairly small and static group of servers and is used by a large set of "occasional" clients. T he protocol keeps replication completely transparent to the service clients.
The disadvantage of this protocol is that the server group must delay the client reply until the request becomes stable in the group, in order to ensure Uniformity. This performanc e penalty is known in the literature. For example, it has been reported for the Manetho system [28] , that output commit to entities external to the group is possible but requires an expensive unifor m agreement. Manetho addresses this problem by buffering group output on the recipients, to be used for reconstructing the state of the service in certain failure scenarios. This is equi valent to buffering requests on the clients for potential future re-transmission, as it is the case with the non-transparent replication protocol described in section 6. Such solutions are not possible when replication must be transparent to system entities external to the group of servers.
The experimental performance results obtained in the Regis system de monstrate that the performance overhead due to the transparency requirement is not prohibitive for the practical use of the protocol. Moreover, this overhead becomes smaller for large request/ reply messages (> 1Kbyte) and it is even eliminated for groups of more than three servers. Thus, i t is clearly justifiable, in terms of performance, to use a protocol like RSP in environments where the transparency requirement is important.
RSP also facilitates the dynamic configuration management of the server group. Server removals (due to either manager requests or system failures) and additions a re handled in the background, while the rest of the group provides the service. During reconfiguration, group activity is not "frozen", as it is suggested in [9] . The virtually synchronous model of a typical Group Communication Protocol is exploited to achieve replica consistency even i n the presence of membership changes. The service is managed by an external policy-driven Availability Manager , by means of a set of special management requests. This separation of concerns has clearly simplified the design of the Replica Synchronisation Protocol.
The Replica Synchronisation Protocol of section 3 follows the Primary Partition model, allowing at most one partition of the server group to provide the service, at any time . We are currently investigating the problem of partition splits/mergers in the context of generic replication protocols. On the one hand, the properties required from the underlying Group Communication P rotocol, and in particular from the Membership protocol, have to be specified. The protocol must be weak enough to be implementable in asynchronous systems, but also strong enough to give useful infor mation about partitions and their dependencies (partial order), in the system. Exist ing research in the area [32] indicates that membership views must maintain some information about their context (views from which they have been formed) in order to facilitate state transfer protocols for different application classes. On the other hand, the behaviour of certain application classes during partitionable operation and consequent merging has to be defined and the corresponding state transfer protocols be specified.
We envision Availability, and Fault Tolerance in general, as an architectural c oncern of the system design. In particular, replication is introduced at the system's struc tural specification and is independent from the actual component (server) computational behaviour (applic ation program). We have, thus, proposed extensions to the Architectural Description Language Dar win to cater for the specification of replicated service provision. Currently, management of the replicated server group is explicitly performed by a designated Availability Manager component. The ac tual management procedure (enforcing a replication policy) is realised by the Manager's computational behaviour. We are investigating the use of structural constraints [29] as an alternative way of specifying the structure and evolution of large open distributed systems, where explicit management is not always feasible. Server replication is an architectural paradigm where this approach can be demonstrated: replica server components are required to configure themselves into the system, in such a way that they are consistent with the Replication policy specified for the se rvice they provide. That is, the number of required replica servers to provide the highly available servic e is a system constraint specified in a language like Darwin.
Self organisation of system components is implemented by means of local (in the components) configuration agents which are aware of the overall specification constraints, but which are still independent from the computational behaviour of the component.
