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Abstract
We study a general version of the problem of online learning under binary feedback: there
is a hidden function f : X → Y in a certain hypothesis class H. A learner is given adversarially
chosen inputs (contexts) xt ∈ X and is asked to submit a guess yt ∈ Y for the value f(xt).
Upon guessing the learner incurs a certain loss L(yt, f(xt)) and learns whether yt ≤ f(xt) or
yt > f(xt). The special case where H is the class of linear functions over the unit ball has
been studied in a series of papers. We both generalize and improve these results. We provide a
O(d2) regret bound where d is the covering dimension of the hypothesis class. The algorithms
are based on a novel technique which we call Steiner potential since in the linear case it reduces
to controlling the value of the Steiner polynomial of a convex region at various scales. We also
show that this new technique provides optimal regret (up to log factors) in the linear case (i.e.
the original contextual search problem), improving the previously known bound of O(d4) to
O(d log d). Finally, we extend these results to a noisy feedback model, where each round our
feedback is flipped with fixed probability p < 1/2.
1 Introduction
Puzzle We start with a puzzle: there is a hidden vector w ∈ [0, 1]d, and for T periods you are
given subsets St ⊆ [d] and asked to submit a guess yt for y∗t := maxi∈St wi. After guessing you learn
whether yt ≤ y∗t or yt > y∗t . You wish to minimize the total ℓ1-loss of your guesses:
∑T
t=1 |yt − y∗t |.
When d = 1 this is essentially binary search and it is straightforward to get O(1) loss. Is it possible
to get O(poly(d)) loss (independent of T ) for this problem?
Framework for learning with binary feedback We develop a general framework for online
learning problems under binary feedback. Binary feedback arises naturally in many settings such
as pricing [1,5,8,11,13,14,16,20] (where the learner quotes a price and learns only if the customer
purchased or not), personalized medicine [2] (where the learner chooses the dosage of a medicine and
observes whether the patient was over-dosed or under-dosed), and one-bit compressed sensing [6,19]
(where you only learn the sign of your measurement). In such situations the learner typically cannot
even evaluate the actual loss from the feedback. Learning with binary feedback has also been used
as a primitive for designing learning algorithm with an unknown fairness metric [7].
In our general setup, the learner is trying to learn a function f in a hypothesis class H con-
taining functions mapping from a context space X to an outcome space Y. In each step a context
xt ∈ X is chosen adversarially and the learner is asked to submit a guess yt for the value of f(xt)
and incurs a loss L(f(xt), yt). The goal of the learner is to minimize the total loss
∑T
t=1 L(f(xt), yt).
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If X is the unit ball B ⊆ Rd, Y = [−1, 1], H is the class of all linear functions fw(x) = w · x for
w ∈ B, and the loss is L(y, y′) = |y − y′|, this is the (linear case of the) contextual search problem.
This problem has been extensively studied in recent years: Cohen et al [5] gave a O(d2 log T ) regret1
algorithm, which was later improved to O(d log T ) by Lobel et al [16]. Paes Leme and Schneider [14]
gave the first bound that is independent of time horizon of O(d4). These results for the linear case
are driven by techniques from convex geometry which are not applicable to general functions. In
the puzzle earlier in the introduction, for example, the set of vectors w consistent with previous
observations is typically not convex.
The natural lower bound on the achievable regret for the linear case is Ω(d) (since orthogonal
contexts are equivalent to d independent binary search problems). There are two natural approaches
for the linear case of contextual search: keep track of all vectors w ∈ Rd consistent with the feedback
obtained so far and either: (i) choose the guess that will cause the volume to be decreased by half;
or (ii) choose the mid-point between the smallest and largest consistent guess. A lower bound in
Section 8 of [16] shows that approach (i) has a regret of at least Ω(d2) (but the best upper bound
from [14] shows only that this has regret at most 2O(d log d)). For approach (ii), a lower bound in [5]
shows the regret can be at least 2Ω(d).
Our results We generalize previous results from linear functions to general hypothesis classes H.
By using the same techniques, we additionally obtain an algorithm with optimal total regret (up
to log factors) for the linear case of contextual search. We also extend the results to noisy binary
feedback. Our main results are as follows:
• If d is the covering dimension of the hypothesis class H (see Definition 2.3) we provide an
algorithm with regret O(d2) (Section 3.3).
• For linear contextual search (i.e. the case with linear functions over the unit ball) we provide
an algorithm with nearly optimal regret O(d log d) (Section 3.5). The previous best known
bound is O(d4) in [14].
• If the feedback is noisy (i.e. flipped with constant probability p < 1/2) we give an algorithm
with regret O(d log T ) for a hypothesis class with covering dimension d (Section 4.1).
• For linear contextual search with noisy feedback, we give an algorithm with regret O(poly(d))
(Section 4.2).
• For the case of full-feedback (i.e. the algorithm learns f(xt)) we give matching upper and
lower bounds (up to constant factors) on the achievable regret. This is based on the notion of
tree-dimension of a hypothesis class, which is a continuous analogue of Littlestone dimension
(Section 5).
Our techniques To give an idea of the main techniques in the paper, let us start by discussing the
specific case of linear contextual search. The previous best algorithm in this setting [14] (achieving
O(d4) regret) used the approach of constructing a potential function based on the intrinsic volumes
of the set S of currently feasible hidden points. The intrinsic volumes in Rd (a concept from integral
geometry [10]) are a set of d “volume functions” Vi(S) of convex sets, one for each each dimension
1We use the terms “regret” and “loss” interchangeably throughout this paper.
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1 ≤ i ≤ d. These functions capture standard notions of volume (for example, Vd(S) is the volume of
S, and Vd−1(S) is proportional to the “surface area” of S) and have many nice properties (invariant
under isometries of the plane, monotone, etc.).
One way to define these intrinsic volumes is through Steiner’s formula, which expresses the
volume of the Minkowski sum Vol(S + tB) (where B is the unit ball) as a polynomial of degree
d in t. The d intrinsic volumes are exactly the coefficients of this polynomial (after appropriate
normalization by the volume κj of the j-dimensional unit ball):
Vol(S + tB) =
d∑
j=0
Vj(S)κd−jt
d−j .
The O(d4) algorithm in [14] works by showing that we can always guess so to decrease one of
the intrinsic volumes Vj(S) by some amount proportional to the loss we incur. In this paper, we
instead show how to guess so to directly decrease Vol(S + tB) by a constant factor – with some
care in how we choose t and our guess, this leads to an algorithm with O(d log d) total loss. This
quantity Vol(S + tB) can itself be thought of as a potential function; we call it (and the general
technique) the Steiner potential.
Intriguingly, it is possible to generalize (in some sense) this geometric technique to arbitrary
classes H of hypotheses. Instead of keeping track of all functions in the hypothesis class that are
consistent with the feedback so far, we keep track of an expanded set of functions that don’t violate
the feedback up to a certain margin (in the linear case, this is exactly S + tB). This has the effect
of regularizing the set of consistent hypotheses and allows for faster progress. Instead of volume, in
the general case we control the size of an ǫ-net of the set of these approximately valid hypotheses.
A second technique we use is adaptive scaling, which involves keeping track of multiple levels of
discretization. For the linear case, this boils down to controlling the value of the Steiner polynomial
at different values of t. More generally, at each step, we can estimate the maximum possible loss
achievable in this round given the previous feedback. Based on this value, we will choose a scale,
which will dictate the granularity of the ǫ-net and the margin with which we prune inconsistent
hypotheses. After picking the scale we show that it is possible to pick a (random) cut that will
either: (i) reduce the number of valid hypotheses in the chosen granularity by half; or (ii) eliminate
one valid hypothesis at a much coarser granularity. This will require a careful coupling between
the discretizations at two different levels. This coupling between two levels is what allows us to
overcome the fact that in the general case we can’t rely on techniques from convex geometry. See
Section 3.2 for details.
One important feature of all our algorithms (not shared by previous algorithms) will be our
use of randomness, in particular perturbed guesses. Every round, we compute the median mt of
the set f(xt) where f ranges over the set of approximately valid hypotheses. However, instead of
guessing the median mt directly we guess a random value in {mt − u,mt + u} (where the size of
perturbation u depends on our current scale). Our guarantee is that the potential function will
decrease significantly for one of the cases (and thus in expectation).
We then consider the setting of binary feedback with noise. In this setting we move from keeping
track of a set of approximately valid hypotheses to a pseudo-Bayesian approach, where we maintain
a distribution w over approximately valid hypotheses and update it as we receive feedback. By
carefully bounding the weight of hypotheses within a ball of radius 1/T , this results in an algorithm
with loss O(d log T ).
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Ideally, it would be possible to combine this algorithm with the adaptive scaling approach of
the noiseless setting, resulting in an O(poly(d)) regret algorithm for general hypothesis classes.
While there are difficulties with this approach for general hypothesis classes, we show how to use
this idea along with the geometric structure of linear hypothesis classes to achieve an O(poly(d))
regret algorithm for noisy linear contextual search. This is the first algorithm we are aware of in
the noisy setting which gets any regret independent of T for d > 1 and is one of the main technical
contributions of this paper.
Other related work Our results in the full feedback case – parameterizing the optimal regret
in terms of the tree dimension – can be seen as a generalization of similar results for Littlestone
dimension [15] (indeed, in the case where Y = {0, 1}, our notion of tree dimension reduces to
Littlestone dimension). To the best of our knowledge, the results in Section 5 are the first results
extending Littlestone dimension for realizable hypotheses to arbitrary classes of labels (but would
not be surprised if this idea already exists in some form).
The idea of “adaptive discretization” or “zooming” is present in many online learning algorithms,
especially those that operate in continuous action spaces or continuous context spaces [4, 12, 21].
However, these algorithms are usually designed for settings where 1. one cannot hope for better
than O(
√
T ) regret (let alone regret independent of T ), 2. feedback is not binary but rather zeroth-
order ( [18] study a pricing setting where feedback is binary, but where the hypothesis class is large
enough that one must incur O(poly(T )) regret). As such, the techniques used in these papers are
markedly different than the techniques used in this work. In particular, we believe our technique
of coupling together the potentials for different scales in the analysis of Theorem 3.3 is novel.
2 Framework for Online Learning with Binary Feedback
Consider a hypothesis class H consisting of functions mapping X to Y. We refer to X as the context
space and Y as the output space. We assume that the output space Y is a totally ordered set, i.e,
for each y1, y2 ∈ Y with y1 6= y2 we have either y1 < y2 or y2 < y1.
The learning protocol is as follows: an adversary chooses some f0 ∈ H and in each round they
choose some xt ∈ X . The learner makes a prediction yt ∈ Y and incurs loss L(f0(xt), yt) for some
loss function L : Y×Y → [0, 1]. Upon making a prediction, the learner receives feedback on whether
yt ≤ f0(xt) or yt ≥ f0(xt) (the feedback is arbitrary in case of equality). It will be convenient to
represent the feedback as a variable σt ∈ {−1,+1} such that σt = 1 if yt > f0(xt) and σt = −1
otherwise.
We make the following assumptions about the loss function throughout the paper:
• Reflexive: L(y, y) = 0 for all y ∈ Y.
• Symmetry: L(y1, y2) = L(y2, y1) for all y1, y2 ∈ Y.
• Triangle inequality: L(y1, y2) ≤ L(y1, y′) + L(y′, y2) for all y1, y2, y′ ∈ Y.
• Order consistency: If y1 < y2 < y3 then max{L(y1, y2), L(y2, y3)} ≤ L(y1, y3).
• Continuity: If 0 < ℓ < L(y1, y2) then there are y′, y′′ ∈ Y such that ℓ = L(y1, y′) = L(y′′, y2).
If Y = R, then for any continuous increasing function φ : R → [0, 1] and parameter α ≤ 1, the
loss L(y1, y2) = |φ(y1)− φ(y2)|α satisfies the desired properties.
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2.1 Covering Dimension
Our loss bounds will be in terms of the covering dimension of the hypothesis class H. We start by
defining a metric d∞(·, ·) on H induced by the loss function:
Definition 2.1. For two hypotheses f1, f2 ∈ H, let d∞(f1, f2) = supx∈X (L(f1(x), f2(x)))
We can now introduce the notions of ǫ-net and covering dimension.
Definition 2.2 (ǫ-net). For an ǫ, we say that a set S ⊆ H is an ǫ-net of H under the d∞ metric
if for every h ∈ H, there is h′ ∈ S with d∞(h, h′) ≤ ǫ. Let Nǫ(H) be an ǫ-net of H of minimum
cardinality.
Definition 2.3 (Covering Dimension). Define the covering dimension H as
Cdim(H) = sup
0<ǫ≤ 1
2
log |Nǫ(H)|
log 1ǫ
Note that this definition of Cdim differs from Hausdorff dimension in that we care not just about
the limit ǫ→ 0, but the largest value for any ǫ ∈ [0, 1/2]); importantly, this guarantees us that, for
any ǫ ∈ (0, 1),
Nǫ(H) ≤ max(ǫ−1, 2)Cdim(H).
Note that we specify ǫ ≤ 12 to avoid issues when ǫ is close to 1 - any other fixed constant upper
bound p only changes this dimension by a constant factor of at most 1/ log(1/p).
We give a few quick examples to give intuition about covering dimension.
Example 1. The space of functions f : [d] → {0, 1} with loss function L(y1, y2) = 1y1 6=y2 has
covering dimension d.
Example 2 (Linear contextual Search). Let B be the unit-ball in Rd, i.e. B = {x ∈ Rd; ‖x‖2 ≤ 1}.
For each v ∈ B, let fv : B→ R be defined by the dot product fv(x) = v · x. The linear contextual
search problem is defined as the learning problem for class H = {fv; v ∈ B} with loss function
L(y1, y2) = |y1 − y2|. This class has covering dimension O(d).
To see that the covering dimension is O(d), first note that d∞(fv, fu) = ‖u− v‖2. It suffices to
show that for any 0 < ǫ ≤ 12 , there is an ǫ-net of the sphere of size (1/ǫ)O(d). To do this, we can
greedily place points in the unit ball such that no two are within ǫ of each other. If we draw an
ǫ
2 -radius ball around each point, these balls must be disjoint and contained in a ball centered at
the origin of radius 1 + ǫ2 . Thus, the maximum number of points we will place is(
1 + ǫ2
ǫ
2
)d
=
(
1 +
2
ǫ
)d
giving us an ǫ-net of the same size.
Example 3 (Sparse Contextual Search). The sparse version of the contextual search problem is
given by class H = {fv; v ∈ B, ‖v‖0 ≤ s} where ‖v‖0 := |{i; vi 6= 0}|. The loss function is still
L(y1, y2) = |y1 − y2|. The covering dimension of this class is O(s log d) (where we treat s as a
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constant and d as tending to ∞). To see that the covering dimension is O(s log d), note that for
any ǫ we can use the result in the previous example to obtain an ǫ-net of size(
d
s
)(
1 +
2
ǫ
)s
≤ sd
(
1 +
2
ǫ
)s
.
Example 4 (Unit demand). In the unit demand version of contextual search the set X = {0, 1}d
and the hypothesis class consists of functions fw(x) = maxi∈[d]wixi for w ∈ [0, 1]d. The covering
dimension of this class is O(d). This example corresponds to the puzzle in the introduction and
corresponds to the economic situation where a seller wants to price a bundle of goods (represented
by the context) but the buyer has an unit-demand valuation, i.e., only cares about the highest-
valued item in the bundle.
To see that the covering dimension is O(d), note that the set S = {ǫx|x ∈ {0, 1, . . . , ⌊1/ǫ⌋}d}
forms an ǫ-net and |S| ∼ (1ǫ )d.
3 Loss Bounds from Noiseless Binary Feedback
For simplicity, in the following theorems we will assume our hypotheses map X → R and that loss
is ℓ1, i.e., L(y, y
′) = |y − y′|. We will then remark on how to generalize our proof to other loss
functions.
3.1 O(d log(T )) regret via Single-scale Steiner Potential
We will obtain an algorithm which incurs expected loss O(d2) for d = Cdim(H). It is instructive
to start with a simpler algorithm with regret O(d log T ) which illustrates the idea of the Steiner
potential : instead of keeping track of the hypotheses that are consistent with the feedback so far,
we will keep an inflated version of that set.
This algorithm starts with a T−1-net of the hypothesis class and keeps a set of candidate
hypothesis that are approximately consistent with observations seen so far. For each xt, it queries
a random point around the median, halving the set of hypotheses with at least half probability.
Algorithm 1 Single-scale Steiner Potential
Initialize H1 = N1/T (H)
for t in 1, 2, . . . , T do
Adversary picks xt
Let mt be the median of {f(xt); f ∈ Ht}
Choose yt = mt − 2/T or mt + 2/T , each with probability half
Update Ht+1 = {f ∈ Ht;σt(yt − f(xt)) ≥ −1/T}
The analysis is based on the following lemma:
Lemma 3.1. If |mt − f0(xt)| > 2/T , then |Ht| ≤ 12 |Ht−1| with probability at least 1/2.
Proof. Assume f0(xt) > mt + 2/T (the other case is analogous), then with probability half, the
algorithm guesses yt = mt + 2/T and gets the feedback that f0(xt) ≥ yt, which eliminates all the
hypotheses f such that f(xt) < mt + 1/T . These hypotheses constitute at least half of Ht. 
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Corollary 3.2. The Single-scale Steiner Potential obtains loss O(d log T ) in expectation.
Proof. The total loss from periods where |mt − f0(xt)| ≤ 2/T is at most O(1). For the remaining
periods, the size of |Ht| is halved with at least 12 probability. Note that for such a t,
E
[
1
|Ht+1|
]
≥ 3
2
E
[
1
|Ht|
]
Next, |Ht| ≥ 1 for all t since there is some element in H1 that is 1T -close to f0 which is never
eliminated. However, 1|H1| ≥ 1T d and 1|Ht| ≤ 1 for all t. Thus for any integer c, the probability that
there are c periods with loss greater than 2T is at most
T d
( 32)
c . Thus, the expected number of periods
with loss larger than 2/T is at most
10d log T +
∞∑
i=⌈10d log T ⌉
T d(
3
2
)i = O(d log T ).

3.2 Strategy to achieve constant (in T ) loss
In this subsection we provide some intuition on how to improve from O(d log T ) to O(d2). In
Single-scale Steiner Potential a loss larger than 1/T causes Ht to half in size, but whenever
it halves in size the only bound we can get for the loss is 1. To improve this bound, we need to
guarantee that a loss of 1 can’t occur very often. Our strategy for doing that involves keeping
multiple levels of discretization. Given yt and the feedback σt ∈ {−1,+1} we will keep for each
u > 0:
Hu1 = Nu(H) and H
u
t+1 = {f ∈ Hut ;σt(yt − f(xt)) ≥ −u}
In other words, we keep an u-discretization of hypotheses along with all the hypotheses that
are consistent with the feedback so far with an u-margin. The u-margin is important to guarantee
that any hypothesis that is u-close to f0 will never be eliminated. We will also refer to H
0
t as the
set of hypotheses consistent with observations so far without any discretization or margin.
Our strategy will be to choose in each round some discretization level u based on the maximum
possible loss achievable in this round. We will divide the space of losses in exponentially sized
buckets and define i to be the index of the bucket where the maximum loss falls:
MaxLosst := max
f∈H0t
f(xt)− min
f∈H0t
f(xt) ∈
(
10 · 2−(i+1), 10 · 2−i
]
.
Now we choose u = ui based on i, compute the median mt of {f(xt); f ∈ Huit } and guess either
yt = mt − 2ui or mt + 2ui with half probability each. Now one of two things can happen:
• If the loss is larger than 2ui, the set Huit will decrease by a factor of 2 with half probability.
This should happen at most log |Nui | times in expectation, generating loss 10 · 2−i log |Nui | =
O(2−i · d log(1/ui)).
• If the loss is smaller than 2ui we will show that the set H2−it will decrease by at least 1 element
in expectation (Lemma 3.5), so we get loss ui · |N2−i | = O(ui2di)
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This leads to a total loss of:
O
(∑
i
2−i · d log(1/ui) + ui2di
)
= O(d2) for ui =
1
3d(i+1)
3.3 Analysis of the O(d2) algorithm
Theorem 3.3. Let d = Cdim(H). The Multi-scale Steiner Potential algorithm incurs
expected total loss O(d2) in the binary feedback model.
Algorithm 2 Multi-scale Steiner Potential
Let ui = 3
−d(i+1) and vi = 2
−i for all i
for t in 1, 2, . . . , T do
Adversary picks xt
Let i be the largest index such that maxf∈H0t f(xt)−minf∈H0t f(xt) ≤ 10vi
Let mt be the median of the set {f(xt)|f ∈ Huit }
Query either mt + 2ui or mt − 2ui each with half probability
Note if there does not exist an index i such that maxf∈St f(xt) − minf∈St f(st) ≤ 10vit then
we must actually have maxf∈St f(xt) = minf∈St f(xt) = f0(xt). In this case we know the value of
f0(xt) for sure so we simply query this value and incur 0 loss.
Lemma 3.4. If i is the index chosen in the t-th step and |mt − f0(xt)| > 2ui then |Huit | ≤ 12 |Huit+1|
with probability at least 1/2.
Proof. The same as the proof of Lemma 3.1 replacing 1/T by ui. 
The new ingredient is a “potential” argument when the loss is small:
Lemma 3.5. If i is the index chosen in the t-th step and |mt − f0(xt)| ≤ 2ui, then with probability
at least 1/2, |Hvi+1t | ≤ |Hvi+1t+1 | − 1.
Proof. By the choice of the index i, maxf∈H0t f(xt)−minf∈H0t f(xt) > 10vi+1, so there must exist
f ∈ Ht0 such that |f(xt)−mt| ≥ 5vi+1. Let’s assume that f(xt) ≥ mt + 5vi+1 (the other case is
analogous). The algorithm will querymt+2ui with half probability and learn that f0(xt) ≤ mt+2ui
(by the assumption that |mt − f0(xt)| ≤ 2ui).
Such a query must eliminate some hypothesis f ′ ∈ Hvi+1t since there must be some f ′ ∈ Hvi+1t
with d∞(f, f
′) ≤ vi+1, so this hypothesis must satisfy f ′(xt) ≥ mt + 4vi+1 and hence will be ruled
out by the information from querying mt + 2ui. 
We can now proceed to prove Theorem 3.3.
Proof of Theorem 3.3. Let Ai be the number of times that index i is chosen by the algorithm and
|mt − f0(xt)| > 2ui. Let Bi be the number of times that index i is chosen and |mt − f0(xt)| ≤ 2ui.
Combining the previous two claims (Lemmas 3.4 and 3.5), we have that
E[Ai] ≤ 2 log2Nui(H)
E[Bi] ≤ 2Nvi+1(H)
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For each query with index i, the loss is at most 10vi. Also for queries with |mt − f0(xt)| ≤ 2ui,
the loss is at most 2ui. Thus the total loss is at most
∑
i(10viAi + 2uiBi). It remains to note that
E
[∑
i
(10viAi + 2uiBi)
]
≤
(
∞∑
i=1
20vi log2Nui(H) + 4uiNvi+1(H)
)
= O(d2).

Remark. To adjust our proof to deal with any loss functions satisfying the assumptions outlined
in Section 2 we make the following adjustments. We replace maxf∈St f(xt) − minf∈St f(xt) with
L(maxf∈St f(xt),minf∈St f(xt)). Also, we replace mt + 2uit with any y ∈ Y such that mt < y and
L(mt, y) = 2uit and similar for mt− 2uit (note this y exists by the continuity of the loss function).
3.4 Connection to the Steiner Polynomial
We reinterpret this algorithm in the special case of linear contextual search (Example 2). We
will exploit the geometric structure of this problem to improve the bound to O(d log(d)), which
is optimal up to log factors. Reasoning about the continuous set of hypotheses will also lead to
an algorithm with O(poly(d, T )) running time, as opposed to keeping track of ǫ-nets of TO(d) size.
The other advantage will be conceptual: we will be able to contrast our approach to the approach
in [14] based on Intrinsic Volumes.
Intrinsic Volumes and the Steiner Polynomial Intrinsic volumes can be defined2 via the
Steiner polynomial [10]. Given a convex set S ⊆ Rd, Steiner showed that the volume of the
Minkowski sum Vol(S+ tB) is a polynomial of degree d in t (where B is the unit ball). The intrinsic
volumes Vj of S correspond to the coefficients of this polynomial after normalization by volume κj
of the j-dimensional ball:
Vol(S + tB) =
d∑
j=0
Vj(S)κd−jt
d−j
Both our algorithm and the intrinsic volumes based algorithm keep track of the set St of consistent
hypotheses
St := {v ∈ B;στ (yτ − fv(xτ )) ≥ 0 for all τ < t}
The intrinsic volumes based approach keeps track of Vj(St) and relates the loss incurred in round
t to the decrease of Vj(Sj)
1/j for some index j ∈ {1, . . . , d}. Instead of keeping track of each of the
coefficients we control the value of the Steiner polynomial itself.
Obtaining O(d log T ) in poly-time for linear contextual search To make this concrete, we
describe how the algorithm in Section 3.1 looks like in the continuous case.
2Intrinsic volumes have equivalent definitions as the volume of random projections and as the basis of the set of con-
tinuous and rigid valuations (Hadwiger’s Theorem). We refer to the text by Klain and Rota [10] for a comprehensive
discussion.
9
Algorithm 3 Single-scale Steiner Potential for Linear Contextual Search
Initialize S1 = B
for t in 1, 2, . . . , T do
Adversary picks xt
Let mt such that Vol({v ∈ St + 1T B; v · xt ≥ mt}) = 12Vol(St + 1T B)
Choose yt = mt − 1/T or mt + 1/T , each with probability half
Update St+1 = {v ∈ St;σt(yt − v · xt) ≥ 0}
The analysis of this algorithm mirrors the one in Section 3.1 but controlling Vol(St + (1/T )B)
instead of |Ht|. Let v0 ∈ B be the true point, i.e., f0 = fv0 . First we argue that if |mt − v0 · xt| >
1/T then Vol(St+1) ≤ 12Vol(St) with at least probability 1/2. This can be seen in the following
picture:
v0
mt
xt
v0
mt
Figure 1
The dotted black line depicts the {v; v · xt = mt} line and the surrounding blue dotted lines
correspond to the two possible choices of yt. If if |mt − v0 · xt| > 1/T , the true point v0 is outside
of the band defined by the blue lines, so if the blue line closest to v0 is selected, then we will have:
{v ∈ St;σt(yt − v · xt) ≥ 0}+ 1TB ⊆ {v ∈ St + 1T B;σt(mt − v · xt) ≥ 0}
and hence:
Vol(St+1 +
1
T B) ≤ 12Vol(St + 1T B)
Since the potential Vol(St +
1
T B) ≥ Vol( 1T B) = Vol(B)/T d, it can’t decrease by half more than
Ω(d log T ) times. Hence, in expectation, |mt − v0 · xt| > 1/T occurs for at most Ω(d log T ) periods,
leading to the desired regret bound.
Poly-time implementation We note that mt can be approximated using binary search as long
as we can compute the volume of (St ∩ H) + 1T B for any half-space H. It is enough to notice
that we only need a constant approximation of the volume in the previous proof and in order to
approximate the volume we only need access to a separation oracle [3, 9, 17]. Since St is a ball
intersected with at most t halfspaces, it is trivial to obtain a separation oracle for it. To obtain a
separation oracle for St +
1
T B it is enough to solve the problem of computing the distance from a
query point to the convex set St which is itself a convex problem (technically, this requires St to
not be too small, but we can guarantee this by introducing a small amount of noise in the selection
of yt; full details are provided in Appendix A).
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3.5 O(d log(d)) regret for linear contextual search
We can push the technique in Section 3.4 further to get optimal regret up to a log factor for linear
contextual search. The main idea is to get a better version of Lemma 3.5 when the set of hypotheses
has nice enough geometry. As in the previous section, let St will be the set of hypotheses consistent
with the feedback seen so far. Consider the following algorithm:
Algorithm 4 Multiscale Steiner Potential for Linear Contextual Search
Initialize S1 = B and let vi = 2
−i and ui = vi/(16d) for all i
for t in 1, 2, . . . , T do
Adversary picks xt
Let i be the largest index such that maxv∈St v · xt −minv∈St v · xt ≤ vi
Let mt such that Vol({v ∈ St + uiB; v · xt ≥ mt}) = 12Vol(St + uiB)
Query either mt + ui or mt − ui each with half probability
The first lemma is exactly like in the previous subsection (see Figure 1):
Lemma 3.6. If |mt − v0 · xt| > ui then Vol(St+1 + uiB) ≤ 12Vol(St + uiB) with probability at least
1/2.
In the remaining case, we will also show that the volume decreases by a constant factor. This
will make strong use of the geometry in linear contextual search:
Lemma 3.7. If |mt − v0 · xt| ≤ ui then Vol(St+1 + uiB) ≤ 34Vol(St + uiB) with probability at least
1/2.
Proof. In the left part of Figure 2 we depict the setting of the lemma as follows: the yellow region
is St + uiB, the dashed black line in the middle corresponds to the median and the blue dashed
lines to the ui perturbations (note that those “lines” are actually hyperplanes, but we refer to them
as lines for simplicity). The dashed red lines correspond to a 2ui perturbation. We start by noting
that if the algorithm queries the blue line on the left, all the (St+uiB)−volume left of the leftmost
red line is removed (see middle part of Figure 2). Similarly, if the algorithm queries the blue line
on the right, all the volume right of the rightmost red line is removed. All the volume outside of
the red lines is removed with at least 1/2 probability. Now, we are only left to argue that at least
a constant fraction of the volume is outside the dashed red lines.
To make this argument, let C be the largest volume of a section of St + uiB in the direction xt
inside the band between the dashed red lines. The volume of St + uiB inside the band is at most
4ui ·C. Now, the total volume of St+ uiB can be bound by taking the two cones formed by taking
the convex hull of the section of largest volume inside the band and the extreme points q1 and q2,
which are at least vi+1 apart in the xt direction. See the red region in the right part of Figure 2.
The volume of the two cones is at least:
vi+1C
d
=
C2−i
2d
=
C · 16uid
2d
= 8ui · C
which is at least twice the volume of the band between the dotted red lines. Hence one of the sides
has at least 1/4 of the total volume. 
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Theorem 3.8. The expected regret of the Multiscale Steiner Potential for Linear Con-
textual Search is at most O(d log d).
Proof. Everytime we choose index i, the volume of Vol(St + uiB) decreases by a constant factor
with half probability. Since Vol(St + uiB) ≥ Vol(uiB) = udiVol(B) this can’t happen more than
O(d log(1/ui)) times in expectation, so the total regret is at most:
O
(∑
i
vid log(ui)
)
= O
(∑
i
d2−ii log(d)
)
= O(d log d)

v0
mt
> vi+1
v0
mt
q1 q2
C
Figure 2
Remark. Is the Steiner potential necessary? One natural algorithm for this problem is to query
yt such that Vol({v ∈ St; v · xt ≥ yt}) = 12Vol(St) (i.e. guess the median without inflating the set).
This algorithm has regret at least Ω(d2) by the example in Section 8 of [16]. Inflating the set by
taking the Minkowski sum with a ball seems to be the appropriate regularization that allows us to
overcome the d2 lower bound.
Another natural algorithm is to guess yt =
1
2 (minv∈St v · xt +maxv∈St v · xt). This algorithm
was shown to have regret at least 2Ω(d) in [5].
4 Noisy Feedback
We now consider the binary feedback model with noise, where each round the feedback is (inde-
pendently) flipped with probability p < 1/2. We will no longer be able to eliminate a hypothesis
based on the feedback since it is always possible that the feedback was flipped, instead we will keep
a weight function expressing the likelihood of each hypothesis given observations.
We first give a O(d log T ) algorithm for general hypothesis classes and then we show how to get
poly(d) for linear contextual search exploiting the geometrical structure of the hypothesis class of
linear functions.
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4.1 O(d logT ) algorithm
The usual approach in Bayesian inference is to start with a uniform prior over the set of hypotheses
and given each observation, compute the posterior. It is important to emphasize that the true
hypothesis f0 in our model is still chosen adversarially. The Bayesian inference only serves to
provide the intuition.
The algorithm will be as follows: as before we will start with a discretized version of the
hypothesis class NT−2(H) which we will call N for short in this section. We will keep a weight
function wt : N → R which roughly expresses the likelihood that a hypothesis is close to the
true hypothesis. Our guess will be a perturbed version of the weighted median mt of the set
{f(xt);xt ∈ N}. Formally, the weighted median mt is a number that satisfies:
∑
f∈N ;f(xt)≥mt
wt(f) ≥ 1
2
and
∑
f∈N ;f(xt)≤mt
wt(f) ≥ 1
2
After receiving the feedback, we will update the weights in the following way (we will choose yt at
random such that yt = f(xt) occurs with zero probability):
wˆt+1(f) =
{
p′ · wt(f) if σt(yt − f(xt)) < 0
(1− p′) · wt(f) if σt(yt − f(xt)) > 0
for some parameter p′ and re-normalizing afterwards:
wt+1(f) =
wˆt+1(f)∑
f ′∈N wˆt+1(f
′)
In standard Bayesian inference, we would normally use p = p′. For this algorithm, we will choose
any parameter p′ with p < p′ < 1/2. The actual choice of parameter will only affect the constants.
Also note that unlike Bayesian inference we don’t choose the guess with largest likelihood but a
perturbed version of the median.
Algorithm 5 Single-Scale Steiner Potential with Noise
Initialize w1(f) = 1/|N | for all f ∈ N := NT−2(H).
for t in 1, 2, . . . , T do
Adversary picks xt
Let mt be the weighted median {f(xt); f ∈ N} with respect to weights wt.
Choose yt ∈
[
mT − 1T ,mt + 1T
]
uniformly at random
Choose wˆt+1(f) = p
′ · wt(f) if σt(yt − f(xt)) < 0 and wˆt+1(f) = (1− p′) · wt(f) otherwise
Normalize the weights: wt+1(f) = wˆt+1(f)/[
∑
f ′∈N wˆt+1(f
′)]
Theorem 4.1. In the noisy feedback model, the above algorithm incurs expected total loss
O(d log T ).
We will denote the true hypothesis by f0 as usual. Since f0 might not belong to the discretized
set N , we will control the weight that is placed on the closest hypothesis. Let f1 be a hypothesis
in N with d∞(f1, f0) ≤ T−2.
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Lemma 4.2. If f1(xt), f0(xt) are on the same side of yt and W
−
t is the total weight mass on
the other side of yt, then we have the following inequality where the expectation is taken over the
randomness in the feedback
E
[
1
wt+1(f1)
]
=
1− cW−t
wt(f1)
for some constant 0 < c < 1 given by
c = (p′ − p)
[
1− p′
p′
− p
′
1− p′
]
.
Proof. Assume wlog that f1(xt), f0(xt) ≥ yt and let W−t =
∑
f∈N ;f(xt)<yt
wt(f) be the weight on
hypotheses in the opposite direction and W+t = 1 −W−t the remaining weight. Since yt is chosen
from a continuous distribution, the event that some f has f(xt) = yt occurs with zero probability.
With probability 1− p we have
wt+1(f1) =
(1− p′) · wt(f1)
(1− p′) ·W+t + p′ ·W−t
with the remaining probability p we have:
wt+1(f1) =
p′ · wt(f1)
p′ ·W+t + (1− p′) ·W−t
Averaging them we have:
E
[
1
wt+1(f1)
]
= (1− p) · (1− p
′) ·W+t + p′ ·W−t
(1− p′) · wt(f1) + p ·
p′ ·W+t + (1− p′) ·W−t
p′ · wt(f1)
=
1
wt(f1)
[
W+t +
(
p′
1− p′ (1− p) +
1− p′
p′
p
)
W−t
]
=
1− cW−t
wt(f1)
since 0 < p
′
1−p′ (1− p) + 1−p
′
p′ p = 1 + (p
′ − p)
[
p′
1−p′ − 1−p
′
p′
]
= 1− c. 
Lemma 4.3. In expectation over both the randomness in the choice of yt and the randomness in
the feedback, we have:
E
[
1
wt+1(f1)
]
≤
(
1 +
c′
T
)
· 1
wt(f1)
for c′ =
1− p′
2p′
Proof. With at least 1− 12T probability, f1(xt) and f0(xt) are on the same side of yt since
|f1(xt)− f0(xt)| < 1/T 2
and the magnitude of the perturbation is 1/T . In this case, by the previous lemma, we have:
E [1/wt+1(f1)] = 1/wt(f1). With the remaining probability f1(xt) and f0(xt) are on opposite sides
of yt and we can use the trivial bound in the equation below.
1
wt+1(f1)
≤ 1− p
′
p′
1
wt(f)
.
Combining, we get the desired inequality. 
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Lemma 4.4. If |f0(xt)−mt| > 2T then for the constant c in Lemma 4.2, then in expectation over
both the randomness in the choice of yt and the randomness in the feedback, we have:
E
[
1
wt+1(f1)
]
≤ 1− c/4
wt(f)
Proof. Assume without loss of generality that f0(xt) > mt +
2
T . Since the magnitude of the
perturbation is 1/T , f1(xt) will be on the same side of our guess as f0(xt) and hence we can apply
Lemma 4.2. With probability at least 1/2 we have yt > mt and hence W
−
t ≥ 1/2. With the
remaining probability we use the trivial bound W−t ≥ 0. Combining those we get the bound in the
statement. 
The previous lemmas imply that wt(f) grows by a constant factor (in expectation) whenever
the median is far from the true point. We conclude the proof by showing that this can’t happen
too often since weights are bounded.
Proof of Theorem 4.1. The regret bound follows directly from the fact that the probability of having
|f0(xt)−mt| > 2/T for more than Ω(d log T ) periods is at most O(1/T ). Our strategy for proving
this is to define a random process Yt that is a super-martingale, i.e. E[Yt+1] ≤ Yt and argue that if
|f0(xt)−mt| > 2/T happens too often, then YT will be much larger than Y1. This happens with
small probability by Markov’s inequality.
We will first define an auxiliary sequence of real numbers st ≥ 0 for t ∈ {1 . . . T} as follows. Let
s1 = 1/|N | ≥ T−2d and let:
st+1 =
{
(1− c/4)−1 · st, if |f0(xt)−mt| > 2/T
(1 + c′/T )−1 · st, otherwise
Now define the following stochastic process:
Yt =
st
wt(f1)
It is simple to see that Y1 = 1. The previous lemmas imply that Yt is a super-martingale, i.e.
E[Yt+1] ≤ Yt and hence E[YT ] ≤ 1. Now, in the case that |f0(xt)−mt| > 2/T for more than
Ω(d log T ) periods, we have
sT ≥ T−2d · (1− c/4)−Ω(d log T ) · (1 + c′/T )−T ≥ Ω(T )
and hence:
YT =
sT
wT (f1)
≥ sT ≥ Ω(T )
but since E[YT ] ≤ 1, this can happen with at most O(1/T ) probability by Markov’s inequality. 
Remark. We’ve assumed here that p is a constant bounded away from 1/2. How does the regret
of this algorithm depend on p as p approaches 1/2? If p = 12 − δ, then we can set p′ = 12 − δ′ where
δ′ = δ/2. This leads to c = O(δ2) – adapting the proof of Theorem 4.1 then shows we can have at
most O
(
d log T
δ2
)
inaccurate rounds, for a total of at most O
(
d log T
δ2
)
regret.
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4.2 Noisy Linear Contextual Search
In this section we study the specific problem of linear contextual search in the noisy feedback model.
We show that here we can achieve total loss O(poly(d)) independent of T . Throughout this section
we will use q0 ∈ B to denote the true point, i.e. f0(x) = q0 · x.
Our approach (Algorithm 6) builds off the Bayesian inference approach in the previous sec-
tion (Algorithm 5) by combining it with the multi-scale discretization ideas in Section 3.3. At a
high (and slightly inaccurate) level, Algorithm 6 works as follows. Throughout the algorithm, we
maintain a distribution w over the unit ball B(0, 1) where w(q) represents the likelihood that q
is our true point q0. Each round t, we are provided a direction xt by the adversary. We begin
by measuring the “width” of our distribution in the direction xt – i.e., the length of the smallest
interval in this direction which contains almost all of the mass of our distribution w. Then (sim-
ilarly as in Algorithm 5), we will guess a perturbed version of median of w in the direction xt,
where the size of the perturbation depends on the width. Finally, we multiplicatively update the
distribution w, penalizing points on the wrong side of our guess (again, similarly as in Algorithm 5).
In the actual algorithm, we maintain a separate distribution wi for each possible scale γi for
the width (in particular, we are in scale wi if almost all of the mass of wi−1 is concentrated in a
small strip in direction xt). This aids analysis in letting us guarantee we operate in each scale for
at most a bounded number of rounds, which lets us bound the total loss of this algorithm.
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Algorithm 6 Noisy Linear Contextual Search
Initialization:
Let η = 1/(2d10).
for each integer i > 0 do
Let βi =
1
2100di
and γi =
1
2i
.
Construct a distribution wi : B(0, 1) → R. Let wi,t denote the weight function wi at round t.
Initialize wi,0(q) = 1/Vol(B(0, 1)) for all q ∈ B(0, 1).
Initialize Ci = 0. (Ci will store the number of times we have been in scale i).
Algorithm:
for t in 1, 2, . . . , T do
Adversary picks xt.
Let it be the largest index i such that at least one of the following is true:
• There exists a, b ∈ R such that |a− b| ≤ 10γi and
∫
a≤xt·q≤b
wi,t(q)dq ≥ 1− γ4di .
• Ci−1 > 100
(
d4(i−1)
γ10di−1
+ d25(i− 1)
)
.
Let y be the weighted median of wit,t in the direction xt i.e. y satisfies∫
xt·q<y
wit,t(q)dq =
∫
xt·q>y
wit,t(q)dq =
1
2
.
Query yˆ = y + δ where δ is chosen uniformly at random from [−2βit , 2βit ].
Update weights:
for i in {it, it + 1} do
For each q ∈ B(0, 1), if q violates the feedback then wi,t+1(p) = (1− η)wi,t(q).
Normalize wi so that
∫
B(0,1) wi,t+1(p)dp = 1.
Cit ← Cit + 1.
Theorem 4.5. Algorithm 6 incurs O(poly(d)) expected total loss for the problem of noisy linear
contextual search.
The proof of Theorem 4.5 is structured roughly as follows. Let Li be the (expected) loss
sustained at scale i. We wish to show that
∑
i Li = poly(d). To bound Li, we’ll start by roughly
following the analysis in Theorem 4.1. Specifically, we’ll look at the total weight (according to wi)
of a tiny ball surrounding the true point q0. Let the weight of this ball at time t beWi,t. We’ll again
show that 1/Wi,t when suitably scaled is a super-martingale: it decreases in expectation by a large
amount whenever our guess is far from accurate and cannot increase very much in expectation even
if our guess is close to accurate. Since 1/Wi,t cannot decrease below 1, this lets us upper bound
the number of rounds where we are far from accurate.
Now, even when we are far from accurate, we know that since we are in scale i, almost all of
the mass of wi is concentrated on some thin strip in direction xt. If the true point q0 is located
in or near this strip, this lets us bound the loss each round when we are far from accurate (since
the median will lie in this strip). So it suffices to show that if a weight function wi concentrates on
some thin strip, then with high probability, the true point q0 lies close to this strip.
To prove this, we again look at the weight of a small ball Bα with radius α around q0 (see left
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side of Figure 3). If we know that the weight on some strip is at least some threshold τ , then if
wi,t(Bα) + τ > 1, we know that the ball and strip intersect, and therefore q0 is at most distance α
away from this strip. It thus suffices to show that wi,t(Bα) > 1− τ with high probability.
q0
Bα
q0
q1
q2
Figure 3
Now, we will choose α and τ large enough so that this inequality is satisfied at time t = 0. We
therefore only need to show that this is still true with high probability for all times t. Intuitively,
this should be true – the amount of weight on a ball centered at the true point q0 should only
increase as time goes on and we get more feedback (the feedback is noisy, so we might occasionally
decrease the weight of this ball, but overall the increases should drown out the decreases). Proving
this formally, however, is technically challenging and where we need to use the Euclidean geometry
specific to linear contextual search.
To show this, we use the following lemma. Choose two points q1 and q2 on a line through q0
so that q1 lies between q0 and q2. We claim that with high probability (for all times t), wi,t(q1) ≥
κ · wi,t(q2) for some constant κ. To show this, observe that there is no half space which contains
both q0 and q2 but not q1. This means that the only way wi,t(q2) can increase relative to wi,t(q1)
is if a guess separates q2 from q1 and if the feedback on this guess is noisy (right side of Figure
3). This occurs with probability p < 1/2 and is unlikelier than the alternative (which increases the
weight of q1 relative to q2). We can thus bound the ratio of wi,t(q1)/wi,t(q2) from below with high
probability over all rounds.
If we could union bound over all points in Bα we would be done (this inequality allows us to
relate the weight of all the points outside Bα to the weight of points inside Bα). Unfortunately
there are infinitely many points inside Bα so we cannot apply a naive union bound. Luckily, we can
show that nearby points are very likely to have similar weights: the only way the relative weight of
two nearby points q and q′ changes is if we guess a hyperplane separating q and q′ – and since we
add a perturbation to our guess every round, we can bound the probability of this happening. This
allows us to repeat the previous geometric argument with ǫ-nets instead of single points, which
completes the proof.
Notation. Below, we will use q0 to denote the hidden point. We let B(0, 1) denote the unit ball
and in general B(q, r) to denote the ball of radius r centered at q. We will use wi,t to denote the
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weight function wi at round t. For a set S ⊂ B(0, 1), we use the notation
wi,t(S) =
∫
S
wi,t(q)dq.
Let αi =
1
2104d2i
. Define the set Sαi to be the αi-net consisting of all points in the unit ball whose
coordinates are integer multiples of αid . Note that |Sαi | ≤
(
2d
αi
)d
. For all i, let Γi = B(q0, αi)∩B(0, 1)
be the ball of radius αi centered at q0. For simplicity, throughout this proof we will assume that the
feedback noise is fixed at p = 1/3 (it is straightforward to adapt this proof for any other p < 1/2;
doing so only affects the constant factor of the loss bound).
Step 1: Understanding 1/wi,t
As in the analysis of Algorithm 5, we begin by understanding how the reciprocal of our weight func-
tion 1/wi,t(p) evolves over time. This will allow us to construct various helpful super-martingales
(for example, allowing us to bound the number of rounds we spend in each scale).
The following claim relates how 1/wi,t(q1) changes when q1 and q0 are on the same side of the
hyperplane xt · q = yˆ (i.e. is more likely to be consistent with feedback).
Claim 4.6. Consider a round t. Say the adversary picks direction xt and the algorithm queries yˆ.
Let q1 be a point such that q1 and q0 are on the same side of the hyperplane xt · q = yˆ. Let
X =
∫
sign(xt·q−yˆ)6=sign(xt·q0−yˆ)
wi,t(q)dq
Then for η ≤ 1/4 we have the following after applying weight updates
E
[
1
wi,t+1(q1)
]
≤
(
1− 1
10
ηX
)
1
wi,t(q1)
where the expectation is over the randomness in the feedback. In particular, we always have
E
[
1
wi,t+1(q1)
]
≤ 1
wi,t(q1)
.
Proof. Recall that points that violate feedback have their weight multiplied by (1 − η) (and then
the distribution is renormalized). With probability 1− p = 2/3 (when the feedback is not flipped),
we thus have that
wi,t+1(q1) =
wi,t(q1)
(1−X) + (1− η)X .
Likewise, with probability p = 1/3 (when the feedback is flipped), we have that
wi,t+1(q1) =
(1− η)wi,t(q1)
(1− η)(1 −X) +X .
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Taking expectations over the feedback, we therefore have that
E
[
1
wi,t+1(q1)
]
=
(
2
3
· (1− ηX) + 1
3
·
(
1 +
η
1− ηX
))
1
wi,t(q1)
=
(
1− ηX
(
2
3
− 1
3(1 − η)
))
1
wi,t(q1)
≤
(
1− 1
10
ηX
)
1
wi,t(q1)

Points very close to q0 are likely to be on the same side of the hyperplane as q0, allowing us to
apply Claim 4.6.
Claim 4.7. Let q1 ∈ B(0, 1) such that ‖q1 − q0‖ ≤ αi. Then, in expectation both over the random-
ness in the feedback and the algorithm,
E
[
1
wi,t+1(q1)
]
≤ 1
1− αiβi
1
wi,t(q1)
regardless of the direction xt that the adversary chooses.
Proof. Since ‖q1 − q0‖ ≤ αi, and since yˆ is chosen by adding a uniform βi random variable to y,
the probability that q1 and q0 are on opposite sides of the plane xt · q = yˆ is at most αiβi . Combining
this with Claim 4.6 gives us the desired result. 
We now use Claims 4.7 and 4.6 to understand how 1/wi,t(Γi) changes over time (generalizing
from single points to small balls). This first claim bounds the decrease in 1/wit+1,t+1(Γit+1) when
our guess is close to accurate.
Claim 4.8. Assume |y − xt · q0| ≤ βit. Then, in expectation both over the randomness in feedback
and in our algorithm,
E
[
1
wit+1,t+1(Γit+1)
]
≤
(
1− γ10dit
) 1
wit+1,t(Γit+1)
.
Proof. Recall that y is the median of wit,t in direction xt as computed by our algorithm. Now,
define the two quantities
X− =
∫
xt·q≤y−2βit
wit+1,t(q)dq and X
+ =
∫
xt·q≥y+2βit
wit+1,t(q)dq.
These quantities represent the mass of wit+1 above and below the strip of width 2βit around
the median. Note that by the maximality of it, either X
− ≥ γ4dit+1/2 or X− ≥ γ4dit+1/2; if not, then
there exists a strip of width 2βit ≤ 10γit+1 containing at least 1−γ4it+1d. Without loss of generality,
assume X− ≥ γ4dit+1/2.
Now, recall that yˆ is chosen uniformly in the interval [y − 2βit , y + 2βit ]. We will divide the
expectation in the theorem statement into three cases, based on where yˆ lies.
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• Case 1: yˆ ∈ [y − 2βit , y − βit − αit+1].
This case occurs with probability 14 −
αit+1
2βit
. Note that since |y− xt · q0| ≤ βit , in this case we
also have that yˆ ≤ xt ·q−αit+1. Therefore in this case we know that the ball Γit+1 lies entirely
to the left of the hyperplane xt · q = yˆ. By applying Claim 4.6, we know that, conditioned on
being in this case,
E
[
1
wit+1,t+1(Γit+1)
]
≤ (1− 0.1X−η) 1
wit+1,t+1(Γit+1)
≤
(
1− 0.05γ4dit+1η
) 1
wit+1,t+1(Γit+1)
.
• Case 2: yˆ ∈ [xt · q0 − αit+1, xt · q0 + αit+1].
This case covers the yˆ where the hyperplane xt · q = yˆ intersects the ball Γit+1. For yˆ in this
case, we pessimistically bound the change in weight via
1
wit+1,t+1(Γit+1)
≤ 1
1− η
1
wit+1,t+1(Γit+1)
.
Luckily, this case occurs rarely, with probability
αit+1
βit
.
• Case 3: remainder of the interval [y − 2βit , y + 2βit ].
Since case 1 and case 2 together cover at least 1/4 of the interval, this case occurs with
probability at most 3/4. In this case the ball Γit+1 does not intersect the hyperplane (since
all such yˆ are covered by case 2). We can therefore apply (the weaker variant of) Claim 4.6
to show that, conditioned on being in this case,
E
[
1
wit+1,t+1(Γit+1)
]
≤ 1
wit+1,t+1(Γit+1)
.
Combining these three cases, we have that
E
[
1
wit+1,t+1(Γit+1)
]
≤
((
1
4
− αit+1
2βit
)(
1− 0.05γ4dit+1η
)
+
αit+1
βit
1
(1− η) +
3
4
)
1
wit+1,t(Γit+1)
≤
(
1− 1
80
γ4dit η + 2
αit+1
βit
)
1
wit+1,t(Γit+1)
≤
(
1− γ10dit
)
wit+1,t(Γit+1)
.

When our guess is far from accurate, we can instead (more strongly) bound the decrease in
1/wit,t(Γt).
Claim 4.9. Assume |y − xt · q0| > βit. Then, in expectation both over the randomness in feedback
and in our algorithm,
E
[
1
wit,t+1(Γit)
]
≤
(
1− 1
d21
)
1
wit,t(Γit)
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Proof. We essentially repeat the logic from the proof of Claim 4.8, with the change that we can
more strongly lower bound X−. Without loss of generality, assume that y < xt · q0 − βit . Define
X− =
∫
xt·q≤yˆ
wit,t(q)dq.
Note that since y is the weighted median of wit,t in the direction xt, X
− ≥ 1/2.
Now, we again have three cases. To begin, with probability 14 −
αit
βit
, yˆ lies in the interval
[y, y+βit−αit ]. Since y+βit < xt ·q0, the hyperplane xt ·q = yˆ does not intersect Γit , and therefore
we can apply Claim 4.6 to show that
E
[
1
wit+1,t+1(Γit+1)
]
≤ (1− 0.1X−η) 1
wit+1,t+1(Γit+1)
≤ (1− 0.05η) 1
wit+1,t+1(Γit+1)
.
Likewise, the probability that the hyperplane xt · q = yˆ intersects Γit is at most αitβit (in which
case we can pessimistically bound the decrease in weight as in the proof of Claim 4.8), and with
the remaining 3/4 probability the hyperplane xt · q = yˆ does not intersect Γit , and we can apply
the weaker variant of Claim 4.6. Combining these observations, we get that
E
[
1
wit,t+1(Γit)
]
≤
((
1
4
− αit
βit
)
(1− 0.05η) + αit
βit
1
(1− η) +
3
4
)
1
wit,t(Γit)
≤
(
1− 1
d21
)
1
wit,t(Γit)
.

Step 2: Bounding the number of rounds
In this step we will bound the total number of rounds in each scale i. Specifically, our algorithm
ensures that we move onto the next scale once either the weight concentrates on a strip or once
Ci grows large enough - we will show with high probability that this is always due to the weight
concentrating on a small strip.
Let Ai be the number of rounds t such that it = i and |y−xt ·q0| ≤ βi (i.e. the number of rounds
where we are “accurate”). Let Bi be the number of rounds t such that it = i and |y − xt · q0| > βi
(i.e. the number of rounds where we are “inaccurate”). Note that Ai + Bi = Ci. Also, recall that
our algorithm ensures that Ci ≤ 100( d4iγ10di + d
25i) + 1 for all rounds t.
We first show that with high probability, Bi will be no larger than O(poly(d)i).
Claim 4.10. For any constant c > 0, with probability at least 1 − 2−d4ic we have throughout all
rounds that
Bi ≤ 100d25i(1 + c)
Proof. We will construct a sequence Zt so that
Zt
wi,t(Γi)
is a super-martingale. Consider the sequence
Zt defined as follows.
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• Z1 =
(
αi
2
)d
.
• If it 6∈ {i, i − 1} then Zt+1 = Zt.
• If it = i and |y − xt · q| ≤ βi or it = i− 1 then Zt+1 =
(
1− αiβi
)
Zt.
• If it = i and |y − xt · q| > βi then Zt+1 =
(
1 + 1d21
)
Zt.
Consider the ratio Yt =
Zt
wi,t(Γi)
. Note that Claim 4.7 and Claim 4.9 imply that
E[Yt+1|Yt] ≤ Yt,
so Yt is a super-martingale.
Now, note that Y1 ≤ 1 since
wi,1(Γi) =
Vol(B(q0, αi) ∩ B(0, 1))
Vol(B(0, 1))
≥ 1
2d
· Vol(B(q0, αi))
Vol(B(0, 1))
=
αdi
2d
(Here we have used the fact that Vol(B(q0, αi)∩B(0, 1)) must contain a ball of radius αi/2.) Since Yt
is a non-negative super-martingale, by Doob’s martingale inequality it holds that for any constant
M
Pr[∃t|Yt ≥M ] ≤ 1
M
.
However note that if there exists a round where Bi ≥ 100d25i(1 + c), then for t sufficiently large
Zt ≥ Z1
(
1 +
1
d21
)Bi (
1− αi
βi
)Ci+Ci−1
≥ α
d
i
2d
(
1 +
1
d21
)100d25i(1+c)(
1− αi
βi
)1000( d4i
γ10d
i
+d25i
)
≥ α
d
i
2d
· 2d4i(1+c)
≥ 2d4ic.
(Here in the last inequality we have used the fact that 2d
4i ≥ (2/αi)d). Since wi,t(Γi) ≤ 1 for
all t, this implies that Yt ≥ 2d4ic, which immediately implies the desired claim. 
Recall that in our algorithm, we check the following two conditions for determining the scale i
we use for the current query:
• There exists a, b ∈ R such that |a− b| ≤ 10γi and
∫
a≤xt·q≤b
wi(q)dq ≥ 1− γ4di .
• Ci−1 > 100(d
4(i−1)
γ10di−1
+ d25(i− 1)).
We now show that with high probability, only the first condition is ever relevant.
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Claim 4.11. For an index i, the probability that we ever have
Ci ≥ 100
(
d4i
γ10di
+ d25i
)
is at most 2−d
4i.
Proof. Again, we will construct a sequence Zt so that
Zt
wi+1,t(Γi+1)
is a super-martingale. Consider
the sequence Zt defined as follows.
• Z1 = α
d
i+1
2d
• If it 6∈ {i, i + 1} then Zt+1 = Zt.
• If it = i and |y − xt · q0| > βi or it = i+ 1 then Zt+1 =
(
1− αi+1βi+1
)
Zt
• If it = i and |y − xt · q0| ≤ βi then Zt+1 =
(
1 + γ10di
)
Zt
Consider the ratio Yt =
Zt
wi+1,t(Γi+1)
. Similarly as in the proof of Claim 4.10, Y1 ≤ 1. Note that
Claim 4.7 and Claim 4.8 imply that
E[Yt+1] ≤ Yt
so Yt is a super-martingale.
Now assume that Ci ≥ 100
(
d4i
γ10di
+ d25i
)
. By the constraints of our algorithm, we are guaranteed
that
Ci+1 ≤ 100
(
d4(i+ 1)
γ10di+1
+ d25(i+ 1)
)
+ 1 ≤ 1000d
25i
γ10di+1
Also by Claim 4.10, with probability at least 1 − 1
210d4i
, Bi ≤ 1100d25i over all rounds t. This
implies that eventually
Ai = Ci −Bi ≥ 99
(
d4i
γ10di
)
Thus, for sufficiently large t, we have that
Zt ≥
αdi+1
2d
(
1 + γ10di
)99( d4i
γ10d
i
)(
1− αi+1
βi+1
)Ci+1+Bi
≥ 22d4i
However note Y1 ≤ 1 and Yt is a supermartingale. Also, wi+1,t(Γi+1) ≤ 1 for all rounds t. Thus,
by Doob’s martingale inequality, the probability we ever have Ci ≥ 100
(
d4i
γ10di
+ d25i
)
is at most
1
210d4i
+
1
22d4i
≤ 1
2d4i
(the first term is from the probability that at some point Bi ≥ 1100d25i). 
24
Step 3: Proving wi concentrates near q0
We now aim to show that with high probability, if the weight function wi is concentrated on a
thin strip, this strip must be close to the true point q0 (this is necessary to bound the total regret
we incur each round in scale i). To do this, we will argue that we can “round” points to the αi-
net Sαi without significantly affecting their weight. We will then rely on the geometric observation
mentioned earlier: that for points q1, q2 ∈ Sαi for some i such that q0, q1, and q2 are nearly collinear,
we can relate the weights wi,t(q1) and wi,t(q2). We begin by relating the weights of collinear points.
Claim 4.12. Fix an index i. If q0, q1, and q2 are collinear in that order, then with probability at
least 1− 2−d10i we have that for all rounds t
wi,t(q1) ≥ γdi wi,t(q2)
Proof. Consider a time step t where it = i or it = i − 1. We say a point is on the “good” side of
the hyperplane xt · q = yˆ if it is on the same side as q0. Otherwise we say the point is on the “bad”
side. Note for q1, q2 satisfying the conditions of the claim, one of the following statements must be
true:
• Case 1: q1, q2 are on the same side of the hyperplane xt · q = yˆ.
• Case 2: q1 is on the good side of the hyperplane and q2 is on the bad side of the hyperplane.
We will now consider the quantity Rt =
(
wi,t(q2)
wi,t(q1)
)d9
. Note that in Case 1, then Rt+1 = Rt (the
relative weights remain unchanged if both q1 and q2 are on the same side of the hyperplane). In
Case 2,
E[Rt+1] = E
[(
wi,t+1(q2)
wi,t+1(q1)
)d9]
=
(
2
3
(1− η)d9 + 1
3
(
1
1− η
)d9)(wi,t(q2)
wi,t(q1)
)d9
≤
(
wi,t(q2)
wi,t(q1)
)d9
Here the last inequality follows from the fact that 2x/3 + 1/(3x) ≤ 1 for all x ∈ [1/2, 1], and
η = Θ(d−10) so (1 − η)d9 = 1 − o(1) ∈ [1/2, 1]. Note that this implies that Rt is a non-negative
super-martingale (with R1 = 1).
Now, if wi,t(q1) < γ
d
i wi,t(q2), this would mean that
Rt =
(
wi,t(q2)
wi,t(q1)
)d9
> γ−d
10
i .
By Doob’s martingale inequality, the probability that this ever happens is at most γd
10
i ≤ 2−d
10i,
as desired. 
We next relate the weights of nearby points q1 and q2. If q1 and q2 are close together, then
it is unlikely they are ever separated by a hyperplane, and their weights should be similar. The
following claim captures this intuition.
Claim 4.13. Fix an index i. If q1, and q2 satisfy ‖q1 − q2‖ ≤ 2β10i , then with probability at least
1− 2−d10i we have that for all rounds t
wi,t(q1) ≥ γiwi,t(q2)
25
Proof. We will bound the number of rounds t such that it = i or it = i − 1 and the hyperplane
xt · q = yˆ intersects the segment connecting q1 and q2. We will show that with high probability,
this quantity is at most d9i. Note that since wi,t(q1)/wi,t(q2) is unchanged when q1 and q2 both lie
on the same side of the hyperplane, and decreases by at most a factor of (1 − η) when they lie on
different sides, this will show that with high probability
wi,t(q1) ≥ (1− η)d9iwi,t(q2) ≥ (1− 2d−10)d9iwi,t(q2) ≥ 2−iwi,t(q2) = γiwi,t(q2),
as desired.
Now, for a fixed round t, note that the probability that the hyperplane xt · q = yˆ intersects the
segment connecting q1 and q2 is at most
‖q1−q2‖
2βi
≤ β9i . There are at most
Ci + Ci−1 ≤ 1000d
4i
γ10di
indices t for which it = i or it = i−1. The probability that at least d9i of the hyperplanes xt ·q = yˆ
intersect the segment connecting q2 and q1 is at most(1000d4i
γ10di
d9i
)
β9d
9i
i ≤
(
1000d4iβ9i
γ10di
)d9i
≤ 2−d10i,
which implies our desired result.

Finally, we apply Claims 4.12 and 4.13 to bound the relative weights for all approximately
collinear pairs of points in Sα.
Claim 4.14. Fix an index i. With probability at least 1 − 2−d9i the following claim holds: for all
q1, q2 ∈ Sαi such that
• The angle between the vectors q1 − q0 and q2 − q0 is at most β10i
• ‖q1 − q0‖ ≤ ‖q2 − q0‖
we have for all rounds t
wi,t(p1) ≥ γ2di wi,t(p2)
Proof. Fix a pair of points q1, q2 ∈ Sαi satisfying the conditions in the statement. Let q⊥ be the
foot of the perpendicular from q1 to the segment connecting q2 and q0. Note that
‖q⊥ − q1‖ ≤ 2β10i
Therefore, by the conditions of Claim 4.13, with probability at least 1− 2−d10i, for all rounds t,
wi,t(q1) ≥ γiwi,t(q⊥).
Note that q0, q⊥, and q2 are collinear. Since ‖q⊥ − q0‖ ≤ ‖q1 − q0‖ ≤ ‖q2 − q0‖, q⊥ lies between
q0 and q2 on this line. By Claim 4.12, this means that with probability at least 1 − 2−d10i, for all
rounds t,
wi,t(q⊥) ≥ γdi wi,t(q2).
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Combining these two claims, we know that with probability at least 1− 2−d10i+1, for all rounds
t,
wi,t(q1) ≥ γd+1i wi,t(q2).
This is for a specific pair of points in Sαi . Union bounding over all |Sαi |2 pairs of points, we
have that the theorem statement fails with probability at most
|Sαi |22−d
10i+1 =
(
2d
αi
)2d
2−d
10i+1 ≤ 2−d9i.

Finally, we prove that if wi concentrates on a strip, q0 is within γi of this strip. To show this,
it suffices to show that the weight of B(q0, γi) is large enough that it must intersect a sufficiently
concentrated strip. We do this by using Claim 4.14 to relate the weight of points of Sαi inside and
outside B(q0, γi).
Claim 4.15. Fix an index i. With probability at least 1− 2−d8i, the following statement holds for
all t:
• If there exist a, b such that |a− b| ≤ 10γi and∫
a≤xt·q≤b
wi,t(q)dq ≥ 1− γ4di
then a− γi ≤ xt · q0 ≤ b+ γi.
Proof. First for each point q ∈ Sαi , consider an axis-parallel box centered at that point with side
length αid . Now consider all rounds t with it = i or it = i−1 and all planes of the form xt ·q = yˆ for
these rounds. We show that with high probability, all boxes intersect at most d9i of these planes.
Using essentially the same argument as in Claim 4.13, we find that this probability is at least
1−
(
2d
αi
)d(1000d4i
γ10di
d9i
)
β9d
9i
i ≥ 1−
1
2d10i
In particular, with at least 1− 1
2d10i
probability, the following two inequalities hold:
∫
q∈B(q0,γi)∩B(0,1)
wi,t(q)dq ≥ (1− η)d
9i
(αi
d
)d ∑
q∈B(q0,γi−αi)∩Sαi
wi,t(q). (1)
1 =
∫
q∈B(0,1)
wi,t(q)dq ≤ 1
(1− η)d9i
(αi
d
)d ∑
q∈Sαi
wi,t(q). (2)
In both of these inequalities we are using the fact that if at most d9i planes intersect any box, then
the weights of any two points in the same box are within a factor of (1− η)d9i.
Next, consider the ball B(q0, γi − αi). Let Ti = {B(q0, γi − αi) ∩ Sαi}. Consider the following
two transformations: f : Sαi → B(q0, γi − αi), which sends a point q to
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f(q) =
(
1− γi
2
)
q0 +
γi
2
q
and the transformation g : B(q0, γi − αi) → Ti, where g(q) is the point obtained by rounding the
coordinates of q to the nearest integer multiple of αid (note that g(q) ∈ Ti). If we consider the map
q → q′ = g(f(q)) given by the above, the number of points q ∈ Sα that map to a fixed point q′ ∈ Ti
is at most (
10
γi
)d
.
To see this, note that g−1(q) is an axis-parallel box with side-length αid , and thus f
−1(g−1(q))
contains all the points in Sα contained within an axis aligned box with side-length
2αi
dγi
, which
contains at least (2/γi + 1)
d < (10/γi)
d points.
Now, note that q and q′ = g(f(q)) satisfy the conditions of Claim 4.14. Thus, by Claim 4.14,
with probability at least 1− 1
2d9i
we have that
∑
q∈B(q0,γi−αi)∩Sαi
wi,t(q) ≥ γ2di
( γi
10
)d ∑
q∈Sαi
wi,t(q) =
γ3di
10d
∑
q∈Sαi
wi,t(q)
Combining the above with equations (1) and (2), we conclude that with probability at least
1− 1
2d
9i
− 1
2d
10i
≥ 1− 1
2d
8i
we have ∫
q∈B(q0,γi)
wi,t(q)dq ≥
(
1− 1
2d10
)2d9i γ3di
10d
≥ γ4di
This implies that the ball B(q0, γi) must intersect the strip a ≤ xt · q ≤ b. If this happens then the
desired condition is clearly satisfied. 
Step 4: Completing the proof
Finally, we can proceed to prove the main theorem.
Proof of Theorem 4.5. First, for each i, let Li be the total loss at scale i. We will bound E[Li].
By Claim 4.11, with probability at least 1 − 1
2d
4(i−1)
, Ci−1 ≤ 100(d
4(i−1)
γ10di−1
+ d25(i − 1)) for all
rounds. If this is true, then the only time we query at level i, there must be some strip given by
a ≤ xt · q ≤ b of width at most 10γi that contains 1 − γ4di of the total weight of wi. Thus, by
Claim 4.15, with at least 1 − 1
2d
4(i−1)
− 1
2d
8(i−1)
probability, all queries at level i incur loss at most
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12γi + 2βi ≤ 14γi. Now, by using Claim 4.10, we can bound the expected total loss at level i as
E[Li] ≤
(
1
2d4(i−1)
+
1
2d8(i−1)
)
Ci + 2βiCi + 14γi

100d25i+ ∞∑
j=0
100d25iPr
[
Bi ≥ 100d25i(1 + j)
]
≤
(
1
2d4(i−1)
+
1
2d8(i−1)
+ 2βi
)
·
(
100
(
d4i
γ10di
+ d25i
)
+ 1
)
+ 1400d25iγi

1 + ∞∑
j=0
1
2d4ij


≤ 4βi ·
(
200
d25i
γ10di
)
+ 2800d25iγi
= 4 · 2−100di · (200d25i210di) + 2800d25i2−i
= 800d25i2−90di + 2800d25i2−i.
It follows that
∞∑
i=1
E[Li] ≤
∞∑
i=1
(
800d25i2−90di + 2800d25i2−i
)
= O(d25) = O(poly(d)).

Remark. Naively, one can implement Algorithm 6 with time complexity TO(d), via the observation
that T hyperplanes divide B(0, 1) into at most O(T d) pieces, so we can simply compute this division
and the weight of each distribution wi (we care about at most T scales) on each component of this
division.
It is an interesting open question if it is possible to implement Algorithm 6 (or otherwise
achieve O(poly(d)) regret) with time complexity poly(d, T ). To do so, it would suffice to be able
to efficiently sample from the distributions wi.
5 Tight loss bounds for full feedback
We also study the problem where the learner has full feedback, i.e, after the prediction yt the feed-
back is the actual value of f0(xt). We show that the optimal regret can be completely characterized
(up to constant factors) by a continuous analogue of the Littlestone dimension.
For this section we don’t require the assumption that Y is ordered, only that the loss function
forms a valid metric (i.e. is symmetric and satisfies the triangle inequality).
5.1 Tree Dimension
Definition 5.1. A (X ,Y)-tree of cost c is a labeled binary tree with the following properties
• There is a root node and each interior node has two children
• Each interior node is labeled with a triple (x, y1, y2) where x ∈ X , y1, y2 ∈ Y
• For each leaf, the sum of L(y1, y2) over all nodes on the path from the root to the leaf is at
least c.
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Definition 5.2. We say a (X ,Y)-tree T is H-satisfiable if we can label each leaf with some f ∈ H
such that for each node (x, y1, y2) ∈ T , all leaves of the left subtree satisfy f(x) = y1 and all leaves
of the right subtree satisfy f(x) = y2.
Definition 5.3 (Tree dimension). We define τ(H), the tree dimension of H, to be the maximum
cost of a (X ,Y)-tree that is H-satisfiable.
Remark. Note we can naturally extend the above definition to any subset H′ ⊂ H.
It is worth noting that covering dimension is “more restrictive” than tree dimension in the sense
that bounded covering dimension implies bounded tree dimension.
Theorem 5.4. Let H be a hypothesis class consisting of functions mapping X → Y and let L be
a loss function that defines a metric on Y. If Cdim(H) is finite then
τ(H) ≤ 6 · Cdim(H)
Before proving the above we prove a few preliminary lemmas.
Lemma 5.5. Let H be a hypothesis class and L be a loss function that defines a metric on Y. Let
T be an H-satisfiable (X ,Y)-tree where all leaves have depth d and such that for each internal node
(x, y1, y2), L(y1, y2) > 2
−i. Then
d ≤ (i+ 1) · Cdim(H)
Proof. Since the tree is H-satisfiable, we can label the leaves with functions f ∈ H. Any two
of these functions f1, f2 must satisfy d∞(f1, f2) ≥ 2−i since there must be some internal node
(x, y1, y2) where f1(x) = y1 and f2(x) = y2. Therefore, there are 2
d functions in H such that any
two have d∞ distance bigger than 2
−i. This implies that
|N2−(i+1)(H)| ≥ 2d
Now by the definition of covering dimension, we conclude d ≤ (i+ 1) · Cdim(H). 
Given a rooted binary tree T , we say a rooted binary tree T ′ is contained in T if all of the
nodes of T ′ are nodes of T and the nodes of T ′ form a binary tree where each interior node has two
children under the topology given by T .
Lemma 5.6. Consider a rooted binary tree T (where all interior nodes have exactly two children)
and say its nodes are colored with colors 1, 2, . . . , c. We say the colored tree satisfies property
(x1, . . . , xc) if for each i ∈ [c], it does not contain a monochromatic complete binary tree of color i
and depth xi. If the coloring of T satisfies property (x1, . . . , xc), there exists a leaf such that on the
path from the root to the leaf, there are at most xi nodes of color i for all i ∈ [c].
Proof. We prove the lemma by induction on x1 + · · · + xc. The base cases are obvious. Now say
the root of T is colored with color i. Clearly we must have xi > 0. Then either the left or right
subtree of the root must satisfy property (x1, . . . , xi − 1, . . . , xc). Using the inductive hypothesis,
we get the desired. 
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Proof of Theorem 5.4. Assume for the sake of contradiction that τ(H) > 6 · Cdim(H). Consider a
(X ,Y)-tree T that is H-satisfiable and has cost larger than 6 · Cdim(H). Note we can assume that
there are no nodes in T where L(y1, y2) = 0 since otherwise, we can delete that node and keep only
its left subtree. Let c be an integer such that for all nodes (x, y1, y2), we have L(y1, y2) > 2
−c.
Now color the internal nodes of T with c colors {1, 2, . . . c} where a node (x, y1, y2) is color i
if
1
2i
< L(y1, y2) ≤ 1
2i−1
Note by Lemma 5.5, T does not contain any monochromatic, complete binary trees of color i with
depth at least (i+ 1) · Cdim(H). By Lemma 5.6, this implies the total cost of T is at most
c∑
i=1
(i+ 1) · Cdim(H)
2i−1
≤ 6 · Cdim(H)
which completes the proof. 
However, we cannot hope for any sort of converse to Theorem 5.4 as evidenced by the following
example. Let X = Y = [0, 1] and let L(y1, y2) = |y1 − y2|. Let H = {1x=c|c ∈ [0, 1]} be the set of
all indicator functions of points in [0, 1]. H has infinite covering dimension but its tree dimension
is clearly just 1.
5.2 Loss Bounds using Tree Dimension
Theorem 5.7. In the full feedback model there exists an algorithm that incurs total loss O(τ(H)).
Furthermore, no algorithm can guarantee better than τ(H)/2 loss.
First we prove that the algorithm below achieves the upper bound.
Algorithm 7 Contextual Binary Search
for t in 1, 2, . . . , T do
Adversary picks xt
Let St be the set of hypotheses consistent with the feedback so far
For each ǫ define Aǫ,t = {y|y ∈ Y, τ (St ∩ {f |f(xt) = y}) ≥ τ (St)− ǫ}
Choose yt ∈ Aǫ,t for the smallest ǫ such that Aǫ,t 6= ∅
Lemma 5.8. For any y1, y2 ∈ Aǫ,t, L(y1, y2) ≤ ǫ.
Proof. Assume for the sake of contradiction that this is false. Then we can construct a St-satisfiable
(X ,Y, si)-tree with (xt, y1, y2) as its root node and cost bigger than τ(St). 
Lemma 5.9. For each t, we have
τ(St+1) ≤ τ(St)− L(yt, f0(xt))
where L(yt, f0(xt)) is the loss of the algorithm.
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Proof. Since ǫ is the smallest value such that Aǫ,t is non-empty, then for every y ∈ Aǫ,t we must
have τ (St ∩ {f |f(xt) = y}) = τ (St)− ǫ. So if L(yt, f0(xt)) ≤ ǫ we are done.
Consider now the case where ℓ := L(yt, f0(xt)) > ǫ. For that case, we want to argue that
f0(xt) /∈ Aℓ′,t for any ℓ′ < ℓ, since after we get the feedback, we will update St+1 = {f ∈ St; f(xt) =
f0(xt)}. Therefore f0(xt) /∈ Aℓ′,t for all ℓ′ < ℓ implies that: τ(St+1) ≤ τ(St)− ℓ.
Pick any ℓ′ with ǫ < ℓ′ < ℓ. To see that f0(xt) /∈ Aℓ′,t, observe that yt ∈ Aǫ,t ⊆ Aℓ′,t. If it
were the case that f0(xt) ∈ Aℓ′,t, we would have ℓ ≤ ℓ′ by Lemma 5.8, contradicting the fact that
ℓ′ < ℓ. 
Proof of Theorem 5.7. The upper bound follows directly from the previous lemma. For the lower
bound, consider an (X ,Y)-tree with cost τ(H) that is H-satisfiable. We can ensure that all leaves
have the same depth d (by adding nodes of the form (x, y, y)). Now the adversary chooses a leaf
uniformly at random. If the sequence of nodes from the root to the leaf are
(x1, y11, y12), . . . , (xd, yd1, yd2)
then the adversary presents the inputs x1, x2, . . . xd in that order to the learner. Since the loss
function satisfies the triangle inequality, the expected loss of any learner is at least τ(H)/2 so we
are done. 
Remark. Algorithm 7 assumes that the set {ǫ;Aǫ,t 6= ∅} has a minimum, which is always the case if
theH is finite. For infiniteH the minimum might not exist. In such case, choose ǫ = inf{ǫ;Aǫ,t 6= ∅}
and choose yt ∈ Aǫ+gt,t for gt = 1/2t. Theorem 5.7 can be easily adapted to provide a bound of
τ(H) +∑t gt ≤ τ(H) + 1.
5.3 Separating binary and full feedback
With binary feedback we can no longer obtain loss bounds that depend only on tree dimension. To
see this, consider the following example:
Let H be the set of all functions f : [n]→ {0, 1/n, .....(n − 1)/n}. There are nn such functions.
Now for each, slightly perturb the outputs (i.e. f(i) = j/n + ǫ) so that for every f1, f2 and i,
f1(i) 6= f2(i). Let L(y1, y2) = |y1 − y2|. The tree dimension of this class is O(1). However, clearly
any algorithm must incur Ω(n) loss in expectation with binary feedback.
References
[1] Kareem Amin, Afshin Rostamizadeh, and Umar Syed. Repeated contextual auctions with strategic buyers. In
Advances in Neural Information Processing Systems 27: Annual Conference on Neural Information Processing
Systems 2014, December 8-13 2014, Montreal, Quebec, Canada, pages 622–630, 2014.
[2] Hamsa Bastani and Mohsen Bayati. Online decision-making with high-dimensional covariates. Working paper,
Stanford University, 2016.
[3] Dimitris Bertsimas and Santosh Vempala. Solving convex programs by random walks. J. ACM, 51(4):540–556,
2004.
[4] Se´bastien Bubeck, Re´mi Munos, Gilles Stoltz, and Csaba Szepesva´ri. X-armed bandits. Journal of Machine
Learning Research, 12(May):1655–1695, 2011.
[5] Maxime C. Cohen, Ilan Lobel, and Renato Paes Leme. Feature-based dynamic pricing. In Proceedings of the
2016 ACM Conference on Economics and Computation, EC ’16, Maastricht, The Netherlands, July 24-28, 2016,
page 817, 2016.
32
[6] Mark A Davenport, Yaniv Plan, Ewout Van Den Berg, and Mary Wootters. 1-bit matrix completion. Information
and Inference: A Journal of the IMA, 3(3):189–223, 2014.
[7] Stephen Gillen, Christopher Jung, Michael Kearns, and Aaron Roth. Online learning with an unknown fairness
metric. In Advances in Neural Information Processing Systems, pages 2600–2609, 2018.
[8] Adel Javanmard and Hamid Nazerzadeh. Dynamic pricing in high-dimensions. Working paper, University of
Southern California, 2016.
[9] Ravi Kannan, La´szlo´ Lova´sz, and Miklo´s Simonovits. Random walks and an o*(n5) volume algorithm for convex
bodies. Random Struct. Algorithms, 11(1):1–50, 1997.
[10] Daniel A Klain and Gian-Carlo Rota. Introduction to geometric probability. Cambridge University Press, 1997.
[11] Robert Kleinberg and Tom Leighton. The value of knowing a demand curve: Bounds on regret for online
posted-price auctions. In Foundations of Computer Science, 2003. Proceedings. 44th Annual IEEE Symposium
on, pages 594–605. IEEE, 2003.
[12] Robert Kleinberg, Aleksandrs Slivkins, and Eli Upfal. Bandits and experts in metric spaces. Journal of the
ACM (JACM), 66(4):1–77, 2019.
[13] Akshay Krishnamurthy, Thodoris Lykouris, and Chara Podimata. Corrupted multidimensional binary search:
Learning in the presence of irrational agents. arXiv preprint arXiv:2002.11650, 2020.
[14] Renato Paes Leme and Jon Schneider. Contextual search via intrinsic volumes. In 59th IEEE Annual Symposium
on Foundations of Computer Science, FOCS 2018, Paris, France, October 7-9, 2018, pages 268–282, 2018.
[15] Nick Littlestone. Learning quickly when irrelevant attributes abound: A new linear-threshold algorithm. Machine
learning, 2(4):285–318, 1988.
[16] Ilan Lobel, Renato Paes Leme, and Adrian Vladu. Multidimensional binary search for contextual decision-
making. Operations Research, 2017.
[17] La´szlo´ Lova´sz. Hit-and-run mixes fast. Mathematical Programming, 86(3):443–461, 1999.
[18] Jieming Mao, Renato Leme, and Jon Schneider. Contextual pricing for lipschitz buyers. In Advances in Neural
Information Processing Systems, pages 5643–5651, 2018.
[19] Yaniv Plan and Roman Vershynin. Robust 1-bit compressed sensing and sparse logistic regression: A convex
programming approach. IEEE Transactions on Information Theory, 59(1):482–494, 2012.
[20] Sheng Qiang and Mohsen Bayati. Dynamic pricing with demand covariates. Available at SSRN 2765257, 2016.
[21] Aleksandrs Slivkins. Contextual bandits with similarity information. The Journal of Machine Learning Research,
15(1):2533–2568, 2014.
A Efficient implementations for linear contextual search
In the main paper, we remarked that we can efficiently implement Algorithms 3 and 4 as long as
we can solve the problem of (approximately) computing the minimum distance from a point to
the convex set St. This is a convex problem, so the guarantee of cutting plane methods (like the
ellipsoid algorithm) tells us that (given an initial ellipsoid E ⊇ St), it is possible to compute an
ǫ-optimal solution in time
O
(
T · poly(d) · log
(
Vol(E)
ǫVol(St)
))
.
We can take E to be the unit ball; then this is algorithm is efficient as long as Vol(St) is never
too small (anything at least exp(−poly(T )) is fine). Here we present a simple modification of
Algorithm 3 that makes sure that the volume of St stays large enough throughout by preserving a
small ball around v0.
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Initialize S1 = (1 + 1/T
4)B to make sure that B(v0; 1/T
4) ⊆ S1. Instead of guessing yt =
mt± 1/T we can add a small perturbation δt sampled from the uniform distribution over [0, 1/T 2].
Guess according to:
yt = mt ± (1/T + δt)
The total additional loss from the perturbation is O(1) and it doesn’t affect the analysis in Section
3.1. The advantage of this perturbation is that the probability that the cut passes through the ball
of radius 1/T 4 around v0 is at most 1/T
2 per period. So with probability 1−1/T , B(v0, 1/T 4) ⊆ St
for all periods t. It follows that Vol(St) ≥ 1T 4dVol(B(0, 1)), and with this, the convex minimization
problem can be solved efficiently.
The same idea also works for the O(d log d) algorithm in Section 3.5. For this algorithm, the
same idea works: we query mt ± (ui + δt) again with δt ∼ [0, 1/T 2]. The analysis in Section 3.5
works when ui ≥ 1/T . It suffices to note that the total loss from rounds when ui ≤ 1/T is O(d).
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