Abstract. We study the minimal and maximal closed extension of a differential operator A on a manifold B with conical singularities, when A acts as an unbounded operator on weighted Lp-spaces over B, 1 < p < ∞.
Introduction
Seeley's classical paper [17] , published in 1967, showed in a striking way how pseudodifferential techniques could be applied to analyze complex powers of elliptic (pseudo-)differential operators on closed manifolds. Replacing the resolvent in the Dunford integral by a parameter-dependent parametrix, he obtained a representation of the powers that was precise enough to deduce a wealth of information on eigenvalue asymptotics, zeta functions, and index theory. Seeley also extended his results to differential boundary value problems. In 1971 he showed the boundedness of the purely imaginary powers on L p -spaces, [19] .
At that time the principal motivation for these studies was the description of interpolation spaces. Additional interest in the behavior of imaginary powers came from Dore and Venni's 1987 article [3] , in which they showed how the boundedness of imaginary powers can be used to derive results on maximal regularity for evolution equations.
Meanwhile, bounded imaginary powers or even the existence of a bounded H ∞ calculus [11] have been established in many situations, e.g. for classes of differential operators on R n and smooth manifolds [2] , boundary value problems on bounded and certain unbounded domains in R n , [4] , [12] , [22] , as well as for operators in Boutet de Monvel's calculus [21] .
We shall focus here on the case of a manifold with conical singularities. This is a Hausdorff space, B, that is a smooth manifold outside a finite number of singular points, while, close to each of these, it has the structure of a cone with smooth, closed cross-section. Blowing up B near its singular points, we obtain a manifold B with boundary ∂B =: X.
Near the boundary, we fix a splitting of coordinates (t, x) ∈ [0, 1[×X. Rather than on B, the analysis will be performed on B (respectively the interior of B). We consider so-called cone or Fuchs-type differential operators, i.e., operators which close to the boundary are of the form Here, 1 < p < ∞, and γ is an arbitrary real number. The particular choice of γ = γ p = (n+1)( 
. Let Λ ∆ = Λ ∆ (θ) denote a closed sector in the complex plane, symmetric about the negative real half-axis and of aperture 2(π − θ) for some 0 < θ < π. We find conditions (Definition 4.5) on A, which depend on γ ∈ R but not on 1 < p < ∞, that ensure the following:
The key to the above described results is, similar to Seeley's classical concept, to view λ − A as an element of a calculus of parameter-dependent pseudodifferential operators on B, and to express (λ − A) −1 within this calculus. In our context, the appropriate calculus is Schulze's parameterdependent cone algebra, cf. for example [15] , [5] . The conditions we impose on A are, more or less, ellipticity conditions on λ − A within this calculus. We require three associated objects not to have spectrum in the sector Λ ∆ . The first is the usual homogeneous principal symbol of A, defined on the cotangent bundle over the interior of B. The second is the so-called rescaled symbol, which reflects the behavior of the principal symbol near the boundary. The third is the so-called model cone operator A, which acts as an unbounded operator in Sobolev spaces on the infinite cylinder R + × X. It is induced by freezing the coefficients of A at the boundary, i.e., using the notation from (1.1), A = t −µ µ j=0 a j (0)(−t∂ t ) j .
In order to separate the more general functional-analytic issues from the specific difficulties related to conical singularities, we give a review of several basic facts about complex powers of unbounded operators on a Banach space in Section 2, while in Section 3 we briefly discuss Fuchs-type operators. Sections 4, 5 and 6 are devoted to the proof of the results stated above.
In Section 7 we treat an example and show how our work can be combined with that of Dore and Venni to obtain results on existence and regularity for the non-homogeneous Cauchy problem in
Here, ∆ is the Laplace-Beltrami operator for a Riemannian metric with a conical degeneracy.
The paper ends with an appendix relating the structure of the resolvent as we use it to that given in earlier work by Schulze and that of Gil [6] . Moreover, we collect a few definitions and notions in Section 9.
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Complex powers of operators in a Banach space
Let us recall some well-known facts on complex powers of a closed, densely defined operator
in a Banach space F , cf. for example [19] . We denote by Λ = Λ(δ, θ) the keyhole region Λ(δ, θ) = {λ ∈ C | |λ| ≤ δ or | arg λ| ≥ θ} with δ > 0 and 0 < θ < π. We assume that (A1) The spectrum of A has empty intersection with Λ \ {0}.
In concrete situations the problem is to analyze whether an operator A satisfies conditions (A1), (A2), (A3), and then to find the best possible constant ω. Fundamental works on this topic are due to Seeley [17] , [18] , [19] , where he gives criteria ensuring that a differential operator on a compact manifold (with boundary) has these properties. The main object of the present paper is to give such criteria for differential operators on manifolds with conical singularities.
Cone differential operators
The natural class of differential operators on B is the algebra of cone differential or Fuchs-type operators, cf. [5] , [9] , i.e. those A which are near the boundary ∂B = X of the form
here a j ∈ C ∞ (R + , Diff µ−j (X)) are functions smooth up to the boundary with values in the differential operators on X. We can rewrite (3.1) as
where the Mellin pseudodifferential operator is defined by
Here, γ ∈ R is arbitrary, and (3.3) is independent of the choice of γ. We keep γ in the notation, since we shall consider extensions of A to different weighted Sobolev spaces, the weight being given by γ: Definition 3.1. For s ∈ N 0 , γ ∈ R, and 1 < p < ∞ we introduce H s,γ p (B) as the space of all functions u ∈ H s p,loc (int B) such that
The definition of the Banach spaces H s,γ p (B) naturally extends to real s. Then A induces, for any s, γ, and p, continuous operators
With A we associate three symbols. The first is the usual homogeneous principal symbol σ
, which, in coordinates near the boundary, is
Dropping the factor t −µ , replacing tτ by τ , and inserting t = 0, we obtain
which yields the rescaled symbol of A,
The third one is the conormal symbol
a function of z ∈ C with values in the differential operators on X.
Remark 3.2. The operator A is called elliptic with respect to the weight γ + µ, if both the homogeneous principal symbol and the rescaled symbol never vanish, and
is an isomorphism for all z on that line.
It can be shown, [14] We shall consider A as the operator
a) In case A is elliptic with respect to γ + µ, (3.8) is the closure of A considered on the domain C ∞ comp (int B). b) By the spectral invariance of the cone algebra, [14] Theorem 3.14, the spectrum of A is independent of 1 < p < ∞.
With A we associate the model cone operator, which acts in Sobolev spaces on the infinite cylinder
is the space of all distributions u whose push-forward under conical coordinates (t, tx) belongs to H s p (R 1+n ) (for details see [13] , Section 4.2).
Definition 3.4. For s, γ ∈ R and 1 < p < ∞ the spaces K
Freezing the coefficients of A at t = 0, we obtain the model cone operator A, [5] .
It is worth mentioning that a(λ) = λ − A is a homogeneous function in a specific way. Namely if we define for ̺ > 0
then these operators extend by continuity to isomorphisms in L(K s,γ p (X ∧ )) and
In particular, spec( A) is a closed conic subset of the complex plane.
Near the boundary of B we can write
and f from (3.2).
The resolvent of cone differential operators
To describe the structure of the resolvent we recall some elements from the theory of parameterdependent cone pseudodifferential operators, starting with the smoothing remainders of the calculus. To this end we introduce a family of Fréchet spaces of smooth functions on int B and X ∧ , respectively.
is the space of all u ∈ C ∞ (X ∧ ) which are rapidly decreasing as t → ∞ and satisfy (4.1).
We shall say that an operator G has a kernel k with respect to the H 0,0
where t denotes a boundary defining function on B and dy ′ refers to a density on 2B, the double of B. We shall use the analogous notion for operators on X ∧ , based on the scalar product of K 0,0 
In this case, cl (Λ) satisfies the estimate
Recall from Section 3 that if A is a cone differential operator, then λ − A can be written in terms of Mellin symbols taking values in the differential operators on X, cf. (3.13) . In that case the Mellin symbol is a polynomial in z. A general Mellin symbol is an entire function with values in the pseudodifferential operators on X; more precisely:
, and for which
is locally bounded as a function of β ∈ R. This is a Fréchet space in a canonical way.
Let us now state the ellipticity assumptions on A, which ensure the existence of its resolvent in a keyhole region: If conditions (E1) and (E2) are satisfied, they automatically hold for a slightly larger keyhole region (by closedness of the spectrum, compactness of B, and the homogeneity of the rescaled symbol, the homogeneous principal symbol, as well as a(λ), cf. (3.12)). Moreover, one can show that condition (E2) implies that (3.7) is a family of isomorphisms.
We would like to point out that, although the above conditions seem to be quite strong, it follows from more general considerations that they are essentially necessary.
Under conditions (E1) and (E2) we can now describe the resolvent of A: Theorem 4.6. If A is elliptic with respect to Λ ∆ = Λ ∆ (θ) and γ + µ, then A has no spectrum in Λ ∆ ∩ {|λ| > R} for some R > 0, and for large
In view of the fact that A has compact resolvent (recall that the embeddings H
p (B) are compact provided s > r and γ > ̺), only finitely many points of the spectrum of A will lie in Λ. Thus, after possibly rotating A a little and shrinking the keyhole Λ, we can assume that A has no spectrum in Λ, except perhaps 0. Theorem 4.6 follows from the parametrix construction in the parameter-dependent cone algebra given in [6] , Theorems 3.2, 3.4, cf. also [5] , Section 9.3.3, Theorem 6. An important observation we can draw from this theorem is a norm estimate of the resolvent: 
Proof. We first reduce the case of arbitrary γ to the special case γ = γ p = (n + 1)(
.
But for large |λ|,
where
are of the same quality as g and P (λ), respectively, and
, we can assume from the very beginning that γ = γ p .
The term G ∞ (λ) certainly behaves in the right way, since it is rapidly decreasing in λ. Also the term (1 − σ)P (λ)(1 − σ 1 ) is good by the standard Calderon-Vaillancourt theorem. The two remaining terms t µ op γ M (g)(λ) and G(λ) we shall consider in the spaces K
. Now let G(λ) have a kernel k(λ) as described in Definition 4.3 (with µ replaced by −µ and d = µ).
Then the operator-norm of G(λ) is the same as that of κ
To treat the last term we can pass to local coordinates, i.e. we assume X = R n and
By a tensor product argument we can assume thatg is independent of (t, x). Conjugating with
is bounded away from zero and infinity, a simple calculation shows that
follows, see the end of Section 9.
There are certain relations between A and g from i) respectively P (λ) from ii), which we are going to study now.
Let U ⊂ R n be a coordinate neighborhood for X, whose closure is contained in another coordinate neighborhood. Condition (E1) ensures that the local symbol 
Proof. Let a denote the symbol in question. For shortness let us write y = (t, x) and η = (τ, ξ). Since the (eigen)values ofq (µ) (y, η) are proportional to |η| µ (uniformly for y ∈ [0, 1] × U ) and do not lie in Λ ∆ , there exists a constant c > 0 such that
Thus, if we choose χ in such a way that χ(|η|
To verify that a is a symbol, it suffices to show that
Since a is anisotropic homogeneous of order (−µ, µ) for large (η, λ) ∈ R 1+n ×Λ ∆ , estimate (4.5) holds on R 1+n ×Λ ∆ . It also holds for |λ| ≤ δ and |η| sufficiently large, since then |(λ −q (µ) (y, η)) −1 | is O(|η| −µ ) due to the above described behavior of the (eigen)values. For |λ| and |η| simultaneously small, estimate (4.5) holds anyway.
For every β ∈ R, we can associate withg from Theorem 4.6.i) a local symbol
It is a consequence of the above mentioned parametrix construction in the cone calculus that the principal symbol ofg is determined by the inverted principal symbol of λ − A. With the notation from Lemma 4.8 we indeed have
Similarly, the local symbols of P (λ) from Theorem 4.6.ii) can be approximated modulo S −µ−1,µ in terms of the inverted local principal symbol of λ − A.
Complex powers of cone differential operators
The aim of this section is to show that a cone differential operator A satisfying (E1), (E2), also satisfies condition (A3). More precisely we shall show:
Theorem 5.1. Let A be elliptic with respect to γ + µ and Λ ∆ , having no spectrum in the keyhole Λ = Λ(δ, θ), except perhaps 0. Then one can define A z as in (2.1) and there exists a constant c p ≥ 0 such that for all z ∈ H with |Re z| sufficiently small
Let us first give a short outline of the proof. In view of Theorem 4.6 we can replace in (2.1) the resolvent (λ − A) −1 by the right-hand side of (4.3). Then one obtains four integrals (corresponding to the four terms on the right-hand side of (4.3)), each of which has to be estimated as in (5.1). For the one associated with G ∞ (λ) this is certainly possible, since G ∞ (λ) is rapidly decreasing in λ and therefore
Re z e θ|Im z| .
Obviously δ
Re z is uniformly bounded for small |Re z|.
For the integral connected with (1 − σ)P (λ)(1 − σ 1 ) one can proceed exactly as in the proof of Theorem 1 of [19] , since this term is localized away from the boundary, and there, H 0,γ p (B) coincides with the usual L p -spaces (note also the remark after formula (4.6)).
Hence it remains to consider the expressions
We shall start with the analysis of the first term. Letting
. Estimating the first term in 5.2 thus reduces to the following proposition:
, and there exists a constant c p ≥ 0 such that for |Re z| sufficiently small
Proof. By conjugation with t γ we can assume that γ = 0 (cf. the proof of Proposition 4.7). If we split the integral into three terms according to the decomposition of C in (9.1), the integral over C 2 can be estimated in the desired way, since G(λ) is bounded on C 2 . By symmetry, C 1 and C 3 can be treated in the same way. So we shall assume for the rest of the proof that
(for notational convenience we replace δ by 1). Also for convenience we suppress the x-variables from the notation. We shall frequently make use of the fact that, substituting λ = ̺ µ e iθ , we have
According to Definition 4.3, G(λ) for |λ| ≥ 1 is an integral operator (with respect to the scalar product in H 0,0
where, for some ε > 0,k
(the fact thatk is classical will not play a role for the following calculations). Then G z is an integral operator with kernel ] , the proposition will be true, if we can show that in any of the four cases
the associated integral operators are bounded in H 0,0 p (X ∧ ), uniformly in −α ≤ Re z < 0 for some α > 0. The cases (5.5) and (5.6) are equivalent by symmetry (i.e. passing to the adjoint). The proofs of all cases (5.4), (5.5), and (5.7) rely on the following Hardy inequalities:
for any non-negative function g on R + and r > 0 (cf. [23] , Lemma 3.14, page 196). To begin with case (5.4) we use the fact that, for some fixed ǫ > 0,
uniformly in λ ∈ C and t, s > 0, to obtain
Since µRe z is negative, the factor min( 
If G denotes the associated integral operator, then
by Hardy's inequality (5.8). This finishes case (5.4). For case (5.5) observe that
for any N ∈ N uniformly in λ ∈ C and s, t > 0. Then
This expression equals zero if s ≤ t and for s > t we can estimate
with kernel functions k In order to check the uniform boundedness of the integral operator K 1 z associated with k
with β = p(n + 1)(
To show it, we employ Schur's lemma: if N is sufficiently large, then
To handle k 
But then Hardy's inequality (5.9) shows that the integral operator associated with the kernel k 
The factor in front is obviously uniformly bounded in Re z < 0 for N sufficiently large. Since µRe z is negative,
All these kernel functions belong to H 0,0
for sufficiently large N and thus induce continuous operators in H 0,0
Hence it remains to investigateχ(t)k z (t, s)χ(s) and by symmetry even
Again Hardy's inequality (5.9) shows that the associated operator is H 0,0 (X ∧ )-continuous.
We consider now the second term in (5.2). Using a partition of unity on X with any two functions supported in a single coordinate neighborhood, we can assume X = R n and use local symbols compactly supported in x. To complete the proof of theorem (5.1) we make use of the decomposition (4.6) and of the fact (see Section 9) that operators defined by means of symbols a ∈ M S
, with norm estimated in terms of the seminorms associated to a. We treat the homogeneous principal symbol of g and the lower order part separately.
2 −γ × R n ; Λ) be compactly supported in t and
, and the symbol estimates of e −θ|Im z| b z are uniform in −1 ≤ Re z < 0. Consequently,
Proof. Without loss of generality, we can set γ = n+1 2 . We have to show that |∂
is uniformly bounded for t > 0, x ∈ R n , τ ∈ R and −1 ≤ Re z < 0. The totally characteristic derivatives in t can be handled very simply, observing that t∂ t t µ = µt µ ,
and both symbols t∂ tb and λ∂ λb are of the same type asb. Since the derivatives with respect to x, τ and ξ can be taken under the integral sign, it suffices to assumeb ∈ S −µ−1−k,µ (R + ×R n ×Γ 0 ×R n ; Λ) and to show that |b z (t, x, iτ, ξ)| ≤ c e θ|Im z| τ, ξ −k uniformly in t > 0, x ∈ R n , τ ∈ R and −1 ≤ Re z < 0. By hypothesis, we have
and on C we can estimate |λ z | from above by δ Re z e θ|Im z| . The transformation ̺ = t µ λ yields
where t µ C means the path C(t µ δ, θ). Since the support ofb is compact, we may assume without loss of generality that 0 < t ≤ 1. Then we obtain the estimate
and the statement follows, since δ Re z is uniformly bounded in −1 ≤ Re z < 0.
Proposition 5.4. Letg =g(t, x, z, ξ, λ) be a local symbol associated to the Mellin symbolg of (λ − A) −1 of Theorem 4.6.i) and let
, and the symbol estimates of e −θ|Im z| g z are uniform in −1 ≤ Re z < 0. In particular,
uniformly in −1 < Re z < 0.
Proof. Without loss of generality let γ = n+1 2 . We shall also suppress σ from the notation and instead assume that 0 < t ≤ 1. We can also assume x confined to a compact subset of R n . By (4.6),
whereq (µ) denotes a local symbol of A as defined in (4.4). In view of Lemma 5.3, we therefore may assume that
where we have used the substitution ̺ = t µ λ. We have to estimate this expression as in (5.10). The factor t −µz behaves correctly, since (t∂ t ) k t −µz = (−µz) k t −µz is uniformly bounded in 0 < t ≤ 1 and −1 ≤ Re z < 0. For (τ, ξ) = 0 we have spec(q (µ) (t, x, iτ, ξ)) ⊂ {λ ∈ C | c 1 |τ, ξ| µ ≤ |λ| ≤ c 2 |τ, ξ| µ and |arg λ| < θ} with suitable constants c 1 and c 2 . Thus for large enough |τ, ξ| we have χ(|τ, ξ| 2 + t −2µ |̺| 2 ) = 1 and the spectrum ofq (µ) (t, x, iτ, ξ) is located to the right of the path C. By Cauchy's theorem we can then replace the path t µ C by C, and obtain for large |τ, ξ|
Then we can estimate (as in [19] , (2.9))
with a polynomial p. However, since we can replace θ by θ − ε for some ε > 0 (as noted in the comments on conditions (E1) and (E2)), this yields the uniform symbol estimates of g z for large |τ, ξ|.
For small |τ, ξ|, we now shall show that
where we have set a(t, x, τ, ξ; ̺) = χ(|τ, ξ|
and Υ(t) is the path given in the following picture (with r 0 > 0 to be chosen appropriately):
In fact, the difference of both sides from (5.11) equals
Since, for small |τ, ξ|, the spectrum ofq (µ) (t, x, iτ, ξ) is contained in some ball of finite radius, a(t, x, τ, ξ; ̺) is holomorphic in ̺ for |̺| ≥ r 0 , if r 0 is chosen large enough. Thus α(r) = α(r 0 ) for all r ≥ r 0 , by Cauchy's theorem. For any fixed z and (t, x, τ, ξ) the integrand in (5.12) is O(|̺| −1+Re z ) for |̺| → ∞ and, on the radial part of C(r), the integrand is O(r Re z ). Hence, α(r 0 ) = lim r→+∞ α(r) = 0, and (5.11) holds.
To estimate the right-hand side of (5.11), we split the integral into four parts, which we briefly analyze separately. First of all, observe that |̺ z | can be estimated from above by e θ|Im z| (t µ δ)
Re z on the whole path. This and the fact that a(t, x, τ, ξ; ̺) ∈ S −µ,µ (R + × R n × R 1+n ; Λ) are enough to get the desired estimates for the terms obtained integrating along the two arcs ⌢ A 1 A 2 and ⌢ A 3 A 4 , since they can be treated with essentially the same technique we used to prove Lemma 5.3. The term obtained integrating along A 2 A 3 is
The derivatives with respect to x, ξ and τ can be taken under the integral sign, so that we could again start with a symbol a ∈ S −µ−k,µ (R + × R n × R 1+n ; Λ) and prove that, for any l,
uniformly in −1 < Re z < 0. This is true for l = 0, as one can easily check. For l = 1 we get
and this also satisfies the desired estimate. In fact, the first term is of the same kind as b, while for the second it suffices to use the definition of S −µ−k,µ (R + × R n × R 1+n ; Λ) and the fact that 0 < t ≤ 1. The result for arbitrary l can be proved by induction and, obviously, the contribution obtained integrating along A 4 A 1 behaves in a completely similar way. This yields the desired symbol estimates for small |τ, ξ| and finishes the proof. Complex powers of Fuchs-type differential operators have been studied recently also by Loya [10] . He applies Melrose's b-calculus and focuses on the analytic properties of the kernels in the spirit of Seeley [17] .
In the next section we shall investigate the possible closed extensions of A, and use the previous remark to obtain an analogue of Theorem 5.1 for the maximal extension of A.
Closed extensions of cone differential operators
Let A be a cone differential operator, which is elliptic with respect to γ + µ in the sense of Remark 3.2. If we consider A as the unbounded operator in H A proof of the above statements in case p = 2 and γ = 0 is given in [9] . The argument in the general case is analogous. As a simple consequence,
whenever one of both sides exists. Since the structure of the resolvent of A = A min as given in Theorem 4.6 is invariant under passing to the adjoint, we obtain the following theorem:
min is elliptic with respect to Λ ∆ and −γ + µ, then A max has no spectrum in Λ ∆ ∩ {|λ| > R} for some R > 0, and for large
Proceeding exactly as in Proposition 4.7 and Section 5, we can prove a norm estimate for the complex powers of A max : 
More precisely, the dimension of V only depends on the conormal symbol of A,
where M (h, z) denotes the multiplicity in z in the sense of [7] of a function h, which is holomorphic in a punctured neighborhood of z. Moreover, V consists of smooth functions of the form
the coefficients c jk , the exponents p j ∈ C (
, and k j , N ∈ N 0 are determined by A. In particular, the only closed extensions of A are the operators A W given by
In this notation, A min = A {0} and A max = A V . Correspondingly,
and all closed extensions A W are given by 
Example: A Cauchy Problem for Laplacians
Let g(t) be a family of metrics on X, depending smoothly on a parameter t ∈ R + , and ∆ X (t) the corresponding Laplacian on X. If we equip int B with a metric that coincides with dt 2 + t 2 g(t) near t = 0, the associated Laplacian ∆ is near the boundary given by
where G = (det(g ij ))
1 2 and n = dim X. Hence ∆ is a cone differential operator in the sense of (3.1). We shall prove the following theorem: Theorem 7.1. Let ∆ be the Laplacian on int B in the above sense, 1 < p < ∞ such that
, which is given by
Moreover, −∆ p,q is elliptic with respect to γ p + 2 and any sector Λ ∆ ⊂ C \ R + .
Proof. Let us set
where |ξ| refers to the metric g(0) on X. Hence A satisfies the ellipticity condition (E1) for any Λ ∆ in question. The conormal symbol of A, cf. (3.6) and (3.7), is
Note that, in particular, σ 2 M (A)(z) is invertible for all z with 0 < Re z < n − 1, and thus by condition (7.1) for all z with
2 − γ p . This shows that A is elliptic with respect to γ p + 2 in the sense of Remark 3.2 and has only one closed extension
by Remark 6.5. The model cone operator is
i.e. − A is the Laplacian on X ∧ with respect to the metric dt 2 + t 2 g(0). As before, A has a unique closed extension
Since A is symmetric and non-negative, A 2,2 is self-adjoint and spec( A 2,2 ) ⊂ R + . Let us show that spec( A p,q ) ⊂ R + ∀ 1 < q < ∞, p satisfying (7.1).
By Corollary 3.15 of [14] (in the version for operators in the cone algebra C µ (X ∧ ; (γ, γ − µ, Θ)) on X ∧ , which is introduced in Section 8.2.5 of [5] ), the spectrum of A p,q is independent of 1 < q < ∞.
Thus we can set q = 2 and write A p = A p,2 . We can assume p ≥ 2, by passing to the adjoint (i.e.,
we shall give the argument below. As a consequence, we have for the adjoint
In order to see (7.2) set γ 1 = min(γ p ′ + 2, 0). The invertibility of the conormal symbol implies that λ − A is elliptic with respect to γ 1 + 2. Moreover, the minimal and maximal extensions of λ − A,
. Iterating this process, we see that N ⊂ K 2,γ j +2 2 (X ∧ ) for all γ j := min(γ j−1 + 2, 0) = min(γ p ′ + 2j, 0). Choosing j large enough we get (7.2).
As a consequence of Theorem 7.1 we get the following result on the solvability of the Cauchy Problem for the Laplacian:
Theorem 7.2. Let ∆ be the Laplacian on int B as described above, 1 < p < ∞, and 2 max(p, p ′ ) < dim B. Then the Cauchy problem
Furthermore, u, u ′ , and ∆u depend continuously on f .
In fact, in Theorem 7.1 above, we have shown that −∆ is elliptic with respect to γ p +2 and any sector Λ ∆ not containing R + . Moreover, the problem (7.3) is equivalent to v ′ (t) − (∆ − c)v(t) = e ct f (t), v(0) = 0, and, for sufficiently large c, the operator −∆ + c satisfies the assumptions of Theorem 5.1 for any fixed 0 < θ < 
Appendix: Smoothing Mellin symbols and Green symbols
The structure of the resolvent (respectively parametrix) of a differential operator A as given in Theorem 4.6 at the first glance does not coincide with those which you find for example in [5] or [6] . This is mainly due to the fact that we consider A as an unbounded operator in H 
for real ν, cf. Definition 3.4. These are Hilbert spaces, and K −s,−γ (X ∧ ) −ν can be identified with the dual space of K s,γ (X ∧ ) ν via the scalar-product in K 0,0 (X ∧ ). The operators κ ̺ defined in (3.11) extend by continuity to operators in L(K s,γ (X ∧ ) ν ).
For µ ∈ R and d > 0 we let
denote the space of all smooth functions a ∈ C ∞ (Λ,
uniformly for λ ∈ Λ and all multiindices α.
We call a smooth function 
The entity of all such Green symbols we shall denote by
G (X ∧ ; Λ, (γ, γ ′ )).
Notation
For 0 = λ ∈ C we let arg λ be the unique number −π ≤ arg λ < π such that λ = |λ|e i arg λ . For z ∈ C we then set λ z = |λ| z e iz arg λ .
For fixed z this is a holomorphic function in λ ∈ C \ {λ ∈ R | λ ≤ 0}.
For δ > 0 and 0 < θ < π we let Λ = Λ(δ, θ) denote the closed keyhole region Λ(δ, θ) = {λ ∈ C | |λ| ≤ δ or | arg λ| ≥ θ} and C = C(δ, θ) its parametrized boundary, C = C 1 ∪ C 2 ∪ C 3 , with C 1 (t) = te iθ , −∞ < t ≤ δ; C 2 (t) = δe −it , −θ ≤ t ≤ θ; C 3 (t) = te −iθ , δ ≤ t < ∞. For a compact manifold X, dim X = n, the space L µ,d (X; Λ) (9.4) of parameter-dependent pseudodifferential operators of order µ and anisotropy d consists of all operator-families, which are obtained as a sum (according to a covering of X by coordinate neighborhoods) of local operators with symbols from S µ,d (R n × R n ; Λ) and a smoothing remainder from L −∞ (X; Λ) := S(Λ, L −∞ (X)). In the last definition, L −∞ (X) is the usual space of smoothing operators on X, i.e. the space of all integral operators having a smooth kernel.
If γ ∈ R and Γ γ denotes the vertical line in the complex plane Γ γ = {z ∈ C | Re z = γ}, the space of symbols
consists of all functions a ∈ C ∞ (R + × R n × Γ n+1 2 −γ × R n ) which satisfy the estimates 
