This paper presents a comparative study of transport effects in slug flows through numerical models established upon volume-preserving periodic arrays of bubbles. The behaviour of the flow is investigated under an adiabatic laminar regime as usually found in microchannels, as well as in microscale fluid applications. Full 3D Direct Numerical Simulations (DNS) are performed for three different cases of setups containing both single and multiple bubbles. Profiles of the bubbles' centroidal velocity are compared, as with the average mass flow rates calculated over the periodic boundaries of the domain.
Introduction
Slug flow (or Taylor flow) is a two-phase flow regime recognizable by capsule-shaped elongated bubbles that separate portions of liquid forming a scenario of high void fraction and large surface-areato-volume ratio [1] , [2] . The mutual and quasiperiodic interaction among the bubbles occurring in this regime impacts directly mass transfer processes taking place mainly in gas-liquid flows. Consequently, several applications of slug flows have been developed in fields such as nuclear, biological and chemical engineering [3] , [4] , [5] .
In the leading edge of the recent technologies applied to efficient cooling of microdevices, slug flows come up mainly due to the improved heat transfer properties reached in this regime. Such quest for operative mechanisms of high performance in heat dissipation uplifts interests to understand the dynamics of multiple bubbles inside microchannels. For this reason, different sights regarding both numerical and experimental methods are in promising development [6] , [7] , [8] . The study of elongated bubbles and their heat transfer effects were investigated numerically in recent papers [9] [10], reporting the necessity of simulations containing several bubbles.
The present paper focuses on an adiabatic lowReynolds modelling to study the gas transport effects of the slug flow from distinctive configurations of periodic arrays of bubbles conserving the same void fraction. Finite element techniques are implemented via an Arbitrary Lagrangian-Eulerian [11] , [12] description coupled with periodic boundary conditions and pressure-driven flow as numerical strategies to represent the hydrodynamics of bubble trains occurring inside a microchannel.
Modelling of Bubbles in Periodic Arrays
To represent mathematically the problems studied here, the model begins from a primal base configuration of periodic array A 1 which is formed by a cylindrical domain of diameter D, length of period L and periodic boundaries Γ L , Γ R encircling a Taylor bubble of volume V g represented by a convex region Ω 1 . Operating as a branching process, two more configurations of arrays A 2 and A 3 are obtained by sectioning the longest bubble into two or three bubbles as depicted in Fig. 1 . The length of the periodic cell is defined as a function of the diameter and preserves the total volume regardless of the configuration studied, as with the regions Ω 2 and Ω 3 that also keep the fractioned volume. Moreover, a moving frame technique is applied in the models by which the bubbles are kept fixed, while the cylindrical wall moves backwards with velocity equal to the average velocity of the bubbles' centroids. Furthermore, a negative pressure gradient is applied on the streamwise direction of the flow given by the positive x−axis so producing motion from the left side to the right one. Clearly, the average centroidal velocity is reduced to the centroidal velocity only for the case of a unique bubble.
The two-phase system aforementioned is governed by the dimensionless ALE/FE incompressible NavierStokes equations embedded with additional terms to take the contributions of the periodic pressure and interface force into account, being written, subsequently as
with
where u is the velocity field, ρ, µ, are the reference density and viscosity of the fluid, respectively,û is the mesh velocity [13] , g the vector of standard constant gravity g, Re the Reynolds number, W e the Weber number, and F r the Froude number. Furthermore, the term −βî is a vector with constant value β, which is responsible for the mass flow. In turn, the original pressure is replaced by the counterpart periodic P through a decomposition [12] , thus rendering the unknown to be found. Finally, the force field f amounts to the jump conditions existing on the interface in accordance with the "one-fluid" formulation and σ is the surface tension of the liquid assumed as constant.
Numerical Results
Analyses of full 3D direct numerical simulations (DNS) performed for each model of array are displayed in this section for an air-water duo. To single out the ability of the numerical method to track the interfacial region of the bubbles, Fig. 2 depicts the computational representation of the periodic array A 1 through a marker function separating the internal gas phase from the external liquid phase. As can be seen through the inclined cut plane on the bubble body, inner and outer element layers meet at the bubble body so as to assure the propriety of thin thickness for the interface. Figure 3 depicts the profiles of the bubbles' centroidal x−velocity versus the dimensionless time for each setup of array, whereas Fig. 4 plots the elementaveraged mass flows calculated in the periodic boundaries in each case. From these figures, it can be inferred that breaking the longest bubble in two or three smaller bubbles reduces both their average velocity and respective average flow rates for the same value of the pressure gradient, thus supporting that these flow properties depend slightly on the array configuration.
Although the velocity profiles develop monotonically similar in each case, the acceleration experienced by the longest bubble in the array A 1 is higher than those achieved in the other configurations. Furthermore, as depicted in Fig. 5 , the overall behaviour of the velocity for both the bubbles of A 2 and A 3 is an identical motion within an equivalent simulation time.
Qualitative images of the pressure field of the periodic flows at a time step far from the initial condition are organized in Figs. (5-7) . Since the pressure gradient affects the flow from left to right, higher pressures are felt by the trailing bubble of A 2 and the outermost bubble of the train in A 3 . Equally verified are the high pressure regions around the trailing bubbles' caps due to a cumulative effect of wake interactions coming from the leading bubbles. In the liquid portion, emphasis was given to the mesh construction only, since the velocity field showed in the simulations was well uniform. By defining subscripts a, w to stand for air, water, respectively, the physical properties set for the computations are specified in Table 1 , from which Re ≈ 14.58, W e ≈ 0.20, and F r ≈ 13, 22 are obtained. 
Conclusion
This paper was intended to analyze comparatively the gas transport in microchannel slug flows through periodic domains. The effect of the imposition of a pressure gradient along with a moving frame technique allowed the establishment of economic simulation setups to assess the overall phenomena taking place inside a confined microchannel. Average quantities of the bubble velocity profiles and mass flow rates gave an insight about the transport of the fractioned gas and it was verified that the change of such quantities are slightly dependent on the array configuration.
By survey of the high pressure zones, we concluded that the trailing bubbles undergo cumulative influence both in the rear and cap regions, due to the forcing of the pressure gradient and the wake interac-tion of the front bubbles. Since the flow parameters characterized a laminar regime, considerable bubble asymmetries were not observed.
For future study, the inclusion of heat transfer sources as well as more accurate analyses of the gas fractioning through bubble trains is suggested, mainly for different pairs of substances, such as refrigerant fluids or even more viscous liquids.
