We use observations of earthquake source parameters over a wide magnitude range (M W ∼ 0-7) to place constraints on constitutive fault weakening. The data suggest a scale dependence of apparent stress and stress drop; both may increase slightly with earthquake size. We show that this scale dependence need not imply any difference in fault zone properties for different sized earthquakes. We select 30 earthquakes well-recorded at 2.5 km depth at Cajon Pass, California. We use individual and empirical Green's function spectral analysis to improve the resolution of source parameters, including static stress drop ( σ ) and total slip (S). We also measure radiated energy E S . We compare the Cajon Pass results with those from larger California earthquakes including aftershocks of the 1994 Northridge earthquake and confirm the results of Abercrombie (1995): µE S /M 0 σ (where µ = rigidity) and both E S /M 0 and σ increase as M 0 (and S) increases. Uncertainties remain large due to model assumptions and variations between possible models, and earthquake scale independence is possible within the resolution. Assuming that the average trends are real, we define a quantity G = ( σ − 2µE S /M 0 )S/2 which is the total energy dissipation in friction and fracture minus σ 1 S, where σ 1 is the final static stress. If σ 1 = σ d , the dynamic shear strength during the last increments of seismic slip, then G = G, the fracture energy in a slip-weakening interpretation of dissipation. We find that G increases with S, from ∼10 3 J m −2 at S = 1 mm (M1 earthquakes) to 10 6 -10 7 J m −2 at S = 1 m (M6). We tentatively interpret these results within slip-weakening theory, assuming G ≈ G. We consider the common assumption of a linear decrease of strength from the yield stress (σ p ) with slip (s), up to a slip D c . In this case, if either D c , or more generally (σ p − σ d ) D c , increases with the final slip S we can match the observations, but this implies the unlikely result that the early weakening behaviour of the fault depends on the ultimate slip that the fault will sustain. We also find that a single slip-weakening function σ F (s) is able to match the observations, requiring no such correlation. Fitting G over S = 0.2 mm to 0.2 m with G ∝ S 1+n , we find n ∼ 0.3, implying a strength drop from peak σ p − σ F (S) ∝ S n . This model also implies that slip weakening continues beyond the final slip S of typical earthquakes smaller than ∼ M6, and that the total strength drop σ p − σ d for large earthquakes is typically >20 MPa, larger than σ . The latter suggests that on average a fault is initially stressed below the peak strength, requiring stress concentration at the rupture front to propagate slipping.
INTROD U C T I O N
Our knowledge of the dynamics of earthquake rupture is based largely on measurements providing earthquake source parameters such as radiated seismic energy and stress drop. The scaling of these parameters over a wide range of earthquake sizes has been used to investigate the self-similarity of the earthquake rupture process and the manner in which earthquakes nucleate and grow. For example, Ohnaka (2003) compared laboratory measurements of slip with earthquake observations over a wide range of scales and argued that roughness properties in the fault zone govern the nucleation and subsequent rupture size of earthquakes. It has long been known that earthquake stress drop is relatively constant for earthquakes larger than ∼M3 (e.g. Hanks 1977) . Abercrombie & Leary (1993) and Abercrombie (1995) used earthquake seismograms recorded at 2.5 km depth in a granite batholith, and thus unaffected by strong nearsurface attenuation, to show that this roughly constant stress drop scaling continues at least to M W 0 (Fig. 1a) , although it may be argued that there is some slight trend of increasing stress drop with size for the smaller earthquakes. Abercrombie (1995) also estimated radiated seismic energy (E S ) using borehole seismograms, and found that the apparent stress
where µ is the rigidity and M 0 the seismic moment (Wyss 1970) , appears to increase with M 0 (Fig. 1b) . Kanamori et al. (1993) and Mayeda & Walter (1996) obtained a similar trend for larger earthquakes in the western United States. These results imply either that the earthquake rupture process is scale dependent, and not self-similar as had previously been thought, or that the estimates of E S are in error or biased in some way. Subsequent borehole and mining studies (e.g. Prejean & Ellsworth 2001; Richardson & Jordan 2002; Stork & Ito 2004) have confirmed a decrease in average σ a with M 0 . This trend has been interpreted as a difference in frictional behaviour during rupture between large and small earthquakes (Kanamori & Heaton 2000) , or even within a single earthquake in the case of the 1999 Chi-Chi earthquake where extremely high-slip, relatively smooth rupture was observed in the northern part of the rupture area (Ma et al. 2001) . Such a scale dependence to earthquake rupture dynamics is also consistent with studies of strong ground motion records of large earthquakes. For example, Ide & Takeo (1997) and Bouchon et al. (1998) estimated relatively large values for the critical breakdown slip (D c ), of the order of 1 m, for the 1995 Kobe earthquake. This is a significant fraction of the total slip in the earthquake, and much larger than the total slip of smaller earthquakes. If D c is a property of the fault zone, then such large values of D c would preclude the occurrence of smaller earthquakes on these faults. Thus these results suggest that the value of D c may scale with the total slip in the earthquake. Guatteri & Spudich (2000) investigated the resolution of these studies, and showed that there is a strong trade-off between estimates of D c and of strength excess (= σ p − σ 0 , where σ p is the yield stress and σ 0 the initial stress at each point on the fault). They concluded that only the estimates of fracture energy, G ∝ (σ p − σ 0 ) D c , are reliable. More recently, Ide (2002) used slip models to calculate G and D c for three earthquakes M W 5-7. He also found that the fracture energy (∼MJ m −2 ) is better constrained than his estimated D c values (of ∼40 cm). Mikumo et al. (2001) and Olsen et al. (2001) proposed a method of obtaining D c independent of the fracture energy, and obtained values of 30-40 cm for the western Tottori earthquake (2000) . It is still unclear, however, whether the low-pass filters used to model large earthquakes (typically >1 or 2 s) preclude resolution of smaller values of D c (e.g. Ide 2002; Guatteri & Spudich 2000) .
In contrast to these suggestions of scale dependence to the earthquake rupture process, McGarr (1999) noted that the observations of maximum σ a are constant over 14 orders of M 0 . He proposed that the average values in each data set are lower because of bandlimited recording. Ide & Beroza (2001) investigated the effects of band-limited recording on a range of data sets, including those of Abercrombie (1995) and Kanamori et al. (1993) , and found that it led to significant selection bias. Ide & Beroza (2001) concluded that σ a is constant from ∼M W 0.5 (or less) to 8, but they noted that the selection bias does not remove the entire observed trend in the range M W 1-6. In addition, they used teleseismic estimates of E S for a global data set of large earthquakes, with a very wide range in σ a . Teleseismic measurements can be as much as an order of magnitude smaller than regional estimates (e.g. Singh & Ordaz 1994) , and there is considerable ongoing debate as to which are most accurate (e.g. Kanamori et al. 1993; Choy & Boatwright 1995; Pérez-Campos & Beroza 2001; Boatwright et al. 2002) . Also, Venkataraman & Kanamori (2004) show that σ a varies systematically with tectonic setting, adding further uncertainties to such wide comparisons as that of Ide & Beroza (2001) . Ide et al. (2003) reanalysed some of the small earthquakes studied by Prejean & Ellsworth (2001) , using a multiple empirical Green's function (EGF) method. They concluded that simple spectral fitting (used by Prejean & Ellsworth 2001 and in most other small earthquake studies) may not be reliable even for recordings in deep boreholes. Ide et al. (2003) observed σ a and σ to be well correlated within their data set, and found no evidence for any breakdown in constant stress drop. In view of the ongoing debate, it is timely to revisit the seismograms recorded in the Cajon Pass borehole. These remain some of the least attenuated small earthquake recordings available. We use an improved technique to estimate E S that is not affected by the selection bias. We also identify clusters of similar, closely located earthquakes, and use individual and EGF methods to obtain alternative source parameter estimates. We then combine our results with those of previous studies over a wide scale range and investigate what constraints they can place on the dynamic earthquake rupture process. We begin with a review of the energy budget of earthquake rupture and some of the models of dynamic rupture currently in use. Kanamori & Heaton (2000) provide a summary of the energy budget of earthquake rupture, which we follow here. We consider the energy budget of each subfault or patch of fault as the rupture front passes. An earthquake is viewed as a stress release process on a surface of area A. In the simplest case (Fig. 2a) , at the start of an earthquake the resisting stress on the fault plane (σ F , thick black line) drops from the initial (before an earthquake) shear stress (σ 0 ) to a constant dynamic friction level equal to the final dynamic stress, σ d . If the condition for instability is satisfied, rapid fault slip motion begins and eventually stops. At the end of the earthquake, the stress on the fault plane is σ 1 (final static stress), and the average slip (or displacement) is S. Hence σ F (S) = σ d , and in the simple case shown in Fig. 2(a) , σ d = σ 1 . The static stress drop σ = σ 0 − σ 1 . During this process, the potential energy (strain energy plus gravitational energy) of the system, W , drops by W , which can be written as
THE EARTH Q UA K E E N E RG Y B U D G E T A N D M O D E L S O F D Y N A M I C RU P T U R E
where F is the frictional energy loss per unit area, given by F = σ d S, E S is the energy radiated as seismic waves, and G is the fracture Figure 2 . Model of earthquake rupture to define terms used in this paper. (a) Simple case, in which the fracture energy, G = 0, and the resisting stress (σ F ) falls instantaneously to σ d = σ 1 . (b) More general case. The approaching rupture front causes stress to rise from an initial value of σ 0 to the peak stress, σ p . The resisting stress (thick black line, σ F ) falls to the final dynamic value, σ d , as slip, s, increases to a final value, S. In Case I, the final static stress equals the final dynamic stress (σ d = σ 1 ), and the seismic energy is given in the figure. In Case II the final static stress is larger, and in Case III smaller, than the final dynamic stress, representing the undershoot (partial stress, σ d < σ 1 ) and overshoot (σ d > σ 1 ) models respectively. In Case II the radiated seismic energy (E S ) is larger than in Case I, and in Case III E S is smaller than in Case I. energy per unit area (essentially, G accounts for all dissipation in excess of the dissipation σ d S per unit area identified above as F). Knopoff (1958) , Kostrov (1974) and Dahlen (1977) commented that W =σ AS, whereσ = (σ 0 + σ 1 )/2 is the average of the static stresses before and after faulting. The energy balance is easily interpreted in the simplest case shown in Fig. 2(a) , often referred to as the Orowan model (Orowan 1960) . In this simple model the fracture energy is negligible (G = 0), and so
and the apparent stress, σ a = σ /2. In this model, if earthquakes have a constant stress drop, then they would also have a constant σ a and thus the model is scale-invariant. The variation in resisting stress during rupture, σ F (s), is likely to be considerably more complex than is shown in Fig. 2(a) . Laboratory experiments, numerical models and seismic inversion studies predict changes in stress at each point on the rupture surface during the rupture before, during and after the slip at that individual point. Fig. 2 Beroza & Mikumo 1996; Ide & Takeo 1997; Bouchon et al. 1998) . We refer to the peak stress reached at the onset of dynamic slip as σ p (see Fig. 2b ); σ p − σ 0 is known as the strength excess.
As slip stops at a point, the stress there in the last moments of slip equals what we call here the dynamic friction stress σ d ; thus, σ d = σ F (S). However, after cessation of slip at this point, the passage of dynamic stress waves and slip at other locations could cause the final static stress (σ 1 ) to differ from σ d , i.e. from σ F (S). In case (I), Fig. 2(b) , friction decreases during the seismic slip, from σ p to a final static stress σ 1 = σ d = σ F (S). In cases (II) and (III), Fig. 2(b) , the stress changes after the point has finished slipping result in slip undershoot (σ 1 > σ d , i.e. partial stress drop) or overshoot (σ d > σ 1 ), respectively, relative to the slip expected under the dynamic stress drop σ 0 − σ d . Dynamic rupture models including a propagating slip pulse predict (at least in 2-D modelling of steady propagation) only partial stress drop (or undershoot), so that the final stress is higher than the lowest frictional stress (Heaton 1990; Perrin et al. 1995) . Overshoot, however, is a common prediction from classical singular crack models or slip-weakening models with a constant, rate-independent, friction strength that is approached at sufficiently large slip. At least that is so for models in which the propagating rupture fronts are stopped at barriers that are roughly equidistant from the nucleation site. Madariaga (1976) found in such cases that σ d − σ 1 = 0.15-0.20 (σ 0 − σ d ), which means an overshoot σ d − σ 1 = 0.13-0.17 σ . Nevertheless, nucleating the rupture near a barrier in such crack or slip-weakening models can lead to an arrest phase which propagates towards the opposite, still propagating, edge of the rupture (Day 1982; Johnson 1990) , forming a self-healing pulse configuration. That might instead lead to undershoot, although general rules on whether there is overshoot or undershoot are not yet well established for such cases.
In much of the following analysis and discussion we consider only the simpler case where there is no overshoot or undershoot, and σ d = σ F (S) = σ 1 . We address the effect of a non-negligible difference between and σ d and σ 1 in Section 5.
Of course, the stresses and slip discussed are not uniform on a fault, and to make use of seismic observations as we do we must deal with their averages over the rupture during each event. Our focus is on how these parameters vary with one another over a broad range, e.g. S from millimetres to metres, and we will take the averages for individual earthquakes as being possibly representative of an approximately universal relation between strength and slip. For example, if for earthquakes A, B, C, . . . we infer average parameters σ dA , σ dB , σ dC , . . . and S A , S B , S C , . . . , then we will think of such values defining a function σ d = σ F (S) which we then assume to describe, approximately, how strength varies with slip at representative points on any of the faults considered.
A large number of laboratory experiments have been designed to understand the changes in the frictional stress at a point during the seismic slip. Some of these can be interpreted in a slip-weakening context, with friction decreasing as a function of slip, σ = σ F (s) (Rice 1980; Wong 1982 Wong , 1986 Ohnaka 1996) . A more precise viewpoint is that friction can be an increasing function of slip rate and of the age, hence strength, of the contacting friction asperities. The latter component of strength is commonly represented by a state variable (Ruina 1983; Marone 1998) . The asperity ages are shorter under rapid slip so that net rate weakening, hence potentially unstable slip, can result (Dieterich 1979 (Dieterich , 1981 Dieterich & Kilgore 1994) . The resulting framework of rate-and state-dependent friction, with temperature-dependent constitutive parameters (e.g. Blanpied et al. 1995 ) that control rate weakening or rate strengthening, can produce the primary phenomenology of crustal earthquakes (Tse & Rice 1986; Rice & Ben-Zion 1996; Scholz 1998; Lapusta & Rice 2003) . When predictions within that framework are examined at the tip of a rapidly propagating rupture (Cocco & Bizzarri 2002) , the response is similar in form to the predictions of the simpler slipweakening model, with σ = σ F (s), that we adopt in our discussion here. Such coincidence with a slip-weakening model is also predicted when shearing occurs under conditions that are too rapid for escape of heat or pore fluids and weakening results from thermal pressurization of the fluid (Lachenbruch 1980; Mase & Smith 1987) . Fig. 3 shows a range of models that have been proposed to describe the earthquake rupture process. The laboratory studies of frictional slip have demonstrated that the frictional resisting stress (σ F ) does not fall instantaneously but gradually during initial slip. Working within the slip-weakening description of that fall-off, we define the fracture energy per unit area as a function of increasing slip (s) in the earthquake as (Ida 1972; Palmer & Rice 1973 
with σ d = σ F (S). Strictly, Palmer & Rice (1973) and Rice (1980) showed that the expression in (2) coincided with the fracture energy, G, of singular crack mechanics in circumstances for which the slip-weakening process was complete, in the sense that σ F (s) had reduced to a constant level σ d , at a slip s that was much less than the total slip S in the earthquake. Here we wish to consider also cases such as that illustrated schematically in Fig. 2(b) for which the weakening process is not fully completed even at the total slip S of the earthquake. This decrease in frictional stress is often considered to occur over a critical distance referred to as D c . In such a model, D c can either be a constant, at least for a given fault or region (Fig. 3a) or might be considered to be scale dependent (Ohnaka 1996) , increasing with earthquake size (Fig. 3b) . In these models,
In the former case, at scales where S D c , σ a will be constant. In the latter case, the rupture process is clearly scale dependent and Figure 3 . Models of earthquake rupture comparing large and small earthquakes-see text for description. The approaching rupture front causes stress to rise from an initial value of σ 0 to the peak stress, σ p . Stress then falls to the final value, σ 1 , as slip, s, increases to a final value, S. The thick black line is the resisting stress, σ F : (a) constant fracture energy and D c ; (b) fracture energy and D c increase with increasing earthquake size and slip; (c) fault lubrication, after Kanamori & Heaton (2000) , friction drops initially to σ T , but then at large slips decreases further; and (d) resisting friction stress is a function of slip, but is independent of earthquake size. Model (a) is scale independent and model (b) implies a relationship between the fault parameters (e.g. D c ), and the magnitude of slip.
there is a relationship between D c and the size of the earthquake. Thus, if D c is interpreted as a property of the fault zone, then it would imply that the slip at any point on a fault, and hence the magnitude of an earthquake on any given patch of fault, is governed by the D c value at that location. Also, assuming that σ is constant, it implies that if we could measure either D c or the initial rate of decrease in frictional stress we could predict the size of the subsequent earthquake. Ohnaka (1996 Ohnaka ( , 2003 developed such a model, using laboratory and seismological data, and argued that it is consistent with the various observations. He proposed that it is the fault surface roughness that controls D c , and hence the amount of slip in an earthquake. There are a number of problems with this kind of model, however, including the observations that the largest slip is often not situated at the hypocentre-for example, the 1992 Landers earthquake (Wald & Heaton 1994 ) and the 1999 Chi-Chi earthquake (Ma et al. 2001) . Kanamori & Heaton (2000) proposed an alternative model that could match the observations in Fig. 1 . Their model involves a constant D c , and hence initial fracture energy, but at large slips (D T ) there is a second drop in frictional stress (Fig. 3c) . Similar concepts were introduced by Rice (1996) who argued that the rate-and state-dependent friction of Dieterich (1981) and Ruina (1983) would provide a weakening process active for the small, multimicrometre-scale, slips at which earthquakes nucleate but that additional thermal weakening by the pore fluid mechanism of Lachenbruch (1980) and Mase & Smith (1987) would take place at larger slips in the range of a few tens of millimetres. Small earthquakes will never experience the latter and so have relatively low radiated energy compared with larger earthquakes in which a significant amount of slip happens at the lower frictional stress (σ T ). Such a model as envisioned by Kanamori & Heaton (2000) would predict a step change in σ a at D T but would be able to fit the gradual change observed (Fig. 1) if D T varies considerably from earthquake to earthquake or if the thermal weakening sets in gradually. Thermal weakening could also result from melting and has been speculated (Brodsky & Kanamori 2001; Ma et al. 2001 Ma et al. , 2003 to involve elastohydrodynamic lubrication. Such weakening may provide an explanation for the large but smooth slip in the northern part of the rupture zone of the 1999 Chi-Chi earthquake (Ma et al. 2001) .
If σ and σ a are constant, within uncertainties, the model shown in Fig. 3(a) is possible, and the earthquake rupture process can be considered scale-invariant. If, however, the relationships shown in Fig. 1 prove reliable, then we must consider whether the fault properties govern the rupture, independent of the stress conditions ( Fig. 3b) , whether the earthquake rupture process is essentially bimodal (Fig. 3c) or whether there is some other option. For example, we show in Fig. 3(d Jday, the Julian day. Trigg, the trigger number at Cajon Pass that day. Dist., hypocentral distance from borehole station, from the S-P phase arrival times.
decreases with increasing slip in the same manner, independent of the earthquake size or location, but the fracture energy increases with earthquake size. In this model, as in Fig. 3 (c), the σ must also increase with earthquake size. As noted by Kanamori & Heaton (2000) , a small increase in σ can lead to a large difference in radiated energy, and we investigate whether such a model is consistent with the data.
DATA AND A N A LY S I S

Data selection
First we select 18 earthquakes from the 115 used by Abercrombie (1995), using stricter criteria including high signal-to-noise ratio and proximity to the borehole. All earthquakes were within 15 km of the borehole, and were recorded by the instrument at 2.5 km depth (Abercrombie 1995; Manov et al. 1996) , on three components at sample rates of 500 or 1000 samples per second. We then search the complete catalogue recorded at 2.5 km for earthquakes with waveforms very similar to those of the 18 selected earthquakes, in order to identify clustered earthquakes and enable the use of empirical Green's function techniques in the subsequent analysis. We find 12 further earthquakes that meet our selection criteria. Thus in total we have 30 earthquakes (Table 1) 
Map of Cajon Pass and Earthquake Clusters
Borehole S a n A n d r e a s F a u l t including P and S polarity and amplitude ratio on all three components (Fig. 4) . They therefore must be closely located and have similar focal mechanisms. Of the 30 earthquakes, 18 were large enough to be recorded by the Southern California Seismic Network (SCSN), and they are plotted in Fig. 5 .
Spectral fitting
We calculate P and S wave displacement spectra (f ) using 1 s time windows, and then model them using
where 0 is the long-period level, t is the traveltime, f is the frequency, f c is the corner frequency, n is the high-frequency fall-off and Q is the quality factor. We follow the methods described by Abercrombie (1995), Model 2, and assume Q = 1000 for both P and S waves (Fig. 6 , Table 2 ).
We vary the fitting bandwidth to obtain optimal fits and also eliminate any spectra where resonances may be affecting the result. Our results are predominantly from the vertical component as this is least affected by resonance problems (Manov et al. 1996) . We also compare spectra from clustered earthquakes to help distinguish between source, and site and path effects.
For all the clustered earthquakes we then calculate the spectral ratio between the largest earthquake in the cluster and each smaller . Source spectra of P and S waves for earthquakes 17 and 22 (Fig. 4) , on the vertical component, and the spectral ratios of these two earthquakes. The corner frequencies for earthquake 17 are 48 Hz (P) and 34 Hz (S) from the displacement spectrum, assuming Q = 1000, and 54 Hz (P) and 50 Hz (S) from the spectral ratios. Those for earthquake 22 are 48 Hz (P) and 42 Hz (S), and 85 Hz (P) and 77 Hz (S), respectively. For these earthquakes the spectral ratio measurements imply higher stress drops.
earthquake. This is a variation on the empirical Greens' function technique (e.g. Mori & Frankel 1990 ) that uses the maximum amplitude data in the ratios. We refer to these ratios as EGF spectral ratios. We use both P and S waves on all three components, eliminating those affected by resonances. For cluster 2C we also calculate the spectral ratios of the smaller earthquakes to the second largest earthquake. If we assume that the ω −2 fall-off at high frequencies is appropriate, then we can fit these spectral ratios using
, based on Boatwright (1980) where 1 is the displacement amplitude, 1 0 is the long-period displacement amplitude and f 1 c the corner frequency of the large earthquake and 2 , 2 0 and f 2 c those of the small earthquake, respectively. We thus obtain a corner frequency for each earthquake in the ratio, and the ratio of the two earthquake seismic moments (Table 3) .
Source parameters
We use the 0 and f c measurements for each individual P and S wave spectrum to calculate source parameters (Table 2) using the same method and assumptions as described by Abercrombie (1995) . We use a P velocity (α) = 6000 m s −1 , S velocity (β) = α/ √ 3, density = 2700 kg m −3 and rigidity modulus (µ) = 3 × 10 10 N m −2 . We follow Brune (1970) to calculate M 0 from 0 , and Madariaga (1976 Madariaga ( , 1979 to calculate source radius from the f c , assuming circular rupture, and a rupture velocity of 0.9β. We also assume average radiation pattern corrections for both P and S waves (0.52 and 0.63 respectively). We then estimate the average slip, S = M 0 /µ π r 2 , and equate this with the value obtained by Eshelby (1957) to estimate the average stress drop,
We use the EGF spectral ratios to calculate source parameters in a similar manner (Table 3 ). The corner frequencies are directly converted to source dimension, using averages of the best fit values when an earthquake is included in more than one ratio. We use the individual moments calculated for the largest earthquakes in each cluster, and then use the amplitude ratios determined from fitting the spectral ratios to calculate the moments for the smaller earthquakes. The moments calculated from the spectral ratios are typically within 20 per cent of those calculated from the individual spectra, and so in all plots we use the individual values for easier comparison. The EGF ratios only provide an alternative estimate of the corner frequency and hence the stress drop. For each earthquake we calculate an initial estimate of E S in the same manner as Abercrombie (1995), by summing the velocitysquared spectrum after correction for attenuation (Q = 1000). To correct for bandwidth limitations, we then use the model source spectrum (calculated to determine 0 and f c ) to estimate the energy radiated between 10 −6 Hz and the data minimum frequency, and also between the data maximum frequency and 2000 Hz. We term the combined value the model energy for each earthquake Add E (see Table 2 ). We check this method by calculating the energy in the model in the same frequency range as the data and comparing the data and model over the same frequency range. There is a good correspondence between the two energy values, with the data having a mean of 1.5 times (standard deviation of 0.4 times) the model. This suggests that our correction is most likely to be an underestimate. We therefore add the model energy to the initial estimates of E S obtained from the data to obtain a bandwidth corrected estimate of the radiated seismic energy. We refer to this corrected value as E S in the following. The model energy ranges from 3 per cent (for the largest earthquakes) to 89 per cent (for the smallest earthquakes) of the total estimate of E S , and has a mean of 36 per cent, Table 2 .
The earthquakes in Cluster 1E all have very high ratios of P-wave moment to S-wave moment (PM 0 /SM 0 ), and recorded P-wave to S-wave amplitude, compared with the other earthquakes analysed, and with the ratios predicted using the average radiation pattern. This implies that the ray take-off angle for earthquakes in Cluster 1E is near a node in the S-wave radiation pattern. We attempt to use the focal mechanism determined by Hauksson (2000) , Fig. 4 , to correct for this, but it has the opposite effect, implying that the uncertainties in the focal mechanism and hypocentral parameters are too large for individual focal mechanism corrections to be useful here. We therefore correct the energy estimates for Cluster 1E using the ratio of the P-and S-wave moments; we multiply E S by ([mean of other earthquakes
2 . This correction does not affect the relative values within the cluster, but should be remembered when comparing the cluster 1E earthquakes with the other earthquakes.
The resulting source parameters obtained from both the individual spectral measurements and the EGF ratios are compared in Fig. 7 , with one another and with the results published by Abercrombie (1995) . We only use earthquakes for which we Table 2 . Spectral fitting of individual spectra. E S is the radiated energy, including the model correction, and Add E is the model addition included in E S . Cl is the cluster and R the source radius. nP and nS are the high-frequency fall-off for P and S waves respectively. Q = 1000 is assumed. Note that our values of G and σ a can easily be calculated using the rigidity, µ = 3 × 10 10 N m −2 , and eqs (1) and (4). Table 3 . Source parameters of Cajon Pass earthquakes using empirical Green's function analysis. AP, amplitude ratio of the P-wave spectra; AS, amplitude ratio of the S-wave spectra. The amplitude ratios and corner frequencies are the mean of the good components (usually H1 and Z). can estimate E S , M 0 and σ to avoid the selection bias of Abercrombie (1995) . Colour coding enables comparison of earthquakes in specific clusters. The use of the improved technique for estimating the radiated energy has removed the selection bias for small earthquakes (M 0 < 5 × 10 11 N m) present in the results of Abercrombie (1995) . However, all the data sets still show some tendency for both σ a and σ to increase with increasing moment.
Comparison of EGF with individual measurements
Comparison of the EGF estimates of stress with those derived from individual spectral measurements does not show a clear trend. Ide et al. (2003) found that the ratio of σ from EGF to that from individual measurements increased with decreasing moment, suggesting that the individual spectral measurements were underestimating the corner frequency for the small earthquakes recorded in the Long Valley borehole. (Ide et al. 2003 , used S waves only as he was using the Brune model to estimate source parameters.) The same trend is not present in the Cajon Pass data, probably because of the lower attenuation. The Cajon Pass and Long Valley instruments were located at similar depths, but at Cajon Pass the seismometer was in a granite batholith (Q ∼ 1000) and at Long Valley it was in a volcano (Q ∼ 250). The earthquakes in Cluster 1E exhibit negligible difference between the two estimates of stress drop (the two methods give similar estimates of corner frequency), supporting our interpretation of the low-energy estimates for this cluster resulting from the radiation pattern and not from anomalous path attenuation. The earthquakes in Clusters 2C and 1A show opposite trends with moment. The EGF method gives significantly higher σ for a number of earthquakes including those in Clusters 1B, 4C and 8A. These high EGF values probably result from the relatively small difference in moment between the earthquakes in these spectral ratios. All the amplitude ratios in Clusters 1B, 1C, 4C and 8A are less than 10 (see Table 3 ), and it is generally found that the EGF techniques work best for pairs of earthquakes differing in size by at least one magnitude unit (Mori & Frankel 1990) . We therefore prefer the individual spectral results for these clusters. For consistency, we use the individual values for all the earthquakes in the rest of this study. We perform all the following analysis with both sets of parameters, however, and do not obtain significantly different results using the EGF values.
INTE R P R E TAT I O N
Comparison of new results with previous work over a wide moment range
In Fig. 8 , we combine our newly calculated source parameters (derived from individual spectral measurements) with those from a range of recent studies encompassing a wide range of earthquake sizes (Tables 4 and 5 ). We recalculate the results from the studies of small and moderate-sized earthquakes using the same assumptions used in our analysis, to remove systematic offsets. For example, rupture velocity is thought to be between 0.75 and 0.9β, but different authors assume different values within this range; in our analysis we assume 0.9β, as did Abercrombie (1995). We calculate the source radius and stress drop of the earthquakes studied by Ide et al. (2003) using both their P-and S-wave spectral measurements, the source model of Madariaga (1976 Madariaga ( , 1979 and assuming a rupture velocity of 0.9β (Table 4) . Our results from Cajon Pass are in excellent agreement with these recalculated values (Fig. 8) . Mori et al. (2003) used EGF methods to make time domain measurements of the larger aftershocks of the 1994 Northridge earthquake. These are also plotted in Fig. 8 after recalculating assuming the same rupture velocity of 0.9β (Table 4) . We also include the parameters from a number of well-studied large strike-slip earthquakes (Table 5) . We estimate σ for the large earthquakes from the seismic moment and the area of slip derived from slip inversions. For each large earthquake we plot both teleseismic and regional estimates of the radiated seismic energy in Fig. 8 , and where available multiple estimates of energy are plotted for individual earthquakes. For all earthquakes we assume µ = 3 × 10 10 N m −2 to calculate σ a using eq. (2003) and Ide et al. (2003) respectively. ID is N and CUSPID for the Northridge aftershocks, and I is the ID number used by Ide et al. (2003) for their Long Valley earthquake study. Note that our values of G and σ a can easily be calculated using the rigidity, µ = 3 × 10 10 N m −2 , and eqs (1) and (4). from a single cluster, or to include all the Cajon Pass results for small earthquakes, and on whether one prefers regional or teleseismic estimates of energy at large magnitudes. We would argue that the uncertainties in the present data do not allow us to exclude either complete self-similarity or some variation in the earthquake rupture process with moment.
Fracture energy
One way to use the source parameters to place direct constraints on the earthquake rupture process is to estimate the fracture energy G. Using our earlier definition of G (eq. 2) and Figure 8 . Source parameters determined in this study combined with those from other studies. The circles are the Cajon Pass recorded earthquakes, using the Madariaga source model and measurements on individual spectra. Earthquakes from the same cluster have the same colour. The black diamonds are the source parameters derived from spectral ratio fitting by Ide et al. (2003) , recalculated using the Madariaga source model and both P and S measurements (Table 4) . The grey squares are the larger Northridge aftershocks calculated using empirical Green's functions and corrected to the same rupture velocity as the Cajon Pass results (Table 4 ). The black triangles are estimates of source parameters of larger, mostly Californian, earthquakes from a variety of studies (see Table 5 terms of the energy balance, we can calculate the parameter G :
In the case where there is no under-or overshoot, σ d = σ 1 , and so G = G. We can calculate G from our estimates of the source parameters, and the resulting values are plotted in Fig. 8(c) . We observe a clear increase in G with increasing slip, up to slips of about 0.5 m. At larger slip it is unclear whether G continues to increase or reaches a constant maximum value. Further work is required to clarify which estimates, teleseismic or regional, of large earthquake radiated energy are more correct (e.g. Boatwright et al. 2002; Venkataraman et al. 2002) .
Since the plot is logarithmic, the 14 earthquakes with negative G are not plotted. They are evenly distributed across the whole moment range, with absolute values similar to the positive values for earthquakes with similar moment. The individual data sets show slightly offset trends to the combination. Although fracture energy is often considered a material constant, and thus scale invariant, this is not in fact the case (e.g. Ohnaka 2003) . Our estimates of G , and also of its tendency to scale with earthquake size, are consistent with seismic estimates of fracture energy made by very different methods for large earthquakes (Husseini et al. 1975; Beroza & Spudich 1988; Rudnicki & Wu 1995; Rice 2000; Guatteri et al. 2001; Ide 2002; Rice et al. 2004) , and also with laboratory data; see the Discussion section. Such considerations suggest that our inferred values of G, as G , are reasonable.
We fit the G values in the slip range 0.2 mm and 0.2 m and obtain a relationship between G and the slip (S) of the form log 10 (G ) = 1.28 log 10 (S) + 6.72,
or G = 5.25 × 10 6 S 1.28 , where G is in J m −2 and S is in m. Differentiating eq. (2) gives
We can then combine this relationship with the result in eq. (5) to derive a slip-weakening function
where stress is in MPa and slip in m. The exact power laws should not be taken too literally, but only to describe how highly scattered data scales in an average sense with slip. The constant C is not determined by our present analysis. It is unlikely that our fit could be extended all the way to slip S = 0, since rate-and stateweakening effects active over the first few tens of micrometres are likely to be important there. Nevertheless, approximately extending the power law fit to S = 0 allows the identification that C = σ p , the peak strength at onset of failure. Such a function, as defined by eq. (6), is plotted in Figs 2(b) and 3(d). More generally it could be argued that C should be the strength remaining after some multimicrometre-range slip which suffices to slide the longlived (and hence strong) population of microscopic frictional contact asperities out of existence, and replace them with new weaker ones. In such an interpretation C would be a lower bound to σ p , i.e. σ p > C. We provide some quantification of the possible magnitude of σ p − C in Section 5.9. We assume, arbitrarily, that C = σ p = 100 MPa for purposes of plotting this function in Fig. 9 . Although σ F (s) continues to decrease with increasing slip, at each scale in Fig. 9 it appears to have flattened off, thus leading to an apparent increase in D c . In the above we have assumed G = G , i.e. σ 1 = σ d . If σ 1 > σ d (partial stress drop) then this value of G can be considered a minimum. Also, we have no data for S < 0.2 mm or so. Hence we can say nothing about the slip-weakening function at these small slips. This model of non-linear slip weakening requires that both σ and σ a increase with increasing M 0 . They do not need to do so at the same rate, however, and the dependence of G on slip can be modelled with σ increasing at less than half the rate of the σ a , consistent with the plots in Fig. 8 .
The principal result of this analysis is that there need be no relationship between the friction parameters of the fault and the amount of slip in the earthquake. If slip weakening occurs in a similar manner to that shown in Fig. 9 , then the concept of D c becomes rather meaningless. Given the uncertainties in the slip-weakening function, and also in the methods used to retrieve dynamic source parameters from strong motion seismograms (Guatteri & Spudich . Dynamic stress level and frictional resistance derived from fitting G and slip (Fig. 8c ) plotted for three different slip ranges. Note that in each plot the function appears to level off at large slips. The stress level is plotted relative to an arbitrary peak stress of 100 MPa. 2000), it might be better for such studies to aim to estimate G rather than D c .
DISC U S S I O N
The results of this study show that there are still large uncertainties in our understanding of earthquake rupture. The results do enable us to place some constraints on the process, however, and point to areas where further work will enable greater clarification. Within present uncertainties, earthquakes could be purely self-similar, or the rupture could depend on the size of the earthquake in a number of different ways. For example, there could be a continuum with friction gradually decreasing with increasing slip, or there could be a rapid drop in friction at large slip, or the breakdown slip, D c could increase with increasing earthquake size.
To place further constraints on earthquake rupture dynamics, the following questions need to be addressed.
Varying resolution across earthquake range
One problem with comparing source parameter measurements over such a wide range of scales is the different resolution of the various studies. Source parameters such as seismic energy are at best known within a factor of two or so, and therefore the total energy radiated by, for example, an M3 earthquake, would be lost in the uncertainties in the measurement of the energy radiated by an M6 earthquake. Since the estimates of G made here are of similar order to the estimates of E S it is possible that we are simply plotting the errors in the measurements of E S , which decrease in absolute (although not relative) terms across the magnitude range. The fact that there are significantly more positive values of G than negative ones suggests that we are not simply plotting uncertainties, but we must be aware of the relative scaling of uncertainties in our interpretation. For example, if all the earthquakes had a fracture energy of say 10 3 J m −2 , then it would be impossible to resolve it for all but the smallest earthquakes. Fig. 8 shows some of the discrepancies between teleseismic and regional estimates of E S for large earthquakes. Until this issue is resolved we will not have a good understanding of the earthquake energy budget. Initially it seemed most likely that the teleseismic estimates were incorrect, either because of focal mechanism corrections (Pérez-Campos & Beroza 2001) or the large attenuation corrections needed (e.g. Singh & Ordaz 1994) . Boatwright et al. (2002) and Venkataraman et al. (2002) considered the effects of frequencydependent regional attenuation for the Hector Mine earthquake and found that the regional energy estimates of some earthquakes may be too high. Perez-Campos et al. (2003) also found that initial regional estimates for Mexican subduction earthquakes were overestimates.
E S for large earthquakes
Brune versus Madariaga source model
Two simple rupture models are in common usage for determining earthquake source parameters from the spectral measurements of 0 and f c . Brune (1970) used a simple but somewhat ad hoc hypothesis to associate a rupture diameter with a corner frequency, and then used a static crack model to infer the stress drop corresponding to the moment and that diameter. Madariaga (1976 Madariaga ( , 1979 , in contrast, used an actual dynamic fracture simulation to associate the diameter with the radiated signal and corner frequency. The Madariaga model was nevertheless simplified in that rupture nucleated at the centre of a circular region and propagation stopped simultaneously everywhere around the rupture front. The principal difference between these two models in their usage is that the rupture radius derived from the S-wave spectra using the Brune model is 1.76 × that obtained using the Madariaga model. Therefore, the stress drops obtained using the Madariaga model are 5.5 times those from the Brune model. The Madariaga model also includes P waves and predicts a ratio of P to S corner frequencies of 1.5 which is close to that observed here (mean of 1.45), and also in many previous studies, for example Abercrombie (1995) and Ide et al. (2003) . Later workers extended the Brune model to P waves by assuming a corner frequency ratio of 1.5. The model of Sato & Hirasawa (1973) is also in use and predicts radii and stress drops approximately mid-way between the Brune and Madariaga models.
In this study we prefer the Madariaga model. It is a dynamic model, and the predicted corner frequency ratio is in good agreement with that which we observe. Also, visual observation of breakthroughs of mine walls, or targeted excavations, can sometimes be used to assess the dimensions of shear rupture in the mining environment. Gibowicz & Kijko (1994) (see their section 11.5, pp. 284-291) comment that the source radii calculated by the Brune model tend to be unrealistically large, whereas the Madariaga model provides reasonable results when compared with the independent observations. Ide et al. (2003) used the Brune model to calculate source parameters and so obtained lower values than those plotted in Fig. 8 . The difference is less than a factor of 5 because we use both P and S spectra for the Madariaga model whereas Ide et al. (2003) . used only S waves for the Brune model. The ratio of P to S corner frequencies in the Long Valley data is 1.35, excluding two very high values (4 and 9). Ide et al. (2003) used only S waves and the Brune model to obtain σ /σ a ratios for the small earthquakes of about 3, compared with the factor of 10 that we calculate here. The average σ that they obtain (2 MPa) is lower than that of the moderate sized earthquakes, so there is still a discrepancy in the results from simple self-similarity. If we recalculate the parameters for the earthquakes considered here using the Brune model, then we obtain stress drops with a mean of 1 MPa, a factor of five lower than those presented here. The data for large earthquakes in Fig. 8 suggest that a ratio of σ /σ a of about 10 is reasonable if the teleseismic energy measurements are correct. Pérez-Campos et al. (2001) found an average σ a of 0.7 MPa for large strike-slip earthquakes. If the ratio of σ /σ a is 10, this would imply an average stress drop for large strike-slip earthquakes of 7 MPa, and if the ratio is 3, then it would imply an average stress drop of 2.1 MPa. Both of these values are reasonable. When we recalculate G using the Brune model stress drops for the small earthquakes we obtain a larger number of negative values (six compared with four for the Cajon Pass recordings, one for the Ide et al. (2003) results and seven compared to one for the results from Prejean & Ellsworth (2001) ). We can still use these values of G to investigate slip weakening and obtain a very similar model to eq. (5) (log 10 (G ) = 1.59. log 10 (S) + 6.89).
The different values of σ /σ a imply, from eq. (4), that G = 4 E S /A when we use the Madariaga model, and G = 0.5E S /A when we use the Brune model.
Both the Brune and Madariaga models are in current use for interpreting seismic data with no consensus as to which gives the most accurate results. It will take improved recording with multiple stations and the use of time-domain modelling to resolve the ambiguity definitively. Nevertheless, it must be remembered that the Madariaga model, which incorporates some aspects of dynamic rupture physics, was developed out of an attempt to evaluate the more ad hoc procedures used by Brune.
Focal mechanism and directivity
Studies of large earthquakes show that measurements of energy vary significantly with radiation pattern and directivity. The Madariaga model also predicts that the corner frequency varies with source orientation. The lack of reliable focal mechanisms and multiple station recordings for small earthquakes thus adds to the uncertainty in the results. Developing techniques to obtain more precise focal mechanisms of clustered earthquakes (e.g. Hardebeck & Shearer 2002) , combined with plans to install multiple instruments in deep holes (e.g. SAFOD) in well-instrumented areas, should decrease these uncertainties in future.
Rupture velocity
Throughout this work, and that of previous studies, we assume the rupture velocity to be constant, independent of earthquake size. Studies of large earthquakes find that the average rupture velocity is relatively stable, varying from ∼0.7 to 0.9β. Studies of smaller earthquakes (M3 to M4) have obtained similar results (Frankel & Kanamori 1983; Mori 1996) . Three preliminary studies of smaller earthquakes have found that the rupture velocity appears to be constant at around 0.7-0.9β to very small magnitudes. Yamada et al. (2002) located subevents, and performed slip inversions of earthquakes in the South African deep gold mines (M0-1.5), Imanishi et al. (2004) used stopping phases to investigate borehole-recorded earthquakes (M1.2-2.6) in West Nagano, and Tomic et al. (2003) used pulse widths and directivity to study reservoir-induced earthquakes in Brazil (M1.8-2.2) . If these studies are not representative, then it is possible that rupture velocity is smaller for the smaller earthquakes. At first glance it might appear that a decreased rupture velocity could explain the trends seen in Figs 1(b) , 7(b) and 8(b), by predicting lower radiated energy for the smaller earthquakes. If the rupture velocity of smaller earthquakes was sufficiently smaller to match the trend in apparent stress, then it would mean that we are significantly underestimating the stress drops. If the slip expanded at a smaller rupture velocity, then it would reach a smaller source dimension in the duration of the recorded pulse, and the stress drop over the slip area would be much higher (Kanamori & Heaton 2000) . A significant decrease in rupture velocity is one method of reconciling waveform observations with the results of Nadeau & Johnson (1998) who used the slip rate and timing of recurring earthquakes to estimate kilobar stress drops for microearthquakes at Parkfield. It introduces significant other problems, however, including how the faults can sustain such stresses, and there are other interpretations of their results (e.g. Sammis & Rice 2001) . The assumption that rupture velocity is magnitude independent thus seems the most appropriate until convincing evidence suggests otherwise.
Laboratory experiments and characteristic slips for weakening
Our results show that dynamic failure is already under way at slips S of the order of 0.5 mm or less (see Fig. 8c ). We also show that a single slip-weakening function governing small and large earthquakes is consistent with current observations. If a function similar to that in eq. (6) and Fig. 9 is correct, then it suggests that earthquake nucleation occurs at very small slips. These slips could plausibly be of the 0.01 to 0.1 mm range seen in laboratory friction experiments (Dieterich 1979 (Dieterich , 1981 Ruina 1983; Tullis & Weeks 1986; Marone 1998) , and thought to correspond to renewal of the population of contact asperities sliding long-lived, hence strong, asperities out of existence and replacing them with shorter-Dieterich & Kilgore 1994). The S of 0.5 mm is also large enough to allow the initial slip weakening of intact rock (Rice 1980; Wong 1982 Wong , 1986 ). Thus it is plausible that one or perhaps a combination of these processes provides the initial strength loss that promotes the instability. Our results imply that strength loss may continue with the ongoing unstable dynamic sliding during the earthquake.
To be consistent with the gradual weakening that we have inferred, eq. (6) and Fig. 9 , it seems possible that there may be a cascading sequence of weakening processes which take place over possibly overlapping slip scales. That may be true even in the nucleation stage if well-slid parts of a fault, analogous to a laboratory friction surfaces, go unstable in the 0.01 to 0.1 mm range, but other regions, e.g. at stepovers, respond more like intact rock and require slips of the order of 0.5 mm. With regard to apparently non-thermal weakening processes at larger slips, recent laboratory experiments by Chambon et al. (2002) and Goldsby & Tullis (2002) explored large slips up to several metres and faster slip speeds than typical of most laboratory friction studies (e.g. 0.1 mm s −1 in the former study and 3 mm s −1 in the latter, although both are still small compared with the m s −1 range of earthquakes). They both found that friction continues to decrease beyond the initial drop seen in earlier friction experiments. The rapid fall-off of a power-law dependence of friction on slip like in Fig. 9 is, very roughly, consistent with their results. What is superposed on those processes at realistic seismic slip rates, however, is that heat is generated faster than can be conducted away and this leads to two sources of weakening. First, pore fluids in the fault zone will tend to expand much more than the mineral host and, if drainage is not possible on the seismic timescale, pore pressure is generated which reduces the effective stress (Sibson 1973; Lachenbruch 1980; Mase & Smith 1987) . Here a characteristic slip length for weakening in conditions for which there is negligible drainage from the layer of shearing fault gouge to its surroundings is of the order of six to eight times the thickness of that layer (twice the e-folding length in the Lachenbruch analysis of that case), which amounts to perhaps 10 to 100 mm. However, the characteristic weakening length may be almost arbitrarily larger if there is drainage. It is likely that damage off the main fault plane associated with sliding (Poliakov et al. 2002; Rice et al. 2004) will increase permeability and promote drainage, such that the effective normal stress cannot be reduced to negligible values. Then temperature will continue to rise and melting begins. However, due to the short timescale this will be non-equilibrium melting of the multimineralic assemblage within the fault gouge (Sibson 1975; Spray 1993 Spray , 1995 . The lowest melting point components will melt first and partially weaken the gouge but only with the ongoing sliding that is needed to generate continued temperature rise will more refractory components melt, finally liquefying the gouge. Thus this may likewise be a process which takes place over a broad range of slips. We propose the possibility that these various weakening processes, acting in possibly overlapping regimes of slip, could be responsible for the continued weakening with ongoing slip that we infer.
Undershoot or overshoot?
In our modelling thus far, as in many previous studies, we assumed that the final static stress is equal to the final frictional stress. The observations cannot rule out more complex models involving partial stress drop (undershoot) or overshoot, in which the final stress is higher or lower, respectively, than the final frictional stress. Mori et al. (2003) calculated dynamic stress drop from the initial slope of the velocity source-time functions for the Northridge aftershocks. They found that the dynamic and static stress drops are of similar magnitude, arguing for only small overshoot or undershoot in the middle of the magnitude range we consider here. Beeler et al. (2003) used an energy balance method similar to that used here and found that the results published by Abercrombie (1995) indicated that the Cajon Pass earthquakes had positive overshoots and lower efficiencies than laboratory sliding events. If overshoot decreases from large values for small earthquakes to small or negligible values for large earthquakes, then it could explain the possible variation in the ratio of apparent stress to stress drop from large to small earthquakes. There is no evidence for this occurring, but σ d − σ 1 is not an easy parameter to measure. Eq. (4) shows that if σ d − σ 1 scales with magnitude in the same way that stress drop σ does, then the fracture energy (G) will have the same dependence on slip as G , but will be larger than G in the case of undershoot and smaller in the case of overshoot.
In the case of overshoot as it occurs in the simple crack models discussed in Section 2, with abrupt arrest of a fast-moving rupture front, the Madariaga (1976) More generally, we could assume that |σ d − σ 1 | scales with σ , for a given set of earthquakes of a given rupture mode (crack-like, self-healing, etc.) and define λ = (σ d − σ 1 )/ σ . When there is there is undershoot λ < 0 and when there is overshoot λ > 0 (but with expected upper limit of 0.15 ≥ λ based on Madariaga 1976) . Then, continuing to use σ a / σ = 0.1 our eqs (4) and (5) become
where now G and G are in MJ m −2 , σ is in MPa and S is in m. We thus solve for σ = 13S 0.28 (7) in the scaling range, a result that is independent of λ, i.e. of whether or not σ d = σ 1 ; it expresses a systematic statistical scaling of stress drop for smaller earthquakes. Also,
and by an argument similar to that leading to eq. (6),
When λ = 0.15, that is consistent with the result stated at the end of the previous paragraph.
Fracture energy comparisons
We can address and, we argue, dismiss the possibility that G is actually negligible compared with G . In this case the first equality of eq. (4) would effectively reduce to G = (σ d − σ 1 )S. However, it is still the case that the second equality there holds, namely, G = (0.5 σ − σ a S, which becomes G = 0.4 σ S for our mean value σ a / σ = 0.1. Thus, if G G , we must have σ d − σ 1 = 0.40 σ (i.e. λ = 0.4), which is much higher than the theoretical estimates of σ d − σ 1 just cited, giving the plausible upper bound 0.15 ≥ λ. Further, those estimates were made for abrupt arrest of a fast-moving rupture front at a barrier. Instead, larger earthquakes are expected to arrest gradually at their downdip edge as the rupture penetrates into hotter, inherently stable, parts of the fault zone where the fault walls experience a negative local stress drop (Tse & Rice 1986; Lapusta & Rice 2003) . The dynamic overshoot, if any, in such cases should be less than for abrupt arrest. Thus we think we can regard overshoots as large as σ d − σ 1 = 0.40 σ as being untenable, and hence can argue that G cannot be negligible (or even moderately small) compared with G . If we assume that the Madariaga overshoot σ d − σ 1 = 0.15 σ is indeed an upper bound, then G would have to be greater than 60-65 per cent of G . What we cannot do, especially for large earthquakes, is to rule out dynamic undershoot, or partial stress drop, which makes σ d − σ 1 < 0 and hence makes G > G . The expression for G in eq. (8) quantifies how different degrees of undershoot (λ < 0) increase G relative to G , and of overshoot (λ > 0) decrease it.
Nevertheless, if there is such an excess of G relative to G , it is likely to be small. Our values of G are consistent with estimates of fracture energy needed to produce geological observations of deformation in fault zones (Shipton & Evans 2003) . Also, our values of G are in the range of independently estimated values of G for large earthquakes. At the end of what is shown as a scaling range in Fig. 8(c) , around slip S = 0.5 m, our results as summarized by equation (5) show G = 4 MJ m −2 . Values for larger earthquakes scatter about that value and range from 0.6 to 20 MJ m −2 (Fig. 8 ). As comparisons with our G results, Beroza & Spudich (1988) estimated from a seismic slip inversion that G = 2 MJ m −2 for the 1984 Morgan Hill earthquake, and Guatteri et al. (2001) similarly found 1.5 MJ m −2 for the 1995 Kobe earthquake, consistent with Ide (2002) . Olsen et al. (1997) and Peyrat et al. (2001) estimated G = 5 MJ m −2 for the 1992 Landers earthquake. Also, for the seven earthquakes for which Heaton (1990) reported a slip inversion, with slips S ranging from 0.32 to 2.8 m, Rice et al. (2004) find G = 0.1-9 MJ m −2 , with an average for the set of 2-4 MJ m −2 . Their method was to fit a theoretical model of a self-healing rupture in a slip-weakening solid to Heaton's inferred values of slip, rupture speed and pulse duration. Because they regarded it as unknown whether the slip-weakening zone was confined to the immediate vicinity of the fracture front or, rather, extended substantially over the slipping part of the rupture surface, each of their estimates gave bounds G min and G max (= 2 G min ) to G, where G min applies for the confined slip-weakening zone and G max for the broadly extended one. ( . Thus while we cannot rule out on a priori grounds that G is greater than G (undershoot), or perhaps as much as 40 per cent less than G (overshoot), the evidence suggests that G is comparable to independent seismic estimates of G for large earthquakes, and, within the uncertainties of those estimates (not yet well quantified), we may take G as a plausible proxy for G.
For small slips, we can compare our results for G with laboratory estimates of G, which have been extensively surveyed by Wong (1986) and Li (1987) . Those surveys cover a wide range of normal and confining stresses, sometimes too large to be of interest for typical crustal earthquakes, and often too small. Some experiments are on initially intact rock (typically at large confining stress to produce a localized shear failure for which theG is determined) whereas others are on interfaces such as natural joints or sawcuts, sometimes filled with gouge. The range of slips in the laboratory experiments has been too small to quantify effects of slip on G as we suggest here. Wong (1986) shows results on the scaling of G with normal stress. Those cannot be summarized in a simple manner over a broad range, except for initially intact rock (Fichtelbirge granite) at normal stresses >200 MPa. We are concerned with normal stress in the 50 to 300 MPa range, which would correspond to the effective overburden pressures for crustal earthquake like those we analyse, assuming hydrostatic fluid pressure. For the initially intact granite experiments in that range, Wong (1986) reports G = 4 × 10 3 to 2 × 10 4 J m −2 ; the range is 4-8 × 10 3 J m −2 for normal stresses less than 150 MPa. Since the slips to achieve weakening in those Fichtelbirge granite experiments are typically of order 0.5 to 1.0 mm, and total slip in the experiments is only modestly greater than that, if at all, we should probably compare with our G in Fig. 8c for earthquakes in the roughly 1 to 3 mm range of slips. In that range we findG = 10 3 to 10 4 J m −2 . That is comparable to, but generally smaller than, the range of laboratory G just cited, although it must be remembered that the laboratory data are for initially intact rock.
The G for sliding on pre-existing friction interfaces or faults should certainly be lower than for the initially intact case but how much lower is hard to quantify. Wong (1986) suggested that for rough interfaces at high normal stress, such as greater than 200 MPa, the response should approach that for the intact case. That is consistent with data on Westerly granite from which Wong inferred upper and lower bounds to G of 8 × 10 3 to 3 × 10 4 J m −2 around 200 MPa (rather imprecise bounds since the stress versus slip relation was not well recorded during the stick slip events). Unfortunately, the range of normal stress from 40-200 MPa, probably corresponding to most of the earthquakes which we consider, is not well characterized. However, at normal stresses below 40 MPa and for sliding on highly polished Westerly granite surfaces, Wong (1986) inferred bounds which amount to 30 to 300 J m −2 around 40 MPa normal stress. He suggested that the relevant slip-weakening distance in those experiments was of the order of 0.025 mm, which is well below the range of slips for our data in Fig. 8(c) . It is curious, but possibly just coincidental, that the range of 30 to 300 J m −2 for G is compatible with the range of G that we infer for the smallest slips in our data set in Fig. 8(c) .
The laboratory data are not as complete as we would wish. However, no experiments to date compel the viewpoint that the G measured at a given slip range in the laboratory, for a realistic range of normal stresses, is significantly different (say, by an order of magnitude) from the G that we infer seismically for that slip range.
Strength excess
Our estimates of slip weakening are relative to a peak stress, but this is unknown. We can, however, use our results to put some constraints on its size. One method is to assume that σ d , or σ F (S), for the large earthquakes (S ≥ 0.5 m, towards the end of the scaling range identified in Fig. 8c ) is non-negative, σ F (0.5 m) ≥ 0. Then eq. (6) with C = σ p shows that σ p ≥ 20 MPa. That argument has assumed that σ d = σ 1 and, strictly, the bound should be thought of as applying to C so that we have σ p ≥ C ≥ 20 MPa. Using the generalization in eq. (9) that inequality becomes σ p ≥ C ≥ 20 (1-2.5λ) MPa when there is overshoot or undershoot. However, when there is overshoot, the condition σ F (0.5 m) ≥ 0 does not assure that σ 1 ≥ 0. If it is thought reasonable to assume that σ 1 ≥ 0 for large earthquake, in the sense that, for example, left-lateral aftershocks are uncommon along right lateral ruptures, then the inequality when λ > 0 strengthens slightly, to σ p ≥ C ≥ 20 (1-2.0 λ) MPa. That gives σ p ≥ C ≥ 14 MPa when λ = 0.15.
Another perspective on how relatively large is the peak strength is obtained by using eqs (7) and (9), to eliminate S, and obtain
The inequalities of the last two paragraphs, together with the average stress drop σ of order 7 MPa, imply that most of the rupture area of large earthquakes is stressed well below the critical level prior to the rupture, by at least an amount of order σ . It is only the dynamic stress increase from the propagating rupture front that pushes much of the fault to failure. Andrews (1976 Andrews ( , 1985 defined a ratio commonly called S in seismology but which we will call S seis here, defined by S seis = (σ p − σ 0 )/(σ 0 − σ d ). He showed that the mode II rupture speed in 2-D numerical simulations, employing a linear slip-weakening law like that shown in Figs 3(a) and (b), remained sub-Rayleigh at sufficiently large S seis , but underwent a transition to a supershear propagation speed at sufficiently small S seis . The critical value was S seis = 1.7-1.8 in his simulations, although ruptures simulated at only slightly smaller S seis can propagate over a distance which is many times the critical crack size (based on the slip-weakening law and prestress) before undergoing the transition. At present the transition condition is incompletely documented in 3-D and is not at all documented for slip-weakening laws of the type in our eqs (6) or(9). Nevertheless, if we assume no undershoot or overshoot (λ > 0), and that σ p = C, then our S seis = 0.8, based on σ p − σ d = 1.8 σ and σ d = σ 1 . That is sufficiently low that if the Andrews critical range 1.7-1.8 applies, then supershear rupture speeds should be observed routinely in nature. There is growing evidence for some large earthquakes reaching supershear rupture for part of their duration (e.g. Bouchon & Vallée 2003) , but supershear rupture is not a common phenomenon of all earthquakes.
It is likely, however, that σ p > C due to weakening during the initial multimicrometre-scale slip, in which case S seis = 0.8 + (σ p − C)/ σ . We may observe that a σ p − C > σ would then suffice to make S seis > 1.8 and force sub-Rayleigh rupture. That threshold magnitude σ p − C = σ corresponds to a very small reduction of friction coefficient. For example, if the effective normal stress were 180 MPa (overburden at 10 km depth minus hydrostatic pore pressure) and σ = 9 MPa, then the σ p − C of 9 MPa would correspond to a reduction of the friction coefficient by only 0.05 during the early slip. Changes of the friction coefficient of that order and larger are routinely anticipated in rate and state characterizations of earthquake nucleation and propagation (Dieterich 1986; Tse & Rice 1986; Cocco & Bizzarri 2002; Lapusta & Rice 2003) . They are the effect of replacing an ancient set of contact asperities, existing through all or much of the interseismic period, with new short-lived ones. In the conventional rate and state notation, that change in friction coefficient would be approximately b ln(R) where R is the ratio of the average asperity contact lifetime before slip to that after enough slip to effectively renew the population (e.g. Cocco & Bizzarri 2002) . Experiments (Tullis & Weeks 1986; Blanpied et al. 1995; Marone 1998) show b > 0.01 but even using b = 0.01, a reduction of the friction coefficient by 0.05 would already be achieved by lifetime ratios R > e 5 = 150. From another perspective, Wong (1986) surveys friction experiments on relatively smooth laboratory faults of Westerly granite with normal stresses in the range 5-40 MPa. Those routinely showed stick-slip events involving slips that are typically less than about 0.1 mm and stress drops corresponding to a coefficient of friction reduction of 0.07 to 0.11. There may be large dynamic overshoot in such cases since laboratory specimens can be poor radiators of seismic energy, but even assuming the maximum overshoot of σ = 2 (σ p − σ d ), the friction coefficient reduction based on σ p − σ d in such small slips is 0.03 to 0.05. Further, those are experiments on relatively immature surfaces. Thus the likelihood of important weakening before the range of slips shown in our data is real.
Consequences for earthquake nucleation
Earthquake nucleation on slowly loaded crustal faults has been studied extensively in the contexts of rate and state friction (Dieterich 1986; Scholz 1998; Lapusta & Rice 2003) and of linear slip weakening (Ohnaka et al. 1986; Campillo & Ionescu 1997; Shibazaki & Matsu'ura 1998; Ampuero & Vilotte 2002; Uenishi & Rice 2003) . In those cases it is found that a localized region of initially aseismic slip develops and slowly enlarges in size over a timescale that is vastly longer than that of seismic slip. Then, over a short time compared with that of seismic slip, there is a transition from the very slow to seismic slip rates. The size of the aseismically slipping zone at that transition is called the nucleation size. Rice & Uenishi (2002) (their results are briefly summarized in Uenishi & Rice 2003) studied nucleation under slowly increasing tectonic loading, of a spatially non-uniform, locally peaked form, for a power-law slip-weakening relation like eq. (6). They assumed σ F (s) = σ p − As n , where A > 0 and n > 0, and the law was taken in their analysis to apply near s = 0. They showed that if n < 2/3 (which is the case for us; we find n = 0.28), then there would be no aseismic nucleation zone like just described. Instead, dynamic rupture initiates as soon as the peak stress is reached at a single point on the fault surface.
As we have emphasized, our power law in eq. (6) should not be extended into the multimicrometre slip range over which the state transition process of rate and state friction takes place (corresponding to renewal of a long-lived contact asperity population), and thus we cannot strictly accept the prediction made by extending the law to s = 0. Nevertheless, the most sensible interpretation given the Rice & Uenishi (2002) result is that the aseismic to seismic transition takes place for a very small nucleation zone, possibly of a 0.1-10 m size comparable with that typically estimated by assuming that laboratory-constrained slip lengths for state evolution (0.01-0.1 mm) apply for natural faults. Certainly, an implication of their results is that stable aseismic slip is no longer possible at amounts of slip for which the power-law description of eq. (6) is valid; that is consistent with our discovery of the law as a description of states reached during dynamic instabilities.
CONC L U S I O N S
We calculate more precise source parameters for 30 small earthquakes using strict data selection, empirical Green's function methods and an improved technique to calculate energy. We combine our results with previous studies to investigate earthquake scaling processes. We find that σ a does increase with moment as does σ , but owing to the uncertainties in both small and large earthquake measurements, and the small size of 2σ a relative to σ , the significance of this relationship is unclear.
Assuming that the scale dependence is real, we use the earthquake source parameters to constrain possible models of dynamic rupture. We find that the data can be modelled with a single, scaleindependent frictional stress as a function of earthquake slip. The existence of such a model implies that alternative models involving a causal relationship between fault zone properties and the size of the earthquake are not the only possibility.
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