Introduction, definitions and preliminary results
For infinitely divisible distributions on the half-line there is a simple explicit relation between the probability measure and the corresponding canonical measure. We exploit this relation to construct a class of infinitely divisible distributions on Z+, related to random walks and branching processes, in the following manner. It is well known (see, e.g., Steutel, 1970 ) that a probability distribution (Pn)o on Z+ := {O, 1,2, ... } with Po > 0 is infinitely divisible if and only if the quantities r n, n E Z+ uniquely defined by (1.1 ) n (n + l)Pn+l = LPkTn-kJ n E Z+, k=O are all nonnegative; the sequence (rn) then necessarily satisfies .2:~ Tn/(n + 1) < 00. Conversely, every sequence (Tn) satisfying this condition by (1.1) defines an inf div distribution on Z+Writing P and R for the (probability) generating functions, (p)gf's, of (Pn) and (r n ), (1..1) translates into .
R(z) = (log(P(z)))' = P'(z)/P(z).
Now, the class of inf div distributions we want to consider is defined by (1.1) and the following relation between (PrJ and (r n) (1.2) where, for the time being, 0 < c < 1. The dependence on c of (Pn) and its pgf P will be expressed by writing Pn(c) instead of Pn and Pc instead of P if desirable. A well-known special case with c = 1/2 is provided by the pgf P given by P{z) = 1 -vT=Z z with Pn = n~l e:) (!)2n+l and Tn = (n + !)Pm as is easily verified. This is the distribution of (T -1)/2 with T the time it takes to reach the point 1 in a simple symmetric random walk with start at the point O.
Generally, taking gf's in (1.2) and using the fact that R = pI / P, we obtain the following differential equation for P :
Clearly, there is only one solution of (1.3) with P{I) = 1. Now, multiplying both sides qf (1.3) by *p~-2, we obtain
-c from which it follows, by using P{I) = 1, that P is a solution of
We rewrite this in a form to be used later:
(1.4)
this is the equation we would like to solve for P(z). It is quite easily seen that for c = 1/2 we find P(z) = (1 -vT=Z)/z again. Before proceeding we make a couple of remarks.
Remark 1. Slightly more general than (1.2), one may consider
with a > 0 and 0 < c < 1. These equations can be solved by first solving the case a = 1 with the solution (Pn). 
The idea is now to choose Q such that y = P(z) satisfies (1.4). As a first and very simple example we put Q = 1:"~~2' a geometric pgf with parameter p = 1/2. Solving for y = P in (2.1) again yields
Encouraged by this result we did some numerical calculations and conjectured that P e would be the solution of (2.1) if we would take Q negative binomial as follows: . We would now like to obtain explicit expressions for the distributions with pgf's Pc (the Pc themselves are mostly intractable). Fortunately, there is another result in branching process theory giving the answer.
Lemma 2.3 The total offspring T in a branching process as in Lemma 2.1 and with offspring distribution (qn) has distribution given by (2.3)
where (q~k) denotes the k-fold convolution of (qn) with itself.
Remark. In Lemmas 2.1 and 2.3, the quantity T+1 can be interpreted as the first-passage time from 0 to 1 in a random walk having step-length Y satisfying Y d 1 -~, where X has pgf Q. The random walk is now 'skip-free' to the right. For details, we refer to Grimmet and Stirzaker (1992, Section 5.3). We can now combine the results of Lemma 2.2: Pc = P Tc and Lemma 2.3: see (2.3), to obtain explicit expressions for the distributions (Pn{c)) with pgf's Pc. 
where
Proof. Using Proposition 2.2 and Lemma 2.3 we have (c
o As a check we put c = 1/2 i.e. "' I = 1, t3 = 1/4, and fi~d Pn(1/2) = n~l e:)(~)2n+l as before.
The cases c > 1
The case c = 1 can be dealt with by letting c t 1. Then Qc -t Ql, where Q1 = exp{z -I} (Poisson distribution with mean 1), and using Lemma 2.3 we obtain (3.1)
Had we started from Q(z) -: eA(z-l), with A < 1, we would have obtained
. and we can recover (3.1) by use of Biirmann-Lagrange's formula in series form; see, e.g., Grimmett and Stirzaker (1992, p.146) . Formula (3.2) is very similar to the defining equation for Lambert's function W, viz.
see Corless etal. (1996) . From this it follows that P 1 (z) can be written as Proof. We must show that (2.4) not only holds for 0 < C < 1, but also for c> 1. To this end we use (1.5) from which it follows that for c > 1
this is a consequence of the fact that the sequence (Tn) corresponding to pc has generating function c· R. From (3.3) and (1.2) we obtain 
Further properties
In this section we shall be concerned with complete monotonicity of sequences. A sequence {en}, n E Z+, is said to be completely monotone, if it'is nonnegative and has differences that alternate in sign. Equivalently, {en} is completely monotone, if it has a representation of the form It is easily verified that p is decreasing from 1 to 0 on (0, C7r). Both the curves start at the point 1 and end at O. We now formulate our lemma, of which we give only a sketch of a proof. 
Lemma 4.1 The function g defined by
increases from 1 to 00 on (0, C7r). Thus the two equations (4.2) can be solved. For z = x < 1, the equation g(w) = x has exactly one real solution w E (0,1) since 9 increases from -00 to 1 on (0,1]. By using the principle of argument it can be ascertained that the equation 
0
Having Lemma 4.1 in mind we will now use Cauchy's integral formula to obtain expressions for P(z) and R(z). We use a contour which consists of a very large circle around the origin, a small circle around the point 1, and two lines along (1,00); by the inverse mapping, this contour is essentially the boundary of the domain D defined above. Since P{z) tends to zero as z -+ 00 and so does R(z) = l~~j:{Z)' and both P(z) and R(z) take on conjugate values for conjugate we get
where now x denotes a point on the upper side of the cut (1,00). Substituting then x = h(B), 0 < 0 < e7r, with h(B) as above, we get, noticing that B = arg(P(x)) and ~(R(x)) = ~~(log(P(x)) = arg(P(x)), The measure V can be obtained from R in the following way (cf. Bondesson, 1992, pp. 127 and 129) : If V has a density 1)' it is given by
In our case, it readily follows from (4.3) that, for 0 < C < 1,
It is not hard to see that the total V-measure J0 1 V(dy) equals c if c < 1. From (3.3) it then follows that the total V-measure equals 1 for c > 
Poisson-mixtures
We now look at another representation of the Pn(c)'s. It is known that a GNBC also is a Poisson-mixture, Le.
o n. where F is the cdf of a probability distribution, which is a generalized gamma convolution (GGC). The class of such distributions is studied in Bondesson (1992); we do not give any details here. The Laplace transform ¢(s) = Jo oo e-SAP(dA) of F is given by ¢(s) = P{l-s).
For C = 1/2 we see that ¢(s) = 1/(1 +.jS) which means that P is the distribution function for XY2, where X is a positive stable random variable with index 1/2 and independent of Y which has an exponential distribution. Replacing n by it in the right-hand side, one can recognize it as the characteristic function of X -Y -1 where X has an exponentially tilted (by a factor eX) extreme stable distribution with index 1 (and with most of its mass on (-00,0)) and is independent of 17 which has a Gamma(2,1) distribution. Thus P, exponentially tilted, corresponds to the variable e X e-Y e-1 . One may guess that representations in terms of stable distributions are possible also for other values of c.
We end this paper with another open problem. For c = 1/2 the density of the corresponding GGC with Laplace transform 4>(s) = 1/(1 + yS) is hyperbolically completely monotone; see Bondesson (1992, pp. 70 and 86) . For the discrete distribution Pn(1/2) this means that not only is it true that, for N = 0, <;s(p(N+1)(z)/p(N)(z)) 2:: 0 for <;SZ > 0, this is true for all integers N O. Equivalently, the r-sequence corresponding to is completely monotone for every N. There is a lot of numerical evidence for~the conjecture that this result continues to be true for all c E (0,1]. One way of proving it might be to make use of a Biirmann-Lagrange type formula (see e.g. P6lya & Szeg6 (1964, p.125 ); we do not dwell upon this.
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