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STOCHASTIC Σ-CONVERGENCE AND APPLICATIONS
MAMADOU SANGO AND JEAN LOUIS WOUKENG
Abstract. Motivated by the fact that in nature almost all phenomena be-
have randomly in some scales and deterministically in some other scales, we
build up a framework suitable to tackle both deterministic and stochastic ho-
mogenization problems simultaneously, and also separately. Our approach,
the stochastic Σ-convergence, can be seen either as a multiscale stochastic ap-
proach since deterministic homogenization theory can be seen as a special case
of stochastic homogenization theory (see Theorem 3), or as a conjunction of
the stochastic and deterministic approaches, both taken globally, but also each
separately. One of the main applications of our results is the homogenization
of a model of rotating fluids.
1. Introduction
A wide range of scientific and engineering problems involve multiscale phenom-
ena. Roughly speaking, each matter is characterized by its own geometric dimen-
sions which are very often several order of magnitude larger. The study and the
understanding of these issues demand the development of new mathematical tools
and methods. Homogenization theory is such a tool which now occupies a central
place in contemporary mathematical research.
Deterministic problems in the periodic setting prominently featured in the first
decade of the development of the theory till the pioneering works of Kozlov [24, 25],
Papanicolaou and Varadhan [37] in stochastic homogenization in the late 1970s.
Since then intense research activities have been undertaken with a great wealth of
results as shown by the vast existing literature to date, see e.g., [4, 8, 9, 10, 16, 17,
33, 34, 40, 41, 49, 50, 51, 53, 54, 55, 56]. It is worth noting the interesting work
on stochastic homogenization in the framework of viscosity solutions by several
prominent mathematicians [11, 12, 23, 29, 30].
In order to deal with deterministic homogenization theory beyond the periodic
setting, Nguetseng [31], following Zhikov and Krivenko [55], introduced the concept
of homogenization algebras. This theory relies heavily on ergodic theory (but not
the ergodicity!) because in applications, the assumption of ergodicity of the homog-
enization algebra considered is fundamental. It is important to note that there was a
gap between the periodic homogenization theory and the stochastic homogenization
theory, gap which was filled by Nguetseng’s deterministic homogenization theory.
However as we will see in the present work, this recent deterministic theory can be
viewed as a special case of a generalized version of the stochastic homogenization
theory of Bourgeat et al. [10] which we construct. Indeed, Theorem 3 (see Section
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2) allows to build on the spectrum of an algebra with mean value, a dynamical
system whose invariant measure is precisely the measure related to the mean value
defined on the algebra. As a result of the above-mentioned theorem, we get a gen-
eralization of all the results presented in [31, 32], those in [31, 32] being the special
case corresponding to ergodic algebras; see Section 4.
The two theories mentioned above have the specificity to be used to solve ei-
ther stochastic homogenization problems only (for the first one) or deterministic
homogenization problems only (for the second one). Unfortunately, as we know,
in nature, very few phenomena behave, either just randomly or deterministically;
most of these phenomena behave randomly in some scales, and deterministically in
other scales.
Motivated by this vision of the physical nature, we rely on these two theories and
hence on their associated convergence methods (the stochastic two scale convergence
in the mean [10] and the Σ-convergence [31, 47]) to propose a general method of
solving coupled - deterministic and stochastic - homogenization problems. Our
method, the stochastic Σ-convergence, combines the macroscopic and microscopic
[random and deterministic] scales, and has therefore the advantage of taking both
the simplicity and the efficiency of the macroscopic models, as well as the accuracy
of the coupled random-deterministic microscopic models. Moreover our multiscale
approach is motivated by the fact that the usual monoscale approach has proven to
be inadequate because of prohibitively large number of variables involved in each
physical problem. One can also give at least two reasons quite natural. Firstly,
a scale can not be at the same time deterministic and random. Secondly, the
application of our results to natural phenomena; see Sections 5 and 6. To be
more precise, our method permits henceforth to treat deterministic homogenization
problems without resorting to the ergodicity assumption on one hand, and on the
other hand allow viewing the stochastic two-scale convergence in the mean [10] in
a more general angle as generalizing the Σ-convergence [31, 32].
We hope that the theory developed in the present paper will find applications
in the emerging field of homogenization of stochastic partial differential equations
undertaken in the papers [2], [43] in the periodic case and in [38] in the case of non
periodically perforated domains.
The paper is organized as follows. In Section 2 we give some preliminary results
related to the theory of dynamical systems on abstract probability spaces. We
also define and give some fundamental properties of generalized Besicovitch spaces.
Section 3 is devoted to the study of the concept of stochastic Σ-convergence. We
prove therein some compactness results. In Sections 4, 5 and 6, we give several
applications of the earlier results. We begin in Section 4 by showing how the
results of Section 3 apply and how they generalize the existing results; this is
illustrated by the study of a rather simple linear operator in divergence form. We
then compare our results with the already existing ones. In Section 5 we study
the homogenization problem for the well-known nonlinear Reynolds equation. One
important achievement of our results is obtained in Section 6 where we solve the
coupled stochastic-deterministic homogenization problem related to the following
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Stokes equation:
−
N∑
i,j=1
∂
∂xi
(
aij(x, T (x/ε1)ω, x/ε2)
∂uε
∂xj
)
+ hε × uε + grad pε = f in Q
divuε = 0 in Q
uε = 0 on ∂Q.
We get the following homogenization result which is, to our knowledge, new.
Theorem 1. Assume
(1) aij(x, ω, ·) ∈ A for all (x, ω) ∈ Q× Ω, 1 ≤ i, j ≤ N , and h ∈ L∞(Ω;A)N .
For each 0 < ε < 1 and for a.e. ω ∈ Ω let uε(·, ω) = (ukε (·, ω)) ∈ H10(Q) be the
(unique) solution of the above Stokes equation. Then as ε→ 0,
uε → u0 stoch. in L2(Q× Ω)N -weak
and
∂ukε
∂xj
→ ∂u
k
0
∂xj
+Dj,ωu
k
1 +
∂uk2
∂yj
stoch. in L2(Q× Ω)-weak Σ (1 ≤ j, k ≤ N)
where u = (u0,u1,u2) is the unique solution to the following variational problem:
a(u,v) +
∫∫
Q×Ω
(h˜× u0) · v0dxdµ = 〈f ,v0〉 for all v = (v0,v1,v2) ∈ F10
with:
a(u,v) =
N∑
i,j,k=1
∫∫
Q×Ω×∆(A)
âij(x, ω, s)
(
∂uk0
∂xj
+Dj,ωu
k
1 + ∂j û
k
2
)
×
(
∂vk0
∂xi
+Di,ωv
k
1 + ∂iv̂
k
2
)
dxdµdβ;
h˜(ω) =
∫
∆(A)
ĥ(ω, s)dβ;
〈f ,v0〉 =
∫
Ω
(f(·, ω),v0(·, ω))H−1(Q)N ,H10 (Q)N dµ
and
∂j ûk2 = G1(∂uk2/∂yj) (and a same definition for ∂iv̂k2 ).
Unless otherwise specified, vector spaces throughout are assumed to be complex
vector spaces, and scalar functions are assumed to be complex valued. We shall
always assume that the numerical spaces Rm and their open sets are each equipped
with the Lebesgue measure.
2. Preliminaries on dynamical systems and generalized Besicovitch
spaces
2.1. Stochastic vector calculus. We begin by recalling the definition of the
notion of a dynamical system. Let (Ω,M, µ) denote a probability space. An N -
dimensional dynamical system on Ω is a family of invertible mappings T (x) : Ω→
Ω, x ∈ RN , such that the following conditions hold:
(i) (Group property) T (0) = idΩ and T (x+ y) = T (x)◦T (y) for all x, y ∈ RN ;
(ii) (Invariance) The mappings T (x) : Ω → Ω are measurable and µ-measure
preserving, i.e., µ (T (x)F ) = µ (F ) for each x ∈ RN and every F ∈M;
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(iii) (Measurability) For each F ∈ M, the set {(x, ω) ∈ RN × Ω : T (x)ω ∈ F}
is measurable with respect to the product σ-algebra L⊗M, where L is the
σ-algebra of Lebesgue measurable sets.
We recall that in (i) above, the symbol ◦ denotes the usual composition of map-
pings, and in (iii), L⊗M is the σ-algebra generated by the family {L×M : L ∈ L
and M ∈M}, L×M being the Cartesian product of the sets L and M .
If Ω is a compact topological space, by a continuous N -dimensional dynamical
system on Ω is meant any family of mappings T (x) : Ω→ Ω, x ∈ RN , satisfying the
above group property (i) and the following condition: The mapping (x, ω) 7→ T (x)ω
is continuous from RN × Ω to Ω.
Let 1 ≤ p ≤ ∞. An N -dimensional dynamical system T (x) : Ω → Ω induces a
N -parameter group of isometries U (x) : Lp(Ω)→ Lp(Ω) defined by
(U (x) f) (ω) = f (T (x)ω) , f ∈ Lp(Ω)
which is strongly continuous, i.e., U (x) f → f in Lp(Ω) as x→ 0; see [22, p. 223]
or [33, p. 131]. We denote by Di,p (1 ≤ i ≤ N) the generator of U(x) along the ith
coordinate direction, and by Di,p its domain. Thus, for f ∈ Lp(Ω), f is in Di,p if
and only if the limit Di,pf defined by
Di,pf(ω) = lim
τ→0
f (T (τei)ω)− f(ω)
τ
exists strongly in Lp(Ω), where ei denotes the vector (δij)1≤j≤N , δij being the
Kronecker δ. One can naturally define higher order derivatives by setting Dαp =
Dα11,p · · ·DαNN,p for α = (α1, ..., αN ) ∈ NN , where Dαii,p = Di,p ◦ · · · ◦Di,p, αi-times.
Now we need to define the stochastic analog of the smooth functions on RN . To
this end, we set Dp(Ω) = ∩Ni=1Di,p and define
D∞p (Ω) =
{
f ∈ Lp (Ω) : Dαp f ∈ Dp(Ω) for all α ∈ NN
}
.
It is a fact that each element of D∞∞(Ω) possesses stochastic derivatives of any
order that are bounded. So as in [1] we denote it by the suggestive symbol C∞(Ω),
and also as in [1] it can be shown that C∞(Ω) is dense in Lp(Ω), 1 ≤ p < ∞.
At this level, one can naturally define the concept of stochastic distribution: by a
stochastic distribution on Ω is meant any continuous linear mapping from C∞(Ω)
to the complex field C. We recall that C∞(Ω) is endowed with its natural topology
defined by the family of seminorms Nn(f) = sup|α|≤n supω∈Ω |Dα∞f(ω)| (where
|α| = α1 + ...+ αN for α = (α1, ..., αN ) ∈ NN ). We denote the space of stochastic
distributions by (C∞(Ω))′. One can also define the stochastic weak derivative of f ∈
(C∞(Ω))′ as follows: For any α ∈ NN , Dαf stands for the stochastic distribution
defined by
(Dαf) (φ) = (−1)|α|f (Dα∞φ) ∀φ ∈ C∞(Ω).
As C∞(Ω) is dense in Lp(Ω) (1 ≤ p < ∞), it is immediate that Lp(Ω) ⊂ (C∞(Ω))′
so that one may define the stochastic weak derivative of any f ∈ Lp(Ω), and it
verifies the following functional equation:
(Dαf) (φ) = (−1)|α|
∫
Ω
fDα∞φdµ for all φ ∈ C∞(Ω).
In particular, for f ∈ Di,p we have−
∫
Ω
fDi,∞φdµ =
∫
Ω
φDi,pfdµ for all φ ∈ C∞(Ω)
so that we may identify Di,pf with D
αif , where αi = (δij)1≤j≤N . Conversely, if
f ∈ Lp (Ω) is such that there exists fi ∈ Lp (Ω) with (Dαif) (φ) = −
∫
Ω fiφdµ for
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all φ ∈ C∞(Ω), then f ∈ Di,p and Di,pf = fi. Therefore, endowing Dp(Ω) with the
natural graph norm
‖f‖pDp(Ω) = ‖f‖
p
Lp(Ω) +
N∑
i=1
‖Di,pf‖pLp(Ω) (f ∈ Dp(Ω))
we obtain a Banach space representing the stochastic generalization of the Sobolev
spaces W 1,p
(
RN
)
, and so, we denote it by W 1,p(Ω).
Now, returning to the general setting of dynamical systems, we recall that a
function f ∈ Lp (Ω) is said to be invariant for T (relative to µ) if for any x ∈ RN ,
f ◦ T (x) = f µ-a.e. on Ω. We denote by Ipnv (Ω) the set of functions in Lp (Ω)
that are invariant for T . The set Ipnv (Ω) is a closed vector subspace of L
p (Ω). The
dynamical system T is said to be ergodic if every T -invariant function f ∈ Ipnv (Ω)
is constant. We have the following very useful properties for functions in L1 (Ω).
(P1) For f ∈ D∞1 (Ω), and for µ-a.e. ω ∈ Ω, the function x 7→ f(T (x)ω) is in
C∞(RN ) and further Dαx f(T (x)ω) = (Dα1 f) (T (x)ω) for any α ∈ NN .
(P2) For f ∈ L1 (Ω), we have f ∈ I1nv (Ω) if and only if Di,1f = 0 for each
1 ≤ i ≤ N .
Let 1 < p <∞. Thanks to (P2) above, one can easily check that, for f ∈ Lp (Ω),
f is in Ipnv (Ω) if and only if Di,pf = 0 for all 1 ≤ i ≤ N , since Di,p is the restriction
to Lp(Ω) of Di,1. So if we endow C∞(Ω) with the seminorm
(2.1) ‖u‖p#,p =
N∑
i=1
‖Di,pu‖pLp(Ω) (u ∈ C∞(Ω))
we obtain a locally convex space which is generally non separated and non complete.
We denote by W1,p(Ω) the separated completion of C∞(Ω) with respect to the
seminorm ‖·‖#,p, and we denote by Ip the canonical mapping of C∞(Ω) into its
separated completionW1,p(Ω). It is to be noted thatW1,p(Ω) is also the separated
completion of C∞(Ω)/(Ipnv(Ω)∩C∞(Ω)) with respect to the same seminorm since for
u ∈ C∞(Ω) we have ‖u‖#,p = 0 if and only if u ∈ Ipnv(Ω), that is u ∈ Ipnv(Ω)∩C∞(Ω).
The following property is obtained through the theory of completion of uniform
spaces; see, e.g., [7, Chap. II, Sect. 3, no 7].
The gradient operator Dω,p = (D1,p, ..., DN,p) : C∞(Ω) → Lp (Ω)N extends by
continuity to a unique mapping Dω,p = (D1,p, ..., DN,p) :W1,p(Ω)→ Lp (Ω)N with
the properties
Di,p = Di,p ◦ Ip
and
‖u‖W1,p(Ω) ≡ ‖u‖#,p =
(
N∑
i=1
∥∥Di,pu∥∥pLp(Ω)
)1/p
for u ∈ W1,p(Ω).
Moreover, the mapping Dω,p is an isometric embedding of W1,p(Ω) into a closed
subspace of Lp (Ω)
N
, so that the Banach space W1,p(Ω) is reflexive. By duality we
define the operator divω,p′ : L
p′ (Ω)N → (W1,p(Ω))′ (p′ = p/(p− 1)) by
〈divω,p′u,w〉 = −
〈
u,Dω,pw
〉
for all w ∈ W1,p (Ω) and u = (ui) ∈ Lp′(Ω)N ,
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where
〈
u,Dω,pw
〉
=
∑N
i=1
∫
Ω
uiDi,pwdµ. The operator divω,p′ just defined extends
the natural divergence operator defined in C∞(Ω) since for all f ∈ C∞(Ω) we have
Di,pf = Di,p(Ip(f)).
The following result will be of great interest in the next sections.
Proposition 1. Let v ∈ Lp (Ω)N satisfying∫
Ω
v · gdµ = 0 for all g ∈ Vdiv = {f ∈ C∞(Ω)N : divω,p′f = 0}.
Then there exists u ∈ W1,p(Ω) such that v = Dω,pu.
Proof. We need to check the following: (1) divω,p′ is closed; (2) (divω,p′)
∗ = −Dω,p
where (divω,p′)
∗ is the adjoint operator of divω,p′ ; (3) Ran(Dω,p) is closed in L
p (Ω)N
and finally, (4) v is orthogonal to the kernel of divω,p′ . Indeed (1)-(3) will yield
Ran(Dω,p) = (ker(divω,p′))
⊥ by a well-known result (see, e.g., [36, Chap. 13,
p. 352, Thm 13.8]) where (ker(divω,p′))
⊥ denote the orthogonal complement of
ker(divω,p′), and finally the proposition will follow at once from (4). So let us check
them.
(1) is trivial, (2) is a mere consequence of the definition of divω,p′ . As for (3), if
vn = Dω,pun ∈Ran(Dω,p) is such that vn → v in Lp(Ω)N , then (un)n is a Cauchy
sequence inW1,p(Ω) and so, converges inW1,p(Ω) towards some u ∈ W1,p(Ω), that
is, Dω,pun → Dω,pu in Lp (Ω)N , hence v = Dω,pu. Finally for (4) it suffices to
show that Vdiv is dense in ker(divω,p′). To see this, let g ∈ ker(divω,p′); arguing as
in the proof of [10, Lemma 2.3 (b)] there exists a sequence (gn)n ⊂ Vdiv such that
gn → g in Lp (Ω)N . The proof is complete. 
We end this subsection with some definitions. Let f be a measurable function in
Ω; for a fixed ω ∈ Ω the function x 7→ f(T (x)ω), x ∈ RN , is called a realization of
f and the mapping (x, ω) 7→ f(T (x)ω) is called a stationary process. The process
is said to be stationary ergodic if the dynamical system T is ergodic. We will also
use the notation divω instead of divω,p′ , accordingly.
In the forthcoming sections we will adopt the following notation: Dω will stand
for Dω,p, and, Di,p (resp. Di,p) will be denoted by Di,ω (resp. Di,ω) if there is no
danger of confusion.
2.2. Homogenization supralgebras. We use a new concept of homogenization
algebras. This concept has just been defined in a more recent paper [32]. It is more
general than those defined in the papers [31, 55] because we do not need the algebra
to be separable (as in [31]), or to consist of functions that are uniformly continuous
(as in [55]). Before we go any further, we need to give some preliminaries. Let
H = (Hε)ε>0 be the action of R∗+ (the multiplicative group of positive real numbers)
on the numerical space RN defined as follows:
(2.2) Hε(x) =
x
ε1
(x ∈ RN )
where ε1 is a positive function of ε tending to zero with ε. For given ε > 0, let
uε(x) = u(Hε(x)) (x ∈ RN).
For u ∈ L1loc(RNy ) (as usual, RNy denotes the numerical space RN of variables
y = (y1, ..., yN )), u
ε lies in L1loc(R
N
x ). More generally, if u lies in L
p
loc(R
N ) (resp.
Lp(RN )), 1 ≤ p < +∞, then so also does uε.
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A function u ∈ B(RNy ) (the C*-algebra of bounded continuous complex functions
on RNy ) is said to have a mean value for H, if there exists a complex number M(u)
such that uε → M(u) in L∞(RNx )-weak ∗ as ε → 0. The complex number M(u)
is called the mean value of u (for H). It is evident that this defines a mapping M
which is a positive linear form (on the space of functions u ∈ B(RNy ) with mean
value) attaining the value 1 on the constant function 1 and verifying the inequality
|M(u)| ≤ ‖u‖∞ ≡ supy∈RN |u(y)| for all such u. The mappingM is called the mean
value on RN for H. It is also a fact, as the characteristic function of all relatively
compact set in RN lies in L1(RN ), that
(2.3) M(u) = lim
r→+∞
1
|Br|
∫
Br
u(y)dy
where Br stands for the bounded open ball in R
N with radius r, and |Br| denotes
its Lebesgue measure. Expression (2.3) also works for u ∈ L1loc(RN ) provided that
the above limit makes sense. In connection with the dynamical systems, we have
the following Birkhoff ergodic theorem (see [18]).
Theorem 2 (Birkhoff ergodic theorem). Let T be a dynamical system acting on
the probability space (Ω,M, µ). Let f ∈ Lp(Ω), p ≥ 1. Then for almost all ω ∈
Ω the realization x 7→ f(T (x)ω) possesses a mean value in the sense of (2.3).
Furthermore, the mean value M(f(T (·)ω)) is invariant and∫
Ω
f(ω)dµ =
∫
Ω
M(f(T (·)ω))dµ.
Moreover if the dynamical system T is ergodic, then
M(f(T (·)ω)) =
∫
Ω
fdµ for µ-a.e. ω ∈ Ω.
Definition 1. By a homogenization supralgebra (or H-supralgebra, in short) on
RN for H we mean any closed subalgebra of B(RN ) which contains the constants,
is closed under complex conjugation and whose elements possess a mean value for
H.
Remark 1. From the above definition we see that the concept of H-supralgebra
is more general than those of H-algebra [35] and of algebra with mean value [55].
In fact any separable H-supralgebra is an H-algebra while any algebra with mean
value is an H-supralgebra as any uniformly continuous function is continuous.
Let A be an H-supralgebra on RN (for H). It is known that A (endowed with the
sup norm topology) is a commutative C*-algebra with identity. We denote by ∆(A)
the spectrum of A and by G the Gelfand transformation on A. We recall that ∆(A)
(a subset of the topological dual A′ ofA) is the set of all nonzero multiplicative linear
functionals on A, and G is the mapping from A to C(∆(A)) such that G(u)(s) =
〈s, u〉 (s ∈ ∆(A)), where 〈, 〉 denotes the duality pairing between A′ and A. We
endow ∆(A) with the relative weak∗ topology on A′. Then using the well-known
theorem of Stone (see e.g., either [26] or more precisely [18, Theorem IV.6.18,
p. 274]) one can easily show that the spectrum ∆(A) is a compact topological
space, and the Gelfand transformation G is an isometric isomorphism identifying
A with C(∆(A)) (the continuous functions on ∆(A)) as C*-algebras. Next, since
each element of A possesses a mean value, this yields a map u 7→M(u) (denoted by
M and called the mean value) which is a nonnegative continuous linear functional
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on A with M(1) = 1, and so provides us with a linear nonnegative functional
ψ 7→ M1(ψ) = M(G−1(ψ)) defined on C(∆(A)) = G(A), which is clearly bounded.
Therefore, by the Riesz-Markov theorem, M1(ψ) is representable by integration
with respect to some Radon measure β (of total mass 1) in ∆(A), called the M -
measure for A [31]. It is evident that we have
(2.4) M(u) =
∫
∆(A)
G(u)dβ for u ∈ A.
The spectrum of a Banach algebra is a very abstract concept. We give in the
following result a characterization of the spectrum of some particular Banach alge-
bras.
Proposition 2. Let A be an H-supralgebra. Assume A separates the points of RN .
Then ∆(A) is the Stone-Cˇech compactification of RN .
Proof. For each y ∈ RN define an element φy ∈ ∆(A) by φy(u) = u(y), u ∈ A. Then
the mapping φ : y 7→ φy from RN into ∆(A) is continuous and has dense range.
In fact since the topology in ∆(A) is the weak∗ one and further the mappings
y 7→ φy(u) = u(y), u ∈ A, are continuous on RN , it follows that φ is continuous.
Now supposing that φ(RN ) is not dense in ∆(A) we derive the existence of a
nonempty open subset U of ∆(A) such that U ∩ φ(RN ) = ∅. Then by Urysohn’s
lemma there exists v ∈ C(∆(A)) with v 6= 0 and v|∆(A))\U = 0. By the Gelfand
representation theorem, v = G(u) for some u ∈ A. But then
u(y) = φy(u) = G(u)(φy) = v(φy) = 0
for all y ∈ RN , contradicting u 6= 0. Thus φ(RN ) is dense in ∆(A).
Next, every f in A (viewed as element of B(RN)) extends continuously to ∆(A)
in the sense that there exists f̂ ∈ C(∆(A)) such that f̂(φ(y)) = f(y) for all y ∈ RN
(just take f̂ = G(f)). Finally assume that A separates the points of RN . Then
the mapping φ : RN → φ(RN ) is a homeomorphism. In fact, we only need to
prove that φ is injective. For that, let y, z ∈ RN with y 6= z; since A separates the
points of RN , there exists a function u ∈ A such that u(y) 6= u(z), hence φy 6= φz,
and our claim is justified. We therefore conclude that the couple (∆(A), φ) is the
Stone-Cˇech compactification of RN . 
The following result is classically known.
Proposition 3. (1) Assume A = Cper(Y ) is the algebra of Y -periodic continuous
functions on RNy (Y = (− 12 , 12 )N ). Then its spectrum is the N -dimensional torus
TN = RN/ZN . (2) Assume A = AP (RNy ) is the algebra of all almost periodic
continuous functions on RNy defined as the vector space consisting of all functions
defined on RNy that are uniformly approximated by finite linear combinations of the
functions in the set {exp(2iπk · y) : k ∈ RN}. Then its spectrum ∆(AP (RNy )) is a
compact topological group homeomorphic to the Bohr compactification of RN .
Next, the partial derivative of index i (1 ≤ i ≤ N) on ∆(A) is defined to
be the mapping ∂i = G ◦ ∂/∂yi ◦ G−1 (usual composition) of D1(∆(A)) = {ϕ ∈
C(∆(A)) : G−1(ϕ) ∈ A1} into C(∆(A)), where A1 = {ψ ∈ C1(RN ) : ψ, ∂ψ/∂yi ∈ A
(1 ≤ i ≤ N)}. Higher order derivatives are defined analogously, and one also
defines the space Am (integers m ≥ 1) to be the space of all ψ ∈ Cm(RNy ) such that
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Dαyψ =
∂|α|ψ
∂y
α1
1 ···∂y
αN
N
∈ A for every α = (α1, ..., αN ) ∈ NN with |α| ≤ m, and we set
A∞ = ∩m≥1Am. At the present time, let D(∆(A)) = {ϕ ∈ C(∆(A)) : G−1(ϕ) ∈
A∞}. Endowed with a suitable locally convex topology, A∞ (resp. D(∆(A))) is a
Fre´chet space and further, G viewed as defined on A∞ is a topological isomorphism
of A∞ onto D(∆(A)). It is worth recalling that A∞ is the deterministic analog of
the space C∞(Ω) defined in Subsection 2.1.
Analogously to the space D′(RN ), we now define the space of distributions on
∆(A) to be the space of all continuous linear form on D(∆(A)). We denote it by
D′(∆(A)) and we endow it with the strong dual topology. It is an easy exercise to
see that if A∞ is dense in A (this is the case when, e.g., A is translation invariant and
moreover each element of A is uniformly continuous; see [45, Proposition 2.3] for the
justification. We will also see at the end of this subsection that this density result is
a fact when dealing with such kind of H-supralgebras since one may connect their
spectrums to a dynamical system, and then recover the said density result by just
using the results of Subsection 2.1) then Lp(∆(A)) (1 ≤ p ≤ ∞) is a subspace of
D′(∆(A)) (with continuous embedding), so that one may define the Sobolev spaces
on ∆(A) as follows.
W 1,p(∆(A)) = {u ∈ Lp(∆(A)) : ∂iu ∈ Lp(∆(A)) (1 ≤ i ≤ N)} (1 ≤ p <∞)
where the derivative ∂iu is taken in the distribution sense on ∆(A). We equip
W 1,p(∆(A)) with the norm
||u||W 1,p(∆(A)) =
[
||u||pLp(∆(A)) +
∑N
i=1 ||∂iu||pLp(∆(A))
] 1
p (
u ∈W 1,p(∆(A))) ,
1 ≤ p <∞,
which makes it a Banach space. To that space are attached some other spaces
such as W 1,p(∆(A))/C = {u ∈ W 1,p(∆(A)) : ∫∆(A) udβ = 0} and its separated
completion W 1,p# (∆(A)); we refer to [31] for a documented presentation of these
spaces.
As we have said a while ago, we end this subsection with an important result
connecting the dynamical systems to the spectrum of some H-supralgebras.
Theorem 3. Let A be an H-supralgebra on RN . Suppose A is translation invariant
and that each of its elements is uniformly continuous (thus A is an algebra with
mean value). Then the translations T (y) : RN → RN , T (y)x = x + y, extend to a
group of homeomorphisms T (y) : ∆(A)→ ∆(A), y ∈ RN , which forms a continuous
N -dimensional dynamical system on ∆(A) whose invariant probability measure is
precisely the M -measure β for A.
Proof. As A is translation invariant, each translation T (y) induces an isometric
isomorphism still denoted by T (y), from A onto A, defined by T (y)u = u(·+ y) for
u ∈ A. So define T˜ (y) : C(∆(A))→ C(∆(A)) by
T˜ (y)G(u) = G(T (y)u) (u ∈ A)
where G denotes the Gelfand transformation on A. Then T˜ (y) is an isometric
isomorphism of C(∆(A)) onto itself; this is easily seen by the fact that G is an
isometric isomorphism of A onto C(∆(A)). Therefore, by the classical Banach-Stone
theorem there exists a unique homeomorphism T (y) of ∆(A) onto itself. The family
thus constructed is in fact a continuous N -dimensional dynamical system. Indeed
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the group property easily comes from the equality G(T (y)u)(s) = G(u)(T (y)s)
(y ∈ RN , s ∈ ∆(A), u ∈ A). As far as the continuity property is concerned, let
(yn)n be a sequence in R
N and (sd)d be a net in ∆(A) such that yn → y in RN and
sd → s in ∆(A). Then the uniform continuity of u ∈ A leads to T (yn)u→ T (y)u in
B(RN), and the continuity of G gives G(T (yn)u)→ G(T (y)u), the last convergence
result being uniform in C(∆(A)). Hence G(T (yn)u)(sd) → G(T (y)u)(s), which
is equivalent to G(u)(T (yn)sd) → G(u)(T (y)s). As C(∆(A)) separates the points
of ∆(A), this yields T (yn)sd → T (y)s in ∆(A), which implies that the mapping
(y, s) 7→ T (y)s, from RN ×∆(A) to ∆(A), is continuous. It remains to check that
β is the invariant measure for T . But this easily comes from the invariance under
translations’ property of the mean value and of the integral representation (2.4).
We keep using the notation T (y) for T (y), and the proof is complete. 
With the above result, one may directly consider deterministic homogenization
theory in algebras with mean value as a particular case of stochastic homogenization
theory. That is why in the sequel, our results in these particular H-supralgebras
could be viewed as particular ones of reiterated stochastic homogenization theory.
However they are no less important because so far, although widely used, the results
stated in Section 3 have never been proven before.
2.3. The generalized Besicovitch spaces. We can define the generalized Besi-
covitch spaces associated to a H-supralgebra. The notations are those of the pre-
ceding subsection. Let A be a H-supralgebra on RN . Let 1 ≤ p < ∞. If u ∈ A,
then |u|p ∈ A with G(|u|p) = |G(u)|p. Hence the limit limr→+∞ 1|Br |
∫
Br
|u(y)|p dy
exists and we have
lim
r→+∞
1
|Br|
∫
Br
|u(y)|p dy =M(|u|p) =
∫
∆(A)
|G(u)|p dβ.
Hence, for u ∈ A, put
‖u‖p = (M(|u|p))1/p .
This defines a seminorm on A with which A is in general not separated and not
complete. First we denote by BpA the closure of A with respect to ‖·‖p. Then It
is known that BpA is a complete seminormed vector space verifying B
q
A ⊂ BpA for
1 ≤ p ≤ q <∞. From this last property one may naturally define the space B∞A as
follows:
B∞A = {f ∈ ∩1≤p<∞BpA : sup
1≤p<∞
‖f‖p <∞}.
We endow B∞A with the seminorm [f ]∞ = sup1≤p<∞ ‖f‖p, which makes it a com-
plete seminormed space. We recall that the spaces BpA (1 ≤ p ≤ ∞) are not
in general Fre´chet spaces since they are not separated in general. The following
properties are worth noticing [32, 39]:
(1) The Gelfand transformation G : A → C(∆(A)) extends by continuity
to a unique continuous linear mapping, still denoted by G, of BpA into
Lp(∆(A)). Furthermore if u ∈ BpA ∩ L∞(RNy ) then G(u) ∈ L∞(∆(A)) and
‖G(u)‖L∞(∆(A)) ≤ ‖u‖L∞(RNy ).
(2) The mean value M viewed as defined on A, extends by continuity to
a positive continuous linear form (still denoted by M) on BpA satisfying
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M(u) =
∫
∆(A)
G(u)dβ (u ∈ BpA). Furthermore, M(τau) = M(u) for each
u ∈ BpA and all a ∈ RN , where τau(y) = u(y − a) for almost all y ∈ RN .
(3) Let 1 ≤ p, q, r <∞ be such that 1p + 1q = 1r ≤ 1. The usual multiplication
A×A→ A; (u, v) 7→ uv, extends by continuity to a bilinear formBpA×BqA →
BrA with
‖uv‖r ≤ ‖u‖p ‖v‖q for (u, v) ∈ BpA ×BqA.
The following result will be of great interest in the work.
Proposition 4. Let A be a H-supralgebra on RN . Assume each element of A is
uniformly continuous and moreover A is translation invariant (i.e. τau = u(·+a) ∈
A for all u ∈ A and all a ∈ RN ). Then A∞ is dense in BpA.
Proof. Since A is an algebra with mean value, the result follows from [39, Proposi-
tion 2.4]. 
Now, let u ∈ BpA (1 ≤ p <∞); then |u|p ∈ B1A (this is easily seen) and so, by part
(2) above one has M(|u|p) = ∫
∆(A)
|G(u)|p dβ = ‖G(u)‖pLp(∆(A)). Thus for u ∈ BpA
we have ‖u‖p = (M(|u|p))1/p, and ‖u‖p = 0 if and only if G(u) = 0. Unfortunately,
the mapping G (defined on BpA) is not in general injective. So let N = KerG (the
kernel of G) and let
BpA = BpA/N .
Endowed with the norm
‖u+N‖BpA = ‖u‖p (u ∈ B
p
A),
BpA is a Banach space with the following property.
Theorem 4 ([32]). The mapping G : BpA → Lp(∆(A)) induces an isometric iso-
morphism G1 of BpA onto Lp(∆(A)).
As a first consequence of the preceding theorem one can define the mean value
of u+N (for each u ∈ BpA) as follows:
(2.5) M1(u+N ) =M(u), so that M1(u+N ) = lim
r→+∞
1
|Br|
∫
Br
u(y)dy.
One crucial result that can be derived from the preceding theorem is the following
Corollary 1. The following hold true:
(i) The spaces BpA are reflexive for 1 < p <∞;
(ii) The topological dual of the space BpA (1 ≤ p < ∞) is the space Bp
′
A (p
′ =
p/(p− 1)), the duality being given by
〈u+N , v +N〉
Bp
′
A
,Bp
A
=M(uv) =
∫
∆(A) G1(u +N )G1(v +N )dβ
for u ∈ Bp′A and v ∈ BpA.
This result is easily proven by using the properties of the Lp-spaces and the
above isometric isomorphism.
Remark 2. The space BpA is the separated completion of BpA and the canonical
mapping of BpA into BpA is just the canonical surjection of BpA onto BpA; see once
more [7, Chap. II, Sect. 3, no 7] for the theory of completion.
Another definition which will be of great interest in the forthcoming sections is
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Definition 2. An H-supralgebra A on RN is ergodic if for every u ∈ B1A such
that ‖u− u(·+ a)‖1 = 0 for every a ∈ RN we have ‖u−M(u)‖1 = 0.
The above definition is equivalent to say that any B1A-translation invariant func-
tion is B1A-constant, that is, the dynamical system T defined onR
N by T (y)x = x+y
is ergodic in the sense of Subsection 2.1.
An equivalent property stated by Casado Diaz and Gayte is given in the following
proposition.
Proposition 5 ([13]). An H-supralgebra A on RN is ergodic if and only if
(2.6) lim
r→+∞
∥∥∥∥ 1|Br|
∫
Br
u(·+ y)dy −M(u)
∥∥∥∥
p
= 0 for all u ∈ BpA, 1 ≤ p <∞.
The following result provides us with a few examples of ergodic H-supralgebras
(see next section for its application).
Lemma 1 ([32]). Let A be an H-supralgebra on RN with the following property:
For any u ∈ A,
(2.7) lim
r→+∞
1
|Br|
∫
Br
u(x+ y)dx =M(u) uniformly with respect to y.
Then A is ergodic.
In order to simplify the presentation of the paper we will from now on, use the
same letter u (if there is no danger of confusion) to denote the equivalence class of
an element u ∈ BpA. The symbol ̺ will denote the canonical mapping of BpA onto
BpA = BpA/N .
Our goal here is to define another space attached to BpA. Let u ∈ D′(∆(A)), and
let α ∈ NN . We know that ∂αu ∈ D′(∆(A)) exists and is defined by
(2.8) 〈∂αu, ϕ〉 = (−1)|α| 〈u, ∂αϕ〉 for any ϕ ∈ D(∆(A)).
This leads to the following definition.
Definition 3. The formal derivative of order α ∈ NN is defined to be the formal
operator on BpA given by
(2.9) D
α
y = G−11 ◦ ∂α ◦ G1
where ∂α is defined above. In particular, for α = (δij)1≤j≤N with 1 ≤ i ≤ N , Dαy
is denoted by ∂/∂yi and is called the formal derivative of index i.
Remark 3. For u ∈ B1,pA (that is the space of u ∈ BpA such that Dyu ∈ (BpA)N )
we have
G1
(
̺
(
∂u
∂yi
))
= G
(
∂u
∂yi
)
= ∂iG (u) = ∂iG1 (̺(u)) = (by definition)G1
(
∂
∂yi
(̺(u))
)
,
hence
̺
(
∂u
∂yi
)
=
∂
∂yi
(̺(u)),
or equivalently,
(2.10) ̺ ◦ ∂
∂yi
=
∂
∂yi
◦ ̺ on B1,pA .
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We return for a while to the framework of the preceding subsection and as-
sume that the hypotheses of Theorem 3 are satisfied. Let {T (y) : y ∈ RN}
be the dynamical system constructed in Theorem 3. We know by the results
of Subsection 2.1 that T (y) induces a N -parameter group of isometries U(y) :
Lp(∆(A)) → Lp(∆(A)). By the properties of G1, this also yields a N -parameter
group of isometries G−11 ◦ U(y) ◦ G1 : BpA → BpA. We denote by Di,p the generators
of G−11 ◦U(y)◦G1. Now, let u ∈ A1; we have ∂iG(u) = G( ∂u∂yi ) = G1(̺( ∂u∂yi )), so that
̺( ∂u∂yi ) =
∂
∂yi
(̺(u)) by the preceding remark. But since ∂u∂yi is the derivative along
the direction ei = (δij)1≤i≤N of the dynamical system induced by the translations
in RN , it is immediate that
Di,p(̺(u)) =
∂
∂yi
(̺(u)),
so that
(2.11) Di,p =
∂
∂yi
.
The above equality is crucial in the process of viewing homogenization in algebras
with mean value as a special case of stochastic homogenization. Indeed in the
case when Ω = ∆(A), it allows to just replace C∞(Ω) by the space G1(̺(A∞)) =
G(A∞) = D(∆(A)) which plays exactly the same role since firstly, it is dense in
Lp(∆(A)) for all 1 ≤ p < ∞ and secondly, for all u ∈ D(∆(A)) ≡ C∞(∆(A))
we have u ∈ L∞(∆(A)) and ∂αu ∈ L∞(∆(A)) for all α ∈ NN . This remark will
be particularly used in Section 6 when dealing with the homogenization of some
Stokes’ type equations.
Now, set (for 1 ≤ p <∞)
B1,pA =
{
u ∈ BpA :
∂u
∂yi
∈ BpA, for 1 ≤ i ≤ N
}
.
We endow B1,pA with the norm
‖u‖B1,p
A
=
[
‖u‖pp +
N∑
i=1
∥∥∥∥ ∂u∂yi
∥∥∥∥p
p
]1/p
(u ∈ B1,pA )
which makes it a Banach space with the property that the restriction of G1 to B1,pA is
an isometric isomorphism from B1,pA onto W 1,p(∆(A)). However we will be mostly
concerned with the subspace B1,pA /C of B1,pA consisting of functions u ∈ B1,pA with
M1(u) ≡M(u) = 0. Equipped with the seminorm
‖u‖B1,pA /C =
∥∥Dyu∥∥p :=
[
N∑
i=1
∥∥∥∥ ∂u∂yi
∥∥∥∥p
p
]1/p
(u ∈ B1,pA /C)
where Dy = (∂/∂yi)1≤i≤N , B1,pA /C is a locally convex topological space which
is in general not separated and not complete. We denote by B1,p#A the separated
completion of B1,pA /C with respect to ‖·‖B1,p
A
/C, and by J1 the canonical mapping
of B1,pA /C into B1,p#A. By the theory of completion of the uniform spaces [7, Chap.
II, Sect. 3, no 7] it is a fact that the mapping ∂/∂yi : B1,pA /C → BpA extends by
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continuity to a unique continuous linear mapping still denoted by ∂/∂yi : B1,p#A →
BpA and satisfying
(2.12)
∂
∂yi
◦ J1 = ∂
∂yi
and ‖u‖B1,p#A =
∥∥Dyu∥∥p (u ∈ B1,p#A)
where Dy = (∂/∂yi)1≤i≤N . Since G1 is an isometric isomorphism of B1,pA onto
W 1,p(∆(A)) we have by (2.9) that the restriction of G1 to B1,pA /C sends isometrically
and isomorphically B1,pA /C onto W 1,p(∆(A))/C. So by [7, Chap. II, Sect. 3, no 7]
there exists a unique isometric isomorphism G1 : B1,p#A → W 1,p# (∆(A)) such that
(2.13) G1 ◦ J1 = J ◦ G1
and
(2.14) ∂i ◦ G1 = G1 ◦ ∂
∂yi
(1 ≤ i ≤ N).
We recall that J is the canonical mapping of W 1,p(∆(A))/C into its separated
completion W 1,p# (∆(A)) while J1 is the canonical mapping of B1,pA /C into B1,p#A.
Furthermore, as J1(B1,pA /C) is dense in B1,p#A (this is classical), it follows that if
A∞ is dense in A (this is the case when A is an algebra with mean value), then
(J1 ◦ ̺)(A∞/C) is dense in B1,p#A, where A∞/C = {u ∈ A∞ :M(u) = 0}.
3. The stochastic Σ-convergence
In this section we define the concept of stochastic Σ-convergence which is the
generalization of both two-scale convergence in the mean (of Bourgeat et al. [10])
and Σ-convergence (of Nguetseng [31]). In all that follows, Q is an open subset of
RN and A is an H-supralgebra on RNy . We use the letter G to denote the Gelfand
transformation on A. Points in ∆(A) are denoted by s. We still denote by M the
mean value on RN for the action H (see Section 2). The compact space ∆(A) is
equipped with the M -measure β for A. Next, let (Ω,M, µ) denote a probability
space and let {T (y) : y ∈ RN} denote a N -dimensional dynamical system acting
on the probability space (Ω,M, µ). Points in Ω are denoted by ω. Finally, let ε1
and ε2 be two well separated functions of ε tending towards zero with ε, that is,
0 < ε1, ε2, ε2/ε1 → 0 as ε→ 0, and such that the functions x 7→ x/ε1 and x 7→ x/ε2
define two actions of R∗+ on R
N .
Definition 4. A bounded sequence (uε)ε>0 in L
p(Q × Ω) (1 ≤ p < ∞) is said to
weakly stochastically Σ-converge in Lp(Q × Ω) to some u0 ∈ Lp(Q × Ω;BpA) if as
ε→ 0, we have
(3.1)∫
Q×Ω
uε(x, ω)f
(
x, T
(
x
ε1
)
ω,
x
ε2
)
dxdµ→
∫∫
Q×Ω×∆(A)
û0(x, ω, s)f̂(x, ω, s)dxdµdβ
for every f ∈ C∞0 (Q)⊗C∞(Ω)⊗A, where û0 = G1 ◦ u0 and f̂ = G ◦ f = G1 ◦ (̺ ◦ f).
We express this by writing uε → u0 stoch. in Lp(Q× Ω)-weak Σ.
We recall that C∞0 (Q)⊗ C∞(Ω)⊗A is the space of functions of the form
f(x, ω, y) =
∑
finite
ϕi(x)ψi(ω)gi(y), (x, ω, y) ∈ Q× Ω× RN ,
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with ϕi ∈ C∞0 (Q), ψi ∈ C∞(Ω) and gi ∈ A. Such functions are dense in C∞0 (Q) ⊗
Lp
′
(Ω) ⊗ A (p′ = p/(p − 1) for 1 < p < ∞, since C∞(Ω) is dense in Lp′(Ω)) and
hence in K(Q;Lp′(Ω)) ⊗ A (K(Q;Lp′(Ω)) being the space of continuous functions
of Q into Lp
′
(Ω) with compact support containing in Q; see e.g., [6, Proposition 5]
for the denseness result). As K(Q;Lp′(Ω)) is dense in Lp′(Q;Lp′(Ω)) = Lp′(Q×Ω)
and Lp
′
(Q × Ω) ⊗ A is dense in Lp′(Q × Ω;A), the uniqueness of the stochastic
Σ-limit is ensured.
Before continuing our study, we need to make a comparison between the weak
stochastic Σ-convergence and other existing convergence methods closed to it. For
that, we must first state these convergence schemes:
(1) A sequence (uε)ε>0 ⊂ Lp(Q) (1 ≤ p < ∞) is said to weakly Σ-converge in
Lp(Q) to some v0 ∈ Lp(Q;BpA) if as E ∋ ε→ 0, we have
(3.2)
∫
Q
uε(x)f
(
x,
x
ε2
)
dx→
∫∫
Q×∆(A)
v̂0(x, s)f̂(x, s)dxdβ
for every f ∈ Lp′(Q;A) (1/p′ = 1 − 1/p), where v̂0 = G1 ◦ v0 and f̂ =
G1 ◦ (̺ ◦ f) = G ◦ f .
(2) A sequence (uε)ε>0 ⊂ Lp(Q × Ω) (1 ≤ p < ∞) is said to stochastically
two-scale converge in the mean to some v0 ∈ Lp(Q × Ω) if as ε → 0, we
have
(3.3)
∫
Q×Ω
uε(x, ω)f
(
x, T
(
x
ε1
)
ω
)
dxdµ→
∫∫
Q×Ω
v0(x, ω)f(x, ω)dxdµ
for all admissible functions (in the sense of [10, Section 3]) f ∈ Lp′ (Q× Ω).
We denote it by uε → u0 stoch. in Lp (Q× Ω)-weak.
Remark 4. The weak stochastic Σ-convergence method generalizes the above two
convergence methods. Indeed, it is very important to note that both the above
definitions (3.2) and (3.3) imply the boundedness of the sequence uε either in L
p(Q)
or in Lp(Q × Ω), accordingly. With this in mind, we see that if in (3.1) we take
f ∈ C∞0 (Q) ⊗ C∞(Ω), that is f is constant with respect to y ∈ RN , and next
using the density of the latter space in Lp
′
(Q × Ω), then (3.1) reads as (3.3) with
v0(x, ω) =
∫
∆(A) û0(x, ω, s)dβ by choosing in L
p′(Q × Ω) admissible functions. If
besides we take in (3.1) f ∈ C∞0 (Q)⊗A, that is f not depending upon the random
variable ω and further if we choose uε not depending on ω, then using the density
of C∞0 (Q)⊗A in Lp
′
(Q;A) we readily get (3.2) with v̂0(x, s) =
∫
Ω û0(x, ω, s)dµ.
The following result is easily verified; its proof is left to the reader.
Proposition 6. Let (uε)ε>0 be a sequence in L
p (Q× Ω). If uε → u0 stoch. in
Lp (Q× Ω)-weak Σ, then (uε)ε>0 stochastically two-scale converges in the mean
towards v0(x, ω) =
∫
∆(A) û0(x, ω, s)dβ and∫
Ω
uε (·, ω)ψ(ω)dµ→
∫∫
Ω×∆(A)
û0 (·, ω, s)ψ(ω)dµdβ in L1(Q)-weak ∀ψ ∈ Ip′nv (Ω) .
The next results provide us with a few examples of sequences that weakly stochas-
tically Σ-converge.
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Proposition 7. Let f ∈ K(Q; C∞(Ω;A)). Then, as ε→ 0,
(3.4)
∫
Q×Ω
f
(
x, T
(
x
ε1
)
ω,
x
ε2
)
dxdµ→
∫∫
Q×Ω×∆(A)
f̂ (x, ω, s) dxdµdβ.
Proof. Since C∞0 (Q) ⊗ C∞(Ω) ⊗ A is dense in K(Q; C∞(Ω;A)) we first check (3.4)
for f in C∞0 (Q)⊗C∞(Ω)⊗A. However, it is sufficient to do it for f under the form
f(x, ω, y) = ϕ(x)ψ(ω)g(y) with ϕ ∈ C∞0 (Q), ψ ∈ C∞(Ω) and g ∈ A. But for such a
f we have∫
Q×Ω
f
(
x, T
(
x
ε1
)
ω,
x
ε2
)
dxdµ =
∫
Q
(∫
Ω
ψ
(
T
(
x
ε1
)
ω
)
dµ
)
ϕ(x)g
(
x
ε2
)
dx
=
∫
Q
(∫
Ω
ψ(ω)dµ
)
ϕ(x)g
(
x
ε2
)
dx
=
(∫
Ω
ψ(ω)dµ
)∫
Q
ϕ(x)g
(
x
ε2
)
dx
where the second equality above is due to the Fubini’s theorem and to the fact
that the measure µ is invariant under the maps T (y). But, as ε → 0, we have the
following well-known convergence result:∫
Q
ϕ(x)g
(
x
ε2
)
dx→
∫∫
Q×∆(A)
ϕ(x)ĝ(s)dxdβ as ε→ 0.
Hence the sequence∫
Q×Ω
f
(
x, T
(
x
ε1
)
ω,
x
ε2
)
dxdµ→
∫∫
Q×Ω×∆(A)
f̂(x, ω, s)dxdµdβ.
Now, let f ∈ K(Q; C∞(Ω;A)) and let η > 0 be arbitrarily fixed. Let K ⊂ Q
be a compact set such that suppf ⊂ K. By a density argument we choose φ
in C∞0 (Q) ⊗ C∞(Ω) ⊗ A with suppφ ⊂ K, such that ‖f − φ‖∞ ≤ η/(3 |K|), |K|
denoting the Lebesgue volume of K. By the decomposition∫
Q×Ω f
εdxdµ − ∫∫Q×Ω×∆(A) f̂dxdµdβ = ∫Q×Ω(f ε − φε)dxdµ
+
∫
Q×Ω φ
εdxdµ− ∫∫Q×Ω×∆(A) φ̂dxdµdβ + ∫∫Q×Ω×∆(A)(φ̂− f̂)dxdµdβ,
it follows readily that there exists ε0 > 0 such that∣∣∣∣∣
∫
Q×Ω
f εdxdµ−
∫∫
Q×Ω×∆(A)
f̂dxdµdβ
∣∣∣∣∣ ≤ η for 0 < ε ≤ ε0.
This completes the proof. 
As a result, we have the following corollaries.
Corollary 2. Let u ∈ K(Q; C∞(Ω;A)) and let 1 ≤ p <∞. Then, as ε→ 0,
(i) uε → ̺(u) stoch. in Lp(Q × Ω)-weak Σ, where ̺ denote the canonical
mapping of BpA into BpA, and the function ̺(u) is defined by ̺(u)(x, ω) =
̺(u(x, ω)) for a.e. (x, ω) ∈ Q× Ω;
(ii) ‖uε‖Lp(Q×Ω) → ‖û‖Lp(Q×Ω×∆(A)).
Proof. (i) For each f ∈ C∞0 (Q)⊗ C∞(Ω)⊗A we have uf ∈ K(Q; C∞(Ω;A)), hence
part (i) follows readily by Proposition 7. For (ii), since K(Q; C∞(Ω;A)) is a Banach
algebra, it is easily shown that, for 1 ≤ p < ∞ we have |u|p ∈ K(Q; C∞(Ω;A))
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whenever u ∈ K(Q; C∞(Ω;A)), so that once again by Proposition 7 we have, as
ε→ 0, ∫
Q×Ω
|uε|p dxdµ→
∫∫
Q×Ω×∆(A)
|û|p dxdµdβ.
The proof is complete. 
Corollary 3 (Lower-semicontinuity property). Let (uε)ε>0 be a sequence in L
p(Q×
Ω) (1 ≤ p < ∞) such that uε → u0 stoch. in Lp(Q × Ω)-weak Σ as ε → 0, where
u0 ∈ Lp(Q× Ω;BpA). Then
(3.5) ‖u0‖Lp(Q×Ω;BpA) ≤ lim infε→0 ‖uε‖Lp(Q×Ω) .
Proof. Let f ∈ C∞0 (Q)⊗ C∞(Ω)⊗A. We have
(3.6)
∣∣∣∣∫
Q×Ω
uεf
εdxdµ
∣∣∣∣ ≤ ‖uε‖Lp(Q×Ω) ‖f ε‖Lp′(Q×Ω) .
Then taking lim infε→0 of both sides of (3.6) and using the equality
lim
ε→0
‖f ε‖Lp′(Q×Ω) =
∥∥∥f̂∥∥∥
Lp′(Q×Ω×∆(A))
(see part (ii) of Corollary 2 above)
one arrives at
(3.7)
∣∣∣∣∣
∫∫
Q×Ω×∆(A)
û0f̂dxdµdβ
∣∣∣∣∣ ≤ ∥∥∥f̂∥∥∥Lp′(Q×Ω×∆(A)) lim infε→0 ‖uε‖Lp(Q×Ω) .
The space G(C∞0 (Q) ⊗ C∞(Ω) ⊗ A) = C∞0 (Q) ⊗ C∞(Ω) ⊗ C(∆(A)) being dense in
Lp
′
(Q × Ω × ∆(A)), (3.7) still holds with v ∈ Lp′(Q × Ω × ∆(A)) instead of f̂ .
Consequently
‖û0‖Lp(Q×Ω×∆(A)) = sup
‖v‖
Lp
′
(Q×Ω×∆(A))
≤1
∣∣∣∣∣
∫∫
Q×Ω×∆(A)
û0vdxdµdβ
∣∣∣∣∣
≤ lim inf
ε→0
‖uε‖Lp(Q×Ω) .
The lemma follows. 
Throughout the paper the letter E will denote any ordinary sequence E = (εn)
(integers n ≥ 0) with 0 < εn ≤ 1 and εn → 0 as n → ∞. Such a sequence will be
termed a fundamental sequence.
The usefulness of the next result will be brought to light in the sequel. Prior to
that we need one further definition.
Definition 5. A function u ∈ L1(Q × Ω;B1A) is said to be admissible if the trace
function (x, ω) 7→ u(x, T (x/ε1)ω, x/ε2) (denoted by uε), from Q × Ω to C, is well-
defined as an element of L1(Q× Ω) and satisfies the following convergence result:
(3.8)
∫
Q×Ω
|uε| dxdµ→
∫∫
Q×Ω×∆(A)
|û| dxdµdβ as ε→ 0.
One can verify that any function in each of the following spaces is admissible:
K(Q;Lp(Ω;A)) (the space of continuous functions f : RN → Lp(Ω;A) with compact
support contained in Q, 1 ≤ p ≤ ∞), C(Q;L∞(Ω;A)) (for any bounded domain Q
in RN ).
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Proposition 8. Let (uε)ε∈E ⊂ Lp(Q × Ω) (1 < p < ∞) be a sequence which
is weakly stochastically Σ-convergent in Lp(Q × Ω) to some u0 ∈ Lp(Q × Ω;BpA).
Then as E ∋ ε → 0 we have (3.1) (in Definition 4) for any admissible function
f ∈ K(Q;Lp′(Ω;Bp′,∞A )) where Bp
′,∞
A = B
p′
A ∩ L∞(RN ).
Proof. The space K(Q) ⊗ C∞(Ω) ⊗ Bp′,∞A is dense in K(Q;Lp
′
(Ω;Bp
′,∞
A )). Indeed
C∞(Ω)⊗Bp′,∞A is dense in Lp
′
(Ω;Bp
′,∞
A ), so that by [6, p. 46], our claim is justified.
With this in mind, we firstly check (3.1) for f ∈ K(Q)⊗C∞(Ω)⊗Bp′,∞A . It suffices
to verify this for f under the form
f(x, ω, y) = ϕ(x)ψ(ω)v(y) (x ∈ Q,ω ∈ Ω, y ∈ RN ) with
ϕ ∈ K(Q), ψ ∈ C∞(Ω) and v ∈ Bp′,∞A .
Let f be as above. Let δ > 0 be freely fixed, and let w ∈ A be such that ‖v − w‖p′ ≤
δ (where we have used here the density of A in Bp
′
A ). Set
g(x, ω, y) = ϕ(x)ψ(ω)w(y) (x ∈ Q,ω ∈ Ω, y ∈ RN ),
which gives a function g ∈ K(Q)⊗ C∞(Ω)⊗A. We have∫
Q×Ω
uεf
εdxdµ −
∫∫
Q×Ω×∆(A)
û0f̂dxdµdβ
=
∫
Q×Ω
uεϕ(x)ψ(T (x/ε1)ω)[v
ε(x/ε2)− w(x/ε2)]dxdµ
+
∫
Q×Ω
uεg
εdxdµ−
∫∫
Q×Ω×∆(A)
û0ĝdxdµdβ
+
∫∫
Q×Ω×∆(A)
û0ϕψ(ŵ − v̂)dxdµdβ
= (I) + (II) + (III).
As far as (I) is concerned, we have
|(I)| ≤ ‖ϕ‖∞ ‖ψ‖∞ ‖uε‖Lp(Q×Ω)
(∫
K
|vε − wε|p′ dx
)1/p′
where K is a compact subset of RN containing the support of ϕ. But v and w
possess mean value, so that, as ε→ 0,∫
K
|vε − wε|p′ dx→M(|v − w|p′) |K| since |v − w|p′ ∈ B1A,
|K| denoting the Lebesgue measure of K. In view of the equality ‖v − w‖p′ =
[M(|v − w|p′)]1/p′ , we have limE∋ε→0 |(I)| ≤ cδ where c is a positive constant inde-
pendent of δ. For (III), we have∣∣∣∣∣
∫∫
Q×Ω×∆(A)
û0ϕψ(ŵ − v̂)dxdµdβ
∣∣∣∣∣
≤ ‖û0‖Lp(Q×Ω×∆(A)) ‖ϕ‖∞ ‖ψ‖∞ ‖ŵ − v̂‖Lp′(∆(A))
= c ‖v − w‖p′ ≤ cδ
STOCHASTIC Σ-CONVERGENCE 19
where c = ‖û0‖Lp(Q×Ω×∆(A)) ‖ϕ‖∞ ‖ψ‖∞. Next, since∫
Q×Ω
uεg
εdxdµ→
∫∫
Q×Ω×∆(A)
û0ĝdxdµdβ
it follows that
lim
E∋ε→0
∣∣∣∣∣
∫
Q×Ω
uεϕ(x)ψ(T (x/ε1)ω)w(x/ε2)dxdµ −
∫∫
Q×Ω×∆(A)
û0ϕψŵdxdµdβ
∣∣∣∣∣ ≤ cδ
where c > 0 is independent of δ, hence (3.1) follows with the above taken f , since δ
is arbitrary. In view of the density of K(Q)⊗C∞(Ω)⊗Bp′,∞A in K(Q;Lp
′
(Ω;Bp
′,∞
A ))
the result follows by repeating the same way of proceeding as done above. 
The next result is a mere consequence of the preceding result. Its easy proof is
left to the reader.
Corollary 4. Let u ∈ K(Q;L∞(Ω;Bp,∞A )) (1 < p < ∞) be an admissible function
in the sense of Definition 5. Then the sequence (uε)ε>0 is weakly stochastically
Σ-convergent in Lp(Q× Ω) to ̺(u).
The following result is the point of departure of all the compactness results
involved in this paper.
Theorem 5. Any bounded sequence (uε)ε∈E in L
p(Q×Ω) (where E is a fundamen-
tal sequence and 1 < p < ∞) admits a subsequence which is weakly stochastically
Σ-convergent in Lp(Q× Ω).
Its proof relies on the following result whose proof can be found in [32].
Proposition 9. Let X be a subspace (not necessarily closed) of a reflexive Banach
space Y and let fn : X → C be a sequence of linear functionals (not necessarily
continuous). Assume there exists a constant c > 0 such that
(3.9) lim sup
n
|fn(x)| ≤ c ‖x‖ for all x ∈ X.
where ‖·‖ denotes the norm in Y . Then there exist a subsequence (fnk)k of (fn)
and a functional f ∈ Y ′ such that limk fnk(x) = f(x) for all x ∈ X.
Proof of Theorem 5. Let Y = Lp
′
(Q×Ω×∆(A)), X = C∞0 (Q)⊗C∞(Ω)⊗C(∆(A)).
Let us define the mapping Lε by
Lε(f̂) =
∫
Q×Ω
uεf
εdxdµ (f̂ ∈ C∞0 (Q)⊗C∞(Ω)⊗C(∆(A)) = G(C∞0 (Q)⊗C∞(Ω)⊗A)).
where f ε(x, ω) = f(x, T (x/ε1)ω, x/ε2) for (x, ω) ∈ Q× Ω. Then
lim sup
ε
∣∣∣Lε(f̂)∣∣∣ ≤ c ∥∥∥f̂∥∥∥
Lp′(Q×Ω×∆(A))
for all f̂ ∈ X.
Indeed one has the inequality |Lε(f)| ≤ c ‖f ε‖Lp′(Q×Ω) and thus, as ε → 0,
‖f ε‖Lp′(Q×Ω) →
∥∥∥f̂∥∥∥
Lp′(Q×Ω×∆(A))
(see Corollary 2). We therefore apply Proposi-
tion 9 with the above notation to get the existence of a subsequence E′ of E and
of a unique v0 ∈ Lp(Q× Ω×∆(A)) such that∫
Q×Ω
uεf
εdxdµ→
∫∫
Q×Ω×∆(A)
v0(x, ω, s)f̂(x, ω, s)dxdµdβ
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for all f̂ ∈ X . But v0 = G1 ◦ u0 where u0 ∈ Lp(Q × Ω;BpA), and so the result
follows. 
In order to deal with the convergence of a product of sequences we need to define
the concept of strong stochastic Σ-convergence.
Definition 6. A sequence (uε)ε>0 ⊂ Lp(Q × Ω) (1 ≤ p < ∞) is said to strongly
stochastically Σ-converge in Lp(Q × Ω) to some u0 ∈ Lp(Q × Ω;BpA) if it is weakly
stochastically Σ-convergent and further satisfies the following condition:
(3.10) ‖uε‖Lp(Q×Ω) → ‖û0‖Lp(Q×Ω×∆(A)) .
We denote this by uε → u0 stoch. in Lp(Q × Ω)-strong Σ.
Remark 5. (1) By the above definition, the uniqueness of the limit of such a
sequence is ensured. (2) By the Corollary 2 it is immediate that for any u ∈
K(Q; C∞(Ω;A)), the sequence (uε)ε>0 is strongly stochastically Σ-convergent to
̺(u).
The next result will be of capital interest in the homogenization process.
Theorem 6. Let 1 < p, q < ∞ and r ≥ 1 be such that 1/r = 1/p + 1/q ≤ 1.
Assume (uε)ε∈E ⊂ Lq(Q × Ω) is weakly stochastically Σ-convergent in Lq(Q × Ω)
to some u0 ∈ Lq(Q×Ω;BqA), and (vε)ε∈E ⊂ Lp(Q×Ω) is strongly stochastically Σ-
convergent in Lp(Q×Ω) to some v0 ∈ Lp(Q×Ω;BpA). Then the sequence (uεvε)ε∈E
is weakly stochastically Σ-convergent in Lr(Q× Ω) to u0v0.
Proof. We assume without lost of generality that our sequences are real values.
This assumption is fully motivated by the fact that in general, almost only linear
problems are of complex coefficients, and so in that case, the linearity permits to
work with real coefficients. This being so, we will deeply make use of the following
simple inequalities proved in [52]:
(3.11)
0 ≤ |a+ tb|p − |a|p − pt |a|p−2 ab ≤ c |t|1+s (|a|p + |b|p)
for each |t| ≤ 1 and for every a, b ∈ R, where
s = min(p− 1, 1) > 0 and c > 0 is independent of a, b.
We proceed in two steps.
Step 1. Set p′ = p/(p− 1), and let us first show that the sequence zε = |vε|p−2 vε
is weakly stochastically Σ-convergent to |v0|p−2 v0 in Lp′(Q × Ω). To this end, let
z ∈ Lp′(Q×Ω;Bp′A ) denote the weak stochastic Σ-limit of (zε)ε∈E in Lp
′
(Q×Ω) (up
to a subsequence if necessary; in fact it is easily seen that this sequence is bounded
in Lp
′
(Q×Ω)). Let ϕ ∈ C∞0 (Q)⊗ C∞(Ω)⊗A with ‖ϕ‖Lp(Q×Ω;A) ≤ 1. We have by
the second inequality in (3.11) that∫
Q×Ω
|vε + tϕε|p dxdµ ≤
∫
Q×Ω
|vε|p dxdµ + pt
∫
Q×Ω
zεϕ
εdxdµ
+c1 |t|1+s
for |t| ≤ 1, c1 being a positive constant independent of ε (since the sequence (vε)ε∈E
is bounded in Lp(Q×Ω)). Taking the lim infE∋ε→0 in the above inequality we get,
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by virtue of (3.10) (in Definition 6) and the lower semicontinuity property (3.5) (in
Corollary 3) that∫∫
Q×Ω×∆(A)
|v̂0 + tϕ̂|p dxdµdβ ≤
∫∫
Q×Ω×∆(A)
|v̂0|p dxdµdβ
+pt
∫∫
Q×Ω×∆(A)
ẑϕ̂dxdµdβ + c1 |t|1+s .
On the other hand, the first inequality in (3.11) yields∫∫
Q×Ω×∆(A)
|v̂0 + tϕ̂|p dxdµdβ ≥
∫∫
Q×Ω×∆(A)
|v̂0|p dxdµdβ
+pt
∫∫
Q×Ω×∆(A)
|v̂0|p−2 v̂0dxdµdβ,
hence
pt
∫∫
Q×Ω×∆(A)
|v̂0|p−2 v̂0dxdµdβ ≤ pt
∫∫
Q×Ω×∆(A)
ẑϕ̂dxdµdβ + c1 |t|1+s .
Now, taking in the above inequality ϕ = ψ/ ‖ψ‖Lp(Q×Ω;A) for any arbitrary ψ ∈
C∞0 (Q) ⊗ C∞(Ω) ⊗ A the same inequality holds for any arbitrary ψ in place of
ϕ, which, together with the arbitrariness of the real number t in |t| ≤ 1, gives
z = |v0|p−2 v0.
Step 2. Now, let us establish the convergence result uεvε → u0v0 stoch. in
Lr(Q × Ω)-weak Σ. First of all the sequence (uεvε)ε∈E is bounded in Lr(Q × Ω).
Next, let ϕ ∈ C∞0 (Q)⊗ C∞(Ω)⊗A and set
ℓ = lim
E∋ε→0
∫
Q×Ω
uεvεϕ
εdxdµ (possibly up to a subsequence).
We need to show that ℓ =
∫∫
Q×Ω×∆(A) û0v̂0ϕ̂dxdµdβ. First and foremost we have
ϕε ∈ Lr′(Q × Ω) and so, uεϕε ∈ Lp′(Q × Ω) since 1/r′ + 1/q = 1/p′ and uε ∈
Lq(Q × Ω). Thus, once again by the second inequality in (3.11) and keeping in
mind the definition of zε in Step 1, one has∫
Q×Ω
|zε + tuεϕε|p
′
dxdµ ≤
∫
Q×Ω
|zε|p
′
dxdµ+ p′t
∫
Q×Ω
|zε|p−2 zεuεϕεdxdµ
+c1 |t|1+s
=
∫
Q×Ω
|vε|p dxdµ + p′t
∫
Q×Ω
vεuεϕ
εdxdµ+ c1 |t|1+s
since vε = |zε|p
′−2
zε and |zε|p
′
= |vε|p. On the other hand, one easily sees that the
sequence (uεϕ
ε)ε∈E is weakly stochastically Σ-convergent to u0̺(ϕ) in L
p′(Q×Ω),
so that, passing to the limit in the above inequality, using the lower semicontinuity
property (3.5), we get∫∫
Q×Ω×∆(A)
|ẑ + tû0ϕ̂|p
′
dxdµdβ ≤
∫∫
Q×Ω×∆(A)
|v̂0|p dxdµdβ + p′tℓ+ c1 |t|1+s
=
∫∫
Q×Ω×∆(A)
|ẑ|p′ dxdµdβ + p′tℓ+ c1 |t|1+s ,
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since z = |v0|p−2 v0 (as shown in Step 1), and therefore, |v0|p = |z|p
′
. Besides, we
have by the first inequality in (3.11) that∫∫
Q×Ω×∆(A)
|ẑ + tû0ϕ̂|p
′
dxdµdβ ≥
∫∫
Q×Ω×∆(A)
|ẑ|p′ dxdµdβ
+p′t
∫∫
Q×Ω×∆(A)
|ẑ|p′−2 ẑû0ϕ̂dxdµdβ
=
∫∫
Q×Ω×∆(A)
|ẑ|p′ dxdµdβ
+p′t
∫∫
Q×Ω×∆(A)
v̂0û0ϕ̂dxdµdβ
since v0 = |z|p
′−2
z. We are therefore led to
p′t
∫∫
Q×Ω×∆(A)
v̂0û0ϕ̂dxdµdβ ≤ p′tℓ+ c1 |t|1+s ∀ |t| ≤ 1,
hence ℓ =
∫∫
Q×Ω×∆(A) v̂0û0ϕ̂dxdµdβ. 
The following result will be of great interest in practise. It is a mere consequence
of the preceding theorem.
Corollary 5. Let (uε)ε∈E ⊂ Lp(Q × Ω) and (vε)ε∈E ⊂ Lp′(Q × Ω) ∩ L∞(Q × Ω)
(1 < p <∞ and p′ = p/(p− 1)) be two sequences such that:
(i) uε → u0 stoch. in Lp(Q× Ω)-weak Σ;
(ii) vε → v0 stoch. in Lp′(Q× Ω)-strong Σ;
(iii) (vε)ε∈E is bounded in L
∞(Q × Ω).
Then uεvε → u0v0 stoch. in Lp(Q× Ω)-weak Σ.
Proof. By Theorem 6, the sequence (uεvε)ε∈E weakly stochastically Σ-converges
towards u0v0 in L
1(Q×Ω). Besides the same sequence is bounded in Lp(Q×Ω) so
that by the Theorem 5, it weakly stochastically Σ-converges in Lp(Q×Ω) towards
some w0 ∈ Lp(Q× Ω;BpA). This gives as a result w0 = u0v0. 
The strong stochastic Σ-convergence is a generalization of the strong convergence
as one can easily see in the following result whose easy proof is left to the reader.
Proposition 10. Let (uε)ε∈E ⊂ Lp(Q× Ω) (1 ≤ p <∞) be a strongly convergent
sequence in Lp(Q×Ω) to some u0 ∈ Lp(Q×Ω). Then (uε)ε∈E strongly stochastically
Σ-converges in Lp(Q × Ω) towards u0.
In the first step of the proof of Theorem 6 we have proven the following assertion:
If vε → v0 stoch. in Lp(Q × Ω)-strong Σ then |vε|p−2 vε → |v0|p−2 v0 stoch. in
Lp
′
(Q × Ω)-weak Σ. One can weaken the above strong convergence condition and
obtain, under an additional weak convergence assumption, the following result: If
uε → u0 stoch. in Lp(Q×Ω)-weak Σ and |uε|p−2 uε → v0 stoch. in Lp′(Q×Ω)-weak
Σ, then ∫∫
Q×Ω×∆(A)
û0v̂0dxdµdβ ≤ lim inf
ε→0
∫
Q×Ω
|uε|p dxdµ.
Moreover if the above inequality holds as an equality, then v0 = |u0|p−2 u0.
The above result is a particular case of a general situation stated in the following
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Theorem 7. Let (x, ω, y, λ) 7→ a(x, ω, y, λ), from Q × Ω × RN × Rm to Rm be a
vector-valued function which is of Carathe´odory’s type, i.e., (i) and (ii) below are
satisfied:
(i) a(x, ·, y, λ) is dµ-measurable for any (x, y, λ) ∈ Q× RN × Rm
(ii) a(·, ω, ·, ·) is continuous for dµ-almost all ω ∈ Ω,
and further satisfies the following conditions:
(iii) |a(x, ω, y, λ)| ≤ c(|λ|p−1 + 1)
(iv)
(
a(x, ω, y, λ)− a(x, ω, y, λ′)) · (λ− λ′) ≥ 0
(v) a(x, ω, ·, λ) ∈ (A)m
for all (x, y) ∈ Q × RN , all λ, λ′ ∈ Rm and for dµ-almost all ω ∈ Ω, where c
is a positive constant independent of (x, ω, y, λ). Finally let (vε)ε∈E ⊂ Lp(Q ×
Ω)m be a sequence which componentwise weakly stochastically Σ-converges towards
v0 ∈ Lp(Q × Ω; (BpA)m) as E ∋ ε → 0. Then the sequence (aε(·, vε))ε∈E defined
by aε(·, vε)(x, ω) = a(x, T (x/ε1)ω, x/ε2, vε(x, ω)) for (x, ω) ∈ Q × Ω, is weakly
stochastically Σ-convergent in Lp
′
(Q × Ω)m (up to a subsequence) to some z0 ∈
Lp
′
(Q× Ω; (Bp′A )m) such that
(3.12)
∫∫
Q×Ω×∆(A)
ẑ0v̂0dxdµdβ ≤ lim inf
E∋ε→0
∫
Q×Ω
aε(·, vε) · vεdxdµ.
Moreover if (3.12) holds as an equality, then z0(x, ω, y) = a(x, ω, y, v0(x, ω, y)).
We will make use of the following lemma.
Lemma 2. Let F1 and F2 be two Banach spaces, (Y,M, µ) a measure space, X
a µ-measurable subset of Y , and g : X × F1 → F2 a Carathe´odory mapping. For
each measurable function u : X → F1, let G(u) be the measurable function x 7→
g(x, u(x)), from X to F2. If G : u 7→ G(u) maps Lp(X ;F1) into Lr(X ;F2) (1 ≤
p, r <∞) then G is continuous in the norm topology.
Proof. A look at the proof of [21, Chap. IV, Proposition 1.1] shows that one can
replace in that proof, the Borel subset Ω of Rn by the measurable subset X of Y ,
E by F1, F by F2, and get readily our result. 
Proof of Theorem 7. By (iii) the sequence (aε(·, vε))ε∈E is bounded in Lp′(Q ×
Ω)m, thus there exists a subsequence E′ from E and a function z0 ∈ Lp′(Q ×
Ω; (Bp′A )m) such that aε(·, vε) → z0 stoch. in Lp
′
(Q × Ω)m-weak Σ as E ∋ ε → 0.
Let us show (3.12). For that purpose, let ψ ∈ [C∞0 (Q) ⊗ C∞(Ω) ⊗ A]m (which is
dense in Lp(Q × Ω;A)m); then the function (x, ω, y) 7→ a(x, ω, y, ψ(x, ω, y)) lies
in C(Q;L∞(Ω;A))m. Indeed, as a result of (ii), the function a(·, ω, y, ψ(·, ω, y)) is
continuous. Moreover for each fixed x ∈ Q, a(x, ·, ·, ψ(x, ·, ·)) ∈ L∞(Ω;A)m: in
fact for any y ∈ RN we have |a(x, ·, y, ψ(x, ·, y))| ≤ c1 where c1 = c(1 + ‖ψ‖p−1∞ )
and the function a(x, ·, y, ψ(x, ·, y)) is µ-measurable; furthermore, for µ-a.e. ω ∈ Ω,
the function a(x, ω, ·, ψ(x, ω, ·)) belongs to (A)m. In fact ψ(x, ω, ·) ∈ (A)m, and it
suffices to check that a(x, ω, ·, φ) ∈ (A)m for any φ ∈ (A)m. But since the function
φ is bounded, let K ⊂ Rm be a compact set such that φ(y) ∈ K for all y ∈ RN .
Viewing λ 7→ a(x, ω, ·, λ) as a function defined on K, we have that this function
belongs to C(K; (A)m) (use also hypothesis (v)), so that by the classical Stone-
Weierstrass theorem one has a(x, ω, ·, φ) ∈ (A)m; see either [46, Proposition 1] or
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[45, Proposition 3.1] for the justification. As a result, we end up with the fact that
the function (x, ω, y) 7→ a(x, ω, y, ψ(x, ω, y)) belongs to C(Q;L∞(Ω;A))m.
We now use (iv) to get∫
Q×Ω
(aε(·, vε)− aε(·, ψε)) · (vε − ψε)dxdµ ≥ 0
or equivalently,∫
Q×Ω
aε(·, vε) · vεdxdµ ≥
∫
Q×Ω
aε(·, vε) · ψεdxdµ +
∫
Q×Ω
aε(·, ψε) · vεdxdµ
−
∫
Q×Ω
aε(·, ψε) · ψεdxdµ.
Taking the lim infE′∋ε→0 of both sides of the above inequality we get
lim inf
E′∋ε→0
∫
Q×Ω
aε(·, vε) · vεdxdµ ≥
∫∫
Q×Ω×∆(A)
ẑ0 · ψ̂dxdµdβ(3.13)
+
∫∫
Q×Ω×∆(A)
â(·, ψ̂) · v̂0dxdµdβ
−
∫∫
Q×Ω×∆(A)
â(·, ψ̂) · ψ̂dxdµdβ
where: for the first integral on the right-hand side of (3.13), we have used the defi-
nition of the weak stochastic Σ-convergence for the sequence (aε(·, vε))ε∈E , for the
second integral, we have used the definition of the weak stochastic Σ-convergence
of (vε)ε associated with Proposition 8 by taking a(·, ψ) as a test function, and fi-
nally for the last integral, we use the same argument as for the preceding integral.
Therefore, subtracting
∫∫
Q×Ω×∆(A)
ẑ0 · v̂0dxdµdβ from each member of (3.13), we
end up with
(3.14)
lim inf
E′∋ε→0
∫
Q×Ω a
ε(·, vε) · vεdxdµ −
∫∫
Q×Ω×∆(A) ẑ0 · v̂0dxdµdβ
≥ − ∫∫
Q×Ω×∆(A)
(
ẑ0 − â(·, ψ̂)
)
· (v̂0 − ψ̂)dxdµdβ
for any ψ ∈ [C∞0 (Q) ⊗ C∞(Ω) ⊗ A]m. The right-hand side of (3.14) is of the form
g(x, ω, s, ψ̂(x, ω, s)) and, due to the fact that ẑ0 ∈ Lp′(Q×Ω×∆(A))m, one easily
deduces from assumption (iii) (in Theorem 7) that g(x, ω, s, ψ̂) ∈ L1(Q×Ω×∆(A))
for any ψ̂ ∈ Lp(Q×Ω×∆(A))m, so that the operator G defined here as in Lemma
2 (by taking there X = Q × Ω ×∆(A), F1 = Lp(Q × Ω ×∆(A))m, F2 = L1(Q ×
Ω × ∆(A))) maps Lp(X ;F1) into L1(X ;F2). In view of Lemma 2, the map G is
continuous under the norm topology. As a result, the inequality (3.14) holds for
any ψ̂ ∈ Lp(Q× Ω×∆(A))m (that is for any ψ ∈ Lp(Q ×Ω;BpA)m). Hence taking
in (3.14) ψ = v0 we get readily (3.12).
For the last part of the theorem, assuming that (3.12) is actually an equality, we
return to (3.14) and take there ψ = v0 + tw, w ∈ Lp(Q×Ω;BpA)m being arbitrarily
fixed and t > 0. Then,∫∫
Q×Ω×∆(A)
(ẑ0 − â(·, v̂0 + tŵ)) · ŵdxdµdβ ≤ 0 ∀w ∈ Lp(Q × Ω;BpA)m.
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Letting t→ 0, and next changing w for −w, we end up with∫∫
Q×Ω×∆(A)
(ẑ0 − â(·, v̂0)) · ŵdxdµdβ = 0 ∀w ∈ Lp(Q× Ω;BpA)m,
which implies z0 = a(·, v0). 
As was said before the statement of Theorem 7, if we take a(x, ω, y, λ) = |λ|p−2 λ
and m = 1, then we arrive at the claimed conclusion by the above theorem.
Now we assume in the sequel that the H-supralgebra A is translation invariant
and moreover each of its elements is uniformly continuous, that is, A is an algebra
with mean value. The next result requires some preliminaries. Let a ∈ RN . Since A
is translation invariant, the translation operator τa : A→ A extends by continuity
to a unique translation operator still denoted by τa : B
p
A → BpA (1 ≤ p < ∞).
Indeed τa is bijective and ‖τau‖p = ‖u‖p since M(|τau|p) =M(τa |u|p) =M(|u|p)
for all u ∈ A. Besides, as each element of A is uniformly continuous, the group of
unitary operators {τa : a ∈ RN} thus defined is strongly continuous, i.e. τau → u
in BpA as |a| → 0 for all u ∈ BpA. Moreover
(3.15) M(τau) =M(u) for all u ∈ BpA and any a ∈ RN .
Arguing as above we see that the group {τa}a∈RN yields a family of mappings still
denoted by {τa}a∈RN (each of them sending Lp(Ω;BpA) into itself) verifying
τau (ω, y) = τau(ω, ·)(y) = u (ω, y + a) for a.e. (ω, y) ∈ Ω×RN and for u ∈ Lp(Ω;BpA).
With this in mind, we begin with the following preliminary result.
Lemma 3. Assume the H-supralgebra A is an algebra with mean value on RNy ,
i.e., it is translation invariant and each of its elements is uniformly continuous.
Let (uε)ε∈E be a sequence in L
p(Q × Ω) (1 < p < ∞) which weakly stochastically
Σ-converges towards u0 ∈ Lp(Q× Ω;BpA). Let the sequence (vε)ε∈E be defined by
vε(x, ω) =
∫
Br
uε(x+ ε2ρ, ω)dρ ((x, ω) ∈ Q× Ω).
Then, as E ∋ ε→ 0,
(3.16) vε → v0 stoch. in Lp(Q× Ω)-weak Σ
where v0 is defined by v0(x, ω, y) =
∫
Br
u0(x, ω, y+ρ)dρ for (x, ω, y) ∈ Q×Ω×RN .
Remark 6. Assume Lemma 3 holds. Then as E ∋ ε→ 0,
(3.17)
1
|Bε2r|
∫
Bε2r
uε(x+ y, ω)dy → 1|Br|v0 stoch. in L
p(Q× Ω)-weak Σ.
The above convergence result will be of particular interest in the next result.
Proof of Lemma 3. Let ϕ ∈ C∞0 (Q), f ∈ C∞(Ω) and g ∈ A. One has∫
Q×Ω
(∫
Br
uε(x+ ε2ρ, ω)dρ
)
ϕ(x)f
(
T
(
x
ε1
)
ω
)
g
(
x
ε2
)
dxdµ
=
∫
Br
(∫
Q×Ω
uε(x+ ε2ρ, ω)ϕ(x)f
(
T
(
x
ε1
)
ω
)
g
(
x
ε2
)
dxdµ
)
dρ.
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In view of the Lebesgue dominated convergence theorem, (3.16) will be checked as
soon as we show that for each fixed ρ ∈ RN ,∫
Q×Ω
uε(x+ ε2ρ, ω)ϕ(x)f
(
T
(
x
ε1
)
ω
)
g
(
x
ε2
)
dxdµ
→
∫
Q×Ω
∫
∆(A)
τ̂−ρu0(x, ω, s)ϕ(x)f(ω)ĝ(s)dβdxdµ when E ∋ ε→ 0.
First of all, let us beginning by noticing that since G1 is a bounded linear operator
of B1A into L1(∆(A)), we have
G1
(∫
Br
u0(x, ω, ·+ ρ)dρ
)
=
∫
Br
G1(u0(x, ω, ·+ ρ))dρ
where u0 is as above. So let a ∈ RN and let ϕ, f and g be as above. One has∫
Q×Ω
uε(x− ε2a, ω)ϕ(x)f
(
T
(
x
ε1
)
ω
)
g
(
x
ε2
)
dxdµ =
=
∫
(Q−ε2a)×Ω
uε(x, ω)ϕ(x+ ε2a)f
(
T
(
x
ε1
+ ε2ε1 a
)
ω
)
g
(
x
ε2
+ a
)
dxdµ
=
∫
Q×Ω
uε(x, ω)ϕ(x+ ε2a)f
(
T
(
x
ε1
+ ε2ε1 a
)
ω
)
g
(
x
ε2
+ a
)
dxdµ
− ∫(Q\(Q−ε2a))×Ω uε(x, ω)ϕ(x+ ε2a)f (T ( xε1 + ε2ε1 a)ω) g ( xε2 + a) dxdµ
+
∫
((Q−ε2a)\Q)×Ω
uε(x, ω)ϕ(x + ε2a)f
(
T
(
x
ε1
+ ε2ε1 a
)
ω
)
g
(
x
ε2
+ a
)
dxdµ
= (I)− (II) + (III).
As for (I) we have
(I) =
∫
Q×Ω
uε(x, ω)ϕ(x)f
(
T
(
x
ε1
+
ε2
ε1
a
)
ω
)
(τ−ag)
(
x
ε2
)
dxdµ
+
∫
Q×Ω
uε(x, ω)[ϕ(x+ ε2a)− ϕ(x)]f
(
T
(
x
ε1
+
ε2
ε1
a
)
ω
)
(τ−ag)
(
x
ε2
)
dxdµ
= (I1) + (I2).
But
(I1) =
∫
Q×Ω
uε(x, ω)ϕ(x)f
(
T
(
x
ε1
)
ω
)
(τ−ag)
(
x
ε2
)
dxdµ
+
∫
Q×Ω
uε(x, ω)ϕ(x)(τ−ag)
(
x
ε2
)[
f
(
T
(
x
ε1
+
ε2
ε1
a
)
ω
)
− f
(
T
(
x
ε1
)
ω
)]
dxdµ
= (I ′1) + (I
′
2).
The H-supralgebra A being translation invariant, we have τ−ag ∈ A and so,
(I ′1)→
∫
Q×Ω
∫
∆(A)
û0(x, ω, s)ϕ(x)f(ω)τ̂−ag(s)dβdxdµ as E ∋ ε→ 0.
But ∫
∆(A)
û0(x, ω, s)τ̂−ag(s)dβ = M(u0(x, ω, ·)(τ−ag))
= M(τ−a[τau0(x, ω, ·)g])
= M(τau0(x, ω, ·)g) (see (3.15))
=
∫
∆(A)
τ̂au0(x, ω, s)ĝ(s)dβ.
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Note that here we have identified u0(x, ω, ·) ∈ BpA with its representative still de-
noted by u0(x, ω, ·) ∈ BpA so that M1(u0(x, ω, ·)) =M(u0(x, ω, ·)), u0(x, ω, ·) on the
left-hand side of the above equality being an equivalence class whereas u0(x, ω, ·)
on the right-hand side is one of its representative. For (I ′2), we have
|(I ′2)|
≤ ‖uε‖Lp(Q×Ω) ‖ϕ‖∞ ‖g‖∞
(∫
Q×Ω
∣∣∣∣f (T ( xε1 + ε2ε1 a
)
ω
)
− f
(
T
(
x
ε1
)
ω
)∣∣∣∣p′ dxdµ
)1/p′
.
But ∫
Q×Ω
∣∣∣∣f (T ( xε1 + ε2ε1 a
)
ω
)
− f
(
T
(
x
ε1
)
ω
)∣∣∣∣p′ dxdµ
=
∫
Q×Ω
∣∣∣∣(U ( xε1 + ε2ε1 a
)
f
)
(ω)−
(
U
(
x
ε1
)
f
)
(ω)
∣∣∣∣p′ dxdµ.
Since the group U(x) is strongly continuous in Lp
′
(Ω) (see Subsection 2.1) we get
immediately (using the Lebesgue dominated convergence theorem) that∫
Q×Ω
∣∣∣∣f (T ( xε1 + ε2ε1 a
)
ω
)
− f
(
T
(
x
ε1
)
ω
)∣∣∣∣p′ dxdµ→ 0 as ε→ 0.
Thus (I ′2) → 0 as E ∋ ε → 0. Finally since the sequence (uε)ε∈E is bounded in
Lp(Q×Ω) and as p > 1, this sequence is uniformly integrable in L1(Q×Ω), so that
from the inequality∫
((Q−ε2a)∆Q)×Ω
|uε(x, ω)| |ϕ(x+ ε2a)|
∣∣∣∣f (T ( xε1 + ε2ε1 a
)
ω
)∣∣∣∣ ∣∣∣∣g( xε2 + a
)∣∣∣∣ dxdµ
≤ ‖ϕ‖∞ ‖f‖∞ ‖g‖∞
∫
((Q−ε2a)∆Q)×Ω
|uε(x, ω)| dxdµ,
we see that (II) and (III) go towards 0 as E ∋ ε→ 0; here the symbol ∆ between
the sets (Q− ε2a) and Q denotes the symmetric difference between these two sets.
Hence the lemma. 
We are now able to state and prove the most important compactness result of
the paper. It will be of capital interest in the next sections.
Theorem 8. Let 1 < p <∞. Let X be a normed closed convex subset of W 1,p (Q),
Q being an open subset of RN . Let A be an ergodic supralgebra on RNy . Assume
(uε)ε∈E is a sequence in L
p(Q × Ω) such that:
(i) uε(·, ω) ∈ X for all ε ∈ E and for µ-a.e. ω ∈ Ω;
(ii) (uε)ε∈E is bounded in L
p(Ω;W 1,p(Q)).
Then there exist u0 ∈ W 1,p(Q; Ipnv(Ω)), u1 ∈ Lp(Q;W1,p(Ω)), u2 ∈ Lp(Q ×
Ω;B1,p#A) and a subsequence E′ from E such that
(iii) u0(·, ω) ∈ X for µ-a.e. ω ∈ Ω and Du0(x, ·) ∈ (Ipnv(Ω))N for a.e. x ∈ Q
and, as E′ ∋ ε→ 0,
(iv) uε → u0 stoch. in Lp(Q× Ω)-weak;
(v) Duε → Du0 +Dωu1 +Dyu2 stoch. in Lp(Q × Ω)N -weak Σ.
28 MAMADOU SANGO AND JEAN LOUIS WOUKENG
Proof. By Theorem 5, there exist a subsequence E′ from E, a function u0 ∈ Lp(Q×
Ω;BpA) and a vector function v = (vi)1≤i≤N ∈ Lp(Q × Ω;BpA)N such that, as
E′ ∋ ε→ 0, we have uε → u0 stoch. in Lp(Q× Ω)-weak Σ and Duε → v stoch. in
Lp(Q × Ω)N -weak Σ.
At this level, the proof consists of three parts. We must check that: Part (I)
(a) u0 does not depend upon y, that is Dyu0 = 0, (b) u0(x, ·) ∈ Ipnv(Ω), that is
Dωu0(x, ·) = 0 or equivalently
∫
Ω u0(x, ·)Di,pϕdµ = 0 ∀ϕ ∈ C∞(Ω) and (c) u0 ∈
W 1,p(Q; Ipnv(Ω)); Part (II) u0(·, ω) ∈ X for µ-a.e. ω ∈ Ω and Du0(x, ·) ∈ Ipnv(Ω)N
for a.e. x ∈ Q; Part (III) There exist two functions u1 ∈ Lp(Q;W1,p(Ω)) and
u2 ∈ Lp(Q× Ω;B1,p#A) such that v = Du0 +Dωu1 +Dyu2.
Let us first prove (I). (a) Let Φε(x, ω) = ε2ϕ(x)f(T (x/ε1)ω)g(x/ε2) for (x, ω) ∈
Q× Ω, where ϕ ∈ C∞0 (Q), f ∈ C∞(Ω) and g ∈ A∞. Then∫
Q×Ω
∂uε
∂xi
Φεdxdµ = −
∫
Q×Ω
ε2uεf
εgε
∂ϕ
∂xi
dxdµ −
∫
Q×Ω
uεϕf
ε (Dyig)
ε
dxdµ
−
∫
Q×Ω
ε2
ε1
uεϕg
ε(Di,ωf)
εdxdµ
where Dyig = ∂g/∂yi. Letting E
′ ∋ ε→ 0 we get∫∫
Q×Ω×∆(A)
û0ϕD̂yigfdxdµdβ = 0,
hence
∫
∆(A) û0(x, ω, ·)D̂yigdβ = 0 for all g ∈ A∞ and all 1 ≤ i ≤ N , which means
that u0 does not depend on y since the H-supralgebra A is ergodic.
(b) Let Φε(x, ω) = ε1ϕ(x)f(T (x/ε1)ω) for (x, ω) ∈ Q × Ω where ϕ ∈ C∞0 (Q)
and f ∈ C∞(Ω). Then proceeding as above we get ∫Ω u0(x, ·)Di,ωfdµ = 0 for all
1 ≤ i ≤ N and f ∈ C∞(Ω), which is equivalent to say that u0(x, ·) ∈ Ipnv(Ω) for a.e.
x ∈ Q (use property (P2) in Subsection 2.1).
(c) Hypothesis (ii) implies that the sequence (uε)ε∈E′ is bounded inW
1,p(Q;Lp(Ω)),
which yields the existence of a subsequence of E′ not relabeled and of a function
u ∈ W 1,p(Q;Lp(Ω)) such that uε → u in W 1,p(Q;Lp(Ω))-weak as E′ ∋ ε → 0. In
particular
∫
Ω uε(·, ω)ψ(ω)dµ→
∫
Ω u(·, ω)ψ(ω)dµ in L1(Q)-weak for all ψ ∈ Ip
′
nv(Ω).
Therefore using [10] (see in particular Lemma 3.6 therein) we get at once u0 ∈
W 1,p(Q;Lp(Ω)), so that u0 ∈W 1,p(Q; Ipnv(Ω)).
As for (II), repeating the proof of [parts (iii) and (vi) of ] [10, Theorem 3.7 (b)]
we are immediately led to (II). It remains to check (III) here above. We begin by
deriving the existence of u2 ∈ Lp(Q×Ω;B1,p#A). For that purpose, let r > 0 be freely
fixed. Let Bε2r denote the open ball in R
N centered at the origin and of radius ε2r.
By the equalities
1
ε2
(
uε(x, ω)− 1|Bε2r|
∫
Bε2r
uε(x+ ρ, ω)dρ
)
=
1
ε2
1
|Bε2r|
∫
Bε2r
(uε(x, ω)− uε(x+ ρ, ω)) dρ
=
1
ε2
1
|Br|
∫
Br
(uε(x, ω)− uε(x+ ε2ρ, ω)) dρ
= − 1|Br|
∫
Br
dρ
∫ 1
0
Duε(x+ tε2ρ, ω) · ρdt
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where the dot denotes the usual Euclidean inner product in RN , we deduce from
the boundedness of (uε)ε∈E′ in L
p(Ω;W 1,p(Q)) that the sequence (zrε)ε∈E′ defined
by
zrε(x, ω) =
1
ε2
(
uε(x, ω)− 1|Bε2r|
∫
Bε2r
uε(x+ ρ, ω)dρ
)
((x, ω) ∈ Q× Ω, ε ∈ E′)
is bounded in Lp(Q × Ω). It is important to note that in general the function
zrε is well defined since uε and Duε can be naturally extended off Q as elements
of Lp(Ω;Lploc(R
N )) and Lp(Ω;Lploc(R
N )N ), respectively. Once more, by virtue of
Theorem 5 we find that there exist a subsequence from E′ (not relabeled) and a
function zr in L
p(Q× Ω;BpA) such that, as E′ ∋ ε→ 0
(3.18) zrε → zr stoch. in Lp(Q × Ω)-weak Σ.
As (zrε )ε∈E′ is bounded in L
p(Q × Ω) we have (since ε2, ε2/ε1 → 0 as E′ ∋ ε→ 0)
that
(3.19) ε2z
r
ε → 0 in Lp(Q × Ω) and
ε2
ε1
zrε → 0 in Lp(Q × Ω) as E′ ∋ ε→ 0.
Now, for ϕ ∈ C∞0 (Q), f ∈ C∞(Ω) and g ∈ A∞ we have
(3.20)∫
Q×Ω
(
∂uε
∂xi
(x, ω)− 1|Bε2r|
∫
Bε2r
∂uε
∂xi
(x + ρ, ω)dρ
)
ϕ(x)f
(
T
(
x
ε1
)
ω
)
g( xε2 )dxdµ
= − ∫Q×Ω ε2zrε(x, ω)f (T ( xε1)ω) g( xε2 ) ∂ϕ∂xi (x)dxdµ
− ∫
Q×Ω
ε2
ε1
zrε(x, ω)ϕ(x)g(
x
ε2
) (Di,ωf) (T
(
x
ε1
)
ω)dxdµ
− ∫Q×Ω zrε(x, ω)ϕ(x)f (T ( xε1)ω) ∂g∂yi ( xε2) dxdµ.
Passing to the limit in (3.20) (as E′ ∋ ε → 0) using conjointly (3.18), (3.19) and
Remark 6 (see (3.17) therein) one gets∫∫
Q×Ω×∆(A)
G1
(
vi(x, ω, ·)− 1|Br |
∫
Br
vi(x, ω, ·+ ρ)dρ
)
(s)ϕ(x)f(ω)ĝ(s)dxdµdβ
= − ∫∫
Q×Ω×∆(A)
ẑr(x, ω, s)ϕ(x)f(ω)∂iĝ(s)dxdµdβ,
the derivative ∂i in front of ĝ being the partial derivative of index i with respect to
∆(A) defined in the preceding section as ∂iĝ = G(∂g/∂yi) (see also (2.8) therein).
Therefore, because of the arbitrariness of ϕ, f and g, we are led to
∂iẑr(x, ω, ·) = G1
(
vi(x, ω, ·)− 1|Br |
∫
Br
vi(x, ω, ·+ ρ)dρ
)
a.e. in ∆(A)
for (x, ω) ∈ Q× Ω.
But ∂iẑr(x, ω, ·) = ∂iG1(zr(x, ω, ·)) = G1
(
∂zr/∂yi(x, ω, ·)
)
, hence, for 1 ≤ i ≤ N ,
∂zr
∂yi
(x, ω, ·) = vi(x, ω, ·)− 1|Br|
∫
Br
vi(x, ω, ·+ ρ)dρ a.e. in RNy for (x, ω) ∈ Q× Ω
(recall that G1 is an isomorphism of B1A onto L1(∆(A)) which carries over BpA
onto Lp(∆(A)) isomorphically and isometrically). Set fr(x, ω, y) = zr(x, ω, y) −
My(zr(x, ω, ·)) where here, zr(x, ω, ·) ∈ BpA is viewed as its representative in BpA
and My =M standing here for the mean value with respect to y defined as in the
preceding section (see in particular property (2) and equality (2.5) in Subsection
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2.3). Then My(fr) = 0 and moreover Dyfr = Dyzr so that fr ∈ Lp(Q × Ω;BpA)
with ∂fr/∂yi ∈ Lp(Q× Ω;BpA), that is,
fr ∈ Lp(Q× Ω;B1,pA /C).
So let gr = J1 ◦ fr, where J1 denotes the canonical mapping of B1,pA /C into its
separated completion B1,p#A. Then gr ∈ Lp(Q× Ω;B1,p#A) and moreover
∂gr
∂yi
(x, ω, ·) = vi(x, ω, ·)− 1|Br|
∫
Br
vi(x, ω, ·+ ρ)dρ (1 ≤ i ≤ N)
since ∂gr∂yi (x, ω, ·) =
∂fr
∂yi
(x, ω, ·) = ∂zr∂yi (x, ω, ·). Now, we also view vi(x, ω, ·) as its
representative in BpA. Taking this into account, we have
(3.21)
‖gr(x, ω, ·)− gr′(x, ω, ·)‖B1,p#A
≤ ∥∥Dygr(x, ω, ·)− v(x, ω, ·) +My(v(x, ω, ·))∥∥p
+
∥∥Dygr′(x, ω, ·)− v(x, ω, ·) +My(v(x, ω, ·))∥∥p .
But ∥∥Dygr(x, ω, ·)− v(x, ω, ·) +My(v(x, ω, ·))∥∥p
=
∥∥∥ 1|Br| ∫Br v(x, ω, ·+ ρ)dρ−My(v(x, ω, ·))∥∥∥p .
Therefore, since the algebra A is ergodic, the right-hand side (and hence the
left-hand side) of (3.21) goes to zero when r, r′ → +∞. Thus, the sequence
(gr(x, ω, ·))r>0 is a Cauchy sequence in the Banach space B1,p#A, whence the ex-
istence of a unique u2(x, ω, ·) ∈ B1,p#A such that
gr(x, ω, ·)→ u2(x, ω, ·) in B1,p#A as r→ +∞,
that is
Dygr(x, ω, ·)→ Dyu2(x, ω, ·) in (BpA)N as r → +∞.
Once again the ergodicity of A and the uniqueness of the limit leads at once to
Dyu2(x, ω, ·) = v(x, ω, ·)−My(v(x, ω, ·)) a.e. in RN and for a.e. (x, ω) ∈ Q× Ω.
We deduce the existence of a function u2 : Q× Ω→ BpA, (x, ω) 7→ u2(x, ω, ·), lying
in Lp(Q × Ω;BpA) such that
(3.22) v −M(v) = Dyu2.
Let us finally derive the existence of u1. Let Φε(x, ω) = ϕ(x)Ψ(T (x/ε1)ω) ((x, ω) ∈
Q× Ω)) with ϕ ∈ C∞0 (Q) and Ψ = (ψj)1≤j≤N ∈ Vdiv (i.e. divω,p′ Ψ = 0). Clearly
N∑
j=1
∫
Q×Ω
∂uε
∂xj
ϕψεjdxdµ = −
N∑
j=1
∫
Q×Ω
uεψ
ε
j
∂ϕ
∂xj
dxdµ
where ψεj(x, ω) = ψj(T (x/ε1)ω). Passing to the limit when E
′ ∋ ε→ 0 yields
N∑
j=1
∫∫
Q×Ω×∆(A)
v̂jϕψjdxdµdβ = −
N∑
j=1
∫∫
Q×Ω×∆(A)
u0ψj
∂ϕ
∂xj
dxdµdβ,
or equivalently, ∫∫
Q×Ω×∆(A)
(v̂ −Du0) ·Ψϕdxdµdβ = 0,
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and so, as ϕ is arbitrarily fixed in C∞0 (Q),∫∫
Ω×∆(A)
(v̂(x, ω, s)−Du0(x, ω)) ·Ψ(ω)dµdβ = 0 ∀Ψ ∈ Vdiv.
This is also equivalent to∫
Ω
(M(v) −Du0) ·Ψdµ = 0 for all Ψ ∈ Vdiv.
Therefore, the Proposition 1 provides us with a function u1(x, ·) ∈ W1,p(Ω) such
that
(3.23) M(v)−Du0 = Dωu1(x, ·).
Putting (3.22) and (3.23) together leads at once at v = Du0+Dωu1+Dyu2, where
the function u1 : x 7→ u1(x, ·) lies in Lp(Q;W1,p(Ω)). This completes the proof. 
Remark 7. The preceding theorem generalizes its homologue (see Theorem 3.5
in [32]) as follows: In Theorem 8 above, take Ω = ∆(Az) where Az is any H-
supralgebra on RN which is translation invariant and whose elements are uniformly
continuous. Then thanks to Theorem 3, a dynamical system can be constructed on
∆(Az) such that the corresponding invariant probability measure is theM -measure
βz associated to Az. Therefore by the equality (2.11), our claim is justified since
in [32, Theorem 3.5], both the algebras A and Az are assumed to be ergodic while
here, the algebra Az is not assumed to be ergodic. We will see in the next section
how the above result is used, and how it generalizes the one in [32] as claimed.
4. Application to the homogenization of a linear partial
differential equation
We need to show how the preceding result arises in the homogenization of partial
differential equations. To illustrate this we begin by focusing our attention on
the rather simple case of an elliptic linear differential operator of order two, in
divergence form, namely, we consider the following boundary-value problem
(4.1)
−
N∑
i,j=1
∂
∂xi
(
aij(x, T (x/ε1)ω, x/ε2)
∂uε
∂xj
)
= f in Q
uε = 0 on ∂Q
whereQ is a bounded open subset in RN , f ∈ L∞(Ω;H−1(Q)) = L∞(Ω;W−1,2(Q)),
aij ∈ C(Q;L∞(Ω;B(RNy ))), aij = aji (the complex conjugate of aji), and (aij)1≤i,j≤N
satisfies the following ellipticity condition: there exists a constant α > 0 such that∑N
i,j=1 aij(x, ω, y)λiλj ≥ α |λ|2 for all (x, y) ∈ Q×RN , for dµ-almost all ω ∈ Ω and
for all λ ∈ CN . It is a well-known fact that for each ε > 0 (4.1) uniquely determines
uε = uε(x, ω) ∈ H10 (Q;L2(Ω)) in such a way that we have in hands a generalized
sequence (uε)ε>0. The fundamental problem in homogenization theory is the study
of the asymptotic behavior of such a sequence under a suitable assumption made
on the coefficients aij of the operator in (4.1). Here, as we will see in the sequel,
it will be sufficient to make this assumption with respect to the variable y ∈ RN .
Prior to this, it is worth to recall the following facts: firstly, in the case when the
functions aij do not depend on the variable y, the homogenization of (4.1) has been
conducted in [10]; secondly, in the case when the coefficients aij depend only on the
variables x, y (i.e. the functions aij(x, ·, y) are constants), it is commonly known
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that under the periodicity assumption on the functions aij (with respect to y), the
homogenization problem for (4.1) has already been solved by many authors and
the results are available in the literature. In the same case, it is also known that
in the general framework of deterministic homogenization theory the same results
are available in the ergodic environment; see e.g. [31]. However, in contrast with
the ergodic setting, no result is available in the non-ergodic framework so far. The
following theorem provides us with a general homogenization result in all settings:
the stochastic one, the coupled stochastic-deterministic one and the deterministic
one as well.
Theorem 9. Assume the following assumption holds:
(4.2) aij(x, ω, ·) ∈ A for all x ∈ Q and µ-a.e. ω ∈ Ω (1 ≤ i, j ≤ N).
For each fixed ε > 0 let uε be the unique solution to (4.1). Then, as ε→ 0,
(4.3) uε → u0 stoch. in L2(Q× Ω)-weak
and
(4.4)
∂uε
∂xj
→ ∂u0
∂xj
+Dj,ωu1 +
∂u2
∂yj
stoch. in L2(Q × Ω)-weak Σ (1 ≤ j ≤ N)
where the triple (u0, u1, u2) ∈ F1 = H10 (Q; I2nv(Ω)) × L2(Q;W1,2(Ω)) × L2(Q ×
Ω;B1,2#A) is the unique solution to the following variational problem
(4.5)

u = (u0, u1, u2) ∈ F1 :
N∑
i,j=1
∫∫
Q×Ω×∆(A) âijDjuDivdxdµdβ = 〈f, v0〉 for all (v0, v1, v2) ∈ F1
with Dju = ∂u0/∂xj+Dj,ωu1+G1(∂u2/∂yj) (same definition for Div) and 〈f, v0〉 =∫
Ω
(f(ω), v0(ω)) dµ, (·, ·) denoting the duality pairing between H−1(Q) and H10 (Q).
Proof. We have
(4.6)
N∑
i,j=1
∫
Q
aεij(·, ω)
∂uε(·, ω)
∂xj
∂v
∂xi
dx = (f(ω), v)
for all v ∈ H10 (Q), where aεij(x, ω) = aij(x, T (x/ε1)ω, x/ε2) for (x, ω) ∈ Q× Ω. By
taking the particular v = uε(·, ω) and and making use of the properties of the matrix
(aij)1≤i,j≤N and of the function f we get the existence of an absolute constant
c > 0 such that supε>0 ‖uε(·, ω)‖H10 (Q) ≤ c for µ-a.e. ω ∈ Ω. Hence, by Theorem 8
(where we take there X = H10 (Q)), given any fundamental sequence E, there exists
a subsequence E′ of E and a triple u = (u0, u1, u2) ∈ F1 such that, as E′ ∋ ε → 0
we have (4.3)-(4.4). Thus the theorem will be proven as soon as we check that u
verifies the variational equation (4.5). In fact it is easy to see that equation (4.5) has
at most one solution, so that checking that u verifies (4.5) will prove that u does not
depend on the subsequence E′, but on the whole sequence ε > 0 which will therefore
establish Theorem 9. Before we can do this, let us, however notice that the space
F∞0 = [D(Q)⊗(I2nv(Ω))]×[D(Q)⊗I2(C∞(Ω))]×[D(Q)⊗C∞(Ω)⊗(J1◦̺)(A∞/C)] is
dense in F1. Indeed, this comes from the fact that I2(C∞(Ω)) (resp. (J1◦̺)(A∞/C))
is dense in W1,2(Ω) (resp. B1,2#A), where J1 (resp. ̺, I2) denotes the canonical
mapping of B1,2A /C (resp. B2A, C∞(Ω)) into its separated completion B1,2#A (resp.
B2A, W1,2(Ω)); see Section 2 (particularly the Subsections 2.1 and 2.3 therein).
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With this in mind, let Φ = (ψ0, I2(ψ1), (J1 ◦ ̺)(ψ2)) ∈ F∞0 and define
Φε(x, ω) = ψ0(x, ω)+ε1ψ1(x, T (x/ε1)ω)+ε2ψ2(x, T (x/ε1)ω, x/ε2) ((x, ω) ∈ Q×Ω)
where ψ0 ∈ C∞0 (Q) ⊗ I2nv(Ω), ψ1 ∈ C∞0 (Q) ⊗ C∞(Ω) and ψ2 ∈ C∞0 (Q) ⊗ C∞(Ω) ⊗
(A∞/C); clearly Φε(·, ω) ∈ C∞0 (Q). Taking in (4.6) the particular v = Φε(·, ω) and
integrating the resulting equality over Ω with respect to µ, we get
(4.7)
N∑
i,j=1
∫
Q×Ω
aεij
∂uε
∂xj
∂Φε
∂xi
dxdµ =
〈
f,Φε
〉
.
One easily show that as ε → 0, 〈f,Φε〉 → 〈f, ψ0〉 and ∂Φε/∂xi → ∂ψ0/∂xi +
Di,ωI2(ψ1)+∂(J1 ◦̺)(ψ2)/∂yi = ∂ψ0/∂xi+Di,ωψ1+∂ψ2/∂yi stoch. in L2(Q×Ω)-
strong Σ (1 ≤ i ≤ N). Putting together this convergence result with (4.4), we get
by Theorem 6 that, as E′ ∋ ε→ 0,
∂uε
∂xj
∂Φε
∂xi
→ DjuDiΦ stoch. in L2(Q× Ω)-weak Σ
whereDju = ∂u0/∂xj+Dj,ωu1+∂u2/∂xj andDiΦ = ∂ψ0/∂xi+Di,ωψ1+∂ψ2/∂yi.
Note that G1(Dju) = Dju and G(DiΦ) = G1(̺(DiΦ)) = DiΦ. Hence a passage to
the limit in (4.7) using Proposition 8 (recall that the function aij ∈ C(Q;L∞(Ω;A))
and is therefore an admissible function in the sense of Definition 5) yields
N∑
i,j=1
∫∫
Q×Ω×∆(A)
âijDjuDiΦdxdµdβ =
〈
f, ψ0
〉
for all Φ ∈ F∞0 .
We therefore get (4.5) by density of F∞0 in F1. This completes the proof of the
theorem. 
Now, we need to show that Theorem 9 generalizes all the existing results in
the framework of homogenization of linear elliptic equations. To that end, we will
distinguish three cases: (1) the case when the functions aij and f do not depend
on the random variable ω; (2) the case when the functions aij do not depend on
the deterministic variable y and, (3) the case when the functions aij depend upon
both ω and y and the function f does not depend on ω, but with Ω = ∆(Az) where
Az is some algebra with mean value on R
N
z .
For the first case we have aij(x, ω, y) = aij(x, y) and f(x, ω) = f(x) for (x, ω, y) ∈
Q×Ω×RNy . In that case, the problem (4.1) is a deterministic one, and its solution
uε does not depend on ω. A rapid survey of the proof of Theorem 8 gives, by the
Remark 4, that the functions v and u0 therein can be chosen in L
p(Q;BpA)N and in
Lp(Q;BpA), respectively. This yields immediately the fact that the function u1 there
is equal to zero, so that v = Du0 +Dyu2 with u2 ∈ Lp(Q;B1,p#A). The continuity
assumption on aij(x, ·) can therefore be replaced by a measurability assumption
aij(x, ·) ∈ L∞(RNy ), so that the homogenization result for (4.1) therefore reads as
Theorem 10. Assume the following assumption holds:
aij(x, ·) ∈ B2A for all x ∈ Q (1 ≤ i, j ≤ N).
For each fixed ε > 0 let uε be the unique solution to (4.1). Then, as ε→ 0,
uε → u0 in H10 (Q)-weak
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and
∂uε
∂xj
→ ∂u0
∂xj
+
∂u2
∂yj
in L2(Q)-weak Σ (1 ≤ j ≤ N)
where the couple (u0, u2) ∈ F1 = H10 (Q)×L2(Q;B1,2#A) is the unique solution to the
following variational problem
(4.8)

u = (u0, u2) ∈ F1 :
N∑
i,j=1
∫∫
Q×∆(A)
âij
(
∂u0
∂xj
+ G1(∂u2∂yj )
)(
∂v0
∂xi
+ G1(∂v2∂yi )
)
dxdβ = (f, v0)
for all (v0, v2) ∈ F1.
Equation (4.8) is well-known in the literature of deterministic homogenization;
see in particular [31].
For the case of a random operator (aij(x, ω, y) = aij(x, ω)), a similar type of
reasoning as the one in the previous case (using once again the Remark 4) yields
the following result.
Theorem 11. For each fixed ε > 0 let uε be the unique solution to (4.1). Then,
as ε→ 0,
uε → u0 stoch. in L2(Q× Ω)-weak
and
∂uε
∂xj
→ ∂u0
∂xj
+Dj,ωu1 stoch. in L
2(Q × Ω)-weak (1 ≤ j ≤ N)
where the couple (u0, u1) is the unique solution of the following variational problem
(4.9)

(u0, u1) ∈ F1 = H10 (Q; I2nv(Ω))× L2(Q;W1,2(Ω))
N∑
i,j=1
∫∫
Q×Ω aij
(
∂u0
∂xj
+Dj,ωu1
)(
∂v0
∂xi
+Di,ωv1
)
dxdµ = 〈f, v0〉
for all (v0, v1) ∈ F1.
Equation (4.9) is also well-known in the literature; see [10, 24, 25].
For the last case, we assume that Ω = ∆(Az), Az being some algebra with mean
value on RNz for the action H = (Hε)ε>0 defined by Hε(x) = x/ε1 (x ∈ RN ). The
ergodic algebra A (in Theorem 9) is denoted here by Ay and its associated M -
measure by βy. We use the same letter G to denote the Gelfand transformation on
Ay and on Az as well. Points in ∆(Ay) (resp. ∆(Az)) are denoted by s (resp. ω).
The compact space ∆(Az) is equipped with the M -measure βz for Az . We know
by Theorem 3 that one can define a dynamical system on the spectrum ∆(Az) of
Az so that the invariant probability measure is precisely the M -measure βz for Az.
With the above preliminaries, our concern here is not to reformulate the state-
ment of Theorem 9, but to show how it includes the general setting of reiterated de-
terministic homogenization. For that purpose, let bij ∈ C(Q;L∞(RNz ;B(RNy ))) with
bij = bji and (bij)1≤i,j≤N satisfying the following ellipticity condition: there exists
a constant α > 0 such that
∑N
i,j=1 bij(x, z, y)λiλj ≥ α |λ|2 for all (x, y) ∈ Q× RN ,
for almost all z ∈ RN and for all λ ∈ CN . Assume moreover that the following
hypothesis is satisfied:
(4.10) bij(x, ·, y) ∈ B2Az and bij(x, z, ·) ∈ Ay a.e. (z, y) ∈ RNz ×RNy (1 ≤ i, j ≤ N).
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Since by the construction of the dynamical system T (z) on ∆(Az) (see the proof of
Theorem 3) we have
G(bij(x, ·+ z, y))(ω) = G(bij(x, ·, y))(T (z)ω)
(for all z ∈ RN , for almost ω ∈ ∆(Az) and for any fixed (x, y) ∈ Q × RNy ), we set
in a natural way
aij(x, ω, y) = G(bij(x, ·, y))(ω) ((x, ω, y) ∈ Q×∆(Az)× RN ),
G being here the extension of the Gelfand transformation to the Besicovitch space
B2Az ; see property (2) in Subsection 2.3. Then, in view of the properties of G, the
functions aij thus defined satisfy all the requirements of Theorem 9 so that we get
a homogenization result for the following problem:
(4.11) −
N∑
i,j=1
∂
∂xi
(
bij
(
x,
x
ε1
,
x
ε2
)
∂uε
∂xj
)
= f in Q, uε ∈ H10 (Q).
It is important to note that we do not say that problem (4.1) is equivalent to problem
(4.11). In fact let us assume that the functions bij are such that bij(x, ·, y) ∈ Az.
Then
∂
∂xi
(
aij
(
x, T
(
x
ε1
)
ω,
x
ε2
)
∂uε
∂xj
)
=
∂
∂xi
(
G
(
bij
(
x, ·, x
ε2
))(
T
(
x
ε1
)
ω
)
∂uε
∂xj
)
=
∂
∂xi
(
G
(
bij
(
x, ·+ x
ε1
,
x
ε2
))
(ω)
∂uε
∂xj
)
= G
[
∂
∂xi
(
bij
(
x, ·+ x
ε1
,
x
ε2
)
∂uε
∂xj
)]
(ω),
the last equality being due to the fact that G is linear continuous. If in particular
ω = δz (z ∈ RN ), the Dirac mass at z, then
∂
∂xi
(
aij
(
x, T
(
x
ε1
)
ω,
x
ε2
)
∂uε
∂xj
)
=
〈
δz,
∂
∂xi
(
bij
(
x, ·+ x
ε1
,
x
ε2
)
∂uε
∂xj
)〉
=
∂
∂xi
(
bij
(
x, z +
x
ε1
,
x
ε2
)
∂uε
∂xj
)
,
〈, 〉 denoting the duality pairing between A′z and Az (see Subsection 2.2). Thus, in
this particular case, Equation (4.1) becomes
(4.12) −
N∑
i,j=1
∂
∂xi
(
bij
(
x, z +
x
ε1
,
x
ε2
)
∂uε
∂xj
)
= f in Q, uε ∈ H10 (Q).
One therefore sees that (4.11) comes from (4.12) by taking there z = 0. It is also
to be noted that if the algebra Az is ergodic, then the dynamical system T (z) is
ergodic, in such a way that (4.12) is equivalent to (4.11). However, still assuming
Az to be ergodic and taking the functions bij in C(Q;L∞(RNz ;B(RNy ))) with (4.10),
and finally arguing as in [20, Section 4], one also obtains the equivalence of (4.11)
and (4.12). We also note here that the algebra Az is not assumed to be ergodic
in general, so that we have a great flexibility in Theorem 9 in the particular case
where Ω = ∆(Az). Indeed, Theorem 9 works in all the environments: the ergodic
one and the non ergodic one for Az. In the particular case when the algebra Az
is ergodic, I2nv(∆(Az)) consists of constants, so that the function u0 lies in H
1
0 (Q).
We thus recover the well-known results in that environment. If we assume that Az
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is not ergodic, our result is then new. For the sake of completeness, let us give some
concrete situations in which our result applies.
Example 1 (Homogenization in ergodic algebras). One can solve the homogeniza-
tion problem for (4.11) under each of the following hypotheses:
(H)1 The function bij(x, ·, ·) is periodic in y and in z;
(H)2 The function bij(x, ·, ·) is almost periodic in y and in z;
(H)3 The function bij(x, ·, y) is almost periodic and the function bij(x, z, ·) is
weakly almost periodic [19];
(H)4 The functions bij(x, ·, y) and bij(x, z, ·) are both weakly almost periodic.
Example 2 (Homogenization in non ergodic algebras). For the sake of simplicity,
we assume here that N = 1. Let Az be the algebra generated by the function
f(z) = cos 3
√
z (z ∈ R) and all its translates f(·+ a), a ∈ R. It is known that A is
an algebra with mean value which is not ergodic; see [22] for details. However, as
said above, one can solve the homogenization problem for (4.11) under the following
hypothesis: bij(x, ·, y) ∈ B2Az and bij(x, z, ·) ∈ Ay , where Ay is any ergodic algebra
with mean value on R. The homogenization problem solved here is new. One can
also consider other homogenization problems in the present setting of non ergodic
algebras.
5. Application to the homogenization of nonlinear Reynolds-type
equations
In this section we study the homogenization problem for nonlinear Reynolds-
type equations. More precisely, let 1 < p < ∞ be fixed and let the function
(x, ω, y, λ) 7→ a(x, ω, y, λ) from Q × Ω × RN × RN to RN satisfy the following
conditions:
(5.1)
For all (x, y, λ) ∈ RN × RN × RnN and for almost all ω ∈ Ω, a(x, ·, y, λ)
is measurable and a(·, ω, ·, ·) is continuous;
(5.2)
There are four constants c0, c1, c2 > 0, 0 < α ≤ min(1, p− 1)
and a continuity modulus ν (i.e., a nondecreasing continuous
function on [0,+∞) such that ν(0) = 0, ν(r) > 0 if r > 0, and
ν(r) = 1 if r > 1) such that for a.e. y ∈ RN and for µ-a.e ω ∈ Ω,
(i) a(x, ω, y, λ) · λ ≥ c0 |λ|p
(ii) |a(x, ω, y, λ)| ≤ c1
(
1 + |λ|p−1
)
(iii)
∣∣a(x, ω, y, λ)− a(x′, ω, y, λ′)∣∣ ≤ ν(|x− x′|)(1 + |λ|p−1 + ∣∣λ′∣∣p−1)
+c2
(
1 + |λ|+ ∣∣λ′∣∣)p−1−α ∣∣λ− λ′∣∣α
(iv)
(
a(x, ω, y, λ)− a(x, ω, y, λ′)) · (λ− λ′) > 0 if λ 6= λ′
for all x, x′ ∈ Q, all λ, λ′ ∈ RN , where the dot denotes the usual
Euclidean inner product in RN and | · | the associated norm,
Q being a bounded open set in RN .
We consider the boundary value problem
(5.3)
uε(·, ω) ∈W 1,p0 (Ω) :
div a
(
x, T
(
x
ε1
)
ω, xε2 , Duε
)
= div b
(
x, T
(
x
ε1
)
ω, xε2
)
in Q
with b ∈ C(Q;L∞(Ω;B(RNy ))), where we assume that the scales ε1 and ε2 are well-
separated as in Section 3. It is easily seen that the realization a(x, T (z)ω, y, λ) is
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well-defined for almost all ω ∈ Ω, such that the functions x 7→ a(x, T (x/ε1)ω, x/ε2,v(x))
of Q into RN (defined as element of Lp
′
(Q)N for v ∈ Lp(Q)N ) and (x, ω) 7→
a(x, T (x/ε1)ω, x/ε2,Ψ(x, T (x/ε1)ω, x/ε2)) (for Ψ ∈ C(Q;L∞(Ω;B(RNy )N ))) of Q×
Ω into RN denoted by aε(·,Ψε) (as element of L∞(Q × Ω)N ) are well-defined.
With this in mind, we see that the problem (5.3) admits a unique solution uε ∈
W 1,p0 (Q;L
p(Ω)) (for each fixed ε > 0); see e.g., [28, Chap. 2].
The main advantage of considering this problem lies in its application in hydro-
dynamics. One of the difficulties encountered in homogenizing the above problem
is that the right-hand side of (5.3) depends upon ε and rather weakly converges in
Lp
′
(Ω;W−1,p
′
(Q)), contrary to what is usually considered in the literature.
Throughout the rest of this section, all the vector spaces are assumed to be real
vector spaces, and the scalar functions are assumed real valued. Obviously, this
entails that the results of Section 3 are still valid, the only difference being that
all the function spaces are real. Now, let A be an ergodic H-supralgebra on RNy .
Our goal here is to investigate the limiting behavior of (uε)ε>0 (the sequence of
solutions to (5.3)) under the assumptions
(5.4) b ∈ C(Q;L∞(Ω;A))
(5.5) ai(x, ω, ·, λ) ∈ A for all (x, ω, λ) ∈ Q× Ω× RN (1 ≤ i ≤ N)
where ai denotes the ith component of the function a. Assuming (5.5), it follows
as in the proof of Theorem 7 that, for any Ψ ∈ [C∞0 (Q) ⊗ C∞(Ω) ⊗ A]N , the
function a(·,Ψ) : (x, ω, y) 7→ a(x, ω, y,Ψ(x, ω, y)) lies in C(Q;L∞(Ω;A)N ) so that
by Proposition 8 we have the following convergence result:
(5.6) aεi (·,Ψε)→ ̺ ◦ ai(·,Ψ) stoch. in Lp
′
(Q × Ω)-weak Σ as ε→ 0 (1 ≤ i ≤ N),
̺ being the canonical mapping from Bp
′
A into Bp
′
A and (̺ ◦ ai(·,Ψ))(x, ω, y) =
̺(ai(x, ω, ·,Ψ(x, ω, ·)))(y) for (x, ω, y) ∈ Q×Ω×RN . Moreover the following result
holds.
Proposition 11. The mapping Ψ 7→ a(·,Ψ) from [C∞0 (Q) ⊗ C∞(Ω) ⊗ A]N into
Lp
′
(Q×Ω;Bp′A )N , extends by continuity to a unique mapping still denoted by a, of
Lp(Q × Ω; (BpA)N ) into Lp
′
(Q× Ω;Bp′A )N such that
(a(·,v) − a(·,w)) · (v −w) ≥ 0 a.e. in Q × Ω× RNy
‖a(·,v)‖
Lp′(Q×Ω;Bp
′
A )
N ≤ c′1(1 + ‖v‖p−1Lp(Q×Ω;(BpA)N ))
‖a(·,v) − a(·,w)‖
Lp′(Q×Ω;Bp
′
A
)N
≤ c2 ‖1 + |v|+ |w|‖p−1−αLp(Q×Ω;Bp
A
) ‖v −w‖αLp(Q×Ω;BpA)N
|a(x, ω, y,w)− a(x′, ω, y,w)| ≤ ν(|x− x′|)(1 + |w|p−1) a.e. in Ω× RNy
for all v,w ∈ Lp(Q × Ω; (BpA)N ) and all x, x′ ∈ Q, where the constant c′1 depends
only on c1 and on Q.
Proof. It is immediate that for Ψ ∈ [C∞0 (Q) ⊗ C∞(Ω) ⊗ A]N , the function a(·,Ψ)
verifies properties of the same type as in (5.2) (see in particular inequality (iii)
therein), so that arguing as in the proof of [44, Proposition 3.1] we get the result. 
As a consequence of the convergence result (5.6) we have the following result
whose proof is quite similar to that of [45, Corollary 3.9] (see also [48, Corollary
3.3]).
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Proposition 12. For ψ0 ∈ C∞0 (Q) ⊗ Ipnv(Ω), ψ1 ∈ C∞0 (Q) ⊗ C∞(Ω) and ψ2 ∈
C∞0 (Q)⊗ C∞(Ω)⊗A∞, define the function Φε (ε > 0) by
(5.7) Φε = ψ0 + ε1ψ
ε
1 + ε2ψ
ε
2,
i.e., Φε(x, ω) = ψ0(x, ω) + ε1ψ1(x, T (x/ε1)ω) + ε2ψ2(x, T (x/ε1)ω, x/ε2) ((x, ω) ∈
Q × Ω). Let (vε)ε∈E be a sequence in Lp(Q × Ω)N such that vε → v0 stoch. in
Lp(Q×Ω)N -weak Σ as E ∋ ε→ 0 where v0 ∈ Lp(Q×Ω;BpA)N . Then, as E ∋ ε→ 0,∫
Q×Ω
aε(·, DΦε) · vεdxdµ→
∫∫
Q×Ω×∆(A)
â(·, Dψ0 +Dωψ1 + ∂ψ̂2) · v̂0dxdµdβ
where ∂ψ̂2 = (∂jψ̂2)1≤j≤N with ∂jψ̂2 = G(∂ψ2/∂yj).
We recall that the algebra A is as stated earlier in this section. For 1 < p <∞
we put F1,p0 = W
1,p
0 (Q; I
p
nv(Ω)) × Lp(Q;W1,p(Ω)) × Lp(Q × Ω;B1,p#A). We endow
F
1,p
0 with the norm
‖u‖
F
1,p
0
=
N∑
i=1
[
‖Dxiu0‖Lp(Q×Ω) +
∥∥Di,ωu1∥∥Lp(Q×Ω) + ∥∥Dyiu2∥∥Lp(Q×Ω;Bp
A
)
]
u = (u0, u1, u2) ∈ F1,p0 .
In this norm, F1,p0 is a Banach space admitting F∞0 = [C∞0 (Q)⊗(Ipnv(Ω))]×[C∞0 (Q)⊗
Ip(C∞(Ω))] × [C∞0 (Q) ⊗ C∞(Ω) ⊗ (J1 ◦ ̺)(A∞/C)] as a dense subspace where, J1
(resp. ̺, Ip) denotes the canonical mapping of B1,pA /C (resp. BpA, C∞(Ω)) into its
separated completion B1,p#A (resp. BpA, W1,p(Ω)). With this in mind, we have the
following homogenization result.
Theorem 12. Let 1 < p < ∞. Assume (5.4) and (5.5) hold with A an ergodic
H-supralgebra on RN which is moreover an algebra with mean value. For each real
ε > 0, let uε be the unique solution of (5.3). Then, as ε→ 0,
(5.8) uε → u0 stoch. in Lp(Q × Ω)-weak
and
(5.9)
∂uε
∂xj
→ ∂u0
∂xj
+Dj,ωu1 +
∂u2
∂yj
stoch. in Lp(Q× Ω)-weak Σ (1 ≤ j ≤ N)
where u = (u0, u1, u2) ∈ F1,p0 is the unique solution of the variational equation
(5.10)
∫∫
Q×Ω×∆(A)
â(·,Du) · Dvdxdµdβ = ∫
Q×Ω×∆(A)
b̂(x, ω, s)d̂ivvdxdµdβ
for all v = (v0, v1, v2) ∈ F1,p0
with Dw = Dw0+Dωw1+GN1 (Dyw2) for w = (w0, w1, w2) ∈ F1,p0 where: GN1 (Dyw2) =
(G1(∂w2/∂yi))1≤i≤N , d̂ivw = divw0+divω w1+d̂ivyw2 with divω w1 =
∑N
i=1Di,ωw1,
d̂ivyw2 = G1(divyw2), divyw2 =
∑N
i=1 ∂w2/∂yi, G1 being the isometric isomor-
phism of BpA onto Lp(∆(A)).
Proof. First of all, it is evident that due to the properties of the mapping a we have
(5.11) c0 ‖uε(·, ω)‖p−1W 1,p0 (Ω) ≤ ‖div b
ε(·, ω)‖W−1,p′ (Ω) .
Thus, rising the two members of the inequality (5.11) to the power p′ and integrating
the resulting inequality over Ω we get
cp
′
0 ‖uε‖pW 1,p0 (Q;Lp(Ω)) ≤ ‖div b
ε‖p′
Lp′(Ω;W−1,p′ (Q))
.
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Hence. as the sequence (div bε) is bounded in Lp
′
(Ω;W−1,p
′
(Q)), it results that the
sequence (uε)ε>0 is bounded inW
1,p
0 (Q;L
p(Ω)). Therefore the sequence (aε(·, Duε))ε>0
is bounded in Lp
′
(Q × Ω)N . Thus, given a fundamental sequence E, Theorem
8 guarantees the existence of a subsequence E′ extracted from E and a triplet
u = (u0, u1, u2) ∈ F1,p0 such that (5.8)-(5.9) hold when E′ ∋ ε → 0. The next
part of the proof is to show that u solves equation (5.10). For that purpose, let
Φ = (ψ0, Ip(ψ1), (J1 ◦ ̺)(ψ2)) ∈ F∞0 and define Φε (ε > 0) as in (5.7). Then
Φε(·, ω) ∈ C∞0 (Q) and further, in view of [part (iv) of] (5.2) we have
0 ≤
∫
Q×Ω
(aε(·, Duε)− aε(·, DΦε)) · (Duε −DΦε)dxdµ,
or,
(5.12) 0 ≤ −
∫
Q×Ω
aε(·, DΦε) · (Duε −DΦε)dxdµ+
∫
Q×Ω
bε div(uε − Φε)dxdµ.
But,∫
Q×Ω
bε div(uε − Φε)dxdµ =
∫
Q×Ω
bε div uεdxdµ−
∫
Q×Ω
bε divψ0dxdµ
+
∫
Q×Ω
bε[(divω ψ1)
ε + (divy ψ2)
ε]dxdµ
−
∫
Q×Ω
bε[ε1(div ψ1)
ε + ε2(divψ2)
ε)]dxdµ
+
∫
Q×Ω
ε2
ε1
(divω ψ2)
εdxdµ,
and, as E′ ∋ ε→ 0 we have by using (5.9),
(5.13)
∫
Q×Ω
bε div(uε − Φε)dxdµ→
∫∫
Q×Ω×∆(A)
b̂ d̂iv(u− Φ)dxdµdβ.
Therefore passing to the limit in (5.12) using (5.8)-(5.9), the above convergence
result (5.13) together with Proposition 12, we get
(5.14)
0 ≤ −
∫∫
Q×Ω×∆(A)
â(·,DΦ) ·D(u−Φ)dxdµdβ +
∫∫
Q×Ω×∆(A)
b̂ d̂iv(u−Φ)dxdµdβ,
Φ ranging over F∞0 , and hence over F1,p0 too (by a density argument). Taking in
(5.14) the particular functions Φ = u − tv with t > 0 and v = (v0, v1, v2) ∈ F1,p0 ,
then dividing both sides of the resulting inequality by t, and finally letting t → 0,
we get (5.10).
The next point to check is to show that u is unique. We begin by showing that
u2 is unique. For that, we take in (5.10) the function v = (v0, v1, v2) with v0 = 0
and v1 = 0; then for each fixed (x, ω) ∈ Q× Ω, u2(x, ω, ·) is solution to
(5.15)
∫
∆(A)
â(x, ω, s,Du0(x, ω) +Dωu1(x, ω) + ∂û2(x, ω, s)) · ∂ŵdβ
=
∫
∆(A) b̂(x, ω, s)
̂divy wdβ for all w ∈ B1,p#A.
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So, let (x, ω, ξ) ∈ Q × Ω × RN be freely fixed, and let ζ = ζ(x, ω, ξ) ∈ B1,p#A be
defined by the cell equation
(5.16)
∫
∆(A)
â(x, ω, ·, ξ + ∂ζ̂) · ∂ŵdβ =
∫
∆(A)
b̂(x, ω, ·)̂divy wdβ for all w ∈ B1,p#A.
Since the linear functional w 7→ ∫
∆(A)
b̂(x, ω, ·)̂divy wdβ is continuous on B1,p#A, it
follows by [28, Chap. 2] that equation (5.16) admits at least a solution. But this
solution is unique; indeed if ζ1 and ζ2 are solutions to (5.16), then we have∫
∆(A)(â(x, ω, ·, ξ + ∂ζ̂1)− â(x, ω, ·, ξ + ∂ζ̂2)) · ∂ŵdβ = 0
for all w ∈ B1,p#A.
Taking in particular w = ζ1 − ζ2 in the above equation it follows by [part (iv) of]
(5.2) that ∂ζ̂1 = ∂ζ̂2 and hence Dyζ1 = Dyζ2. We deduce that ζ1 = ζ2 since they
belong to B1,p#A. Now, taking in (5.16) ξ = Du0(x)+Dωu1(x, ω), and comparing the
resulting equation with (5.15), we get by the uniqueness of the solution of (5.16)
that u2(x, ω, ·) = ζ(x, ω,Du0(x, ω) + Dωu1(x, ω)) for a.e. (x, ω) ∈ Q × Ω. This
shows the uniqueness of u2. The same process shows the uniqueness of u1 and
of u0. We conclude that u is unique so that the convergence results (5.8) and
(5.9) hold for the whole sequence ε as expected. This completes the proof of the
theorem. 
One can work out some homogenization problems related to problem (5.3), (5.4)
and (5.5). In particular one can solve:
(P)1 The coupled stochastic-periodic homogenization problem stated as
follows: For each fixed (x, ω, λ) ∈ Q×Ω×RN , the functions y 7→ a(x, ω, y, λ)
and y 7→ b(x, ω, y), are Y -periodic where Y = (0, 1)N . Here we get the
homogenization of (5.3) with A = Cper(Y ).
(P)2 The coupled stochastic-almost periodic homogenization problem
stated as follows:
a(x, ω, ·, λ) ∈ (AP (RN ))N for any (x, ω, λ) ∈ Q× Ω× RN ;
b(x, ω, ·) ∈ AP (RN ) for a.e. (x, ω) ∈ Q× Ω
where here, AP (RN ) is the algebra of all Bohr almost periodic complex
functions [5] defined as the algebra of functions on RN that are uniformly
approximated by finite linear combinations of functions in the set {γk : k ∈
RN} with γk(y) = exp(2iπk·y) (y ∈ RN ). It is known that AP (RN ) satisfies
assumptions of Theorem 8 (see [32]). We are led to the homogenization of
(5.3) with A = AP (RN ).
(P)3 The coupled stochastic-weakly almost periodic homogenization
problem I:
a(x, ω, ·, λ) ∈ (WAP (RN ))N for any (x, ω, λ) ∈ Q× Ω× RN ;
b(x, ω, ·) ∈ AP (RN ) for a.e. (x, ω) ∈ Q× Ω
where WAP (RN ) is the algebra of weakly almost periodic functions on RN
[19, 32]. It is known [32] that WAP (RN ) satisfies hypotheses of Theorem 8
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with moreover, AP (RN ) ⊂ WAP (RN ). This leads to the homogenization
of (5.3) with A =WAP (RN ).
(P)4 The coupled stochastic-weakly almost periodic homogenization
problem II:
a(x, ω, ·, λ) ∈ (AP (RN ))N for any (x, ω, λ) ∈ Q× Ω× RN ;
b(x, ω, ·) ∈WAP (RN ) for a.e. (x, ω) ∈ Q× Ω
which yields the homogenization of (5.3) with A =WAP (RN ).
(P)5 The fully coupled stochastic-weakly almost periodic homogeniza-
tion problem III:
a(x, ω, ·, λ) ∈ (WAP (RN ))N for any (x, ω, λ) ∈ Q× Ω× RN ;
b(x, ω, ·) ∈WAP (RN ) for a.e. (x, ω) ∈ Q× Ω.
Here the suitable H-supralgebra is A =WAP (RN ).
The same remark as the one made at the end of the preceding section is also valid
in this case, namely, the results of this section apply in all the environments: the
deterministic one and the stochastic one as well. This is also true for the reiterated
deterministic framework as seen in the preceding section. This therefore extends
all the results of the paper [32] since in the case when Ω = ∆(Az) we do not need
to make any ergodicity assumption on the algebra Az as it was the case in [32].
6. Application to the homogenization of a model of rotating fluids
Throughout this section, all the vector spaces are assumed to be real vector
spaces, and the scalar functions are assumed real valued.
6.1. Introduction and preliminary results. It is well known that the flows of
commonly encountered Newtonian fluids are modeled by the Navier-Stokes equa-
tions. These flows are sometimes laminar, sometimes turbulent. Unfortunately,
in reality, the flows of fluids are almost always turbulent. Thus starting from two
identical situations, the flow may evolve very differently. This explains its dual
nature of being both deterministic and unpredictable (random).
In this section, our goal is not to establish the conditions for the prediction of
the turbulence, but to describe the asymptotic behavior of a model of turbulence.
More precisely we study the asymptotic behavior, as 0 < ε → 0, of the following
three dimensional Stokes equation
(6.1)
P εuε + h
ε × uε + gradpε = f in Q
divuε = 0 in Q
uε = 0 on ∂Q.
Let us make precise the data in (6.1). Let Q be a smooth bounded open set in RNx
(N = 3); in Q we consider the partial differential operator
P ε = −
N∑
i,j=1
∂
∂xi
(
aij (x, T (x/ε1)ω, x/ε2)
∂
∂xj
)
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where T is an N -dimensional dynamical system acting on the probability space
(Ω,M, µ), the functions aij ∈ C(Q;L∞(Ω;B(RNy ))) (1 ≤ i, j ≤ N) satisfy the
following assumptions:
(6.2) aij = aji
and there exists a constant α > 0 such that
(6.3)
N∑
i,j=1
aij(x, ω, y)λiλj ≥ α |λ|2 for all λ = (λi) ∈ RN , all x ∈ Q
and for almost all (ω, y) ∈ Ω× RN .
The operator P ε defined above is assumed to act on vector functions as follows:
for u = (ui)1≤i≤N ∈ H1(Q)N = (W 1,2(Q))N we have P εu = (P εui)1≤i≤N . The
function hε is defined by hε(x, ω) = h(T (x/ε1)ω, x/ε2) for (x, ω) ∈ Q × Ω, where
h = (hi) ∈ L∞(Ω;B(RNy ))N . Likewise, for two vector functions u = (ui) and
v = (vi) both in L2(Q)N , u×v denotes the exterior product of u and v defined to
be the vector w = (wi) with
(6.4) wi =
N=3∑
j,k=1
εijku
jvk (1 ≤ i ≤ N = 3)
where εijk is the totally antisymmetric tensor defined as follows: εiii = 0 for 1 ≤ i ≤
3, and ε123 = ε231 = ε312 = 1 and ε321 = ε213 = ε132 = −1; ∂u/∂xj stands for the
vector (∂u1/∂xj, . . . , ∂u
N/∂xj). Finally, the function f lies in L
∞(Ω;H−1(Q)N ) =
L∞(Ω; (W−1,2(Q))N ) and grad p (for p ∈ L2(Q)) designates the gradient of p,
sometimes denoted by Dp.
It is known that the problem (6.1) (for each fixed ε > 0 and for µ-almost all
ω ∈ Ω) uniquely determines a couple (uε(·, ω), pε(·, ω)) ∈ H10 (Q)N × (L2(Q)/R),
which therefore yields a unique couple (uε, pε) ∈ H10 (Q;L2(Ω))N×L2(Ω;L2(Q)/R).
Thus we have in hand a sequence ((uε, pε))ε>0 and we aim at investigating its
asymptotic behavior, as ε → 0, under suitable assumptions on aij (1 ≤ i, j ≤ N)
and on h. It is worth noting that there exist many references on the homogenization
of Stokes equations in the periodic setting as well as in the stochastic setting.
We assume throughout this section that A is an algebra with mean value on RNy .
In the study of the problem (6.1) the following issues arise:
(1) To establish the conditions under which the solutions of (6.1) converge as
ε→ 0;
(2) To determine the boundary value problem for the limit function.
These issues will be addressed in the next subsection. Prior to this, we introduce
the following space:
H10(Q) = {u ∈ H10 (Q)N : divu = 0}.
This is a Hilbert space under the Hilbertian norm of H10 (Q)
N defined by
‖v‖H10 (Q)N =
(
N∑
k=1
∫
Q
∣∣∇vk∣∣2 dx)1/2 , v = (vk) ∈ H10 (Q)N
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with ∇vk denoting the gradient of vk ∈ H10 (Q). Next we introduce the bilinear
form aε(ω; ·, ·) defined as follows:
aε(ω;u,v) =
N∑
i,j,k=1
∫
Q
aεij(x, ω)
∂uk
∂xj
∂vk
∂xi
dx (u = (uk), v = (vk) ∈ H10 (Q)N ).
One easily sees by (6.2)-(6.3) that aε(ω; ·, ·) is symmetric and satisfies the coercivity
assumption
(6.5) aε(ω;v,v) ≥ α ‖v‖2H10 (Q)N (v ∈ H
1
0 (Q)
N , 0 < ε < 1).
Moreover we have |aε(ω;u,v)| ≤ c ‖u‖H10 (Q)N ‖v‖H10 (Q)N for every u,v ∈ H
1
0 (Q)
N
and 0 < ε < 1, where c is a positive constant independent of ε and of ω ∈ Ω.
In the sequel we will use the following notation: the stochastic divergence oper-
ator divω,2 will be merely denoted by divω. With this in mind, we will make use of
the following spaces:
W 1,2divω (Ω) = {u ∈ W1,2(Ω)N : divωu = 0}
and
B1,2divy = {u ∈ (B
1,2
#A)
N : divyu = 0}
where divyu =
∑N
i=1 ∂u
i/∂yi and divωu =
∑N
i=1Di,ωu
i, and of their smooth coun-
terparts
W∞divω (Ω) = {u ∈ C∞(Ω)N : divωu = 0}
and
A∞divy/R = {u ∈ (A∞)N :M(u) = 0 and divyu = 0}.
The following result holds.
Lemma 4. The space IN2 (W∞divω(Ω)) (resp. (J1◦̺)N (A∞divy/R)) is dense inW 1,2divω(Ω)
(resp. B1,2divy) where, for u = (ui)i ∈ A∞divy/R, (J1 ◦ ̺)N (u) = (J1(̺(ui)))i, and, for
u = (ui)i ∈ W∞divω (Ω), IN2 (u) = (I2(ui))i.
Proof. As regard the denseness of W∞divω (Ω) in W 1,2divω (Ω), this follows in the same
way as the proof of [49, Lemma 2.3]. Concerning the next part, as it was seen
in Section 2, when Ω = ∆(A), the space C∞(Ω) is just replaced by the space
G1(̺(A∞)) = G(A∞) = D(∆(A)). Moreover the algebra A being ergodic, the in-
variant functions (for the dynamical system induced by the translations on ∆(A))
consist of constants. Therefore we have W1,2(∆(A)) = G1(B1,2#A) = W 1,2# (∆(A))
(see (2.13) and (2.14) for the properties of G1). Let us recall that W1,2(∆(A))
is the completion of C∞(∆(A)) ≡ D(∆(A)) with respect to the seminorm (2.1)
(see Section 2), which is also the completion with respect to the same seminorm
of C∞(∆(A))/R = {u ∈ D(∆(A)) : ∫
∆(A)
udβ = 0} = D(∆(A))/R (that is,
W 1,2# (∆(A))) since any u ∈ C∞(∆(A)) invariant (for the dynamical system in-
duced on ∆(A) by the translations on RN ) is constant. Hence, using once again
[49, Lemma 2.3] we get the last part, and the lemma is proved. 
Now, let Ddiv(Q) = {ϕ ∈ C∞0 (Q)N : divϕ = 0}. It is known [28, 42] that
Ddiv(Q) is dense in H10(Q). Next set
F10 = H
1
0(Q; I
2
nv(Ω)) × L2(Q;W 1,2divω(Ω)) × L2(Q × Ω;B
1,2
divy
)
44 MAMADOU SANGO AND JEAN LOUIS WOUKENG
and
F∞0 = [Ddiv(Q; I2nv(Ω))]× [C∞0 (Q)⊗ IN2 (W∞divω(Ω))] × [C∞0 (Q)⊗ C∞(Ω)⊗
(J1 ◦ ̺)N (A∞divy/R)]
where: Ddiv(Q; I2nv(Ω)) is defined to be the space of those u ∈ (C∞0 (Q)⊗ I2nv(Ω))N
such that divu = 0 (and the other members of the Cartesian product in F∞0 are
defined as usual) and H10(Q; I
2
nv(Ω)) = {u ∈ H10 (Q; I2nv(Ω))N : divu = 0}. Then
thanks to Lemma 4, the space F∞0 is dense in F10.
6.2. Homogenization result. Our goal in this subsection is the study of the as-
ymptotic behavior of (uε)ε>0 (the sequence of solutions to (6.1)) under the following
assumptions:
(6.6) aij(x, ω, ·) ∈ A for all (x, ω) ∈ Q× Ω, 1 ≤ i, j ≤ N ;
(6.7) h ∈ L∞(Ω;A)N .
We are now able to state and prove the homogenization result of this section.
Theorem 13. Assume (6.6)-(6.7) hold. For each 0 < ε < 1 and for a.e. ω ∈ Ω let
uε(·, ω) = (ukε (·, ω)) ∈ H10(Q) be defined by (6.1). Then as ε→ 0,
(6.8) uε → u0 stoch. in L2(Q× Ω)N -weak
and
(6.9)
∂ukε
∂xj
→ ∂u
k
0
∂xj
+Dj,ωu
k
1 +
∂uk2
∂yj
stoch. in L2(Q × Ω)-weak Σ (1 ≤ j, k ≤ N)
where u = (u0,u1,u2) ∈ F10 (with ui = (uki )1≤k≤N , 0 ≤ i ≤ 2) is the unique
solution to the following variational problem:
(6.10)
{
a(u,v) +
∫∫
Q×Ω
(h˜× u0) · v0dxdµ = 〈f ,v0〉
for all v = (v0,v1,v2) ∈ F10
with:
a(u,v) =
N∑
i,j,k=1
∫∫
Q×Ω×∆(A)
âij(x, ω, s)
(
∂uk0
∂xj
+Dj,ωu
k
1 + ∂j û
k
2
)
×
(
∂vk0
∂xi
+Di,ωv
k
1 + ∂iv̂
k
2
)
dxdµdβ;
h˜(ω) =
∫
∆(A)
ĥ(ω, s)dβ;
〈f ,v0〉 =
∫
Ω
(f(·, ω),v0(·, ω))H−1(Q)N ,H10 (Q)N dµ
and
∂j ûk2 = G1(∂uk2/∂yj) (and a same definition for ∂iv̂k2 ).
Proof. We have (for each 0 < ε < 1 and for µ-a.e. ω ∈ Ω)
(6.11)
aε(ω;uε(·, ω),v) +
∫
Q
(hε(·, ω)× uε(·, ω)) · vdx −
∫
Q
pε(·, ω) div vdx
= (f(·, ω),v) for all v ∈ H10 (Q)N
where (f(·, ω),v) ≡ (f(·, ω),v)H−1(Q)N ,H10 (Q)N . Taking the particular v = uε(·, ω)
in (6.11) and using the fact that (hε(·, ω) × uε(·, ω)) · uε(·, ω) = 0, we obtain
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immediately that the sequence (uε(·, ω))ε>0 is bounded in H10 (Q)N uniformly in ω.
On the other hand, it is an easy task (using the above boundedness condition) to
see that
|(gradpε(·, ω),v)| ≤ c ‖v‖H10 (Q)N for all v ∈ H
1
0 (Q)
N ,
c being a positive constant independent of ω and of v ∈ H10 (Q)N . Hence, the
sequence (grad pε(·, ω))0<ε<1 is bounded in H−1(Q)N independently of ω ∈ Ω.
Therefore, using a well-known argument (see e.g. [42, p. 15]) we deduce that the
sequence (pε(·, ω))0<ε<1 is bounded in L2(Q)N independently of ω. So, given an
arbitrary ordinary sequence E, Theorems 5 and 8 give rise to a subsequence E′
from E and functions u0 = (u
k
0) ∈ H10 (Q; I2nv(Ω))N , u1 = (uk1) ∈ L2(Q;W1,2(Ω))N ,
u2 = (u
k
2) ∈ L2(Q × Ω;B1,2#A)N , p0 ∈ L2(Q × Ω;B2A) such that, as E′ ∋ ε → 0 we
have (6.8)-(6.9) and
(6.12) pε → p0 stoch. in L2(Q× Ω)-weak Σ.
It is easy to see that, due to the equality divuε = 0, we have divu0 = 0, divω u1 = 0
and divyu2 = 0. Therefore u = (u0,u1,u2) ∈ F10. The next step is to show that
u solves equation (6.10). To this end, let Φ = (Ψ0, I
N
2 (Ψ1), (J1 ◦ ̺)N (Ψ2)) ∈ F∞0 ;
define Φε := Ψ0+ ε1Ψ
ε
1+ ε2Ψ
ε
2, that is, Φε(x, ω) = Ψ0(x, ω)+ ε1Ψ1(x, T (x/ε1)ω)+
ε2Ψ2(x, T (x/ε1)ω, x/ε2) for (x, ω) ∈ Q× Ω. We have, in view of (6.11),
(6.13)
∫
Ω
aε(ω;uε,Φε)dµ+
∫
Q×Ω
(hε × uε) ·Φεdxdµ−
∫
Q×Ω
pε divΦεdxdµ
=
∫
Ω(f(·, ω),Φε(·, ω))dµ.
We need to pass to the limit in (6.13). Starting from the term
∫
Ω a
ε(ω;uε,Φε)dµ,
proceeding as in the proof of Theorem 9 we get∫
Ω
aε(ω;uε,Φε)dµ→ a(u,Φ) as E′ ∋ ε→ 0.
From the definition of hε × uε, it readily follows from Proposition 8 (taking there
hiψ0,j ∈ K(Q;L∞(Ω, A)) as a test function, where Ψ0 = (ψ0,i)1≤i≤N ) that, as
E′ ∋ ε→ 0, ∫
Q×Ω
(hε × uε) ·Φεdxdµ→
∫
Q×Ω
(h˜× u0) ·Ψ0dxdµ,
and due to (6.12), as E′ ∋ ε→ 0,∫
Q×Ω
pε divΦεdxdµ→
∫∫
Q×Ω×∆(A)
p̂0(divΨ0 + divωΨ1 + d̂ivyΨ2)dxdµdβ,
which, with the fact that Φ ∈ F∞0 (which yields divΨ0 = 0, divω Ψ1 = 0 and
divy Ψ2 = 0) gives ∫
Q×Ω
pε divΦεdxdµ→ 0 when E′ ∋ ε→ 0.
Moreover one obviously has
∫
Ω(f(·, ω),Φε(·, ω))dµ →
∫
Ω(f(·, ω),Ψ0(·, ω))dµ when
E′ ∋ ε→ 0.
Finally, taking into account all the above facts, a passage to the limit in (6.13)
when E′ ∋ ε→ 0 yields
a(u,Φ) +
∫∫
Q×Ω
(h˜× u0) ·Ψ0dxdµ = 〈f ,Ψ0〉
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for allΦ ∈ F∞0 . Using the continuity of the linear form v0 7→
∫∫
Q×Ω
(h˜×u0)·v0dxdµ
on H10(Q; I
2
nv(Ω)) (recall that h˜ ∈ L∞(Ω)N ) associated to the density of F∞0 in F10,
we are led at once to (6.10). Finally, from the equality
∫∫
Q×Ω
(h˜×u0) ·u0dxdµ = 0
it classically follows that the solution of (6.10) is unique. Therefore (6.8)-(6.9) hold
for the whole sequence ε > 0 as claimed. 
6.3. Some applications of Theorem 13. We give in this subsection some con-
crete situations in which Theorem 13 is applicable. First of all, we recall that we
will only need to satisfy assumptions (6.6)-(6.7). With this in mind, we see that
one can solve the following homogenization problems:
(P)1 The coupled stochastic-periodic homogenization problem stated
as follows: For each fixed 1 ≤ i, j ≤ N and for µ-a.e. ω ∈ Ω and a.e.
x ∈ Q, the functions y 7→ aij(x, ω, y) and y 7→ h(ω, y) are Y -periodic,
where Y = (0, 1)N . Thus, we are led to the homogenization of (6.1) under
the above assumptions, but with A = Cper(Y ).
(P)2 The coupled stochastic-almost periodic homogenization problem
stated as follows:
aij(x, ω, ·) ∈ AP (RN ) and h(ω, ·) ∈ (AP (RN ))N .
The homogenization of (6.1) follows with A = AP (RN ).
(P)3 The coupled stochastic-perturbed almost periodic homogeniza-
tion problem:
aij(x, ω, ·) ∈ AP (RN ) + C0(RN ) and h(ω, ·) ∈ (Cper(Y ))N
where C0(RN ) is the space of functions on RN that vanish at infinity. It is
a fact that A = AP (RN ) + C0(RN ) is an ergodic H-supralgebra (called the
algebra of perturbed almost periodic functions) satisfying the assumptions
of Theorem 8; see [32]. Thus we get the homogenization of (6.1) with the
above A.
(P)4 The coupled stochastic-weakly almost periodic homogenization
problem stated either as
aij(x, ω, ·) ∈WAP (RN ) and h(ω, ·) ∈ (AP (RN ))N
or
aij(x, ω, ·) ∈WAP (RN ) and h(ω, ·) ∈ (WAP (RN ))N .
In each of the above cases we are led to the homogenization of (6.1) with
A =WAP (RN ).
(P)5 The coupled stochastic-deterministic homogenization problem in
the Fourier-Stieltjes algebra. We first need to define the Fourier-
Stieltjes algebra FS(RN): The Fourier-Stieltjes algebra on RN is defined
as the closure in B(RN) of the space
FS∗(R
N ) =
{
f : RN → R, f(x) =
∫
RN
exp(ix · y)dν(y) for some ν ∈M∗(RN )
}
whereM∗(RN ) denotes the space of complex valued measures ν with finite
total variation: |ν| (RN ) <∞. We denote it by FS(RN ). Since by [19] any
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function in FS∗(R
N ) is a weakly almost periodic continuous function, we
have that FS(RN ) ⊂ WAP (RN ). Moreover thanks to [14, Theorem 4.5]
FS(RN ) is a proper subalgebra of WAP (RN ).
As FS(RN ) is an ergodic algebra which is translation invariant (this
is easily seen: indeed FS∗(R
N ) is translation invariant) we see that the
hypotheses of Theorem 8 are satisfied with algebra A = FS(RNy ).
With all the above in mind, we see that one can solve the homogenization
problem for (6.1) under the assumption:
aij(x, ω, ·) ∈ FS(RN) and h(ω, ·) ∈ (AP (RN ))N .
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