Abstract. We present a method for computing a posteriori error bounds for piecewise linear approximate solutions of elliptic equations of monotone type. The method is based on a relation between a line integral on an edge of a triangle and volume integrals in the triangle.
Introduction
There has been a great deal of work on a priori error estimates for numerical solutions of linear and nonlinear elliptic equations. A priori estimates can give convergence rates on mesh size, but cannot provide actual error bounds. A priori error bounds usually contain higher derivatives of exact solutions whose existence is often assumed.
In contrast with a priori error estimates, there are only a few results concerning a posteriori error estimates in essentially two-dimensional problems. Babuska and Rheinboldt have developed a theory of a posteriori error estimates for finite element solutions of one-dimensional linear problems [1] . Based on this theory, local mesh refinements have been carried out successfully for sample problems [3] . They have further extended their ideas to two-dimensional linear elliptic problems and have obtained lower and upper error estimators for finite element solutions [2] . However, in general, only approximations of these estimators can be computed. Bank and Weiser [4] have also given a method for getting a posteriori error bounds for finite element calculations. The problem treated there is a linear elliptic equation with a Neumann condition.
In this work, we propose a method for computing a posteriori error bounds for continuous piecewise linear approximate solutions of elliptic equations of monotone type. The fact that approximate solutions are piecewise linear plays an essential role in our analysis. Generally, numerical solutions do not necessarily have a continuous piecewise linear form. So the computed data are interpolated piecewise linearly in order to apply our method. We permit that the data include rounding errors. The success of our analysis lies in a relation between an integral on an edge of a triangle and volume integrals in the triangle. This relation will be given in Lemma 1. Combining the relation with a jump in normal derivative of computed solutions at interelement boundaries enables us to get an expression for an inner product on errors. The expression can be bounded from above using the Schwarz inequality. On the other hand, a bound from below of the inner product is easily derived with the aid of a monotonicity condition. Thus, computable error bounds can be obtained. The error bounds are quadratic functions of free parameters. Optimal error bounds are obtained by solving quadratic minimization problems. The feature of our method is that error estimates do not require the high regularity for the exact solution of the original problem. It suffices to assume only an Hx regularity for the solution. In the last section, the effectiveness of our method will be examined through several numerical results.
Problem and notation
Let Q be a bounded polyhedral domain in R2 with boundary <9Q. We H2. There exist a > 0 and ß > 0 such that for v , w £ H0X (Q),
Under assumptions HI and H2, (2.3) has a unique solution in //0l(^) (see [5, pp. 143, 247] ).
Consider a triangulation of Q and denote the triangles by t , t_ , and t+ . Let F be the set of triangles. The edges of triangles are denoted by y and y,. Let Eq be the set of edges not on dû., and Eda the set of edges on 9Í1. Put E = EaU Egçi. The boundary of the triangle t is denoted by dx. Let (•, «)T be the L2(x) inner product and (•, •),, the L2(y) inner product.
For each edge in E, we determine a normal direction which is denoted by n. Let two triangles sharing an edge y in £ß be t_ and t+ , where n is outward from t_ (see Figure 1 ). 
A PRELIMINARY RESULT
Let t be a triangle and let the three edges of the triangle be yx,y2, and 73. Denote the vertices corresponding to yx, y2, and 73 by (xi, yx), (x2, y2), and (x3,y3), respectively.
We have the following lemma. 
Integrating by parts, Using again integration by parts, we get
substituting (3.2) and (3.3) into the right-hand side of (3.1) leads to the left-hand side of (3.1).
We shall derive the formula in Lemma 1. Consider the triangle t with the vertices A(xx, yx), B(x2, y2), and C(X3, y3) (see Figure 2) . A linear transformation mapping O, P, and Q in the master element to A, B, and C, respectively, is given by
Xi , y = (y2 -y.\ )x + (y3 -y 1 ) y + yx.
For g £ Hx(x), we define G(X, Y) by
and apply formula (3.1) to this G. By the change of variables h-¡X = s with h-} = \J(x2 -xx)2 + (y2-yx)2 , the left-hand side of (3.1) becomes x2 -xx y2-yx xs + xx, y-±-r-s + yx and dX dY = \Jr\dxdy, we have
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Using the relations
we further have whose inner product version is the desired result. D This relation is a formula changing a line integral on an edge into the sum of three volume integrals over x. By virtue of this formula, we can rewrite the line integrals appearing in partial integrations of the gradient term by elementwise volume integrals.
Main results
Let uh be a continuous piecewise linear interpolant for data obtained by solving (2.3) by some approximate methods. From now on, we call this uh a piecewise linear interpolate solution of (2.3). Let x be any triangle in F and denote the three edges of x by yx, y2 , and 73. The following lemma holds. For an edge y in Eci, let two triangles sharing y be t_ and x+ as in Figure  1 . By Lemma 1, We are now ready to describe our main result.
Theorem. Let u be a solution of (2.3) and let uh be a piecewise linear interpolate solution of (2.3). Let a and ß be defined in assumption H2. Then we have, for e = u-uh , Combining this with (4.5) and taking the inf of (L|| -Ahuh +fh\\ + \\rh\\)2 gives the second estimate. D
Numerical results
In this section, we apply our a posteriori error estimating method to three nonlinear elliptic problems and verify the effectiveness of our method. > \\v -w\\2 + \\V(v -w)\\2, because (u3 -w3, v -w) > 0 holds. Therefore, the two estimates in our theorem can be applied with a = ß = X . For the present problem, we use the second estimate, since it gives sharper bounds than the first.
The interval (0,1) is divided into m equidistant subintervals and a triangulation is made as in Figure 3 .
Numerical solutions uh with a piecewise linear form were obtained by minimizing the functional
Next, optimal error bounds were computed by solving the quadratic minimization problem inf w ■^2II -aV + (Uh)3 + Uh -gx ||2 + H^H2 where K = \/2n. We compared these optimal error bounds with the exact errors -^/2||e||2 + ||Ve||2 . A posteriori error bounds using natural parameters were also computed for comparison. We see from this table that the ratio of the optimal error bounds to the exact errors is about 1.7. The error bounds using natural parameters are too large.
The second problem is Problem 2.
-Au + u3 = g2 inQ = (0, 1) x(0, 1),
The function g2 is chosen such that u(x, y) = Sx(y -1) sin(7rj;(x -1)) satisfies the above equation. Assumption H1 is easily verified. Assumption H2 is fulfilled with a = 0 and ß = X, since (V(v -w), V(v -w)) + (v3 -w3, v -w) > \\V(v -w)\\2. Hence, the second estimate in our theorem holds. We make a triangulation as in Problem 1 (see Figure 3 where K = Vln . As in Problem 1, we compared such optimal errors with the exact errors ||Ve|| and a posteriori errors using natural parameters.
error bounds in the case that m 11 Ve 11 optimal error bounds all parameters are equal to 0 The last problem is Problem 3. for K = Vin, assumption H2 is fulfilled with a = 0 and ß = X -X/K2.
Thus the second estimate in our theorem holds. We make a triangulation as in Problem 1 (see Figure 3 ). Piecewise linear solutions uh were obtained by minimizing the functional /J¡ \Vun\l + sin(un)-giun\ dxdy.
The quadratic minimization problem inf w rpjH -Ahuh + cos(uh) -ft ||2 + ||rA||2 was solved to get optimal error bounds. Furthermore, these optimal errors were compared with the exact errors ||Ve|| and a posteriori errors using natural parameters.
error bounds in the case that m ||Ve|| optimal error bounds all parameters are equal to 0 The ratio of the optimal errors to the exact errors is about 1.8. The results obtained using natural parameters are too large.
The experiment was performed by using Turbo Pascal Ver.5.5 on the personal computer EPSON PC-286UX.
