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ABSTRACT
Predictions for the rate of inbreeding (DF) in populations with discrete generations undergoing selection
on best linear unbiased prediction (BLUP) of breeding value were developed. Predictions were based on
the concept of long-term genetic contributions using a recently established relationship between expected
contributions and rates of inbreeding and a known procedure for predicting expected contributions.
Expected contributions of individuals were predicted using a linear model, ui(x) 5 a 1 bsi, where si denotes
the selective advantage as a deviation from the contemporaries, which was the sum of the breeding values
of the individual and the breeding values of its mates. The accuracy of predictions was evaluated for a
wide range of population and genetic parameters. Accurate predictions were obtained for populations of
5–20 sires. For 20–80 sires, systematic underprediction of on average 11% was found, which was shown
to be related to the goodness of fit of the linear model. Using simulation, it was shown that a quadratic
model would give accurate predictions for those schemes. Furthermore, it was shown that, contrary to
random selection, DF less than halved when the number of parents was doubled and that in specific cases
DF may increase with the number of dams.
IN genetic evaluation of individuals, best linear unbi- lead to increased rates of inbreeding (e.g., Robertson1961; Belonsky and Kennedy 1988; Toro et al. 1988).ased prediction (BLUP; Henderson 1963, 1975) of
additive genetic merit is an increasingly applied proce- High rates of inbreeding (i.e., small effective population
size) cause a decrease in genetic variation and a de-dure in a variety of fields. Though developed in the
context of livestock breeding programs, BLUP is now creased accumulation of mutational variance (e.g.,
Lynch and Hill 1986; Keightley and Hill 1987; Weibecoming an integral component of tree breeding
et al. 1996), resulting in a reduction of long-term selec-(Kerr 1998), is being used in selection experiments,
tion response and fitness. To safeguard the genetic varia-and has recently been introduced into fish breeding
tion of the population in the long term, the rate of(Gjøen and Gjerde 1998). The BLUP procedure uti-
inbreeding needs to be restricted to an acceptable level.lizes information of all relatives in an optimal way to
Therefore, besides the expected selection response, onegive the most accurate prediction of additive genetic
needs to know the expected rate of inbreeding beforemerit. BLUP, therefore, has become the method of
being able to choose among breeding schemes. Thischoice for estimating breeding values of individuals
requires a method for predicting rates of inbreedingfrom field records of large and complex pedigrees
in populations undergoing BLUP selection, which is(Lynch and Walsh 1998). Selection on breeding values
currently lacking.estimated using BLUP allows for increased genetic selec-
The rate of inbreeding (DF) is proportional to thetion differentials and gives the highest response from
sum of squared longterm genetic contributions (Wraya single cycle of selection (Goffinet 1983). For this rea-
and Thompson 1990). Using genetic contributions,son, truncation selection on BLUP of additive genetic
Wray and Thompson (1990) obtained accurate predic-merit has often been regarded as the optimal selection
tions of DF for populations undergoing mass selection.procedure.
However, their method was complicated due to the re-In most selection schemes, however, a balance needs
cursive nature of the prediction procedure and the needto be found between short-term and long-term selection
for predicting the variance of long-term genetic contri-response. Selection schemes that maximize short-term
butions.response by utilizing all available information generally
Recently, on the basis of the concept of long-term
genetic contributions, a general procedure to predict
rates of inbreeding in selected populations was pre-
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TABLE 1
Notations used
Nm, Nf, d Number of sires, number of dams, mating ratio d 5 Nf/Nm
no, T Number of offspring born per dam, total number of candidates
px, tx Selected proportion and standardized truncation point for sex x
ix, kx Selection intensity, variance reduction coefficient for sex x
x Subscript, x 5 m or f denoting males or females
P, A, Aˆ Phenotype, breeding value, estimated breeding value (EBV)
b, xi 6 3 1 vector of index weights, 6 3 1 vector of index information sources
s2A, s2Aˆ Additive genetic variance, variance of Aˆ
r, h2 Accuracy of selection, heritability
rFS, rHS Sample correlation between EBVs of full sibs, and between EBVs of half sibs
DF, ri(x) Rate of inbreeding, long-term genetic contribution of individual i of sex x
si(x), s2s(x) Selective advantage of individual i of sex x, variance of si(x)
ui(x) Expectation of ri(x) conditional on si(x)
ax, bx Linear model for ui(x) 5 ax 1 bxsi(x)
P, pxy 2 3 2 matrix of regression coefficients of soffspring on sparent, element of P
L 2 3 2 matrix of regression coefficients of the number of selected offspring on sparent
lxy, mx(y) Element of L, expected number of offspring of sex y selected from parent of sex x
Vn(x), DVn(x) 2 3 2 matrix of variance of family size, deviation of Vn(x) from Poisson variance
dx Correction term needed when DVn(x) ? 0, see Equations 1 and 9
cedure, Bijma et al. (2000) developed predictions of DF female selection candidates were ranked on the BLUP
of their breeding value (i.e., the estimated breedingfor populations with discrete or overlapping generations
and mass selection. Woolliams and Bijma (2000) devel- value, denoted as Aˆ), and the highest ranking Nm males
and Nf females were selected to become sires and damsoped predictions for populations with discrete genera-
tions and sib-index selection. of the next generation. Each sire was mated at random
to d 5 Nf/Nm dams and each dam produced no offspringThe current article extends the procedure for pre-
dicting DF to populations with discrete generations that (1⁄2no of each sex). The total number of offspring born
per generation equaled, therefore, T 5 noNf, so thatare selected on BLUP of additive genetic merit, using
the general approach of Woolliams et al. (1999) and selected proportions were pm 5 1/(1⁄2nod) and pf 5 1/
Woolliams and Bijma (2000). The accuracy of predic- (1⁄2no). Selection and mating were iterated until equilib-
tions is evaluated by comparing predictions to rates of rium genetic variances (Bulmer 1971) were reached
inbreeding observed in simulated data. Furthermore, (see appendix a). The current prediction uses those
it is shown that with BLUP selection the relationship equilibrium genetic variances.
between DF and the size of the breeding scheme and Pseudo-BLUP selection index: To allow deterministic
between DF and the mating ratio differs qualitatively prediction of DF, BLUP selection was approximated by
from those relationships with random selection. Finally, the pseudo-BLUP selection index of Wray and Hill
in discussion, the current prediction method is com- (1989). As shown by Wray and Hill (1989), this selec-
pared to an extension of the method of Burrows tion index analogy of BLUP very closely approximates
(1984a,b). true BLUP selection. The Wray and Hill (1989) index
was simplified by using an orthogonal reparameteriza-
tion of the information sources, so that most informa-
DERIVATION OF EXPRESSIONS tion sources are independent. (The reparameterized
index is a BLUP analogy of the Wray et al. 1994 sibPopulation structure: This section describes the trait
index.) The advantage is that the (co)variance matrixand the population structure for which rates of inbreed-
of the information sources contains only a few nonzeroing were predicted. The model described in this section
elements. The reparameterized index for the ith candi-was also used in the stochastic simulations (see also
date was Aˆ 5 bTxi, where T denotes the transpose, Aˆi isBijma et al. 2000 for details on the simulation proce-
the estimated breeding value (EBV), b is a (6 3 1)dure). Table 1 shows the notation used. The infinitesi-
vector of weights, and xi is a 6 3 1 vector of informationmal model was assumed. Phenotypic values were the
sources for the ith candidate. Information sources insum of additive genetic values (breeding values) and
xi were as follows: (1) Aˆm, the EBV of the sire of i; (2)environmental values, P 5 A 1 E. Heritability was h2 5
(Aˆf 2 Aˆf), the EBV of the dam of i measured as a devia-s2A/s2P, where s2A is the additive genetic variance and
tion from the average EBV of the d dams mated to thes2P is the phenotypic variance.
sire; (3) Aˆ f ; (4) PHS, the phenotypic average of the nodA population with discrete generations was modeled.
Every generation, 1⁄2T male selection candidates and 1⁄2T half sibs of i (including i and its full sibs); (5) (PFS 2
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els are evaluated. First, the long-term genetic contribu-PHS), the phenotypic average of the no full sibs of i
tion is a linear function of the breeding value, denoted(including i) measured as a deviation from the half sibs;
“linear model.” Second, the long-term genetic contribu-and (6) (Pi 2 PFS), the phenotype of candidate i mea-
tion is a quadratic function of the breeding value, de-sured as a deviation from its full sibs. Information
noted “quadratic model.” For the quadratic model, com-sources 1 and 4, 3 and 4, and 2 and 5 are correlated; the
ponents of Equation 1 are estimated from simulatedothers are mutually independent. Iterative equations for
data; i.e., no fully deterministic prediction is presentedcalculating index weights, the accuracy of selection (r),
for the quadratic model.the correlation between estimated breeding values of
Rates of inbreeding are predicted in three steps. First,full sibs and of half sibs (intraclass correlation, rFS and
expected genetic contributions [ui(x)] are predicted us-rHS, where the bars denote the finite sample mean), and
ing the method of Woolliams et al. (1999). Second,equilibrium variances (Bulmer 1971) are given in ap-
Es(u2i(x)) is derived, which enables calculation of the firstpendix a.
term of Equation 1. Finally, dm and df are derived, giving
the term for deviations from Poisson. These steps arePrediction of rates of inbreeding
described in detail for the linear model, and modifica-
General: The prediction method is based on the con- tions for the quadratic model are noted afterward.
cept of long-term genetic contributions. The long-term Linear model: In the linear model, the selective ad-
genetic contribution (ri) of ancestor i in generation t1 vantage of sires was
is defined as the proportion of genes from i that are
si(m) 5 (Ai(m) 1 Af) 2 (Am 1 Af), (2)present in individuals in generation t2 deriving by de-
scent from i, where (t2 2 t1) ! ¥ (Woolliams et al. where Ai(m) is the breeding value of sire i, Af is the average
1993). In the remainder of this article, long-term genetic breeding value of the d dams mated to sire i, and the
contributions are referred to as “genetic contributions,” second term represents subtraction of the average. For
or just “contributions.” dams, the selective was
Rates of inbreeding were predicted from
si(f ) 5 [(Ai( f ) 1 Am) 2 (Af 1 Am)], (3)E(DF) 5 1⁄2[NmEs(u2i(m)) 1 NfEs(u2i( f ))] 1 1⁄8[Nmdm 1 Nfdf]
(1) where Am is the breeding value of the sire (i.e., the mate
of dam i). Note that si(m) and si( f ) are zero on average.(assuming random mating; Woolliams and Bijma Step 1, prediction of expected contributions: Expected con-
2000), where Es denotes the expectation with respect tributions (ui(x)) were predicted by linear regression onto the selective advantage, ui(x) is the expected genetic the selective advantage. For both sexes, the model was
contribution of a parent of sex x conditional on its
selective advantage si(x) (i.e., ui(x) 5 E[ri(x)jsi(x)]), and dx is ui(x) 5 E(ri(x)jsi(x)) 5 ax 1 bxsi(x). (4)
a term to correct the prediction of DF for deviations of
With discrete generations, am 5 1/(2Nm) and af 5 1/the variance of family size (Vn(x), where x 5 m or f ),
(2Nf) always. Solutions for bm and bf were obtained fromconditional on the selective advantage from indepen-
a simplified form of Equations 7b and 8 of Woolliamsdent Poisson variances. (The second term of Equation
et al. (1999),1 is referred to as “term for deviations from Poisson.”)
Throughout this article, family size refers to the number 3NmbmNfbf 4 5 (I2 2 1⁄2PT)21(1⁄2LT)3
Nmam
Nfaf
4 (5)of selected offspring of a parent, not to the number
of selection candidates. The selective advantage may
consist of any term that affects the long-term genetic (since with discrete generations the gene-flow matrix
can be replaced by 1/2), where I2 is the 2 3 2 identitycontribution of an ancestor (i.e., by affecting selection
of its offspring or of more distant descendants); e.g., it matrix, P is a 2 3 2 matrix of regression coefficients
pxy, being the regression coefficient of si(x) of a selectedcan be the breeding value.
To compute Equation 1, one needs to decide which offspring of sex x on sj(y) of its parent of sex y [e.g., p12
is the regression coefficient of si(m) of a selected maleelements should be included in the selective advantage.
In the current prediction, the selective advantage of offspring on sj( f ) of its dam], L is a 2 3 2 matrix of
regression coefficients, lxy being the regression coeffi-an individual is the sum of its breeding value and the
breeding values of its mate(s) (although other choices cient of the number of selected offspring of sex x on
sj,y of the parent of sex y [e.g., l21 is the regression ofare possible; see discussion). With mass selection, a
selective advantage consisting of linear terms of the the number of selected female offspring on si(m) of its
sire]. Matrices P and L are calculated using the methodbreeding value is sufficient for accurately predicting DF
(Bijma et al. 2000). However, when more emphasis is of Woolliams et al. (1999) as outlined in appendix b
of the current article.placed on family information, higher-order terms may
be required, as observed by Woolliams and Bijma Step 2, derivation of Es(u2i(x)): Since all terms of the selec-
tive advantage are expressed as a deviation from their(2000) for selection on a sib index. Therefore, two mod-
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mean, expectations of squares are equal to variances, Poisson, Var(ni) 5 E(ni), so that for diagonal elements
deviations from Poisson variances areso that E(s2i(x)) 5 s2s(x). Therefore, squaring Equation 4
and taking expectations gives
DVn(x) 5 Es{E[n2i ] 2 E[ni]2 2 E[ni]}
Es(u2i(x)) 5 a2x 1 b2xs2s(x), (6) 5 Es{E[ni(ni 2 1)]} 2 Es{E[ni]2}. (11)
and from Equations 2 and 3, Off-diagonal elements of Vn(x) represent the covariance
between the number of selected male and female off-s2s(m) 5 s2A[(1 2 kmr2) 1 (1 2 k f r2)/d](1 2 1/Nm) (7)
spring and are obtained following the same approach
s2s( f ) 5 s
2
A[(1 2 kmr2)(1 2 1/Nm) 1 (1 2 k f r2)(1 2 1/Nf)], as for the diagonal elements (appendix b).
(8) From Burrows (1984a),
where kx is Pearson’s (1903) variance reduction coeffi- Es{E[ni(ni 2 1)]}
cient (Falconer and Mackay 1996, p. 201).
» [n(n 2 1)N(N 2 1)]/[T(T 2 1)R(p, rfam)], (12)Step 3, calculation of dm and df: The term for deviations
from Poisson (i.e., the second term of Equation 1) re- where n is the number of candidates per family, N is
quires the calculation of dx. As an approximation, Wool- the total number selected, T is the total number of
liams and Bijma (2000) and Bijma et al. (2000) used candidates, and R(p, rfam) is the ratio of the probability
dx 5 aTDVn(x)a, where aT 5 (am af) and DVn(x) is the 2 3 of selecting two arbitrary candidates over the probability
2 matrix of deviations of the variance of family size from of selecting two family members, where p is the selected
independent Poisson variances. For example, DVn(m)(1, proportion and rfam is the intraclass correlation between
1) is the deviation of the variance of the number of family members. The probability of selecting two family
selected male offspring of a sire from the Poisson vari- members can be approximated using a result of Mendel
ance, and DVn(m)(1, 2) is the full covariance between the and Elston (1974; see appendix b). Wray et al. (1990)
number of selected male and female offspring, since observed that Equation 12 gives substantial bias in cases
independent Poisson variances would result in no co- where the number of parents is small compared to the
variances. When calculating dx, the approximation dx 5 number of offspring per parent and suggested an adjust-
aTDVn(x)a accounts only for the average contribution of ment to the selected proportion,
an offspring (i.e., a), whereas the effect of the selective
px,adj 5 (1 2 rfam)px 1 rfam max(px,1/Nm). (13)advantage of the parent on the contribution of its off-
spring is ignored. This effect can be included by using In Equation 13, px,adj is a weighted sum of the original
selected proportion and the selected proportion whendx 5 Es[u*Ti(x)DVn(x),iu*i(x)] (9)
selecting between families. Thus Equation 13 accounts
(see Equations 25–27 of Woolliams and Bijma 2000), for the fact that, with large rfam, selection moves toward
where u*Ti(x) 5 (u*j(m), u*j9( f ))x, with u*j(y) 5 E(rj(y)jsi(x), j is off- between-family selection. This is particularly important
spring of i), which is the expected contribution of se- when there are few families with a large number of
lected offspring j of sex y given the selective advantage candidates per family, so that selection needs to involve
si(x) of its parent i of sex x. The terms u*i(x) and DVn(x),i only one or two families. For schemes with few parents
are assumed independent and u*i(x) is calculated from (Nm 5 5 or 10), selection intensities and variance reduc-
tion coefficients were recalculated using px,adj and used
u*x 5 3am 1 bmpmxsi(x)af 1 bfpfxsi(x) 4, (10) in the calculation of R(px, py, rfam).In Equation 11, the term Es{E[ni]2} denotes the expec-
tation of the square of the expected number of selectedwhere p, as defined in Equation 5, represents the trans-
fer of the selective advantage from the parent to the offspring conditional on the selective advantage (de-
noted m). This term can be obtained from E{E[ni]2} 5offspring.
Equation 9 requires the calculation of DVn(x). With Es{m2} 5 Es{[n(1 1 ls)]2}, where n is the overall expected
number of offspring selected per parent (e.g.,fixed no, family size follows a correlated hypergeometric
distribution and the variance of family size can be ap- n 5 1 male offspring per sire and n 5 d female offspring
per sire, since population size is constant over time)proximated using a result of Burrows (1984a,b), as
described in detail in appendix d of Woolliams and and ls represents the change of the expected number
of selected offspring due to the selective advantage ofBijma (2000). Here we outline only the concept for a
single sex, without giving the derivation. Detailed equa- the parent. The extension to two sexes and a hierarchi-
cal mating structure is described in detail in Appendixtions are given in appendix b.
In general, variance of family size equals Var(ni) 5 D of Woolliams and Bijma (2000). The resulting equa-
tions for calculating DVn(x) used in the current predic-E[n2i ] 2 E[ni]2, where ni denotes family size after selec-
tion, conditional on the selective advantage. Diagonal tion and more details on the calculation of Equations
9 and 10 are in appendix b. An example of computationelements of Vn(x) represent the variance of the number
of selected offspring of a particular sex, and, with ni z is in Bijma and Woolliams (2000).
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TABLE 2Quadratic model: With the quadratic model, the se-
lective advantage consists of two terms. For sires, sTi(m) 5 Rates of inbreeding from simulation (DFsim) and
(si,1, si,2), where corresponding prediction errors for a
population with 10 siressi,1 5 (Ai(m) 1 Af) 2 (Am 1 Af) (14)
no 5 4 no 5 16si,2 5 s2i,1 2 s2i,1. (15)
Nf h2 DFsima Error (%) DFsima Error (%)For dams, sTi( f ) 5 (si,3, si,4), where
20 0.1 0.0347 28 0.0917 111si,3 5 (Am 1 Ai( f )) 2 (Am 1 Af) (16)
0.2 0.0323 24 0.0794 18
0.4 0.0289 25 0.0623 10si,4 5 s2i,3 2 s2i,3. (17)
0.6 0.0253 25 0.0474 24
For the quadratic model, components needed to com-
100 0.1 0.0378 24 0.0700 21pute Equation 1 were estimated from simulated data.
0.2 0.0333 24 0.0609 29
For step one, b was estimated as the multiple regression 0.4 0.0269 25 0.0452 210
of the long-term contribution of ancestors on their selec- 0.6 0.0224 25 0.0341 210
tive advantage (e.g., for sires, bT(m) 5 (b1, b2) was the
Predictions were obtained using px,corr (Equation 13). Nf,multiple regression of the long-term contribution of
number of dams; h2, initial heritability; no, number of offspringsires on si,1 and si,2). For step two, the (co)variance matrix per dam; error (%), 100% 3 (DFpred 2 DFsim)/DFsim; DFpred,
of si,1 through si,4 was estimated from the simulated data predicted rate of inbreeding from Equation 1 with linear
and the first term of Equation 1 was calculated analo- model.
a Standard errors of DFsim were #1% of the estimate.gous to Equation 6. For step three, Vn(x) and L were
estimated from simulated data and the term for devia-
tions from Poisson was calculated analogous to Equa-
Third, underpredictions were found for schemes withtions 9 and 10.
many sires and no 5 8 or 16. Table 4 shows the prediction
errors for Nm 5 80, d 5 2, and no 5 16, where errors
up to 219% were found. These were the largest errorsRESULTS
encountered throughout the whole range evaluated. To
Accuracy of predictions
Linear model: For the linear model, the accuracy of
TABLE 3predictions was tested over a wide range of values: all
Simulated (DFsim) rates of inbreeding and correspondingcombinations of Nm 5 5, 10, 20, 40, 60, or 80; d 5 1,
prediction errors for a population with 20 sires2, 3, 5, or 10; no 5 4, 8, or 16; and h2 5 0.1, 0.2, 0.4, or
0.6 were evaluated (due to computational restrictions, Nf
no 5 4 no 5 8was restricted to be #200; e.g., for Nm 5 80 only d 5 1
and d 5 2 were evaluated). Nf h2 DFsima Error (%) DFsima Error (%)
Three different ranges of results could be identified,
20 0.1 0.0182 25 0.0393 22exemplified in Tables 2 to 4. First, despite very large
0.2 0.0174 22 0.0359 23
rates of inbreeding (up to 12.5%), accurate predictions 0.4 0.0158 21 0.0295 24
were obtained for schemes with Nm 5 5 or 10 (Table 0.6 0.0143 22 0.0239 26
2). For those schemes, the term for deviations from
40 0.1 0.0184 29 0.0361 23Poisson was calculated using adjusted selected propor-
0.2 0.0171 25 0.0314 23
tions according to Equation 13. The maximum relative 0.4 0.0151 25 0.0251 26
error encountered for schemes with Nm 5 5 or 10 was 0.6 0.0130 25 0.0201 29
12%, which occurred with Nm 5 5, d 5 2, h2 5 0.1, and
60 0.1 0.0188 29 0.0350 22no 5 16. For schemes with Nm 5 5 or 10, the average 0.2 0.0172 26 0.0305 24
relative error was 22% and the standard deviation of 0.4 0.0146 25 0.0230 25
the relative error was 5%. 0.6 0.0123 24 0.0181 27
Second, a range with accurate predictions was found
100 0.1 0.0199 27 0.0347 3for Nm 5 20 (Table 3). For the schemes in Table 3, most 0.2 0.0178 26 0.0294 22
errors were negative, with a maximum of 29%. For 0.4 0.0145 26 0.0220 25
Nm 5 20, d 5 10, no 5 16, and h2 5 0.1 (data not shown), 0.6 0.0121 26 0.0168 27
an overprediction of 37% was encountered, which was
Nf, number of dams; h2, initial heritability; no, number ofdue to bias in Equation 12, and was reduced to 213%
offspring per dam; error (%), 100% 3 (DFpred 2 DFsim)/DFsim;when px,adj (Equation 13) was used. Note that this is an DFpred, predicted rate of inbreeding from Equation 1 with lin-
extreme scheme (i.e., im 5 2.59, rFS 5 0.86, rHS5 0.59, ear model.
a Standard errors of DFsim were #1% of the estimate.DFsim 5 0.0495).
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TABLE 5TABLE 4
Simulated rates of inbreeding (DFsim) and corresponding Simulated (DFsim) and predicted rate of inbreeding
with (DFpred) or without (DFpred) the term forprediction errors for a population with 80 sires, 160
dams, and 16 offspring per dam deviations from Poisson
no h2 DFsima DFpredb DFpredch2 DFsima Error (%)b Error (%)c Error (%)d
0.1 0.0210 217 219 27 4 0.1 0.0184 29 225
0.2 0.0171 26 2140.2 0.0171 219 219 26
0.4 0.0114 217 216 25 0.4 0.0151 26 24
0.6 0.0130 25 150.6 0.0079 215 212 24
16 0.1 0.0602 19 252h2, initial heritability.
0.2 0.0511 12 242a Standard errors of DFsim were #1% of the estimate.
b Error from full prediction with linear model. 0.4 0.0374 24 232
c Error from linear model with components of Equation 1 0.6 0.0280 29 224
estimated from simulation.
For Nm 5 20, Nf 5 40; h2, initial heritability; no, number ofd Error from quadratic model with components of Equation
offspring per dam.1 estimated from simulation; error (%), 100% 3 (DFpred 2
a Standard errors of DFsim were #1% of the estimate.DFsim)/DFsim; DFpred, predicted rate of inbreeding from Equa-
b Predicted rate of inbreeding with the term for deviationstion 1.
from Poisson.
c Predicted rate of inbreeding without the term for devia-
tions from Poisson.identify the origin of the underprediction, components
of Equation 1 were estimated from simulated data (for
the linear model) and DF was predicted from Equation
in Table 4, prediction errors became 225, 223, 218,1 using those estimates (Table 4). However, this did
and 216%. For schemes with no 5 4 or schemes withnot remove the underprediction, which indicates that
h2 . 0.2, prediction errors were only slightly affected.components of Equation 1 were predicted accurately
Therefore, Equations B32 and B33 are required onlyfor the linear model, but the linear model is insufficient
for schemes with no . 4, Nm . 20, and h2 # 0.2.for predicting DF when the number of parents is large,
Quadratic model: For schemes where the linearirrespective of DF.
model showed underprediction, DF was predicted usingThe accuracy of predictions for schemes that are not
the quadratic model with components of Equation 1included in Tables 2, 3, or 4 showed values in the range
estimated from simulation. Table 4 shows that the pre-of the schemes presented in the tables. For example,
diction error reduces from a maximum of 219% for thefor Nm 5 40, d 5 2, and no 5 4, prediction errors were
linear model to a maximum of 27% for the quadratic29, 27, 23, and 25% for h2 5 0.1, 0.2, 0.4, and 0.6,
model. For schemes with Nm $ 40, the average relativerespectively. The average error for schemes with Nm $
error was only 22% with a standard deviation of 3%40 was 210%.
for the quadratic model, whereas for the linear modelContribution of the term for deviations from Poisson to
the average relative error was 211% with a standardE[DF]: The prediction procedure would be simplified
deviation of 5%.considerably if the term for deviations from Poisson
Goodness of fit: Figures 1 and 2 show the relationshipcould be ignored or simplified. Therefore, DF was pre-
between the selective advantage [si(m)] and the geneticdicted omitting this term. Prediction errors in Table 5
contribution for sires from the linear model, the qua-reveal that the term for deviations from Poisson showed
dratic model, and the relationship observed in the simu-positive values in most cases and became very large for
lated data for Nm 5 80, d 5 2, h2 5 0.4, and no 5 4 or 16.schemes with large no and low h2. For the schemes in
For the linear model, predicted b was almost identical toTable 5, the term for deviations from Poisson contrib-
b estimated from the simulations and, therefore, onlyuted up to 55% of the total value. For Nm . 20, no 5 16,
the predicted relationship is presented. For no 5 4 (Fig-and h2 5 0.1 (data not shown), even larger contributions
ure 1), there is a relatively small difference betweenwere found. These large values of the term for deviations
the linear and the quadratic fit, and the linear modelfrom Poisson are due to remaining correlations between
showed only 23% error. (Approximately 95% of theselection probabilities of sibs after conditioning on the
individuals were within 6 2 SD, so deviations outsidelinear effect of the selective advantage (see discussion).
this range have limited impact.) For no 5 16 (FigureWe investigated whether the term for deviations from
2), there is substantial nonlinearity, and the quadraticPoisson can be simplified by ignoring any terms due to
fit is better than the linear fit (e.g., the linear modelb, in which case Equations B32 and B33 can be omitted.
assigned negative contributions to all individuals belowHowever, this increased the underprediction for
20.8 SD). For this scheme, the linear prediction showedschemes with Nm . 20, no 5 16, and h2 5 0.1 or 0.2 by
z8 and 4%, respectively. For example, for the schemes 217% error vs. 26% for the quadratic model.
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TABLE 6
Relation between the rate of inbreeding
and the number of parents
h2 5 0.1, no 5 16 h2 5 0.6, no 5 4
Nm DFsima Reductionb DFsima Reductionb
5 0.1252 — 0.0483 —
10 0.0917 0.27 0.0253 0.48
20 0.0602 0.34 0.0130 0.49
40 0.0364 0.40 0.0066 0.49
80 0.0210 0.42 0.0033 0.50
For a mating ratio of 2; Nm, number of sires; h2, initial
heritability; no, number of offspring per dam.
a Standard errors of DFsim were #1% of the estimate.
b Reduction, e.g., (0.1252 2 0.0917)/0.1252 5 0.27.
a positive selective advantage, the genetic contribution
increases rapidly with the selective advantage. For theFigure 1.—Relation between the genetic contribution
schemes in Figures 1 and 2, respectively, 31 and 68%(ri(m)) and the selective advantage (si(m)) for sires, with Nm 5
80, d 5 2, h2 5 0.4, and no 5 4. (…) Linear model; (—) of the selected sires made no long-term contribution at
quadratic model; (h) observed in simulated data. Note that all. For low heritabilities, the nonlinearity was even more
si(m) is in SD. extreme, e.g., for Nm 5 80, Nf 5 160, no 5 16, and h2 5
0.1, 83% of the sires had zero long-term contribution.
(The linear model predicted negative contributions forComparing Figures 1 and 2 shows that with increasing
z20% of the sires.) Not surprisingly, this scheme givesselection intensity, the contributions are increasingly
an extremely large rate of inbreeding, DFsim 5 0.0210affected by the selective advantage (i.e., the slope of the
(Table 4), almost 10 times that with random selectionlinear fit increases) and that for positive values of the
and 6.6 times that with mass selection.selective advantage the slope becomes steeper, whereas
for negative values the slope becomes flatter. For exam-
ple, for no 5 16, all individuals with a negative selective Relationship between DF and population parameters
advantage are expected to make the same (i.e., almost
Relationship between DF and the number of parents:zero) genetic contribution, whereas for individuals with
Table 6 shows the relationship between DF and the
number of parents for d 5 2. In the absence of selection,
E(DF) » 1/(8Nm) 1 1/(8Nf) (Falconer and Mackay
1996), showing that with random selection the rate of
inbreeding halves when the number of parents is dou-
bled. However, for BLUP selection with h2 5 0.2 and
no 5 16, the rate of inbreeding less than halves when
doubling the number of parents. For example, when
Nm increased from 5 to 10, DF reduced by only 27%.
For h2 5 0.6 and no 5 4, the reduction was closer to 50%.
Santiago and Caballero (1995) observed a similar
pattern for mass selection, but here the effect is much
larger.
The difference in the effect of doubling the number
of parents with and without selection is due to the effect
of a finite number of families on the intraclass correla-
tion between sibs and on the variance of family size.
For example, when Nm decreased from 80 to 5, the
intraclass correlations between sibs decreased from
rFS 5 0.86 and rHS 5 0.55 to rFS 5 0.78 and rHS 5 0.40
for schemes with h2 5 0.1 and no 5 16. This reductionFigure 2.—Relation between the genetic contribution (ri(m)) of the intraclass correlation was accurately predictedand the selective advantage (si(m)) for sires, with Nm 5 80, d 5
using the current method (see appendix a). Addition-2, h2 5 0.4, and no 5 16. (…) Linear model; (—) quadratic
model; (h) observed in simulated data. Note that si(m) is in SD. ally, for schemes with Nm 5 5 or 10, the correction of
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random selection. For schemes with high no, selection
intensity among males is already reasonably large, so
that the increase of im with d is limited. Therefore, those
schemes showed a decrease of DF with increasing d (e.g.,
this was found for Nm 5 20, no 5 16, and h2 5 0.1, data
not shown). When instead of no, the total number of
offspring was kept constant [i.e., by using no 5 T/(Nmd)],
the rate of inbreeding always decreased with increas-
ing d.
DISCUSSION
This article has presented a method to predict the rate
of inbreeding in populations with discrete generations
undergoing BLUP selection, which has not been possi-
ble until now. The method is based on the concept of
long-term genetic contributions (Wray and Thompson
1990), using the recently established relationship be-
tween rates of inbreeding and expected genetic contri-
butions (Woolliams and Bijma 2000) and the method
Figure 3.—Relation between the rate of inbreeding (DF) of Woolliams et al. (1999) for predicting expected ge-
and the mating ratio (d) for Nm 5 20. (…) Random selection; netic contributions.
(h) no 5 4, h2 5 0.6; (3) no 5 4, h2 5 0.1; (D) no 5 16, Quantitative genetics theory: The results have verifiedh2 5 0.6.
the theory developed by Woolliams and Bijma (2000),
showing that the simple form of the relationship be-
tween DF and expected contributions derived in thatthe selected proportions (Equation 13) further reduces
Vn(x) and this reduction is greater with higher intraclass article can be applied to challenging selection indices.
Examination of the results showed that this relationcorrelation, which reduces DF proportionally more for
schemes with large emphasis on family information (i.e., (i.e., Equation 1) was accurate over a range of DF from
0.3 to 12.5%. Even where significant errors were encoun-large no and low h2). For such schemes, increasing the
number of parents is an inefficient way of reducing DF. tered, further examination using a nonlinear model,
where expected contributions were derived from sto-Relationship between DF and mating ratio: With ran-
dom selection, DF decreases when the number of sires chastic simulation, showed that Equation 1 remained
accurate and that the inaccuracies were due to inade-is kept constant and the number of dams is increased.
Bijma et al. (2000) found a similar pattern for mass quacy of the linear model used to implement Equation
1. The issues surrounding the parameterization are ad-selection. Figure 3 shows the relationship between DF
and the mating ratio for BLUP selection with Nm 5 dressed in Execution of the methods.
Other methods, for example, the method of Bur-20. (Note that no remains constant.) The dotted line
represents random selection, for which DF 5 1/(8Nm) 1 rows (1984a,b), have accounted for only a single gener-
ation of inheritance of selective advantage and, there-1/(8Nf), and serves as a reference. Surprisingly, for no 5
4 and h2 5 0.1, Figure 3 shows an increase of DF when fore, systematically underpredict DF (Wray et al. 1990).
This can be illustrated by extending the method of Bur-Nf increases. This increase is due to an increased male
selection intensity when d increases, i.e., for d 5 1, pm 5 rows (1984a,b) to BLUP selection and two sexes (ap-
pendix c), which shows a systematic underprediction20/(20 3 1 3 4 3 1/2) 5 0.5 ! im 5 0.798, whereas
for d 5 10, pm 5 0.05 ! im 5 2.063. An increased of on average 216% for Nm 5 20 (Table 7) to 228%
for Nm 5 80 (not shown). Wray et al. (1990) investigatedselection intensity results in an increased L (see Equa-
tions B1 and B2), which increases the term E(u2i(m)) in methods accounting for two generations’ inheritance
of selective advantage. Those methods, however, stillEquation 1. Additionally, decreased selected propor-
tions result in an increased variance of family size, in- rely on simulation to calculate the variance of family
size. Further discussion on the relation between thecreasing dm. Together, both effects more than compen-
sate for the reduction of the term due to dams (i.e., present approach and other approaches to predict DF,
in particular those based on the drift of gene frequencyNfE[u2i( f )] and Nfdf, which are approximately propor-
tional to 1/Nf) for schemes with low h2 and low no. For (e.g., Santiago and Caballero 1995), is in Bijma et al.
(2000).high h2, the effect of selection intensity on the rate of
inbreeding is smaller, and consequently there was only Execution of the methods: The principal decision
affecting the execution is the choice of the selectivea small effect of d on DF for no 5 4 and h2 5 0.6. For
no 5 16 and h2 5 0.6, the relationship was similar to advantage. The primary condition on the adequacy of
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TABLE 7
Prediction errors (%) of rates of inbreeding from an
extension of Burrow’s method for a population with 20 sires
Nf h2 no 5 4 no 5 8
40 0.1 224 226
0.2 223 223
0.4 221 222
0.6 216 220
100 0.1 225 220
0.2 224 220
0.4 220 218
0.6 217 216
Values are 100% 3 (DFpred 2 DFsim)/DFsim; for corresponding
DFsim, see Table 3. Nf, number of dams; h2, initial heritability;
no, number of offspring per dam.
si(x) is that, after conditioning on si(x), the number of Figure 4.—Relation between selection score (si(x)) and esti-
selected offspring of parent i and the contribution of mated breeding value (Aˆi(x)) for a selected proportion of 10%;
those offspring are independent. In that case, (i) off- (—) from linear model (E[Si(x)] 5 px 1 ixpxs21Aˆ Aˆi(x)) (h) from
quadratic model (E[Si(x)] 5 px 1 ixpxs21Aˆ Aˆi(x) 1 1/2ixpxtxs22Aˆ Aˆ2i(x);diagonal elements of DVn(x) are zero since there is no
tx 5 standardized truncation point); (3) true selection score.covariance between selection probabilities of sibs [and
Note that Aˆi(x) is in SD.the term for deviations from Poisson simplifies to 21/
(8T) with constant family size; Bijma et al. 2000]; and
(ii) generations are independent. This involves two is-
shown in Figure 4. Therefore, when assuming that thesues that are addressed below: first, what components
conditional mean is linear in the selective advantageshould be included in the set of selective advantages;
(i.e., using a linear L-model), sibs will have predictionand second, whether the linear effect of those compo-
errors of their selection score (S 5 0 or 1, not selectednents is sufficient or that terms of higher order are
or selected) in common, making their selection proba-required. Finally, we discuss whether and how the pres-
bilities dependent. Thus, although the linear terms ofent implementation accounts for the inheritance of
the selective advantage may fully remove covariancesnonlinear terms of the selective advantage and how this
between EBVs of sibs, the nonlinear relation betweenrelates to the observed underprediction.
selection probabilities and EBVs implies that a covari-Components of the selective advantage: To make genera-
ance between the selection probabilities of sibs will re-tions independent, a natural way forward is to define a
main and that generations will not be fully independent.selective advantage that fully removes any covariance
From the equivalence of the present method and thebetween EBVs of sibs. With sib-index or BLUP selection,
drift approach (Santiago and Caballero 1995) in spe-this involves more than the breeding value of the parent,
cial cases (Bijma et al. 2000), it follows that the need tobecause the average environmental effect of full- and
model the nonlinear relation will also be encounteredhalf-sib families also contributes to this covariance.
when extending the drift approach to BLUP selection.Therefore, an alternative parameterization was tested
The observed nonlinearity prompted the consider-that had selective advantages consisting of EBVs and
ation of a fully deterministic quadratic model to de-prediction errors (see Woolliams et al. 1999) and fully
scribe the relationship between selective advantages andremoved covariances between EBVs of sibs. However,
contributions. This proved difficult, since it involvesthis alternative was substantially more complicated and
third and fourth moments of the two-sided truncatedresulted in similar underprediction for schemes with
4-variate normal distribution, to derive elements of P.many parents (results not shown). Residual correlations
It is important to note also that with a quadratic model,between EBVs of sibs, therefore, are not the principal
there will be remaining covariances between selectionsource of the observed underprediction.
probabilities of sibs (see Figure 4), so that the correctionLinear vs. higher-order terms: The use of a linear selective
for deviations from Poisson will also be needed.advantage to remove covariances between EBVs of sibs
Nonlinearity and inheritance of selective advantage: In themay be insufficient to make generations independent,
present prediction, the first term of Equation 1 wasbecause the relation between the number of selected
implemented using a linear model for the relationshipoffspring and the selective advantage is nonlinear. The
between contributions and selective advantages. Thusnonlinearity originates from the nonlinear relation be-
tween the EBV of the offspring and its selection score, the first term of Equation 1 fully accounts for the inheri-
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tance of the linear effect of the selective advantage. The of the high rates of inbreeding associated with BLUP
selection.correction for deviations from Poisson fully accounts
for the nonlinearity when calculating DVn(x) (Equations The systematic nature of the underprediction for
schemes with Nm . 20 allows for a rule of thumb toB9 to B29), but inheritance of the nonlinear part is
partially ignored, in particular when using dx 5 aT correct these predictions. When 11% is added to the
predicted values, all predictions are within 68% of theDVn(x)a instead of using Equation 9. The underpredic-
tion encountered for schemes with many parents, there- simulation results. This is simplistic, but may prove valu-
able for practical purposes and holds for the wide rangefore, is due to the inheritance of the nonlinear part of
the selective advantage, which is not accounted for by of alternatives investigated in this article. When using
this correction, the fully deterministic prediction withthe first or by the second term of Equation 1 when using
a linear model. This conclusion is supported by the the linear model seems to have sufficient accuracy for
most practical purposes. Therefore, for breedingobservation of Woolliams and Bijma (2000), who
found that the underprediction disappeared in schemes schemes where BLUP selection is being conducted, the
methodology developed here allows the design of suchwith high intraclass correlations between sibs and no
inheritance of selective advantage (e.g., with sib index schemes to maximize genetic gain for a fixed rate of
inbreeding on a fully deterministic, and thus computa-selection, h2 5 0, and large weight given to family infor-
mation). Further improvement of the accuracy for such tionally feasible, manner.
Extensions: The current prediction procedure can beschemes with BLUP selection and many parents requires
the development of a nonlinear model to predict ex- extended directly to populations with multitrait BLUP
selection, using a multitrait pseudo-BLUP index (Vil-pected contributions, which fully accounts for the inher-
itance of selective advantage, as, for example, the qua- lanueva et al. 1993; Kerr 1998), or where the heritabil-
ity in BLUP evaluations is artificially increased to avoiddratic model that was implemented using simulation.
Implications: The results indicate that, with BLUP excessive inbreeding (Grundy et al. 1994). Neither of
these extensions requires the development of new the-selection, relationships between DF and population pa-
rameters differ qualitatively from random or mass selec- ory. With multitrait selection, the selective advantage
may consist of the sum of the true breeding values fortion, the main difference being the dominant role of
selection intensity compared to the number of parents. the respective traits weighted by their economic value
and the EBV may be replaced by the estimate of theFor example, with Nm 5 20, d 5 2, no 5 4, and h2 5
0.1, simultaneously increasing the number of parents and aggregate genotype.
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Foundation (STW) and was coordinated by the Life Science Founda-number of candidates per parent may be as, or more
tion (ALW). J.A.W. gratefully acknowledges the Ministry of Agricul-important than, the number of parents, which will
ture, Fisheries and Food (United Kingdom) for financial support.
change perceptions about procedures and designs of
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APPENDIX A coefficient of the EBV of the offspring on the selective
advantage of the parent and bSo,Aˆo is the regression ofApproximate BLUP selection index: Index weights are
calculated as b 5 V21g, where V is the 6 3 6 (co)variance the selection score (So 5 0 or 1; i.e., not selected or
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selected) of the offspring on its EBV. The first regression y9 of a parent of sex x conditional on its selective advan-
tage. Elements arecoefficient is bAˆo,Sp 5 bTcx/Var(si(x)), where cx is the 6 3
1 vector of covariances between xi of the offspring and Es[m2m(m)] 5 1 1 l211s2s1 (B15)si(x) of the parent of sex x. The second regression coeffi-
cient is bSo,Aˆo 5 io/sAˆ (Robertson, Appendix in Demp- Es[mm(m)mm( f )] 5 d(1 1 l11l21s2s1) (B16)
ster and Lerner 1950), where io is the selection inten-
Es[m2m( f )] 5 d 2(1 1 l221s2s1) (B17)sity for the offspring. Resulting equations are
Es[m2f (m)] 5 (1 1 l212s2s2)/d
2 (B18)l11 5 [bTcmim/sAˆ]/s2s(m), (B1)
l12 5 [bTcfim/sAˆ]/s2s( f ), (B2) Es[mf(m)mf( f )] 5 (1 1 l12l22s2s2)/d (B19)
l21 5 [bTcmif/sAˆ]/s2s(m), (B3) Es[m2f ( f )] 5 1 1 l222s2s2 (B20)
l22 5 [bTcfif/sAˆ]/s2s( f ), (B4) Es{ni*(m)[ni*(m) 2 1]} 5 dEs{nij(m)[nij(m) 2 1]}
where cTm 5 [s2m(1 2 1/Nm), 0, s2f (1 2 1/Nm)/d,
1 d(d 2 1)Es[nij(m)nik(m)] (B21)1⁄2s2s(m), 0, 0] and cTf 5 [s2m(1 2 1/Nm), s2f (1 2 1/d),
s2f (1 2 1/Nf)/d, 1⁄2s2s(m), 1⁄2s2A(1 2 kfr2)(1 2 1/d), 0]. Es[ni*(m)ni*( f )] 5 dEs[nij(m)nij( f )]
Elements of P: Elements of P, pxy, are the regression
1 d(d 2 1)Es[nij(m)nik( f )] (B22)coefficient of the selective advantage of sex x on the
selective advantage of the parent of sex y. A general Es{ni*( f )[ni*( f ) 2 1]} 5 dEs{nij( f )[nij( f ) 2 1]}
procedure to derive P is in Woolliams et al. (1999).
1 d(d 2 1)Es[nij( f )nik( f )], (B23)As with L, single regressions can be used, so that pop 5
[Cov(sp,so) 2 Cov(sp, Aˆo) Cov(so, Aˆo)ko/s2Aˆ]/Var(sp), where
where subscripts p and o denote parent and offspring
and (co)variances are taken before selection of the off- Es{nij(m)[nij(m) 2 1]} 5 nm(nm 2 1)
spring. With Cov(sp, Aˆo) 5 bTcx and si(x) from Equations
3 Nm(Nm 2 1)/[Tm(Tm 2 1)2 and 3, resulting equations are
3 R(pm, pm, rFS)]p11 5 1⁄2 2 bTcmkm/s2s(m) (B5)
p21 5
1⁄2 2 bTcmkf/s2s(m) (B6) (B24)
p12 5
1⁄2 2 bTcfkm/s2s( f ) (B7) Es[nij(m)nij( f )] 5 nmnfNmNf/[TmTfR(pm, pf, rFS)]
p22 5
1⁄2 2 bTcfkf/s2s( f ). (B8) (B25)
Calculation of dx: Calculation of dm and df requires Es{nij( f )[nij( f ) 2 1]} 5 nf(nf 2 1)
the calculation of DVn(x) and further development of
Equations 9 and 10. 3 Nf(Nf 2 1)/[Tf(Tf 2 1)
Calculation of DVn(x): Using Appendix D of Woolliams
3 R(pf, pf, rFS)]and Bijma (2000),
(B26)DVn(m)(1, 1) 5 Es{ni*(m)[ni*(m) 2 1]} 2 Es[m2m(m)] (B9)
andDVn(m)(1, 2) 5 DVn(m)(2, 1) 5 Es[ni*(m)ni*( f )]
Es[nij(m)nik(m)] 5 n2mNm(Nm 2 1)/[Tm(Tm 2 1)R(pm, pm, rHS)]2 Es[mm(m)mm( f )] (B10)
DVn(m)(2, 2) 5 Es{ni*( f )[ni*( f ) 2 1]} 2 Es[m2m( f )] (B11) (B27)
DVn( f )(1, 1) 5 Es{nij(m)[nij(m) 2 1]} 2 Es[m2f (m)] (B12) Es[nij(m)nik( f )] 5 nmnfNmNf/[TmTfR(pm, pf, rHS)] (B28)
DVn( f )(1, 2) 5 DVn( f )(2, 1) 5 Es[nij(m)nij( f )] Es[nij( f )nik( f )] 5 n2f Nf(Nf 2 1)/[Tf(Tf 2 1)R(pf, pf, rHS)],
2 Es[mf(m)mf( f )] (B13) (B29)
DVn( f )(2, 2) 5 Es{nij( f )[nij( f ) 2 1]} 2 Es[m2f ( f )], (B14) where Tm 5 Tf 5 1⁄2T and nm 5 nf 5 1⁄2no for the current
breeding schemes. Furthermore (Mendel and Elstonwhere nij(x) is the number of offspring of sex x selected
1974), R(px, py, rsibs) 5 py/F[(ixrsibs 2 ty)(1 2 kxr2sibs)21/2],from the ith sire family and the jth dam family, ni*(x)
where F is the normal distribution function and ty isis the total number of offspring of sex x selected from
the standardized truncation point for sex y. When boththe ith sire family, and m2x(y, y9) denotes the product
males and females are involved, the most accurate valueof the expected number of selected offspring of sex y
and the expected number of selected offspring of sex is obtained by using x 5 m and y 5 f (Wray et al. 1994).
373Prediction of Rates of Inbreeding
Calculation of Equations 9 and 10: In dx, terms due to coancestry after a single cycle of selection. Using Appen-
a are, for sires, dix D of Woolliams and Bijma (2000), the extension
to two sexes is straightforward. From Equation 1 of Bur-
dm(a) 5 aTDVn(m)a 5 a2mDVn(m)(1, 1) rows (1984b), DFB 5 1⁄8QHS 1 1⁄4QFS, where QHS is the
1 2amafDVn(m)(1, 2) 1 a2f DVn(m)(2, 2), (B30) probability that two selected offspring are half sibs and
QFS is the probability that two selected offspring are fulland for dams,
sibs. For two sexes, a distinction has to be made between
df(a) 5 aTDVn( f )a 5 a2mDVn(f)(1, 1) male and female offspring, so that QHS 5 1⁄4QHS(m, m) 1
1⁄2QHS(m, f ) 1 1⁄4QHS( f, f ) and QFS 5 1⁄4QFS(m, m) 1 1⁄2QFS(m,1 2amafDVn( f )(1, 2) 1 a2f DVn( f )(2, 2). (B31)
f ) 1 1⁄4QFS( f, f ). Combining Burrows (1984b) and Ap-
Terms due to b are, for sires, pendix D of Woolliams and Bijma (2000), QHS(m, m) 5
nm(d 2 1)/[(Tm 2 1)R(am, am, rHS)], QHS(m, f) 5 nmdm(b) 5 [b21p211DVn(m)(1, 1) 1 2b1b2p11p21DVn(m)(1, 2)
(d 2 1)/[TmR(am, af, rHS)], QHS(f, f ) 5 nf(d 2 1)/[(Tf 2
1 b22p
2
21DVn(m)DVn(m)(2, 2)]s2s,1, (B32) 1)R(af, af, rHS)], QFS(m, m) 5 (nm 2 1)/[(Tm 2 1)R(am,
am, rFS)], QFS(m, f ) 5 nm/[TmR(am, af, rFS)], QFS( f, f ) 5and for dams,
(nf 2 1)/[(Tf 2 1)R(af, af, rFS)], where Tm 5 Tf 5 1⁄2T
df(b) 5 [b21p212DVn( f )(1, 1) 1 2b1b2p12p22DVn( f )(1, 2) and nm 5 nf 5 1⁄2no for the current breeding schemes
and R(ax, ax, rsibs) is given in appendix b.1 b22p222DVn( f )(2, 2)]s2s,2 (B33)
For random selection, the result reduces to DFB 5so that dm 5 dm(a) 1 dm(b) and df 5 df(a) 1 df(b), DFW 1 1⁄2[DFW 2 1/(8T)]/(T 2 1) » DFW, where DFW 5which gives Equation 9.
1/(8Nm) 1 1/(8Nf) 2 1/(8T), which is Wright’s equa-
tion for fixed no; DFB accounts for sampling parents
APPENDIX C without replacement by using a hypergeometric distri-
bution of family size, whereas DFW uses a binomial ap-Extension of Burrows method: The method of Bur-
rows (1984a,b) is based on calculating the average proximation.
