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Extensive time-series encoding the position of particles such as viruses, vesicles, or individual
proteins are routinely garnered in single-particle tracking experiments or supercomputing studies.
They contain vital clues on how viruses spread or drugs may be delivered in biological cells. Similar
time-series are being recorded of stock values in financial markets and of climate data. Such time-
series are most typically evaluated in terms of time-average mean-squared displacements, which
remain random variables for finite measurement times. Their statistical properties are different
for different physical stochastic processes, thus allowing us to extract valuable information on the
stochastic process itself. To exploit the full potential of the statistical information encoded in
measured time-series we here propose an easy-to-implement and computationally inexpensive new
methodology, based on deviations of the time-averaged mean-squared displacement from its ensemble
average counterpart. Specifically, we use the upper bound of these deviations for Brownian motion
to check the applicability of this approach to simulated and real data sets. By comparing the
probability of deviations for different data sets, we demonstrate how the theoretical bound for
Brownian motion reveals additional information about observed stochastic processes. We apply
the large-deviation method to data sets of tracer beads tracked in aqueous solution, tracer beads
measured in mucin hydrogels, and of geographic surface temperature anomalies. Our analysis shows
how the large-deviation properties can be efficiently used as a simple yet effective routine test to
reject the Brownian motion hypothesis and unveil crucial information on statistical properties such
as ergodicity breaking and short-time correlations.
I. INTRODUCTION
Brownian Motion (BM) is characterized by the lin-
ear scaling with time of the mean squared displacement
(MSD), 〈r2(t)〉 = 2dDt in d dimensions, where D is the
diffusion coefficient and angular brackets denote the en-
semble average over a large number of particles. In many
biological and soft-matter systems, this linear scaling has
been reported to be violated [1–4]. Instead, anomalous
diffusion with the power-law scaling 〈r2(t)〉 ≃ tα of the
MSD is observed. The anomalous diffusion exponent α
characterizes subdiffusion when 0 < α < 1 and superdif-
fusion when α > 1 [5–7].
Passive and actively-driven diffusive motion are key
to the spreading of viruses, vesicles, or proteins in liv-
ing biological cells [8–10]. Pinpointing the precise details
of their dynamics will ultimately pave the way for im-
proved strategies in drug delivery, or lead to better un-
derstanding of molecular signaling used in gene silencing
techniques. Similarly, improved analyses of the stochas-
tic dynamics of financial or climate time series will allow
us to find better comprehension of economic markets or
climate impact.
The most-used observable in the analysis of time-series
r(t) garnered for the position of viruses or vesicles by
modern single-particle tracking setups in biological cells
or for the key quantities in financial or climate dynamics,
such as price or temperature, is the time-averaged MSD
(TAMSD) [5, 7]
δ2(∆) =
1
T −∆
∫ T−∆
0
[
r(t+∆)− r(t)
]2
dt, (1)
expressed as function of the lag time ∆. For BM at suf-
ficiently long T , the TAMSD (1) converges to the MSD,
formally limT→∞ δ2(∆) = 〈r2(∆)〉 = 2dD∆, reflecting
the ergodicity of this process in the Boltzmann-Khinchin
sense [11]. Anomalous diffusion processes may be MSD-
ergodic, with a TAMSD of the form δ2(∆) ≃ ∆β with
β = α, e.g., fractional Brownian motion (FBM), or they
may be "weakly non-ergodic", e.g., β = 1 for continu-
ous time random walks (CTRWs) with scale-free waiting
times [5, 7, 11].
2Due to the random nature of the process, the TAMSD
is inherently irreproducible from one trajectory to an-
other, even for BM. The emerging amplitude spread is
quantified in terms of the dimensionless variable ξ =
δ2(∆)/
〈
δ2(∆)
〉
, where
〈
δ2(∆)
〉
is the average of the
TAMSD over many trajectories [7, 11]. The variance of ξ
is the ergodicity breaking parameter EB(∆) =
〈
ξ2
〉 − 1.
Together with the full distribution φ(ξ), EB provides
valuable information on the underlying stochastic pro-
cess [7]. For BM, in the limit of large T , each realization
leads to the same result, φ(ξ) = δ(ξ−1) and EB = 0. For
scale-free CTRWs, even in the limit T →∞ EB retains a
finite value and the TAMSD remains a random variable,
albeit with a known distribution φ(ξ) [5, 7, 11].
The MSD and TAMSD or, alternatively, the power
spectrum and its single trajectory analog [12, 13], are
insufficient to fully characterize a measured stochastic
process. A TAMSD of the form δ2(∆) ≃ ∆, e.g., may
represent BM or weakly non-ergodic anomalous diffu-
sion. Similarly, the linearity of the MSD, 〈r2(t)〉 ≃ t is
the same for BM and for random-diffusivity models with
non-Gaussian distribution (see below). For the identifi-
cation of a random process from data, additional observ-
ables need to be considered which may then be used to
build a decision tree [14]. Recent work targeted at objec-
tive ranking of the most likely process behind the data
is based on Bayesian-maximum likelihood approaches or
on machine learning applications [15–18]. The disad-
vantage of these methods is that they are often tech-
nically involved and thus require particular skills, plus
computationally expensive. Here we provide an easy-
to-implement reliable method based on large-deviation
properties encoded in the TAMSD. As we will see, this
method is very delicate and able to identify important
properties of the physical process underlying the mea-
sured data. Moreover, it detects correlations in the data
and has significantly sharper bounds than the well known
Chebyshev inequality [19, 20] widely used in different ap-
plications [21–23]. In the following we report analytical
results for the large-deviation statistic of the TAMSD
and demonstrate the efficacy of this approach for vari-
ous data sets ranging from microscopic tracer motion to
climate statistics.
II. LARGE DEVIATIONS OF THE TAMSD
Large-deviation theory is concerned with the asymp-
totic behavior of large fluctuations of random variables
[24–27]. It finds applications in a wide range of fields
such as information theory [28], risk management [29], or
the development of sampling algorithms for rare events
[30]. In thermodynamics and statistical mechanics, large-
deviation theory finds prominent applications as de-
scribed in [31]. More recently large-deviations for a vari-
ety of random variables have been analyzed for different
stochastic processes [32–37]. In fact large-deviation the-
ory is closely related to extreme value statistics [38–40]
(see also Appendix E).
An intuitive definition of the large-deviation principle
can be given as follows. Let AN be a random variable in-
dexed by the integer N , and let P (AN ∈ B) be the prob-
ability that AN takes a value from the set B. We say that
AN satisfies a large-deviation principle with rate function
IB if P (AN ∈ B) ≈ e−NIB [31]. The exact definition
operates with supremum and infimum of the above prob-
ability and the rate function [27]. However, sometimes it
is difficult or even impossible to find explicit formulas for
the rate function or the large-deviation principle. Still,
in such cases one may be able to find an upper bound
for the probability P (AN ∈ B), i.e., the function IB(N)
which satisfies P (AN ∈ B) ≤ e−IB(N). This is exactly
the case we consider here.
When the TAMSD is a random variable and we have
expressions for IB corresponding to specific processes, we
arrive at upper bounds on the probability, P ((ξ−1) > ε)
that a given realization of the TAMSD deviates from the
expected mean by a preset amount ε: P ((ξ − 1) > ε) ≤
e−I(ε,∆,N). Here, I is a function of the deviation ε, the
lag time ∆, and the number N of points in the trajectory.
Theoretical bounds on the deviations of TAMSD
BM is characterized by the overdamped Langevin
equation dX(t)/dt =
√
2Dη(t), driven by white Gaus-
sian noise η(t) with zero mean and autocorrelation
function 〈η(t1)η(t2)〉 = δ(t1 − t2). In the follow-
ing we consider discretized trajectories of BM, X =
(X(1), X(2), . . . , X(N)). For BM the following state-
ments can be shown to hold.
1. Chebyshev’s inequality
Before we come to large-deviations, we recall the (one-
sided) Chebyshev inequality for any random variable X
with mean µ and finite variance.For BM, Chebyshev’s
inequality for the TAMSD reads (see Appendix B for
details)
P ((ξ − 1) ≥ ε) ≤ 4∆/(4∆ + 3Nε2). (2)
While this inequality is useful for a first analysis and will
serve as a reference below, we will show that the large-
deviation result presented here has significantly sharper
bounds.
2. Large deviations of TAMSD for BM
From large-deviation theory for BM, the following re-
sult can be derived [41]
P ((ξ − 1) > ε) ≤ exp (−aH (b)) , (3)
3where a = [4(N − ∆)D2∆(∆ + 1)(2∆ + 1)]/[3λ¯(∆)2]
and b = [3λ¯(∆)ε]/[2D(∆ + 1)(2∆ + 1)]. Moreover,
H(u) = 1 + u − √1 + 2u and λ¯(∆) = 2max{λj(∆)},
where λj(∆) (j = 1, 2, . . . , N − ∆) are the eigenvalues
of the (N − ∆) × (N − ∆) positive-definite covariance
matrix Σ(∆) for the increment vector Y = (X(1 + ∆) −
X(1), X(2 + ∆) − X(2), . . . , X(N) − X(N − ∆)). Note
that although the diffusion coefficient D explicitly ap-
pears in (3) it cancels out both in the function H(·) and
its prefactor, as λ¯ contributes the factor D. It is note-
worthy that I is independent of the diffusion coefficient
D. This can be understood intuitively, as different val-
ues of D in the log-log plot of the TAMSD merely shift
the amplitude but leave the amplitude spread unchanged
[7, 11].
For the special choices ∆ = 1 and ∆ = 2 the eigen-
values of Σ(∆) can be calculated explicitly. This is rel-
evant because for such low values of ∆, the conclusions
drawn from the TAMSD analysis of sufficiently long T
are statistically significant. For ∆ = 1, the eigenvalues
λj(∆ = 1) = 2D and therefore λ¯ = 4D. Using this in (3)
we get
P ((ξ − 1) > ε) ≤ exp{−(N − 1)H(ε)/2}. (4)
For ∆ = 2 the eigenvalues are given as (see Appendix C)
λj(∆ = 2) = D[4 + 4 cos(jπ/[N − 1])]. This expression
can then be used to obtain λ¯ and thus P ((ξ − 1) > ε)
for ∆ = 2. For other values of ∆, the eigenvalues are
obtained numerically [42].
III. DATA SETS FOR LARGE-DEVIATION
ANALYSIS
We here describe the data used in our analysis below.
These contain both BM and non-Brownian processes.
A. Simulated data
Simulated data serve as benchmarks for the experi-
mental data below. We simulate 100 trajectories each
for different processes (Fig. 1 A-D). This number of tra-
jectories is of the same order as in the experimental data
sets. A larger set of 10,000 analyzed trajectories is pre-
sented in Fig. 3. In addition to BM, we simulate FBM,
scaled Brownian motion (SBM), CTRW, superstatistical
process, and diffusing-diffusivity (DD) process, see Ap-
pendix F for their exact definition. FBM [43] is governed
by the Langevin equation, driven by power-law corre-
lated fractional Gaussian noise (FGN) ηH(t) with Hurst
index H (0 < H < 1), related to the anomalous diffusion
exponent by α = 2H . SBM is characterized by the stan-
dard Langevin equation but with time-dependent diffu-
sivity D(t) ∝ tα−1 [7, 44]. CTRW is a renewal process
with Gaussian jump lengths and long-tailed distribution
ψ(τ) ≃ τ (−1−α) (0 < α < 1) of sojourn times between
jumps [45, 46]. For the simulated superstatistical pro-
cess [47, 48] the diffusivity for each trajectory is drawn
from a Rayleigh distribution. Finally, the DD process is
governed by the Langevin equation with white Gaussian
noise, but with a time-dependent, stochastic diffusivity,
evolving as the square of an Ornstein-Uhlenbeck process
with correlation time τc [49].
B. Beads tracked in aqueous solution
This data set (labeled "BM, x-dim" and "BM, y-dim"
for the two directions) consists of 150 two-dimensional
trajectories from single particle tracking of 1.2 µm-sized
polystyrene beads in aqueous solution [12]. The time
resolution of the data is 0.01 sec.
C. Beads tracked in mucin hydrogels
These data are from micron-sized tracer beads tracked
in mucin hydrogels (MUC5AC with 1 wt% mucin) at
pH=2 (labeled "pH=2, x-dim" and "pH=2, y-dim") and
pH=7 (labeled "pH=7, x-dim" and "pH=7, y-dim") [50].
The imaging was performed at a rate of 30.3 frames
per second. The pH=2 data set consists of 131 two-
dimensional trajectories of 300 points each while the
pH=7 data set consists of 50 trajectories of 300 points
each.
D. Climate data
We also use daily temperature records over a 100 year
period, after removing the annual cycle (these "anoma-
lies" represent deviations from the corresponding mean
daily temperature) [51]. This data set consists of un-
interrupted daily temperature recordings starting 1 Jan-
uary 1893 and are validated by the German Weather Ser-
vice [Deutscher Wetterdienst (DWD), 2016]. The records
were taken at the meteorological station at Potsdam Tele-
graphenberg (52.3813 latitude, 13.0622 longitude, 81 m
above sea level).
IV. RESULTS
A. Large deviations in simulated data sets
Fig. 1 A-D shows the comparison of the simulated
data with the theoretical upper bounds (2) and (3) for
BM, as function of the deviation ε ∈ [0.1, 1]. Here each
of the M = 100 simulated trajectories was of length
N = 300. We see that, particularly at short ∆, the theo-
retical bound (3) from large-deviation theory clearly dis-
tinguishes model classes and/or diffusive regimes. BM,
subdiffusive FBM, and superdiffusive SBM clearly lie
below the bound (3). In contrast, superdiffusive FBM
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FIG. 1: Variation of the estimates of P ((ξ − 1) > ε) as function of the deviation ε. (A)-(D) show results for simulated processes
with M = 100 trajectories of N = 300 points each, and for lag times ∆ = 1, 2, 10, and 20, respectively. The insets show
the results on semi-log scale. The statistical uncertainty is of the order of 0.01. The parameters of the simulated stochastic
processes are: D = 0.5 for BM, DH = 0.5 for FBM, D0 = 0.5 for SBM, τ0 = 1 for CTRW, D0 = 10 for the superstatistical
process, τc = 10 and D⋆ = 0.2 for DD. (E)-(H) show results for different experimental datasets for lag times ∆ = 1, 2, 10, and
20, respectively. The insets again show the results on log-lin scale. The statistical uncertainty is of the order of 0.01. For more
details Appendix F.
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FIG. 2: Variation of the estimates of P ((ξ − 1) > ε) as function of ε for the climate data, in comparison with the integrated
OU process with correlation time of 5 steps. (A)-(D), respectively, show the results for ∆ = 1, 2, 10, and 20. The insets show
the results in semi-log scale. We observe that random shuffling of the temperature anomalies, before taking the cumulative
sum to create the trajectories, removes the correlations in the data, and P ((ξ− 1) > ε) behaves very similarly to BM ("uncorr
climate").
with a large H exponent, subdiffusive SBM with a small
α, CTRW, and random-diffusivity models (superstatisti-
cal and DD) clearly exceed the bound (3). Thus, non-
Gaussianity (as realized for CTRW and the random-
diffusivity processes) is not a unique criterion for the
violation of the large-deviation bound. But according to
these results the large-deviationmethod, for a given value
of the scaling exponent α, allows to distinguish FBM
and SBM that both have a Gaussian PDF. At longer ∆,
in general, the theoretical bound (3) increases and thus
P ((ξ − 1) > ε) is below this bound for a larger range of
ε. The large deviation method is surprisingly robust with
respect to the number of analyzed trajectories, as can be
seen from the marginal improvement of the results based
on 10,000 trajectories in Fig. 3. Figs. 4 and 5 further
analyze FBM and demonstrate the validity of the theo-
retical bound (C3) derived for FBM. For further analysis
of SBM see Fig. 6.
5Chebyshev’s inequality (2) essentially provides the
same bound as the one from large-deviation theory for
short ∆. However, at longer ∆ it provides a much higher
estimate than large-deviation theory, and it is unable to
distinguish subdiffusive SBM with α = 0.3 from BM, as
both lie below this bound. Moreover, for long ∆ the
probability P ((ξ − 1) > ε) for all simulated processes lie
either below or very close to the bound of Chebyshev’s
inequality, rendering it ineffective in discerning different
processes. Chebyshev’s inequality (2) lies above the large
deviation bound (3), except for the cases ∆ = 1 and 2
with small ε, when it is slightly below but still quite close
to the bound set by (3).
B. Large deviations in experimental data sets
1. Beads tracked in aqueous solution
Polysterene beads tracked in aqueous solution were an-
alyzed in [12] using single-trajectory power spectral anal-
ysis, concluding that the data are consistent with BM.
From Fig. 1 E-H it can be seen that the estimated prob-
ability P ((ξ − 1) > ε) somewhat exceeds the theoretical
bound (3) for BM. To understand this non-BM-like be-
havior shown in the large-deviation analysis we closely
examined the motion of individual beads. Indeed, the
displacement distributions of some beads showed non-
Gaussian behavior, that we could attribute to bead-
bead collisions as well as to imprecise localization of
the bead center when the recorded tracks suffered from
non-localized brightness. We removed the non-Gaussian
trajectories using the JB test component-wise (see Ap-
pendix G). From the filtered data set (M = 129 in x-
direction and M = 125 in y-direction) we see that the
large-deviation analysis within the error bars is now con-
sistent with BM (especially for ∆ = 1, see Fig. 11). The
large-deviation analysis is thus more sensitive to non-
BM-like behavior than other methods [12]. We also note
that the analysis based on Chebyshev’s inequality could
not distinguish these features.
2. Beads tracked in mucin hydrogels
The data sets (M = 131 at pH=2 and M = 50 at
pH=7) consisting of beads tracked in mucin hydrogels
show different trends of P ((ξ − 1) > ε) depending on the
pH values, as seen for N = 300 in Fig. 1 E-H. Notably,
for the beads tracked at pH=2 P ((ξ − 1) > ε) remains
significantly above the bound set by (3), particularly at
short ∆. This implies that the spread of the TAMSD
is inconsistent with BM and hence the dynamics can-
not be explained solely by BM. The data sets at pH=7
show significantly different behavior. We observe a clear
distinction in the trend of P ((ξ − 1) > ε) along the two
directions of motion. Along the direction (labeled "x-
dim") P ((ξ − 1) > ε) remains slightly above the theoret-
ical bound for BM from large-deviation theory for most
of the range of ε at ∆ = 1 and ∆ = 2, while it re-
mains below the theoretical bound for the motion along
the y-direction. As for the beads in aqueous solution,
Chebyshev’s inequality provides a looser bound.
The mucin data sets were analyzed extensively in terms
of Bayesian and other standard data analysis methods
in [52]. The MSD and TAMSD exponents for the data
at pH = 2 and 7 correspond to α = 0.46 and 0.36
and 〈β〉 = 1.09 and 0.94, respectively. The angular
bracket for β denotes that these exponents were deter-
mined from the ensemble-averaged TAMSD. The dis-
crepancy between the α and β values suggest ergodic-
ity breaking and hence a contribution from a model such
as CTRW. For CTRW, the ensemble-averaged TAMSD
scales with the total measurement time T as a power-law
[7]. However, as shown in [52], the ensemble-averaged
TAMSD for the data sets at pH = 7 showed no depen-
dence on T , while the data sets at pH = 2 showed a very
weak dependence, ruling out CTRW as a model of dif-
fusion. Moreover in the Bayesian analysis carried out in
[52] BM, FBM and DD models were compared and rela-
tive probabilities were assigned to each of them, based on
the likelihood for each trajectory to be consistent with
a given process. It was observed that for both pH=2
and pH=7, and for most of the trajectories, both BM
and FBM had high probabilities. On comparing the es-
timated Hurst index H for the FBM, it was seen that for
pH=7, H ≈ 0.5 with a very small spread from trajectory
to trajectory. In this sense, the pH=7 data seemed to be
very close to BM. This was also confirmed independently
by looking at β extracted from the TAMSD. In contrast,
the estimatedH for the pH=2 data showed a large spread
in the range 0.3 ≤ H ≤ 0.7. These observations are
now clearly supported by the results for P ((ξ − 1) > ε),
demonstrating that the data sets at pH = 7 are close to
BM while the data sets at pH = 2 cannot be explained
(solely) by BM. Thus, for this data set the large-deviation
analysis again demonstrates its effectiveness in unveiling
the physical origin of the stochastic time series.
3. Climate data
The climate data were successfully modeled by an
autoregressive fractionally integrated moving average
model, more specifically, ARFIMA(1,d,0) with d ≈ 0.15
[51, 53]. ARFIMA(0,d,0) corresponds to FGN with
H = d+ 0.5. It was found that the data, in addition to
long-range correlations characteristic of FGN, exhibited
short range correlations due to which ARFIMA(1,d,0)
fitted the data better than ARFIMA(0, d,0). These
short-range correlations could be explained by the av-
erage atmospheric circulation period of 4-5 days [51].
For our tests of deviations of the TAMSD from the
ensemble-averaged TAMSD, we construct FBM trajec-
tories (M = 100) of length N = 300 by taking a cumula-
tive sum of FGN. If the temperature anomalies could
6be described by ARFIMA(0,d,0), or, equivalently, by
FGN, the cumulative sum would be FBM and hence
should show a similar trend of P ((ξ − 1) > ε), as seen
for the simulated FBM processes in Fig. 1 A-D. That
means that it remains below the theoretical upper bounds
(2) and (3) for FBM, as long as the scaling exponent
does not become too large. Alternatively, deviations of
P ((ξ − 1) > ε) from the trend exhibited by simulated
FBM, particularly at α = 1.3 corresponding to d = 0.15
reported in [51], would support the result in [51] that
ARFIMA(0,d,0) does not completely explain the data of
surface temperature anomalies. This indeed turns out
to be the case for N = 300 in Fig. 1 E-H where we ob-
serve that P ((ξ − 1) > ε) remains above the theoretical
upper bound for BM from large-deviation theory, espe-
cially at short ∆. Moreover, comparing with Fig. 1 A-
D we clearly observe that P ((ξ − 1) > ε) remains well
above the theoretical upper bound (3) for BM for the
climate data at sufficiently large values of ε, while it al-
ways remains below the bound for simulated FBM with
α = 1.3 for all lag times. This corroborates the find-
ing in [51] that ARFIMA(0,d,0) (or equivalently FBM
for the data constructed by taking the cumulative sum)
cannot completely explain the climate data. In com-
parison, Chebyshev’s inequality (2) provides the same
information for short lag times but fails to distinguish
the climate data from corresponding simulated FBM for
long ∆, as this bound lies above the empirical proba-
bility P ((ξ − 1) > ε) for both corresponding simulated
FBM and climate data. In order to check whether the
short-term correlations are indeed relevant, we create an
artificially correlated process in the form of an integrated
Ornstein-Uhlenbeck (OU) process, the results of which
are shown in Fig. 2. With a correlation length of five
steps the result of this OU process indeed leads to an
ε dependence of P ((ξ − 1) > ε) that is very similar to
the climate data’s. Conversely, as soon as we remove the
correlations in the climate data by random reshuffling of
the temperature anomalies, the large-deviation behavior
becomes BM-like.
V. DISCUSSION AND CONCLUSION
It is the purpose of time series analysis to detect the
underlying physical process encoded in a measured tra-
jectory, and thus to unveil the mechanisms governing the
spreading of, e.g., viruses, vesicles, or signaling proteins
in living cells or tissues. Recently considerable work
has been directed to the characterization of stochastic
trajectories using Bayesian analysis [15–17, 54, 55] and
machine learning [18, 56, 57]. Most of these methods
are technically involved and expensive computationally.
Moreover, the associated algorithms often heavily rely on
data pre-processing [18]. To avoid overly expensive com-
putations, it is highly advantageous to first go through
a decision tree, to narrow down the possible families of
physical stochastic mechanisms. For instance, one can
eliminate ergodic versus non-ergodic or Gaussian ver-
sus non-Gaussian processes, etc. Here we analyze a new
method based on large-deviation theory, concluding that
it is a highly efficient and easy-to-use tool for such a
characterization. We show how we can straightforwardly
infer relevant information on the underlying physical pro-
cess based on the theoretical bounds of the deviations
of the TAMSD—routinely measured in single-particle-
tracking experiments and supercomputing studies and
easy to construct for any time-series such as daily temper-
ature data—from the corresponding trajectory-average.
Specifically, we demonstrate that this tool is able to de-
tect the short-time correlations which effect non-FBM
behavior in daily temperature anomalies, as well as the
crossover from BM-like behavior at pH=7 to non-ergodic,
non-BM-like at pH=2 for the mucin data, and the deli-
cate sensitivity to non-Gaussian trajectories for beads in
aqueous solution. We conclude from our analyses here
that the large-deviation method would be an excellent
basis for a first efficient screening of measured trajecto-
ries, before, if necessary, more refined methods are ap-
plied.
There are two seeming limitations to the large-
deviation tool. First, it is easy to formulate this tool
for one-dimensional trajectories, while the generalization
to higher dimensions is not straightforward. However,
as we demonstrated it can be used component-wise and,
remarkably, can be used to probe the degree of isotropy
of the data. In fact, from Fig. 1 E and F we concluded
that the tracer bead motion in mucin at pH=7 was non-
isotropic. In this sense, the one-dimensional definition of
the large deviation tool is in fact an advantage. Second,
it is not trivial to derive similar expressions as (3) for
other stochastic processes. Here, numerical evaluations
can be used instead. Moreover, in this case we can also
use Chebyshev’s inequality, with the caveat that it works
best at short lag times ∆. Generally, the bound pro-
vided by the large-deviation theory is considerably more
stringent than Chebyshev’s inequality, as demonstrated
here.
We demonstrated that superdiffusive FBM with large
H values is outside the large-deviation bound. Superdif-
fusive FBM applied in mathematical finance are indeed
in this range of H values [58–60], and our large-deviation
tool is therefore well suited for the analysis of such pro-
cesses. We also showed that the large-deviation tool is
able to uncover subtle correlations in the data, similarly
to ARFIMA analyses applied mainly in mathematical fi-
nance and time series analysis. This similarity between
the two methods strengthens the connections to physi-
cal models recently worked out between random coeffi-
cient autoregressive models and random-diffusivity mod-
els [61].
The large-deviation test investigated here is a highly
useful tool serving as an easy-to-implement and to-apply
initial test in the decision tree for the classification of
the physical mechanisms underlying measured time series
from single particle trajectories.
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Appendix A: Description of the test algorithm
We take M discretized trajectories of length N of a
given process (simulated or experimental). For the fixed
time lag ∆ we proceed as follows:
1. Calculate TAMSD for each trajectory ac-
cording to the discrete equation, δ2(∆) =∑N−∆
j=1 (X(j +∆)−X(j))2.
2. Calculate the ensemble-averaged TAMSD〈
δ2(∆)
〉
.
3. For each trajectory calculate ξ = δ
2(∆)
〈δ2(∆)〉 .
4. Calculate the number of trajectoriesMǫ that satisfy
the condition ξ − 1 > ǫ for a given ǫ.
5. The empirical probability P ((ξ − 1) > ǫ) is calcu-
lated as Mǫ/M .
For a fixed value of ǫ and ∆ we compare the empirical
probability P ((ξ − 1) > ǫ) with the theoretical bounds
given by the large-deviation theory and Chebyshev’s in-
equality. In our analysis we consider ǫ in the range
[0.1, 1], and ∆≪ N , namely ∆ = 1, 2, 10 and 20 points.
Appendix B: Derivation of Chebyshev’s inequality
for TAMSD of BM
Using the Markov Inequality, one can also show that
for any random variable with mean µ and variance σ2,
and any positive number k > 0, the following Chebyshev
inequality (one-sided) holds [20]
P (X − µ ≥ k) ≤ σ
2
σ2 + k2
. (B1)
Here we derive Chebyshev’s inequality for the TAMSD
statistic for BM. For the TAMSD it takes the following
form
P
(
(ξ − 1) ≥ k/
〈
δ2(∆)
〉)
≤ σ
2
σ2 + k2
, (B2)
where σ2 = Var
(
δ2(∆)
)
= 4
〈
δ2(∆)
〉2
∆/3N , [63]. Tak-
ing the notation ε = k/
〈
δ2(∆)
〉
one obtains the follow-
ing
P ((ξ − 1) ≥ ε) ≤
4
〈
δ2(∆)
〉2
∆/3N
4
〈
δ2(∆)
〉2
∆/3N + ǫ2
〈
δ2(∆)
〉2
=
4∆
4∆+ 3Nǫ2
. (B3)
Appendix C: Eigenvalues of the covariance matrix of
increments for BM
The (N − ∆) × (N −∆) positive-definite covariance matrix Σ(∆) for the vector of increments Y = (X(1 + ∆) −
X(1), X(2 + ∆)−X(2), . . . , X(N)−X(N −∆)) takes the form
Σ(∆) =


σ∆(0) σ∆(1) σ∆(2) . . . . . . σ∆(N −∆− 1)
σ∆(1) σ∆(0) σ∆(1)
. . .
...
σ∆(2) σ∆(1)
. . .
. . .
. . .
...
...
. . .
. . .
. . . σ∆(1) σ∆(2)
...
. . . σ∆(1) σ∆(0) σ∆(1)
σ∆(N −∆− 1) . . . . . . σ∆(2) σ∆(1) σ∆(0)


, (C1)
with its elements given by
σ∆(j) =
{
2D(∆− j) j ≤ ∆− 1
0 j > ∆− 1 . (C2)
For the case of ∆ = 1, the (N − 1)× (N − 1) covariance
matrix Σ(∆ = 1) has elements given by
σ∆=1(j) =
{
2D j = 0
0 j > 0
. (C3)
8Hence the matrix Σ(∆ = 1) is a diagonal matrix with
the constant main diagonal 2D and all zero entries out-
side the main diagonal. The characteristic polynomial of
Σ(∆ = 1) has the form
|Σ(∆ = 1)− λI| = (λ− 2D)N−1
and roots λj(∆ = 1) = 2D, which are the eigenvalues of
that matrix.
For the case ∆ = 2 the (N − 2) × (N − 2) covariance
matrix Σ(∆ = 2) has elements given by
σ∆=2(j) =
{
2D(2− j) j = 0, 1
0 j > 1
. (C4)
Hence the matrix Σ(∆ = 2) is a tridiagonal Toeplitz
matrix. The formula forthe eigenvalues of such matrices
is well known in the mathematical literature [65],
λj(∆ = 2) = D
[
4 + 4 cos
(
jπ
N − 1
)]
.
Appendix D: Large deviations of TAMSD for FBM
Taking Eq. (4.5) from [41] one can obtain the large
deviation theory for FBM (see below for details of the
stochastic process FBM). Namely, if we consider the vec-
tor of increments Y = (X(1 + ∆) − X(1), X(2 + ∆) −
X(2), . . . , X(N)−X(N −∆)) of FBM with Hurst expo-
nent H and generalized diffusion coefficient DH then we
have
P ((ξ − 1) > ǫ) ≤ exp (−aH (b)) , (D1)
where a =
−2(N−∆)D2
H
S(∆,H,N)
λ(∆)2
and b = λ(∆)ǫ∆
2H
DHS(∆,H,N)
.
Here the function H(u) = 1 + u − √1 + 2u and λ¯(∆) =
2max {λj(∆)}, where λj(∆) (j = 1, 2, ..., N −∆) are the
eigenvalues of the (N − ∆) × (N − ∆) positive-definite
covariance matrix Σ(∆) for the vector of increments for
FBM. Moreover the S(∆, H,N) function is defined as
S(∆, H,N) =
N−∆−1∑
i=0
[(i +∆)2H − 2i2H + |i−∆|2H ]2.
(D2)
It is worthwhile noting that for the FBM case the eigen-
values of the covariance matrix Σ(∆) are not given in ex-
plicit form and need to be calculated numerically. Also
note that Eq. (D1) is independent of the generalized dif-
fusion coefficient DH which gets canceled both in a and
b.
Appendix E: Connection between Extreme value
statistic and Large deviation theory
Consider M discrete trajectories, {{X1, X2, ...., XN}1,
{X1, X2, ...., XN}2, . . . , , {X1, X2, ...., XN}M} of length
N of a given process. Let Yj be a statistic over each tra-
jectory j, j ∈ {1, 2, ...,M} (for instance, Y could be the
TAMSD). Large deviation theory deals with the prob-
ability that P (Y > ǫ) ≤ exp(−I), where I is the rate
function and ǫ is the deviation parameter. On the other
hand, the extreme value statistic deals with the proba-
bility P (max{Y1, Y2, .., YM} > z). This probability can
be written as
P (max{Y1, Y2, .., YM} > z)
= 1− P (max{Y1, Y2, .., YM} ≤ z)
= 1− P (Y1 ≤ z, Y2 ≤ z, ..., YM ≤ z)
= 1−
M∏
j=1
P (Yj ≤ z)
= 1− PM (Y1 ≤ z)
= 1− [1− P (Y1 > z)]M .
The last three equalities come from the fact that the con-
sidered trajectories represent independent realizations of
the same process.
Appendix F: Simulated processes
For our analysis in the central Fig. 1 we simulate 100
trajectories each for different processes. The number of
trajectories is of the same order as in the experimental
datasets we analyze.
Brownian Motion (BM): Brownian motion is charac-
terized by the Langevin equation in the overdamped limit
as [66, 67]
dX(t)
dt
=
√
2Dη(t), (F1)
driven by the white Gaussian noise η(t) with zero mean
and autocorrelation function 〈η(t1)η(t2)〉 = δ(t1 − t2).
The parameter D is the diffusion coefficient.
Fractional Brownian Motion (FBM): Fractional Brow-
nian motion has been used to explain anomalous diffusion
in a number of experiments [68–75], where the underly-
ing process had long-range correlations. FBM [43, 76] is
given by the Langevin equation
dXFBM(t)
dt
= ηH(t), (F2)
driven by the fractional Gaussian noise (fGn) ηH(t) with
autocorrelation function
〈ηH(t1)ηH(t2)〉 = 2H(2H−1)DH ×|t1− t2|2(H−1), (F3)
where DH is the generalized diffusion coefficient and H
is the Hurst index, which is related to the anomalous
diffusion exponent α as H = α/2.
9Scaled Brownian Motion (SBM): Scaled Brownian
motion has been used as a model of anomalous diffusion
in numerous experiments [77–82], particularly those
with fluorescence recovery after photobleaching [83].
SBM [7, 84] is characterized by Eq. (F1) but with a
time-dependent diffusivity given by D(t) = D0t
α−1,
with constant D0 and the anomalous diffusion exponent
α. The parameter 0 < α < 1 leads to a subdiffusive
MSD while 1 < α < 2 leads to a superdiffusive MSD.
Continuous Time Random Walk (CTRW): The
subdiffusive CTRW has been used to describe a number
of experiments [3, 46, 85–87] exhibiting anomalous
diffusion. It is a renewal process with Gaussian jumps
with an asymptotic power-law distributed waiting time
between successive jumps [7, 45, 46]. The asymptotic
probability density function (PDF) of the waiting time
τ is given by ψ(τ) ≈ τα0 τ (−1−α), where 0 < α < 1 is the
anomalous diffusion exponent of the MSD. We refer to
[89] for details of the simulation.
Superstatistical process: By a superstatistical process
[47, 48] we mean a process which is defined by Eq. (F1)
where the diffusion coefficient is a random variable, that
is, there exists a distribution of diffusivities over the trac-
ers in a single particle tracking experiment. The convo-
lution of such distributions of diffusivities with a Gaus-
sian distribution can give rise to non-Gaussian displace-
ment distributions routinely observed in many experi-
ments [50, 91–98]. As in many of these experiments, the
diffusivity has a Rayleigh-like distribution, for our sim-
ulated superstatistical process we applied the Rayleigh
distribution for the diffusivity,
p(D) =
D
D20
exp
(
− D
2
2D20
)
, (F4)
where D0 is the scale parameter of the Rayleigh distri-
bution and is related to the mean 〈D〉 = D0
√
(π/2).
Diffusing Diffusivity (DD): The minimal DD model
can be expressed as the set of stochastic differential equa-
tions [49]
dXDD(t)
dt
=
√
2D(t)η1(t), (F5a)
D(t) = Y 2(t), (F5b)
dY (t)
dt
= −Y (t)
τc
+ ση2(t), (F5c)
where the time dependent diffusion coefficient is defined
as the square of the Ornstein-Uhlenbeck process Y (t) and
τc is the relaxation time to the stationary limit [99]. η1(t)
and η2(t) are independent white Gaussian noise with zero
mean and unit variance. In the long time, stationary
limit the diffusion coefficients are distributed roughly ex-
ponentially [49],
p(D) = (πDD⋆)
−1/2 exp[−D/D⋆], (F6)
where D⋆ = σ
2τc. The TAMSD for this DD model grows
linearly with lag time but the PDF of the process is non-
Gaussian (Laplacian) for times less than the relaxation
time τc, and it crosses over to a Gaussian PDF for t ≫
τc. This behavior was seen in a number of experiments
[91, 93].
Appendix G: The Jarque-Bera test for Gaussianity
In statistics, the Jarque-Bera (JB) test is a goodness-
of-fit test used to recognize if the sample data have the
skewness and kurtosis matching the Gaussian distribu-
tion. The test statistic is always nonnegative. If it is far
from zero, then we can suspect, the data are not from
the Gaussian distribution. The JB statistic for a random
sample x1, x2, ..., xn is defined as follows [64],
JB =
n
6
(
S2 +
1
4
(K − 3)2
)
, (G1)
where S and K are the empirical skewness and kurtosis,
respectively.
In the literature, the JB test based on the JB statistic is
considered as one of the most effective tests for Gaussian-
ity. It is especially useful in the problem of recognition
between heavy- and light-tailed (Gaussian) distributions
of the data.
Appendix H: Supplementary figures
We here present additional figures that we refer to in
the main text.
[1] F. Höfling, and T. Franosch, Anomalous transport in the
crowded world of biological cells, Rep. Prog. Phys. 76,
046602 (2013).
[2] K. Nørregaard, R. Metzler, C. Ritter, K. Berg-Sørensen,
and L. Oddershede, Manipulation and motion of or-
ganelles and single molecules in living cells, Chem. Rev.
117, 4342 (2017).
[3] A. V. Weigel, B. Simon, M. M. Tamkun, and D. Krapf,
Ergodic and Nonergodic Processes Coexist in the Plasma
Membrane as Observed by Single-Molecule Tracking,
Proc. Natl. Acad. Sci. U.S.A. 108, 6438 (2011).
[4] S. M. A. Tabei, S. Burov, H. Y. Kim, A. Kuznetsov, T.
10
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=1
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=2
largedev theory
Chebyshev
BM
FBM,α=0.7
FBM,α=1.3
FBM,α=1.7
SBM,α=0.3
SBM,α=0.7
SBM,α=1.3
CTRW,α=0.7
superstatistical
DD
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=10
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=20
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
FIG. 3: Variation of the estimates of P ((ξ − 1) > ǫ) with respect to ǫ, for different simulated datasets with N = 300,M = 10000
and different values of ∆.
Huynh, J. Jureller, L. H. Philipson, A. R. Dinner, and
N. F. Scherer, Intracellular transport of insulin granules
is a subordinated random walk, Proc. Natl. Acad. Sci.
USA 110, 4911 (2013).
[5] E. Barkai, Y. Garini, and R. Metzler, Strange Kinetics
of Single Molecules in Living Cells, Phys. Today 65(8),
29 (2012).
[6] I. M. Sokolov,Models of anomalous diffusion in crowded
environments, Soft Matter 8, 9043 (2012).
[7] R. Metzler, J.-H. Jeon, A. G. Cherstvy, and E. Barkai,
Anomalous diffusion models and their properties: non-
stationarity, non-ergodicity, and ageing at the centenary
of single particle tracking, Phys. Chem. Chem. Phys. 16,
24128 (2014).
[8] G. Seisenberger, M. U. Ried, T. Endreß, H. Bün-
ing, M. Hallek, and C. Bräuchle, Real-Time Single-
Molecule Imaging of the Infection Pathway of an Adeno-
Associated Virus, Science 294, 1929 (2001).
[9] J. F. Reverey, J.-H. Jeon, H. Bao, M. Leippe, R. Met-
zler, and C. Selhuber-Unkel, Superdiffusion dominates
intracellular particle motion in the supercrowded space
of pathogenic Acanthamoeba castellanii, Sci. Rep. 5,
11690 (2015).
[10] C. Di Rienzo, V. Piazza, E. Gratton, F. Beltram and F.
Cardarelli, Probing short-range protein Brownian mo-
tion in the cytoplasm of living cells, Nat. Commun. 5,
5891 (2014).
[11] S. Burov, R. Metzler, and E. Barkai, Aging and non-
ergodicity beyond the Khinchin theorem, Proc. Natl.
Acad. Sci. USA 107, 13228 (2010).
[12] D. Krapf, E. Marinari, R. Metzler, G. Oshanin, X. Xu
and A. Squarci Power spectral density of a single Brow-
nian trajectory: what one can and cannot learn from it,
New J. Phys. 20, 023029 (2018).
[13] D. Krapf, N. Lukat, E. Marinari, R. Metzler, G. Os-
hanin, C. Selhuber-Unkel, A. Squarcini, L. Stadler, M.
Weiss, and X. Xu, Spectral Content of a Single Non-
Brownian Trajectory, Phys. Rev. X 9, 011019 (2019).
[14] Y. Meroz and I. M. Sokolov, A toolbox for determining
subdiffusive mechanisms, Phys. Rep. 573, 1 (2015).
[15] S. Thapa, M. A, Lomholt, J. Krog, A. G. Cher-
stvy and R. Metzler Bayesian analysis of single-
particle tracking data using the nested-sampling algo-
rithm: maximum-likelihood model selection applied to
stochastic-diffusivity data, Phys. Chem. Chem. Phys.
20, 29018 (2018).
[16] C. Mark, C. Metzner, L. Lautscham, P. L. Strissel, R.
Strick, and Ben Fabry, Bayesian model selection for
complex dynamic systems, Nat. Comms. 9, 1803 (2018).
[17] F. Persson, M. Lindén, C. Unoson, and J. Elf, Ex-
tracting intracellular diffusive states and transition rates
from single-molecule tracking data, Nat. Meth. 10, 265
(2013).
[18] G. Muñoz-Gil, M. A. Garcia-March, C. Manzo, J. D.
Martín-Guerrero, and M. Lewenstein, Single trajectory
characterization via machine learning, New J. Phys. 22,
013010 (2020).
[19] B. V. Gnedenko, The theory of probability (American
Mathematical Society, Providence RI, 2005).
[20] R. Savage, Probability, Inequalities of the Tchebycheff
11
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=1
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=2
largedev theory
Chebyshev
BM
FBM,α=0.3
FBM,α=0.5
FBM,α=0.7
FBM,α=1.3
FBM,α=1.5
FBM,α=1.7
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=10
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=20
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
FIG. 4: Variation of the estimates of P ((ξ − 1) > ǫ) with respect to ǫ, for simulated FBM datasets of different anomalous
diffusion exponent, with N = 300, M = 10000 and different values of ∆. Superdiffusive FBM with large values of the
anomalous diffusion exponent α fall out of the Brownian domain (gray-shaded region in the plot) for large values of the
deviation parameter ǫ.
Type, J. Res. Natl. Bur. Stand. - B. Math. Math. Phys.
65B, 211 (1961).
[21] L. Fang, K. Ma, R. Li, Z. Wang, and H. Shi, A Statis-
tical Approach to Estimate Imbalance-Induced Energy
Losses for Data-Scarce Low Voltage Networks, IEEE
Trans. Power Syst. 34, 2825 (2019).
[22] X. Xue, C. Li, S. Cao, J. Sun, and L. Liu, Fault Di-
agnosis of Rolling Element Bearings with a Two-Step
Scheme Based on Permutation Entropy and Random
Forests, Entropy 21, 96 (2019).
[23] G. V. G. Baranoski, J. G. Rokne, and G. Xu, Applying
the exponential Chebyshev inequality to the nondeter-
ministic computation of form factors, J. Quant. Spec-
trosc. Radiat. Transf. 69, 447 (2001).
[24] H. Cramér, Sur un nouveau théorème limite dans la
théorie des probabilités, in: Colloque consacré à la
théorie des probabilités, vol. 3 (Hermann, Paris, 1938).
[25] M. D. Donsker, S. R. S. Varadhan, Asymptotic evalu-
ation of certain Markov process expectations for large
time I, Comm. Pure Appl. Math. 28, 1 (1975).
[26] M. D. Donsker, S. R. S. Varadhan, Asymptotic evalu-
ation of certain Markov process expectations for large
time IV, Comm. Pure Appl. Math. 36, 183 (1983).
[27] J. Feng and T. G. Kurtz, Large deviations for stochas-
tic processes, Mathematical Surveys and Monographs
(American Mathematical Society, Providence RI, 2006).
[28] A. Dembo and O. Zeitouni, Large deviations techniques
and applications, Vol. 38 (Springer, Berlin, 2009).
[29] S. Y. Novak, Extreme value methods with applications
to finance (Chapman & Hall/CRC Press, New York,
2011).
[30] F. R. Ragone, J. Wouters and F. Bouchet, Computation
of extreme heat waves in climate models using a large
deviation algorithm, Proc. Natl. Acad. Sci. U. S. A. 115,
24 (2018).
[31] H. Touchette, The large deviation approach to statistical
mechanics, Phys. Rep. 478, 1 (2009).
[32] H. Djellout, A. Guillin, and Y. Samoura, Estimation of
the realized (co-)volatility vector: Large deviations ap-
proach, Stoch. Proc. Applic. 127, 2926 (2017).
[33] B. Bercu and A. Richou, Large deviations for
the Ornstein-Uhlenbeck process without tears, Statist.
Probab. Lett. 123, 45 (2017).
[34] V. Fasen and P. Roy, Stable random fields, point pro-
cesses and large deviations, Stochast. Proc. Applic. 126,
832 (2016).
[35] R. Kumar and L. Popovic, Large deviations for multi-
scale jump-diffusion processes, Stochast. Proc. Applic.
127, 1297 (2017).
[36] J. Gajda and M. Magdziarz, Large deviations for sub-
ordinated Brownian motion and applications, Stochast.
Proc. Applic. 88, 149 (2014).
[37] E. Barkai and S. Burov, Packets of diffusing particles
exhibit universal exponential tails, Phys. Rev. Lett. 124,
12
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=1
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=2
largedev theory
Chebyshev
FBM,α=0.3
FBM,α=0.5
FBM,α=0.7
FBM,α=1.3
FBM,α=1.5
FBM,α=1.7
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=10
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=20
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
FIG. 5: Comparison of the theoretical curves for the variation of P ((ξ − 1) > ǫ) with respect to ǫ, for BM (labeled "largedev
theory") and FBM with different anomalous diffusion exponent. The curve labeled "Chebyshev" is the theoretical curve of the
Chebyshev inequality for BM. The different sub-figures are for N = 300 and different values of the lag time, ∆. Super-diffusive
FBM with large values of the anomalous diffusion exponent α fall out of the Brownian domain (gray-shaded region in the plot),
i.e. the theoretical bounds on the deviations of the normalized TAMSD for superdiffusive FBM are increasingly larger for larger
values of α. This supports the simulation results in Fig.4. No clear trend is observed for subdiffusive FBM at short lag times,
although a trend similar to superdiffusive FBM appears at long lag times. This is, however, consistent with Fig. 4, where a
clear trend for subdiffusive FBM is observed for the simulated datasets only at long lag times.
060603 (2020).
[38] D. Qi and A. J. Majda, Using machine learning to
predict extreme events in complex systems, Proc. Natl.
Acad. Sci. U.S.A. 117, 52 (2019).
[39] M. K. Tippett, C. Lepore and J. E. Cohen, More tor-
nadoes in the most extreme U.S. tornado outbreaks, Sci-
ence, 354, 1419 (2016).
[40] S. Ornes,How does climate change influence extreme
weather? Impact attribution research seeks answers,
Proc. Natl. Acad. Sci. U.S.A. 115, 8232 (2018).
[41] J. Gajda, A. Wyłomańska, H. Kantz, A. V. Chechkin,
and G. Sikora, Large deviations of time-averaged statis-
tics for Gaussian processes, Statist. Probab. Lett. 143,
47 (2018).
[42] C. B. Moler and C. W. Stewart, An algorithm for gen-
eralized matrix eigenvalue problems, SIAM J. Numer.
Anal. 10, 241 (1973).
[43] B. B. Mandelbrot and W. J. van Ness, Fractional Brow-
nian motions, fractional noises and applications, SIAM
Rev. 10, 422 (1968).
[44] S. C. Lim and S. V. Muniandy, Self-similar Gaussian
processes for modeling anomalous diffusion, Phys. Rev.
E 66, 021114 (2002).
[45] E. W. Montroll and G. H. Weiss, Random Walks on Lat-
tices. III. Calculation of First-Passage Times with Ap-
plication to Exciton Trapping on Photosynthetic Units,
J. Math. Phys. 10, 753 (1969).
[46] H. Scher and E. W. Montroll, Anomalous transit-time
dispersion in amorphous solids, Phys. Rev. B 12, 2455
(1975).
[47] C. Beck and E. G. D. Cohen, Superstatistics, Physica A
322, 267 (2003).
[48] C. Beck, Superstatistical Brownian motion, Prog. Theor.
Phys. Suppl. 162, 29 (2006).
[49] A. V. Chechkin, F. Seno, R. Metzler, and I. M. Sokolov,
Brownian yet non-Gaussian diffusion: from superstatis-
tics to subordination of diffusing diffusivities, Phys. Rev.
X 7, 021002 (2017).
[50] C. E. Wagner, B. S. Turner, M. Rubinstein, G. H.
McKinley, and K. Ribbeck, A rheological study of the
association and dynamics of MUC5AC gels, Biomacro-
molecules 18, 3654 (2017).
[51] M. Massah, and H. Kantz, Confidence intervals for
time averages in the presence of long-range correlations,
a case study on Earth surface temperature anomalies,
Geophys. Res. Lett. 43, 9243 (2016).
13
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=1
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=2
largedev theory
Chebyshev
BM
SBM,α=0.3
SBM,α=0.5
SBM,α=0.7
SBM,α=1.3
SBM,α=1.5
SBM,α=1.7
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=10
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P(
(ξ−
1)>
ε)
ε
∆=20
10−2
10−1
100
 0.1  0.2  0.3  0.4  0.5  0.6  0.7
lo
g 1
0P
((ξ
−
1)>
ε)
ε
FIG. 6: Variation of the estimates of P ((ξ − 1) > ǫ) with respect to ǫ, for simulated SBM datasets of different anomalous
diffusion exponent, with N = 300, M = 10000 and different values of ∆. Subdiffusive SBM with small values of the anomalous
diffusion exponent α fall out of the Brownian domain (gray-shaded region in the plot) for large values of the deviation parameter
ǫ, significantly at short lag times ∆. This is in agreement with the behavior of the EB parameter reported for SBM in Ref. [100],
namely that for subdiffusive SBM the EB parameter (or equivalently the variance of the TAMSD) is larger for smaller values
of the anomalous diffusion exponent. Moreover, for subdiffusive SBM, it was also reported in Ref. [100] that the EB parameter
is larger for short lag times at fixed values of the anomalous diffusion exponent. This explains why subdiffusive SBM can be
better distinguished from BM at small values of the lag time.
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FIG. 11: Variation of the estimates of P ((ξ − 1) > ǫ) with respect to ǫ, for the datasets of polystyrene beads tracked in aqueous
solution. The figure shows the results from the set of trajectories filtered using the JB test (labeled "BM,filtered,x-dim" and
"BM,filtered,y-dim"), as compared to the full set of trajectories (labeled "BM,x-dim" and "BM,y-dim"). The parameters
N = 300 for all the datasets while M = 150, 129, and 125 for the unfiltered sets, dataset labeled "BM,filtered,x-dim" and the
dataset labeled "BM,filtered,y-dim" respectively.
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