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a b s t r a c t
We study a general class of high order Newton type methods. The schemes consist of
the application of several steps of Newton type methods with frozen derivatives. We are
interested to improve the order of convergence in each sub-step. In particular, we should
finish the computation after some stop criteria and before the full computation of the
current approximation. We prove that only two sequences of parameters can be derived
verifying these properties. One corresponds to a very well known family and the other is
a little (but not natural) modification. Finally, we study some dynamical aspects of these
families in order to find differences. Surprisingly, the less natural family seems to have a
simpler dynamic.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Newton type methods are the most usual iterations to approximate a solution x∗ of a nonlinear equation f (x) = 0.
The most classical third order methods, as Halley or Chebyshev procedures, evaluate second Fréchet derivatives [1]. These
evaluations are very time consuming for systems of equations.
The main advantage of the schemes studied in this paper is that we have not to evaluate any bilinear operator (the
second order Fréchet derivatives or their approximations using divided differences). We note that for a nonlinear system of
m equations and m unknowns, the first Fréchet derivative is a matrix with m2 entries, while the second Fréchet derivative
has m3 entries. This implies a huge amount of operations in order to evaluate each iteration. The methods studied in this
paper overcome these difficulties by evaluating several times the operator, but only once its first derivative. Moreover, only
one LU decomposition is necessary in each iteration.
For this reason, the classical high order methods are not preferred as the first choice. Other high order methods, in some
cases with better behavior in the real case, have been proposed during the last years; see for instance [2–8].
On the other hand, we are interested to improve the order of the convergence not only in each iteration but also in each
sub-step. Examples of this type of methods exist in the literature. We start with the following two-step methods
M−2,f :=

yn = xn − f (xn)f ′(xn) ,
xn+1 = yn − f (yn)f ′(xn) ,
(1)
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and
M+2,f :=

yn = xn + f (xn)f ′(xn) ,
xn+1 = yn − f (yn)f ′(xn) ,
(2)
(see [9–13]).
With respect to method (1) we have the following result.
Theorem 1 (Traub [10, Theorem 8.1]). Assume that the function f : D ⊂ R→ R defined on an open interval D has a simple1 root
x∗ ∈ D and is sufficiently smooth, and that the iterative function φ(x) defines an iterative method of order p. Then the composite
iterative function ψ(x) given by
ψ(x) = φ(x)− f (φ(x))
f ′(x)
(3)
defines an iterative method of order p+ 1.
On the other hand, for method (2), Chun in [2] shows that its convergence order is three. In other words, both methods
have the third order of convergence.
Moreover, if we consider general two-step Newton type methods with two free parameters α, β ∈ R
M2,f :=

yn = xn + α f (xn)f ′(xn) ,
xn+1 = yn + β f (yn)f ′(xn) ,
(4)
we have the following result.
Theorem 2. Assume that the function f : D ⊂ R→ R defined on an open interval D has a simple root x∗ ∈ D and is sufficiently
smooth. Then the sequences generated by (4) converge locally to x∗ with order three if and only if (α, β) = (±1,−1).
Remark 1. All the theoremspresented in this paper canbeprovedusing the definition of the corresponding iterativemethod
and Taylor’s expansion around the solution. It is the usual technique used in the literature to derive the local convergence
of the iterative methods.
Using Traub’s Theorem 1, we can improve the order of convergence applying a new Newton step with frozen derivative,
namely the following three-step methods
M±3,f :=

yn = xn ± f (xn)f ′(xn) ,
zn = yn − f (yn)f ′(xn) ,
xn+1 = zn − f (zn)f ′(xn) ,
(5)
have the order of convergence four.
At this moment, we can formulate at least the following two questions.
Is there other possible parameter choice to improve the convergence order of the two-step methods (1)–(2)?
Is it possible to find sequences of parameters, for a general p-step method, improving the convergence order in each sub-step?
These two questions are the main motivation of our work and their answers can be found in Section 2. In particular, we
will find only two families verifying these properties. One corresponds to a very well known family (Newton with several
frozen derivatives) and the other only differs in each iteration in the first sub-step. However, the dynamical properties of
both schemes are really different as we will see in Section 3.
1 f (x∗) = 0 and f ′(x∗) ≠ 0.
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2. Two families of Newton type methods
We start with a three-step Newton type method with three free parameters α, β, γ ∈ R
M3,f :=

yn = xn + α f (xn)f ′(xn) ,
zn = yn + β f (yn)f ′(xn) ,
xn+1 = zn + γ f (zn)f ′(xn) .
(6)
We have the following result.
Theorem 3. Assume that the function f : D ⊂ R→ R defined on an open interval D has a simple root x∗ ∈ D and is sufficiently
smooth. Then the sequences generated by (6) converge locally to x∗ with order four if and only if (α, β, γ ) = (±1,−1,−1). In
these cases, we have
lim
n→∞
en+1
e4n
= 1
3
f ′′(x∗)f ′′′(x∗)
f ′(x∗)2
− 1
2
f ′′(x∗)3
f ′(x∗)3
, if (α, β, γ ) = (1,−1,−1), and
lim
n→∞
en+1
e4n
= −1
2
f ′′(x∗)3
f ′(x∗)3
, if (α, β, γ ) = (−1,−1,−1),
where en = x∗ − xn.
In particular, the answer to our first question is NO.
However, for the second question, the answer is YES.
We consider the family of methods, denote byM±p,f , given by
M±p,f :=

y1n = xn ± α
f (xn)
f ′(xn)
,
y2n = y1n −
f ((y1n))
f ′(xn)
,
...
xn+1 = y(p−1)n −
f (y(p−1)n )
f ′(xn)
.
(7)
Note that for p = 1 we only can consider the scheme M1,f corresponding with Newton’s method applied to function f .
Now we have the following result.
Theorem 4. Assume that the function f : D ⊂ R→ R defined on an open interval D has a simple root x∗ ∈ D and is sufficiently
smooth. Then the sequences generated by (7) converge locally to x∗ with order p + 1 for α = ±1. Moreover, they are the only
two possibilities in the parameters improving the convergence order in each sub-step.
Proof. We denote by en = x∗ − xn the error at the nth-iteration. From the definition of the method, we can write
xn+1 = xn − −αf (xn)+ f (y
1
n)+ · · · + f (y(p−1)n )
f ′(xn)
,
thus
en+1 = en + −αf (xn)+ f (y
1
n)+ · · · + f (y(p−1)n )
f ′(xn)
. (8)
Now defining hi = f (i)(xn)i! and using Taylor’s expansions around xn we obtain
f (xn) = −f ′(xn)en − h2e2n − h3e3n − · · · − hkekn + O(ek+1n ). (9)
We will see by induction, that for k ≥ 1 we have
− αf (xn)+ f (y1n)+ · · · + f (y(k)n ) = −f ′(xn)en + O(ek+2n ). (10)
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Indeed
• For k = 1, we have
f (y1n) = f (xn)+ f ′(xn)(y1n − xn)+ h2(y1n − xn)2 +

i=3
hi(y1n − xn)2. (11)
– For α = 1, we obtain
y1n − xn =
f (xn)
f ′(xn)
= −en + O(e2n),
and from this, we have
f ′(xn)(y1n − xn) = f (xn) = −f ′(xn)en − h2e2n + O(e3n),
using (11) it follows that these expressions are given by
−f (xn)+ f (y1n) = −f ′(xn)en − h2e2n + h2(−en + O(e2n))2 + O(e3n)
= −f ′(xn)en + O(e3n).
– For α = −1, we have
y1n − xn = −
f (xn)
f ′(xn)
= en + O(e2n),
and
f ′(xn)(y1n − xn) = −f (xn),
using (11) we obtain
f (y1n) = h2(en + O(e2n))2 + O((en + O(e2n))3),
thus
f (xn)+ f (y1n) = −f ′(xn)en − h2e2n + h2(en + O(e2n))2 + O((en + O(e2n))3)
= −f ′(xn)en + O(e3n).• For the general case k+ 1,
f (y(k+1)n ) = f (xn)+ f ′(xn)(y(k+1)n − xn)+ h2(y(k+1)n − xn)2 + · · ·
+ hk+2(y(k+1)n − xn)k+2 + O((y(k+1)n − xn)k+3). (12)
– For α = 1, we have
y(k+1)n − xn = −
−f (xn)+ f (y1n)+ · · · + f (y(k)n )
f ′(xn)
,
and from the induction hypothesis (10), we obtain
y(k+1)n − xn = en + O(ek+2n ),
and from (12), we give
f (y(k+1)n ) = f (xn)− (−f (xn)+ f (y1n)+ · · · + f (y(k)n ))+ h2(en + O(ek+2n ))2 + · · ·
+ hk+2(en + O(ek+2n ))k+2 + O((en + O(ek+2n ))k+3).
Thus
−f (xn)+ f (y1n)+ · · · + f (y(k)n )+ f (y(k+1)n ) = −f ′(xn)en − h2e2n − · · · − hk+2ek+2n + h2(en + O(ek+2n ))2
+ · · · + h(k+2)(en + O(ek+2n ))(k+2) + O(ek+3)
= −f ′(xn)en + O(ek+3n ).
– For α = −1, we have
y(k+1)n − xn = −
f (xn)+ f (y1n)+ · · · + f (y(k)n )
f ′(xn)
,
f (y(k+1)n ) = −f (y1n)− · · · − f (y(k)n )+

i=2
hi(y(k+1)n − xn)i,
and from the induction hypothesis
y(k+1)n − xn = en + O(ek+2n ),
thus
f (xn)+ f (y1n)+ · · · + f (y(k)n )+ f (y(k+1)n ) = f (xn)+

i=2
hi(en + O(ek+2n ))i,
from (9)
f (xn)+ f (y1n)+ · · · + f (y(k)n )+ f (y(k+1)n ) = −f ′(xn)en + O(ek+3n ).
Thus, since
en+1 = en + −αf (xn)+ f (y
1
n)+ · · · + f (y(p−1)n )
f ′(xn)
,
we finally obtain
en+1 = O(e(p+1)n ) = cpep+1 + cp+2ep+2n + · · · . 
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Fig. 1a. The parameter space for Newton’s method applied to pλ .
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Fig. 1b. A zoom of a small shaded black region.
3. Dynamical properties of the two families
Our main interest in this section is the study of the iterate behavior of points under the iterative methods M±p,f .
We have the following result, whose proof is an easy extension of the proof of Theorem 1 in [11].
Theorem 5 (The Scaling Theorem). Let f be an analytic real or complex function, and let T (z) = αz + β , with α ≠ 0 , be an
affine map. Let g = (f ◦ T ) . Then T ◦ M±p,g ◦ T−1 = M±p,f ,for p = 1, 2, . . . , that is, the iterated M±p,f and M±p,g behave in a
similar way (have the same properties) up to affine change of coordinates T .
The theorem remains valid for g(z) = c (f ◦ T )(z) , where c is a nonzero constant.
The Scaling Theorem allows up to suitable change of coordinates, to reduce the study of the iterated M±p,f , to the study of
specific families of iterations of simpler maps. For example a complex cubic polynomial is equivalent by an affine change of
coordinates to f (z) = z3 or to an element of the family fλ(z) = z3+(λ−1)z−λ, where λ ∈ C is a parameter. For simplicity,
we denote method Mp,fλ by Mp,λ. The first study of Newton’s method for the family of polynomials pλ was carried out by
Curry, et al. in [14] where the existence of Mandelbrot-like sets in the parameter space (shaded black regions) was shown.
For parameter values in these Mandelbrot-like sets, Newton’s method fails to converge due to the existence of attracting
cycles. See Figs. 1a and 1b.
The next two figures shown the basin of attraction of the roots for Newton’s method applied to the polynomial pλ, where
the parameter λ = 0.275+ 1.65i is chosen in one of the shaded black regions (see Figs. 2a and 2b).
The two figures below show the parameter space ofM−2,λ and an expansion of the shaded black region.
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Fig. 2a. Basin of attraction for Newton’s method applied to pλ for λ = 0.275+ 1.65i.
Fig. 2b. A zoom of a small shaded black region.
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Fig. 3a. The parameter space ofM−2,λ .
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Fig. 3b. A zoom of a small shaded black region.
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Fig. 4a. Parameter value λ = 3.1+ 0i.
The values of λ, in the black shaded regions in Fig. 3a, are parameters for whichM−2,λ fails to converge to any root of pλ. In
the following pictures, we have shown the convergence region for two-step methodM−2,λ for parameter values λ = 3.1+0i
and λ = 3.05 + 0i in the shaded region of Figs. 3a and 3b. Note that black shaded regions in Figs. 4a and 4b are similar to
those of the filled Julia set for polynomials (see [15]).
Experiments analogous using methodM+p,f do not show the existence of black shaded regions in the space of parameters
so that the method in question has no attractor cycles (regions of no convergence to any of the roots of the equation), as we
can see in the following figures. Of course, the dynamics is less rich, but from the numerical point of view, this fact is very
interesting (see Figs. 5a and 5b).
The next two figures show the parameter space ofM+2,λ andM
+
3,λ.
The next two figures show the regions of convergence of the methodsM+2,f andM
+
3,f applied to the equation z
3 − 1 = 0
(see Figs. 6a and 6b).
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Fig. 6a. Attraction basin of the roots forM+2,1 applied to z3 − 1 = 0.
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Fig. 6b. Attraction basin of the roots forM+3,1 applied to z3 − 1 = 0.
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