Abstract: Some nonlinear parabolic integro-differential equations with variable exponents of the nonlinearity are considered. The initial-boundary value problem for these equations is investigated and the existence theorem for the problem is proved.
Introduction
Let n ∈ N and T > 0 be fixed numbers, Ω ⊂ R n be a bounded domain with the boundary ∂ Ω , Q 0,T := Ω × (0, T ), Σ 0,T := ∂ Ω × (0, T ), Ω τ := {(x,t) | x ∈ Ω , t = τ}, τ ∈ R. We seek a weak solution u : Q 0,T → R 1 of the problem |u| r−2 u t − a ∆ u + g(x,t)|u| q(x)−2 u + φ (Eu) = f (x,t), (x,t) ∈ Q 0,T ,
where a > 0 and r > 1 are some numbers, ∆ :=
is the Laplacian, (Eu)(x,t) := Ω Z(x,t, z) u(x + z,t) − u(x,t) dz, (x,t) ∈ Q 0,T ,
g, q, φ , Z, f , u 0 are some functions, and u is zero extension of u from Q 0,T into (R n \ Ω ) × (0, T ).
The equations of type (1) have been widely used in many applications. For example (see [4] ), let us consider a circuit, which consists of a resistance, a condenser, and a generator of the jump impulses. It is well known that the supply U(t) satisfies the stochastic differential equation
where R is a value of the resistance, C is a capacitance of the condenser, σ is a intensity of the loss of the signal, U 0 is a start supply, T = RC, {W (t)} t∈ [0,T ] is the standard Brownian motion, and Q(t) is the compound Poisson process. Let c 2017 BISKA Bilisim Technology u(x,t), x ∈ R, be a density of the stochastic process U(t), t ∈ [0, T ]. If some additional conditions are satisfied, then (see [4, p. 4] ) u is a solution to the Cauchy problem for the Kolmogorov-Feller equation
where u 0 is a density of U 0 , λ is a intensity of the jump creation, ψ is a density of the jump size.
If n = 1, then equation (1) is a nonlinear modification of (5) in bounded domain Q 0,T instead of the unbounded strip R × (0, T ). Equation (5) also arises in the Merton and Kou models of the option pricing (see [15] , [31] , and [34] ). The Cauchy problem for the equations of type (5) is considered in [9] , [16] , [21] , and [41] .
The number r and the function q (see (1) ) are called exponents of the nonlinearity of double nonlinear parabolic equation (1) . Since q is a function, here we have a variable exponent of the nonlinearity. The double nonlinear parabolic equations with variable exponents of the nonlinearity without the integral terms are considered in [2] , [7] . In [6] , [17] , [18] , [19] , [39] , and [40] , the authors investigate the problems for nonlinear parabolic equations with constant exponents of the nonlinearity and with the integral terms which differ from term (3).
In [38] , J.P. Pinasco proved the existence of the local solution and the nonexistence of the global solution to the initial-boundary value problem for the equation
where α(x) > 1 and β (y) > 1.
In this paper we extend our investigations which is started in [13] for the double nonlinear equation u t − a ∆ (|u| γ−2 u) + g(x,t)|u| q(x)−2 u + φ (Eu) = f (x,t), (x,t) ∈ Q 0,T .
We recall that if γ ∈ [2, 3), then the existence of the weak solution to problem (7), (2) is proved in [13] . The Cauchy problem for the equations of type (7) is considered in [20] if q(x) ≡ 2, φ (s) = s, and γ = 3. 
Notation and statement of main result
is a set of all measurable functions v : Q → R (see [24, p. 120] ), Lip (Q) is a set of all Lipschitz-continuous functions v : Q → R (see [32, p. 29] ), C m (Q) and C ∞ 0 (Q) are determined from [1, p. 9] , L p (Q) is the Lebesgue space (see [1, p. 22, 24] 
For every δ ∈ B + (Q), by definition, put
For the sake of convenience we shall write u(t) instead of u(·,t).
Assume that δ ∈ B + (Q) and δ 0 > 1. The set
is called a generalized Lebesgue space. It is well known that L δ (y) (Q) is the Banach space which is reflexive and separable (see [30, p. 599, 600, 604] ). The generalized Lebesgue space was introduced in [36] . Its properties were widely studied in [2] , [10] , [22] , [26] , and [30] .
We shall need the following assumptions:
(Ru)(x,t) :
Notice that if u ∈ C 1 (Q 0,T ) and u = 0, then
Then we formally rewrite equation (1) as (2) , and for every v ∈ H 1 0 (Q 0,T ) we have
Here ∇v : (3) ) is a linear bounded operator and for every
where E * > 0 is independent of u. Indeed, using the Cauchy-Bunyakowski-Schwarz inequality (see Lemma 6.1 [27, Chapter 1, §6]), we get
and so (16) holds.
Assume that the following condition is satisfied: 
Notice that M Ω depends on n and does not depend on u.
Auxiliary facts

Functional spaces and some operators
First we recall some properties of the generalized Lebesgue spases.
Proposition 1.
( [37, p. 31] 
we get uv ∈ L 1 (Q) and the following generalized Hölder inequality is true (8) , and ρ δ is defined by (10) . Then for every v ∈ M (Q) the following statements are fulfilled:
Take a number r ∈ N. It is easy to verify that H 2r ∆ (Ω ) is the reflexive Hilbert space with respect to the scalar product
If ∂ Ω ⊂ C 1 , then the following integration by parts formulae is true
Proposition 5 and definition (20) imply that
Let {w j } j∈N is an orthonormal basis for the space L 2 (Ω ) that consists of all eigenfunctions of the problem
and {λ j } j∈N ⊂ R + is the set of the corresponding eigenvalues. It is easy to verify that the functions {w j } j∈N satisfy the equalities
The following statements are needed for the sequel. 
Remark 1 Let us consider the eigenvalue problem
−v tt − v x 1 x 1 − v x 2 x 2 − . . . − v x n x n = ζ v in Q 0,T , v| ∂ Ω ×(0,T ) = 0, v| t=0 = 0, v t | t=T = 0.(26)
Separating of variables v(x,t) = w(x)θ (t) yields
w(x) = ζ ,
Hence, instead of (26) we obtain the uncouple system of the following problem: (24); (ii) the problem
The eigenvalues and the corresponding eigenfunctions of problem (27) have the following form:
Whence, the eigenvalues and the corresponding eigenfunctions of problem (26) have the following form:
If we renumber it, then we get the set {v m } m∈N of the eigenfunctions and the set {ζ m } m∈N of the corresponding eigenvalues ζ m = λ m + σ m (m ∈ N) of problem (26) . Similarly to [42, Section 11.1] we prove that
For problem (24) we have Proposition 6. In particular, if r ∈ N and if the condition ∂ Ω ∈ C 2r holds, we obtain 
, then the following inequalities are true:
where C 4 > 0 is independent of z, τ.
Proof. The proof of estimate (31) is found in Lemma 6 [13] . In the same way we prove (29) and (30).
Lemma 2.
Suppose that the Nemytskij operators G and R are defined by (12) and (13) respectively. If q, r ∈ B + (Ω ),
are bounded and continuous.
We shall omit the proof because it is analogous to the proof which was given in [30, p. 613 ].
Proposition 7.
(the Aubin theorem, see [3] and [5, p. 393] 
Differentiability of nonlinear expressions
The following statements are needed for the sequel.
Theorem 2. Suppose that r ∈ B + (Ω ). Then the following statements are fulfilled:
(1) If r 0 > 1, then the equality |u|
is true if one of the following alternatives hold:
This Theorem 2 coincides with Theorem 3 [13] (see also Remark 1 [13] ). Then the proof is omitted.
Proposition 9. (Theorem 2 [25, p. 286]). If X is the Banach space and if p
∈ [1, ∞], then W 1,p (0, T ; X) C([0,
T ]; X) and the following integration by parts formulae is true
Lemma 3. Suppose that Ω ⊂ R n is a bounded C 0,1 -domain (see [27, p. 48] 
holds if one of the following alternatives hold:
Proof. (i). Take
Take a function v ∈ C 1 (Ω ). By (36), we obtain
Clearly,
is dense in W and (37) yields (35) .
We shall omit the proof of (ii) because it is analogous to the previous one.
Lemma 4.
Suppose that α ∈ B + (Q),
where C 5 > 0 is independent of u.
Proof. Clearly, 
and
hold. This inequality and (39) imply (40).
Lemma 5.
Suppose that β ∈ B + (Ω ), ψ β (x) is determined from (38) if we replace α(y) by β (x), and
Proof. By definition, put
the Lipschitz property in R and it is not differentiable only in the point s = 
Using case (ii) of Lemma 3 with z = ψ β (x),k (u) and w = v, we get (see (35) )
where k ≥ k 0 . By the inequality |ψ β (x),k (u(x,t))| ≤ M β (x) ∀ (x,t) ∈ Q 0,T and the Lebesgue Dominate Convergence Theorem, we obtain lim
Therefore, (42) follows from (44).
Theorem 3.
Suppose that α ∈ B + (Ω ),
e. x ∈ Ω , and ψ α(x) is defined by (38) if we replace α(y) by α(x). Then the following statements are fulfilled:
holds, and
where C 7 ,C 8 > 0 are independent of u.
Proof. First let us prove Case 1. Take a function u ∈ C 2 (Q 0,T ). Since u t , u tt ∈ L 1 (Q 0,T ), using (42) with β = 2α − 1 > 0 and v = u t , we obtain
where χ k is defined by (41) ,
where f = (2α(x) − 1)ψ 2α(x)−2 (u)|u t | 2 = (2α(x) − 1)|ψ α(x)−1 (u)u t | 2 . The existence of the limit in (48) implies that there exists a constant C 9 > 0 such that for every k ∈ N we have the estimate 
Hence, by (48), we get
By (50), we obtain
Whence, using (49), we prove the following convergence
Using (53) and (42) with β = α, we obtain
Taking in (54) function v ∈ C ∞ 0 (Q 0,T ), we get
Further let us prove Case 2. We start from proof of (46) and (47) if u ∈ C 2 (Q 0,T ). Since p ≥ 2α (and so 2 ≤ p α ), estimate (40) with Q = Q 0,T and q ≡ 2 yields that (46) holds. Using (45) (we already proved it), by (51), we obtain
On the other hand, for every r ∈ B + (Ω ) (r 0 > 1) the estimate 
holds. In addition, by Proposition 3, we obtain
Therefore, by (31) with p = p(x) and by the equality S a (z)S b (z) = S a+b (z) (a, b, z ≥ 0), we get
where C 13 > 0 is independent of u. Continuing in the same way, by (55), we obtain (47).
Finally let us take u, u t , u tt ∈ L p(x) (Q 0,T ), p ≥ 2α, and {u ℓ } ℓ∈N ⊂ C 2 (Q 0,T ), where
Estimates (46) and (47) imply that the sequence
and so α ψ α(x)−1 (u ℓ k )u
. By choosing the sequence {u ℓ } ℓ∈N , there exists a subsequence (we call it {u ℓ k } k∈N again) such that
Therefore χ = ψ α(x) (u) and ζ = α ψ α(x)−1 (u)u t . Thus, (54) with v ∈ W 1,2 (0, T ; L 2 (Ω )) holds and so (45) is true.
Since {u ℓ } ℓ∈N ⊂ C 2 (Q 0,T ) inequality (46) and (47) with u = u ℓ are true, i.e.
where C 7 ,C 8 > 0 are independent of u ℓ k , ℓ k . Thus, using Lemma 5.3 [27, p. 20] , we obtain (46) and (47).
Notice that the case α(x) ∈ (0, 
where C 14 > 0 is independent of u).
, then the equality (33) is true if one of the following alternatives hold:
where C 15 > 0 is independent of u.
Proof. The proof of Theorem 4 follows from Theorem 3 if we recall that
Notice that we omit the notation ψ in the right-hand sides of (32) and (33) . Thus the right-hand sides of (32) and (33) equal zero on {(x,t) ∈ Q 0,T | u(x,t) = 0}.
If we take p(x) ≡ const and r(x) ≡ const, we rewrite Theorem 4 as follows. 
where C 16 > 0 is independent of u.
where C 17 > 0 is independent of u.
Boundary value problem for some elliptic equation
The following Dirichlet-Neumann boundary value problem is needed for the sequel
where
Clearly, (64) and condition (U) yield that D ∈ H 2 (Q 0,T ),
, and for every v ∈ U 0 (Q 0,T ) we have
Lemma 6. If r ∈ (1, 2) , conditions (G)-(Φ) hold, and (Z) is satisfied, then there exists a constant α 0 > 0 such that for every u ∈ H 1 (Q 0,T ) and ε > 0 the estimate
holds, where C 18 > 0 is independent of u, ε.
Proof. By (67), it follows that
Since u ∈ H 1 (Q 0,T ) and 2 ≥ r > 1, Case 1.ii of Theorem 2 with p(x) ≡ 2 and r(x) ≡ r (see also Proposition 9) implies
Taking into account condition (Φ), the Cauchy-Bunyakowski-Schwarz inequality, (16) , and (17), we obtain
Using the Young inequality with the exponents 2 r , 2 2−r > 1 and inequality (17), we get
where C 19 > 0 is independent of u, t. Then for α := a − φ * E * M Ω > 0 we have
Taking into account (69) and the transformations above, we obtain (68).
Theorem 6.
Suppose that ∂ Ω ∈ C 4 and the following conditions are satisfied:
where E * is defined by (16) , M Ω is determined from (17) .
Then problem (62)-(63) has a weak solution u
Proof. The Case r = 2 is trivial. Let us assume that r ∈ ( 3 2 , 2). The solution will be constructed via Galerkin's method.
Step 1. Let {v m } m∈N be determined from Remark 1, D defined by (64), ε > 0 a fixed number, L ε defined by (67), 
Since r < 2, we have 2 ≥ 2(r − 1). In addition, the inequality r > 3 2 holds. Since ∂ Ω ∈ C 2 , Remark 1 implies that
and Case 2.ii of Theorem 5 with p = 2 yields that
Assume that the unknown vector ϕ (see (71) ) satisfies the following equalities:
where µ = 1, m. Let us prove that this ϕ exists. Equality (75) we rewrite to read
Using Young's inequality, we obtain
By (68) and (73 2 ), we get
where C 21 > 0 is independent of m, ε.
Step 2. Multiplying (75) by ϕ m µ and summing in µ = 1, m, we obtain
Then 0 = L ε (u m , z m ) − Q 0,T f z m dxdt and, using (78), we get
By (79) and Proposition 3, we have
Taking into account Lemma 2, (79), and (80), we obtain
Here C 29 , . . . ,C 33 > 0 are independent of m, ε.
Estimates (79)- (82) yield that there exists a subsequence {u m j } j∈N ⊂ {u m } m∈N such that 
By the Aubin theorem (see Proposition 7), we get
Therefore, since E is continuous and φ satisfies the Lipschitz condition, we obtain
In addition,
By (87), it follows that Gu m j −→ j→∞ Gu almost everywhere in Q 0,T . Hence, Proposition 4 yields that χ 1 = Gu. Continuing in the same way, we see that χ 2 = Ru and χ 3 = Ru(T ).
Using (75) with m = m j , (74), and the condition v µ | t=0 = 0, we obtain
where µ = 1, m j . Letting j → ∞, taking into account the properties of {v µ } µ∈N and (91), we get (66). Inequalities r ′ > 2, q ′ (x) ≥ 2 for a.e. x ∈ Ω , (16), and (81) imply that Ru, Gu, Eu ∈ L 2 (Q 0,T ). Thus, u is a weak solution to problem (62)-(63).
Step 3. Now we shall prove the additional estimates. By definition, put
By inequalities r ′ > 2, q ′ (x) ≥ 2 for a.e. x ∈ Ω , (16), and (81), it follows that
where C 34 > 0 is independent of m, ε.
We recall that (74) holds, 
where C 38 (κ 1 ) > 0 is independent of m, ε.
Step 4. Assume that the positive numbers { σ m } m∈N are determined from Remark 1. Hence, in particular, (28) hold. Using (73 3 ) and the condition v µ | t=0 = 0, we have By (97) and (95) 
Integrating by parts in t, using (72 3 ), and using (73 2 ), we obtain Integrating by parts in x and using condition (U), we get Moreover, |a(∇D t , ∇z m||u
