Introduction
It is almost universally assumed in contemporary queueing network analysis that the network considered is in a state of stochastic equilibrium, i.e. that the state-space probabilities are time independent. For modelling purposes, it is not disputed that this assumption will be valid for the overwhelmingly larger proportion of time periods considered. However, little analysis has been undertaken to determine precisely when this assumption cannot and should not be made; in particular to estimate the time constant of the transient component of the time-dependent state-space probability distribution. Moreover, it should be recognised that there are also time intervals of great significance to the modeller during which the assumption is not valid. For example, the immediate effects of any disturbance to a modelled system, such as the adjustment of some control parameter value, may be predicted.
In the next section, an iterative approximate solution is derived of the timedependent Kolmogorov differential-difference equations for the state-space probabilities of Gordon-Newel1 type queueing networks (Gordon and Newel1 (1967) ). Such networks follow a Markov process and have servers with FCFS (firstcome-first-served) queueing discipline and service times with negative exponential probability distributions. Extension of the method to a more general class of networks is clearly possible, provided these have a closed form analytic solution for the equilibrium state-space probabilities. The result demonstrates clearly, to first order, the way in which the transient component decays and is shown to converge to the exact time-dependent solution.
This section is followed by an alternative form of solution in terms of power series expansions. Finally, some applications of the analysis are suggested, more details appearing in Harrison (1979) .
Solution of the Kolmogorov equations
2.1. The iterative solution. Let a Markovian queueing network of M exponential servers with FCFS queueing discipline have state space S and let P(k, t) = Pr(queue length at server i = ki at time t, 1 5i 5 M ) ( k E S).
For notational conciseness and clarity a closed network is considered, the modifications necessary for open networks being simple.
The time-dependent balance equations for the underlying Markov process are
where, for 1 5 i, j 5M, pi( n) is the service rate of server i when its queue length is n E h ' p,(0) = 0 (Z' is the set of positive integers)
otherwise p,, is the routing probability from centre j to centre i, j# i.
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The factor ~( k , ) is included to suppress invalid transitions from states with negative-valued queue lengths.
It is assumed, without loss of generality, that pii = 0 , the modification of the method being simple if this is not so (Gordon and Newel1 (1967) ).
Rearranging the equations (1) and dividing by At, the resulting Kolmogorov forward equations for the network are, in the limit At + 0 , for k E S, where A ( k )= CEl p, ( k i ) is the total service rate in state k E S.
The iteration applied for solution of the equations (2)is defined as follows:
(i) Let the n th-order approximation be denoted by P. (k, t ) , n = 0 , 1 , 2 ,. .. .
(ii) Let P,,+,(k, t ) be the solution for P(k, t ) in the equations so that
where { P ( k , O ) ( kE S} is the initial state-space probability distribution. The normalised form is obtained by dividing by XkEsP,,+,(k, t ) . The zero-order approximation is chosen to be the equilibrium distribution so that Po(k, t ) = 0 ( k ) where
is the well-known product-form solution for the equilibrium state-space probabilities (Gordon and Newel1 (1967) ).
This iterative scheme is an application of the following general method for deriving approximate solution to the set of first-order differential equations for some (suitably smooth) functions E :
Let PI") be the nth-order approximation for the solution, P,. Then PI"'" is defined to be the solution, P,, of In the case of Equations (2), m = M, Pi= P(k, t) and PI"' is denoted by P,, (k, t). This mapping is valid since the state space S is countable (M is finite); in fact finite for the closed network considered here.
For the zero-order approximation chosen here, the resulting first-order solution, in particular, is by substituting (4) in (3) and performing the simple integral.
This result is intuitively pleasing in that it is an exponentially weighted average of the initial and equilibrium state space probability distributions. The initial distribution contribution dies away exponentially with time constant A(k)-I, k E S, the mean time to the next service completion (at any server) in state k. The equilibrium distribution is accordingly approached exponentially also. It is pleasing that every iteration (except the zeroth) gives exact results at time t = 0 and as t +w, as shown in the following proposition. Proposition 1. In the notation above, for all n E Z' , k E S, P,, (k, 0) = P(k, 0) and P,(k, t)+ O(k) as t +m.
Proof. The first part of the proposition is trivial. For the second part, note that the result is true for n (k, t)+ O(k) for all k E S, = 1 and suppose P,,, m <: n E Z ' as t +m. Then for all E >0, k E S, 3Tk E W ' (R' is the set of positive real numbers) such that
Then, by the balance equations for O(k) and the triangle inequality, Also, 3Uk E R' such that (e-"k" I < el3 for all t > Uk.
Hence by definition of the iteration and since < F for all t >max(Uk, T;)
by basic inequalities of mathematical analysis. Therefore P . (k, t)+ O(k) as P.G.HARRISON
Conuergence.
It is now shown that the iteration defined in the previous section converges to the exact time-dependent solution.
The proof of the convergence property requires the following lemma.
Lemma 1. For a, p E S, let 8(a, p) be the number of the centre from which a departure causes a state transition a +/3 which is undefined if a one-step transition cr +p is invalid. Similarly let +(a, P) be the number of the centre at which a customer arrives immediately after the one-step transition a +P. Proof. For n = 1, the result is true by definition.
Suppose inductively that it is true for all n < m E Z' . Then, where the argument of p has been omitted and S, = {y I one-step transition a -+ y is valid).
It follows that using the inductive hypothesis and that pe(,.,)+(,,,) 5 1for all a, y E S. Therefore which proves the lemma.
In the notation of the lemma, for a E S, the iteration may be given by P,(a, t ) = @(a) (6) Pn+l(a, t) = e-"(""P(a, 0) ,f)=Pn(a,t)-Pn-l(a,f) ( n Z 1 ) so that
A (~) e~(~) ' eA(aiuDn-l(p, D. (a,I )
= 2 qa, u)du. P E S Now let s. (a,f ) = sup ID. (a, U )I O C U C l so that 1 D,, (a,
e-A(a)' f ) . T ) ( 5 ( 1 -) 2 E a p S , -I (~, P C ,
But for all T such that 0 < T 5 t
( D. (a,T ) ( 5 ( 1 -e-"a" 1 2 Ba,Sn-l(Pt f )
0,s since 1 -e -A ( a " -r 1 -e -A ( a )~ and supo , , , , 1 D.-](a, u ) I 5 S,-,(a, f ) . Hence
S,, (a, f ) 5 ( 1 -e-A(a)' C BaPSn-I(P,f ) .
) P C ,
Now let x = sup,,, ( 1 -e-^'"")so that 0 < x < 1 for t 3 0, all service rates being 
, , , { A ( P ) / A(a))SI(P, f ) is finite since for all p E S, A ( p ) < m and
S1(p, t )5 P(P,0) + O(P)by Equation (5).
Therefore for m > n E Z', a E S, by the triangle inequality, 488 P. G . HARRISON Now, for all E > 0, 3 N E Z' such that for all n > N, x n < E (1 -x)/A and so I Pm (a, t) -Pn(a, t ) 1 < E for all m > n > N E Z' . Thus, for all t E R' , a E S, {P,,(a, t)) is convergent as n by Cauchy's theorem, with limit P,(a, t), say.
It is clear that on substitution of P, for P,, and P,,+l in Equations (6) P, is indeed the solution to the Kolmogorov equations (2), satisfying the initial condition P,(a, 0) = P(a, 0) by Proposition 1. An alternative formulation of the iterative scheme, avoiding the need for explicit integration, is by means of power series expansions. This is discussed in the following section.
Expansion in power series
Proposition 2. For all 0 5 n E Z (Z is the set of integers), k E S, P. (k, t) has a power series expansion with infinite radius of convergence.
Proof. The result is trivial for n = 0. Suppose true for P,-](k, t), n E Z' . Then the right-hand side of Equation (3) has a power series with infinite radius of convergence since for any functions f l and fi of t with such power series:
(i) Their weighted sum and product also have power series with infinite radii of convergence.
(ii) The indefinite integral of fl with respect to t also has a power series with infinite radius of convergence.
Thus the proposition is proved by induction on n.
In the iteration defined in the previous section, let A recurrence relation for the power series coefficients a,, (k) may be derived by substitution into Equation (3) as follows:
where
(after some reduction). Thus, by comparing coefficients of t ", m 10, for k E S Transient behaviour of queueing networks an+ = P(k, 0) and a".,
is the initial condition. (S is the Kronecker delta.) 'Therefore, using these fairly simple recurrence relations, the power series for the time-dependent state space probability distribution may be computed as an alternative to the direct method of performing the integration in Equation (3) numerically.
Applications of transient analysis
The principal application of this time-dependent analysis of queueing networks is the determination of the decay characteristics of the transient component of the state-space probability distribution. In this way the length of time required, typically the time constant, before a queueing network can be considered to have attained stochastic equilibrium may be obtained.
However, apart from this very general result, relevant in all modelling situations where the equilibrium assumption is made, there are several more applications of the transient analysis. The time-dependent state space probabilities, computable numerically to any degree of precision specified by the modeller, may be used to describe the characteristics of the network (and so predict those of a modelled system) immediately following the setting of a time origin, representing some type of initialisation. This initialisation may take many forms in practice, typically:
(i) The literal initialisation or 'starting up' of a computer system with some cor~figuration of resources and tasks specified.
(ii) More generally any disturbance to a system, whether or not assumed in equilibrium, constitutes initialisation. This is because the system's characteristics at all future times depend on the nature and time of occurrence of the disturbance -clearly the system cannot be in equilibrium immediately following such an event. Disturbances may be many and varied. For example, in a dual processor computer system, the failure of one of the processors is quite clearly a disturbance, and the ability to predict the effect on system behaviour immediately after any such event may be of great value in determining reconfiguration strategies.
A more subtle disturbance is the entrytdeparture of a task intolfrom the dispatchable set in a multiprogramming computer system. This is, of course, represented by the arrivalldeparture of a customer at/from some server in an open queueing network model of the system, and the initial state space probability distribution is an equilibrium one (Mitrani and Sevcik (1979) ). However, at times immediately following the known time of this consequent disturbance, the state-space probabilities are time dependent since a time origin has been set.
Conclusion
In this paper a convergent iterative method has been developed for the solution of the Kolmogorov forward equations for queueing networks of the Gordon-Newell type. As a result, quantitative assessment of the equilibrium assumption used in queueing network analysis may be made, in particular by consideration of time constants, and analysis of transient situations undertaken. Extension of the method to a more general class of networks, e.g. BCMP (Baskett et al. (1975) ), appears straightforward.
The conventional method used for solving a linear system of differential equations, y = My where y is the derivative of the vector y and M is a constant matrix involves (where possible) diagonalisation of M. However, this method is totally impractical for numerical computation in view of the size of the matrix M; its dimension is the order of the state space of the network. The iterative schemes given in Sections 2 and 3 are eminently suitable for implementation by computer, whether by the direct method involving numerical integration or using power series. The most efficient method is probably the former since the power series involved will not converge rapidly, being based on the exponential series, and considerable effort has been expended in the past on techniques for efficient numerical integration.
