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Abstract
Reaction–diffusion equations arise in many ﬁelds of science and engineering. Often, their solutions enjoy a
number of physical properties. We design, in a systematic way, new non-standard ﬁnite difference schemes, which
replicate three of these properties. The ﬁrst property is the stability/instability of the ﬁxed points of the associated
space independent equation. This property is preserved by non-standard one- and two-stage thetamethods, presented
in the general setting of stiff or non-stiff systems of differential equations. Schemes, which preserve the principle
of conservation of energy for the corresponding stationary equation (second property) are constructed by non-local
approximation of nonlinear reactions. Assembling of theta-methods in the time variable with energy-preserving
schemes in the space variable yields non-standard schemes which, under suitable functional relation between step
sizes, display the boundedness and positivity of the solution (third property). A spectral method in the space
variable coupled with a suitable non-standard scheme in the time variable is also presented. Numerical experiments
are provided.
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1. Introduction
This paper is the extended version of the abstract [2]. It is concerned with the initial value problem for
the one-dimensional reaction–diffusion equation
u
t
= 
2
u
x2
+ r(u), u(x, 0)= f (x). (1)
Eq. (1) is used extensively in many areas of engineering and science to model a system on which reaction
processes r(u) lead to the diffusion in time of the quantity u.A typical example which we will often refer
to is the Fisher equation
u
t
= 
2
u
x2
+ u(1− u), > 0, (2)
which was originally used to model mutant-gene propagation [8,13]. In general, there are only a few cases
for which analytical solutions to differential equations exist. Thus the crucial need of numerical methods.
Often the solution of the reaction–diffusion equation (1) enjoys a number of physical properties,
including the three below:
(P1) Linear stability/instability of ﬁxed-points of the associated space independent equation.
(P2) Principle of conservation of energy for the corresponding stationary equation.
(P3) Boundedness and positivity condition
0f 1 ⇒ 0u1. (3)
In this paper, we are interested in numerical ﬁnite difference schemes of the form
tukm = 2xukm + rt,x(ukm), (4)
that are stable with respect to properties (P1)–(P3) in the sense of the following deﬁnition [3]:
Deﬁnition 1. A ﬁnite difference scheme (4) is called (qualitatively) stable with respect to some property
P of the exact solution u (or P -stable) if, for all step sizes, the discrete solutions replicate the property
P .
To achieve qualitative stability, we use the non-standard ﬁnite difference method of [10] formalized in
[3] as follows:
Deﬁnition 2. A ﬁnite difference scheme (4) is called non-standard if at least one of the following condi-
tions is met:
(a) The classical denominator t or x of the discrete derivative tukm or xukm is replaced by a non-
negative function (t) or (x) where
(z)= z+ O(z2) as 0<z → 0. (5)
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(b) In the expression rt,x(ukm), nonlinear terms that occur in r(u) are approximated in a non-local way,
by a suitable function of several points of the mesh (e.g., u2(kt, mx) ≈ ukm−1 uk+1m ).
In the classical analysis of ﬁnite difference methods for partial differential equations, it is well-known
that the quantities t and x do not vary independently from each other [12]. We will see that the same
applies to non-standard schemes and in fact, for many partial differential equations, a functional relation
between the step sizes is needed for the schemes to be stable with respect to the positivity property (see
e.g. [5,11]).
Schemes preserving property (P1) are considered in Section 2. The analysis is done in the general
setting of systems of ordinary differential equations with independent variable the time t. We develop
non-standard versions of the one-stage and the two-stage theta methods in which the dynamics of the
continuous dynamical system is incorporated in the denominator of the discrete derivative. This makes the
new schemes suitable even for stiff systems.Another important contribution compared to previous works
(see e.g. [3]) is that the Jacobian matrices associated with ﬁxed-points of the differential equation have
complex eigenvalues. In Section 3 relative to property (P2), we design energy-preserving non-standard
schemes by using the second strategy in Deﬁnition 2. In Section 4, the theta-methods in the time variable
and the energy-preserving methods in the space variable are judiciously assembled in order to obtain
qualitatively stable schemes for the reaction–diffusion equation. In particular, a systematic procedure of
designing explicit schemes is proposed. Under a functional relation between step sizes, which is much
simpler than the one considered in [11] (see formulas (53) and (55)), the explicit schemes display the
property (P3). The results are conﬁrmed by numerical experiments. In Section 5, we combine spectral
discretizations in the space variable with suitable non-standard ﬁnite difference approximations in the
time variable. Numerical test showing the potential of this coupling procedure are provided. Finally,
Section 6 is devoted to some concluding remarks.
2. First-order systems of ordinary differential equations
To deal properly with the space independent equation associated with the reaction–diffusion equation,
we consider in this section the general case of an initial-value problem for the autonomous system of n
differential equations in n unknowns
dy
dt
= g(y), y(0)= y0, (6)
where y ≡ [1y 2y · · · ny]T and g ≡ [1g 2g · · · ng]T. We assume once and for all that Problem
(6) has a unique solution y (see standard references for sufﬁcient conditions on g). In what follows, we
assume implicitly that both the datum g and the solution y possess all needed smoothness properties.
Let us say few words about the qualitative properties of solutions of (6). To this end, we consider a
ﬁxed or critical point y˜ ∈ Rn of the differential equation in (6), i.e.
g(y˜)= 0. (7)
We assume, once and for all, that all ﬁxed points of (6) are hyperbolic, that is,
Re  = 0 (8)
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for any  ∈ (J ), where (J ) is the spectrum of the Jacobian matrix
J ≡ Jg(y˜)=
(
(gi(y˜))
yj
)
1 i,j n
. (9)
(The situation of non-hyperbolic ﬁxed-points is handled in [4,5] in the particular case of scalar equations.)
In addition to (8), we assume that the eigenvalues of the matrix J are simple. This assumption is made
to simplify the exposition: the following analysis works (with appropriate adaptations) if J is simply
diagonalizable. There exists a non-singular matrix
Q= [q1 q2 · · · qn],
such that
Q−1JQ=  := diag(1, 2, . . . , n). (10)
With a given ﬁxed-point y˜ of (6), we associate the solution
ε(t)= eJ t ε0 = [e1t q1 e2t q2 · · · entqn]Q−1ε0
of the linearized system
dε
dt
= Jε, ε(0)= ε0. (11)
Hartman and Grobman’s theorem [15, pp. 56, 164] shows that the solution y of (6) in the neighbourhood
of y˜ and the solution ε of (11) in the neighbourhood of 0 are such that the deviation y − y˜ and ε have
the same asymptotic behaviour as t →∞. Thus the next deﬁnition.
Deﬁnition 3. A ﬁxed point y˜ of (6) is called linearly stable if limt→∞ ε(t)= 0 or equivalently
Re < 0 for all  ∈ (J ). (12)
Otherwise the ﬁxed-point is called linearly unstable.
We would like to design for (6) numerical methods the solutions of which replicate the qualitative
properties in Deﬁnition 3. Our point of departure are the extensively used schemes
yk+1 − yk
t
=g(yk+1)+ (1− )g(yk), (13)
yk+1 − yk
t
=g[yk+1 + (1− )yk] (14)
known as two- and one-stage theta methods, respectively [15]. Here  ∈ [0, 1] is given and yk denotes
an approximation to the solution y at the point t = tk of the mesh {tk = kt}k0, the parameter t > 0
being the step size. The next concept, in line with Deﬁnition 1, is from [3].
Deﬁnition 4. Adifference scheme for (6) is elementary stable if, for any value of the step sizet , its ﬁxed-
points y˜ are exactly those of the differential system in (6) and they have the same linear stability/instability
properties as the differential system.
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It is well-known that the -methods (13) and (14), whose ﬁxed-points turn out to be those of system (6),
are not elementary stable when  = 12 . To motivate our strategy towards modifying them into elementary
stable schemes, we consider the decay equation
y′ = y, y(0)= y0,  = 0 (15)
and the logistic growth equation
y′ = y(1− y), y(0)= y0, > 0, (16)
their respective solutions at time t = tk+1 being
y(tk+1)= y0etk+1 (17)
and
y(tk+1)= y0
e−tk+1 + (1− e−tk+1)y0 . (18)
Setting yk := y(tk), some few algebraicmanipulations permit us to re-write (17) and (18) in the equivalent
forms
yk+1 − yk
et − 1/ = y
k (19)
and
yk+1 − yk
et − 1/ = y
k(1− yk+1), (20)
which are the so-called exact schemes of (15) and (16) (cf. [10]).
Remark1. Anexact scheme is, following the terminology in [1], dynamically consistentwith the involved
differential equation: the scheme replicates the dynamics of the system.
The simple examples (15), (19), (16) and (20) motivate Deﬁnition 2. They illustrate the need for the
structure of the right-hand side of the differential equation to be intrinsically reﬂected in the discrete
schemes if they are required to replicate the qualitative properties of the solution of the differential
equation. Moreover, Eq. (20) illustrates the need of approximating nonlinear terms in a non-local way, a
strategy that will be exploited in the next section. Coming back to the general framework of system (6),
its properties will be captured by a ﬁxed non-zero number
q max{||}, (21)
where  traces all the eigenvalues of the Jacobian J (g)(y˜) of g at all ﬁxed-points. Moreover, in the spirit
of (19) and (20) we re-normalize the denominator of the discrete derivative in (13) or (14) through a
non-negative function , satisfying (5).
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Our new non-standard -methods are
yk+1 − yk
(qt)/q
=g(yk+1)+ (1− )g(yk), (22)
yk+1 − yk
(qt)/q
=g[yk+1 + (1− )yk]. (23)
Remark 2. The choice of the number q is not so critical if the system is non-stiff. In practice, one may
take q= max‖ J (g)(y˜)‖∞, where ‖ ·‖∞ is the matrix norm associated with the supremum norm on Rn.
The form of the denominator in (22) and (23) is to be used in the more realistic cases when the solution
of the differential equation is not known. In the very few cases when it is known, it is recommended to
use, as in (19) and (20), the denominator which provides the exact scheme.
When t is small, the non-standard -methods behave in a similar manner as the standard -methods.
Firstly, we observe that the local truncation errors
k+1 =


{y(tk+1)− y(tk)− (qt)
q
g[y(tk+1)] − (qt)
q
(1− )g[y(tk)]}/t
{y(tk+1)− y(tk)− (qt)
q
g[y(tk+1)+ (1− )y(tk)]}/t
of the non-standard -methods (22) and (23) have the asymptotic behaviour
k+1 =
{
O(t) if  = 12 ,
O((t)2) if = 12 ,
on the understanding that for = 12 , condition (5) is replaced by
(t)= t + O[(t)3]. (24)
(Take for example (t) := t/[1 + (t)2].) Secondly, the analogue of the classical error estimate for
the forward Euler method holds as depicted in the next proposition.
Proposition 1. Assume that g is a bounded Lipschitz function with a Lipschitz constant L> 0. Assume
that the solution y is of classC2 with a bounded second derivative. Then there exists a constantK > 0 such
that the error on the non-standard forward Euler approximation yk of the exact solution y(tk) satisﬁes
||y(tk)− yk||Kt (eLtk − 1).
Proof. The non-standard forward Euler method is Eq. (22) or (23) for = 0, i.e.,
yk+1 = yk + (qt)
q
g(yk). (25)
Taylor expansion of y(tk+1) about t = tk yields
y(tk+1)= y(tk)+ tg[y(tk)] + (t)
2
2
y
′′
(k), tk < k < tk+1. (26)
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Setting ek = y(tk)− yk, adding and subtracting terms, produce from (25) and (26):
ek+1 = ek + t[g(y(tk))− g(yk)] +
[
t − (qt)
q
]
g(yk)+ (t)
2
2
y
′′
(k).
Using (5) and the Lipschitz and boundedness assumptions in the proposition, we have
||ek+1||  ||ek||(1 + Lt)+ C1(t)2.
By the discrete Gronwall Lemma [15, p. 9], we have
||ek|| (t)
2C1
|1− (1+ Lt)| [(1+ Lt)
k − 1] + ||e0||(Lt + 1)k
 Kt (ekLt − 1). 
More importantly, the non-standard -methods have the following additional property that eliminates
the shortcomings of the traditional methods.
Theorem 1. Let  in (5) be such that
0<(z)< 1 for z> 0. (27)
(A typical example is (z)= 1− e−z.) Setting
E := ∪{(Jg(y˜)); y˜ ∈ Rn, g(y˜)= 0},
we have the following results:
1. For  ∈ [0, 1/2), the non-standard -methods are elementary stable ifE ⊆ Wl whereWl is the wedge
and half-plane (Fig. 1),
Wl = { ∈ C |Re < 0, arg  ∈ [2/3, 4/3]} ∪ { ∈ C |Re > 0} .
2. For  ∈ [1/2, 1], the non-standard -methods are elementary stable if E ⊆ Wr where Wr is the
half-plane and wedge (Fig. 2)
Wr = { ∈ C |Re < 0} ∪ { ∈ C |Re > 0, arg  ∈ [−/3, /3]} .
Proof. The proof for the two-stage scheme (22) given in [9] can be generalized to include the one-stage
method as well. Here are the main ideas. Let y˜ be a hyperbolic ﬁxed-point of (6). We know that y˜ is also
a ﬁxed-point of the non-standard schemes (22) and (23). The discrete analogue of the linearized equation
(11) for both (22) and (23) is
εk+1 − εk
(qt)/q
= Jεk+1 + (1− )J εk. (28)
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Fig. 1. RegionWl of elementary stability.
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Fig. 2. RegionWr of elementary stability.
In terms of (10) and of the change of variable 	k =Q−1εk, Eq. (28) is equivalent to
	k+1 − 	k
(qt)/q
= 	k+1 + (1− )	k.
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Thus, coordinate-wise,
i	k =
[
1+ (qt)
q
(1− )i
1− (qt)
q
i
]k
i	0 for i = 1, 2, . . . , n.
From this relation, it is clear that for  ∈ [0, 1/2] and E ⊆ Wl , we have limk→∞ i	k = 0, if and only if,
Re i < 0. Likewise, for  ∈ [1/2, 1] and E ⊆ Wr , we have limk→∞ i	k = 0, if and only if, Re i < 0.
This proves elementary stability of the non-standard schemes (22) and (23) in view of Deﬁnition 4. 
Remark 3. The non-standard schemes (22) and (23) extend those in our previous works. For example,
in [3] only the cases  = 0 and 1 were investigated and the eigenvalues in (21) were assumed to be real
numbers. On the other hand, the schemes (22) and (23) being elementary stable, they are suitable for stiff
systems. This aspect is addressed in [9] for scheme (22).
Remark 4. Apart from Theorem 1, a further property of the new schemes may be mentioned in the
particular case when (6) is a scalar equation (n = 1). In this case, each solution of (6) is either an
increasing or a decreasing function on the interval [0,∞). Now, if  = 0, it follows from [4] that the
explicit non-standard scheme (22) or (23) is stable with respect to the monotonicity property of solutions
whenever (qt)g′(y) − q for any t and y.
3. Energy-preserving discrete methods
The stationary equation
d2u
dx2
+ r(u)= 0 (29)
of the reaction–diffusion equation (1) is the simplest model of Hamiltonian systems that occur in classical
mechanics. Eq. (29) is indeed equivalent to
H(u′(x), x)= 12 (u′)2 +K(u)= constant, (30)
where
K(u)=
∫
r(u) du. (31)
Physically, H represents the sum of kinetic energy and potential energy: Eq. (30) is a statement of
conservation of energy [15, p. 200]. Our aim is to derive ﬁnite difference methods, which are stable with
respect to the principle of conversation of energy. To this end, we ﬁx a point x∗=mx=xm wherem ∈ Z
and x > 0. Let 
 be a real-valued function on R3 that meets the consistency condition
lim
x→0
mx=x∗

[u(xm−1), u(xm), u(xm+1)] = r[u(x∗)] (32)
as well as the symmetry property

(um−1,um, um+1)= 
(um+1, um, um−1). (33)
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Theorem 2. Let  be a function satisfying (5). With the above assumptions and notation in mind, the
ﬁnite difference scheme
um+1 − 2um + um−1
[(x)]2 + 
(um−1,um, um+1)= 0 (34)
for (29) is equivalent to the discrete principle of conservation of energy
1
2
(
um+1 − um
(x)
)2
+Kx(um)= 12
(
um − um−1
(x)
)2
+Kx(um−1), (35)
where the discrete potential energy is given by
Kx(um)=


0 if m= 0,
m∑
i=1
(ui+1 − ui−1)
(ui−1,ui, ui+1)
2
if m> 0,
|m|∑
i=1
(um−1+i − um+1+i)
(um+1+i,um+i , um−1+i)
2
if m< 0.
(36)
Proof. Simple manipulation shows that (35) is equivalent to
um+1 − 2um + um−1
[(x)]2 + 2
Kx(um)−Kx(um−1)
um+1 − um−1 = 0. (37)
Identiﬁcation of (34)with (37) and induction onm,with the requirementKx(u0)=0, yield the expression
of Kx(um) in (36). 
A comment is in order about the choice of the function 
. From (37), the natural choice is given in
terms of (31) by the mean-value theorem:

(um−1,um, um+1) ≡2Kx(um)−Kx(um−1)
um+1 − um−1
= K(um+1)−K(um−1)
um+1 − um−1 . (38)
On the other hand, if r(u) = uh(u2), it is simpler to work with G = ∫ h(s) ds instead of K. This is the
approach adopted in [3]. In this case, the above leads to the scheme
um+1 − 2um + um−1
[(x)]2 + um
G(umum+1)−G(umum−1)
umum+1 − umum−1 = 0 (39)
equivalent to its energy preserving form
1
2
{(
um+1 − um
(x)
)2
+G(umum+1)
}
= 1
2
{(
um − um−1
(x)
)2
+G(umum−1)
}
.
The exact scheme [10]
um+1 − 2um + um−1
4 sin2(x/2)
+ um = 0 (40)
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of the harmonic oscillator
d2u
dx2
+ u= 0 (41)
motivates the need of re-normalizing the denominator of the discrete derivatives in schemes (34), (38) and
(39). Apart from this, the underlying point in these schemes is another of Mickens’ rules for the design
of non-standard schemes which, as mentioned earlier, forms part of Deﬁnition 2: the nonlinear terms that
arise in r(u) are approximated in a non-local way. For example, if r(u)= u3, we have by (38) and (39)
the respective approximations
r[u(x∗)] ≈(um+1 + um−1)(u2m+1 + u2m−1)/4,
r[u(x∗)] ≈u2m(um+1 + um−1)/2.
Remark 5. An advantage of the second choice of 
 leading to the scheme (39) is that the three arguments
um−1, um and um+1 appear explicitly contrary to (38). Furthermore, for the simple harmonic oscillator
(41), with (x)= 2 sin(x/2), the second choice yields its exact scheme (40), whereas the ﬁrst choice
yields the scheme
um+1 − 2um + um−1
4 sin2(x/2)
+ um−1 + um+1
2
= 0.
4. Theta-methods for reaction–diffusion equations
4.1. General schemes
We investigate the impact of the analysis of the previous sections on the numerical solution of the
reaction–diffusion equation (1). The space independent equation of (1) is
du
dt
= r(u), u(0)= u0, (42)
which is the scalar case of (6). We therefore approximate it by the two- and one-stage non-standard
theta-methods (22) and (23) which, in this case, reads as:
uk+1 − uk
(qt)/q
=r(uk+1)+ (1− )r(uk ), (43)
uk+1 − uk
(qt)/q
=r[uk+1 + (1− )uk ]. (44)
Energy-preserving scheme for the stationary equation (29) of (1) is given in Eq. (34). By combining (34)
and (43)–(44), we arrive at the following non-standard discrete methods for (1):
uk+1m − ukm
(qt)/q
=u
k+1
m+1 − 2uk+1m + uk+1m−1
[(x)]2 + (1− )
ukm+1 − 2ukm + ukm−1
[(x)]2
+ 
(uk+1m−1, uk+1m , uk+1m+1)+ (1− )
(ukm−1, ukm, ukm+1) (45)
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and
uk+1m − ukm
(qt)/q
=u
k+1
m+1 − 2uk+1m + uk+1m−1
[(x)]2 + (1− )
ukm+1 − 2ukm + ukm−1
[(x)]2
+ 
[uk+1m−1 + (1− )ukm−1, uk+1m + (1− )ukm, uk+1m+1 (46)
+ (1− )ukm+1].
The non-standard schemes (45) and (46) are elementary stable in the limit case of the space independent
variable.They are also stablewith respect to conservation of energy in the stationary case (cf. Deﬁnition 1).
4.2. Explicit schemes
Based on what happens in several concrete situations, we now assume that the solution of the reaction–
diffusion equation (1) satisﬁes positivity and boundedness property (3).Wewould like to design schemes,
related in one way or another to (45)–(46), which are stable with respect to (3), i.e.
0u0m1 ⇒ 0ukm1. (47)
We consider the explicit case (i.e. = 0) for which (45) and (46) reduce to
uk+1m − ukm
(qt)/q
= u
k
m+1 − 2ukm + ukm−1
[(x)]2 + 
(u
k
m−1, ukm, ukm+1). (48)
A proper choice of the function 
 in (48) and Theorem 2 is essential in what follows. We assume that 

may be represented as

(um−1, um, um+1)= (1− um)(um−1, um, um+1) (49)
for some function  satisfying 0 for nonnegative arguments. We also assume that the symmetry
property
(um−1,um, um+1)= (um+1,um, um−1)
holds and that the scheme
uk+1 − uk
(qt)/q
= (1− uk+1)(uk, uk, uk) (50)
for (42), is elementary stable. We then replace (34) by
um+1 − 2um + um−1
[(x)]2 + (1− um)(um−1, um, um+1)= 0. (51)
One possible combination of (50) and (51) in the spirit of (48) is
uk+1m − ukm
(qt)/q
= u
k
m+1 − 2ukm + ukm−1
[(x)]2 + (1− u
k+1
m )(u
k
m−1, ukm, ukm+1). (52)
A comment is in order at this point. In classical analysis of ﬁnite difference methods, the quantities t
and x do not vary independently from each other [12]. It is therefore not surprising to require a certain
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functional relation between t and x for the non-standard scheme (52). In view of our objective to have
property (47), we impose the condition
(qt)/q
[(x)]2 =
1
2
(53)
between the step sizes. (For further comments on this condition, see Remark 6 below.) Solving then (52)
for uk+1m yields
uk+1m =
1
2 (u
k
m−1 + ukm+1)+ [(qt)/q](ukm−1, ukm, ukm+1)
1+ [(qt)/q](ukm−1, ukm, ukm+1)
. (54)
If 0ukm1, it follows from (54) and the property of  that 0uk+1m 1. This proves (47). In summary,
we have proved the following theorem.
Theorem 3. Under condition (53), scheme (52) is stable with respect to the boundedness and positivity
property (3). Furthermore, this scheme is elementary stable in the limit case of the space independent
variable and it is also stable with respect to the conservation of energy in the stationary case.
Remark 6. An essential feature of the explicit scheme (52) proposed here is that it replicates property (3)
under the relatively simple relation (53) between step sizes. In the particular case of the Fisher equation
(2), which satisﬁes property (3) [8], an alternative scheme preserving this property is obtained in [11] but
at the cost of the more complicated restriction
(qt)/q
[(x)]2 =
1
3
(
1− q[(x)]
2
3
)−1
(55)
between step sizes. On the other hand, (53) is a typical condition of Lax–Richtmyer stability of ﬁnite
difference schemes for linear diffusion equation. Let us clarify this fact with the scheme
uk+1m − ukm
(t)
= u
k
m+1 − 2ukm + ukm−1
[(x)]2 + u
k
m (56)
applied to the linear problem
u
t
= 
2
u
x2
+ u.
We use the Fourier series method [12]. The ampliﬁcation factor for the scheme (56) is
(j)= 1− 4 sin2 j
2
x + (t), ∀j ∈ R,
where = (t)/[(x)]2. Scheme (56) is stable in the sense of Lax–Richtmyer, if and only if, the von
Neumann condition |(j)| 1+Kt is satisﬁed. This condition is met if [1+ (t)]/2.
4.3. Numerical experiments
To illustrate the analysis of the previous sections, we consider the Fisher equation
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Fig. 3. Non-standard scheme not related to exact scheme.
u
t
= 
2
u
x2
+ 25u(1− u), u(x, 0)= 0.5+ 0.5 sin 2x, (57)
for which, as mentioned earlier, the solution satisﬁes (3). We consider various non-standard methods of
the form
uk+1m − ukm
(t)
= u
k
m+1 − 2ukm + ukm−1
(x)2
+ 25(1− uk+1m )
ukm−1 + ukm + ukm+1
3
. (58)
With (t)= (1− e−25t )/25, the solution of scheme (58), which corresponds to (52), is visualized in
Fig. 3, for t = 0.061 and x = 0.25.
According to Remark 2, we may choose (t)= (e25t − 1)/25 in (58), which is the denominator that
provides the exact scheme for the logistic equation
du
dt
= 25u(1− u). (59)
The solution of the resulting scheme (58) is visualized in Fig. 4, for t = 0.0231 and x = 0.25.
The scheme
uk+1 − uk
t
= 25uk(1− uk+1)
for (59) being elementary stable [10], we also consider the non-standard scheme (58) with (t)= t;
its solution is visualized in Fig. 5, for t = 0.031 and x = 0.25.
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Fig. 4. Non-standard scheme based on exact scheme.
Non-standard scheme based on exact scheme
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Fig. 5. Non-standard scheme with (t)= t .
All the results are compared with the standard scheme
uk+1m − ukm
t
= u
k
m+1 − 2ukm + ukm−1
(x)2
+ 25(1− ukm)ukm, (60)
that leads to Fig. 6, for t = 0.0231 and x = 0.25.
The pictures for the non-standard schemes conﬁrm elementary stability, stability with respect to the
boundedness and positivity property as well as stability with respect to the monotonicity of solutions
(Remark 4). On the contrary, the standard scheme fails to display any of these properties as shown in
Fig. 6.
Remark 7. In line with (58) for (t)= t , the non-standard scheme
uk+1m − ukm
t
= u
k
m+1 − 2ukm + ukm−1
(x)2
+ 25(1− uk+1m )A, (61)
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Fig. 6. Standard scheme with t = 0.0231 and x = 0.25.
where
A=
2
√
ukm
(
ukm−1 + ukm+1 +
√
ukm−1ukm+1
)
3
(√
ukm+1 +
√
ukm−1
) ,
satisﬁes property (47) under condition (53). In [3, Eq.(6.8)], should have been written as (61), with 
instead of 25.
5. Coupled spectral and non-standard methods
So far, the approximations in the space variable xwere obtained by the ﬁnite difference method. In this
section, we use the spectral method. We consider the problem
u
t
− 
2
u
x2
+ u= R(u) on (0, 2)× (0, T ), T > 0, (62)
u(x, 0)= f (x) for x ∈ (0, 2), (63)
u(0, t)= u(2, t) for t ∈ (0, T ), (64)
where the functionR(·) as well as the function f in the Lebesgue spaceL2(0, 2)with inner product 〈·, ·〉0
are given. We assume of course that problem (62)–(64) has a unique solution. In view of the numerical
scheme presented below, we assume that R(0)=R′(0)= 0. Thus, Eq. (62) corresponds, in the setting of
(1), to the case when r(u) := R(u) − u is linearized about u = 0 by −u.With each integer m ∈ N, we
associate the Fourier–Garlekin spectral approximation of the solution u, which is a semi-discrete solution
given by (see [6])
um(x, t)=
m∑
k=−m
k(t)wk(x) for (x, t) ∈ (0, 2)× (0, T ), (65)
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where, for k ∈ Z,
wk(x) := 1√
2
e™kx for x ∈ [0, 2].
With
k := k2 + 1, (66)
the vector function Um = [−m −m+1 · · · m]Tof Fourier coefﬁcients in (65) is the unique solution of
the initial value-problem for the system of 2m + 1 ordinary differential equations in 2m + 1 unknowns
k:
dk
dt
+ kk = 〈R(um),wk〉0 on (0, T ), (67)
k(0)= 〈f,wk〉0. (68)
A motivation of the spectral approximations (65) and (67)–(68) is that, in many cases, the solution u of
(62)–(64) admits in L2(0, 2) the Fourier series expansion
u(·, t)=
∑
k∈Z
k(t)wk(·). (69)
This is in particular true for the linear diffusion equation, i.e. R in (62) is a function of the independent
variables x and t only but not of the dependent variable u (See, for example, [14]).
To obtain a full discretization of u, we have to approximate (67)–(68). The main source of difﬁculty
in Eq. (67) comes from its linearized part, which is a stiff system: from (66), 1= 0>m for big values
of m. Following an approach used in [10] to approximate ﬁrst-order nonlinear differential equations, we
avoid the said difﬁculty by incorporating the stiffness feature of the system in the numerical scheme.
More precisely, by analogy with the exact scheme
k,n+1 − k,n
(1− e−kt )/k + kk,n = 0, n= 0, 1, 2, . . . , (70)
of the linearized part of the system (67) (i.e. taking 〈R(um),wk〉0 = 0), we consider, for the nonlinear
system (67)–(68), the non-standard forward Euler method
k,n+1 − k,n
(1− e−kt )/k + kk,n = 〈R(um,n), wk〉0, n= 0, 1, 2, . . . , (71)
where um,0 is obtained from (68) by taking t = 0 in (65). This then provides
um,n(x)=
m∑
k=−m
k,nwk(x), (72)
as the spectral non-standard ﬁnite difference approximation of the solution u at the point (x, t∗) where
t∗ = tn = nt is ﬁxed.
As a numerical test, we consider (62)–(64) with R(u) = u2 and f (x) = x(2 − x)/2. The result
of the non-standard scheme (71)–(72) is visualized in Fig. 7, for m = 20 and t = 0.1. This is to be
compared with Fig. 8, relative to the standard scheme (72) where the traditional denominator t is used
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Fig. 7. Spectral non-standard scheme based on exact scheme.
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Fig. 8. Spectral standard ﬁnite difference scheme.
in the discrete derivative in (71) for the speciﬁc values m= 5 and t = 0.075, which satisfy the stability
condition mt2 (see [14]). One observes, for instance, that the non-standard scheme is elementary
stable and stable with respect to the monotonicity of solution in the limit case of space independent
equation contrary to the standard scheme (cf. Theorem 1 and Remark 4).
6. Concluding remarks
This paper is motivated by a non-standard ﬁnite difference scheme in [11] for the Fisher equation. The
said scheme is stable with respect to the boundedness and positivity property (3) under a certain functional
relation between the time and space step sizes.Using amuch simpler functional relation,we have proposed
a systematic procedure of designing new qualitatively stable schemes forr general reaction–diffusion
equations that involve arbitrary reaction terms. In the process of doing this, we derived energy-preserving
schemes for a class of Hamiltonian systems as well as more general elementary stable non-standard
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schemes of theta-type for stiff and non-stiff systems of ordinary differential equations. In the case of a
general diffusion equation, we have designed an alternative method. It consists of a spectral method (in
the space variable) and a non-standard ﬁnite differencemethod (in the time variable) in which the stiffness
feature of the linearized system of Fourier coefﬁcients is exactly incorporated. Our plan for the future
is twofold. Firstly, how does the analysis of this paper extend to the design of schemes, which display
the boundedness and positivity property of solutions for the convective/advection–reaction–diffusion
equation considered in [7] and for the Burger equation, as pointed out in [11]. Secondly, we wish to
address the theoretical aspects of the spectral non-standard method introduced here.
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