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Abstract
We consider a policy gradient algorithm applied to a finite-arm bandit problem with Bernoulli rewards.
We allow learning rates to depend on the current state of the algorithm, rather than use a deterministic
time-decreasing learning rate. The state of the algorithm forms a Markov chain on the probability
simplex. We apply Foster-Lyapunov techniques to analyse the stability of this Markov chain. We prove
that if learning rates are well chosen then the policy gradient algorithm is a transient Markov chain and
the state of the chain converges on the optimal arm with logarithmic or poly-logarithmic regret.
1 Introduction.
In a multi-armed bandit problem an algorithm must sequentially chose among a set of actions, or arms.
When selected, an arm produces a reward that is random with an unknown mean. The objective is
to maximize cumulative reward over time. A good algorithm must efficiently explore the set of arms
determining enough information so that it can concentrate selection on the arm with the highest reward.
The performance of an algorithm is typically measured in terms of its regret, which is the difference
between the cumulative reward of the optimal arm and the cumulative reward of the algorithm. As we
will review shortly, there are a variety of algorithms that can be applied to multi-arm bandit problem and
that have low regret. One class of algorithms, however, that are not well-understood are policy gradient
algorithms.
Policy gradient algorithms are extensively applied in reinforcement learning. Multi-arm bandit prob-
lems can be viewed as a special case of reinforcement learning, and often results initially proved in the
bandit setting are then later developed for more general reinforcement learning problems. Policy gradient
algorithms parameterize probabilities and maximize rewards by applying stochastic gradient ascent to
the probability of selecting a given arm (or action). This contrasts value function methods which looks
to directly estimate the reward of each arm, either by randomly exploring arms or by forming confidence
bounds on the estimated reward. The theory of value function methods is much more developed than
policy gradient methods, both in reinforcement learning and in multi-arm bandit problems. An good
example of a policy gradient algorithm in the bandit setting is given in the book of Barto and Sutton
[30]. There William’s REINFORCE algorithm [33] is specialized to the bandit setting and with a fixed
learning rate and simulation results find it to have good performance.
Despite good empirical performance, regret bounds for policy gradient algorithms are scarce, even
for bandit problems. Only recently has substantial progress been made, and this is for the deterministic
analogues of these randomize policies [2, 11, 26]. Since statistical consistency results and stochastic regret
bounds do not exist in prior work, one task of this article is to prove almost sure convergence and a regret
bound for a policy gradient algorithm. This is amongst the first sub-linear regret bounds for a policy
gradient algorithm; albeit, for a simple somewhat canonical bandit setting: a finite-arm bandit problem
with Bernoulli distributed rewards.
Another important aspect of this article is to investigate the use of Markov chain tools to analyze
stochastic approximation and optimization. Over the last decade, researchers have developed a much
clearer understanding of the finite time error of stochastic approximation, online optimization and bandit
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problems. Such analysis typically requires a deterministic decreasing step-size. More recently, there has
been an increased interest in stochastic approximation where the step-size is fixed [8, 15]. In this case, the
stochastic recursion is a Markov process and convergence is understood by analysing ergodic behaviour of
this process. Here we also chose step-sizes so that our algorithm evolves as a Markov chain. In contrast
to prior work, we analyse transient rather than ergodic properties. A careful analysis of the rate of
transience gives our regret bounds.
A Markov chain policy gradient algorithm has a design that is conceptually different to mainstream
bandit algorithms: the algorithm estimates probabilities in a time-independent manner, rather than
estimate rewards in a time-dependent manner. Consequently, our regret analysis requires different math-
ematical tools. Our analysis relies on Foster-Lyapunov results for the convergence of our algorithm [27]
as well as Markov chain coupling techniques. One aim is that the mathematical results and methods
applied in this paper can be both refined and generalized to understand the performance of different
policy gradient algorithms in a wide variety of settings.
The results that we prove apply to a specific policy gradient algorithm which we call SAMBA:
Stochastic Approximation Markov Bandit Algorithm. We first prove that logarithm regret bounds are
achievable for a suitably small learning rate which depends on the gap between mean reward of each
arm. We then modify this algorithm to remove the dependence on the gap and prove a O(log(T )2)
regret bound. At a technical level, it remains to be proven that O(log(T )) bounds are achievable for
policy gradient methods as they are for value function methods. This is an significant open problem.
Nonetheless, it is also important step that both consistency and poly-logarithmic regret bounds are
achievable for policy gradient algorithms. We focus on bandit problems in this paper but an important
future research direction is to extend these methods to reinforcement learning.
2 Preliminaries
In this section, we give a heuristic derivation the policy gradient algorithm, SAMBA, and explain why
logarithmic regret bounds might be expected for this algorithm. Then, after defining the algorithm, we
present the main results of the paper. Afterwards, we perform a literature review of relevant works.
2.1 Heuristic Motivation.
We describe the algorithm analyzed in this paper. What follows is a heuristic derivation. A more formal
description and proofs are given subsequently.
We consider a multi-arm bandit problem with arms a ∈ A. The reward from arm a is given by a
random variable Ra with values in {0, 1} and with mean ra. We denote the optimal arm by a?, that is
ra? > ra for all a 6= a?. We let N = |A| be the number of arms. We let ∆ := ra? − maxa6=a? ra and
assume ∆ > 0. We let pa be the probability of playing arm a and Ia be the indicator function that arm
a is played. The deterministic analogue of minimizing regret is the following linear program:
minimize
∑
a∈A
pa(ra? − ra) subject to
∑
a∈A
pa = 1 over pa ≥ 0, a ∈ A.
We now discuss how we form a stochastic gradient ascent rule on this optimization. Gradient descent
would perform the update pa ← pa+γ(ra−ra?), for a 6= a?. However, since the mean rewards ra, a ∈ A,
are not known, a stochastic gradient descent must be considered: pa ← pa + γ(Ra −Ra?), a 6= a?. Also,
the optimal arm is unknown. So instead of a?, we let a? be the arm for which pa is maximized and, in
place, consider the update pa ← pa + γ(Ra −Ra?), a 6= a?. Since the reward from only one arm can be
observed at each step, we apply importance sampling:
pa ← pa + γ
(RaIa
pa
− Ra?Ia?
pa?
)
, for a 6= a? . (1)
This gives a simple recursion for a multi-arm bandit problem. Finally, let’s consider the learning rate
γ. Again, consider the gradient descent update pa ← pa + γ(ra − ra?), for a 6= a?. Notice if we let
γ = αp2a then the gradient descent algorithm approximately obeys the following differential equation:
p˙a = −αp2a(ra? − ra) whose solution is pa(t) ≈ 1α(ra?−ra)t . The regret of the algorithm grows as the sum
of these probabilities, see Lemma 4. This suggest a learning rate of γ = αp2a, applied to each a, gives a
logarithmic regret. Theorem 1 is the formal version of this argument.
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2.2 Algorithm and Main Results.
To summarize, our algorithm takes data (RaIa : a ∈ A), modifies the targets for a multi-arm bandit
problem and performs stochastic approximation update (1) with learning rate γ = αp2a. Over time, the
probabilities (pa(t) : a ∈ A) are a Markov chain. Pseudo-code is given above. We call the algorithm
SAMBA: Stochastic Approximation Markov Bandit Algorithm. As the algorithm directly applies gradient
descent to the regret objective it is a policy gradient algorithm.
We prove that SAMBA has logarithmic regret for sufficiently small learning rates. We use Rg(T ) to
denote the regret at time T . This is the difference between the cumulative reward of the optimal arm
and the cumulative reward of the algorithm, and is defined in (5) in Section 3. The following is our main
result for SAMBA.
Theorem 1. If α is such that
α <
∆
r? −∆ (2)
then the SAMBA process (pa(t) : a ∈ A), t ∈ Z+, is a Markov chain such that, with probability 1,
pa?(t) −→ 1 , t→∞ and
Rg(T ) ≤ N
α∆
log T +Q , (3)
where Q :=
∑∞
t=0 P
(
pa?(t) ≤ 12
)
<∞ .
We will discuss conditions shortly, but we may prefer a result where the condition on α does not
depend on the gap, ∆. For this reason, we let α, applied arm a, be a function of the probability of
selecting arm a. In this way we can decrease α as pa goes to zero. We prove the following theorem:
Theorem 2. If α : [0, 1]→ [0, 1] is such that
α(pa) =
β
1− log(pa) (4)
3
for β ∈ (0, 1] then the SAMBA process (pa(t) : a ∈ A), t ∈ Z+, is a Markov chain such that, with
probability 1, pa?(t)→ 1 as t→∞ and
Rg(T ) ≤ 1
2β∆
log2(β∆T ) +Q+
⌈ e
β∆
⌉
.
(Above and hereafter, we apply the convention logn x = (log x)n.) The proof of Theorem 2 requires
modification of some results used to prove Theorem 1. We detail the proof in Appendix B.
In Theorem 1, if α is chosen sufficiently small then regret is logarithmic. The threshold that is
necessary and sufficient for logarithmic regret is not known. The condition (2) implies that
α <
∆
r?
.
The proof suggests that even if α is chosen too big (so that condition (2) does not hold) then the algorithm
will still converge to arms within this factor of the optimal arm, e.g. if you want an accuracy of 99%
chose α = 0.01. The condition on α is not translation invariant suggesting the bound on α and regret
bound might be modified and improved under different extensions.
For Theorem 2, cooling schedules of the form αt = 1/log(t+ 1) (or in our case αp = 1/(1− log p))
are readily employed for the analysis of optimization in Markov chains, see [10, 18]. Calculations suggest
replacing the logarithm in (4) with a more slowly increasing function improves the regret bound. Note
the upper-bound (4) only depends N through the constant Q which accounts for the initial exploration
of arms by the algorithm. Also dependence ∆ is O(1/∆) rather than O(1/∆2). Thus for the cost of an
extra log T term, we gain good dependence on the problem parameters. This is bears out in simulations
where SAMBA with a cooling learning rate out performs SAMBA with a fixed learning rate for small
and moderate values of T .
We assume Bernoulli distributed rewards. This can be extended to bounded rewards with relative
minor modification to the proof. The assumption {0, 1} simplifies the proof in several ways. For instance,
the process (p(t) : t ∈ Z+) is a countable state space Markov chain in this case. So we do not need to
appeal to the more general theory of Harris chains [27].
2.3 Literature.
There are a number of excellent texts that overview multi-arm bandit problems from different perspectives
in a variety of settings [13, 17, 25, 19]. A recent review of application areas is [12]. A list of the most
popular algorithms for stochastic multi-arm problems with a finite number of arms is: Upper Confidence
Bound (UCB) [3, 7], Exponential Explore Exploit (Exp3) [6, 28], Thompson Sampling [31, 20, 4], Mirror
Descent / Regularized-Follow-the-Leader by [1], Explore and Commit [5], -Greedy [30]. Each of these
methods maintains an estimate for the expected reward of each arm. Typically algorithms maintain time
dependent parameters that are used in order to concentrate selection on the best arm.
A different approach is to apply a policy gradient algorithm. As discussed, a policy gradient algorithm
directly applies stochastic gradient optimization to probability of selecting each arm. Rewards are not
explicit estimated, instead the probability of being the optimal arm is the object of interest. Methods of
this type were first introduced by Williams [33] for reinforcement learning problems. Bandit algorithms
can be viewed as an important special case of reinforcment learning. A good example of this approach
to bandit problems is given in the text of Barto and Sutton [30]. Here William’s original REINFORCE
algorithm is applied to the multi-arm bandit problem. This Gradient Bandit Algorithm (GBA) applies a
softmax function, and under this parametrization a gradient ascent algorithm with importance sampling
is applied. Regret bounds for REINFORCE both in bandit problems and general reinforcement learning
have not been established. Progress on deterministic analogous of policy gradient algorithms is underway
[2, 11, 26]. However, results for the stochastic systems and regret bounds are yet to be established. In
this paper, we make progress on this problem albeit in the more specialized setting of bandit problems.
An interesting feature of Barto and Sutton’s Gradient Bandit Algorithm is that good performance
can found with a fixed learning rate. If the learning rate is fixed or only dependent on the current state
of algorithm, then the algorithm evolves as a Markov chain. We apply a learning rate that, also, yields
a time-homogeneous Markov process. There are certain conceptual advantages to this approach, for
instance, the learning processes does not need to be reset and the algorithm does not require a notation
of how much time has elapsed in the learning process.
Recent works consider Markov analysis of stochastic gradient descent with fixed learning rate, see
[8, 15]. Similar approaches have also been applied to reinforcement learning, see [9, 29]. In these prior
works the stationary distribution of the error about the optimum is analysed. The error does not vanish
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over time. In contrast, the Markov process we consider is a transient Markov chain, and the error decays
at rate O(1/t) to the correct solution.
The state of the SAMBA algorithm is a Markov chain on the probability simplex. Our proof applies
Foster-Lyapunov techniques for continuous state-space Markov chains [27]. In the operations research
literature, there is a well developed theory of recurrence and transience of random walks in polytopes
which helps to inform our analysis and our choice of Lyapunov functions [16, 21]. The Markov processes
considered here are necessarily close to the threshold between recurrence and transience. Here essential
criteria and techniques were initiated by [23, 24]. See [14] for a recent review of methods.
3 Model and Notation.
We describe a multi-armed bandit problem with a finite number of arms and Bernoulli distributed
rewards. We also describe and give notation for the SAMBA process.
3.1 Arms and Rewards.
There is a finite set of arms A of cardinality N := |A|. At each time t ∈ Z+, you may choose an arm
a ∈ A. [Here Z+ := {0, 1, 2, ...}.] When played, arm a produces a reward that is a Bernoulli random
variable. That is
Ra(t) =
{
1 w.p. ra ,
0 w.p. 1− ra ,
where ra ∈ [0, 1]. [We use “w.p.” to abbreviate “with probability”.] We assume that the random
variables (Ra(t) : t ∈ Z+, a ∈ A) are independent. We let the optimal arm and reward be
a? = argmax
a∈A
ra, r
? = max
a∈A
ra .
We assume the optimal arm is unique. The gap between the best arm and next best arm is ∆ :=
r? −maxa:a6=a? ra .
3.2 Policies.
A policy choses one arm to play at each time, and may use information of the past arms played and their
rewards. More formally, we let Ia(t) be the indicator function that arm a is played at time t. We can
summarize if arm a was played at time t and its reward with (Ia(t), Ia(t) ·Ra(t)). If a is not played then
(Ia(t), Ia(t) ·Ra(t)) = (0, 0) and if a is played then (Ia(t), Ia(t) ·Ra(t)) = (1, Ra(t)). The history at time
t is then H(t) := ((Ia(s), Ia(s) ·Ra(s)) : a ∈ A, s ≤ t).
A policy is any mechanism for choosing arms where, for each time t, the arm played Ia(t), a ∈ A, is
a function of the past history H(t− 1) and, perhaps, an independent uniform [0, 1] random variable used
for randomization. Given we allow for randomization, it is useful to define
pa(t) := E[Ia(t)|H(t− 1)],
for a ∈ A, t ∈ Z+. Here pa(t) gives the probability of choosing a at time t given the past arms played
and rewards received. We let p(t) = (pa(t) : a ∈ A). We define qa(t) := 1− pa(t).
3.3 Regret.
The cumulative reward of a policy by time T is E[
∑T−1
t=0
∑
a∈A Ia(t)Ra(t)]. For example, note that the
cumulative reward for playing the optimal arm at each time is r?T . This is the optimal policy; however,
we focus on policies where the average reward for each arm is unknown.
The regret of a policy by time T , Rg(T ), is the expected difference between the cumulative reward
from playing the best arm and the cumulative reward of the policy played. That is
Rg(T ) := r?T − E
[
T−1∑
t=0
∑
a∈A
Ia(t)Ra(t)
]
=
∑
a:a6=a?
(r? − ra)E
[
T−1∑
t=0
pa(t)
]
. (5)
The 2nd equality above is a straight-forward calculation, see Lemma 4. It was shown by Lai and Robbins
[22] that Rg(T ) = Ω(log(T )) for all policies where the set of rewards is not known.
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3.4 SAMBA process.
We now define notation for our policy. Here probabilities (pa(t) : a ∈ A) are maintained for each arm.
We let a?(t) be the arm with maximal probability at time t and we let p?(t) be its probability, i.e.
a?(t) = argmax
a∈A
pa(t) and p?(t) = max
a∈A
pa(t) .
If the maximum is not unique we select a?(t) at random amongst the set of maximizing arms. We will
often refer to a?(t) as the leading arm. Further, we use the shorthand
I?(t) = Ia?(t)(t), R?(t) = Ra?(t)(t), r?(t) = E[R?(t)|H(t− 1)] .
Note R?(t) is not the reward from the optimal arm, but the reward of the arm a?(t) at time t.
We update the probabilities of each arm a 6= a?(t) according to the rule
pa(t+ 1) := pa(t) + αpa(t)
2
[
Ia(t)Ra(t)
pa(t)
− I?(t)R?(t)
p?(t)
]
, (6)
and, for the arm a?(t), pa?(t)(t+ 1) := 1−
∑
a6=a?(t) pa(t+ 1). Given (pa(t) : a ∈ A) has positive entries
which sum to 1, the updated the vector (pa(t + 1) : a ∈ A) also has positive entries which also sums to
1. See Lemma 6 in Section A.6 for a proof.
3.5 Additional Notation.
We define additional notation, used later. We let ∧ and ∨ denote the pairwise minimum and maximum,
respectively, that is x∧y = min{x, y} and x∨y = max{x, y}. For a, b ∈ Z we let [a : b) = {a, a+1, ..., b−1}.
We let P be the set of probability vectors on A, that is P := {(pa : a ∈ A) : ∑a∈A pa = 1, pa ≥ 0} . We
follow the convention that multiplication precedes division with a slash, e.g. 8/2x = 2 for x = 2.
4 Proof of Theorem 1
We organize the proof of Theorem 1 into four parts, each a subsection below. Each subsection proves
one main Proposition or Theorem. Some supporting lemmas and corollaries are proven in the Appendix.
First, in Section 4.1, we analyze the recurrence time of the chain to states with qa? < 1/2. Specifically,
in Corollary 1, we prove the expected recurrence time for this set is finite. Second, in Section 4.2, we
define qˆ(s) as the process that follows qa?(t) when inside the set of states {qa? < 12}. Proposition 2
shows that qˆ(s) converges to zero and bounds its expected value. Third, in Section 4.3, we analyse the
transient behavior of our chain. We show in Proposition 3 that the event qa? >
1
2
is transient and that
limt→∞ qa?(t) = 0. In other words the process converges on the optimal arm. Fourth, in Section 4.4, we
prove the regret bound required to complete Theorem 1.
4.1 Recurrence Times
Lemma 1 is a discrete time analogue of the differential equation q˙(t) = −ηq(t)2 analysed in the heuristic
discussion in the Introduction.
Lemma 1. If (q¯(t) : t ∈ Z+) is a sequence of positive real numbers such that
q¯(t+ 1) ≤ q¯(t)− ηq¯(t)2 (7)
for some η > 0, then, for all t ∈ Z+,
q¯(t) ≤ q¯(0)
1 + ηq¯(0)t
.
Proof. Dividing the expression (7) by q¯(t)2 gives
q¯(t+ 1)− q¯(t)
q¯(t)2
≤ −η .
Since q¯(t+1) is less than q¯(t) but still positive, dividing by q¯(t+1) rather that q¯(t) decreases the previous
lower bound
q¯(t+ 1)− q¯(t)
q¯(t)q¯(t+ 1)
=
1
q¯(t)
− 1
q¯(t+ 1)
≤ −η .
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Summing from t = 1, ..., T − 1 gives
1
q¯(0)
− 1
q¯(T )
≤ −ηT ,
which rearranges to give
q¯(T ) ≤ q¯(0)
1 + ηq¯(0)T
,
as required.
Proposition 1 shows that pa? does not get too small for too long. To make this precise, we define
τ(xˆ) := min
{
t ≥ 1 : pa? > 1
xˆ
}
, E(xˆ) :=
{
p ∈ P : 1− α
xˆ
≤ pa? < 1
xˆ
}
, (8)
for xˆ > 0. Notice if pa?(0) ≥ 1/xˆ and pa?(1) < 1/xˆ then p(1) ∈ E(xˆ).
Proposition 1. For α > 0 such that (2) holds, there exists a positive constant xˆ such that
sup
p∈E(xˆ)
E
[
τ(xˆ)|p(0) = p] <∞ .
Proof. We will show that 1/pa?(t) − ct is a supermartingale for some c > 0. The proof will then follow
by the Optional Stopping Theorem.
First we collect together some constants to define xˆ. Notice if (2) holds then 1 + α < r?/(r? −∆).
Thus there exists an  > 0 such that (1 + )(1 + α) < r?/(r? −∆) or, equivalently,
c := α
r?
1 + α
− α(r? −∆)(1 + ) > 0 .
Given this choice of , we define xˆ to be greater than N and such that
xˆ
xˆ− αN ≤ 1 +  . (9)
Note that, for t = 1, ..., τ(xˆ)− 1 , a? is not the leading arm and so pa?(t) obeys the update equation (6).
That is pa?(t+ 1) = (1 + α)pa?(t) with probability pa?(t)r
? and pa?(t+ 1) = p?(t)r?(t) with probability
p?(t)r?(t). So, if we let x(t) = pa?(t)
−1 then, a short calculation gives,
x(t+ 1) =

x(t)− α
1+α
x(t) w.p. r
?
x(t)
,
x(t) + α x(t)
p?(t)x(t)−α w.p. p?(t)r?(t) ,
x(t) otherwise.
Thus
E[x(t+ 1)|H(t)]− x(t) = αr?(t) p?(t)x(t)
p?(t)x(t)− α −
αr?
1 + α
≤ α(r? −∆)(1 + )− αr
?
1 + α
= −c.
The first inequality holds by r?(t) ≤ r? −∆ and by (9) [and noting p?(t) > 1/N ]. The constant c is as
given above.
By the Optional Stopping Theorem,
− cE[τ(xˆ) ∧ t] ≥ E[x(τ(xˆ) ∧ t)]− E[x(0)] ≥ − xˆ
1− α . (10)
The final inequality holds since x(τ(xˆ) ∧ t) is positive and since x(0) = 1/pa?(0) ≤ xˆ/(1 − α) holds
when p(0) ∈ E(xˆ). Finally applying the Monotone Convergence Theorem to (10) gives that E[τ(xˆ)] ≤
xˆ/c(1− α) as required.
The result below extends Proposition 1 to a hitting times for a slightly smaller region, where xˆ = 2.
Corollary 1. For α > 0 such that (2) holds, there exists a positive constant xˆ such that
sup
p∈E(2)
E
[
τ(2)|p(0) = p] <∞ .
Corollary 1, proven in Section A.1, follows from standard Markov chain arguments. We show that
the probability of reaching pa? >
1
2
before reaching pa? ≤ 1xˆ is bounded below. Since the return time to
pa? >
1
xˆ
is finite, there are a geometric number of finite expectation trials to reach pa? >
1
2
.
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4.2 An Embedded Chain
We will analyse the process qa?(t) for values less than 1/2 for this reason we define the embedded process
qˆ(s), s ∈ Z+ which we now describe.
We define the following stopping times: τ (0) = 0, σ(0) = 0, and, for k ∈ N,
σ(k) = min
{
t ≥ τ (k) : qa?(t) ≥ 1
2
}
, τ (k) = min
{
t ≥ σ(k−1) : qa?(t) < 1
2
}
. (11)
If no such time exists for some k in (11) then we let σ(k) = ∞ (resp., τ (k) = ∞ ). Notice the times in
(11) partition the times Z+ into regions [τ (k) : σ(k)) and [σ(k) : τ (k+1)), k ∈ Z where
qa?(t) <
1
2
, for t ∈ [τ (k) : σ(k)), and qa?(t) ≥ 1
2
, for t ∈ [σ(k) : τ (k+1)).
See Figure 1 for a representation of these times.
We analyze the rate at which pa?(t) approaches one, or equivalently, the rate at which qa?(t) ap-
proaches zero. We consider the process that follows qa?(t) over intervals where qa?(t) <
1
2
but ignores
times where qa?(t) ≥ 12 . Specifically, we define (qˆ(s) : s ∈ Z+) by
qˆ(s) := qa?(ts) where ts = s+
k∑
i=0
(
τ (i+1) − σ(i))
for s ∈
[ k∑
i=0
(σ(i) − τ (i)) :
k+1∑
i=0
(σ(i) − τ (i))
)
, k ∈ Z+.
Further we let
σs = min
{
t > 0 : pa?(t+ ts) >
1
2
}
, and τs = min
{
t > σs : pa?(t+ ts) ≤ 1
2
}
.
See Figure 1, which plots instances of s, ts, σs and τs. Note that ts, σs and τs are stopping times with
respect to the history H(t). So the Strong Markov Property applies to the process (p(t) : t ∈ Z+) at
these times. Since ts is a stopping time for each s ∈ Z+, qˆ(s) is adapted to history Hˆ(s) := H(ts).
Proposition 2 shows that E[qˆ(s)] = O( 1
s
).
Proposition 2. a) The process (qˆ(s) : s ∈ Z+) is a positive supermartingale
E[qˆ(s+ 1)|Hˆ(s)]− qˆ(s) ≤ −α∆
N
qˆ(s)2 . (12)
b) With probability 1, qˆ(s) −→ 0 , as s→∞ .
c)
E[qˆ(s)] ≤ N
2N + α∆s
. (13)
Proof. a) Observe that
qˆ(s+ 1) =
{
qa?(ts + 1) if qa?(ts + 1) <
1
2
,
qa?(ts + τs) if qa?(ts + 1) ≥ 12 .
Since qa?(ts + τs) <
1
2
, we have that
qˆ(s+ 1) ≤ qa?(ts + 1) , and qˆ(s) = qa?(ts) . (14)
We know at times ts, a
? is the leading arm. Thus, for all a 6= a?,
pa(ts + 1) = pa(ts) + αpa(ts)
2
[
Ia(ts)Ra(ts)
pa(ts)
− Ia?(ts)Ra?(ts)
pa?(ts)
]
.
So taking expectations,
E[pa(ts + 1)− pa(ts)|H(ts)] = αpa(ts)2(ra − ra?) ≤ −α∆pa(ts)2 .
Since qa? is defined to be the sum of pa over a 6= a?, we have that
E[qa?(ts + 1)− qa?(ts)|H(ts)] ≤ −∆
∑
a:a6=a?
αpa(ts)
2 . (15)
8
Figure 1: Here qˆ(s) is constructed from qa?(t) by deleting areas between the vertical grey lines. As well as
examples of stopping times τ (k), σ(k), s, t, σs and τs.
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Recalling that Hˆ(s) := H(ts) and combining (14) and (15) gives
E[qˆ(s+ 1)|Hˆ(s)]− qˆ(s) ≤ E[qa?(ts + 1)− qa?(ts)|H(ts)] ≤ −∆
∑
a:a6=a?
αpa(ts)
2 . (16)
By Jensen’s inequality:
∑
a:a6=a?
pa(ts)
2 = (N − 1)
∑
a:a6=a?
pa(ts)
2
N − 1 ≥ (N − 1)
( ∑
a:a6=a?
pa(ts)
N − 1
)2
=
qa?(ts)
2
N − 1 ≥
qˆ(s)2
N
.
Thus applying the above bound to (16) gives
E[qˆ(s+ 1)|Hˆ(s)]− qˆ(s) ≤ −α∆
N
qˆ(s)2 ,
which is the required bound. It is immediate, from the above bound that qˆ(s) is a supermartingale.
b) By definition qˆ(s) is positive. So by Doob’s Supermartingale Convergence Theorem the limit lims→∞ qˆ(s)
exists. We now show that this limit is zero.
Since the limit exists it is sufficient to show that lim infs qˆ(s) = 0. For m > 2, let
φm = min
{
s ≥ 1 : qˆ(s) < 1
m
}
.
It is sufficient to show that φm < ∞, with probability 1, since then it is clear that we can define a
sequence of stopping times ψm := min{s ≥ ψm−1 : qˆ(s) < 1m} each of which is finite, w.p. 1, and
qˆ(ψm)→ 0, which implies lim infs→0 qˆ(s) = 0.
To show that φm is finite, notice that by part a),
E[qˆ(s+ 1)|Hˆ(s)]− qˆ(s) ≤ − α
N
∆qˆ(s)2 ≤ − α
N
∆
1
m2
where the last inequality holds for so long as qˆ(s) ≥ 1
m
. Thus by the Optional Stopping Theorem
E[qˆ(φm ∧ s)]− E[qˆ(0)] ≤ − α
N
∆
1
m2
E[φm ∧ s] .
Rearranging and applying Monotone Convergence Theorem gives
E[φm] ≤ lim
s→∞
E[φm ∧ s] ≤ Nm
2
α∆
E[qˆ(0)] <∞.
Thus with probability 1, φm < ∞ as required. Thus, as show above, lim infs→∞ qˆ(s) = 0 and so
lims qˆ(s) = 0, as required.
c) Finally, the required bound (13) holds by taking expectations in part a) and applying Lemma 1:
E[qˆ(s)] ≤ E[qˆ(0)]
1 + α
N
∆E[qˆ(0)]s
≤ N
2N + α∆s
.
Above, we use that x 7→ x/(1 + x) is increasing for x > 0 and E[qˆ(s)] < 1/2.
4.3 Transience
We can analyze the transience of (p(t) : t ∈ Z+) by applying Proposition 2. Proposition 3 below collects
together these results.
Proposition 3. a) If qa?(0) <
1
2
then, there exists a constant ρ < 1 such that P(σ(1) < ∞) < ρ .
Moreover
P(σ(k) <∞|σ(k−1) <∞) < ρ .
b)
∞∑
t=0
P
(
qa?(t) ≥ 1
2
)
<∞ .
c) With probability 1, qa?(t)→ 0 as t→∞.
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Proof. a) We know that at time 0 there is a probability greater than a half of trying arm a? and a positive
probability of receiving a reward greater than r∗. On this event if 1/4 < qa?(0) ≤ 1/2, we know that
qa?(1) ≤ qa?(0)− α
N
r∗qa?(0)
2 ≤ 1
2
− α
16N
<
1
2
,
and if qa?(0) ≤ 14 then
qa?(1) ≤ qa? + αqa?(0) ≤ 1 + α
4
<
1
2
.
Thus there is a positive probability, say p′, that if qa?(0) ≤ 12 then at the next time qa?(1) ≤ c < 1/2 for
c = (1/2− α/16N) ∨ ((1 + α)/4).
By Proposition 2, qa?(t∧σ(1)) is a supermartingale and if σ(1) =∞ then qa?(t) = qˆ(t)→ 0 as t→∞.
Now suppose that qa?(1) < c, by the Optional Stopping Theorem,
c > qa?(1) ≥ E[qa?(σ(1) ∧ t)] = E[qa?(σ(1))I[σ(1) ≤ t]] + E[qa?(t)I[σ(1) > t]]
≥ 1
2
P(σ(1) ≤ t) + E[qˆ(t)I[σ(1) > t]] −−−→
t→∞
1
2
P(σ(1) <∞) .
In the final limit we apply the Dominated Convergence Theorem and the fact that qˆ(t) → 0 with
probability 1. Thus
P(σ(1) =∞|qa?(1) < c) > (1− 2c) =: δ.
The above holds given at time 1, qa?(1) < c. However, as discussed above, there is a positive probability,
say p′, of reaching state qa?(1) < c. Thus
P
(
σ(1) =∞
∣∣∣pa?(0) ≤ 1
2
)
≥ (1− p′) + p′P(σ(1) =∞|pa?(1) < c) ≤ 1− (1− δ)p =: ρ .
This gives the first bound required in part a).
For the 2nd bound, by the Markov property we know that
P(σ(k) <∞|τ (k−1) <∞) < ρ .
Note that
{σ(k−1) <∞} ∩ {τ (k−1) − σ(k−1) <∞} = {τ (k−1) <∞}
where P(τ (k−1) − σ(k−1) < ∞|σ(k−1) < ∞) = 1, by Corollary 1. So P(σ(k−1) < ∞) = P(τ (k−1) < ∞) .
Thus we have that
P(σ(k) <∞|σ(k−1) <∞) = P(σ(k) <∞|τ (k−1) <∞) < ρ ,
for ρ < 1.
b) We know qa?(t) ≥ 12 holds only for the time intervals [σ(k) : τ (k+1)), assuming σ(k) is finite. So we
have
∞∑
t=0
P
(
qa?(t) ≥ 1
2
)
= E
[ ∞∑
t=0
I
[
qa?(t) ≥ 1
2
]]
= E
[ ∞∑
k=0
(
τ (k+1) − σ(k)
)
I
[
σ(k) <∞
]]
=
∞∑
k=0
E
[
E
[
τ (k+1) − σ(k)∣∣H(σ(k))]I[σ(k) <∞]] . (17)
We analyze the terms in the summands of (17). [Note that the chain (p(t) : t ∈ Z+) is a discrete time
countable state space Markov chain and so is Strong Markov.] By Corollary 1 and the Strong Markov
Property, we have that, for a finite constant C,
E
[
τ (k+1) − σ(k)∣∣H(σ(k))] < C (18)
on the event {σ(k) <∞}.
So applying (18) to the summand in (17) and applying part a), we have that
E
[
E
[
τ (k+1) − σ(k)∣∣H(σ(k))]I[σ(k) <∞]] ≤ CP(σ(k) <∞)
= C
k∏
κ=1
P(σ(κ) <∞|σ(κ−1) <∞) = Cρk .
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Now applying this bound to (17), gives the required bound,
∞∑
t=0
P
(
qa?(t) >
1
2
)
≤
∞∑
k=0
Cρk =
C
1− ρ <∞ .
c) By part b) , E
[∑∞
t=0 I
[
qa?(t) ≥ 12
]]
< ∞ . Thus, with probability 1, ∑∞t=0 I[qa?(t) ≥ 12 ] < ∞ .
This implies that eventually qa?(t) <
1
2
. From this time onwards the processes qa? and qˆ are identical
and we know that qˆ(s) → 0. Specifically there exists a number kmax < ∞ such that τ (kmax) < ∞ but
σ(kmax) =∞. Under the coupling above,
qa?(t+ τ
(kmax)) = qˆ
(
t−
kmax−1∑
k=0
(τ (k+1) − σ(k))
)
−−−→
t→∞
0 ,
where the equality above holds for all t ∈ Z+ and the limit above holds by Proposition 2b). Thus
limt→∞ qa?(t) = 0 as required.
4.4 Rate of Convergence and Regret Bound.
We prove the regret bound (3). With this, we will have completed the proof of Theorem 1.
Proof of Theorem 1. Note that by Proposition 3c), we have that pa?(t) = 1− qa?(t) −→ 1, as t→∞. So
it remains to show the require regret bound. Since r? − ra ≤ 1,
Rg(T ) =
∑
a:a6=a?
(r? − ra)E
[
T−1∑
t=0
pa(t)
]
≤ E
T−1∑
t=0
∑
a:a 6=a?
pa(t)
 = E[T−1∑
t=0
qa?(t)
]
. (19)
See Lemma 4 for the 1st equality above. We focus on bounding the final term in (19).
E
[
T−1∑
t=0
qa?(t)
]
=
T−1∑
t=0
E
[
qa?(t)I
[
qa?(t) ≥ 1
2
]]
+ E
[
T−1∑
t=0
qa?(t)I
[
qa?(t) <
1
2
]]
≤ Q+ E
[
T−1∑
t=0
qa?(t)I
[
qa?(t) <
1
2
]]
(20)
where, by Proposition 3, Q :=
∑∞
t=0 P
(
qa?(t) >
1
2
)
<∞.
We must show that the remaining term in (20) grows logarithmically in T . Recalling the definition
of qˆ(s) from Section 4.2 and Figure 1, for each t such that qa?(t) <
1
2
, there exists a corresponding
value of s with s ≤ t such that qˆ(s) = qa?(t). This gives the first inequality in the following sequence of
inequalities,
E
[
T−1∑
t=0
qa?(t)I
[
qa?(t) <
1
2
]]
≤ E
[ T−1∑
s=0
qˆ(s)
]
≤
T−1∑
s=0
N
2N + α∆s
≤ N
α∆
log T . (21)
In the second inequality above, we apply Proposition 2c). In the third inequality above we apply Lemma
5. Applying (21) to (20) and (19) gives the required bound
Rg(T ) ≤ N
α∆
log T +Q .
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A Appendix
A.1 Proof of Corollary 1.
Lemma 2 shows that if pa? is not too small then there is always a positive probability of reaching a state
with pa? >
1
2
.
Lemma 2. If pa?(0) ≥ 1xˆ then there exists n ∈ N such that
P
(
pa?(n) >
1
2
, pa?(t) ≥ 1
xˆ
∀t ≤ n
)
≥
(
r?
xˆ
)n
.
Lemma 2 in Section A.2 analyses the probability of a run of rewards of 1 on arm a?.
Lemma 3 is a technical lemma. It shows that a finite expected recurrence time to some set B with a
positive probability of reaching some set C implies C has a finite expected recurrence time.
Lemma 3. If (X(t) : t ∈ Z+) is a Markov chain on X ⊂ Rd and A, B and C are disjoint subsets of X
such that for some n ∈ N and δ > 0 and K <∞
inf
x0∈B
P(X(n) ∈ C,X(k) /∈ A, ∀k < n|X(0) = x0) ≥ δ, (22a)
sup
x0∈B,x1∈A
E[τB |X(1) = x1, X(0) = x0] < K (22b)
where τB = min{t ∈ Z+ : X(t) ∈ B} then τC := min{t ∈ Z+ : X(t) ∈ C} is such that
sup
x0∈B
E[τC |X(0) = x0] <∞ .
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The argument for the above lemma is essentially as follows, whenever the process X is in B then
there is a positive probability of δ that we are in set C in n units of time. Thus there are at most n plus
a geometrically distributed (parameter δ) number of times that the Markov chain can be in B before
visiting C. Since the time between each step of the Markov chain is B has expectation bounded above
by K then the expected time is less than K(n + 1/δ). Although this description is probably sufficient,
we give the more formal argument in the appendix.
Proof. The proposition follows by applying Lemma 3. Specifically we let
A =
{
p ∈ P : pa? < 1
xˆ
}
, B =
{
p ∈ P : 1
xˆ
≤ pa? ≤ 1
2
}
, C =
{
p ∈ P : pa? > 1
2
}
.
By Proposition 1
sup
p(0)∈B,p(1)∈A
E[τB |p(1) = p(1),p(0) = p(0)] ≤ 1 + sup
p∈E(xˆ)
[τ(xˆ)|p(0) = p] <∞ .
By Lemma 2
P
(
p(n) ∈ C, p(t) /∈ A ∀t ≤ n
)
≥
(
r?
xˆ
)n
.
Thus conditions (22a) and (22b) of Lemma 3 are satisfied. So by Lemma 3 we have that
sup
p∈E(2)
E[τ |p(0) = p] ≤ sup
p∈B
E[τ |p(0) = p] <∞ .
A.2 Proof of Lemma 2.
Proof of Lemma 2. Given pa?(0) >
1
xˆ
, the probability a? is played and receives a reward of 1 is bounded
below by r?/xˆ. Since pa? increases each time that it receives a reward of 1. The probability of arm a
?
being played and receiving a reward of 1 for each of the next n steps is bounded below by (r?/xˆ)n.
Also, since pa? is increasing along this sequence, there is a value t
? [which we will bound above
shortly] such that a? 6= a?(t) for t < t? and a? = a?(t) for t ≥ t?.
For t = 0, ..., t? − 1, a? 6= a?(t) so by update (6)
pa?(t) = (1 + α)pa?(t− 1) = ... = (1 + α)tpa?(0) ≥ (1 + α)t/xˆ .
Thus a? = a?(t) must hold for all t such that (1 + α)
t/xˆ > 1/2 . Therefore,
t? ≤
⌈
log(xˆ/2)
log(1 + α)
⌉
. (23)
For t ≥ t? and a 6= a?,
pa(t+ 1) = pa(t)− αpa(t)
2
pa?(t)
≤ pa(t)− αpa(t)2 .
By Lemma 1,
pa(t) ≤ pa(t
?)
1 + αpa(t?)(t− t?) ≤
1
N + α(t− t?) .
The second inequality above holds since pa(t
?) ≤ 1
N
. Summing over a 6= a? gives
qa?(t) ≤ N − 1
N + α(t− t?) .
Thus qa?(n) <
1
2
for n such that
N − 1
N + α(n− t?) ≤
1
2
,
or equivalently t? + (N − 2)/α ≤ n . Thus by (29), pa?(n) > 12 for all n such that
n =
⌈
log(xˆ/2)
log(1 + α)
⌉
+
⌈
N − 2
α
⌉
+ 1 .
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A.3 Proof of Lemma 3
Proof of Lemma 3. We let Xˆ(s) be the process that X(t) follows when it is inside the set B [and A].
Specifically we let τ
(0)
A = τ
(0)
B = τ
−1
B = 0 and
τ
(k)
A = min
{
t > τ
(k−1)
B : X(t) ∈ A
}
,
τ
(k)
B = min
{
t > τ
(k)
A : X(t) ∈ B ∪ C
}
.
and we define
Xˆ(s) = X(ts) where ts = s+
k∑
i=0
τ
(i)
B − τ (i)A
for s ∈
[
k∑
i=0
τ
(i)
A − τ (i−1)B ,
k+1∑
i=0
τ
(i)
A − τ (i−1)B
)
.
Notice
ts+1 =
{
ts + 1 if X(ts + 1) ∈ B ∪ C ,
ts + τ
(i)
B − τ (i)A , if X(ts + 1) ∈ A, and, thus, ts = τ (i)A for some i .
Thus, as E[ts+1 − ts|X(ts)] < K, by the Markov property and (22b).
Further we define
σC := min{s : Xˆ(s) ∈ C}
By (22a),
P(Xˆ(s+ n) ∈ A|Xˆ(s) ∈ B) > δ
Thus
Ex0 [σC ] ≤
1
δ
+ n .
So we can bound the number of steps the chain Xˆ(s) takes to reach C . Since each unit step of Xˆ(s) is
τs+1 − τs steps for X(t), we have that
τC =
σC−1∑
s=0
ts+1 − ts
Thus,
E[τC ] = E
[ σC−1∑
s=0
ts+1 − ts
]
= E
[ ∞∑
s=0
(ts+1 − ts)I[σC > s]
]
= E
[ ∞∑
s=0
E
[
ts+1 − ts|X(ts)
]
I[σC > s]
]
≤ KE
[ ∞∑
s=0
I[σC > s]
]
= KE[σC ]
≤ K
(
1
δ
+ n
)
as required.
A.4 Proof of Lemma 4
Lemma 4.
Rg(T ) =
∑
a:a6=a?
(r? − ra)E
[
T−1∑
t=0
pa(t)
]
.
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Proof of Lemma 4. The following calculation uses standard properties of the conditional expectation and
probabilities, see Williams [32]. A similar calculation is given in Lai and Robbins [22].
Rg(T ) := r?T − E
[
T−1∑
t=0
∑
a∈A
Ia(t)Ra(t)
]
=
T−1∑
t=0
r? − E
[
T−1∑
t=0
∑
a∈A
E[Ia(t)Ra(t)|H(t− 1)]
]
= E
[
T−1∑
t=0
r? −
T−1∑
t=0
∑
a∈A
rapa(t)
]
= E
T−1∑
t=0
r?(1− pa?(t))−
T−1∑
t=0
∑
a6=a?
rapa(t)

= E
T−1∑
t=0
∑
a6=a?
r?pa(t)−
T−1∑
t=0
∑
a6=a?
rapa(t)

=
∑
a6=a?
(r? − ra)E
[
T−1∑
t=0
pa(t)
]
.
The 2nd equality, uses the tower property of the conditional expectation. The 3rd equality applies the
definition of pa(t) and applies the roˆle of independence to Ra(t). The 5th equality, uses that 1−pa?(t) =∑
a6=a? pa(t).
A.5 Proof of Lemma 5
The following is a technical lemma.
Lemma 5. For positive constants A,B and C with B > 2C and T ∈ N
T−1∑
s=0
A
B + Cs
≤ A
C
log T .
Proof. The proof holds by the standard method of bounding a sum above by its integral:
T−1∑
s=0
A
B + Cs
=
A
C
T−1∑
s=0
1
B/C + s
≤ A
C
T−1∑
s=0
1
2 + s
≤ A
C
∫ T−1
0
1
1 + s
ds =
A
C
log T.
A.6 Proof of Lemma 6
Lemma 6. If (pa(t) : a ∈ A) is such that pa(t) > 0 and ∑a pa(t) = 1 then, under the update (6),
(pa(t+ 1) : a ∈ A) is such that pa(t+ 1) > 0 and ∑a pa(t+ 1) = 1.
Proof. It is immediate that
∑
a pa(t+ 1) = 1, since the terms added to pa(t) in update (6).
We now show that pa(t+1) > 0 for all a ∈ A. If Ia(t) = 1 for some a 6= a?(t) then the only probability
that decreases is pa?(t). Thus since Ra(t) ≤ 1
pa?(t)(t+ 1) = pa?(t)(t)− αpa?(t)(t)Ra(t) ≥ pa?(t)(1− α) > 0 .
So, in this case, all components of p(t+ 1) are positive.
If I?(t) := Ia?(t) = 1 then pa(t) decreases for each a 6= a?(t). In this case, since R?(t) ≤ 1 and
pa(t) ≤ pa?(t)(t), we have that
pa(t+ 1) = pa(t)− αpa(t)2 R?(t)
pa?(t)(t)
≥ pa(t)− αpa(t) pa(t)
pa?(t)(t)
≥ pa(t)(1− α) .
So each case, we have that p(t+ 1) is positive, as required.
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B Proof of Theorem 2
The proof of Theorem 2 follows the same structure Theorem 1: we bound the expected recurrence time
to the set {pa? > 1/2}; we study the embedded chain qˆ(s), which follows qa?when qa? < 1/2 holds; we
analyze the transient behavior of (pa(t) : a ∈ A) and show this distribution concentrates on the correct
arm; and finally, we prove Theorem 2.
Most steps of the argument are identical to Theorem 1. We point the reader to the appropriate parts
in the proof of Theorem 1, when they are used in Theorem 2. The main results that change are Lemma
1, Proposition 1 and Proposition 2 which are replaced by Lemma 7, Proposition 4 and Proposition 5.
B.1 Recurrence Times
First, before getting going, notice the heuristic argument in the introduction analyses the differential
equation p˙ = −α∆p2 which implies 1/p(T )−1/p(0) = α∆T . Thus we use 1/p(t) as a Lyapunov function.
In this section, the analogous differential equation is
p˙ =
β∆p2
1− log p which implies Tβ∆ =
∫ p(0)
p(T )
1− log p
p2
dp =
1
p(T )
log
1
p(T )
− 1
p(0)
log
1
p(0)
.
So we now use 1
p(t)
log 1
p(t)
as a Lyapunov function. The following is a deterministic version of the
aforementioned differential equation.
We replace Lemma 1 with the following:
Lemma 7. If q¯(t) is a sequence of real numbers belonging to the interval (0, 1) such that
q¯(t+ 1)− q¯(t) ≤ − ηq¯(t)
2
1− log(θq¯(t)) (24)
for θq¯(0) ≤ 1, then, for ηT/q¯(0) ≥ e,
q¯(T ) ≤ θ
ηT
log
(ηT
θ
)
and consequently
q¯(T ) ≤ θ
ηT
log(ηT ) +
e−1
T
Proof. Firstly it is clear that q¯(t) is a decreasing sequence. Notice that the inequality (24) rearranges to
give
1− log(q¯(t)θ)
q¯(t)2
[
q¯(t)− q¯(t+ 1)] ≥ η .
Summing we see that
T−1∑
t=0
1− log(q¯(t)θ)
q¯(t)2
[
q¯(t)− q¯(t+ 1)] ≥ ηT . (25)
We could interpret this as a Riemann-Stieltjes approximation to the integral∫ q¯(0)
q¯(T )
1− log(θq¯)
q¯2
dq¯ =
[
log(θq¯)
q¯
]q¯(0)
q¯(T )
=
1
q¯(T )
log
(
1
θq¯(T )
)
− 1
θ
log
(
1
θq¯(0)
)
Since the function q¯ 7→ 1−log(θq¯)
q¯2
is decreasing on (0, 1/θ) the integral above upperbounds the sum in
(25), we have that
1
q¯(T )
log
(
1
θq¯(T )
)
− 1
q¯(0)
log
(
1
θq¯(0)
)
≥ ηT .
If we let z(T ) = log 1
θq¯(T )
then we have that
z(T )ez(T ) ≥ 1
θq¯(0)
log
(
1
θq¯(0)
)
+
ηT
θ
≥ ηT
θ
The inverse of the increasing function z 7→ y := zez is Lambert’s W -function for which it is known that
W (y) ≥ log y − log log y = log
( y
log y
)
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for y ≥ e.1 Thus
log
1
q¯(T )
= z(T ) ≥W
(ηT
θ
)
≥ log
 ηTθ
log
(
ηT
θ
)

which implies
q¯(T ) ≤ θ
ηT
log
(ηT
θ
)
.
For the final inequality note that
θ
ηT
log
(ηT
θ
)
=
θ
ηT
log(ηT )− θ
ηT
log θ ≤ θ
ηT
log(ηT ) +
e−1
ηT
where the inequality holds because q¯(0) ≤ 1 and because the function z 7→ z log z is minimized at
z = e−1.
The statement of Proposition 1 remains much the same but the proof differs.
Proposition 4. For α(p) = β
1−log p , there exists a positive constant xˆ such that
sup
p∈E(xˆ)
E
[
τ(xˆ)|p(0) = p] <∞ .
Proof. We will show that
1
pa?(t)
log
1
pa?(t)
− ct
is a supermartingale for some c > 0.
Note that [as in the proof of Proposition 1] if we let x(t) = pa?(t)
−1 then, a short calculation gives,
x(t+ 1) =

x(t)− α
1+α
x(t) w.p. r
?
x(t)
,
x(t) + α x(t)
p?(t)x(t)−α w.p. p?(t)r?(t) ,
x(t) otherwise.
Where r?(t) and p?(t) are the reward and probability of playing the leading arm at time t. We apply the
shorthand α = α(x(t)−1), x = x(t), r? = r?(t) and p? = p?(t). We have that
E
[
x(t+ 1) log x(t+ 1)
∣∣H(t)]− x(t) log x(t)
=
r?
x
[ x
1 + α
log
x
1 + α
− x log x
]
+ p?r?
[
x · p?x
p?x− α · log
(
x · p?x
p?x− α
)
− x log x
]
=− α
1 + α
r? log x− r
?
1 + α
log(1 + α) (26a)
+ p?r? · α
p?x− α · x log x (26b)
+ p?r?x · p?x
p?x− α · log
( p?x
p?x− α
)
. (26c)
We upperbound each of the three terms above.
For term (26a), we use the following inequalities
1
1 + α
≥ (1− α) and − r
?
1 + α
log(1 + α) ≤ 0 .
and then
α log x = β − β
1 + log x
and α2 log x ≤ β
1 + log x
.
These give the following bound for (26a)
− α
1 + α
r? log x− r
?
1 + α
log(1 + α) ≤ −r?α log x+ r?α2 log x ≤ −βr? + 2β
1 + log x
. (27a)
1To verify this inequality, notice z = log(y/ log y) is such that zez ≤ y for y ≥ e. So W (y) ≥ log(y/ log y) .
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For the term (26b), we use the inequalities
α log x ≤ β and α
p?x− α ≤
Nβ
x(1 + log x)−Nβ
The second inequality above holds by substituting the value of α and noting that p? ≥ 1N . These together
give
p?r? · α
p?x− α · x log x = r? ·
p?x
p?x− α · α log x
= r? · α log x+ r? · α log x · α
p?x− α
≤ βr? + β Nβ
x(1 + log x)−Nβ (27b)
For the term (26c), we have that
p?r?x · p?x
p?x− α · log
( p?x
p?x− α
)
= −p?r?x ·
log
(
1− α
p?x
)
1− α
p?x
We now take a few moments to show that − log(1− z)/(1− z) ≤ z + 4z2 for 0 ≤ z ≤ 1
3
: We require
− log(1− z) ≤ (1− z)(z + 4z2) = z + 3z2 − 4z3
Both side agree at z = 0 and differentiating gives a sufficient condition: that for 0 ≤ z ≤ 1/3
1
1− z ≤ 1 + 6z − 12z
2, or equivalently 0 ≤ 5− 18z + 12z2.
Inspecting the quadratic term on the right hand side. It is positive for z = 1/3 negative for z = 1 and
positive for z = 2. So the required inequality holds and thus we have that
− log(1− z)
1− z ≤ z + 4z
2
for 0 ≤ z ≤ 1/3. Applying this to (26c) gives
p?r?x · p?x
p?x− α · log
( p?x
p?x− α
)
= −p?r?x ·
log
(
1− α
p?x
)
1− α
p?x
≤ p?r?x ·
[
α
p?x
+ 4
α2
p2?x2
]
≤ β
1 + log x
+
2Nβ2
x(1 + log x)2
(27c)
where the first inequality holds for all x such that α
p?x
≤ 1
3
and in the second inequality we recall the
p? ≥ 1N .
Applying bounds (27a), (27b) and (27c) to (26a), (26b) and (26c) gives that
E
[
x(t+ 1) log x(t+ 1)
∣∣H(t)]− x(t) log x(t)
≤− βr? + βr? + 2β
1 + log x
+ β
Nβ
x(1 + log x)−Nβ +
β
1 + log x
+
2Nβ2
x(1 + log x)2
≤− β∆ +O
( 1
1 + log x
)
.
Thus for  ∈ (0, 1) there exists an xˆ such that for all x ≥ xˆ we have that
E
[
x(t+ 1) log x(t+ 1)
∣∣H(t)]− x log x ≤ −β∆(1− ) =: −c
The remainder of the proof is identical to the argument in Proposition 1 : Since x(τ(xˆ) ∧ t) is positive
and by the Optional Stopping Theorem,
− E[x(1) log x(1)] ≤ E[x(τ(xˆ) ∧ t) log x(τ(xˆ) ∧ t)]− E[x(1) log x(1)] ≤ −cE[(τ(xˆ) ∧ t)− 1] . (28)
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Note since, at time zero, x(0) ≤ xˆ and x(1) ≥ xˆ, the most pa?(0) can decrease by over the next time step
is a factor of (1− α). So
x(1) log x(1) =
1
pa?(1)
log
1
pa?(1)
≤ xˆ
1− α log
xˆ
1− α .
Applying the above bound and the Monotone Convergence Theorem to (28) gives
E[τ(xˆ)] = lim
t→∞
E[x(τ(xˆ) ∧ t)] ≤ c+ xˆ
1− α log
xˆ
1− α,
as required.
We require Lemma 2. The statement we require remains the same. This is restated below. The proof
is now also very similar to Lemma 2, with a couple of key modifications.
Lemma 8. If pa?(0) ≥ 1xˆ then there exists n ∈ N such that
P
(
pa?(n) >
1
2
, pa?(t) ≥ 1
xˆ
∀t ≤ n
)
≥
(
r?
xˆ
)n
.
Proof. As discussed the proof is very similar to Lemma 8. The two differences are that we need to bound
α below as it is now changing, and, instead of applying Lemma 1, we need to apply Lemma 7.
Given pa?(0) >
1
xˆ
, the probability a? is played and receives a reward of 1 is bounded below by r?/xˆ.
Since pa? increases each time that it receives a reward of 1. The probability of arm a
? being played and
receiving a reward of 1 for each of the next n steps is bounded below by (r?/xˆ)n.
Also, since pa? is increasing along this sequence, there is a value t
? [which we will bound above
shortly] such that a? 6= a?(t) for t < t? and a? = a?(t) for t ≥ t?. Also, since pa?(t) ≥ xˆ−1, we have that
α(pa?(t)) ≥ α(xˆ−1).
For t = 0, ..., t? − 1, a? 6= a?(t) so by update (6)
pa?(t) ≥ (1 + α(xˆ−1)) · pa?(t− 1) = ... = (1 + α(xˆ−1))t · pa?(0) ≥ (1 + α(xˆ−1))t/xˆ .
Thus a? = a?(t) must hold for all t such that (1 + α(xˆ
−1))t/xˆ > 1/2 . Therefore,
t? ≤
⌈
log(xˆ/2)
log(1 + α(xˆ−1))
⌉
=: t0 . (29)
For t ≥ t? and a 6= a?,
pa(t+ 1) = pa(t)− α(pa(t))pa(t)
2
pa?(t)
≤ pa(t)− α(pa(t))pa(t)2 = pa(t)− βpa(t)
2
1− log(pa(t))
≤ pa(t)− βpa(t)
2
1− log(pa(t?)pa(t))
Applying the 2nd bound in Lemma 7,
pa(t) ≤ 1
β(t− t?) log(β(t− t
?)) +
e−1
t− t?
The second inequality above holds since pa(t
?) ≤ 1
N
. Summing over a 6= a? gives
qa?(t) ≤ N
β(t− t?) log(β(t− t
?)) +N
e−1
t− t? .
Thus qa?(n) <
1
2
for n ≥ t0 (with t0 defined above) and such that
N
β(n− t0) log(β(n− t0)) +N
e−1
n− t0 ≤
1
2
.
With Lemma 7 and Proposition 4 replacing Lemma 1 and Proposition 1, we can apply Lemma 3
to prove the statement of Corollary 1 without any change. We restate the corollary here, and refer the
reader to Corollary 1 for its proof.
Corollary 2.
sup
p∈E(2)
E[τ |p(0) = p] <∞ .
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B.2 An Embedded Chain
The embedded chain (qˆ(s) : s ∈ Z+) is defined in an identical manner to Section 4.2. Proposition 2 below
is very similar to to Proposition 5, with the main modification to its statement being to the bound in
part c). For this we require the following technical lemma about the learning rate γ(p)[= p2α(p)].
Lemma 9. The step size function
γ(p) =
p2
1− log p
is increasing and convex on the interval p ∈ (0, 1).
Proof. The composition of convex functions is convex. Since z 7→ 1
z
is convex for z > 0. It is sufficient
to show that γ(p)−1 is decreasing and convex. For p ∈ (0, 1)
d
dp
[
1− log p
p2
]
= −3
p
+ 2
log p
p3
< 0 and
d2
dp2
[
1− log p
p2
]
=
11
p4
− 6
p4
log p > 0.
Thus γ(p) is increasing and convex as required.
The following result replaces Proposition 2.
Proposition 5. For the process (qˆ(s) : s ∈ Z+)
a)
E[qˆ(s+ 1)|Hˆ(s)]− qˆ(s) ≤ −∆β 1
N
qˆ(s)2
1− log( qˆ(s)
N
)
. (30)
and, thus, it is a positive supermartingale.
b) With probability 1,
qˆ(s) −−−→
s→∞
0 .
c) For sβ∆ ≥ e,
E[qˆ(s)] ≤ 1
sβ∆
log(sβ∆). (31)
Proof. a) By the identical argument used to derive (16) in Proposition 2, we have that
E[qˆ(s+ 1)|Hˆ(s)]− qˆ(s) ≤ −∆
∑
a:a6=a?
α(pa(ts))pa(ts)
2 = −∆
∑
a:a 6=a?
β
pa(ts)
2
1− log pa(ts) . (32)
By Lemma 9 the terms in the righthand side of (32) are convex. So by Jensen’s inequality:
1
N − 1
∑
a:a6=a?
p2a
1− log pa ≥
(∑
a6=a?
pa
N−1
)2
1− log
(∑
a6=a?
pa
N−1
) = 1
(N − 1)2
qˆ2
1− log( qˆ
N−1 )
.
Applying this to (32) gives
E[qˆ(s+ 1)|Hˆ(s)]− qˆ(s) ≤ −∆β 1
(N − 1)
qˆ2
1− log( qˆ
N−1 )
≤ −∆β 1
N
qˆ2
1− log( qˆ
N
)
.
Thus (30) holds as required.
b) The proof of this part is identical to the argument in Proposition 2. So we do not repeat it here.
c) Taking expectations on both sides of (30) and applying Jensen’s Inequality again,
E[qˆ(s+ 1)]− E[qˆ(s)] ≤ −βN∆E
[
( qˆ(s)
N
)2
1− log( qˆ(s)
N
)
]
≤ −βN∆
(
E[qˆ(s)]
N
)2
1− log
(
E[qˆ(s)]
N
) = −β∆
N
E[qˆ(s)]2
1− log( 1
N
E[qˆ(s)])
.
Thus applying Lemma 7 [with η = β∆/N and θ = 1/N ], we have that
E[qˆ(s)] ≤ N
1
N
β∆s
log
(β∆s
N 1
N
)
=
1
sβ∆
log(sβ∆) .
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B.3 Transience
Proposition 3 can be repeated without change:
Proposition 6. a) If qa?(0) ≤ 12 then, there exists a constant ρ < 1 such that
P(σ(1) <∞) < ρ . (33)
Moreover
P(σ(k) <∞|σ(k−1) <∞) < ρ . (34)
b)
∞∑
t=0
P
(
qa?(t) ≥ 1
2
)
<∞ .
c) With probability 1,
qa?(t) −−−→
t→∞
0.
The proof of Proposition 6 is identical to the proof of Proposition 3, with the only change being which
results are applied: we use Proposition 2 [for the supermartingale property] instead of Proposition 5;
Corollary 1 with Corollary 2; Proposition 2b) with Proposition 5b). We refer the reader to the proof of
Proposition 3.
B.4 Rate of Convergence and Regret Bound.
Much of the remainder of the proof of Theorem 2 is identical to the proof of Theorem 1. The final part
applies Lemma 10 [given below] in place of Lemma 5, and Proposition 5c) in place of Proposition 2c).
This obtains the modified regret bound.
Lemma 10. For θ > 0,
T∑
t=de/θe+1
log θt
θt
≤ 1
2θ
(log θT )2 .
Proof. The function z 7→ z−1 log z is maximized at z = e and is decreasing thereafter. For this reason
T∑
t=de/θe+1
log θt
θt
≤
∫ T
e/θ
1
θt
log(θt)dt =
1
θ
∫ θT
e
1
t
log tdt
=
1
θ
[
1
2
(log t)2
]θT
e
=
1
2θ
(log θT )2 − 1
2θ
.
Proof of Theorem 2. Note that by Proposition 6c), we have that
pa?(t) = 1− qa?(t) −−−→
t→∞
1.
By the identical argument applied in Theorem 1 we have that
Rg(T ) ≤ Q+
T−1∑
s=0
E
[
qˆ(s)
]
.
Applying Proposition 5 and Lemma 10
T−1∑
s=0
E
[
qˆ(s)
] ≤ ⌈ e
β∆
⌉
+
T∑
s=d e
β∆
e+1
E
[
qˆ(s)
]
≤
⌈ e
β∆
⌉
+
T∑
s=d e
β∆
e+1
1
sβ∆
log(sβ∆)
≤
⌈ e
β∆
⌉
+
1
2β∆
(log β∆T )2 .
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Combining this with the above inequality gives
Rg(T ) ≤ 1
2β∆
(log β∆T )2 +Q+
⌈ e
β∆
⌉
as required.
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