Abstract. The order of convergence for operator splitting applied to conservation laws with source terms is studied. The operator splitting procedure is based on local solutions of the associated homogeneous conservation law and an ordinary differential equation. We prove that, for scalar problems, the error introduced by the splitting is linear with respect to the time step. The theoretical results are illustrated by numerical examples.
1. Introduction. The purpose of this paper is to study an operator splitting procedure applied to hyperbolic conservation laws with source terms. We consider Cauchy problems for systems of the form Ut + f (U)x 0 and the ordinary differential equation (1.3) ut g(u).
The motivation for such procedures is the desire to extend sophisticated numerical methods developed for hyperbolic systems of the form (1.2) to more general systems of the form (1.1). This paper is mainly devoted to theoretical results for scalar equations. However, in order to illustrate that the splitting techniques considered here also have applications to systems, we do include numerical examples involving the shallow water equations and the Euler equations of gas dynamics. It is well known that if a formally first-order finite difference scheme, like the Godunov method, is applied to a scalar equation of the form (1.1), the convergence rate is no better than O(h 1/2) (cf. Lucier [14] ). Here h represents the mesh size. This slow convergence of finite difference schemes reflects the fact that the solution is not sufficiently regular, and it motivates the search for alternative numerical procedures.
For homogeneous equations of the form (1.2), Dafermos [3] has proposed a front-tracking procedure based on a piecewise linear approximation of the tlux function f and a piecewise constant approximation of the initial data. He demonstrates that in this case the exact solution of the Cauchy problem can be computed. Holden, Holden, and Hegh-Krohn [5] developed *Received by the editors August 30, 1993; accepted for publication (in revised form) July 5, 1994. tDepartment of Informatics, University of Oslo, P.O. Box 1080 Blindern, N-0316 Oslo, Norway (janolav@ this idea into a numerical method in the scalar case. Furthermore, Lucier 13 ] used the results of Kruzkov [9] and Kuznetsov [10] to show that Dafermos method is a first-order accurate numerical scheme.
The computation ofthe Dafermos solution is essentially based on a series of local Riemann problems. For a piecewise linear flux function, the Riemann solution of (1.2) consists of a finite number of shock curves, which are a straight line in (x, t)-space. Hence, the complete solution of the Cauchy problem, with piecewise constant initial data, consists of a sequence of piecewise linear, possibly interacting shock curves.
The most straightforward generalization of the Dafermos method to more general equations of the form (1.1) introduces solutions with shock curves which are locally nonlinear. As an alternative to this approach, in this paper we shall study a generalization based on operator splitting in which we alternate between solutions of (1.2) and (1.3) . Hence, if we also use Dafermos method to solve (1.2), we obtain a true generalization of this method to equations of the form (1.1). In our theoretical results we will simply use the forward Euler scheme to solve the ordinary differential equations (1.3) . The [6] . The main purpose of these papers is to generate multidimensional solutions from a sequence of one-dimensional solutions. A recent result by Teng [19] shows that for twodimensional scalar problems, the convergence order of the two most commonly used splitting algorithms is (.9(At 1/2), where At is the splitting time step. For applications on inhomogeneous problems see e.g. Holden and Risebro [7] , LeVeque and Yee [11] , and Westerberger and Ballmann [20] .
The main result in this paper is to establish that the error introduced by the operator splitting, when ( toe(x) lf2(x/e).
Then oge has the following properties:
o(x) m 0 for Ixl e, we(x) Male, I'(x)l Male 2,
where M is a finite constant independent of e. Since there will be no ambiguity, the e-subscript on we will be suppressed.
The purpose of this paper is to study the convergence of operator splitting as applied to a scalar conservation law with a source term, i.e., (2.4) ut "4-f (U)x g(u),
We shall study numerical approximations of the entropy solution u for 0 _< < To, where To > 0 will be considered fixed in the rest of this paper. The (2.11) [lu(', T) w(., T)II < K2([lu0 w0ll + h a + At) for T NAt <_ To.
The proof of this theorem is also found in the next section.
Assume that the discretization parameters h and At are of the same order of magnitude.
If Dafermos' method is used to approximate (2.6), then the estimate (2.11) holds with a 1, cf. 13]. Hence, we obtain an algorithm for (2.4) which is first order in both h and At.
3. Proof of the main result. In this section we will give the main steps of the proof of We begin with the definition of the entropy solution of the hyperbolic conservation law with source term. The definition deals with a slightly more general problem than (2.4), since such problems will appear in the proof below. Consider
where both f and g are assumed to be smooth functions in all their arguments. Furthermore let uo Bm-rolCg. The 
This definition is due to Kruzkov (cf. [9] ). We assume that the solution has the following properties:
where M is a positive constant; cf. Oleinik 15] and Kruzkov [9] . In order to prove the theorems, we will need some auxiliary results. In our first lemma we consider a function v which solves the homogeneous problem, i.e., v(., t) H (t)vo. Let ap (x, t) be a smooth function and define
q(x, t) v(x, t) -t-O(x, t).
Consider the problem of finding an equation governing the evolution of q. This question, of course, should be analyzed in terms of the precise definition of an entropy solution. But it is enlightening to formally consider this question under the assumption of smooth solutions.
Then it follows that q solves the equation qt + f (q(x, t)-O(x, t))x grt(x, t) with q(x, O) vo(x) + gr(x, 0) initially. The following lemma states that this observation also holds for nonsmooth solutions when the solution is defined according to Definition 1. LEMMA 3.1. Assume that v(x, t) is the entropy solution of the problem (3.5)
Let gt (x, t) be a smooth function and define
Then q is the entropy solution of (3.6) q, + fi(q, x, t)x = o (x, t), q(x, O) vo(x) + (x, 0), where the fluxfunction f (q, x, t) f (q ap(x, t)) and the source term , (x, t) lrt(x t).
The proof of this lemma is rather lengthy and is given in 5. 
Note that properties (ii) and (iii) of w yield
Hence from the definition of the total variation, we finally obtain
Recall that in order to compute the operator splitting solution v at T N At we do N steps. In each step we first apply the Euler operator E for a time step At. Then we use the resulting function as an initial condition for the homogeneous conservation law which is also solved for a time step At (cf. (2.7)).
A main step in the proof of Theorem 2.1 is to estimate the error between u and v after one single time step At. Hence, we are interested in estimating Ilu(., zxt) H(At) E(At)v01l. In what follows we write r/(x, t) H(t) E(At)vo.
With this definition, observe that O(x, At) = v(x, At).
In order to estimate the difference between u(., At) and v(., At) we introduce a comparison function q (x, t) given by (3.9) q(x, t) rl(x, t) + @(x, t), where @(x, t) --(At t)g(vo(x)).
Since p(x, At) 0 we have q(x, At) v(x, At). Furthermore,
The difference u(., At) v(., At) u(., At) q(., At)
will be estimated by deriving bounds for u (., t) q (., t) for all 6 [0, At]. This will be done by observing that q is the entropy solution of a suitable equation of the form (3.1). It is reasonable to assume that q is the entropy solution of the problem
where (3.12) f (q, x, t) f (q p(x, t)).
If v0 is smooth, then p is smooth and we can apply Lemma 3.1 directly to achieve this. Let us therefore for a moment assume that v0 has this property.
Since u u(x, t) is the entropy solution of (2.4), we obtain from Definition 1 that u
for any smooth function 4 4 (x, t) _> 0 with compact support and any constant k 6 .
Correspondingly, from the observations above,(y, r) satisfies (3.14) + sign(q k)(fi(q, y, r) fi(k, y, sign(q k)fi(k, y, r)yqb(y, r)} dydr
for any smooth t# (y, r) > 0 with compact support and any constant k I. We proceed with selecting special choices of the constants k and the smooth functions .
In (3.13) choose k q(y, ) and p(x, t) o(x y)w(t r). Then integrate over x [0, At] in the variables (y, r)" fo t fo ' lu qlw(x y)M(t r) + sign(u q)(f(u) f(q))of(x y)w(t r)dxdtdydr
where u = u (x, t) and(y, ). Correspondingly choose k u (x, t) and b (y, r) w(x y)w(t z) in (3.14) and then integrate over x [0, At] in the variables (x, t)" -fo tf fo tf tlq--ulog(x--y)of(t--z) + sign(q u)(f(q, y, z) f(u, y, z))w'(x y)w(t r) Proof Our intention is to derive the desired estimate from (3.17) . This [f (u(x, t), y, r)ylO)(X y)dxdy dtdr.
Here f (k, y, "t2)y f'(k-gr(y, Z'))lry(y, -f'(k ap(y, r))(At t)g'(vo(y))v'o(y).
Since f and g are smooth functions, there is a finite constant C' independent of At such that If(k, y, r)yl < C'AtlVo(Y)l.
Using this we achieve that Inserting this expression and (3.32) into (3.31) we achieve, for a suitable choice of constant K, the desired result (2.11).
4. Nmedcal expedmen. The purpose of this section is to give some numerical illustrations of the convergence result discussed above. We will also apply the splitting procedure to systems, and the results from these computations indicate that the rate of convergence derived for a scalar conservation law may also be valid for certain systems. But we are far from having a rigorous proof of such a general result.
If we have a first-order accurate numerical method for homogeneous conservation laws at our disposal, Theorem 2.2 states that by using operator splitting, it is possible to solve problems involving source terms keeping the same order of accuracy.
The numerical method to be considered is a front-tracking scheme for one-dimensional We now present three problems, one scalar and two involving systems. The time step At in the operator splitting is related to the number of fronts N used in the approximation of the initial function. The precise relation will be given in each example. The initial profile will steepen into a shock. But due to the source term, the left and right state of the shock will increase and asymptotically reach u 1. As a consequence the jump will decrease. From the Rankine Hugoniot condition we obtain that the shock speed will increase with t, but will stay bounded by one.
In these computations, At 1/N. In the left panel of Figure 4 .2, the solution is depicted at 1.5 using a very accurate computation (N 2000). A less accurate computation using N 50 is also shown. The right panel of the same figure shows the front curves. From this panel it is easy to see the shock formation and the increasing shock velocity. Based on several computations using N 10, 25, 50, 75, 100, 150, 200, 300} we computed an estimate of the order of convergence. The N 2000 computation was used as a reference solution and the error e was measured in an relative L 1-norm, (4.4) e where u and U refer to the reference and the from tracking solution, respectively. We estimated c in e (.9(&t) using standard regression analysis and obtained 1.010, with an estimated error of 0.002.
Example 2.
In the previous example we estimated the order of convergence based on a scalar problem and observed approximately first-order convergence as expected from Theorem 2.2. We now consider a system of conservation laws with a source term and based on computations using the front-tracking method to once again estimate the order of convergence. As mentioned earlier, the front-tracking scheme is first-order accurate on homogeneous scalar problems and numerical experiments indicate that the same order is achieved when applied to homogeneous systems; cf. 12] and 18]. Even if Theorem 2.2 only deals with scalar problems, we can still hope for first-order convergence in this case.
The problem to be considered is a system modeling the flow of water down an inclined conduit with friction. Using dimensionless and scaled variables, the system may be written as where h is the height of the free surface and v is the averaged horizontal velocity. The friction coefficient C is taken to be 0.1, while the inclination angle s zr/6. A detailed derivation of this system is found in Kevorkian [8] .
As an initial condition we use a perturbation of a uniform flow, in which the gravitational and frictional forces balance. For the initial velocity we use With no friction (C 0), two symmetrical waves will arise from this initial profile. The introduction of friction not only slows down the velocity of these waves, but also changes the shape. With C 0.1, one can still observe two waves, but the symmetry is lost.
In Figure 4 .3, the solution is shown at 1.0 for two computations, one using N 1000 and one using N 50. The former is used as a reference solution for this problem. In these computations, At 2/N. where p, v, E, and p denote the density, velocity, total energy, and pressure, respectively. When using scaled and dimensionless constants, the gravitational constant is given by g 1/?,, where y is a gas constant taken to be 5/3 in this example. We assume that the gas is polytropic, hence the total energy E is related to the other quantities through the expression Two sound waves will emanate from this initial condition. Due to the strong perturbation these waves will, after a short time, develop shocks. In contrast to what is seen in the homogeneous Euler equations, the velocity jump across the shock is larger for the shock moving upward (to the right) than for the one moving downward. When considering density and pressure, the situation is reversed. This is caused by conservation of energy and the decreasing pressure and density in the stationary solution.
In Figure 4 .4, the pressure at 0.4 is shown for both N 50 and N 1000. In these computations we used At 2/N. The most obvious way to generalize the front-tracking method to inhomogeneous problems is to replace the homogeneous Riemann solver by an inhomogeneous one. However, such an approach will lead to front curves which are locally nonlinear.
In the operator splitting technique we have used here, the shock curves remain piecewise linear. However, even if the rate of convergence is preserved, the introduction of the time step has the consequence that some of the computational efficiency of the front-tracking method is lost.
5. Proof of Lemma 3.1. In this section we are going to prove Lemma 3.1. Since v is the entropy solution of (3.5), Definition Then the properties of cos imply that (5,.6) lim Gs(v k) = -sign(v k)f'(k).
SO
We will use (5.1) to show that q(x, t) = v(x, t) + /(x, t) is the entropy solution of (3.6).
For a given test function q and a given constant k in (5.1), we define a family of test functions cb(x, t)co(x y)coe(t r) and a family of constants k ap(y, r + qb(X, t)oO(x y)w'(t r)) dxdtdydz I1,1(e, ) + I1,2(e, 6).
(5.9)
I2(e, 6) F(v(x, t), k-@(y, r))(tPx(X, t)w(x y)w(t r) + dp(x, t)w'(x y)w(t r)) dxdtdydz 12,1(e, 6) d-i2,2(8, 6). Hence, the dominated convergence theorem implies that lira lira I,(e, )
Iq(x, t) kt(x, t) dxdt. For the term 12 we proceed in the same way. From (5.5) we obtain that lim lim 12,1 (8, ) 8--+0 e--0 sign(q -k)(f(v) f(k-7t))g)x dxdt sign(q k)(f(q, x, t) f (k, x, t))dpx dxdt.
For/2,2 integration by parts in y and application of (5.6) yields I2,2 Gs(v(x, t), k-(y, "t'))lpy(y, Z')$(X, t)tO(X --y)co(t-r)dxdtdydr Finally, it is easily seen that (5.14)
lim lim 13 (8, 8) (3.6) . Hence, the lemma is proved.
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