Abstract: Most essential functions are associated with various protein-protein interactions, particularly the cytokine-receptor interaction. Knowledge of the heterogeneous network of cytokinereceptor interactions provides insights into various human physiological functions. However, only a few studies are focused on the computational prediction of these interactions. In this study, we propose a novel machine-learning-based method for predicting cytokine-receptor interactions. A protein sequence is first transformed by incorporating the sequence evolutional information and then formulated with the following three aspects: (1) the k-skip-n-gram model, (2) physicochemical properties, and (3) local pseudo position-specific score matrix (local PsePSSM). The random forest classifier is subsequently employed to predict potential cytokine-receptor interactions. Experimental results on a dataset of Homo sapiens show that the proposed method exhibits improved performance, with 3.4% higher overall prediction accuracy, than existing methods.
INTRODUCTION
Cytokines comprise a category of small proteins that bind to receptors and regulate cell growth and differentiation. These proteins are also involved in cell immunity, inflammation, and wound healing. Cytokines can be generally categorized into the following classes: interleukin (IL), colony-stimulating factor (CSF), tumor necrosis factor (TNF), interferon (IFN), growth factor (GF), and chemokine families. These cytokines join the regulatory network and participate in various human physiological functions.
All the biological functions of cytokines are triggered by binding to receptors. As such, identification of cytokinereceptor interactions is a key aspect in cytokine research. However, determining these interactions through molecular experiments is difficult and costly. Hence, computational prediction and evaluation of cytokine-receptor interactions are important to provide a basis for validation by molecular experiments and reduce operation costs.
Several studies investigated the network of proteinprotein interactions (PPI). However, only a few studies focused on cytokine-receptor interaction network, which is heterogeneous and a special category under PPI networks. PPIs can be predicted using machine-learning-based methods, which consist of feature extraction and classifier selection [1] . Features are extracted from protein primary sequences by determining pseudo amino acid composition (PseAAC) [2] , auto covariance [3] , gene ontology (GO) annotation [4, 5] , latent topic features [6] , and hybrid features [7] . A web server called Pse-in-One was established to generate various features [8] . Moreover, classifier selection employs several measures, such as support vector machine (SVM) [9] [10] [11] , k-nearest neighbors [12] , random forest (RF) [13] , artificial neural network [14] [15] [16] , adaptive compressive learning [17] , and ensemble classifiers [18, 19] .
In contrast to other protein classification algorithms [1, 5, 8, 10, 13, , PPI prediction utilizes two protein sequences. Two feature vectors are then obtained after extracting different characteristics. Most studies combine two feature vectors into one vector for PPI prediction [26] , whereas other works reported conflicting results when the combining order is altered. Therefore, pairwise kernel is generally selected to avoid conflicts when SVM is used as the classifier [48] . These findings are used as basis to develop a methodology for predicting cytokine-receptor interactions.
Researchers have recently focused on computational identification of cytokines. Ensemble classifiers are used to distinguish cytokines from other peptides [49] . Genetic algorithms are employed to facilitate the selection of highquality negative samples when employing taxonomy processes [50] . Kernel-based method is applied to classify the cytokine family [51] . Thus far, only one algorithm, namely, CytoSVM [52] , can be used for computational prediction of cytokine-receptor interactions. In this technique, support vectors are selected as negative training samples in circle to improve the quality of training samples and avoid imbalanced classification. Although CytoSVM exhibits satisfactory performance on tested datasets, roundrobin selection of negative support vectors renders the SVM as overfitting. CytoSVM cannot efficiently work on the latest dataset with expounded cytokine data. As such, in this paper, we develop a new benchmark dataset from the latest human cytokine and receptor data and propose a novel machinelearning-based method for predicting cytokine-receptor interactions.
MATERIALS AND METHODS

Heterogeneous Network of Cytokine-Receptor Interactions
We depicted the human cytokine-receptor interaction network based on known cytokine-receptor interactions in Fig. (1) . The known cytokine-receptor interactions can be divided into several independent sub-networks. Several cytokines, such as LTA, can bind to multiple receptors. Other receptors, such as CCBP2 and CCR3, can be regulated by multiple cytokines.
Datasets
(1)
The proposed method was tested on the Homo sapiens D s dataset, which consists of positive and negative datasets. The construction procedure of the dataset D s is described as follows. Negative dataset: Negative data were collected from noninteracting cytokine-receptor pairs. To construct the noninteracting cytokine-receptor interactions, we randomly combined any two known cytokine and receptor sequences as a pseudo-interacting pair. The pairs that were not included among the positive pairs were recognized as non-interacting pairs. To maintain balance with the positive data, we generated 203 noninteracting pairs. Thus, a total of 203 non-interacting cytokinereceptor pairs were collected as negative data.
Transformation of Protein Sequences
For convenience of discussion, a query protein sequence with L amino acid residues is denoted as , where represents the residue at the position 1, represents the residue at position 2, and so on. In the sequence each residue belongs to a set of 20 different amino acids, ordered alphabetically as .
Protein sequences are likely to be conserved during evolutionary processes [54, 55] . Considering this perspective, we integrated the sequence evolutional information for the sequence. Thus, we transformed by using the following procedures:
• Generate a profile for . The PSI-BLAST profile of was generated by running the PSI-BLAST program against the protein database nrdb90 [56] with three iterations and a cutoff E-value of 0.001. This profile is known as the position-specific score matrix (PSSM), which is represented as:
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• Transform the PSSM to a frequency matrix. We transformed each entry of the PSSM as follows: (2) where represents the background frequency of the residue type and is computed by obtaining the mean of the appearance frequency of all 20 amino acids of each sequence in the protein database PDB25 [57] . The PSSM was transformed into a frequency matrix, with each entry representing the frequency of the residue located in the ith position of mutated to the residue type during evolutionary processes.
• Generate a consensus sequence enriched with evolutional information. The consensus sequence was constructed from the frequency matrix shown below:
where ''argmax'' denotes the argument of the maximum. The residue located in the ith position of the original sequence was replaced by the amino acid in the amino acid alphabet. By performing this action from positions 1 to of the original sequence, we successfully transformed the original sequence into the consensus sequence, denoted as . After the transformation, abundant evolutional information was embedded in because each position of appears as the most frequent amino acid in evolutionary processes.
Feature Extraction
Unlike most existing feature extraction methods that obtain features directly from the input protein sequences, the present method extracts a series of features from the consensus sequences. We propose a comprehensive feature set from multiple views, including k-skip-n-gram, physicochemical properties, and local pseudo positionspecific score matrix (local PsePSSM). The procedure of feature extraction is described as follows:
k-Skip-n-Gram-Based Features
Skip-grams were proposed by Guthrie et al. [58] and designed to address data sparsity of the traditional n-gram model. In this study, we employed, for the first time, the skip-grams model for predicting cytokine-receptor interactions. For a given consensus sequence , k-skip-ngram is defined to be the set . Skip-grams reported for a certain skip distance k allows a total of k or less skips to construct the n-grams. As such, "3-skip-n-gram" include 3 skips, 2 skips, 1 skips, and 0 skips (typical n-grams formed from adjacent characters). We used an actual example to show how skip-grams function and observe differences between the traditional n-grams and the k-skip-n-grams. For a protein sequence "AFGHS," the traditional 2-grams and the 2-skip-2-grams are presented as follows:
2-skip-2-grams={AF, FG, GH, HS, AG, FH, GS, AH, FS} (4)
2-grams={AF, FG, GH, HS} (5)
Notably, in the 2-skip-2-grams, the first four terms ("AF," "FG," "GH," and "HS") belong to "0 skips," the next three terms ("AG," "FH," and "GS") belong to "1 skips," and the two last terms ("AH" and "FS") belong to "2 skips." In this example, the 2-skip-2-grams model produced eight terms, which is two times higher than that in the traditional 2-grams model. This finding indicates that the skip-gram model can generate additional information, which may be more beneficial than that of the traditional n-gram model.
We investigated the conversion of the consensus sequence into feature space representation by using the kskip-n-gram model. The procedure for extracting features by using the k-skip-n-gram model is shown in Fig. (2) . First, a feature vector was formatted with dimensions of 20 n (20 n -D), in which each dimension represents one of the 20 n combinations of n-grams and is set as zero. Second, the kskip-n-grams were enumerated. Finally, the occurrence frequency of each combination was computed in the set of kskip-n-grams. To this end, we successfully mapped a protein sequence into the 20 n -D feature vector, which is denoted as FV 1.
Physicochemical-Based Features
Amino-acid (AA) properties are determined by their side chains, which vary in shape, charge, and hydrophobicity. Thus, proteins likely possess different structural features and physiological functions [20] . We employed eight AA physicochemical properties, which include normalized Van der Waals volume, secondary structure (SS), solvent accessibility, polarizability, polarity, hydrophobicity, change, and surface tension [40, 49] . The AAs were further divided into three groups for each physicochemical property. The eight physicochemical properties and their divisions are shown in Fig. (3) .
To quantify the physicochemical properties of each protein, we employed three descriptors, namely, content (C), distribution (D), and bivalent frequency (BF). Using one of the eight physicochemical properties (SS) as an example, we applied the descriptors as follows:
• Use the C descriptor. According to the SS property, the AAs were distributed to three groups: EALMQKRH, VIYCWFT, and GNPSD (Fig. 3) . By using the sizes of the three groups (denoted as C 1 , C 2 , and C 3 ), we computed the values of the following three features (denoted as F 1 , F 2 , and F 3 ), which are formulated as:
• Use the D descriptor. The position distributions of the AAs were considered. 
where ( ) represents the number of bivalent seeds.
Twenty-one features represented for the property SS. After all the other 7 physicochemical properties were computed, we obtained 168 features for all the 8 physicochemical properties. Moreover, 20 sequence frequency features were computed as (9) where ( ) represents the occurrence of 20 different amino acids in the consensus sequence .
A total of 188 features were collected to yield the physicochemical-property-based feature set, denoted as FV 2 .
Local Pse-PSSM-Based Features
Inspired by Chou's pseudo amino-acid-based features (PseAAC) [59, 60] , we attempted to incorporate the local sequence-order information into the PSSM. The process is described as follows:
• Normalize the PSSM. We used the PSSM of Eq. (1) to construct a new matrix as: (10) where , (
. (11) • Segment the PSSM new . To capture local information from the matrix, we divided the matrix into partitions by row and thus obtained sub-matrices, each of which having rows and 20 columns.
• Compute local features. For the sub-matrix ( ), the local features were computed with the following parts: (12) where represents the number of rows in the submatrix, and represents the first row number of the sub-matrix. To use the sequence-order information, the protein is represented by (13) We then obtained a series of local features, which can be represented by (14) Herein, we selected and as default parameters because of their ability to achieve the optimal performance. Thus, 240 features were acquired to form our local Pse-PSSM-based feature set, denoted as FV 3 .
In general, we successfully obtained a 828-D feature vector (denoted as ) to represent the consensus sequence. Specifically, the consensus sequence is composed of 400-D FV 1 , 188-D FV 2 , and 240-D FV 3 . For the input of classifiers , the feature vector of the pair can be represented as .
Classifier Selection
In our previous work [13] , we proved that the RF classifier is an effective tool used to handle high-dimensional data and presented a detailed description of how the classifier works. Thus, the RF classifier was employed as the classification algorithm in the present research. The classifier was implemented in a data mining tool, namely, WEKA (Waikato Environment for Knowledge Analysis) [61] , which is an ensemble package of various machine-learning classifiers. All the experiments in this work were performed in the 3.6.12 version of the WEKA software.
Measurements
In this study, we employed the 10-fold cross-validation method to examine the quality of the proposed method and its effectiveness in practical applications. Three common metrics, SE (sensitivity), SP (specificity), and Acc (accuracy), were adopted to quantitatively assess the prediction quality [21, 24] . The metrics were based on various parameters, including TP (true positive), TN (true negative), FN (false negative), and FP (false positive), which represent the raw output of the classification results. By using these parameters, we formulated the following three metrics:
where SE represents the accuracy of predicting cytokinereceptor interactions, SP represents the accuracy of predicting non-interacting cytokine-receptor pairs, and Acc represents the overall accuracy of the whole dataset. In most studies, Acc is considered the major metric for comprehensive measurement of the balance data.
RESULTS AND DISCUSSION
Optimization of k and n in the k-Skip-n-Gram Model
In this subsection, we investigated the optimization of two parameters (k and n) for the k-skip-n-gram features.
Varying the values of k and n influences the prediction accuracy of the proposed method. To select the optimal values of k and n, we applied the proposed method on the dataset (D s ) over different values of k (from 0 to 9) and n (from 2 to 3). Tenfold cross validation was employed to evaluate the predictive performance. Table 1 presents the prediction accuracies of the proposed method with different values of k and n. When k = 6 and n = 2, the method achieved the optimal performance, with a highest accuracy of 83.0%. Thus, k = 6 and n = 2 were set to be the default values for the k-skip-n-gram features. We also observed that the k-skip-n-gram features exhibited improved performance in most cases when k 1 than that when k = 0. This finding indicates that additional information embedded in the k-skip- n-gram features (than the traditional n-gram features [36] ) contributed to the improved performance of the predictor.
Effect of Sequence Evolutional Information
In this subsection, we analyzed whether the sequence evolutional information contributes to the improved performance of the predictor. For convenience of discussion, we denoted the features extracted from the consensus sequences as evolutional features and designated those extracted directly from the protein sequences as normal features. Accordingly, the two feature groups extracted, FV 1 and FV 2 , belonged to evolutional features. For comparison, we also extracted their corresponding normal features, which are denoted as FV 1 ' and FV 2 '
. Both of the feature groups and their evolutional features were trained by the RF classifier on the dataset D s with 10-fold cross validation. The comparison results were depicted in Fig. (4) . As shown in Fig. (4a) , the FV 1 group achieved substantial improvements of 6.4%, 8.8%, and 7.6% in terms of SE, SP, and Acc, respectively, relative to those of FV 1 ' . Furthermore, Fig. (4b) displays that the FV 2 group significantly improved by 9.4%, 8.9%, and 9.1% in the above-mentioned three metrics, respectively, relative to those of FV 2 ' . These results demonstrate that sequence evolutional information positively contributes for the improvement of predictive performance.
Feature Contribution Analysis
To investigate the effects of different individual feature sets and their combinations on the performance of the proposed method, we trained the RF classifier by using different feature groups on the same dataset D s . The results evaluated by employing a 10-fold cross validation are summarized in Table 2 . The FV 2 group achieved the optimal performance in terms of SE, SP, and Acc among the three individual feature groups (FV 1 , FV 2 , and FV 3 ) , with accuracies of 83.3%, 82.8%, and 83.0%, respectively. When all the three feature groups were combined, the resultant feature group increased the predictive performance to the highest result. In particular, the strategy increased Acc from 0.7% to 83.7%. This finding suggests that the individual feature groups complement each other to enhance the effectiveness of the predictor. Although the improvement for Acc was not significant, the combined feature group contained more feature types than the individual feature groups and was projected to achieve improved performance when handling complicated data. 
Comparison with CytoSVM in an Updated Dataset
To evaluate the effectiveness of the proposed predictor, we compared the proposed predictor with a highly efficient method named CytoSVM. The server of CytoSVM has ceased functioning; hence, we reconstructed the method CytoSVM in accordance with Ref. [62] . To ensure that CytoSVM would run in its optimal status, we optimized the SVM classifier used in CytoSVM. For fair comparison, both methods were trained using the dataset D s . The comparison results are depicted in Fig. (5) . The proposed method achieved improved performance in terms of SE and Acc, with values of 80.8% and 83.7%, respectively, compared with CytoSVM. By contrast, the proposed method performed slightly worse than CytoSVM in SP. The proposed method exhibited significantly higher overall performance, with increased Acc by 3.4%, compared with CytoSVM. This finding indicates that the proposed method is superior to CytoSVM for predicting cytokine-receptor interactions. 
CONCLUSION
In this study, we developed a novel machine-learning method for predicting cytokine-receptor interactions. In the proposed method, a protein (cytokine or receptor) sequence is first transformed into a so-called consensus sequence by incorporating the sequence evolutional information. The resultant sequence is then formulated using three aspects: (1) the k-skip-n-gram model, (2) physicochemical properties, and (3) local pseudo position-specific score matrix (local PsePSSM). Consequently, the sequence is successfully converted into a 828-D feature vector. The cytokine-receptor pair sample is calculated as the average of two 828-D vectors. Afterward, the RF classifier is employed to finally predict potential cytokine-receptor interactions. Results evaluated with a 10-fold cross validation using the human dataset D s indicate that the proposed method is significantly superior to existing methods (i.e., CytoSVM). This finding demonstrates that the new approach could be an effective tool for predicting the heterogeneous networks of cytokinereceptor interactions.
In our future work, we will focus on the following aspects to increase prediction accuracy: (1) feature selection [63] and (2) ensemble classifier. Feature selection refers to the procedure on how to reduce the redundancy and improve the relevance for features. Effective feature subsets can enhance prediction accuracy. Moreover, a well-established ensemble classifier is considered more effective than a single classifier. The effectiveness of the classifier combination has been previously reported in numerous biomedical research projects and practical applications [64] [65] [66] . 
