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Abstract 
A projection method for computing the minimal eigenvalue of a symmetric and pos- 
itive definite Toeplitz matrix is presented. It generalizes and accelerates the algorithm 
considered in [12] (W. Mackens, H. Voss, SIAM J. Matrix Anal. Appl. 18 (1997) 
Q-534). Global and cubic convergence is proved. Randomly generated test problems 
up to dimension 1024 demonstrate the methods good global behaviour. 0 1998 Else- 
vier Science Inc. All rights reserved. 
Kqword~: Toeplitz matrix; Eigenvalue problem; Projection method 
1. Introduction 
In this paper we present a projection method for computing the smallest ei- 
genvalue 2, of a symmetric and positive definite Toeplitz matrix 7’. This prob- 
lem is of considerable interest in signal processing. Given the covariance 
sequence of the observed data, Pisarenko [l] suggested a method which deter- 
mines the sinusoidal frequencies from the eigenvector of the covariance matrix 
associated with the minimum eigenvalue of T. 
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Several approaches have been reported in the literature for computing the 
minimal eigenvalue of a real symmetric Toeplitz matrix. Cybenko and Van Loan 
[2] introduced an algorithm which is a combination of a bisection method and 
Newton’s method for the secular equation, and which was generalized to the 
computation of the complete spectrum by Trench [3] and by Noor and Morgera 
(41. Hu and Kung [5] considered a safeguarded inverse iteration with shifts and 
Huckle [6,7] studied the spectral transformation Lanczos method. In a recent pa- 
per [8,9] the authors presented a generalization of Cybenko and Van Loan’s ap- 
proach where the Newton method is replaced by a root finding method based on 
rational Hermitian interpolation of the secular equation. For randomly generat- 
ed test matrices of dimension up to 1024 this method reduced the cost of Cyben- 
ko and Van Loan’s algorithm by approximately 65%. 
In this paper we show that the method considered in [8] is equivalent to a 
projection method where in every step the eigenvalue problem is projected to 
a two-dimensional space spanned by (T - piZ)p’e’, j = 1.2, where the param- 
eters ,u, are determined in the course of the algorithm. This result suggests gen- 
eralizations of the method where the problem is projected to subspaces of the 
same type of increasing dimension. We consider two variants of equal cost per 
step that are shown to be at least cubically convergent. The increase of the di- 
mension of the projected problem by one requires the same cost as one step of 
the algorithm in [8]: The solution of one Yule-Walker system and the evalua- 
tion of two inner products. 
Our paper is organized as follows. In Section 2 we briefly sketch the method 
introduced in [S]. Section 3 interprets the rational Hermitian interpolation as a 
projection method to a particular two-dimensional space and generalizes the 
method to higher-dimensional spaces. In Section 4 we prove that the originat- 
ing method is at least cubically convergent, Section 5 contains a MATLAB 
program and in Section 6 we discuss its numerical behaviour. The paper closes 
with concluding remarks concerning the use of super fast Toeplitz solvers. 
2. A method based on rational Hermitian interpolation 
In this section we briefly review an approach to the computation of the min- 
imum eigenvalue of a real symmetric, positive definite Toeplitz matrix which 
was presented in [8] and which is a generalization of a method of Cybenko 
and Van Loan [2]. 
Let T E [w”‘.“’ be a symmetric positive definite Toeplitz matrix. We assume 
that its diagonal is normalized, and we consider the following partition: 
T= 
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It is well known that the eigenvalues of T and of G are real and positive and 
that they satisfy the interlacing property i-1 < rol < A2 < < w,,_l 6 i,, where 
A, and co, is the jth smallest eigenvalue of T and G. respectively. 
We assume that ir < (~1~. Then jb, is the smallest root of the secular equation 
,f‘(j_) := - 1 + i. + f’(G - i.l)-‘t = 0. (1) 
It is easily seen that ,f’ is strictly monotonely increasing and strictly convex in 
the interval (0, (uI), and therefore for every initial value A+, E (il. toI ) Newton’s 
method converges monotonely decreasing and quadratically to i,,. Cybenko 
and Van Loan [2] combined Newton’s method with a bisection method (to 
be sketched below) to design a method for the computation of the minimum 
eigenvalue of T. 
Since 
,f”(j.) = 1 + /I(G - >.I)~‘t]i~ 
a Newton step can be performed in the following way: 
(2) 
solve (G - /lJw = -r for ~7. 
and 
where the Yule-Walker system 
(G - pZ)w = --t (3) 
can be solved by Durbin’s algorithm (cf. [lo], p. 184 t7) requiring 217’ flops. 
The global convergence behaviour of Newton’s method usually is not satis- 
factory since the smallest root RI and the smallest pole ~1)~ of the rational func- 
tion ,f’ can be very close to each other. In this situation the initial steps of 
Newton’s method are extremely slow. 
The convergence can be improved considerably if an iteration method is 
based on a better model of the rational function f‘ than its tangent in Newton’s 
method. In terms of condensation methods (cf. [l 11) the secular equation ,f’ can 
be interpreted as the exact condensation of the eigenvalue problem TX = ix 
where x2. .x,, are chosen to be slaves and xi is the only master. Using spectral 
information of the slave problem (G - pZ)v = 0 the function ,f’ can be written 
as (cf. [l 11) 
where (,, j = 1. . . n - 1, are real numbers depending on the eigenvectors of 
G. 
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If we are given an approximation ,U E (0. tc)l ) we therefore approximate f by 
a rational function 
g(k /I) := f(O) +,f'(O)A + A’& ( 
where h and c are determined by the Hermitian interpolation conditions 
g(/l: p) = .f(cl) and g/(/l: /I) = .f”@) 
and base a method on this approximation. Theorem 1 from [8] contains the ba- 
sic properties of g( .; p). 
Theorem 1. Let p E (0, (111) md /et 
g(i:p) :=.f(O) +.f“(O)i + I.‘&. 
where b and c are determined such thut the interpolation conditions 
d/i: P) = or’ and g’(/l: ~0 = .f’b 1 1 ure sutis$ed. Then it holds thut: 
(i) b > 0 and c > p, 
(ii) g(j.1 : p) < 0,fbr p # 2,. 
From Theorem 1 we deduce the following improvement of the method of Cy- 
benko and Van Loan: 
Let ,u,, E (iI, ml) be a given approximation to i-1, then the function g(.; p,,) is 
strictly convex in the interval (0, ,u,,). Since 
g(/l: 11,~) has exactly one zero ,I’,,+, E (2,. kl,,).From the convexity of g(.: ,u,,) we 
obtain 
for every ,D E (ibl, p,,). and thus ,M,,_, always is a better approximation to i1 than 
the Newton iterate with initial guess ,u,?. Hence, for ,u() E (%,.u~I) the method 
which defines /l,,_, as the unique root of the rational Hermitian interpolation 
g( .; ,M,,) in (0, p,,) converges monotonely decreasing to AI, and it is guaranteed 
to be faster than Newton’s method. 
Notice that the cost of Newton’s method and of the method defined above 
are nearly identical. One has to solve one Yule-Walker system (2n’ flops) and 
to evaluate two inner products to obtain ,f(,~,,) and ,f“(/~,,). The determination 
of b and c and the solution of a quadratic equation to obtain ,u,,_, require only 
O(1) flops and can be neglected. 
An initial value ,u” E (3,, . wI) can be obtained by the bisection process that 
was introduced by Cybenko and Van Loan. If ,LL is not in the spectrum of 
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any of the principal submatrices of T - pZ then Durbin’s algorithm applied to 
(2’ - pZ)/( 1 - p) determines a lower triangular matrix 
L= 
such that 
i 
1 0 . . 0 
e ?I 1 0 
. . . . . . . . . . . 
4,, erz2 . . 1 
& L( T - /IZ)L~ = D := diag{ l-E,, . . . . E,,_,}. (4) 
If t is obtained from L by dropping the last row and last column then obviously 
1 
-L(G - pZ)LT = b := diag{l,E,, . ,E,,_~}. 
1-P 
Hence, from Sylvester’s law of inertia one gets: 
(i)p<i.,,ifE,>Oforj=l,..., n-l, 
(ii) p E [].I! WI), if Ej > 0 for j = 1,. . . , n - 2 and E,,_I < 0, 
(iii)and~>ol,ifE,<OforsomejE{l~...,n-22). 
An upper bound of 3,r to start the bisection process can be obtained in the fol- 
lowing way. Let w := -G-‘t be the solution of the Yule-Walker system. Then 
1 1 
q:=l+tTW w 0 
= T-‘e’ 
is the first iterate of the inverse iteration with shift parameter 0 starting with the 
unit vector e’ which can be expected to be not too bad an approximation of the 
eigenvector corresponding to the smallest eigenvalue jb,. The Rayleigh quotient 
qT Tq R(q) := - = 1 $CTW 
qTq 1 + llwll: 
(5) 
is an upper bound of E,r which should be not too bad either. 
3. Rational Hermitian interpolation and projection 
The root finding method based on rational Hermitian interpolation of Sec- 
tion 2 can be interpreted as a projection method. To see this we first prove the 
following lemma. 
Lemma 2. Let e’ be the unit sector containing u 1 in itsjirst component, und.fi,r ?, 
not in the spectrum of T and of G let 
q(A) := -f(i)(T - iZ)-‘e’. 
4;“) = ,,,;j, ( J where w(i) := -(C - iZ)-‘t 
und it holds thut 
Proof. Eq. (6) follows immediately from 
If iL and ~1 are not in the spectrum of T then 
q(i,)TTq(p) = -J‘(p)q(i)‘( T - ,d + ,d)( T - pZ)-‘e’ = -f’(p)q(i)Te’ 
- M”(/~)q(jb)T( T - N) -‘e’ = -,f(p) + pq(E.)Tq(p). 
From the symmetry of T we obtain 
q(>.)‘Tq(p) = -J(i) + iuq(i.)Tq(p). 
Therefore for 1. # I_( we get 
q(jLITq(L~) =‘ f(jL) - ./‘(P) j _ /1 
and substituting this expression into Eq. (7) yields 
Moreover, for i, = /L we get from (6) and (2) 
11q(211: = 1 + Ilw(i)lli = 1 + jl(G - jJ) ‘tijz =.r’(j.) 
and from Eq. (7) 
q(2)‘Tq(i) = -f(A) + il/q(i)l/; = -.f’(j.) + If’(i). 0 
(6) 
(7) 
Theorem 3. For p E (O,ol), ,u # 21, let g(.; p) he the rational Hermitian 
interpolution qf’,f’ considered in Theorem I and denote h~j fi the unique root qf 
md q(i) E R” is &fined us in Lemmu 2. 
Proof. From Lemma 2 with j& = 0 we immediately get 
QT Q = 
Q’Q= 
from which we obtain the characteristic polynomial of the projected eigenvalue 
problem (8) to be 
x(i) = ,f(O)y‘(P) - ,c.f’(P) -.f(O)) + qf(oV”(/4 +.f’(oZf(P) 
-,~.f“(Olf’(P) - ?f(OH.f(P) -m/P) 
+ 2 (.fmm - ifi,~):f.(WlP’). 
The interpolation conditions on g yield 
1 C/-(P) -J‘(O) - Pf“(O)Y 
b = 2 P(O) +.f’k) - 2Cfku) - ,f(O))/P - 
.f(O) - _f(,l) + d(P) 
(’ = .f“(O) +.f”(P) - w-(P) - .f(O))lP 
and an easy calculation shows that the equation g(i) = 0 is equivalent to 
x(j.) = 0. 0 
Theorem 2 suggests the following generalization of the method introduced in 
PI: 
(i) Choose parameters 11, ~. , ,q. (which are not in the spectrum of T and of 
G) and solve the linear systems 
(T - pkZ)qP = -,f‘(p,)e’ for qx. 
(ii) Determine the smallest eigenvalue of the projected problem 
Q;TQ& = iQ;QJ. 
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where 
Q, = (4’. . ,p, E FP”‘. 
From Lemma 2 the entries of the projected matrices Al := Q,‘TQ, and 
Bk := Q,‘Q, are found to be 
for i = .i, 
L7;j = 
for i # j. (9) 
and 
f’h) b = 
i 
for i = j: 
‘J .fh-.f(/$) 
I4 _i’, 
for i zj. (10) 
By (1) and (2) increasing the dimension of the projected problem by one essen- 
tially requires the same cost as one step of the algorithm in [8]: The solution of 
one Yule-Walker system 
]]&I]: and tT&. 
In the next section the 
such that we get safe and 
(3) and the evaluation of the two scalar products 
parameters ,u~ in the projection method are chosen 
fast convergence to the minimum eigenvalue of T. 
4. A model projection method of global and cubic convergence 
We first consider a model algorithm for computing the smallest eigenvalue 
of the Toeplitz matrix T. 
Let p, := 0 and & = 0 (& denotes the currently best known lower bound of 
A,). Determine the solution w of the linear system Gw = -t, compute 
f(0) = -1 - tTw and f’(0) = 1 + wTw, and set 
A, := (-f(O)) E [w”,” and B, := (f’(0)) E R(‘.‘) 
and 
-f(O) iv, := f'o. 
Since i.,, is the value of the Rayleigh quotient of T at q’ := -f (0)Tm’e’ it is an 
upper bound of 3.i. 
Choose any p1 E (0, &] and set k := 2. 
Repeat the following steps until convergence of the sequence {,u~}: 
(i) Solve 
(G - /J~Z)W = --t 
(e.g. by Durbin’s algorithm) and determine (e.g. in the course of Durbin’s 
algorithm) which of the intervals (0, i.i), (A,, WI) and (01, m), respectively, 
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contains the parameter p,, (we do not take into account the very unlikely sit- 
uation that pLk E {A,, ol}; in the first case a lucky break down would have 
occurred, and the algorithm could be stopped, in the latter case ~1~ would 
be perturbed and the algorithm would be continued). 
(ii) If ,r~~ > w then set 
L,, := mm{).,,. Pi} and /lr := 0.5(& + R,) 
else 
computef(llx) = -1 + pk - tTw andf’(pk) = 1 + WOW, update the matri- 
ces Ax and BI, and compute the smallest eigenvalue pk+, of the projected 
problem 
A,< = pBk<. (11) 
If ~1~ < A1 then set 3.~ := ,uk, k := k + 1. 
Convergence of the sequence {Pi} to i1 is obtained by comparison with the 
method of Section 2. 
Theorem 4. The model algorithm converges eventually monotone1.l: decreasing to 
1.1, und the convergence is eventually faster than that of the algorithm based on 
rational Hermitiun interpolcltion (cJ: Section 2), i.e. there exists m E N such that 
p,, < pA .fbr every’ k 3 m und if jiEi+, E (0,~~) denotes the unique root of 
g(p; pk) = 0 where g is the rationul_fimction considered in Theorem 1 then it holds 
thut 
Proof. Obviously, after a finite number of initial steps we obtain ,r+ < ~1. 
Moreover, since the minimal eigenvalue of any projected problem is an upper 
bound of Xl after a finite number of steps we arrive at /i,,, E (it, WI). 
For k 3 m let 11~ E (i-t: ~1)~). By Theorem 3 &+, is the minimal eigenvalue of 
the projected eigenvalue problem 
where 0, = (q(0),q(pk)) E R@‘). Since the columns of 0, are columns of Q,, 
too, we obtain from Rayleigh’s principle 
AI <&II <&,I. 0 
From Theorem 4 and [8] we obtain that the model algorithm converges at 
least quadratically to I,. Comparing it to the Rayleigh quotient iteration one 
even gets at least cubic convergence. 
Theorem 5. The sequence {pk} constructed by the model algorithm converges crt 
least cubically to i.1. 
410 W. Milch-ens, H. Vms I Liner Algehrcr untl its Applicutims 275-276 (1998) 401-415 
Proof. We first note that for ,LL. K, ,LL # ti, which are not in the spectrum of T 
L((T-&-(T-tiZ)_‘) =(T-&(T-KZ))‘. 
11 - K (12) 
To prove this equation just multiply it by T - ,HZ from the left and by 
T - KZ from the right. 
Let 6, := span{q’, . . q”} where q’ = (T - p,Z)m’e’, and denote the Ray- 
leigh quotient of T at x E [w” \ (0) by R(x). 
By construction 1~ = min{R(x): x E 4-l). Let xk E K--t such that 
R(xk) = /lx and denote by 
u’ := (T - pkZ)m’x” 
the result of 1 step of the Rayleigh quotient iteration with initial guess xk. From 
the cubic convergence of the Rayleigh quotient iteration (cf. Parlett [12], p. 72 
K) we get the existence of some C > 0 such that 
0 <R(d) - i, < C(p, - l,)j. (13) 
From 
h-l 
xh := ~~zj(T - pjZ)p’e’ E Km, 
,=I 
and Eq. ( 12) we obtain 
X-l 
uk = (T- phZ)-‘x” = cz,(T - pkZ)-‘(T - p,Z)-‘e’ 
((T-pal)-’ - (T - /L,Z)~‘)C’ E I$. 
Hence 
,u~+, = min{R(x): x E I/;} <R(d), 
and inequality (13) yields 
,q+, - 2, 6 R(uk) - 2, < C(,u, - i$> 
i.e. the sequence {/lk} converges at least cubically to /I,. 0 
5. An implementable projection method 
In our final algorithm we introduce two modifications which improve the 
performance of the method. 
Especially if the dimension n of the problem is very large the gap between 
the smallest eigenvalue A, of T and the smallest eigenvalue wI of the submatrix 
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G can be very small. In this situation it may happen that the model algorithm 
bounces between upper bounds n”I, > o, which are obtained from projected 
problems and lower bounds /lk+, < i, from bisection steps several times before 
entering the interval (i,, . ml) and then converging monotonely to i,. 
To break a tie like this we introduced the following modification: Updating 
the matrices Ah and Bk we have already evaluated ,f(/~~) and ,f’(,nk). Hence, 
along with the minimal eigenvalue n,, L, of the projected problem (11) we can 
obtain the Newton iterate in+, of ,f(~c) = 0 with initial guess pI, at negligible 
cost. ,!I~, , and j&, , are approximations to I&, with errors 
Hence the relative difference (&+, - /la+,)/pl+, estimates the relative error 
of a Newton step with initial guess /l/;, and therefore is an indicator whether 
11~ is close to A, or not. For 
iilk-, - Pk+, < 0.1 
!‘h + I 
we continue the projection method with the parameter ,LL~+,, otherwise we 
choose /la+, := 0.1/l, + 0.91h+, . 
In some examples it happened that the projected mass matrix Q:Q, from 
(10) was not positive definite (at least numerically). This situation occurred 
when the current parameter pk was already a very accurate approximation to 
i,. It was due to the fact that some parameters ~1, in use were close to each oth- 
er. Hence the angle between the corresponding columns q/ of Q, was very small 
and Q, was very badly conditioned. 
One way out was the direct calculation of the inner products (q’)Tq’. We pre- 
ferred to replace the projection to V, = span{q’ , . q' } by a projection to the 
two-dimensional space e = span{q, q”}, where q = -,f(p,)( T - ,~+-‘e’ and /l, 
is the maximal lower bound of i, produced in the algorithm. This modification 
clearly destroys the cubic convergence of the method. Notice however, that in 
all examples that we considered after a modified step our accuracy requirement 
(relative error of ph less than 10P6) was satisfied. 
In the following we give a MATLAB program for the determination of the 
smallest eigenvalue of a symmetric and positive definite Toeplitz matrix based 
on the considerations above. 
Therein [w? u&re] = durbin(~c) denotes a function which for a given test pa- 
rameter ,n returns the integer variable 
0 if ~1 E (O,i.,), 
where = 1 if /i E [i,, (0,). 
2 if /L E (01,~ X) 
and for ,LL E (0. (uI) additionally the 
(G - /tl)n? = t. Notice that in the 
solution w of the Yule-Walker system 
case ,LL > (J), the Durbin algorithm is 
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terminated as soon as a negative diagonal element Ei is detected. Hence, for 
/J E (0, GUI) a call of durhin needs 2n’ flops, for p > ctii it needs less than 2n’ 
flops. 
The procedure [u, b. min_ea, boole] = pro_ev(a, b, mu, f, cif, k, nu) updates the 
projected matrices a and b, and it returns the minimal eigenvalue min_ev of the 
projected problem (11). If the projected mass matrix b is positive definite, then 
the boolean variable boole is set to 1, otherwise it is set to 0. In the latter case 
min_eu is the smallest eigenvalue of the two dimensional projected problem cor- 
responding to the modification explained above. 
K = quadroot(pk+, , v) returns the unique root in (/L,,./‘~+,) of the quadratic 
polynomial p satisfying the Hermitian interpolation conditions 
P(A) = f(P,,)Y P’(k) = .f’h): Ph+, 1 = .f h+,). 
It was shown in [8] that K is a lower bound of >., if i., E (,M~,,~~+,). 
[w,where]=durbin(O); 
mu(l)=O; 
f(l)=-l-t'*w; 
df(l)=l+w'*w; 
a(l,l)=-f(1); 
b(l,l)=df(l); 
nu=l; %mu(nu)isthemaximallowerbound 
of lambda-1 
lau=a(l,l)/b(l,l); Qauholds the minimalupperbound 
of lambda-1 
mu(2)=lau/(4+0.02*n); %forthe choice ofmu(2) see [12] 
k=l; 
h=l; 
while h>mu(k+l)*l.e-6 
[y,where]=durbin(mu(k+l)); 
if where==2 
lau=min(lau,mu(k+l)); 
mu(k+l)=0.5*(lau+mu(nu)); 
else 
k=k+l; 
f(k)=-l+mu(k)-y'*t; 
df(k)=l+y'*y; 
[a,b,min_ev,boole]=pro_ev(a,b,mu,f,df,k,nu); 
lau=min(lau,min_ev); 
mu(k+l)=lau; 
ifwhere= =0 
h=lau-mu(k); 
if boole==l 
nu=k; 
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end 
la_newt=mu(k)-f(k)/df(k); 
if(la_newt-lau) > O.l*lau 
mu(k+l)=0.9*lau+0.l*mu(k); 
end; 
else 
ga=quadroot(mu(k+l),nu) 
h=mu(k+l)-ga; 
end; 
ifboole= =0 
mu(k)=mu(k+l); 
k=k-1; 
end; 
end; 
end; 
Notice that we include a vector q(pa) = -f‘(pk)( T - pJm’e into the basis 
of the subspace we are projecting on only if pLk E (0, ml). For these parameters 
the Toeplitz matrix G - pkZ is positive definite and by [13] Durbin’s algorithm 
for the solution of (G - pkZ)w = --t is stable. 
We also experimented with a modification where all vectors that were pro- 
duced by Durbin’s algorithm were included into the basis. Although for pa- 
rameters ,LQ > 01 Durbin’s algorithm is unstable (cf. [13,14]) we did not 
observe any stability problems. 
6. Numerical experiments 
To test the projection methods we considered Toeplitz matrices 
(14) 
where m is chosen such that T has normalized diagonal, 
To = (l‘,j) = (COS (d(i - j))) 
and qa and & are uniformly distributed random numbers taken from [0, l] (cf. 
Cybenko and Van Loan [2]). 
Table 1 contains the number of flops needed for 100 test problems with each 
of the dimensions n = 64, 128,256,512 and 1024 for three methods. The meth- 
od based on rational Hermitian interpolation, the projection method where the 
vector q(p,) was included into the basis of V, only if p, E [0, wI) (stable projec- 
tion) and the projection method where every q(p,) was considered (complete 
projection). Although in the last case stability of Durbin’s algorithm is not 
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Table 1 
Number of flops for 100 test examples 
Dimension Rational approximation Stable projection Complete projection 
64 4.41 E6 4.09 E6 (92.9%) 3.90 E6 (88.4%) 
128 1.68 El 1.55 E7 (92.5’%,) 1.50 E7 (89.3’:Q 
256 7.30 E7 6.66 E7 (91 .3”%) 6.23 E7 (85.3%) 
512 3.22 E8 2.77 E8 (86.0’%) 2.53 E8 (78.4%) 
1024 1.33 E9 1.14 E9 (86.1’%1) 1.05 E9 (78.7%) 
guaranteed we did not observe unstable behaviour. The iteration was terminat- 
ed if the relative error was less than lo-‘. 
7. Concluding remarks 
We have presented an algorithm for the computation of the minimum eigen- 
value of a symmetric and positive definite Toeplitz matrix which improves the 
method of Cybenko and Van Loan considerably. Realistic and rigorous error 
bounds are obtained at negligible cost. In our numerical tests we used Durbin’s 
algorithm to solve Yule-Walker systems and to determine the diagonal matrix 
in the decomposition (4). These informations can be gained from superfast 
Toeplitz solvers (cf. [15-171) as well. Hence, the computational complexity 
can be reduced to O(n log’n) operations. 
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