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SPECTRAL ASYMPTOTICS FOR
KREIN-FELLER-OPERATORS WITH RESPECT TO
V -VARIABLE CANTOR MEASURES
LENON A. MINORICS1
Abstract. We study the limiting behavior of the Dirichlet and Neumann eigenvalue counting
function of generalized second order differential operators ddµ
d
dx , where µ is a finite atomless Borel
measure on some compact interval [a, b]. Therefore, we firstly recall the results of the spectral
asymptotics for these operators received so far. Afterwards, we make a proposition about the
convergence behavior for so called random V -variable Cantor measures.
1. Introduction
It is well known that f ∈ C0([a, b],R) possesses a L2 weak derivative g ∈ L2(λ1, [a, b]), where λ1
denotes the one dimensional Lebesgue measure, if and only if
f(x) = f(a) +
∫ x
a
g(y) dy.
Replacing the one dimensional Lebesgue measure by some measure µ leads to a generalized L2
weak derivative depending on the measure µ. Therefore, we let µ be a finite non-atomic Borel
measure on some interval [a, b], −∞ < a < b <∞. The µ-derivative of f : [a, b] −→ R for which
fµ ∈ L2(µ) exists such that
f(x) = f(a) +
∫ x
a
fµ(y) dµ(y) for all x ∈ [a, b]
is defined as the unique equivalence class of fµ in L2(µ). We denote this equivalence class by dfdµ .
The Krein-Feller-operator ddµ
d
dxf is than given as the µ-derivative of the λ
1
|[a,b] -
derivative of f .
This operator were introduced for example in [12]. [15], [16], [17], [18] investigate on properties
of the generated stochastic process, called quasi or gap diffusion, and related objects.
As in e.g. [1], [9], we are interested in the spectral asymptotics for generalized second order
differential operators ddµ
d
dx with Dirichlet or Neumann boundary conditions, i.e. we study the
equation
d
dµ
d
dx
f = −λf (1)
with
f(a) = f(b) = 0 or f ′(a) = f ′(b) = 0.
For a physical motivation, we consider a flexible string which is clamped between two points
a and b. If we deflect the string, a tension force drives the string back towards its state of
equilibrium. Mathematically, the deviation of the string is described by some solution u of the
one dimensional wave equation
ρ(x)
F
∂2u(t, x)
∂t2
=
∂2u(t, x)
∂x2
, x ∈ [a, b], t ∈ [0,∞)
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2 LENON A. MINORICS
with Dirichlet boundary condition u(t, a) = u(t, b) = 0 for all t. Hereby, ρ is given as the density
of the mass distribution of the string and F as the tangential acting tension force. To solve this
equation, we make the ansatz u(t, x) = ψ(t)φ(x) and receive
ψ′′(t)
F ψ(t)
=
φ′′(x)
φ(x) ρ(x)
= −λ,
for some constant λ ∈ R. In the following, we only consider the equation
φ′′(x)
φ(x)ρ(x)
= −λ.
Thus, we have
φ′(t)− φ′(a) = −λ
∫ t
a
φ(y) dµ(y),
where µ is the mass distribution of the string. In other words,
d
dµ
d
dx
φ = −λφ. (2)
This equation no longer involves the density ρ, meaning that we can reformulate the problem
for singular measures µ. Such a solution φ can be regarded as the shape of the string at some
fixed time t. Up to a multiplicative constant, the natural frequencies of the string are given as
the square root of the eigenvalues of (2).
In Freiberg [5] analytic properties of this operator are developed. There, it is shown that
− ddµ ddx with Dirichlet or Neumann boundary conditions has a pure point spectrum and no finite
accumulation points. Moreover, the eigenvalues are non-negative and have finite multiplicity.
We denote the sequence of Dirichlet eigenvalues of − ddµ ddx by
(
λµD,n
)
n∈N
and the sequence of
Neumann eigenvalues by
(
λµN,n
)
n∈N0
, where we assort the eigenvalues ascending and count them
according to multiplicities. Let
NµD(x) := #
{
i ∈ N : λµD,i ≤ x
}
and NµN (x) := #
{
i ∈ N0 : λµN,i ≤ x
}
.
NµD and N
µ
N are called the Dirichlet and Neumann eigenvalue counting function of − ddµ ddx ,
respectively. The problem of determining γ > 0 such that
NµD/N (x)  xγ , x→∞, (3)
is an extension of the analogous problem for the one dimensional Laplacian. The following the-
orem is a well-known result of Weyl [22].
Theorem 1.1: Let Ω ⊆ Rn be a domain with smooth boundary ∂Ω. Consider the eigenvalue
problem {
−∆n,Ωu = λu on Ω,
u|∂Ω = 0,
where ∆n,Ω denotes the Laplace operator on Ω. Then, for the Dirichlet eigenvalue counting func-
tion N (n,Ω)D of ∆n,Ω it holds that
N
(n,Ω)
D (x) = (2pi)
−n cn voln(Ω)xn/2 + o
(
xn/2
)
, x→∞, (4)
hereby cn denotes the volume of the n-dimensional unit ball.
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Choosing µ = λ1|[a,b] leads to
NµD(x) = N
(1,(a,b))
D (x)  x1/2, x→∞,
which gives the leading order term in the Weyl asymptotics as in Theorem 1.1.
(4) motivates the definition of the spectral dimension
ds(Ω)
2
:= lim
λ→∞
logN
(n,Ω)
D (λ)
log λ
. (5)
Which leads to
ds(Ω) = n
in Theorem 1.1. Many authors before studied the expression (5) for generalized Laplacians on
p.c.f. fractals, e.g. [8], [10]. In this paper, we investigate on this expression for the Krein-Feller-
operator on so called V -variable Cantor sets. Therefore, we call the limit
γ := γ(µ) := lim
λ→∞
logNµD(λ)
log λ
the spectral exponent of the corresponding Krein-Feller-operator.
V -variable Cantor measures interpolate between homogeneous and recursive Cantor measures.
In the homogeneous case, we take in every approximation step one iterated function system and
split each interval of the previous approximation step according to this IFS. In the recursive case
we do allow to take arbitrary IFSs of the given setting for an interval, independent of the IFSs
used for intervals of the same construction level. Now, in the V -variable case, we allow in every
approximation step to take V ∈ N IFSs. For V = 1 this reduces to the homogeneous case and as
V tends to infinity we receive in the limit the recursive case.
As an example of the different types of fractals, we take four different iterated function sys-
tems S(1), S(2), S(3) and S(4) on the unit interval [0, 1] under consideration. We let S(1) be the
generator of the Cantor set, S(2) be the IFS consisting of three linear functions which split the
unit interval into five parts such that the second and fourth open fifth intervals are removed, S(3)
be the IFS consisting of two linear functions such that the unit interval is split into three parts,
where the second open fourth interval is removed and S(4) be the IFS consisting of two linear
functions such that the unit interval is split into three parts, where the third open forth interval
is removed. The first approximation steps of one possible homogeneous Cantor set corresponding
to this setting are shown in figure 1.
Figure 1: First three approximation steps of one possible homogeneous Cantor set constructed
by the sequence of indices 4, 2, 1
As shown in the figure, in the homogeneous case we split the remaining intervals in an ap-
proximation step according to one IFS indicated by one of our indices, where our index set in
4 LENON A. MINORICS
this example is {1, 2, 3, 4}. For the recursive case, we allow to split every interval according to
different iterated function systems, even in the same approximation step. Therefore, we totally
destroy every symmetry in the fractal.
Figure 2: First three approximation steps of one possible recursive Cantor set and corresponding
construction tree
As shown in figure 2, we code the construction in a labelled tree, as will be explained in
Chapter 2.2. These trees are also used to code the construction of V -variable Cantor sets.
As an example of a V -variable Cantor set, let be V = 3. This indicates the number of types,
where we denote the three different types by O, , ♦. In every approximation step, every type
indicates an index of our index set {1, 2, 3, 4}. The indicated index of a particular type can
differ in different approximation steps. The following figure shows how we construct a 3-Variable
Cantor set in this setting. The fractal depends on a sequence of so called environments which
determine in every step the indicated indexes of each type and also the types of the intervals in
the next step.
Remark that the number of usable iterated function systems in the V -variable case in a par-
ticular approximation step is not only bounded by the number of indices (as in the recursive
case), but also by V . After applying the environment, in approximation step 2 of figure 3, all
assigned types are equal. In the random case, such levels will occur infinitely often almost surely
and will be crucial for our consideration. We call such levels necks and discuss some properties
in Chapter 3.3.
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Figure 3: First approximation steps of one possible 3-variable Cantor set
We are interested in the spectral asymptotics of V -variable Cantor measures, which are natural
extensions of self similar Cantor measures on V -variable Cantor sets. More precisely, we consider
the asymptotic behavior of NµD(x) and N
µ
N (x) as x tends to infinity for so called random V -
variable Cantor measures µ. The spectral asymptotics for Krein-Feller-operators with respect to
self similar measures was developed by Freiberg [7], with respect to random (and deterministic)
homogeneous Cantor measures by Arzt [1] and w.r.t. random recursive Cantor measures in [19].
The paper is organized as follows. In Chapter 2 we give the definition of the operator which
is under consideration and recap the important results received so far. Then, we give in Chapter
3 firstly the definition of the V -variable Cantor sets and measures and discuss afterwards the
important neck levels. Also in this Chapter, we give the definition of so called cut sets. A sequence
of Cut sets, related to the neck levels, will then be used in Chapter 4 to give the spectral
asymptotics. To this end, we start in Chapter 4 by giving the Dirichlet-Neumann-Bracketing
with which we receive upper and lower bounds for the eigenvalue counting functions. These
bounds will finally help us to determine the spectral exponent.
2. Preliminaries
2.1. Definition of the Krein-Feller-Operator. Let µ be a finite non-atomic Borel measure
on [a, b], −∞ < a < b <∞ and
Dµ1 :=
{
f : [a, b] −→ R : ∃ fµ ∈ L2(µ) :
f(x) = f(a) +
∫ x
a
fµ(y) dµ(y), x ∈ [a, b]
}
.
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The µ-derivative of f is defined as the equivalence class of fµ in L2(µ). It is known (see [5,
Corollary 6.4]) that this equivalence class is unique. Thus, the operator
d
dµ
: Dµ1 −→ L2(µ),
f 7→ [fµ]∼µ
is well-defined. Let
D := Dµ,λ12 :=
{
f ∈ C1((a, b)) ∩ C0([a, b]) : ∃ (f ′)µ ∈ L2
(
λ1|[a,b]
)
:
f ′(x) = f ′(a) +
∫ x
a
(f ′)µ(y) dµ(y), x ∈ [a, b]
}
.
The Krein-Feller-operator w.r.t. µ is given as
d
dµ
d
dx
: D −→ L2(µ)
f 7→ [(f ′)µ]∼µ .
2.2. Spectral Asymptotics for Self-Similar, Random Homogeneous and Random Re-
cursive Cantor Measures. As mentioned in the introduction, the spectral asymptotics for
Krein-Feller-operators were discovered by [7] and [1] for special types of measures. In this sec-
tion we summarize their main results. Firstly, we consider self-similar measures, treated in [7].
Therefore, let S = {S1, ..., SN} be an iterated function system given by
Si(x) = ri x+ ci, x ∈ [a, b],
whereby ri ∈ (0, 1), ci ∈ R are constants such that the open set condition is fulfilled, Si[a, b] ⊆
[a, b] for all i and let m = (m1, ...,mN ) be a vector of weights. As shown in [11], there exists a
unique non-empty compact set C = C(S) ⊆ [a, b] such that ⋃Ni=1 Si(C) = C and a unique Borel
probability measure µ = µ(S,m) such that µ = ∑Ni=1mi µ ◦S−1i . Moreover it holds suppµ = C.
We call C self-similar w.r.t. to S and µ self-similar w.r.t. S and m. The Hausdorff dimension
of C is given by the unique solution d ∈ [0, 1] of ∑Ni=1 rdi = 1 and it holds Hd(C) ∈ (0,∞).
Moreover, if mi = rdi for all i, we have µ = Hd(C)−1Hd|C . In this setting, the spectral exponent
of the corresponding Krein-Feller-operator is the unique solution γ > 0 of
∑N
i=1 (mi ri)
γ
= 1.
The spectral exponent were discovered by [9] and more general by [7, Theorem 4.1].
To recap the results of [1, Section 3], let J be a non-empty countable set. To each j ∈ J we
define an iterated function system S(j) =
{
S
(j)
1 , ..., S
(j)
Nj
}
, Nj ∈ N such that
S
(j)
i (x) = r
(j)
i x+ c
(j)
i , x ∈ [a, b], i = 1, ..., Nj ,
where the constants r(j)i ∈ (0, 1), c(j)i ∈ R are chosen such that
a = S
(j)
1 (a) < S
(j)
1 (b) ≤ S(j)2 (a) < · · · < S(j)Nj (b) = b. (6)
Further, we call ξ = (ξ1, ξ2, ...), ξi ∈ J an environment sequence and define
Wn := {1, ..., Nξ1} × {1, ..., Nξ2} × · · · × {1, ..., Nξn} , n ∈ N.
The homogeneous Cantor set to a given environment sequence ξ is
K(ξ) :=
∞⋂
n=1
⋃
w∈Wn
(
S(ξ1)w1 ◦ S(ξ2)w2 ◦ · · · ◦ S(ξn)wn
)
([a, b]).
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Next, we define a measure µ(ξ) on [a, b] to a given environment sequence, which generalizes the
invariant measures, presented before. To this end, let m(j) = (m(j)1 , ...,m
(j)
Nj
), j ∈ J be a vector of
weights. µ(ξ) is defined as the week limit of the sequence of Borel probability measures
(
µ
(ξ)
n
)
n∈N
,
µ(ξ)n :=
∑
w∈Wn
m(ξ1)w1 · · ·m(ξn)wn µ0 ◦
(
S(ξ1)w1 ◦ · · · ◦ S(ξn)wn
)−1
, µ0 :=
1
b− a λ
1
|[a,b] .
µ(ξ) is called homogeneous Cantor measure, corresponding to K(ξ). If |J | = 1, then the definition
of invariant sets and measures coincide with K(ξ) and µ(ξ).
[1, Theorem 3.3.10] makes a statement about the spectral exponent of the Krein-Feller-operator
with respect to µ(ξ), where ξ is a deterministic environment sequence. Here, we only consider the
random case. This means, the sequences ξ are i.i.d. random variables. Therefore, let (Ω,F ,P)
be a probability space and ξ = (ξ1, ξ2, ..) a sequence of i.i.d. J-valued random variables with
pj := P(ξi = j). We denote the Dirichlet and Neumann eigenvalue counting function of the
Krein-Feller-operator w.r.t. µ(ξ(ω)) by N (ξ(ω))D and N
(ξ(ω))
N , respectively. Further, let the following
five conditions be satisfied:
max
j∈J
Nj <∞, (A1)
inf
j∈J
min
i=1,...,Nj
r
(j)
i m
(j)
i > 0, (A2)
sup
j∈J
max
i=1,...,Nj
r
(j)
i m
(j)
i <∞, (A3)
∏
j∈J,∑Nj
i=1(r
(j)
i
m
(j)
i )
γ
<1
Nj∑
i=1
(
r
(j)
i m
(j)
i
)γ
> 0, (A4)
∏
j∈J,∑Nj
i=1(r
(j)
i
m
(j)
i )
γ
>1
Nj∑
i=1
(
r
(j)
i m
(j)
i
)γ
<∞, (A5)
whereby γ > 0 is the unique solution of
∏
j∈J
(∑Nj
i=1
(
r
(j)
i m
(j)
i
)γ)pj
= 1.
Under these assumptions, we obtain:
Theorem 2.1: Let γh > 0 be the unique solution of
∏
j∈J
 Nj∑
i=1
(
r
(j)
i m
(j)
i
)γhpj = 1.
Then, there exist C1, C2 > 0, x0 > 0 and c1(ω), c2(ω) > 0 such that
C1 x
γh e−c1(ω)
√
log x log log x ≤ N (ξ(ω))D (x) ≤ N (ξ(ω))N (x) ≤ C2 xγh e−c2(ω)
√
log x log log x
for all x > x0 almost surely.
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For references see [1, Corollary 3.5.1].
For the recursive case, we take almost the same setting with the only difference that the in-
dex set J has not to be countable. As in [19], we let J be an index set and as before we define
to each j ∈ J an iterated function system S(j) =
{
S
(j)
1 , ..., S
(j)
Nj
}
, Nj ∈ N such that
S
(j)
i (x) = r
(j)
i x+ c
(j)
i , x ∈ [a, b], i = 1, ..., Nj ,
where the constants r(j)i ∈ (0, 1), c(j)i ∈ R are chosen such that
a = S
(j)
1 (a) < S
(j)
1 (b) ≤ S(j)2 (a) < · · · < S(j)Nj (b) = b. (7)
In the homogeneous case, we took in each approximation step of the fractal one iterated function
system and split every interval of the previous approximation step according to that iterated
function system. The difference between the homogeneous and the recursive case is that we do
not take one iterated function system in a particular approximation step and split every interval
in the approximation step before according to that IFS, but we allow to take for every interval
a different IFS. In the homogeneous case we saved all information we needed to construct a
homogeneous Canot set in a sequence. For the recursive case this is not enough since it is
possible to take more than one IFS in an approximation step. But we can save the information
we need in a tree. A tree I is a population with an unique ancestor which we denote by ∅. This
unique ancestor induces an index of our index set J which we also denote by 0 for convenience.
This individual is the single individual of the first generation of our population. The number of
children of ∅ is given by N∅, i.e. by the number of contractions of the iterated function system to
the index which is induces by ∅. The children of ∅ are denoted by (1), . . . , (N∅). Analogously we
proceed. Then, an individual i ∈ I is denoted by (i1, ..., in) if it is the in-th child of the in−1-th
child of . . . of the i1-th child of 0 and it is of the n+1-th generation of the population I. Further,
we denote the n-th generation of I by In and the generation of i by | i |, which means that the
generation of an individual is given by the length of the vector which identifies this individual
plus one. Such a tree I then induces a recursive Cantor set given by
K(I) :=
∞⋂
n=1
⋃
(i1,...,in+1)∈In
S
(∅)
i1
◦ S((i1))i2 ◦ · · · ◦ S
((i1,...,in))
in+1
([a, b]).
Then, we want to define a measure on this fractal with properties analogously to the homogeneous
case. Therefore, we again define to each index j ∈ J a vector of weights
(
m
(1)
1 , ...,m
(j)
Nj
)
. The
measure we want to define is then given by the weak limit of the sequence of Borel probability
measures µ(I)n given by
µn :=
∑
(i1,...,in+1)∈In
m
(∅)
i1
· · ·m((i1,...,in))in+1 µ0 ◦
(
S
(∅)
i1
◦ · · · ◦ S((i1,...,in))in+1
)−1
, µ0 :=
1
b− aλ
1
|[a,b] .
We denote this limit by µ(I) and call it recursive Cantor measure, corresponding to K(I).
For the random case, let
(
Ω˜, B˜, P˜
)
be a probability space and U˜i, :
(
Ω˜, B˜, P˜
)
−→ (J,B(J)),
i ∈ G, whereby
Gn := {(i1, ..., in) : ij ∈ N, j = 1, ..., n} ,
G := {0} ∪
( ∞⋃
n=1
Gn
)
,
are i.i.d. J-valued random variables. The probability space we are interested in is given by
(Ω,B,P) =
∏
i∈G
(Ωi,Bi,Pi),
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whereby (Ωi,Bi,Pi) are copies of (Ω˜, B˜, P˜). We set Ui = U˜i ◦Pi, i ∈ G, where Pi is the projection
map onto the i-th component. ω ∈ Ω indicates an infinite (random) tree I(ω). If (i1, ..., in) = i ∈ G
and NU(i1,...,in−1)(ω) < in, then in the infinite tree I(ω), the in-th child of (i1, ..., in−1) is never
born, i.e. i /∈ I(ω). If we refer to the Neumann/Dirichlet eigenvalue counting function, we write
N
(ω)
N/D for N
(I(ω))
N/D and θiω if we mean the sub tree θiI(ω) of I(ω) which is rooted at i ∈ I(ω).
Under some regularity conditions, which are basically conditions on the underlying (C-M-J)
Branching process (for reference see [19]), we receive the following theorem.
Theorem 2.2: The spectral exponent of the Krein-Feller-operator with respect to µ(I) is almost
surely given by the unique solution γr > 0 of
E
(
N∅∑
i=1
(
r
(∅)
i m
(∅)
i
)γr)
= 1
Remark 2.3: 1. For the recursive case, we only have a theorem about the spectral asymptotics
in the random case.
2. Although the homogeneous Cantor measures are subsets of the recursive Cantor measures,
Theorem 2.2 makes no statement about the spectral asymptotics for the random homoge-
neous case since the probability that a recursive Cantor measure is homogeneous is 0.
3. V -Variable Cantor Sets and Measures
3.1. Construction of Determinisitic V -Variable Cantor Sets and Measures. Let J 6= ∅
be an index set. We define to each j ∈ J an IFS S(j). Therefore, let Nj ∈ N, Nj ≥ 2. Then
S(j) =
(
S
(j)
1 , ..., S
(j)
Nj
)
, where we define S(j)i : [a, b] −→ [a, b] by
S
(j)
i (x) := r
(j)
i x+ c
(j)
i
for some r(j)i ∈ (0, 1), c(j)i ∈ R, i = 1, ..., Nj such that
a = S
(j)
1 (a) < S
(j)
1 (b) ≤ S(j)2 (a) < S(j)2 (b) ≤ · · · ≤ S(j)Nj (a) < S
(j)
Nj
(b) = b.
Furthermore, let m(j) =
(
m
(j)
1 , ...,m
(j)
Nj
)
be a vector of weights. Thus, as in Chapter 2.2, an
element of the index set J identifies a tuple
(
S(j),m(j)
)
.
We need the following technical conditions for the spectral asymptotics:
sup
j∈J
Nj <∞ (C1)
0 < minf := inf
j∈J
min
i=1,...,Nj
m
(j)
i ≤ sup
j∈J
max
i=1,...,Nj
m
(j)
i =: msup < 1 (C2)
0 < rinf := inf
j∈J
min
i=1,...,Nj
r
(j)
i ≤ sup
j∈J
max
i=1,...,Nj
r
(j)
i =: rsup < 1 (C3)
We define V -variable trees as in [8].
Definition 3.1: An environment E is a matrix E = (E(1), ..., E(V )) which assigns to each
v ∈ {1, ..., V } both an index jEv ∈ J and a sequence of types
(
τEv,i
)NjEv
i=1 , i.e.
E(v) =
(
jEv , τ
E
v,1 . . . , τ
E
v,NjEv
)
∈ J × {1, . . . , V }NjEv , v ∈ {1, . . . , V }.
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To construct a V -variable tree, we take a sequence of environments (Ek)k≥1 and define the
n-th generation of the tree for n ∈ N0 as follows:
Generation 0: Every V -variable tree has a unique ancestor which we denote by ∅. To this ancestor
we assign a type τ∅.
Generation 1: Set v := τ∅ and Sv := S
(
jE
1
v
)
. This determines the first IFS to be used. The
number of children of the ancestor ∅ is the number of contractions of Sv. Assign
to the i-th child of ∅ the type τE1v,i .
Generation 2: Repeat the procedure for generation 1 for every individual of the first generation,
whereby E1 is replaced by E2.
...
We denote a V -variable tree by IV . Furthermore, we denote i ∈ IV by i = (i1, ..., in) if it is an
individual of the n-th generation of IV and if it is the in-th child of the in−1-th child of ... of the
i1-th child of ∅. The n-th generation of IV is denoted by IV,n and the subtree of IV rooted at i
by θiIV . By construction, we have assigned to each node i ∈ IV,n an index jEnτ i and therefore a
tuple consisting of an IFS S(j
En
τi ) and a vector of weights m(j
En
τi ) . For convenience, we denote
this index also by i.
In the following, we fix a V -variable tree IV and suppress V , i.e. I = IV , In = IV,n. For i ∈ In,
i = (i1, ..., in), we define
mi := m
(∅)
i1
· · ·m((i1,...,in−1))in ,
Si([a, b]) := S
(∅)
i1
◦ ... ◦ S((i1,...,in−1))in ([a, b])
and we define analogously S−1i ([a, b]) as the composition of the preimages. With these notations,
we can easily transfer the definition of recursive Cantor sets (see e.g. [10] or [19]) to V -variable
Cantor sets:
For n ∈ N0 let
K(I)n :=
⋃
i∈In
Si([a, b]).
A V -variable Cantor set K(I) is then given as K(I) :=
⋂∞
n=1K
(I)
n .
Proposition 3.2: The set K(I) is compact and contains at least countably infinitely many ele-
ments, namely S(i1,...,in)(a) and S(i1,...,in)(b), i1 = 1, ..., N∅, ..., in = 1, ..., N(i1,...,in−1).
Proof. Let i ∈ In. For m ∈ N let i′ and i′′ be the two individuals of the population such
that i′ = i1m, 1m := (1, ..., 1) ∈ Rm and i′′1 , ..., i′′n = i1, ..., in, i′′k = N(i1,...,ik−1,N(i1,...,ik−1)) for
k = n+ 1, .., n+m. By definition, we have
Si′(a) = Si(a),
Si′′(b) = Si(b).
Thus, we have Si(a), Si(b) ∈ K(I)n+m for all m ∈ N, which proves the statement.
Obviously, we have
K(I) =
N∅⋃
i=1
S
(∅)
i
(
K(θiI)
)
. (8)
The next step is to construct the V -variable Cantor measures, analogously to the homogeneous
and recursive Cantor measures. Let
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µ0(A) :=
1
b− aλ
1
|[a,b](A),
µ(I)n (A) :=
∑
i∈In
mi µ0
(
S−1i (A)
)
, n ∈ N
for all A ∈ B([a, b]). The V -variable Cantor measure µ(I) is given as the weak limit of (µ(I)n )n∈N.
It is easy to see that the weak limit exists and that µ(I) is a Borel probability measure.
3.2. Construction of Random V -Variable Cantor Sets and Measures. We follow the
construction of [8, Chapter 2.5]. Therefore, let P be a probability distribution on the index set
J . From this probability distribution we receive a probability distribution PV on the sets of en-
vironments by choosing jEv , v ∈ {1, ..., V } independently according to P and choosing the types
τv,i 1 ≤ i ≤ NjEv i.i.d. according to the uniform distribution on {1, ..., V } independently of the
chosen indexes.
Let ΩV be the set of V -variable trees. We choose τ∅ ∈ {1, ..., V } according to the uniform
distribution and independently the environments at each stage i.i.d. according to PV . This in-
duces a probability distribution on ΩV and on the set of V -variable fractals KV . For convenience,
we denote these probability distributions also by PV .
3.3. Necks and Cut Sets. As mentioned in the introduction, an important tool to develop
the spectral asymptotics are neck levels which we define in this chapter. Further, we introduce
a sequence of cut sets (Λk)k, related to neck levels. In Chapter 4.2 we use this sequence to get a
Dirichlet-Neumann-bracketing. A lemma about some asymptotical growth related to individuals
in Λk together with the Dirichlet-Neumann-bracketing will then be used to receive the spectral
asymptotics.
Definition 3.3: Let E be an environment. We call E a neck if all τEv,i are equal. Further, we
call n ∈ N a neck of a V -variable tree if the environment assigned to the n-th generation of the
tree En is a neck.
These necks occur with probability one infinitely often and
EV n(1) <∞,
where we denote by n(k) the k-th neck level of the corresponding V -variable random tree. Remark
that the sequence of times between neck levels is a sequence of geometric random variables. We
will need the following property of sums of scale factors, include from [8], to determine the
spectral exponent.
Lemma 3.4: Let s(j)i ∈ R i = 1, ..., Nj, j ∈ J such that
sinf := inf
j∈J
min
i=1,...,Nj
s
(j)
i > 0,
ssup := sup
j∈J
max
i=1,...,Nj
s
(j)
i <∞.
Then, with si := s
(0)
i1
· · · s((i1,...,in−1))in , i = (i1, ..., in) ∈ I, we have
∑
i∈I,
| i |=n(k)
si =
k∏
j=1
 ∑
| i |=n(j)−n(j−1)
si|j
 , (9)
lim
k→∞
1
k
log
∑
| i |=n(k)
si = EV log
∑
| i |=n(1)
si, a.s. (10)
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Next we define cut sets and the sequence of cut sets considered in this work.
Definition 3.5: Let ∂I be the set of infinite paths through I, beginning at 0. A set Λ ⊂ I is called
a cut set of the tree I if for every ω ∈ ∂I there exists exactly one i ∈ Λ such that (ω1, ..., ω| i |) = i,
where | i | is the length of the vector i.
The sequence of cut sets we are interested in is given by
Λ0 := ∅,
Λk :=
{
i ∈ I : ∃l ∈ N : | i | = n(l) : mi ri ≤ e−k < mi|n(l−1) ri|n(l−1)
}
,
where i|k := (i1, ..., ik) for k ≤ | i |. Next, we compare the asymptotics of objects, related to these
cut sets. Therefore, we use the following notation. Let f, g be real valued functions. We say f is
asymptotically dominated by g and write
f  g iff lim sup
k→∞
f(k)
g(k)
≤ 1.
Then, let
Mk := |Λk|, Tk := Mk∑
i∈Λk
rimi
,
yk(i) := n(l)− n(l − 1), for i ∈ Λk, | i | = n(l), yk := sup
i∈Λk
yk(i).
The asymptotics we give are slight modifications of [8, Lemma 3.8.(c)].
Lemma 3.6: There exists α′ > 0 such that
k−α
′
e−k  (rinf minf)yk e−k ≤ rimi ≤ e−k, a.s. for i ∈ Λk.
4. Spectral Asymptotics for V -Variable Cantor Measures
4.1. Preliminaries. To receive the Dirichlet-Neumann-bracketing under consideration, we need
some scaling properties of the eigenvalue counting functions. We prepare this by giving the scaling
properties for the L2(µ(I))-Norm of L2(µ(I)) functions. This scaling property is a corollary of the
L2-Norm scaling property given in [19].
Lemma 4.1: For all i ∈ I holds
µ(I)(Si([a, b])) = mi.
Proof. We write µ = µ(I), µn = µ
(I)
n . Let Ki := Si([a, b]) for i ∈ I. Let i ∈ In, j ∈ In+m. Because
of
Ki ∩Kj =
{
Kj, if j |n = i,
∅, otherwise,
we get
µn+m(Ki)
=
∑
j∈In+m
mj µ0
(
S−1j (Ki)
)
=
∑
j∈In+m
j |n=i
mj µ0
(
S−1j (Ki)
)
.
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Because of (
S(i1,...,in,jn+1,...,jn+m))
−1(Ki
)
=
(
S
((i1,...,in))
jn+1
◦ · · · ◦ S((i1,...,in,jn+1,...,jn+m−1))jn+m
)−1
◦ S−1i (Ki)
=
(
S
((i1,...,in))
jn+1
◦ · · · ◦ S((i1,...,in,jn+1,...,jn+m−1))jn+m
)−1
([a, b])
=[a, b],
we get
µn+m(Ki) =
∑
j∈In+m
j |n=i
mj = mi.
Analogously to (8), it holds
µ(I) =
N∅∑
i=1
m
(∅)
i S
(∅)
i µ
(θiI), (11)
where S(∅)i µ
(I)(A) := µ(I)
((
S
(∅)
i
)−1
(A)
)
, A ∈ B([a, b]).
Proof. Let A ∈ B([a, b]). Then,
N∅∑
i=1
m
(∅)
i µ
(θiI)
n
((
S
(∅)
i
)−1
(A)
)
=
N∅∑
i=1
Ni∑
i1=1
· · ·
N(i,i1,...,in−1)∑
in=1
m
(∅)
i m
(i)
i1
· · ·m((i,i1,...,in−1))in µ∅
(
(Si,i1,...,in)
−1
(A)
)
=
N∅∑
i1=1
· · ·
N(i1,...,in)∑
in+1=1
m
(∅)
i1
m
(i1)
i2
· · ·m((i1,...,in))in+1 µ∅
((
Si1,...,in+1
)−1
(A)
)
=µ
(I)
n+1(A).
Taking the limit n→∞, we get the assertion.
With (11) we get the following lemma.
Proposition 4.2: Let i ∈ {1, ..., N∅} and A ∈ B([a, b]) with A ⊆ S(I)i ([a, b]). Then, it holds
µ(I)(A) = m
(∅)
i
(
S
(∅)
i µ
(θiI)
)
(A).
Lemma 4.3: Let f, g ∈ L2
(
µ(I)
)
. Then,
〈f, g〉L2(µ(I)) =
N∅∑
i=1
m
(∅)
i
〈
f ◦ S(∅)i , g ◦ S(∅)i
〉
L2
(
µ(θiI)
) .
Proof. With suppµ(I) = K(I) and Proposition 4.2, we get
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〈f, g〉L2(µ(I)) =
∫
[a,b]
f g dµ(I)
=
N∅∑
i=1
∫
S
(∅)
i ([a,b])
f g dµ(I)
=
N∅∑
i=1
∫
[a,b]
f ◦ S(∅)i g ◦ S(∅)i d
(
S
(∅)−1
i µ
(I)
)
=
N∅∑
i=1
m
(∅)
i
∫
[a,b]
f ◦ S(∅)i g ◦ S(∅)i dµ(θiI)
=
N∅∑
i=1
m
(∅)
i 〈f ◦ S(∅)i , g ◦ S(∅)i 〉L2(µ(θiI)).
Iteratively, we receive:
Proposition 4.4: Let Λ ⊂ I be a cut set of I. Then, it holds
〈f, g〉L2(µ(I)) =
∑
i∈Λ
mi 〈f ◦ Si, g ◦ Si〉L2
(
µ(θiI)
)
4.2. Dirichlet-Neumann-Bracketing. We begin by giving the scaling property for the Neu-
mann eigenvalue counting function. Therefore, let (E ,F) = (E(I),F) be the Dirichletform on
L2(µ
(I)), whose eigenvalues coincide with the Neumann eigenvalues of d
dµ(I)
d
dx . Namely,
F = H1(λ),
E(f, g) =
∫ b
a
f ′(x) g′(x) dx,
see [6, Proposition 5.1]. We write N (I)N for the eigenvalue counting function of (E ,F), instead
of N(E,F). To obtain the spectral asymptotics, we will estimate the eigenvalue counting func-
tions. Therefore, we will need a sequence of Dirichlet-Neumann-Bracketings, depending on Λk
defined in Chapter 3.3. Since Λk is for all k ∈ N a cut set, there exists an n ∈ N such that
Nk :=
(
N∅, N(N∅), N(N∅,N(N∅))
, ...
)
, |Nk| = n and Nk ∈ Λk. To each i ∈ Λk\{Nk} there exists
a i′ ∈ Λ such that the left neighbour point in K(I) of Si(b) is Si′(a). Then, we define the gap
interval between Si[a, b] and Si′ [a, b] by Ii, i.e. Ii := (Si(b), Si′(a)).
For the bracketing, we define a sequence of Dirichlet forms
(
(Ek,Fk))
k∈N. Therefore, let
Fk :=
{
f : [a, b] −→ R : f ◦ Si ∈ H1
(
λ1|[a,b]
)
∀ i ∈ Λk and f|Ii ∈ H
1
(
λ1|Ii
)}
.
By using [1, Proposition 3.2.1] iteratively, we receive:
Proposition 4.5: Let f, g ∈ F and k ∈ N. Then, for all i ∈ Λk, f ◦ Si, g ◦ Si ∈ F and
E(f, g) =
∑
i∈Λk
1
ri
E (f ◦ Si, g ◦ Si) +
∑
i∈Λk\{Nk}
∫
Ii
f ′(t) g′(t) dt.
Therefore, if we define
Ek(f, g) :=
∑
i∈Λk
1
ri
E (f ◦ Si, g ◦ Si) +
∑
i∈Λk\{Nk}
∫
Ii
f ′(t) g′(t) dt, f, g ∈ Fk,
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we have (E ,F) ⊆ (Ek,Fk). As in [1, Chapter 3.2.2] we receive that (Ek,Fk) is a Dirichlet form
on L2(µ(I)) and that the embedding Fk ↪→ L2(µ(I)) is a compact operator. Thus, we can refer
to the eigenvalue counting function NkN of (Ek,Fk).
Proposition 4.6: For all x ≥ 0, k ∈ N holds
NkN (x) =
∑
i∈Λk
N
(θiI)
N (rimi x) .
Proof. Let f be an eigenfunction of
(Ek,Fk, µ(I)) with eigenvalue λ, i.e.
Ek(f, g) = λ 〈f, g〉L2(µ(I)) for all g ∈ F˜ .
Because f, g ∈ L2
(
µ(I)
)
, we have with Proposition 4.4∑
i∈Λk
1
ri
E (f ◦ Si, g ◦ Si) +
∑
i∈Λk\{Nk}
∫
Ii
f ′(t) g′(t) dt
= λ
∑
i∈Λk
mi 〈f ◦ Si, g ◦ Si〉L2
(
µ(θiI)
) . (12)
Now, we show that each summand in the first sum on the left side equals each summand on the
right side, respectively. Therefore, let h ∈ F and define for each j ∈ Λk
hkj (x) :=
{
h ◦ Sj(x), if x ∈ Sj([a, b]),
0, otherwise.
Obviously, we have hkj ∈ Fk, hkj ◦ Sj = h for all j ∈ Λk and hkj ◦ Si = 0 for Λk 3 i 6= j. Moreover,
h′j
∣∣
Ii
= 0, for all j ∈ Λk, i ∈ Λk\{Nk}. With g = hj, we then have in (12)
1
rj
E (f ◦ Sj, h) = λmj 〈f ◦ Sj, h〉L2(µ(θjI)) .
Because this equation holds for all h ∈ F , f ◦ Sj is an eigenfunction of the Dirichlet form(E ,F , µ(θjI)) with eigenvalue rjmj λ for all j ∈ Λk.
Now, let λ > 0 such that for i ∈ Λk rimi λ is an eigenvalue of
(E ,F , µ(θiI)) with eigenfunc-
tion fi, say. This means,
E(fi, g) = rimi λ 〈fi, g〉L2(µ(θiI))
for all g ∈ F . Let
f(x) :=
{
fi ◦ S−1i (x), if x ∈ Si([a, b]) for some i ∈ Λk,
0, otherwise.
Then f ∈ Fk and f ◦ Si = fi, i ∈ Λk and therefore∑
i∈Λk
1
ri
E (f ◦ Si, g) = λ
∑
i∈Λk
mi 〈f ◦ Si, g〉L2
(
µ(θiI)
)
for all g ∈ F . Since for gk ∈ Fk we have by definition of F , gk ◦ Si ∈ F , i ∈ Λk, we get∑
i∈Λk
1
ri
E (f ◦ Si, gk ◦ Si) = λ
∑
i∈Λk
mi 〈f ◦ Si, gk ◦ Si〉L2(µ(θiI)) .
But the left side of this equation is equal to Ek(f, gk), because f ′
∣∣
Ii
= 0 for all i ∈ Λk\{Nk}.
With Proposition 4.4 we then have
Ek(f, gk) = λ 〈f, gk〉L2(µ(I))
for all gk ∈ Fk. Therefore, λ is an eigenvalue of
(Ek,Fk, µ(I)) with corresponding eigenfunction
f . Using this, we can easily conclude the claim.
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Next, we give the scaling property of the Dirichlet eigenvalue counting function. Therefore, let
(F0, E) be the Dirichletform on L2
(
µ(I)
)
whose eigenvalues coincide with the Dirichlet eigenvalues
of d
dµ(I)
d
dx . Meaning, E is defined as before and
F0 := {f ∈ F : f(a) = f(b) = 0}.
Again, we define a sequence of Dirichlet forms
(E ,Fk0 ) on L2 (µ(I)), where
Fk0 := {f ∈ F0 : f(x) = 0 for x ∈ Ii, i ∈ Λk\{Nk}}, k ∈ N.
Further, we use the notation E for E∣∣Fk0×Fk0 and denote the corresponding eigenvalue counting
function by NkD.
Proposition 4.7: For all x ≥ 0 we have
NkD(x) =
∑
i∈Λk
N
(θiI)
D (rimi x) .
Proof. Let f be an eigenfunction of
(E ,Fk0 , µ(I)) with eigenvalue λ. Then,
E(f, g) = λ 〈f, g〉L2(µ(I)),
for all g ∈ Fk0 . Therefore, we have with Proposition 4.5 and Lemma 4.4,∑
i∈Λk
1
ri
E (f ◦ Si, g ◦ Si) +
∑
i∈Λk\{Nk}
∫
Ii
f ′(t) g′(t) dt
= λ
∑
i∈Λk
mi 〈f ◦ Si, g ◦ Si〉L2
(
µ(θiI)
) .
For h ∈ F0 we define
hkj (x) :=
{
h ◦ S−1j (x), if x ∈ Sj([a, b]),
0, otherwise.
Because h ∈ F0, it follows hkj ∈ Fk0 and hj ◦ S(0)j = h for j ∈ Λk and hj ◦ Si = 0 if Λk 3 i 6= j.
Hence,
1
rj
E (f ◦ Sj, h) = λmj 〈f ◦ Sj, h〉
L2
(
µ(θjI)
) ,
for all j ∈ Λk. Therefore, λ rjmj is an eigenvalue of
(E ,F0, µ(θjI)) with eigenfunction f◦Sj, j ∈ Λk.
Now, let rimi λ be an eigenvalue of
(E ,F0, µ(θiI)) for some λ > 0 with corresponding eigen-
function fi, i ∈ Λk. Therefore, we have
E(fi, g) = rimi λ 〈fi, g〉L2
(
µ(θiI)
)
for all g ∈ F0. Let
f(x) :=
{
fi ◦ S−1i (x), if x ∈ Si([a, b]) for some i ∈ Λk,
0, otherwise.
Since fi ∈ F0, we have f ∈ Fk0 and because of f ◦ Si = fi, i ∈ Λk, we have∑
i∈Λk
1
ri
E (f ◦ Si, g) = λ
∑
i∈Λk
mi 〈f ◦ Si, g〉L2
(
µ(θiI)
)
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for all g ∈ F0. For gk ∈ Fk0 we have gk ◦Si ∈ F0, i ∈ Λk. Analogously to the case with Neumann
boundary conditions, we get with Proposition 4.5 and Proposition 4.4,
E(f, gk) = λ 〈f, gk〉L2(µ(I))
for all gk ∈ Fk. Hence, λ is an eigenvalue of
(E ,Fk0 , µ(I)) with eigenfunction f and, as before, we
can now easily conclude the claim.
Since
(Ek,Fk, µ(I)) is an extension of (E ,F , µ(I)) and (E ,F0, µ(I)) is an extension of (E ,Fk0 , µ(I))
for all k ∈ N, we finally receive the needed Dirichlet-Neumann-Bracketing:
Corollary 4.8 (Dirichlet-Neumann-Bracketing): For all x ≥ 0 and k ∈ N holds∑
i∈Λk
N
(θiI)
D (rimi x) ≤ N (I)D (x) ≤ N (I)N (x) ≤
∑
i∈Λk
N
(θiI)
N (rimi x) .
4.3. Eigenvalue Estimates. In this Chapter we give estimates for the Dirichlet eigenvalues.
As before, we fix a V -variable tree I. We write λD,1 for the first Dirichlet eigenvalue of − ddµ(I) ddx
and µ for µ(I).
Lemma 4.9: It holds
1
(b− a) ≤ λD,1 ≤
1− r2inf
(rinf minf(1− rsup))2 (b− a)
.
Proof. For the first estimate, let f be an eigenfunction of (E ,F0, µ) such that ‖f‖L2(µ) = 1. By
the Cauchy-Schwarz inequality, we receive
f2(x) = (f(x)− f(a))2 =
(∫ x
a
f ′(y)dy
)2
≤ ‖f ′‖2L2(λ1,[a,x]) (x− a) ≤ ‖f ′‖2L2(λ1,[a,b]) (b− a).
Integrating with respect to µ yields
1 ≤ ‖f ′‖2L2(λ1,[a,b]) (b− a).
Since f is an eigenfunction of E , we have
‖f ′‖2L2(λ1,[a,b]) = 〈f ′, f ′〉L2(λ1,[a,b]) = E(f, f) = λD,1.
Hence, the first estimate follows. For the second estimate, define x1 := S
(∅)
1
(
S
(1)
N(1)
(a)
)
= a +
r
(∅)
1
(
1− rN(1)
)
(b− a), x2 := S(∅)1 (b) = a+ r(∅)1 (b− a) and
fˆ(x) :=

x−a
x1−a , if x ∈ [a, x1]
1, if x ∈ (x1, x2]
b−x
b−x2 , if x ∈ (x2, b].
Therefore, fˆ is constant 1 on the very right second-level cell which remains from the very left
first-level cell and linear interpolated from a to x1 and b to x2 such that fˆ ∈ F0. Hence,
E(fˆ , fˆ) =
∫ b
a
(
fˆ ′
)2
dx
=
1
x1 − a +
1
b− x2
=
1− r(∅)1 + r(∅)1
(
1− r(1)N(1)
)
r
(∅)
1
(
1− r(1)N(1)
)(
1− r(∅)1
)
(b− a)
.
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Further, we have ∫ b
a
(
fˆ
)2
dµ ≥ m(∅)1 m(1)N(1) .
Together with Rayleigh, we receive
λD,1 = inf
f∈F0
E(f, f)
‖f‖2L2(µ)
≤ E(fˆ , fˆ)∥∥∥fˆ∥∥∥2
L2(µ)
≤
1− r(0)1 + r(0)1
(
1− r(1)N(1)
)
r
(0)
1
(
1− r(1)N(1)
)(
1− r(0)1
)
(b− a)m(0)1 m(1)N(1)
≤ 1− r
2
inf
(rinf minf(1− rsup))2 (b− a)
.
Lemma 4.10: Let τ be a finite non-atomic Borel measure on [a, b] with a, b ∈ supp τ . Then,
there exists c > 0 such that
NτD(x) ≤ τ([a, b]) c x a.s.
Moreover, c is independent of τ .
Proof. Let
g(x, y) :=
min(x− a, y − a) min(b− y, b− x)
b− a .
Then, with
Tg : L2(τ) −→ L2(τ)
f 7→
∫ b
a
g(·, y)f(y) dτ(y),
we have −
d
dτ
d
dxf = λf
f(a) = f(b) = 0
iff Tgf =
1
λ
f,
cf. [5, Theorem 4.1]. By [21, Definition 4.1, Lemma 4.3, Lemma 4.6], g is a continuous kernel and
thus, we can use Mercer’s Theorem [21, Theorem 4.49] and therefore
g(x, y) =
∞∑
i=1
1
λτD,i
fi(x) fi(y),
where fi is a normalized eigenfunction to the eigenvalue λτD,i. Furthermore, the convergence is
uniform. Since g is bounded, there exists a c > 0 such that
c ≥
∞∑
i=1
1
λτD,i
fi(x) fi(x).
Integrating both sides with respect to τ , we receive
τ([a, b]) c ≥
∞∑
i=1
1
λτD,i
=
∫ ∞
0
1
s
dNτD(s) ≥
∫ x
0
1
s
dNτD(s) ≥
1
x
NτD(x)
and thus the claim follows.
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With this lemma, we can estimate N (I)D .
Corollary 4.11: There exists a c > 0 independent of I such that for all x > 0
N
(I)
D (x) ≤ c x.
In the following, let η := rinf minf .
Lemma 4.12: There exists c1, c2 > 0 such that for almost all ω ∈ Ω
N
(I)
D (Tk) ≤ c1Mk, Mk ≤ N (I)D (c2Tkη−yk)
for all k ≥ 0
Proof. With the Dirichlet-Neumann-Bracketing Lemma 4.8 and Corollary 4.11, we have
N
(I)
D (Tk) ≤
∑
i∈Λk
N
(θiI)
N (miriTk)
≤ 2Mk +
∑
i∈Λk
N
(θiI)
D (miriTk)
≤ 2Mk + c Tk
∑
i∈Λk
miri
≤ c1Mk.
Where we used N (I)N (x) ≤ N (I)D (x) + 2 (see [6, Proposition 5.5]) for the second inequality.
For the second estimate remark that λD,1 < λD,2. Together with (rimi)−1 ≤ η−yke−k ≤ η−ykTk,
i ∈ Λk for all k, which follows from Lemma 3.6, and Lemma 4.8, Lemma 4.9, we get
Mk =
∑
i∈Λk
N
(θiI)
D
(
λµ
(θiI)
D,1
)
≤
∑
i∈Λk
N
(θiI)
D
(
c2rimi (rimi)
−1) ≤ N (I)D (c2Tkη−yk).
Lemma 4.13: P-a.s. there exists k0(ω) ∈ N and α, c1 > 0 such that
N
(I)
D (Tk) ≤ c1Mk, Mk ≤ N (I)D (kαTk), for k > k0(ω).
Proof. The lemma follows from Lemma 4.12 and η−yk  kα′ by Lemma 3.6.
4.4. Spectral Exponent. In this Chapter the spectral exponent is calculated. We will see that
the spectral exponent is given as the unique zero strictly bigger than zero of the function defined
in the next lemma. This lemma shows that this zero is indeed unique and exists. The proof is a
slight modification of the proof of [8, Lemma 4.12].
Lemma 4.14: Let
f(x) := EV log
∑
| i |=n(1)
(miri)
x
, x > 0.
Then, there exists a unique γ > 0 such that f(γ) = 0.
Proposition 4.15: Almost surely, it holds that
lim
k→∞
1
k
log
∑
| i |=n(k)
(miri)
x
= f(x), x > 0.
Proof. This proposition follows from (10).
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Theorem 4.16: The spectral exponent is given by the unique solution γ > 0 of
f(γ) = 0,
where f is defined as in Lemma 4.14.
Proof. By Lemma 4.14, the solution exists and is unique. Therefore, we have to show that
lim
t→∞
logN
(I)
D (t)
log t
= γ a.s.
To this end, we define for | i | = n(k)
τx(i) :=
(rimi)
x∑
| j |=n(k) (rjmj)
x .
By Proposition 4.15 we have for x > γ (i.e. f(x) < 0) for  > 0 small enough that for all c > 0
there exists k0 ∈ N such that
τx(i) ≥ (rimi)x e−k(f(x)+) ≥ c (rimi)x , for all k ≥ k0. (13)
Since
τx(i) =
∑
|l|=n(k+1)−n(k),
l∈θiI
(ri lmi l)
x
∑
| j |=n(k)
(rjmj)
x ∑
|l|=n(k+1)−n(k),
l∈θiI
(rlml)
x
=
∑
|l|=n(k+1)−n(k),
l∈θiI
(ri lmi l)
x
∑
| j |=n(k+1) (rjmj)
x ,
where the second equality holds because θi1I = θi2I for all | i1 | = | i2 | = n(k), we have for every
cut set Λ ∑
i∈Λ
τx(i) = 1
and thus, since Λk is a cut set, we receive by Lemma 3.6, for some x′ > 0 and all k ≥ k0,
1 =
∑
i∈Λk
τx(i) ≥
∑
i∈Λk
c (rimi)
x  cMkk−xx′e−kx.
Therefore,
Mk  ckxx′ekx a.s. (14)
For t > 1 large enought, let k be such that t ∈ (ek−1, ek]. By Lemma 3.6 we then have t ≤ Tk.
Together with (14) and Lemma 4.13,
logN
(I)
D (t)
log t
≤ logN(Tk)
log t
≤ log(cMk)
k − 1  x a.s.
Since this holds for all x > γ, it follows
logN
(I)
D (s)
log s
 γ a.s.
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Now, let x < γ (i.e. f(x) > 0). For  > 0 small enough we have for some k0 ∈ N, analogously to
the estimates in (13),
1 =
∑
i∈Λk
τx(i) ≤
∑
i∈Λk
c (rimi)
x ≤ cMke−kx, for all k ≥ k0
and thus
Mk ≥ cekx, for all k ≥ k0.
From Lemma 4.13, we have
logN
(I)
D (k
αTk)
k
≥ logMk
k
 x a.s. (15)
for some α > 0. For t > 1 large enough and k such that t ∈ (ek−1, ek] we have again from Lemma
3.6 for some α′ > 0
kαTk  kα′ek ≤ e(1 + log t)α′t a.s.
and thus
lim inf
k→∞
logN
(I)
D (k
αTk)
k
≤ lim inf
t→∞
logN
(I)
D (e(1 + log t)
α′t)
log t
a.s.
Since
lim
t→∞
log e(1 + log t)α
′
t
log t
= 1, lim
t→∞ e(1 + log t)
α′t =∞,
we have
lim inf
k→∞
logN
(I)
D (k
αTk)
k
≤ lim inf
t→∞
logN
(I)
D (t)
log t
a.s.
Since (15) holds for all x < γ we then receive
logN
(I)
D (s)
log s
 γ, a.s.
Remark 4.17: With the inequality
NµD(x) ≤ NµN (x) ≤ NµD(x) + 2, x ≥ 0,
for arbitrary finite atomless Borel measure µ (see [6, Proposition 5.5]), we also receive
lim
t→∞
logN
(I)
N (t)
log t
= γ, a.s.
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