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Nuclear fusion has the potential to solve the world’s energy needs with
minimal environmental impact as compared to today’s primary energy
sources. The challenging physical problem with fusion is overcoming the
mutual repulsion of the nuclei due to their positive charge. This is meas-
ured by the cross-section 𝜎 for proton-proton Coulomb scattering which is
substantially higher as compared to the cross-section of all relevant fusion




are marginal as compared to the Coulomb cross-section (𝜎pp/𝜎Coulomb =
𝒪(10−51m2)/𝒪(10−27m2) [1]I), the pp-chain is the primary process igniting
the stars. Reason is, that the thermonuclear reaction rate
𝑟nuc = 𝑛1𝑛2⟨𝜎?⃗?⟩ (1.1)
scales quadratically with the nuclei’s densities per unit volume 𝑛 and their
relative velocities ?⃗? which is proportional to the nucleus (or ion) temper-
ature 𝑇i. Gravitational confinement, self-generated by massive stars in the
vacuum of space, lead to naturally high temperatures and especially tremend-
ous densitiesII. At ultimo, the small value of 𝜎pp provides the conditions
IThe slowest process of the p-p chain gives the relevant cross-section since it represents
a bottleneck for the reaction. Since pp fusion is a process of the weak interaction via
the interchange of a W+-boson, the cross-section is orders of magnitude below that
of Dp and 3He3He which are processes of the strong interaction.

























Figure 1.1.: Cross-sections of various nuclear fusion reactions as a function
of the center of mass energy of the two particles. For comparison, the
cross-section of the much more probable coulomb interaction and the
neutron induced fission process n235U is added. Note the broken axis due
to the factor of above 1020 lower maximum cross-section for pp fusion as
compared to any other fusion reaction relevant for earth bound fusion
power plants. The pD cross-section is on the order of 10−32m2 for the
displayed energy range and thus not visible. Data from various sources [1,
3, 4]
necessary for planetary formation and thus the genesis of life since higher
reaction rates limit the lifetime of stars drastically as observed in super
heavy stars.
However, these reaction rates are not achievable with mankind’s techno-
logy and fusion processes with much higher cross-sections need to be chosen
for a nuclear fusion power plant. Besides the Coulomb and proton-proton
chain cross-sections, Figure 1.1 depicts possible choices. Due to resonant
tunneling [5], the deuterium-tritium reaction
DT n(14.1MeV)4He(3.5MeV), (1.2)
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has the favorable maximum cross-section at a center of mass energy of
100 keV. Attempting the most promising thermonuclear DT fusion, this cor-
responds to a maximum reaction rate at 𝑇i ≈ 60 keV because the reactions
occur in the high energy tail of the velocity distribution. With a sophistic-
ated particle confinement this process can result in a positive energy balance.
Lawson showed that a triple product of 𝑛i, 𝑇i and the energy confinement
time 𝜏E above approximately
III 3× 1021 keVm−3 for 𝑇i ∈ (10, 40 keV) is
required for net energy output [6, 7].
Pushing up the value of 𝑛𝑇i𝜏E towards this limit is the subject of re-
search since the 1950s and remarkable progress has been made [8]. Reaching
the required temperatures of 𝒪(10 keV), corresponding to 𝒪(100× 106K),
precludes confinement by reactor walls and alternatives are sought.
Magnetic confinement is a natural approach in the sense that at such
temperatures, the material is in the plasma state and electrons and ions are
exposed to electric fields ?⃗? and magnetic fields ?⃗? which are coupled with
electric charge and current density 𝜌 and ?⃗? by the Maxwell equations




∇⃗ ⋅ ?⃗? = 0 (Gauss’s law for magnetism) (1.4)




∇⃗ × ?⃗? = 𝜇0(?⃗? + 𝜖0
𝜕?⃗?
𝜕𝑡
) (Ampère’s law). (1.6)
A common approach in plasma physics is to treat the whole plasma as a
single fluid with pressure 𝑝, viscosity 𝝅 and flow velocity 𝑣f⃗. In the limit
of low plasma resistanceIV and low frequency phenomena the so called
magnetohydrodynamic (MHD) equations can be formulated as an addition
IIIThe precise value of 𝑛i𝑇i𝜏E depends on the profiles of 𝑛i and 𝑇i.
IVAt fusion relevant temperatures this limit is well fulfilled since the conductivity parallel











Figure 1.2.: Field lines generating nested magnetic surfaces.
to Equations (1.3) and (1.6)
𝜕𝜌
𝜕𝑡




+ 𝑣f⃗ ⋅ ∇⃗) 𝑣f⃗ = ?⃗? × ?⃗? − ∇⃗𝑝 − ∇⃗ ⋅ 𝝅 (MHD equation of motion). (1.8)
The MHD equation of motion basically resembles the Navier-Stokes equa-
tion [10]. In a steady state without flows, we can constrain
𝜕
𝜕𝑡
= 0, 𝑣f⃗ = 0 ⇒ 𝝅 = 0
Thus Equation (1.8) yields
?⃗? × ?⃗? = ∇⃗𝑝. (1.9)
Solving this equation has been and still is objective of research and mul-
tiple numerical tools such as e. g. variational moments equilibrium code
(VMEC) [11] have been created in this effort. Equation (1.9) implies, that
both ?⃗? and ?⃗? lie in surfaces of constant pressure which must have toroidal
topology (Poincaré-Hopf theorem [12–14]). Magnetic field lines with differ-
ent pressure labels 𝑝 form nested surfaces of constant pressure. Such surfaces
are called flux surfaces.
With this found, we can define a coordinate system (𝑝, 𝜑, 𝜃), utilizing the
pressure label and the toroidal topology with poloidal angle 𝜃 and toroidal
angle 𝜑 (Figure 1.2). In these coordinates together with Equation (1.4), the
magnetic field can be simplified to
?⃗? = ∇⃗𝛹 × ∇⃗𝜃 + ∇⃗𝜑 × ∇⃗𝜒, (1.10)
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with the toroidal and poloidal magnetic flux
𝛹 = ∫
𝑆∶𝜑=const.
?⃗? d ⃗𝑆 (1.11)
𝜒 = ∫
𝑆∶𝜃=const.
?⃗? d ⃗𝑆 (1.12)
= ∫∇⃗𝜃?⃗? d𝑉 (1.13)
respectively [15, 16]. In these magnetic coordinates, magnetic field lines are
conveniently described as straight lines.





is called the rotational transform. In direct consequence of equations 1.14





Magnetic field lines can be labeled by two coordinates (𝛹, 𝛼 = 𝜃 − -𝜄𝜑).
Tracing a certain field line one toroidal turn, we find a poloidal angle dif-
ference of Δ𝜃 = 2𝜋-𝜄 and thus can understand the nature of the rotational
transform. If -𝜄 ∈ ℚ ∶ -𝜄 = 𝑛/𝑚; 𝑛,𝑚 ∈ ℕ, one field line closes in itself after
𝑚 toroidal and 𝑛 poloidal turns and a so called resonant surface establishes.
In the presence of radial magnetic perturbations which are periodical in 𝜑V
magnetic islands are generated at such rational values of -𝜄. In first order,










VSuch perturbations can be inherent to the ideal magnetic field of a device (in the case
of stellarators) or can be caused by magnetic error fields.
VIAssuming circular poloidal cross-section and large aspect ratio
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is the magnetic shear and δ𝐵𝑟 denotes the magnitude of the radial magnetic
perturbation [16].
If otherwise -𝜄 ∈ ℝ ⧵ ℚ, one field line defines the whole flux surface. In this
case, a direct consequence of »Weyl’s lemma« [17] is, that one field line
followed an arbitrary number 𝑘 ∈ ℕ of times around the torus covers the
whole flux surface to any desired precision, depending on 𝑘. This finding
allows to display a rational magnetic surface in a plane by tracing one point
on this surface 𝑘 times around the torus and displaying the piercing points
in a so called Poincaré representation (see Figure 1.4 as an illustration by
the example of the later introduced Wendelstein 7-X magnetic field).
The force balance for charged particles in a magnetized plasma with a




− 𝑞(?⃗? × ?⃗?) = ⃗𝐹 . (1.18)
The solution to the homogeneous part of the equation describes the gyration
of the particle around a guiding center with cyclotron frequency 𝜔c =
𝑞𝐵/𝑚 and Larmor radius 𝑟l = 𝑣⟂/𝜔𝑐. Hence, in an otherwise force free
environment, a particle is confined perpendicular to a gradient free magnetic
field. In this regard, the freedom of the charged particle parallel to ?⃗? is of
no relevance for particle confinement in toroidal magnetic fields. However,
?⃗? forming toroidal flux surfaces gives rise to ∇⃗|?⃗?| which corresponds to
a radial force 𝐹∇⃗|?⃗?| as well as centrifugal forces 𝐹𝑐. The solution to the








Thus the radial forces give rise to an up down charge separation accompan-
ied by large magnitudes in ?⃗?. This electric field gives rise to a force ⃗𝐹 = 𝑞?⃗?
which, substituted in Equation (1.19), corresponds to a strong drift in radial
direction which puts a tight limit on plasma confinement.
To compensate the charge separation due to the guiding center drifts, tor-
oidal magnetic confinement devices need a finite and carefully tuned rota-
tional transform -𝜄. Since ?⃗? is a superposition of the field which is externally
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applied by magnetized coils as well as internal toroidal currents, we can also





















The components of the susceptance matrix 𝑆 = [𝑆𝑖𝑗] only depend on external
coil currents and coil geometry and are thus independent of internal plasma
currents, hence the index »CF« which abbreviates »current free« [18].
Toroidal devices can be classified into two categories, distinguished by
the generation of the poloidal field component, i. e. the main contributing
term in Equation (1.20).
In machines of the Tokamak class the magnetic field is a superposition of
an externally imposed toroidal field (𝑆11 ≠ 0, 𝑆12 = 0 ⇒ -𝜄CF = 0) and a
poloidal field which is generated by a toroidal current 𝐼tor induced by the
change of flux in the central solenoid coil acting as primary winding of a
transformer. Tokamaks possess relatively good confinement properties but
the need to sustain a toroidal current is a major drawback in two ways.
Until 𝐼tor can be driven without transformer action, the devices are pulsed
introducing a huge loss in efficiency. Furthermore, the toroidal current drives
instabilities such as disruptions which can potentially harm all components
and especially the first wall of future large devices.
Machines of the stellarator class give rise to the poloidal field component
purely by external coils (𝑆11 ≠ 0, 𝑆12 ≠ 0 ⇒ -𝜄CF ≠ 0) without the necessity
of large 𝐼tor and thus above mentioned downsides. Nonetheless, plasma
confinement in the early stellarators was disappointing. As an example
particle orbits with low collisionality, i. e. high energy could not be confined
for a long enough time. The fusion-born fast alpha particles fall within that
7
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category and their confinement time is short as compared to the slowing
down time, and thus they are lost for plasma self-heating in the early
stellarators [16]. However, advances in plasma theory and computation
power, in particular in the 1980s and 1990s, introduced the possibility of
stellarator optimization, enabling significantly improved confinement.
Wendelstein 7-X (W7-X) is the currently most advanced stellarator,
among other properties also optimized for a fast particle confinement, small
radial magnetic plasma shift Δ𝑅 and a small toroidal current 𝐼tor.
𝐼tor is suppressed by reduction of the dominant contribution by means of
the bootstrap current 𝐼bs. This current is diffusion-driven and result of the
interaction between trapped and passing particles in a plasma with finite
density and temperature gradient which can be described by neoclassical
theory [15, 16, 19, 20]. Due to the very low resistance 𝑅 of a plasma, scal-
ing with 𝑇e
−3/2 [21], and the high inductance 𝐿, 𝐼tor does not build up
instantaneous but converges like
𝐼tor = 𝛩(𝑡 = 0) ⋅ 𝐼0 (1 − e
−𝑡/𝜏) , (1.23)
as counter currents, shielding the bootstrap current, decay. 𝜏 = 𝐿/𝑅 has
typical values of 𝒪(10 s) for fusion relevant plasmas. For W7-X, 𝐼bs is reduced
by careful combination of helical components as well as toroidal curvature
effects in ?⃗? for every magnetic surface [22]. However, 𝐼bs and thus ultimately
𝐼tor can still have values of 𝒪(10 kA) which significantly affect the -𝜄 profile,
potentially causing undesired islands at resonant -𝜄 and interfere with island
divertor operation (see below).
Some contributions to the aforementioned radial shift Δ𝑅 of the magnetic
surfaces are constant throughout the discharge and can be corrected for [23].
»A more dangerous displacement is that due to the increase of pressure
during the heating of the plasma« called Shaftranov shift after its discoverer.
»[…] when the pressure varies from zero to 𝐵2/(2𝜇0), this displacement is
seen […] to amount to several centimeters« [23]. As the Shafranov shift is a
magnetic configuration effect it can be reduced in stellarators [24].
The magnetic field optimization and the subsequent coil optimization res-
ulted in the coil set depicted in Figure 1.3a with a major radius of 𝑅 ≈ 5.5m,
an aspect ratio of 𝜖 = 𝑅/𝑟𝑎 ≈ 10 (plasma radius 𝑟𝑎) and 𝑁𝑝 = 5 field peri-
ods. These five periods can be thought of as constituting five magnetic
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mirrors connected such that particles in the loss cone transverse into the
mirror of the adjacent module [25]. Each field period (module) possesses an
inner flip symmetry (two half-modules), such that the device could be build
from ten almost identical half-modules.
Every half-module contains five superconducting non planar coils (1,… , 5)
and two planar coils (A, B) (labeled in Figure 1.3b). This main coil system
is capable of generating a magnetic field of 3T on axis (most experiments
run at 2.5T). All superconducting coils of one type are energized in a joint
electrical circuit in series respectively [26]. The non planar coils each consist
of 𝑛{1,…,5},𝑤 = 108 windings of copper stabilized NbTi strands cooled by su-
percritical He. Planar coils use the same superconductor with 𝑛{A,B},𝑤 = 36
windings respectively.
Additionally every module contains a pair of conventional coils, usually
referred to as control coils. Although the total of ten control coils are inde-
pendently powered, they are usually run, following the five-fold rotational
symmetry of W7-X (magnetic field of one period describes the complete
magnetic field). This reduces the freedom to two independent control coils
labeled S1 and S2 for the upper and lower control coil respectively (»S«
referring to the alternative name »sweep coils«).
This leaves in total nine coil currents which are free to choose. Without loss
of generality, the coil currents can be defined as normalized with respect
to the non-planar coil 1 and the actually applied coil currents 𝐼𝑥,true are




, ∀𝑥 ∈ {1,… , 5,A,B, S1, S2}. (1.24)
In such a way, the magnetic field strength is proportional to 𝐼𝑛 = 𝐼1,true ⋅𝑛1,𝑤
and the value for 𝐼𝑥 is reflecting the amount of magnetic field generated by
coil type 𝑥.
Large magnetic islands are generally bad for confinement because they
allow heat and particles to transit the island region by parallel transport
rather than the slow perpendicular transport. In such a way they effectively
”short-circuit” the radial confinement and which strongly increases the radial
transport. Regarding Equation (1.16), two strategies are feasible in order
to enforce small islands. The first is to use high shear to cross resonant -𝜄
fast (e. g. in the case of large helical device (LHD) [27]). W7-X belongs to
9
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(a) Full coil set
A B B A
1 2 235543 4 1
S1
S2
(b) Coils contained in one of the five modules
Figure 1.3.: The W7-X coil set. Blue: non planar coils. Black: planar coils.
Red: island control coils.
the second class of devices which avoid low order (small 𝑚 and 𝑛) rationals
and use low shear.
The net heating power 𝑃heat
VII is necessarily exhausted either by means
of diffusive convection following the magnetic field topology or by radiation
i. e.
𝑃heat = 𝑃conv + 𝑃rad.
A sophisticated power and particle exhaust concept is required for steady
state confinement devices, especially for W7-X which aims for continuous
operation with 𝑃heat = 10MW at reactor relevant performance i. e. high
𝑛 and 𝑇i. The convective power must be directed towards predetermined
plasma facing components (PFCs) under controlled conditions to protect
weak components and enable density control.
The most direct solution is the limiter concept, where the closed flux surfaces
are directly intersected by a dedicated PFC. However, limiters have the
disadvantage, that the plasma-wall interaction occurs in direct proximity to
the plasma core. As a direct consequence, impurities (e. g. particles sputtered
away from the PFC surface) are introduced to the core and neutralized
particles can not easily be pumped away. W7-X went into operation at the
end of 2015 with five graphite limiters mounted on the inboard side of the
vacuum vessel (operation phase (OP) 1.1, see Figure 1.5a). However, this
VIIThis includes external heating as well as alpha particle heating
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minimal PFCs setup was only chosen for the start of operation.
More sophisticated exhaust concepts utilize magnetic edge topologies in
order to »divert« core plasma particles which pass the last closed magnetic
surface (LCMS) outwards towards the PFCs where the particles can be
pumped away after being neutralized and the deposited energy is removed
by active cooling. In low shear stellarators this can be done by allowing a
large scale resonant island in the plasma edge which intersects a so called
island divertor (see Figures 1.4 and 1.5b for the example of W7-X). In this
way, the plasma wall interaction is spatially separated from the core plasma
which allows efficient impurity screening and refueling under achievable
circumstances [28]. Also, reduction of the peak PFC heat load is granted
because the plasma carrying field lines in the island of low-shear stellarators








as described by [28]. Large 𝐿c increase the role of cross-field transport such
that the scrape-off layer (SOL) can be populated, leading to a spread in the
power deposition profile and thus reduced heat loads.
The heat load pattern on the divertors is very sensitive to changes in
the magnetic field topology since the island position, shape and size in the
plasma is a highly non-linear function of -𝜄, ?⃗?, external coil currents and
much moreVIII. The W7-X divertor concept foresees ten modular island
divertors (one in the upper, one in the lower half of each module) with a
geometry optimized for magnetic configurations with 4, 5 and 6 edge islands
corresponding to rotational transforms -𝜄 = 5/4, 5/5 and 5/6 respectivelyIX.
Each divertor consists of two horizontal target plates intermitted by a low
loaded area as well as a vertical target plate. In between the horizontal and
vertical target plates two gaps allow neutralized gas to stream towards turbo
molecular vacuum pumps [29]. The PFCs surrounding the divertor (baffle,
toroidal and poloidal closure - see Figure 1.5b) are designed to guide neut-
rals towards the pumpings and thus to increasing the pumping efficiency.
The first divertors installed after the successfully completed OP 1.1 [30],
were non-actively cooled test divertor units (TDUs) for OP 1.2, limiting the
VIIIWith a change in the magnetic topology divertors can run in a limiter configuration.
IXAlso limiter configurations (0 islands at the edge) are foreseen
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discharges to a total injected energy of 80MJ. By operating divertors, a new
regime in plasma parameters is achievable and detachment was observed [31].
Detachment is a highly favorable state for divertor operation. It describes
the formation of an intermediate gaseous target in front of the divertor as
the plasma temperature at the divertor targets is reduced to 𝒪(1 eV) and
volume recombination becomes strong [32]. As a consequence the target
heat load and erosion is greatly reduced because radiation cools the edge
plasma and uniformly distributes the power to 4𝜋 solid angle. Furthermore,
since the neutral pressure in front of the target plates is increased, pumping
performance increases.
With OP 2 which is planned to start in 2021, W7-X is aiming to be the first
machine reaching steady-state operation at fusion relevant plasma paramet-
ers [31] with discharge durations of up to 30min and continuous injected elec-
tron cyclotron resonance heating (ECRH) power of up to 𝑃heat = 10MW.
Despite this sophisticated exhaust concept, heat loads expected for such
scenarios are requiring PFC materials at the limit of feasibility. Maximum
design heat loads of the most critical PFCs are listed in Table 1 of Article III.
The divertor target plates can withstand a heat load of up to 10MWm−2 X.
However, the edge of the divertor plates close to the pumping gap as well as
the low loaded area can not sustain such high heat loads due to reduced cool-
ing [34]. Although the PFCs are designed such that the component design
loads are not exceeded for various magnetic configurations and plasma para-
meters [35, 36], this does not mean, their integrity is ensured. Plasma wall
interaction is dynamic since the magnetic topology changes with time due
to various mechanisms. In leading order these are the two aforementioned
effects:
-𝜄 evolution At plasma start-up, -𝜄 changes according to Equation (1.20) with
the toroidal current which evolves, driven by 𝐼bs, changing the radial
island position. This change in the magnetic edge topology has a large
effect onto the heat load pattern on the divertor and further PFCs for
two reasons. First is the small shear in the W7-X -𝜄 profiles. Second,
the divertor has been designed for shallow field line incident angles to
maximize the area hit by the strike lines to reduce the heat load. As
a result the heat load pattern is highly susceptible to small changes
X15% of the heat load on the surface of the sun [33] or about 1 kWm−2 at a distance
of 1 au, i. e. the heat load at noon on the earth’s equator.
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in -𝜄 and strike lines (parts of the heat load pattern that are mostly
elongated) can appear or disappear with a change in the magnetic
edge topology.
Change in Δ𝑅 The plasma density and temperature profiles change, mainly
due to varying heating or fueling e. g. by pellet injection. A change in
∇⃗𝑝 leads to a different 𝐼bs (see above), which finally again changes -𝜄.
The main effect of plasma pressure change however, is the resulting
radial shift of the magnetic surfaces Δ𝑅. Similarly to the topology
change due to -𝜄, Δ𝑅 leads to heat load changes which are not neces-
sarily described by translation only but can have non-linear effects
due to shadowing.
Such non-linear variations of the heat load pattern do not only affect the
divertor but potentially all PFCs and the heat load can exceed the design
limits and thus result in overload. The implications of excessive heat loads
are various, depending on the respective component.
Erosion »Material erosion has to be small enough to guarantee a suffi-
ciently long lifetime of the most loaded components. In addition, the
plasma contamination by impurities, which arises from the interplay
between wall erosion and plasma transport, has to be compatible with
a burning fusion plasma« [37]. As a result of erosion and the follow-
ing re-deposition of carbon, surface layers are formed [38]. Surface
layers are characterized by a very poor thermal connection to the
bulk material, leading to a reduced exhaust and being a potential
source of systematic uncertainties for heat loads retrieved through the
Infra-Red (IR) imaging diagnostic [39]. Furthermore surface layers in
future fusion devices will contain high tritium inventories also on less
exposed areas of the vessel wall [40, 41]. For safety reasons, the total
tritium inventory of a power plant must be limited.
Delamination The divertor is composed of carbon fibre reinforced carbon
(CFC) mounted onto a water cooled CuCrZr heat sink with a interlayer
of soft Cu to reduce mechanical stress from heat expansion. In case
local temperatures exceed 475 ∘C, the resulting stress can lead to
cracks in the interlayer (so called »delaminations«) which propagate
with each heat cycle and drastically reduce the heat conductivity [42].
13
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Besides the then reduced heat exhaust capabilities of the respective
PFC, higher material temperatures are reached, resulting again in
higher sputter yields [43] and erosion intensifies.
Water leakage Thermally induced mechanical stresses between the cooling
pipe and the hot PFC-tiles may cause rupture of the cooling pipes to
leak after a certain amount of cycles with a particular tile temperature.
»The ingress of coolant might cause enough pressurization to break
the vacuum vessel and a possible release of tritium and/or activated
materials to the outside of the vacuum vessel« [44]. For W7-X a only
2mm2 partial break of a cooling pipe would lead to a pressure increase
to ≈ 6 bar [45] and a burst disk is installed to prevent damage to the
vacuum vessel. Moreover the introduction of oxygen to the system
would open up the window for organic chemistry and surface erosion
due to oxidationXI.
XIWhich is particularly inconvenient in the case of later fusion reactors with neutron
activated PFCs.
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Figure 1.4.: Poincare representation of the standard reference case magnetic
field. Three sections of one half module (𝜑 = 0° to 36°) are shown. The




















Figure 1.5.: PFCs in the two stages of OP 1. (a): In OP 1.1 a graphite
limiter was installed on the inboard side of the vacuum vessel per module.
A few baffle graphite tiles were clamped on the CuCrZr cooling structure
of the heat shield in the ultimate vicinity of the limiter. (b): In OP 1.2 the
same PFC geometries as in the final OP 2 were installed which are mainly
the divertor, baffle, heat shield and panel, as labeled above. Additionally,
the pumping gap (P.G.) and the end of the IR camera endoscope are
indicated. For the upcoming OP 2 the components exposed to the largest




Long term objective of this work is to develop a real-time heat load control
system which should be applied in the upcoming W7-X steady-state plasma
discharges and could be modified for future steady-state machines. Not only
should such a system be applied to ensure PFC integrity as motivated before.
Plasma property optimization could be done with the same system. Subject
to optimization could be every measure that can be retrieved in real time.
Examples are:
Pumping performance By moving the strike-line close to the pumping
gap the neutral pressure in the vicinity of the turbo pumps would be
increased, leading to an increase in pumping efficiency.
Detachment control by means of hydrogen gas puff or impurity seeding
with N and Ne. Various experiments in OP 1.2 were performed, demon-
strating the possibility with yet pre-programmed settings [31, 46].
Triple product The ultimate goal of fusion research can be described by
maximization of the triple product as described introductory. The line
integrated density (measured by the interferometer) can be used as a
real time signal scaling with the average density.
𝑇i is only measured by the charge exchange recombination spectro-
scopy (CXRS) or X-ray imaging crystal spectroscopy (XICS). CXRS
requires the neutral beam injection (NBI) beam and hence is only
available for 10 s which makes it impractical as control diagnostic.
XICS can lately deliver 𝑇i in real time (𝒪(10 µs)) due to the fast eval-
uation by means of an artificial neural network (NN) [47] but requires
17
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an Ar puff which is not foreseen in every discharge. The measurement












∫(𝑛e𝑇e + 𝑛i𝑇i) d
3𝑟
H plasma
= 3𝑉?̄?( ̄𝑇e + ̄𝑇i) (2.2)
is measured by diamagnetic loops [48] as a function of 𝑡. Real time
evaluation of 𝑃heat is feasible in many cases but more demanding in
scenarios with multi-path absorption.
For all such operations it is evidently highly critical to use a coupled system
of overload prevention in combination with the respective optimization or
all. In fact the combination of multiple optimization goals into one control
system would be highly beneficial since often a trade-off between various
goals has to be found. For such a combination, the reinforcement learning
(RL) approach introduced below is highly suited due to its flexibility and
the custom reward description. It should be noted, though, that this is
accompanied by the increase in complexity with the amount of sensors and
actuators included.
The main sensors for the control system are ten IR cameras, each ob-
serving one divertor and the vicinity (especially the baffle tiles) [49]. With
these, the heat load can be calculated by solving the heat diffusion equa-
tions [50]I.
Essential actuators are listed in the following.
Island control coils can be used to directly change the island width. For
example by applying alternating currents to the coils, the strike-line
can be swept (hence the alternative name) and the peak PFC heat
INote that solving this equation is computationally expensive and possibly not real time
capable. At present effort is made to retrieve heat loads in real time. In the case that
a numerical evaluation of the heat diffusion euqations is not feasible in real time, it
is considered to bypass this step by function approximation with supervised learning
approaches.
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load is reduced. The current in the sweep coils can be changed fast,
only delayed by the resistance and inductance of the sweep coils (𝐿/𝑅
time of 50ms [51]).
Trim coils constitue an additional system of five conventional coils and
allows the correction of error fields and (thus) balancing of divertor
heat loads. This system can ramp with about 20 kA s−1.
Superconducting coils Especially the use of planar coils would be an at-
tractive control opportunity because they give a direct contribution
to -𝜄 and Δ𝑅. However, due to the nature of superconductors, their
current may not be changed fast and a limit of 30A s−1 is set which
usually corresponds to an impractically small relative current change
of 2‰ s−1.
Current drive by means of electron cyclotron current drive (ECCD) or
neutral beam current drive (NBCD) adds additional freedom to change
the rotational transform by manipulation of 𝐼tor [52, 53]. It should
be noted, that both actuators have limitations. ECCD can not be
applied in the advanced ECRH O2-heating scenario because this mode
does not allow full single pass power absorbtion. A multi-beampath-
scenario is used in order to reflect shinethrough back through the
plasma allowing for further absorption, which limits the flexibility of
the heating and prevents current drive [54]. NBCD is limited by the
pulse length of the neutral beams which is at maximum 10 s [55].
Fueling by gas puff and hydrogen ice pellets [56] can increase the plasma
density while lowering its temperature. This is connected to a signi-
ficant impact on especially the PFC heat load intensity but also the
shape as motivated before.
Heating with the primary ECRH system or auxiliary ion cyclotron ra-
diation heating (ICRH) and NBI determine 𝑃heat and thus have a
straightforward influence on the PFC heat load and the triple product.
The NBI system also has a fueling effect.
Impurity seeding by fueling with high-Z gases is a possibility to reduce the
local convective heat load by increasing 𝑃rad.
19
Chapter 2. Long Term Objective
Depending on the exact control system in question, suiting diagnostics and
actuators are to be added (e. g. Bolometers [57] and gas puff for detachment
control).
Plasma physics systems are chaotic, highly complex and not predictable
in fine detail. For example, presently no theory exists, which allows the
deduction of the energy confinement time from first principles and empirical
scaling laws for 𝜏E are used [58]. A further example is perpendicular trans-
port. Modern transport theory is a patchwork of various theories which
apply to different scales of collisionality and turbulence. Although a lot
of progress has been made, modern transport theory models do not ad-
equately correspond to the measurements [59, 60] and caluclations have to
be performed with highly computationally expensive codes.
In this domain of highly complicated and computationally expensive
plasma physics, machine learning (ML) tools are the adequate choice for
real time evaluation and control.
Most ML algorithms today belong to the category of supervised learning. In
supervised learning, a machine learning model is trained on a data-set con-
taining pairs of inputs and targets, called training set, such that it provides
a mapping which can be applied to new inputs, without knowing the target.
A re-training of the model can account for an updated training set.
Highly suitable for the afore motivated case of complex and insufficiently
known connection between input and target are model agnostic NNs which
can approximate any continuous functions to any degree of accuracy as
shown by Cybenko [61]. Artificial NNs are mathematically generalized rep-
resentations of networks of neurons in nervous systems. Figure 2.1 shows a
generic feed-forward fully-connected neural network (FF-FC). The network
is built from indiviual neurons who’s individual elements have corresponding
counterparts in the biological neurons, shown in brackets in the following.
Neuron inputs ⃗𝑥 (potentials at dendrites) dampened or amplified by indivi-
udal weights ?⃗? (length of dendrites) are summed (signal supperposition in
the cell body). The key point follows hereafter as this signal is non-linearly
transformed by the activation function 𝑓 (activation potential in the axon)
so that the output of neuron 𝑗 is


















𝑥𝑗𝜈𝑥 𝑦𝑗 = 𝑓(𝑏𝑗 + ?⃗?𝑗 ⋅ ⃗𝑥𝑗)
Activation function








Figure 2.1.: Scheme of a simple NN (FF-FC). A zoom into the interior
of one neuron is depicted in blue. Three examples of common activa-
tion functions are given in the red inlay. The non-linear nature of the
activation functions is crucial.
The process of learning is done by adjusting ?⃗? by the amount
Δ?⃗? = 𝜆∇⃗𝑤ℒ, (2.4)
a process called backpropagation. This requires differentiability of 𝑓( ⃗𝑥)
because ℒ generally is not an explicit function of ?⃗?. A common choice for




| ⃗𝑜( ⃗𝑖) − ⃗𝑡|2, (2.5)
where ⃗𝑜( ⃗𝑖) is the output given input ⃗𝑖 and ⃗𝑡 is the target the NN should
approximate.
The architecture of NNs has tremendous impact on their abstraction capab-
ilities. It can be shown both empirically as well as in theory that in order to
learn complicated models that can represent high-level abstractions, deep
(large number 𝑙 of hidden layers) are superior to shallow architectures with
comparable amounts of free parameters [62].
Based on the predictions of a model, further, mostly human-controlled,
actions can be triggered.
In order to be able to use machine learning models in environments
in which they can learn autonomous action-response events, learning al-
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Figure 2.2.: RL schemes. The environment in (a) can be split into environ-
ment and (potentially multiple) interpreter as shown in (b).
gorithms are required that take into account the changing dynamics of the
environment. This class of algorithms are called RL.
Reinforcement learning describes a learning ansatz which is similar to
natural learning behavior of humans (and other vertebrates) and is a label
for approaches to Markov decision processes [63, 64] with unknown reward
functions. The principal scheme is depicted in Figure 2.2a. At time 𝑡, the
environment is in a state 𝑠𝑡 and a reward 𝑟𝑡 can be assigned (small or
negative rewards can be interpreted as punishments). An agent chooses
an action 𝑎𝑡 and thus manipulates the environment. This transfers the
environment into a new state 𝑠𝑡+1 and according reward 𝑟𝑡+1. The agent is
trained to choose actions such that the cumulative reward is maximized. It
is always in a dilemma between using its previously acquired experience on
the one hand and exploring new strategies to increase rewards on the other.
This is called the exploration-exploitation dilemma.
In the training phase, the agent chooses a random 𝑎𝑡 and resulting (𝑟𝑡+1,
𝑠𝑡+1 are used in order to update the expected total reward 𝑄(𝑠𝑡, 𝑎𝑡) for
choosing action 𝑎𝑡 from state 𝑠𝑡. A major breakthrough in RL was the
development of an update rule for the expected total reward





called Q-learning [65, 66]. The parameters 𝛼 and 𝛾 are hyperparameters. 𝛼 ∈
(0, 1] is called learning rate and controls to which extent new information is
used to update 𝑄. 𝛾 ∈ (0, 1] corresponds to the so-called discount factor and
controls a trade-off between short-term and long-term reward maximization.
It can be shown that the estimate 𝑄 converges towards the optimal function
𝑄 → 𝑄∗ as 𝑡 → ∞ [67]. After the learning phase, the agent is set to
maximize the reward by always choosing the greedy optimal action which
can be derived from 𝑄 as 𝑎𝑡 = argmax𝑎′ 𝑄(𝑠𝑡, 𝑎
′).
A major challenge for RL applied to real-world problems is to decide how
to represent and store 𝑄. »Unless the states set is finite and small enough
to allow exhaustive representation by a lookup table […] one must use a
parameterized function approximation scheme« [67]. At this point deep
NNs come in handy and various modifications of standard Q-learning lead
to latest impressive results [68, 69]. The concept is called deep Q-network
(DQN) and resembles a hybrid between RL and supervised learning.
Curse of dimensionality Given a control problem with a high dimensional
state and/or action space, training of a RL agent requires a data set size
which scales exponentially with the dimension in order to find reward optim-
izing actions. This is also called the curse of dimensionality [70] and turns
out severe in the control problem stated above.
The curse of dimensionality can be overcome by a reduction of the state
space, where care must be taken to not drop information which is particularly
important for the control scheme [71]. State space reduction was also done
for the latest impressive results of DQNs learning to play super-human levels
of computer games [69].
Transferred to the heat load control problem, the state space can be defined
in two different levels.
The largest dimensionality occurs when defining the state space as
the diagnostic output. Consider the state space to be only the input
of heat load images. Since every pixel can take values from ℝ>0, the
dimension of the state space becomes the number of pixels times the
number of cameras.
State space reduction can be done by replacing such an input by
features which are embedded in the heat load image. Such features
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should ideally be physics parameters or proxies for such because by
principle, the basic plasma physics properties determine the whole sys-
tem. These features can be extracted by means of supervised learning
approaches. However, the important question is, whether the relevant
plasma physics properties are chosen and none are missing (other-
wise the information content is reduced) and whether labels can be
retrieved in real time for supervised learning.
A trade-off between low dimension and minimal reduced information content




A RL control system as the one sketched above is highly ambitious and a
lot needs to be investigated before such a system can be implemented in
the safety-critical control system of W7-X. The preliminary studies carried
out in this work are described below. In this presentation, the focus will be
on the contributions to the control system as well as the spin-offs thereby
created for the W7-X project.
3.1. Feature Reconstruction and Heat Load
Pre-Processing
The reconstruction of magnetic edge topology parameters as -𝜄 and Δ𝑅 or
proxies for such from heat load images in real time is desirable for the
following reasons.
RL control system
State space reduction: As motivated before, the curse of dimension-
ality requires solutions such as state space reduction. -𝜄 and Δ𝑅,
being the two most dynamic parameters which occur during a
discharge, are thus two obvious features which should be recon-
structed from the highly dimensional heat load image state.
Agent architecture: As long as RL has not been implemented in
the way intended, the requirement of state space reduction is a
hypothesis, unproven but reasoned. In the hypothetical case that
25
Chapter 3. Accomplishments
state space reduction is not required later on, NN architectures
which have prooven successfull in feature reconstruction are a
good starting point for the architecture of a RL agent. This is
because the agent NN architecture complexity will be at least
as complex as successful NN architectures for the reconstruction
problem. Such an approach highlights the advantage of ML ap-
proaches that NN architectures are very adaptive to changes of
their task.
Real time information: Real time information about a proxy for edge mag-
netic equilibrium properties during experiment can help operators
make decisions. In such a way, the information about edge magnetic
topology properties can supplement real time information e. g. from
magnetic diagnostics as diamagnetic loops (𝛽, Pfirsch-Schlüter cur-
rents + diamagnetic currents) and Rogowski coils (toroidal current).
Insight: An often criticized characteristic of ML approaches is the missing
insight to their internal mechanics. Especially in basic research and
feasibility studies, which W7-X can be assigned to, given a control
system that finds routes to optimization it is desirable to know physical
equivalents of the state(s) from which a control agent took a certain
action.
Mimic scenario development: For discharge planing, often it is of interest
to compensate dynamic magnetic field changes. As shown in [72] it is
possible to mimic the edge effects of magnetic equilibria by the change
of coil currents in vacuum magnetic configurations. Such configura-
tions are called mimic configurations. Once a mimic configuration is
found, coil current differences can be inverted in order to compensate
the effects which are expected on the basis of equilibrium calculations.
So far, such scenarios were developed by a tedious manual search.
Neural networks trained on vacuum configuration simulations recon-
structing coil current proxies from heat loads can automate this task.
A mimic configuration is directly found by feeding the heat load of
the magnetic equilibrium calculation of choice to the NN. It should
be noted however, that the resulting mimic configuration needs to
be checked since an input which is too different from all the heat
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load patterns which make up the NN training set could represent an
extrapolation which the NN has not learned to describe.
3.1.1. -𝜄 reconstruction from limiter heat loads
Initial work presented in Articles I and II describes the successful imple-
mentation of NNs capable of reconstructing -𝜄 by means of the proxy 𝐼B from
limiter heat load images. Both articles’ investigations are performed on
the same data set which stems form an -𝜄-scan conducted on 09.03.2016(see
Article I).
Article I describes the initial results of -𝜄 reconstruction by means of the
proxy 𝐼B. 𝐼B can be reconstructed from experimental heat load images to
a precision quantified by a root-mean-square error (rmse) of 0.010. To put
this into perspective, a toroidal current of 44 kA changes the magnetic edge
topology such that it can be approximately mimicked by 𝐼B = −0.1 [72].
This means that this early NN is capable of resolving strike-line changes
due to toroidal currents of approximately 5 kA.
However, the interpolation and especially extrapolation performance of this
NN is performing, as expected, worse due to the sparse data set available
as shown in Article I. Although more experiments where performed during
OP 1.1, others where not exploiting the magnetic edge topology and thus
add variation in other parameters which would even further increase the
amount of training data required for robust reconstruction. To overcome
the shortness of data, field line diffusion (FLD) simulations are performed
in the vacuum magnetic field approximation. This is preferred over full
equilibrium fields because of calculation time and a good approximation
since the discharges in the experimental data set have low 𝛽 and maximal
toroidal current.
Simulation and experiment show systematic differences which is the reason
for bad transferability of NNs trained on simulation to experimental data
sets. It is shown in Article I, that the extrapolation performance can be
increased when supplementing the experimental data set with simulated field
line diffusion data during training. The reason is, that a NN confronted with
both data set types learns to focus onto features which are present in both
data sets and thus overcomes the systematic difference between simulation
and experiment. Nonetheless, such a result requires a pre-processing which
needs to be carefully adjusted in order to account for unavoidable systematic
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differences between simulation and experiment.
With these findings a more thorough investigation of the effect of data
set mixing and pre-processing is presented in Article II. In a systematic way
limiter heat load resolution as well as parametrization is investigated with
respect to the influence onto the reconstruction performance of three dif-
ferent NN architectures. It is shown that the performance can be increased
by finding an optimal pre-processing, where strike-line segmentation and
parametrization is investigated. Regarding the segmentation resolution a
trade-off has to be made between considering limited simulation statistics
(coarser resolution necessary) and sufficient detail (finer resolution). The
shape of Figure 11 in Article II shows the expected optimized performance
given moderate resolutions, falling off to extremes. Among different para-
metrizations a simple area averaged heat flux is found to be superior to
moments of the heat flux. The crucial test of the NNs, trained on both,
synthetic as well as experimental data, with a complementary experimental
data set shows increased performance as compared to NNs trained solely
on an experimental data set which must be the benchmark. As expected,
convolutional neural network (CNN) outperform FF-FC architectures.
Article I describes the NN performance by means of the rmse. Since
multiple NNs are trained until the best performance is found with the pre-
processing and architecture described in Article I, this performance corres-
ponds to the minimal rmse of all previously trained NNs. The performance
metric in Article II is the mean rmse, labeled 𝑟𝑚𝑠𝑒, of all NN trained within
one category of NN architecture and pre-processing. Therefore, the findings
in both articles can not be compared directly and we make up for that here.
Figure 3.1a shows the best performing NN and can be compared with Figure
11 from Article I. By training with a combined training set of simulated
and experimental limiter heat loads, the rmse can be decreased by about
a factor of 2 from the aforementioned 0.010 to 0.006. Especially promising
is the interpolation performance as depicted by Figure 3.1b with a rmse
of 0.006 equal to the performance of the full test setI as compared to the
former Figure 12(a) from Article I with 𝑟𝑚𝑠𝑒 = 0.023.
Extrapolation performance is improved from 𝑟𝑚𝑠𝑒 = 0.047 to 𝑟𝑚𝑠𝑒 = 0.022
(cf. Figure 3.1d with Figure 12(b) from Article I). The degree of extrapol-
ation is of course critical. Figure 3.1c shows the extrapolation, when five
Ionly in the next digits, the full test set appears to be better performing
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instead of four of the six magnetic configurations are included in the train-
ing/validation set and only the upper value at 𝐼B = 0.13 is extrapolating.
The performance of extrapolation is very close to the performance of the
full data set with an rmse of 0.008II.
The method of mixing simulation and experiment despite systematic dif-
ferences which leads to beneficial performance as measured by the relevant
real-world data set is one which is not only relevant for this work but in
general for the ML community. Success is not guaranteed and will depend
on the respective case and the chosen pre-processing but an approach to
overcome the limitations of small data sets especially for the data hungry
NNs was long sought.
Preliminary results with generative adversarial neural networks (GAN) ar-
chitectures have indicated even further performance increase and will be
described in later publications.
3.1.2. -𝜄-Δ𝑅 reconstruction from divertor heat loads
Motivated by theses findings and in preparation of divertor heat loads for
OP 1.2 a large heat load simulation data set with approximately 30 000
distinct magnetic configurations in -𝜄-Δ𝑅 space is generated and introduced
in Article III. The generation of such a large data set is computationally
costly. A speed up in computation time can be achieved by defining an
optimal resolution based on physics and engineering constrains. Such a speed
up of above a factor of 20 can be found without reducing the statistical
significance of the simulated heat loads. This finding is highly beneficial not
only with respect to approaching the long-term objective but for heat load
simulation by Monte Carlo (MC) methods in general.
Careful partitioning additionally leads to a NN input with well-defined
neighborhood relations such that CNN architectures can be applied in a
way which was found beneficial in Article II.
With Article IV we investigate optimal NN architectures for the recon-
struction of -𝜄 and Δ𝑅 from the divertor heat loads contained in this data
set. Six different architecture types, varying from shallow and simple FF-FC
NNs to deep and specialized Inception-ResNet (IRNN), are investigated.




(a) Full training set,
𝑟𝑚𝑠𝑒 = 0.006
(b) Interpolation 𝐼B ≠ 0.04,
𝑟𝑚𝑠𝑒 = 0.006
(c) Extrapolation 𝐼B ≠ 0.13,
𝑟𝑚𝑠𝑒 = 0.008
(d) Extrapolation 𝐼B ∋ {0.11, 0.13},
𝑟𝑚𝑠𝑒 = 0.022
Figure 3.1.: Best performance of 𝐼B reconstruction from limiter heat load
images, based on optimal pre-processing and architecture found in Art-
icle II for comparison with results from Article I
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3.2. Quantification of Critical Heat Loads
The shallow architectures behave surprisingly well but their performance
can not be entirely trusted as can be seen due to performance variation with
changed cross-validation set. CNNs based architectures show stability across
all cross-validation sets and furthermore increase performance. As expected
from excellent results on image classification tasks [73, 74], the IRNN archi-
tecture adaption to our regression problem performs best, however with the
longest training time.
3.2. Quantification of Critical Heat Loads
With the large-size, high-resolution data set introduced in Article III, gener-
ated in the -𝜄-Δ𝑅 plane, a further possibility arises. The detailed scan allows
to generate a map of critical heat loads under the assumption of a chosen
convective power 𝑃conv. Care must be taken to account for statistical uncer-
tainties due to under- or over-fluctuation of the MC method. In Article III a
method is derived to determine a statistical measure for overload description,
based on viewing the FLD simulation as independent Bernoulli processes.
With the aid of this tool set, the overload of all primary PFCs is evaluated
and severe critical regions are found. By the example of a mimicked toroidal
current developing from the standard magnetic reference configuration the
problem outlined above is sketched as can be seen in Figure 14(a) from
Article III. Overload occurs as 𝐼tor evolves. Sampling the higher dimension
of island size by means of an island control coil scan we demonstrate how
overload can be prevented (see Figure 14(b) from Article III). In this way
we further motivate the use of sweep coils as actuators in the envisioned
control system.
This statistical method, as well as the divertor partitioning enabling fast
simulation at high statistical significance, has already been applied in two
further investigations. In Article V it is described how divertor overload as
predicted with VMEC equilibrium calculationsIII in the transient phase of a
IIISince VMEC assumes only closed flux surfaces, VMEC equilibria can not describe
magnetic islands. However, magnetic islands in the plasma edge are crucial to ad-
equately model PFC heat loads. For this reason the VMEC solution is only used for
the core magnetic field and the edge field is added by the virtual casing principle code
(EXTENDER) [75]. A more holistic approach can be done with the Princeton iterative
equilibrium solver (PIES) code [76] which however needs orders of magnitudes more
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high performance discharge due to evolving toroidal currents can be avoided
by tuning 𝑛 and 𝑃heat. Furthermore the methodology is applied for a study
of baffle and heat shield overload. The overload measure is applied to FLD
simulations for 𝑃conv and a radiation solver code “loads on Wendelstein”
(LOWENDEL) [77]IV for 𝑃rad on various equilibrium fields with the aim of
identifying critical baffle tiles for safety relevant thermo-couple installation.
Thereby the generic nature of the developed tool set is demonstrated. A
manuscript is in preparation.
iterations to converge.





With this thesis, studies which form the bedrock for the long term goal of
first wall heat load control and optimization for the advanced stellarator
W7-X are developed, described and put into context. Because W7-X pos-
sesses a low shear rotational transform profile and the angle between PFCs
and edge magnetic field is designed to be shallow for heat load reduction,
the heat load pattern is highly susceptible to changes in the magnetic edge
topology. This makes heat load control a highly important task since small
effects of plasma dynamics as e. g. toroidal current evolution have a strong
impact onto the heat load distribution and potential damage to the PFCs
can occur. Real time capable heat load control is envisioned by means of
a RL technique and it is laid out how reconstruction of features of the
edge magnetic field from PFC heat loads by NNs is an important first step.
Since this work is done in parallel to the first operation of W7-X, properly
processed experimental data is still sparse. On the basis of a series of exper-
iments following a scan in the rotational transform -𝜄 we find that NN are
capable of reconstructing a proxy for the edge rotational transform from the
limiter heat loads. As expected, the reconstruction performance is limited by
the amount of available training data. Interpolation and especially extrapol-
ation performance is not satisfying. FLD simulation is employed to simulate
additional limiter heat load images to be supplemented in the training pro-
cess. With a thorough investigation of pre-processing and NN architecture
the reconstruction performance is found to be strongly increased and much
more stable in inter- and extrapolation when adding the simulation data
set in the training process.
A detailed study of PFC heat load distribution and potential overloads (di-
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vertor set-up) is made in first order approximation of the impact of the two
main plasma dynamic effects, the toroidal current evolution and the radial
plasma shift Δ𝑅. Since this involves heavy usage of FLD simulation. A
tool-set for overload evaluation at an above 20-fold decrease of required sim-
ulation time at remaining significance is developed. This tool-set is applied
already to other use cases as shown on the example of high performance
discharge planning and machine safety evaluation.
On the basis of this massive data set together with the findings of optimized
reconstruction performance found with limiter discharges we demonstrate
that NNs are capable of reconstructing -𝜄 and Δ𝑅 from the heat loads. Deep
IRNNs are found to most reliably and accurately reconstruct both paramet-
ers.
Outlook There are many open questions and challenges which need to be
addressed. A few are outlined below:
• At present the massive amount of OP 1.2 data are being processed
and a thorough analysis of available data and the according parameter
spaces is being done. With an OP 1.2 -𝜄-scan, the results from Article II
shall be repeated on divertor geometry such that the gap between
Articles I to IV is bridged.
• So far the existence of real-time available heat loads was presupposed.
However the translation of IR temperature data to heat loads is costly.
Efforts are being made to short-cut the heat load calculation by ML
techniques. This is an important missing link for heat load control. At
the same time it provides heat load data for various other applications.
To name one example: Integrated data analysis with the Minerva
framework [78] has not yet included the highly restrictive edge heat
loads for plasma physics evaluation and could be expanded such.
• On the route towards RL control various pre-studies are mandatory.
With the overload evaluation from Article III which can be defined as
reward map and the feature reconstruction or NN architectures found
beneficial in Article IV for a RL agent, presently experiments with
RL control on simulation basis are made.
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• So far the focus in the dimensions of plasma simulation was on the
effects expected from the main plasma dynamics. However, especially
direct control in the dimension of -𝜄 is not easily possible. As already
elaborated in Chapter 2, current changes in the superconducting coils
are very slow and need to be calculated in advance whereas current
drive is limited to the X2-heating scenario only (ECCD) or only avail-
able for 10 s (NBI). By adding a third dimension of the island width
by means of island control coils to the -𝜄-Δ𝑅 scan we aim to expand an
important dimension since the island control coils are highly advant-
ageous actuators (fast actuation, direct influence to edge magnetic
field, no need for pre-discharge force calculations). This was already
touched briefly in Section 4.3 of Article III and revealed an attractive
route to avoid PFC overload.
• This work pursues an approach of steadily increasing the problem
complexity. In order to include radiation cooling and detachment, a
next step would be to utilize Edge Monte Carlo 3D code coupled to the
neutral transport code EIRENE (EMC3-Eirene) calculations which
opens up the door to radiation cooling and pumping optimization
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Abstract
It is demonstrated that artificial neural networks can be used to accurately and efficiently
predict details of the magnetic topology at the plasma edge of the Wendelstein 7-X stellarator,
based on simulated as well as measured heat load patterns onto plasma-facing components
observed with infrared cameras. The connection between heat load patterns and the magnetic
topology is a challenging regression problem, but one that suits artificial neural networks
well. The use of a neural network makes it feasible to analyze and control the plasma exhaust




Wendelstein 7-X (W7-X) is a pioneering exper-
iment of the latest generation of optimized stel-
larators [1, 2]. It aims to demonstrate steady
state capability of the confinement concept
with plasma parameters near those required in
an energy-producing fusion reactor [3, 4], and
to demonstrate the steady-state capabilities of
stellarators also at these parameters. The ex-
periment started operation (Operation Phase
1.1, OP1.1) in 2015 [5], has started its next op-
eration phase (OP1.2) in 2017, and will, when
the water-cooled plasma-facing components
have been fully installed in operation phase
2 (OP2), have discharge times of 30 min with
continuous injected power of up to 10 MW.
This discharge duration is about an order of
magnitude longer than the longest characteris-
tic time scale of the plasma, which is the one
on which the net toroidal current, Itor, evolves.
The dominant contributor to Itor is the boot-
strap current Ibs, and the time evolution of
Itor can be approximated as: Itor = Ibs · e− tτ
with L/R-time τ being the L/R time scale, of
order 1 min for high-performance plasmas.
On these time scales, power exhaust is an im-
portant issue. Ten specially designed discrete
island divertor modules [6] take the major part
of heat flux that passes the Last Closed Mag-
netic Surface (LCMS), which defines the edge
of the confined plasma. The actively cooled
divertors, necessary for OP2, are designed to
sustain local power loads up to 10 MW/m2.
Other first wall components, however, can
only be loaded with a fraction of this heat
flux, e. g. the less cooled divertor edge with-
stands roughly 3 MW/m2 [7, 8]. Overloading
the divertors implies a risk of delamination,
water leaks (cf. [9, 10]) and impurity buildup,
partially as a consequence of the first two, and
must therefore be avoided.
To ensure the safety of the first wall, in partic-
ular the divertor, and to protect the plasma
from impurities, real-time control is highly








(a) Divertor setup with cutaways in modules one
and three as used in OP1.2 and afterwards.
Depicted are only two of the 10 divertors and
the associated IRCAMS. Module one only re-









(b) Limiter setup with cutaways in modules three
and five as used in OP1.1. On this scale and
view, the limiters are small (green).
Figure 1: Top-down CAD views of the W7-X
inner vessel, showing sight lines of the
IR camera systems in the two differing
setups.
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Figure 2: Side view of the W7-X limiter in mod-
ule 5 after OP1.1
ation. An important part of such a real-time
control system would be one that optimizes
elements of the divertor operation, such as
pumping performance and detachment. We
aim to develop and ultimately implement such
a feedback controller in the device operation
system.
The most important sensor system for this
control loop will be ten endoscopes that will
allow IR and visible observation of the ten
divertor units. Prototypes of these will be
in operation in the now running intermediate
operation phase OP1.2, each observing one
divertor [11] (cf. Figure 1a). In OP1.1 five
graphite limiters were placed vertically in the
bean shaped cross section of the plasma ves-
sel (cf. Figure 1b). In the confinement region,
the magnetic field lines form nested toroidal
surfaces that are not intersected by material
objects. The aforementioned LCMS marks
the transition to the exhaust region, called the
Scrape-Off Layer (SOL) which is characterized
by field lines that do intersect material objects,
the Plasma-Facing Components (PFCs). The
plasma enters the SOL through diffusive and
convective transport processes perpendicular
to the magnetic field, and then enters and pop-
ulates the SOL field lines. These guide the
outflowing plasma heat and particles to the
PFCs. A common term for the shape- and in-
tensity distribution of the resulting heat load
pattern on the PFCs is “strike line” since it is
usually highly elongated. A complex interplay
of component shape, magnetic field structure,
cross- and parallel field transport results in
the strike lines observed.
The IR camera views of the strike-line pat-
terns have a complicated relationship with
the magnetic topology and the transport pro-
cesses in the plasma and the main task for
such a feedback system is the abstraction and
real time processing of these camera images
which are being recorded at frame rates of
50 Hz. Artificial Neural Networks (NN, see
Section 2.1) have significantly improved in the
last ten years and should be well suited for
this task.
A machine learning approach for real time
control is an active object of research in the
nuclear fusion community for several different
tasks [12–14].
The first step towards the ambitious goal of
controlling the plasma divertor operation for
W7-X in real-time is presented here: the train-
ing of NNs to reconstruct the edge magnetic
topology from IR camera observations of the
strike-lines.
So far, IR picture series are available from
OP1.1 discharges only (cf. Section 2.4.1), with
OP1.2 barely started at the time of writing
this paper. With a very limited set of different
magnetic configurations, these experimental
data available is no solid basis for a NN train-
ing set. To alleviate this problem, simulated
strike lines function as NN training set data,
and the performance of the NN is verified with
experimental data. Since in OP1.1 no divertor
was installed only the aforementioned limiters,
this study is done entirely with the OP1.1
limiter geometry and associated magnetic con-
figurations.
The limiters are centered on planes with up-
down symmetry, which reduces the geometric
complexity of the strike line. Complexity of
the intersection between magnetic field and
limiter is moreover minimized by limiter de-
sign. These two factors restrain the limiter
strike line variability to a fraction of the di-
vertor strike line. Because of this, the mag-
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netic configuration reconstruction from limiter
strike lines is expected to be much less accu-
rate than that of more variable divertor strike
lines.
The relevant information regarding the used
NN architecture, W7-X, training data creation
and NN input pre-processing are given in Sec-
tion 2. In Section 3 we present the results of
the challenging magnetic field reconstruction
from limiter strike lines, which give reason for
optimism with respect to future performance
in a divertor geometry.
2 Methods
2.1 Artificial Neural Network
Machine learning tackles the question "How
can we build computer systems that automat-
ically improve with experience, and what are
the fundamental laws that govern all learning
processes?" as stated by Tom Mitchel in [15].
Artificial Neural Networks are an approach
to solving machine learning problems. This
capability allows them to reproduce the behav-
ior of unknown, complicated functions from
many examples instead of explicitly program-
ming the function traditionally. The NNs used
to predict the magnetic configuration are all
based on ideas from 1975, when the method of
backpropagation for NNs was introduced [16].
Such a NN depends on numerous parameters
that are optimized in a so-called training pro-
cess. In the previous decades NNs were not as
popular as they have now become, especially
because the parameter convergence during the
training turned out to be slow and the amount
of training data was small. Recently NNs are
used more frequently because of newly devel-
oped network architectures [17, 18], the im-
provement of NN training algorithms [19, 20],
increased computer performance [21] and open
source NN libraries [22, 23].
A simple NN is based on fully connected lay-
ers (see Figure 4a), where an input vector ~x is
linearly transformed, followed by an element
wise non-linearity φ, usually referred to as ac-
tivation function (see Figure 3) such that















Figure 3: Activation functions
represents one layer. The free parameters W
and ~b define the linear transformation. The
activation function mimics the transmission
of action potential in physiological neurons,
which only create a signal if a certain thresh-
old potential is reached. It is crucial to choose
φ so that it is smooth and differentiable almost
everywhere to allow an efficient gradient-based
optimization. A NN consists of multiple of
such or more complex layers where the output
of one layer is treated as the input of the fol-
lowing one.
A more complex layer is the so-called convolu-
tional layer [24], which has been developed to
recognize patterns independent of the location
by applying the same linear transformation on
multiple smaller subsets of the input. Another
positive effect is the reduction of free param-
eters, which decreases the risk of overfitting
[25]. Convolutional layers (see Figure 4b) are
used particularly frequently in image pattern
recognition. For example the AlexNet archi-
tecture [26], which successfully won the 2012
ImageNet challenge [27], consists of several
such layers. Most more complex layer struc-
tures, that are not recurrent, are based on the
concept of convolutional layers.
The free parameters are arranged in the vector




Layer i + 1
(a) Fully connected layer
x(j) x(j+5)
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(b) 1D convolutional layer with kernel size 3 and
2 output feature maps
Figure 4: Schematic representation of neural
network layer architectures
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Figure 5: The used neural network architecture
with two convolutional layers and two
fully connected layers












defined as the sum of squared differences be-
tween all NN result values y(~xi, ~θ) with inputs
~xi and target values ytargeti of the correspond-
ing set with set size N , is minimized with
respect to all free parameters. By calculating
~∇θE, the gradient of the error with respect to
~θ, efficient gradient based minimization algo-
rithms can be used. The basic approach is the
gradient descent
~θi+1 = ~θi − λ~∇θE (3)
with step size λ. This algorithm starts with an
initial ~θ0 and calculates new ~θi+1 with every
iteration.
The data set is separated in training, valida-
tion and test sets. Weights are adjusted with
the training set only. Training terminates if
the error on the validation set reaches a mini-
mum. Once the NN training stops, the gener-
alization quality is checked on the independent
test set. To increase the rate of convergence,
this method has been improved by the stochas-
tic gradient descent where the error gradient is
not calculated for all training sets but only for
a stochastic selection, the mini-batch. After
each mini-batch θ is updated. Other improve-
ments focus on the choice of ~θ0 [28] or the step
size λ, where, instead of a constant value, an
adaptive method depending on the previous λ
and the derivative ~∇θE, such as AdaGrad [19]
and Adam [20], determines the update rule.
Though in the W7-X experiment IR cameras
will monitor the vessel wall temperature, the
input for the used NN is not an image, but
characteristics extracted from it, as further
explained in Section 2.4.3. Experimental data
is scarce so the main data set is based on
simulations (see Section 2.4.2). The network
structure (see Figure 5) consists of two 1D
convolutional layers followed by two fully con-
nected layers. This choice is based on the
better performance as compared to fully con-
nected layer based NNs. The convolutional
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layers consist of 12 and 24 feature maps respec-
tively, the first fully connected layer consists
of 96 neurons. The last layer in this NN leads
to the target value.
The network is trained with the Adam opti-
mizer and the recommended parameters. A
dropout [29] of 0.5 is applied during the train-
ing. The weights are initialized by a normal
distribution with standard deviation 0.5 and
0.1 for the first three layers and the last layer
respectively. The activation functions as intro-
duced in Figure (3) are Rectified Linear Units
(ReLU) in the convolutional layers. In the first
fully connected layer the logistic function has
been is chosen as activation function. Before
the first layer, the NN input is linearly trans-
formed in such a way, that the training set
input has mean 0 and standard deviation 1 to
improve convergence. The simulated data set
has a size of 3993 and the experimental data
set has a size of 319 cf. Table 2. The training
set is nine times larger than the validation set
while the test set size depends on the respec-
tive experiment.
The NN quality is evaluated by the root-mean-





2.2 W7-X Coil System
Toroidal magnetic confinement devices need
a rotational transform ι to compensate for
magnetic drifts which would otherwise cause
charge separation. ι is defined as
ι = c · Itor
Θ










is the toroidal current enclosed by the mag-
netic surface at r. Θ =
∫
~∇θ ~BdV represents
the toroidal magnetic flux. c denotes a con-
stant that depends on the machine coil cur-
rents. ιCF is the current free part of ι, only
occurring in stellarators and as well depending
on the coil geometry and currents [30].
The W7-X coil system is shown in Figure 6a.
The magnetic coil system consists of five iden-
tical modules each of which is point symmetric
towards the module center, creating a five-fold
symmetry in the magnetic field (cf. Figure 6b).
Each half module consists of five different non-
planar and two planar coils, depicted in red
and blue. The modular coils are used to con-
fine the plasma. The planar coils provide fur-
ther variability of the magnetic field.
The modular and planar coils consist of 108
and 36 windings respectively. For convenience
and clearness, we indicate the corresponding
coil currents I1, . . . , I5 and IA, IB in terms of
coil currents that would yield the same mag-





∀x ∈ {1, 2, . . . , 5, A,B}, where the nominal
current In is defined such, that all Ix are di-
mensionless. Ix,true is the current that is actu-
ally applied to the coils and nw denotes the
number of windings per coil. This follows the
convention used in [32].
The parameter space spanned by the coil cur-
rents is six-dimensional since the effects of the
magnetic field strength are negligible.
2.3 Parameter Space Choice
The strike line is mainly influenced by the
topology of the magnetic field ~B at the edge.
The topology of ~B is to a large degree deter-
mined by the rotational transform ι (cf. Sec-
tion 2.2), which is a measure of how much a
field line moves poloidally for one full toroidal
turn. In stellarators, ι is primarily determined
by the currents in the magnetic coils rather
than those running inside the plasma. We re-
fer to this plasma-current free contribution as
ιCF . ι is heavily dependent on the values of IA
and IB. If IA + IB < 0, ι is increased and vice
versa. Plasma currents can similarly change
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(a) All 50 modular (blue) and 20 planar coils
(black) [31]
A B B A
1 2 235543 4 1
Control Coil
(b) Coils contained in one module with modular
coils 1− 5 (red) and planar coils A, B (blue).
Adapted after [32]
Figure 6: Overview of the W7-X main coil sys-
tem
ι but these plasma effects can be effectively
mimicked by adjusting coil currents [31]. In
particular, the ι changes due to plasma cur-
rents are roughly equivalent to changes caused
by the currents IA and IB in the planar coil
systems. While it is complicated and compu-
tationally intensive to calculate the plasma
currents that change ι, it is straight-forward
to calculate the essentially equivalent changes
in ι caused by IA and IB. For this reason,
the NNs are trained to reconstruct the sum of
the modular currents IA and IB of an ι-scan
rather than reconstructing the toroidal plasma
current.
Table 1: Planar currents IA and IB of OP1.1
ι-scan experiment and simulation. The
number of distinct configurations in the
scan is labeled “# configs”.
IA IB # configs
experiment 0.13 [0.00, 0.13] 6
simulation 0.13 [−0.05, 0.18] 1001
On 2016/03/09 several experiments were con-
ducted, where a modest ι-scan was made (see
e. g. [5]). IB was varied from its standard
OP1.1 normalized value of 0.13 (correspond-
ing to 5 kA per turn), down to 0 while IA
was kept constant at 0.13. Strike lines from
this experiment were also simulated(cf. 2.4.2)
with a much closer spacing than that obtained
with actual OP1.1 plasmas. The simulated
data also extends this range by 0.05 in both
directions. Table 1 lists the normalized cur-
rents of this experiment as well as those of the
simulations.
2.4 Data Set Creation
In the following we discuss all steps necessary
for the generation of NN training data. First
the experimental IR data processing is dis-
cussed. Subsequently the process of strike line
simulation is described. For several reasons, a
post processing applied to both experimental
and synthetic data is necessary before the data
Page 7 of 16

















Figure 7: Selection of eight frames from the
DIAS diagnostic, recorded during dis-
charge “20160309.007” at IB = 0.13
in heat flux representation. The cho-
sen frames (respective frame numbers
written below) display the plasma build
up and break down. For this exper-
iment, a stable plasma-wall interac-
tion occures from frame 18 till 34.
The frames depicted only show that
half of the limiter which was observed
by the camera. For a comparison
of strike lines at different IB, one
frame from discharge “20160309.035”
(IB = 0.00) is shown on the right.
can be used as a NN input. This is elaborated
in Section 2.4.3.
2.4.1 IR Data Processing
The OP1.1 ι-scan covers IB specified in Ta-
ble 2. As mentioned above, two IR cameras
where installed in OP1.1 (cf. Figure 1b). One
long-wavelength (8 - 14µm) µ-Bolometer cam-
era from the company DIAS, able to operate
in a 3 T magnetic field and a mid-wavelength
(3 - 5µm) CCD chip camera from the company
FLIR. Both observe only parts of the limiter
while other parts are shadowed (obstructed
views). The FLIR camera observes only the
center of the limiter. The DIAS camera faces












(b) Limiter heat flux
density correspond-
ing to Figure 8a in
three dimensions
Figure 8: Pseudo-color display of raw
and processed data of discharge
“20160309.007”
Table 2: Summary of available DIAS data for
OP1.1 ι-scan from 2016/03/09. All
modular coil currents were equal, that
is I1, · · · , I5 = 1. IA = 0.1300 for all
experiments of that day. IB is given
in the first column. The following col-
umn gives the number of discharges
where reliable IR data were available.
The column labeled “# frames” denotes
the total number of frames with stable
plasma-wall interaction, i. e. durable
strike line.
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Since the limiter strikeline is expected to be
symmetric about the center of the limiter, ob-
serving one side of the limiter is sufficient to
infer the full strike line. Thus we focus on the
DIAS camera as an input.
Each IR video is processed in several steps to
obtain the heat flux q (in W/m2) [33].
Mapping 2D to 3D In order to account for
geometry effects, the sequence of such
IR pictures is mapped onto the 3D CAD
model of the limiter [34]. Result of this
procedure is a 3D temperature map, as-
suming the surface to behave like a perfect
black body with an emissivity of 1.
Emissivity correction In reality, the emis-
sivity of graphite is smaller than 1. Fur-
thermore, over the three months of OP1.1
the emissivity of the limiter tiles became
nonuniform. This effect was explained
in terms of surface layer depositions cre-
ated during plasma operation [35], was
quantified, and the data were corrected
accordingly, yielding absolutely calibrated
surface temperatures of the limiter as a
function of time.
Heat flux This surface temperature is the
result of the heat capacity and heat con-
ductivity of the graphite combined with
the time-history of the incident heat flux
on the carefully shaped limiter surface.
The THEODOR (THermal Energy Onto
DivertOR) algorithm [36] utilizes the
temperature-dependent material proper-
ties and the measured time-dependent
temperatures to deduce the heat fluxes.
This typically reveals a pair of strikelines
on either side of the limiter, one of which
is the subject of this analysis.
Interpolation As a last step, we interpolate
the resulting discrete heat flux map to
retrieve a continuous heat flux distribu-
tion on the limiter surface as shown in
figures 7 and 8b.
Dark frames are removed. Furthermore, the
plasma build up and break down is discarded
(a) Heat load, repre-
sented by strike
point density from
a field line diffusion
process
(b) DIAS camera data
with nine regions
defined for the NN
input (enclosed by
red lines) and µ(~r)
(black crosses)
Figure 9: Front views of heat load representa-
tions on limiter in module 5 at dis-
charge “20160309.007”.
(see Figure 7). The remaining frames i. e. time
spans of stable plasma-limiter contact, serve
as the basis for further processing.
2.4.2 Strike Line Simulation
The size of the training data set strongly deter-
mines the performance of the NN after it has
been trained. Since the amount of data for lim-
iter operation is low, especially for the OP1.1
subset of the ι-scan (cf. Table 1), the data set
is complemented by simulated strike lines. For
the proof of principle, we make use of several
approximations, described below. The input
creation can be broken down into sequential
parts.
~B creation A fast algorithm based on the
Biot–Savart law generates ~B from the
W7-X coil currents. β-effects like Pfirsch-
Schlüter currents can be neglected since
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the discharge β are small yet, where
β = p
B2/2µ0
is the ratio of thermal to mag-
netic pressure. The coil geometry used
was created by modifying the ideal coil set,
taking into account preload and electro-
magnetic forces as well as dead weight
cool down at modular coil currents of
6 kA and planar coil currents of 2.3 kA
each [37].
Field line diffusion The approach to sim-
ulate particles and heat transport from
the plasma core to the edge is as follows:
Pseudo-randomly distributed particles are
generated on the LCMS, assuming that
the energy flux across the LCMS is uni-
form on the surface. Then particles fol-
low their field lines, taking small random
steps perpendicular to the field to sim-
ulate cross-field diffusion. If a particle
trace intersects a material component the
trajectory is stopped and the particle is
registered as having hit the surface of the
object through which the particle entered
the object. The algorithm is described
in more detail in [38], and it neglects
the effects of magnetic drifts. The rele-
vant parameters for the diffusion process
are perpendicular diffusion coefficient D⊥,
collisional mean free path λ and velocity
v. Values assumed for these constants
are D⊥ = 1 m2/s, λ = 0.1 m and four
different values for v between 1.4× 105
and 2.8× 105 m/s. They are empirically
justified in [31, Chapter 3.3]. A number
of 8000 diffusion traces proved to be fast
as well as robust in terms of strike line
characteristics.
DIAS emulation The strike zone is typi-
cally two strike lines, one on either side of
the limiter. As only one side is fully cov-
ered by the DIAS view, the field diffusion
points on the far side are mirrored (with
stellarator symmetry: x→ −x, z → −z)
to that side. The simulation procedure
described above provides the strike line
heat load, represented by the strike point
density (e. g. Figure 9a).
2.4.3 Strike Line Partitioning
To make the NN robust towards noise, aver-
aging quantities are extracted from the strike
line and serve as input.
The raw simulation and experiment data are
significantly different because simplifying as-
sumptions were made in the simulation (cf.
Section 2.4.2). NNs trained on synthetic data
but applied to reality may perform poorly.
This problem is known in the machine learn-
ing community [39, Chapter 2.3.3].
In the following, processing steps are described
to transform the simulated and experimental
data sets in such a way that the NN can hardly
distinguish them. The 80 % quantile is applied
to the IR data as the threshold limit qthr for
the local heat load. For each triangle i on
the CAD triangulated limiter, this threshold
is implemented by setting qi = 0 for qi < qthr.
Each data set is split into nine regions, roughly
following the natural geometry of the nine
limiter tiles as shown in Figure 9b. For each
of those nine regions, we compute the center







with n triangles per section, where each trian-
gle i has the properties centroid ~κi, area Ai
and heat flux qi.
The NN inputs are
∆~µ = ~µ− ~µref, (9)
with ~µref = ~µ(IB = 0), separately for experi-
ment and simulation. This processing is intro-
duced in order to be independent of the origin
of the coordinate system in each region and
diminish the offset between the two data sets.
As an example, Figure 10 depicts all three spa-
tial components of ~µ = (µx, µy, µz)T for the
section corresponding to tile 4. ∆µx and ∆µy
show a similar behavior, except for a constant
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Figure 10: The images show three different NN
inputs depending on the planar coil
current. The data presented in each
graph are training set (blue), valida-
tion set (green) which are both based
on simulations, and the experimen-
tal test set (red). The training and
validation set are based on four dif-
ferent field line diffusion velocities
to illustrate different collisionalities
(cf. Section 2.4.2) which leads to dis-
tinguishable curves.
scaling factor. Since the NN will rescale the in-
put to a standard deviation of 1 (cf. 2.1), this
factor vanishes. Thus only ∆µx and ∆µz are
given to the NN. As expected, we observe sys-
tematic differences between simulation and ex-
periment. For example, ∆µz is slightly above
the mean simulation result for IB < 0.05 while
it is below the simulation trend for the other
half.
The variability of ∆~µ stems from the ran-
dom processes and different velocities used
for field line diffusion simulation described in
Section 2.4.2.
3 Results
In the following, we present the results of the
IB prediction. They were created with the
same input parametrization (cf. Section 2.4.3)
and NN architecture (see Section 2.1).
3.1 IR Data
A NN is trained and tested on all available
IR data from the OP1.1 ι-scan. This means
in particular, only six different IB values are
available for training, validation and testing.
Figure 11 shows IB, reconstructed from the
strike line, in dependence of the actual target
value of IB. Here, as well as in all following
figures, the NN validation is displayed by
means of red circles. The independent test
sets are depicted in terms of blue triangles.
In case of an optimal reconstruction, target
and NN output turn out equal, indicated by
the dashed line. It can be seen that the NN is
able to reconstruct IB sufficiently well, since
the points for the test set scatter closely and
symmetrically around the target IB. This is
quantified by a rmse of only 0.010 for the
validation as well as the test set. Because
only six different magnetic configurations are
available here, the NN is not expected to
perform well for the interpolation between the
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Figure 11: NN performance, on IR data only.
Red circles represent the validation
set while blue triangles identify mem-
bers of the test set.
given currents. This can be seen in Figure 12a,
where rmse for validation is 0.016 and 0.023
for the test set which is 40 % larger. As one
might expect, the rmse for extrapolation
differs by more almost one order of magnitude,
namely 0.007 for validation and 0.047 for the
test set. Figure 12b shows this behavior.
3.2 Combination of IR and Syn-
thetic Data
To obtain a sufficient amount of training data,
we simulate the limiter ι-scan described in
Section 2.3. As with the previous result on
experimental data, IB is well reconstructed
by a NN, trained with simulated data leading
to an rmse of 0.014 in both validation and
test set. Additionally, the NN trained with
synthetic data can now be tested with IR data,
i. e. in the process of training, the NN was
never exposed to any subset of this test set,
neither implicitly (validation set) nor explicitly
(training set).
The test is performed with all DIAS frames
























Experiment IB 6= 0.04
Experiment IB = 0.04
(a) Interpolation performance, demonstrated by
training and validating with five out of the six
IB, and testing on the remaining IB = 0.04
























Experiment IB < 0.1
Experiment IB > 0.1
(b) Extrapolation performance, demonstrated by
training and validating with the lowest four
out of the six IB, and testing on the remaining
two IB values
Figure 12: NN performance on IR data corre-
sponding to Figure 11. Red circles
represent the validation set while blue
triangles identify members of the test
set.
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given in Table 1. The green squares in Fig-
ure 13a show the performance for this data set.
The experimental data follow the trend of the
dashed line with an rmse of 0.029. We observe
a small but clear and systematic underestima-
tion of IB of −0.026± 0.001 on average; this
causes the larger rmse as compared to the
validation set. The reason for this offset is not
yet clear to us but is under investigation.
Though the test set does not perform as well as
the validation set, the performance can already
be considered a success, considering the rela-
tively small discrepancies and the complexity
of the problem (cf. Section 2.4.3).
We examine now whether training with a sub-
set of experimental data improves the NN per-
formance for such experimental data with no
corresponding target IB in neither training nor
validation set. The only change as compared
to Figure 13a is introduced by adding all IR
data with target IB below 0.1 to the training
and validation set. This way, the NN should
learn to neglect systematic differences between
simulation and experiment. The discrepancy
is significantly reduced as compared to the
only simulation trained NN, quantified by an
rmse of 0.023. Still, the reconstruction under-
estimates IB.
Note that the validation rmse of 0.013 for this
NN is similar to that of the NN presented in
Figure 13a, although it is trained with a mix-
ture of experimental and simulated data. In
Section 3.1, we demonstrated the poor inter-
polation as well as extrapolation ability of the
NN with few target IB. The NN presented here
clearly outperforms the extrapolation result
discussed in Section 3.1.
4 Conclusion
It was shown here that neural networks are
capable of reconstructing the magnetic configu-
ration in terms of its ι value, with experimental
observations of limiter heat loads performed



























(a) NN trained on simulation and tested with sim-
ulated and experimental data


























(b) Training and validation set are supported by
the full experimental data set with lower 2/3
of IB to improve the reconstruction perfor-
mance of the NN extrapolating towards upper
1/3 of IB.
Figure 13: Performance of NN based on sim-
ulation data. Red circles represent
the validation set while blue triangles
and green squares identify members
of the test set.
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during an ι-scan during the first experimental
phase of Wendelstein 7-X. The NNs operated
on real IR as well as simulated data. The NNs
trained on simulated data can reconstruct con-
figurations from IR data with sufficient accu-
racy. An even better performance is reached
when the NN training set is based on a combi-
nation of simulated and parts of the IR data.
It is expected that this approach will lead to
a capability of extracting key physics parame-
ters (of which ι is perhaps the most important)
in real-time in future divertor operation, based
on IR camera data and possibly other diagnos-
tic signals as well. Such a system would play
a major role in a real-time divertor operation
control system on Wendelstein 7-X.
Further improvements in the ensemble of NN
architecture and the data parametrization are
subjects of ongoing work. In the upcoming
OP1.2 with installed divertors we plan experi-
ments with iota scans and non-negligible Itor.
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1. Introduction
In machine learning, the size of the data set on which an arti-
ficial neural network (NN) is trained is crucial for a good 
performance. However, there are many cases where the car-
dinality of real (i.e. measured) data is limited. This issue may 
be addressed by complementing the available data with simu-
lations. The underlying model for a simulation is generally 
not complete. Simplifications are made, in particular to make 
the model computationally solvable within a reasonable time, 
given available computing power. Therefore, simulations and 
experiments often show systematic differences. On the other 
hand, these reduced models are useful since they reproduce 
many, and often the most important, measured features of the 
experimental data.
Other important factors for the performance of a NN are 
the architecture of the NN [2, 3] and appropriate parametriza-
tion [4] of the input data.
These rather general issues are present, and will be 
addressed in this article, for the specific case of heat loads 
onto the plasma-facing components of the fusion experiment 
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Wendelstein 7-X (W7-X) [5], which recently went into opera-
tion. Experimental data are still scarce, and the interactions 
between the edge plasma and the plasma-facing components 
are multifaceted and complicated, involving at least plasma 
physics, atomic physics, chemistry, and solid state physics, so 
that state-of-the-art codes such as EMC3-Eirene [6, 7] do not 
yet capture all the important dynamics. The focus is on devel-
oping NNs that, trained on simulated data, supplemented with 
a very limited number of experimental data, generalize well 
onto experimental data. Our specific example is the training of 
a NN using simulated and experimental observations of W7-X 
heat load patterns to reconstruct ι-, a property of the magnetic 
field at the plasma edge that determines the heat load patterns. 
The future practical application of this NN will be a part of a 
real-time control system, ensuring the control and safety of all 
W7-X plasma facing components.
In the next section  we briefly explain the essentials 
regarding W7-X, heat load pattern retrieval from infra-red 
cameras and a proper formulation of ι-, followed by a defini-
tion of the data set composition. The two used NN architec-
tures are described and the parametrizations introduced before 
the NN performance is presented and analyzed.
2. Methods
2.1. Context for the neural network application
W7-X is a world-leading, relatively large experiment of the 
stellarator type [5] (16 m outer diameter, 30 m3 confinement 
volume). It has a carefully tailored magnetic field configura-
tion designed to confine hot plasma and aims to explore if 
this concept can be scaled up to yield net energy production 
from thermonuclear fusion processes. This paper focuses on 
the optimization of a neural network that is to become an 
important piece of a real-time control system for the heat and 
particles exhausted by the plasma onto the components spe-
cially designed to absorb these heat and particle loads. For the 
present studies, these plasma-intercepting components were 
so-called limiters (figure 1(c)), but later divertor modules 
are used. Perhaps the most important parameter determining 
the spatial heat load distribution onto these components is 
the magnetic winding number ι-. It describes how many full 
poloidal turns a magnetic field line performs when performing 
one full toroidal turn, and is around 0.9 for these studies. 
Figure 1. Overview of essential parts of W7-X in its first 
experimental campaign. (a) Top–down CAD view of the W7-X 
inner vessel, showing sight lines of the IR camera system for the 
limiter setup with cutaways in modules three and five as used in the 
first experimental campaign. On this scale and view, the limiters 
are small (green). One segment of the total 50 modular (blue) and 
20 planar coils (black) is overlaid in modules 1 and 2. (b) Coils 
contained in one module with modular coils 1–5 (red) and planar 
coils A, B (blue). One module is point symmetrical towards its 
center. Adapted with permission from [8]. (c) Side view of the 
W7-X limiter in module 5.
Figure 2. Front views of heat load representations on limiter in 
module 5 at discharge ‘20160309.007’. The right side of the limiter 
is ignored since it is largely obstructed from the camera view. (a) 
Heat load, represented by strike point density from a field line 
diffusion simulation. (b) Heat load, calculated from DIAS camera 
data.
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Therefore, we started investigating if a NN could determine 
ι- given, as input, measurements by infrared (IR) cameras of 
heat load patterns. Figure 1(a) shows an overview of W7-X 
and IR camera views. Our first results were recently published 
showing that indeed this is possible [1]. The present paper is a 
systematic attempt to further improve the performance of NNs 
for this application, by investigating how the pre-processing 
of the input data, the character and quantity of training sets, 
and the NN architecture affect the performance.
Following the previous paper, we train the NNs to estimate 
the current in coil set B (figure 1(b)), IB, appropriately nor-
malized, instead of ι- itself, but this is a technical detail. For 
these studies, numerical and experimental, there is a one-to-
one correspondence between the two.
For details regarding the underlying physics and data origin 
(experimental as well as synthetic) we refer to [1]. Figure 2 
shows an example of a heat load pattern on the limiter from 
W7-X module 5 for vacuum field line diffusion simulation 
(figure 2(a)) as well as IR data (figure 2(b)) at the same magn-
etic configuration. The right half of the limiter is shadowed 
from the IR camera view. Some basic characteristics are sim-
ilar, e.g. the maximum heat load is located at the third limiter 
tile. However, in detail, the structure of the IR observation is 
not reproduced.
2.2. Data sets
The investigated data sets result from experimental and 
simulated ι- scans of W7-X. The scans were performed by 
varying the current in one coil set, planar coil set B (see [1, 
section 2.3]). The simulation set S was created by the field 
line diffusion approach described in [1, section  2.4.2] with 
|S| = 3993.
The experimental set of processed IR data I comes from 
six different experimental magnetic configurations that were 
investigated. For each magnetic configuration, two to five 
sets of data were taken, giving a total of 16 IR videos (see [1, 
section 2.4.1]).
Each IR video corresponding to one experiment contrib-
utes on average 20 frames for the same value of IB, leading to 
a total cardinality of |I| = 319.
A subset I ⊂ I with |I| = 190 is defined such that I as 
well as I \ I cover all six experimental settings. Each of these 
two sets contain either all or none of the frames of each single 
experiment.
A mixed set is defined as M = (S ∪ I) \ I.
To determine NN quality, three disjoint subsets, namely 
training set, validation set and test set have to be defined.
2.3. NN architectures
Three NN architectures were compared. Since the data set is 
very limited, the number of free parameters must be kept low 
to avoid overfitting. The first one is a fully-connected feed-
forward neural network (FFNN) with 3 layers of 64 nodes 
each with tanh activation function and L2-regularization 
with a factor of 0.001. The second one is mainly based on 
convolutional layers [9] as shown in figure 3. Three consecu-
tive convolutional layers are followed by two fully-connected 
layers with 64 and 1 nodes, respectively. The number of filters 
in the convolutions are (in ascending order) 4, 8 and 16 with 
a kernel slide of 1. The third NN architecture starts with an 
inception module as defined in [10] but instead of a very deep 
structure as suggested for the large ImageNet data set [11] it 
is followed by pooling [12], a 1× 1 convolutional layer and 
two fully-connected layers, as shown in figure 4. The number 
of filters in all convolutions within the inception is 4, it is 8 
for the following convolution and there are 16 and 1 nodes 
within the last two fully-connected layers, respectively. The 
pool kernel within the inception module has the dimension 
3× 3 and the pool kernel dimension is 2× 2 for the one fol-
lowing the inception module. All the kernel slides are 1 except 
for the pool following the inception, which has a slide of 2. 
In the last two architectures all activation functions except for 
the last layer are rectified linear units (ReLU). Because the 
NNs are designed to solve a regression problem, the activation 
function of the last layer is the identity. The analysis of the 
parameters presented in the following section 2.4 is mainly 
performed using the convolution neural network. For the other 
two networks only examples are shown.
Weights are initialized randomly as recommended in [13] 
and biases are initialized as zero. The weights and biases are 
iteratively improved by the adam optimizer [14] during the 
training process. Early-stopping is applied as soon as the 
validation loss-function increases. The implementation is 
done in TensorFlow [15]. The calculations are computed on 
a workstation with two Intel Xeon CPU E5− 2650 and four 
NVIDIA GeForce GTX 1080 Ti.
2.4. Parametrization
The heat load is given on an unstructured triangular grid that 
represents the CAD structure of one limiter. This data is trans-
formed affine from W7-X coordinates to an orthogonal ξ, η, ζ - 
coordinate system, where ζ points in the direction of nm, the 
normalized mean of the normals of all triangles forming the 
limiter. The rotation is achieved by the matrix R with
Figure 3. Structure of NN with three convolutional layers: the grey elements represent convolutional layers with their associated kernel 
sizes indicated.
















Each axis is scaled such that the minimal value in this coordi-
nate is 0 and the maximum value is 1. An example for such an 
affine transformation is shown in figure 5 for a half cylinder 
with remote resemblence to the W7-X limiter. Only triangles 
within a tight bounding box around the limiter are considered 
for the parametrization.
2.4.1. Partitioning. The ξ, η- space is then divided by various 
2D grids with sizes described in table 1 and shown for simu-
lations and experiments in figures 6(a) and (b) respectively. 
There are no divisions in the ζ direction.
The first three columns in table 1 show one dimensional 
partitionings. The inception NN is applied only for inputs 
of dimensionality of at least 5× 5. However, for the one-
dimensional inputs the convolutional kernel dimensionality is 
reduced from that presented in figure 3 such that it does not 
exceed the input dimensionality.
2.4.2. Extracted characteristics. For each element p of the 
partitionings, characteristic values can be extracted. One is the 
heat-load-weighted spatial mean




(ξpi, ηpi, ζpi)i=1,··· ,np
)T
∈ R3×np (3)







∈ Rnp , (4)
with number of triangles per partitioning np, triangle areas 
Api, and triangle heat load qpi (in Wm−2). The weighted cova-











with vector of ones Jnp  of dimension np and element-wise 
multiplication . Another statistical characteristic is the spa-




with element-wise square root and the operator diag() which 
extracts the diagonal elements of a matrix. The direction 
vector δp , calculated as the eigenvector corresponding to the 
largest eigenvalue λmax of Cov(Ξp) can be characteristic as 
well.
This parameter is inspired by divertor heat load patterns 
which show a more complicated shape [16]. The last exam-
ined parameter is the relative heat load
Figure 4. Structure of NN with inception module: the grey elements represent convolutional layers with associated kernel sizes indicated. 
The blue elements are max-pooling layers and the white elements are fully-connected layer.
Figure 5. Sketch of the affine transformation from Cartesian coordinates x, y, z to ξ, η, ζ .













defined as the absolute heat load.
Three combinations of those parameters are studied as 
NN input: (µ, σ), (µ, δ) and ρ  exclusively. In figure 6 ρ  is 
shown for simulation and experiment of the same phys-
ical condition. Note that the input dimension of the NNs is 
batch size× nξ × nη × input channels, with input channels 
being 6 for the cases (µ, σ) as well as for (µ, δ) but 1 for ρ . In 
the case of ρ  as parameter, the 1× 1 convolutions within the 
inception module (see section 2.3) perform rather trivial oper-
ations. Whether this affects the performance was not investi-
gated. Pooling layers are used for all partitionings to achieve 
comparable architectures, although they may not be impor-
tant for smaller partitionings. The number of free parameters 
resulting from the chosen NN type, partitioning and character-
istic is shown in figure 7.
We define the following notation to describe the NN 
settings:
f(train, validate, test)parametrizationpartition, architecture , (9)
where f can be any function.
For example rmse(S90, S10, I)ρ9×5,inception  refers to the root 
mean square error of an inception NN trained as well as valid-
ated on samples from set S and tested with experimentally 
observed IR data I, requiring a 9× 5 input of relative intensi-
ties ρ . S90 ⊂ S and S10 ⊂ S with S90 ∩ S10 = ∅ refer to two 
disjunct sets for training and validation consisting of 90% 
and 10% of the samples within S respectively. Given a single 
term in the brackets implies that training, validation and test 
data sets are disjunct and subsets of the same super set. If one 
describing parameter is omitted, the entirety of all possible 
parameters of that kind is referred to. So (S)ρ9×5 describes 
all NNs parametrized by ρ  and partitioned into 9 times 5 
parts with both of the two considered architectures. They are 
trained, validated and tested on subsets of S.
3. Results
The convolutional NN performance for all tested settings is 
shown in figure 8. These two graphics depict the rmse depend-
ence on the partitionings defined in section 2.4.1. The NN per-
formances measured in terms of the rmse are divided into 10 
groups representing the partitioning. Within each group the 
parameter choices are shown. To avoid false conclusions by 
statistical outliers, an ensemble of 27 NNs trained with the 
same settings has been calculated. Variations are the random-
ness of the weight initialization and the mini batch sampling 
as well as different learning rates and batch sizes. Markers and 
bars indicate the mean rmse (rmse) and the associated 95% 
confidence interval for the mean respectively. The confidence 
interval has been calculated by bootstrapping [17]. The true 
possible values of IB range between −0.05 and 0.18. In order 
to facilitate the evaluation of the NN reconstruction quality, 
a reference value of 10% of the total IB range is marked by 
the dotted, green line. The figures 9–11 depict subsets of the 
Table 1. Dimensions of the used partitionings and total number of 
elements.
nξ 2 4 9 9 15 18 27 36 72 144
nη 1 1 1 5 6 8 10 12 15 30
nξ · nη 2 4 9 45 90 144 270 432 1080 4320
Figure 6. Comparison of relative heat load between simulation and 
experiment for four exemplary partitions. The color scale ranges 
from 0 to the maximal value of each plot respectively.  
(a) Simulation. (b) Experiment.
Figure 7. Free parameters of the NNs depending on the 
partitioning, the parametrization and architecture type logarithmic 
scaled in the y-axis. Note, that for the convolutional NNs and the 
inception NNs the number of free parameter is almost independent 
from the parametrization.
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outcomes shown in figure 8 to clarify the observations, while 
figure 13 compares the different NN architectures as an addi-
tional hyperparameter.
3.1. Simulation trained NNs
The results of the NNs trained on S are shown in figure 8(a). 
It can be seen that (S)ρ performs well with both NN archi-
tectures for partitionings up to 36× 12. The rmse is minimal 
at the partitioning 9× 5 and increases with finer as well as 
coarser resolution. The NNs (S)µ&σ and the (S)µ&δ perform 
especially well for the coarse partitionings between 2× 1 
and 9× 5. For finer partitionings the performance decreases 
gradually. This can be understood contemplating the 
decreasing information content per section  with shrinking 
section size.
On the basis of figure 8(a) we investigate the performance 
of NNs characterized by (S) versus (S90, S10, I). A good per-
formance of the NN (S90, S10, I) would be advantageous since 
it would indicate applicability to new, never conducted experi-
ments. Although it would be preferable, the evaluation indi-
cates that this is not the case.
We observe not only that rmse(S) rmse(S, S, I), but also 
that rmse(S, S, I) significantly exceeds the 10% IB range. The 
NNs (S90, S10, I) are specialized onto patterns of S. Those 
patterns are not suitable to determine IB from experimental 
data. The fundamentally different magnitude of the width of 
the rmse confidence intervals CI(S, S, I) as compared to CI(S) 
points towards the same reason.
Both parametrizations including µ show a decreasing per-
formance with growing resolution. Only a marginal difference 
between rmse(S)µ&δ and rmse(S)µ&σ can be observed. The 
rmse (S) range seems independent of the architecture.
Figure 8. Average rmse with 95% confidence level for various 
parametrizations and limiter partitionings. In case of smaller 
rmse than 10% of the IB range a sufficient reconstruction 
of IB has been achieved. (a) Logarithmic representation of 
rmse(S) and rmse(S90, S10, I). (b) Logarithmic representation of 
rmse(M90,M10, I) and rmse(I).
Figure 9. The development of rmse(S)Convρ  and rmse(M90,M10, I)Convρ  
are compared for the increasingly refined partitionings. Especially for 
coarse and extremly fine partitionings the behavior is similiar.
Figure 10. The development of rmse(M90,M10, I)Convρ ,
rmse(M90,M10, I)Convµ&σ  and rmse(M90,M10, I)Convµ&δ  are compared 
for the increasingly refined partitionings. Over all partitionings µ & 
σ and µ & δ behave similary while ρ  performes clearly better for 
fine partitionings.
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3.2. NN trained with simulation and experiment
Since S based training did not lead to sufficient NN performance 
for application to I, some samples from I are provided during 
training and validation, i.e. M and I as defined in section 2.2 
are used. With this procedure, we intend to force the NNs to 
consider patterns present in both S and I during training. The 
performance of the NNs (M90,M10, I) is compared to NNs 
trained, validated and tested with the small amount of avail-
able experimental data only, i.e. (I37, I4, I). Note, that the 
performance is tested with the same set I. Figure 8(b) depicts 
this comparison. The upper end of the occurring rmse range is 
reduced by two orders of magnitude in this figure as compared 
to 8(a). As in the case of NNs trained with S, the parametriza-
tions by ρ  yield the best rmse for partitionings between 9× 5 
and 36× 12 while the µ based parametrizations are best for 
one dimensional partitionings decreasing in performance with 
growing resolution as visualized in figure 10.
For two-dimensional partitionings, we observe in figure 11 
rmse(M90,M10, I) < rmse(I), as intended by training on 
M. In the case of coarse partitioning, training with M has no 
advantages above direct training with I.
The most impressive results were found for resolu-
tions between 9× 5 and 36× 12, for (M90,M10, I)ρconv. In 
order to display the good reconstruction quality, we choose 
a representative rmse, namely median rmse, of the NNs 
(M90,M10, I)18×8,Convρ , as seen in figure 12. The rmse is 0.008 
which is 3.5% of the IB range, so the median rmse is clearly 
below the 10% IB range threshold. The results clearly outper-
form those of the NN in [1], where the best rmse was 0.029.
In table  2 the mean training and validation times of NN 
with 18× 8 and 144× 30 data input are listed, which rep-
resent the best performing NNs and the largest NNs respec-
tively. The training time is measured from the beginning to 
the end of the optimization process, while the validation time 
represents the time it takes to calculate the loss for the valida-
tion set once. Training time is in the order of minutes and does 
not only depend on the NN size but also on the early-stopping 
Figure 11. The development of rmse(M90,M10, I)Convρ  and 
rmse(I)Convρ  are compared for the increasingly refined partitionings. 
Especially for partitionings between 9× 5 and 27× 10 the mixed 
training leads to a clearly better NN. The performance for 18× 8 is 
shown in more detail in figure 12.
Figure 12. For the median of rmse(M90,M10, I)18×8,Convρ  the fitting 
performance on the validation set (red circles) and test set I (blue 
triangles) is shown. On the x-axis are the target values and on the 
y-axis are the NN reconstructions. An ideal result would be the 
identity, shown by the dashed line.
Table 2. Mean calculation times in ms for one training cycle until 
the early-stopping criteria is reached, and calculation time for 
a single evaluation of the validation set for the best performing 
partitioning with 18× 8 elements and the largest one with 144× 30 
elements.
Partitioning Conv Inception FFNN
18× 8 Training 0.9 · 105 4.2 · 105 1.0 · 105
144× 30 Training 1.1 · 105 1.9 · 105 0.6 · 105
18× 8 Validation 8 10 5
144× 30 Validation 17 19 9
Figure 13. The performance between the fully-connected feed-
forward NN, the convolutional NN and the inception NN is 
compared by examining the corresponding rmse(M90,M10, I)ρ. 
While the feed-forward NN is clearly outperformed regarding the 
precision, it can not be observed that the convolutional architecture 
is significantly better than the inception NN.
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criteria. The complete validation set is evaluated within mil-
liseconds, which guarantees real-time applicability.
Changing the NN architecture to an inception model seems 
to slightly but not significantly improve the performance for 
finer partitioning as seen in figure  13. This behavior is not 
completely unexpected, as the inception model does not take 
advantage of the ‘parallelization’ unless very large problem 
sizes occur. Such larger sizes will be relevant in the future 
when dealing with the more complex divertor of W7-X instead 
of the limiter. The FFNN is clearly outperformed by the con-
volutional NN as well as by the inception NN.
4. Conclusion and future work
It was shown here that it is possible to reconstruct an impor-
tant property of the W7-X edge magnetic field structure from 
limiter heat load patterns with even better accuracy than 
earlier reported in [1]. The main challenge was to deal with 
sparse experimental data given. A naive approach to apply 
NNs trained and validated with synthetic data to experimental 
data showed good performance only in a minority of cases. 
After such a training process most NNs focus on patterns not 
present in the experimental observations.
For a more targeted training and validation, a mixture of 
experimental and synthetic data is formed for the training pro-
cess. This approach resulted in convincing NN performance 
for certain NN input processing. Partitioning the limiter with 
resolutions between 9× 5 and 36× 12 and defining the NN 
input as the heat load in each part divided by the maximum 
heat load of all parts results in better performance compared 
to NNs trained, validated and tested with experimental data 
only. The low number of experimental results probably leads 
to overfitting in these nets but the added simulation data 
diminished these effects. We created NNs that extract relevant 
patterns from experimental as well as from synthetic data sets 
to reconstruct an important parameter of the magnetic field at 
the edge. With this systematic approach NNs were found to 
outperform the results found in [1].
The upgraded W7-X with installed divertors will be the 
next object of interest. We will start the investigation with a 
parametrization based on a two-dimensional partitioning of 
the heat load. Favoring one of the two examined NN archi-
tectures a priori and excluding the other is not possible at 
this stage because neither consistently outperforms the other. 
The reached results are satisfactory, however it remains future 
work to investigate other methods such as generative adver-
sarial nets [18] to further enhance the reconstruction perfor-
mance when dealing with simulated and experimental data. 
These could learn to generate ‘experimental data’ and provide 
an additional supplement for real experimental data to train 
NNs which reconstruct plasma properties.
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Abstract
Within this research we present a method to speed up the simulation of convective heat loads onto the
plasma-facing components (PFCs) of the Wendelstein 7-X (W7-X) stellarator by a factor of approximately 20
with the same statistical precision as compared to the previous standard. The geometric models developed for
this are also designed to unravel the complex 3D PFCs onto a 2D picture-like input format which gives access
to the full set of image analysis tools like for example wavelet analysis or the applicability of convolutional
neural network (CNN) architectures.
The significant speedup of heat load calculation allows to simulate a massive data set of heat loads for
approximately 3× 104 magnetic configurations in edge rotational transform-radial axis shift space. To first
order, plasma dynamic effects like toroidal current development as well as beta effects mainly influence this
space which motivates the simulation in this scope.
A criterion to evaluate the safety of a magnetic configuration with respect to the convective heat load onto the
plasma facing components has been developed taking statistical fluctuations of the simulation into account.
This criterion, applied to the introduced data set, provides a map relevant for discharge planning and machine
safety.
The methods and concepts introduced herein could contribute to the safety evaluation of magnetic confinement
devices in general and are not specific for W7-X.
1 Introduction
Wendelstein 7-X (W7-X) is a stellarator type nuclear
fusion experiment [1, 2]. Three main goals were defined
for the project. The first, demonstrating the feasibility
of building a superconducting modular stellarator with
the required precision, has been reached, as shown by
the many successful experiments conducted already [3–
5]. A second objective is to demonstrate the accessi-
bility of plasma parameters close to those of a future
fusion power plant, which is ongoing work [6–9]. The
last is to prove the possibility of continuous opera-
tion [6]. To accomplish this, it is essential to protect
the plasma facing components (PFCs) from heat loads
exceeding the design specifications. We refer to this
case as ‘overload’.
Monte Carlo field line diffusion simulation is the
standard tool to calculate the heat load onto the PFCs.
It is a heavily used method for discharge planning and
evaluation. In order to obtain PFC heat loads with
statistical significance, it has so far been necessary to
simulate with O(106) single field line diffusion traces,
resulting in run times of roughly 10 hours. Due to
evolving plasma density, temperature and currents,
the PFC heat load is dynamic [5, 10–12] and multiple
simulations have to be performed. This can result in
days to weeks of simulation time.
With this work, we introduce new geometrical mod-
els of the most important W7-X PFCs, i. e. the di-
vertor, baﬄe and heat shield. The new models have
the same geometric fidelity as the original models but
are partitioned in a way that introduces the following
beneficial properties:
a) They reduce the necessary field line diffusion sim-
ulation time by a factor of 20 with the same or
higher statistical significance. Due to the signifi-
cant decrease in simulation time, high resolution
multi-dimensional magnetic configuration scans
become feasible.
b) The new partitions take into account physics and
engineering constraints of the respective PFCs.
c) They can be mapped to a two dimensional data
format well suited for heat load display and anal-
ysis. This mapping is not restricted to simulation
results but also applicable to experimental heat
loads calculated from Infra-Red (IR) temperature
data [13]. Notably, the format allows the applica-
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tion of convolutional neural network (CNN) archi-
tectures to the problem of PFC heat load feature
extraction since it is equivalent to a picture-like
array, preserving neighborhood relations between
the “pixels”. To be very clear: In the scope of
the present article no artificial neural networks
(NNs) or other machine learning (ML) techniques
are applied although they are envisioned. So far
heat load visualizations have either been realized
by a camera-matrix projection, where the com-
plex curved geometry is distorted [14, 15], or by
one-dimensional heat load quantification along a
predefined trajectory [15].
Furthermore, a new method is introduced that al-
lows a probabilistic assessment of the overload evalua-
tion for a given magnetic field and a power convected
along this field. This method considers each particle
trace of a field line diffusion simulation as a Bernoulli
process[16].
A high resolution two-dimensional magnetic config-
uration scan in rotational transform -ι and radial shift
∆R with in total 27 181 magnetic configurations and re-
spective simulated heat load patterns was performed.
These two properties have a major impact on the
plasma edge and thus the PFC heat load pattern [17]
and are closely related to the effect the toroidal plasma
current and plasma beta have onto the plasma edge
topology [5, 11, 18, 19]. The overload evaluation
method is applied to this main data set and reveals
safe or critical operation regimes for each magnetic
configuration in dependence of the convective power
onto the PFCs. Such overload maps are highly rele-
vant for the W7-X operation, as they allow to quantify
the risk of overload and hint at possible critical states
that could be reached by external actuation or occur
due to the development of plasma parameters.
In accordance with the line of argumentation pre-
sented above, the remainder of this paper is organized
as follows. In Section 2 we introduce W7-X and briefly
discuss its magnetic field. Section 3 holds the detailed
motivation and implementation of the new geometrical
models and presents the simulation time speedup in-
troduced thereby. In Section 4 the overload estimation
function is introduced and evaluated on the basis of
the -ι-∆R scan which is initially described. The paper
concludes with a summary and a short discussion of
future work which can be pursued on the basis of this
work.
2 The Wendelstein 7-X Mag-
netic Field
W7-X consists of ten half modules. Within each half
module, five superconducting non planar coils labeled
1 to 5 are providing the toroidal magnetic flux Ψ as






A finite -ι is necessary for the compensation of the
effects of the ~∇B drift. Two further superconducting
planar coils (labeled A and B) per half module allow
the superposition of a toroidal magnetic flux compo-
nent. Behind each divertor unit [20] (see Figure 1(a)
and Section 3.1), a so-called (island) control coil allows
the local alteration of the magnetic field providing the
possibility of changing phase and size of the outer
magnetic islands. All control coils can be energized
independently. Subsequently, only stellarator symmet-
ric fields are considered, which means that the control
coils behind the upper and lower divertor respectively
are controlled jointly with their counterparts in all
modules. The upper and lower control coils are la-
beled S1 and S2 (“S” referring to the alternative name
“sweep coils”). All coils described above are depicted
in Figure 1(b).
We normalize the relative winding currents to the





∀x ∈ {1, 2, . . . , 5,A,B, S1, S2}, where Ix,true corre-
sponds to the current applied to the coils and nx,w de-
notes the number of windings per coil. In the following,
the normalization current In is equal to n1,w · I1,true.
With this representation, the contribution to the over-
all magnetic field component created by coil type x
linearly scales with Ix.
Nine so-called reference magnetic configurations are
defined to represent particular points in the W7-X
configuration space [17]. They can be arranged in a
three-dimensional space of rotational transform (-ι),
radial shift (∆R) and mirror ratio (m).
Among these nine reference scenarios, five share simi-
lar values ofm. Changes in the magnetic configuration
due to internal plasma currents predominantly take
place in two of those dimensions, namely -ι and ∆R.
The mirror ratio can also be changed by internal cur-
rents but the magnitude of the change is much smaller
than that of -ι and ∆R.
In leading order, the rotational transform as well as
the radial shift are linear combinations of the planar
coil currents IA and IB [11], so for the rest of this
paper we shall use normalized versions of -ι and ∆R,



















is the matrix describing a rotation of 34pi. A high -˜ι
value corresponds to high rotational transform and








(a) Top-down CAD view of the W7-X inner vessel, showing
the field of view of the IR camera system for the divertor
setup. In the cutaway of module 1, the field of view of
the IR camera observing an upper divertor is depicted. In
module 3 the lower divertor is depicted together with the
field of view of the IR camera observing it. One fifth of
the total 50 modular (blue) and 20 planar coils (black) is
overlaid in modules 4 and 5.
A B B A
1 2 235543 4 1
S1 S2
(b) Coils contained in two adjacent half modules with modular
coils 1− 5 (red), planar coils A, B (blue) and control coils
(black). Each module is symmetric with respect to a radial
axis through its center. Adapted from [17].
Figure 1: Overview of essential parts of W7-X
positive ∆R˜ corresponds to an outward radial shift.
Second-order effects are slight deviations especially in
the mirror ratio. In the IA = −IB axis the value of
m is altered slightly due to the opposite sign of IA
and IB, so the inward and outward shifted reference
configuration have a small adjustment of the mirror
term by means of non-planar coil current adjustments.
3 Fast and Statistically Signif-
icant Convective Heat Load
Simulation
Field line diffusion (FLD) is frequently used to esti-
mate heat loads onto PFCs of magnetic plasma confine-
ment experiments. It is a Monte-Carlo approach where
particles are traced along the magnetic field lines. A
diffusive behavior is modeled by random displacements
in [0,
√
12D⊥λ/v] perpendicular to the field lines after
a random length x with the distribution p(x) = 1λe
− xλ ,
where λ models the mean free path length between two
collisions, D⊥ is the orthogonal diffusion coefficient
and v is the mean particle velocity [21]. The FLD sim-
ulation for a particle terminates, when it collides with
any PFC. D⊥/v is a physical parameter describing the
ratio of perpendicular to parallel transport. Since D⊥
actually describes turbulent transport, λ must not be
identified with a physical mean free path of particles
in the plasma edge. Rather it acts as a numerical pa-
rameter which must be small compared to the parallel
connection length in the scrape-off layer.
Compared with edge transport codes as e. g. EMC3-
Eirene [22], the FLD model has the advantage of much
lower calculation time, whereas the transport process,
in particular the dominant anormaleous transport per-
pendicular to the magnetic field, is simulated in much
the same way. Effects occurring at high edge densities
like plasma detachment [9] are of course not reflected
by FLD simulations.
Assuming a convective power Pconv reaching the
PFCs, the convective heat load qi onto the PFC seg-






with ntot the overall number of hits and the number
of hits ni per PFC segment with area Ai. Symme-
tries in magnetic fields and PFCs can be utilized to
increase the statistics by mapping the hit points onto
the smallest symmetric unit. This operation has to be
accounted for by introducing ζ in Equation (5).
In the case of the ideally symmetric W7-X mag-
netic field and for the PFCs used in the simula-
tion, the assumption of a five-fold toroidal period-
icity (qi(φ, z) = qi(φ+ 2pi/5, z)) describing the W7-X
modules, together with a symmetry inherent to each
module (qi(φc + φ, z) = qi(φc − φ,−z), where φc is
the toroidal angle at the center of each module) is
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justified. This allows for an increase in statistics or,
equivalently, the decrease in calculation time by the
factor of ζ = 10.
On the one hand it is important that the computer-
aided design (CAD) components resemble the actually
installed PFCs appropriately. This means that the
CAD surface has to consist of triangles of different sizes
which are usually smaller than the demanded spatial
heat load resolution on the other hand. In order to
retrieve statistically significant heat load patterns onto
these triangles, it is usually necessary to start O(106)
separate traces which will require a computation time
of above ten hoursI per magnetic configuration.
As long as only few heat load simulations are re-
quired, this poses no huge problem. However, FLD is
a heavily employed tool. FLD applications can mostly
be assigned to one ore more of the following categories:
Exploration problem: Magnetic configuration space
exploration or FLD parameter
scans in the search for mag-
netic configurations or parame-
ters with particular properties
[23, 24]
Inverse problem: or discharge reconstruction [15,
25]
Forward problem: or discharge planning [26]
As motivated before, evolving plasma parameters in-
duce changes in the magnetic configuration and thus
dynamic PFC heat loads, which results in the need of
multiple simulations for forward problems and even
more so for inverse problems. Thus all of the categories
above require multiple simulations.
The exploration problem that is going to be intro-
duced in this report requires O(104) different heat load
simulations and a rough estimate yields above three
years of computation time for one core given the 106
separate traces mentioned before II. Thus it would be
beneficial to reduce the number of necessary traces per
configuration without losing statistical significance.
3.1 PFC Partitioning
The problem of varying and too small Ai, accompa-
nied by the need of large simulation times (see last
chapter), can be solved together with the question of
proper heat load display and analysis. Unfolding the
complex 3D geometry onto a 2D surface would have
IOptimal performance of a virtual machine cluster with
cumulative clock speed of 10GHz and 16GB allocated RAM
IIEach field line trace is an explicit function of the start
position and the magnetic field. Thus both parameters can
be parallelized. The parallelization of field lines for a given
magnetic field is implemented in the ‘FIELDLINES’ [27] code.
In our simulation space the number of available cores is much
smaller than both the number of field line traces per configura-
tion as well as the number of configurations, so that no speedup









Figure 2: IR camera view of the main loaded W7-X PFCs
benefits for a variety of applications. For example in
ML research groups 2D rectangular array data as given
in images or spectrograms of audio are the preferred
input for so-called deep CNNs [28, 29]. To achieve
such an architecture, pixel-like input with proper lo-
cal neighborhood relations is required. Following the
current work we aim to apply such CNN architectures
to the PFC heat loads. Besides ML applications, the
full image processing and analysis tool box can be
applied[30].
By splitting and combining triangles of the CAD PFC
geometry, both problems are solved. A python li-
brary [31] was created with the aim to handle such
mesh operations with a focus on operation speed and
the abstractness to handle both, simulated FLD hit
points as well as experimental heat load patterns.
Divertor Partitioning For W7-X the energy and
particle exhaust is realized by an island divertor con-
cept which proved successful in the predecessor ex-
periment Wendelstein 7-AS (W7-AS) [32, 33]. Ten
divertor target plates are arranged corresponding to
the five-fold toroidal symmetry and the up-down flip
symmetry inherent to the W7-X device. Every diver-
tor unit is composed of four different parts, labeled
and depicted in Figure 3(a). The newly meshed model
for the divertor provides a two-dimensional map with
well-defined neighborhood relations (see bottom part
of Figure 3(a)) and significantly larger areas Ai as
compared to the varying sizes within the original tri-
angulations. Each part of the new segmentation and
a corresponding scalar value are represented by one
pixel in the newly defined grid and the pixel value,
respectively. Pixels that do not have a corresponding
counterpart on the divertor are marked white.
The new mesh is inherited from the original mesh and
cut into smaller parts, following the natural tile geom-
etry of the target modules (TM) TM1h-4h, TM7h-9h
and TM1v-3v (see grey tiles in right half of the zoom
in Figure 3(a)). An artificial tile-like substructure is
applied to the TM5h-6h target elements (see the left
half of the zoom in Figure 3(a)) which ensures similar
sized areas. The partitioning of the divertor follow-
ing mainly the tile sizes is also physically motivated
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since the poloidal heat load pattern scale length is on
the same order of magnitude as the typical divertor
tile width [34]. It may be that for certain plasma
scenarios the poloidal heat load pattern scale length
will be below the tile size. If so, our method can be
extended to smaller partitions. The computational
effort would of course go up accordingly. So far, exper-
imental evidence points more to a confirmation of our
assumptions than the need for smaller partitions [35].
Since we want to access the heat load q with respect to
the maximal design heat load qd,i, we furthermore dis-
criminate on the basis of qd,i [36] which is color coded
in Figure 3(a). This means in particular that the diver-
tor edges facing the pumping gap between TM1h-4h
and TM1v-3v are subdivided along the so-called end
top tile and gap tile structures which correspond to
lower qd,i of 5 MW and 2 MW respectively (see the
right half of the zoom in Figure 3(a)). The gap tiles
are subdivided into two parts parallel to the main
target surface (see subdivision of the yellow colored
parts in the right half of the zoom in Figure 3(a)).
These cuts are implemented in order to account for
the large heat load gradient along this side.
Baﬄe Partitioning Baﬄe tiles covering the wall in
the vicinity of the divertor are designed to protect the
wall from the loads radiated by the divertor plasma.
The mapping of the baﬄe geometry onto a 50×12 grid,
splitting the meshed model along the single baﬄe tiles,
is displayed in Figure 3(b) (cf. Figure 2). In order to
guide the eye, the single baﬄe modules are colored
alternatingly. The heat load limit of 0.5 MW m−2 orig-
inates from the requirement to keep the temperature
of the CuCrZr-structure at the bottom of each tile
connecting the fine grained graphite with the cooling
pipe below a critical temperature [37]. Because of that,
the partitioning according to the baﬄe tile geometry
is not only geometrically evident but also motivated
from an engineering point of view.
Heat Shield Partitioning The partitioning of the
heat shield is motivated and carried out analogous
to the baﬄe partitioning, since the heat shield is
constituted from tiles of similar dimension and quality
as the baﬄe tiles (see Figure 2). A corresponding 2D
visualization with defined neighborhood relations is
not realized yet but easily expandable.
The overload analysis described below is not affected
by this complexity reduction. The convective heat
load onto the further PFCs is negligible for Pconv up
to 10 MW.
3.2 Field Line Diffusion Parameters
In the following the parameters used for the field line
diffusion simulations are motivated. The perpendic-
















(a) Region definition following the natural tile geometry of the
divertor. An artificial tile-like structure is implemented on
TM5h-6h ensuring similar segment areas. The top view
corresponds to the view of the respective Infra-red camera.
Maximum allowed design heat load qd,i is indicated by color.
The single segments are sorted into a 113×29 grid (bottom).
(b) Region definition due to separation of the single baﬄe tiles
into a 50 × 12 grid. As indicated by the orange color,
the maximum q for the whole baﬄe is 0.5MWm−2. The
variations in the orange color are highlighting the different
baﬄe modules.
Figure 3: Partitioning the divertor and baﬄe tiles to a
two-dimensional grid with proper neighborhood
relations.
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which was encountered in the predecessor experiment
W7-AS [38]. Evaluation of D⊥ for W7-X is currently
done using transport calculations in comparison with
IR camera measurements and hints to smaller values
but of the same magnitude [39].
















where the last assumption Te ≈ Ti is only valid at
the edge [5]. With values of Te = Ti = 100 eV [5]
this results in v = 1.4× 105 m s−1. A diffusive step
perpendicular to a particles field line is evaluated after
λ = 0.1 m, which is sufficiently small as compared to
typical connection lengths (cf. Section 3).
description qd,i[MW m−2]
divertor
high loaded area 10.0000
gap tiles 5.0000







Table 1: PFCs used for field line tracing. qd,i from [37]
Besides the divertor, baﬄe and heat shield the PFCs
included in the FLD process are those installed in the
final operational phase (OP2) which are depicted in
Figure 2. Together with the local design heat load
qd,i, they are listed in Table 1. All in-vessel compo-
nents (IVCs) are designed to withstand an electron
cyclotron resonance heating (ECRH) stray radiation
power density of 0.05 MW m−2 or are shielded against
it [40]. qd,i as well as A− i were chosen in discussion
with engineers on the basis of [37] and takes into ac-
count failure mechanisms for the component segments
represented by our mesh.
3.3 Heat Load Simulation Speedup
The remaining field line diffusion parameter to be
chosen is ntot. Obviously, ntot should be sufficiently
high in order to achieve a smooth heat load pattern
without statistical noise. In other words the calculated
heat loads on the segments should no longer show
a significant dependence on the choice of ntot. For
exactly this reason in the newly partitioned mesh,
small segments of the raw mesh are combined with
0 0.5 1 1.5 2 2.5 3 3.5 4
qi (MW m
−2)
(a) 2.5× 104 traces on raw
mesh
(b) 2.5× 104 traces on par-
titioned mesh
(c) 0.5× 106 traces on raw
mesh
(d) 0.5× 106 traces on par-
titioned mesh
Figure 4: Zoom into horizontal part of divertor heat load
for simulations of the standard reference case
magnetic configuration. The geometrical model
(raw vs. partitioned) as well as the total number
of field line diffusion traces ntot changes in
between the sub figures.
adjacent segments into the relevant scale size (see
Section 3.1).
We perform field line diffusion simulations with ten
different ntot and the parameters introduced in the pre-
vious section on the original (“raw”) and partitioned
mesh. The value of ntot = 0.5× 106 shown in Fig-
ure 4(c) is the commonly used value[41] and results
in a smooth pattern. In contrast, the raw heat load
pattern for ntot = 2.5× 104 has insuficient statistics
which leads to a high fluctuation and extreme maximal
heat loads (see Figure 4(a)). This is not evident on
the partitioned mesh for either ntot (see Figures 4(b)
and 4(d)).
To examine the smoothness quantitatively, we exam-
ine the fluctuation of the strike-line mean as a function
of ntot normalized to ntot = 106
〈qi(ntot)〉sl
〈qi(106)〉sl . (7)
The “strike-line” (sl) is defined by those two percent
of the total area with the highest heatload. Figure 5
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Figure 5: Sensitivity of the average strike-line (sl) heat
load with respect to the total number of field
line traces ntot for the original (“raw”) or par-
titioned CAD model (indicated red and black
respectively). In order to show convergence the
value is nomalized to the reference strike-line at
ntot = 10
6. The data are based on ten indepen-
dent simulations (varying ntot) with the W7-X
standard reference magnetic configuration.
demonstrates the convergence of this metric towards
unity. As expected, the raw mesh requires a higher
ntot to converge as compared to the newly partitioned
mesh. Sufficient convergence can be approximated as
ntot ≥ 0.5× 106 and ntot ≥ 2.5× 104 for the raw and
partitioned mesh respectively.
This is also evident in comparing Figures 4(b)
and 4(d) where no further improvement is seen with
increasing ntot for the partitioned mesh. The qual-
ity of Figure 4(c) is achieved in Figure 4(b) with the
partitioned mesh requiring a factor of 20 fewer traces.
In conclusion a simulation speed up of a factor of
20 can be reported and hereafter all simulations are
performed with ntot = 2.5× 104.
3.4 Heat Load Visualization
The segmentation technique described in Section 3.1
is demonstrated for various reference configurations in
figures 6 and 7 for the divertor and baﬄe respectively
with assumed 5 MW convective power. Well-known
patterns as e. g. the standard reference case with the
main heat load on TM1h-4h and TM1v-3v [20] can be
identified (see left and right quarters of Figure 6(a)
respectively).
In the same configuration, the convective heat load
onto the baﬄe as depicted in Figure 7 appears mostly

















































































(e) (IA, IB) = (−0.14, 0.14) i. e. outward shifted reference
Figure 6: Divertor heat loads visualized in 2D as de-


























(b) (IA, IB) = (0.00,−0.10)
Figure 7: Baﬄe heat loads visualized in 2D as described
in Section 3.1 at Pconv = 5 MW
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4 Overload Evaluation
With the speed up in simulation time (cf. Section 3.3)
it becomes feasible to perform heat load simulations
for magnetic configurations in a narrow spaced two
dimensional parameter space with those two plasma
parameters affecting the magnetic edge topology the
most. Therefore, as motivated before, it is sensible
to simulate on the basis of a grid built in the -˜ι-∆R˜











The non planar coil currents I1 to I5 are all set
to 1. The resulting grid is reduced such that
max(|IA|, |IB|) ≤ 0.3, corresponding to the technical
limitations of the coil system. Figure 9 depicts the
resulting 27 181 grid points in the IA-IB plane.








Figure 8: Grid creation with ∆R˜: 121 evenly spaced
points from ∆R˜ = − 0.3√
2
to ∆R˜ = 0.3√
2
and -˜ι: 301 evenly spaced points from -˜ι = − 0.6√
2
to -˜ι = 0.6√
2
, i. e. 36421 grid points. W7-X refer-
ence magnetic configurations are indicated by
symbols.
4.1 Overload Definition
Overload occurs, if any qi exceeds qd,i. It is important
to consider the noisy character of the field line diffusion
simulation and its impact onto the overload, i. e. qi −
qd,i. With Equation (5) the critical number of hits per
area can be calculated as
ncrit,i = bqd,i ζntotAi
Pconv
c, (9)










Figure 9: Rotated grid with 27181 points after eliminating
points with max(|IA|, |IB|) > 0.3
where the bc operator indicates conservative rounding
to the next lower integer.
For independent single Monte-Carlo events, where
ni(IA, IB)  ntot, ni(IA, IB) is a good estimate for
the rate parameter of a Poisson distribution,
X ∼ Poissonni(k), (10)
where the random variable X describes the number of
hits on segment i in the case of a repeated experiment.
The cumulative distribution function is given as






We can utilize Equation (11) to calculate the probabil-
ity of safe operation (i. e. no overload) for each target
element as






The varying parameters in Equation (9) are Ai and
qd,i.
With Equation (12), we can combine probabilities for
arbitrary PFCs assuming independency:
Pr(X ≤ ncrit; IA, IB) =
∏
i
Prni(X ≤ ncrit,i). (13)
This is what we define as the safety estimation function
Θ(IA, IB) := Pr(X ≤ ncrit; IA, IB). (14)
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4.2 Overload Analysis
In the following, an evaluation of the probability of safe
operation given a certain convective power Pconv, i. e.
the safety estimation function introduced above (Equa-
tion (14)) is presented. The choice of Pconv has to be
seen in the context of the planned heating scenarios for
OP2 as well as the actual fraction of radiative losses
per discharge. For stage I and II total maximum heat-
ing powers from 10 MWIII to 24 MWIV are planned
depending on the heating scenario [37]. Recent exper-
iments have demonstrated, that a detached plasma
can significantly reduce the convective load onto the
divertor by a factor of approximately 10 [9]. This
study provides four exemplary values of Pconv = 2, 5,
8 and 10 MW but could be easily extended to other
values.
In order to work out the main influences and most
critical parts, we shall discuss the different PFCs sep-
arately.
4.2.1 Divertor
Figure 10 shows the safety evaluation function as a
function of IA and IB for four different values of Pconv
on the basis of the introduced data set. At Pconv =
2 MW a safe operation is apparent. With growing
Pconv regions of significant overload i. e. q > qd,i
appear and grow.
In the configuration space shown here, the most
frequently overloaded part of the divertor is TM5h-6h
as shown in Figure 11. It depicts the safety estimation
function for each pixel i of the partitioned divertor
at Pconv = 5 MW and three different tuples (IA, IB).
Four of the five reference configurations contained in
the IA-IB space simulated (see Figure 9) can safely
be run even at Pconv = 10 MW (see Figure 10(d)).
The low iota configuration however shows first signs
of potential overload at Pconv = 5 MW (see fig. 11(a))
and is significantly overloaded at higher Pconv.
4.2.2 Baﬄe
Figure 12 reveals a similar picture for the safety of the
baﬄe. Four of five reference configurations are safe
up to 8 MW inclusive. However, the low iota reference
configuration is safe for all Pconv whereas the inward
shifted case becomes critical in between 5 and 8 MW.
4.2.3 Heat Shield
The evaluation of the heat shield overload (see Fig-
ure 13) reveals some critical load in magnetic fields
with high -ι for a range of outward Shafranov shifts.
Furthermore, there is an unsafe region at medium neg-
ative -ι and inward Shafranov shift. However, for the
IIIMaximum pure ECRH heating power
IVMaximum neutral beam injection (NBI) + ion cyclotron
radiation heating (ICRH) input power for up to 10 s in stage II
Pconv = 2 MW Pconv = 5 MW




Figure 10: Divertor probability of safe operation for
Pconv = 2, 5, 8 and 10 MW shown by (a) -
(d) respectively. The markers indicate five




























(c) (IA, IB) = (0.17, 0.17)
Figure 11: Probability for safe operation for three dif-
ferent magnetic configurations. Depicted is
the evaluation of Prni(X ≤ ncrit,i) accoring
to Equation (12) for each part of the seg-
mented divertor as described in Section 3.1 at
Pconv = 5 MW
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Figure 12: Baﬄe probability of safe operation for Pconv =
2, 5, 8 and 10 MW shown by (a) - (d) respec-
tively. The markers indicate five W7-X refer-
ence magnetic configurations (see Figure 9).
convective powers and the parameter space considered,
this second region is always a subset of the insecure
regions identified for the divertor.
The further components that were included in the
FLD simulation, i. e. toroidal closure, wall panels
and vessel do not show any critical loads even at
Pconv = 10 MW. Multiplying the probabilities in the
IA-IB maps for all PFCs (see Equation (14)), we get
a complete picture of the remaining configurations
which do not show significant overload risk of any
PFC. As an example, Figure 14(a) shows the result
for Pconv = 8 MW. The high iota, the outward shifted
and the standard reference configurations can be run
with no overload on the PFCs at this convective power
if plasma effects are negligible.
4.3 Sweep Coils as Additional Degree
of Freedom
Although W7-X is designed to minimize toroidal cur-
rents, their magnitude is rarely zero. Depending on
the magnetic configuration and the heating scenario,
a toroidal current Itor converging with the bootstrap
current of O(10 kA) is changing -ι and thus influences
the heat load pattern on the PFCs. In a first approxi-
mation, the change of the edge magnetic configuration
due to Itor corresponds to a simultaneous reduction if
IA and IB toward negatice values [14]. This poses a
challenge for the operation in the standard configura-
tion at high convective powers as Pconv = 8 MW, as
can be seen from Figure 14(a), where the orange arrow
Pconv = 2 MW Pconv = 5 MW




Figure 13: Heat shield probability of safe operation for
Pconv = 2, 5, 8 and 10 MW shown by (a) -
(d) respectively. The markers indicate five
W7-X reference magnetic configurations (see
Figure 9).
indicates the path corresponding to a change of Itor
from 0 to 40 kA. It is apparent, that such a discharge
would potentially damage the divertor as well as the
baﬄe.
Changing the control coil currents IS1 and IS2 intro-
duces a third dimension in the configuration space and
allows to avoid overload on those PFCs as indicated
by the green arrow in Figure 14(b), circumnavigating
the critical configuration above the IA-IB plane. Such
actuators like the control coils can provide additional
freedom as demonstrated here.
5 Conclusion and Future Work
A redefinition of the CAD models representing the
most important W7-X PFCs has been implemented
successfully by merging and splitting faces without
loss in geometrical precision. As a result of the model
redefinition the required field line diffusion simulation
time is reduced by a factor of 20, engineering con-
straints to the geometry are taken into account and
a mapping to unravel the complex 3D PFCs onto 2D
rectangular array data can be provided.
The speed-up of the heat load calculation enables simu-
lations based on a fine grid in the rotational transform-
radial shift parameter space.
A new criterion to evaluate the overload risk has been
developed taking statistical fluctuations of the MC
based FLD simulation into account. This criterion,
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Figure 14: Probability of safe operation for all PFCs and
Pconv = 8 MW. (a): Set of magnetic con-
figurations introduced in the introduction of
Section 4. (b): Additional data set with con-
trol coil variations, which intersects the main
data set in the way indicated by grey lines in
Figure 14(a). The red markers indicate W7-X
reference magnetic configurations (cf. Fig-
ure 9). The orange arrow indicates IA-IB
mimicked configurations for Itor ∈ [0, 40 kA]
(see text) starting from the standard case at
(IA, IB, Itor) = (0, 0, 0). This corresponds to
a path through the configuration space as it
would occur due to the time evolution of the
toroidal plasma current during the first sev-
eral 10 s of a discharge [42]. The green arrow
demonstrates a possible route to avoid over-
load by using the control coils S1 and S2 such
that IS1 = −IS2.
applied to the simulated data, provides overload maps
that will be relevant for machine operation.
These tools developed to improve the heat load anal-
ysis constitute a huge improvement for various tasks
beyond the applications presented herein. The under-
lying concepts are applicable to further Monte Carlo
based ray tracing simulations, calculating heat loads
onto other PFCs without restrictions to the specific
W7-X magnetic field and geometry.
In [25, 43] it was shown, that NNs are capable of
reconstructing plasma properties from W7-X limiter
heat load data. It was proven, that the performance
of those networks applied to experimental data was
improved by supplementing the training data set with
simulations. The present work provides the methods
necessary to investigate these findings with the diver-
tor and further PFCs wich is ongoing work. The new
visualization mapping is applicable to simulation as
well as experimental data and thus provides an inter-
face between the two. The rectangular nature of the
new heat load representation allows the implementa-
tion of state of the art NN architectures as for example
CNNs, and beyond this gives access to all kinds of
image manipulation and analysis tools.
As a long term objective we pursue heat load pat-
tern control in W7-X for which this work constitutes
a highly relevant building block. We envision rein-
forcement learning approaches which require reward
functions in order to have a quantity to optimize for [44,
45]. The overload maps found in Section 4 could be
used as such.
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Abstract
Convective heat loads onto the plasma facing components of magnetic confinement devices
contain information about edge magnetic field properties which are not yet fully exploited. Machine
learning approaches are a promising technique to automatically extract information about such
properties from heat load images. In this study, we present the successful reconstruction of proxies
for two independent, important edge magnetic field properties given simulated heat load images on
the Wendelstein 7-X divertor target plates.
Six different artificial neural network architectures from shallow and simple feed-forward fully-
connected neural network to deep Inception ResNets with 24 223 to 804 804 free parameters are
investigated. The relative reconstruction error is between 1 and 2% with calculation times on the
order of milliseconds. A competing benchmark method without machine learning reaches slightly
smaller errors but exceeds the calculation time by three orders of magnitude. The experiments
demonstrate that machine learning is also a powerful tool in this particular field of nuclear fusion
research and deep convolutional neural networks are identified as favorable algorithms for the stated
problem. The findings of this paper build a basis for future real time discharge optimization and
control by means of machine learning methods.
1 Introduction
In recent time artificial neural networks (NNs)
have become a popular tool in data-driven scien-
tific practice. Most NN tasks are classification
problems, from the classic machine learning set
of the MNIST database [1], to handwritten text
recognition [2] and machine translation [3]. The
NNs described in this study, on the other hand,
solve regression problems. The general form [4]
uses feed-forward fully-connected neural networks
(FF-FCs), but more recent research on regres-
sion also considers convolutional neural networks
(CNNs) when dealing with images [5]. Pioneer-
ing approaches with fusion relevance investigated
the reconstruction of plasma equilibrium param-
eters [6] and plasma shape parameters [7], both
considering tokamaks. More recent studies dealt
with neoclassical transport [8], real-time disrup-
tion predictions in tokamaks [9] or modelling tur-
bulent transport [10]. While these NNs are all
FF-FCs, the positive impact of CNNs on magnetic
topology reconstruction performance is analyzed
in [11]. With a new approach to unravel the
complex 3D geometry of the plasma facing com-
ponents (PFCs) monitored by the Infra-Red (IR)
cameras onto a 2D picture-like input format [12],
it is possible to investigate the performance of var-
ious NN architectures that have been optimized
for 2D-input and proven good.
Wendelstein 7-X (W7-X) is the most advanced
stellarator type nuclear fusion experiment opti-
mized for nested magnetic surfaces with small
islands, a small shafranov shift (β ≈ 5%), small
neoclassical transport, magneto hydro dynamics
(MHD) stability, fast α particle confinement and
1
small bootstrap current Ibs with feasible modular
coils [13–16]. W7-X has already accomplished
several major goals[17, 18], demonstrating the fu-
sion relevance and high performance of the W7-X
magnetic confinement concept.
One major advantage over the Tokamak confine-
ment concept [19] is the steady state capability
inherent to stellarators. With respect to technical
restraints though, it is yet to be demonstrated
that W7-X is capable of arbitrarily long opera-
tions at fusion-relevant plasma parameters (tem-
peratures of the order of 100× 106 K at densities
of 1× 1020 /m3). Approaching such parameters,
heat loads to the PFCs occur on the order of the
critical heat loads of the components. Usually,
experiments are planned such that actuator be-
haviour is determined in advance. However, going
towards a minute and beyond in the discharge
duration, a real time control system becomes cru-
cial. Although, as mentioned before, W7-X is
optimized for small Ibs as well as small Shafranov
shift the impact of both quantities on machine
performance and safety must not be neglected. Ibs
is the origin of a toroidal current Itor, establishing
itself on time scales of minutes. The Shafranov
shift, caused by the Pfirsch-Schlüter current, fol-
lows the time evolution of plasma pressure [20].
The rotational transform -ι and the radial plasma
shift ∆R are linearly dependent on Itor and the
plasma pressure respectively. Since the PFC heat
load pattern is heavily influenced by -ι and ∆R,
significant changes of the pattern can occur dur-
ing a discharge which are potentially critical [12,
21]. Thus, it is crucial to monitor and control the
heat load onto the PFCs.
The heat load can be calculated from tem-
perature data recorded by infra-red cameras [22].
Information about equilibrium properties such as
-ι and shift contained within the heat load pattern
by means of proxy measures can be extracted by
NNs in real-time. The relations between the mag-
netic edge properties, and the heat load pattern
on the PFCs are highly complex. The heat load
patterns move in a non-trivial, non-linear way
with the underlying parameters and may appear
or disappear on certain divertor parts depending
on the respective magnetic configuration (see the
later introduced Figure 5). This is another reason
to apply NNs.
Feature reconstruction with NNs is relevant for
the following reasons: The main purpose of the
application of NNs to evaluate the infra-red di-
agnostic data is to identify heat load patterns
in real-time for safety reasons. The applied fea-
ture reconstruction can, however, also connect
heat load distributions to plasma parameters also
known from other diagnostics, e.g. strike-line
movements to toroidal current measurements with
Rogowski-coils. Thus the applied feature recon-
struction NN may be able to combine safety and
control issues and help to steer divertor and dis-
charge performance by safely controlling the heat
load pattern on the divertor. The approach would
be to relate the plasma parameters, which change
the heat deposition patterns, i. e. the edge mag-
netic field topology (mainly the toroidal current
and the plasma beta), to the heat deposition pat-
terns in terms of proxies. These proxies could
then be provided to classical control systems
or even to a trained reinforcement learning [23,
24] control system 1. In order to determine how
successful a NN-based reinforcement agent can
handle W7-X divertor heat load images, a first
step would be to show the capability of NNs to
reconstruct the aforementioned proxies for edge
magnetic field properties. At this point we aim at
testing and identifying which NN-setup is most
suitable to our task in terms of its capabilities
and its performance. We are therefore not using
MHD-equilibrium fields but use the simpler ap-
proach of using certain variations of the vacuum
fields allowed by the coil system of W7-X which
can be somehow related to the previously men-
tioned plasma parameters. As said, the details of
the relation is of no concern in the context of the
present work.
In preceding work [11, 28], it has been demon-
strated that the one-dimensional reconstruction
of a proxy -˜ι for the rotational transform from heat
load patterns is feasible. These experimental data
and according simulations are heat load patterns
on the graphite limiters which were the main PFC
during the first operational phase. Since 2017 ten
island divertors (see Figure 1) are installed, spa-
tially separating the core plasma from the plasma
edge and thus making W7-X suitable for high
performance discharges [29–31]. For geometri-
1Either way, further direct diagnostics would be additional inputs for such systems. For example Itor is directly
measured by continuous Rogowski coils [25–27].
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cal reasons2, the limiter heat load patterns are
much less diverse as compared to the heat load
distribution on the divertor.
Figure 1: Ten divertor units surrounding the last
closed flux surface (orange)
A synthetic data set based on a scan in the
proxies ∆R˜ and -˜ι of the “plasma shift” and “ro-
tational transform” respectively was introduced
in [12]. In Section 2, we will give a brief overview
of the training data, followed by an introduction
of various NN architectures for the reconstruction
of -˜ι and ∆R˜. The results in Section 3 focus on the
NN regression capability, differences for ∆R˜ and
-˜ι reconstruction and dependencies on the region
within the -˜ι -∆R˜ field for regression.
2 Methods
The recent W7-X operational phases provided ex-
perimental time for multiple proposals. Only a
few of them focused on exploring the configura-
tion space in detail, so for initial NN analysis with
the divertor geometry, simulations are necessary
to provide sufficient training data. Simulations
allow to focus on the two most dynamic and thus
most important parameters, the radial shift ∆R˜
and the edge rotational transform -˜ι. As men-
tioned before, a Shafranov shift ∆RS, induced
by the Pfirsch-Schlüter current, corresponds to a
radial shift and an establishing toroidal current
Itor influences the rotational transform. The two
parameters ∆R˜ and -˜ι are proxies for the real ra-
dial shift and edge rotational transform assuming
a superposition principle, i. e. ∆R and -ι are linear
combinations
∆R = c1 ·∆R˜(IA, IB) + c2 ·∆RS
-ι= c3 · -˜ι(IA, IB) + c4· -ιItor (Itor)+ -ι0
with constants c1, c2, c3, c4 and -ι0. In the case
of -ι this superposition principle is supported by
theory [32]. The dimensionless proxies are based














resulting in a rotation of 34pi with the W7-X pla-
nar coil currents IA and IB which are defined
relative to the coil current of non-planar coil 1,
I1,true [12]. The simulation assumes a simplified
vacuum configuration and therefore plasma pres-
sure and Itor are both zero, which reduces the
simulation time by orders of magnitude. The
planar coil currents are adjustable parameters
of the field line diffusion (FLD) simulation [33]
which is employed to compute the heat loads onto
the W7-X PFCs by random diffusion processes
which start sufficiently close to the plasma core.
The non-planar coil currents I1..5 are all set to
I1,true. With this normalization the actual value
of I1,true is only a parameter for the magnetic
field strenght and does not influence the outcome
of the simulation. The simulation is performed
with a diffusion coefficient D⊥ = 1 m2 s−1 based
on the predecessor experiment Wendelstein 7-AS
(W7-AS) [34], an estimated particle velocity of
v = 1.4× 105 m s−1 and a mean free path length
of λ = 0.1 m. A detailed discussion of the choice
of these parameters in the FLD simulation can
be found in [12]. The local heat loads are formed
at the intersection of magnetic fluxes and PFCs
as shown in Figure 3(a).
The -˜ι value range is twice as high as the ∆R˜
value range. Because of the different scaling, nor-








2 The heat load pattern shape and relative intensity on the PFCs are in first order the result of the interaction between
magnetic field geometry and PFC shape. The poloidaly elongated limiter was installed on the inboard side of the center
of each module and adjusted to limit the plasma radially. Each of the ten divertors on the other hand spans a toroidal
angle of 47◦ with an approximately 20 times larger surface area as compared to the limiter. The divertors are designed to
intersect the large magnetic resonances called magnetic islands which are highly sensitive to changes in the edge rotational
transform. Thus, the limiter heat load pattern is a much weaker function of varying plasma properties and magnetic
configurations as compared to the divertor heat load pattern (compare limiter heat load pattern variations [28] with
Figure 5).
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where σ∆R˜ and σ-˜ι represent the standard devia-
tion of ∆R˜ and -˜ι respectively. The data points
grid is hexagon-shaped as shown in Figure 2 with
spacing in the ∆Rˆ-axis between 1 and 121 points
and in -ˆι-axis between 151 and 301 points, so the
data resolution in -˜ι is higher.








Figure 2: The area enclosed by the red dotted lines
represents 36421 grid points, with 121
evenly spaced in ∆Rˆ and 301 evenly spaced
in -ˆι. The simulated data set is reduced
to 27181 points within the grey hexagon.
This reflects technical limitations of the coil
system, indicated by the blue dashed lines.
A distinction is made between two different
pre-processings defined as extracted characteris-
tics input (ECI) and pixel-based input (PBI). The
result of a single FLD simulation is a set of points
in 3D-space representing the impact location of
particles onto terminating PFCs.
ECI The simulation generates a 3D hit point
cloud of size 25 000 describing the heat load. In
order to reduce the input dimensionality for ECI
these points are clustered using DBSCAN [35]
as shown in Figure 33. Three characteristics are
extracted from each of the nc clusters, namely the
number of points, the center of mass and eigenvec-
tors of the covariance matrix. This leads to the
number of extracted characteristics within each
cluster mc = 13. In this case the input vector
uECI ∈ Rn′ with n′ = 195 is initialized with zeros
and filled with nc · mc entries, where nc is the
variable number of clusters found by DBSCAN
and realized values are between 2 and 15.
PBI An approach to partition the complicated
3D shaped divertor heat flux onto a 2D array like
structure, addressing the physics as well as the
engineering constraints of the divertor presented
in [12], can be utilized to generate the PBI with
uPBI ∈ Rm×n, where m = 113 and n = 29. The
geometric mapping as well as an exemplary PBI
for a high iota reference magnetic configuration
is depicted in Figure 4 with the heat load given
in arbitrary units. In comparison with Figure 3
differences in the heat load patterns seem to ap-
pear. However, these discrepancies are artifacts
of the misleading impact points representation
in Figure 3 as it highly overrates very low point
densities. Four exemplary PBI images at different
plasma configurations are shown in Figure 5.
An advantage of ECI is, that features are already
separated by the clustering and characteristic
extraction. However, there are two important
drawbacks. Each array entry within one ECI is
of a different quantity (scalar intensity, vector
direction), limiting the choice of NNs to FF-FCs.
More importantly, an equivalent representation
based on experimental data is not possible, so
the performance of a trained NN on real data
is not measurable and training sets cannot be
mixed as shown in [11]. Although this study only
considers simulated heat loads, it is of interest,
whether the actual experimentally observed heat
loads are roughly similar such that the results
of this paper (concerning the optimized input
and architecture) can be applied to experimental
data. A comparison of the simulation with the
experimentally found heat loads in the PBI repre-
sentation is shown in Figure 6. Most importantly,
the main heat load patterns are similar and the
significant heat load is present on target modules
1h-4h. Deviations from the idealized simulated
heat load pattern can be seen for example in
the occurrence of increased heat load on target
module 7h in the experiment as compared to the
simulation. Furthermore the simulation assumes
stellarator symmetry and error fields are not
considered. However, experimental observations
3The two cluster parameters are chosen as eps = 0.065m and min samples = 40
Page 4 of 17
show, that the divertor heat loads are asymmetric
(the deviation in the total power reaching upper
and lower divertor in module 2 is approximately
a factor 2). It is not in the scope of this work, to
go into further detail about the differences. Such
considerations are covered in much detail in other
works [36–38].
(a) Poincare plot at Φ = 15◦ (indicated in (b)).
Adapted from [18]
(b) Impact points of a stellarator-symmetric field line
diffusion simulation
Figure 3: Convective heat exhaust in the high iota
reference configuration. The plasma pop-
ulating the edge island, carrying heat to-
wards the intersecting divertor is shown
exemplarily in (a) for a cross section at
Φ = 15◦ which is a cut through divertor
target TM7h-9h (compare Figure 4). In
(b) the divertor with the impact points of
a stellarator-symmetric field line diffusion
simulation in the same reference configu-
ration is shown. In blue, red and green,
three clusters resulting from a DBSCAN
clustering are color-coded. Based on these
clusters statistical properties are taken as







Figure 4: Heat load pattern in arbitrary units re-
trieved from stellarator symmetric field line
diffusion simulation in the so called high
iota reference magnetic configuration on
the divertor meshed model (top) and the

























Figure 5: An example of four PBI images repre-
senting a pair of (∆Rˆ, -ˆι) with (0.0, 0.0),
(−1.0, 1.0), (1.0, 1.0) and (0.0,−1.0) from
top to bottom respectively. To compare the
heat loads, a percentage with respect to the
highest heat load within all images is given.
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Simulation
Exp: 20180927.034 t=t1+130ms port 20














Figure 6: Comparison of three PBI images for stan-
dard reference case heat loads. From top to
bottom: simulated standard case (∆Rˆ = 0
and -ˆι = 0), experimental measurements of
the lower and upper divertor of module 2
for the same frame (t = t1 + 130 ms after
trigger 1) of the same experiment (Pro-
gram 20180927.034). It should be noted
that the measured total power reaching the
lower divertor is approximately twice the
power as compared to the upper divertor.
The experimental images show heat load
on the high iota tail (center of the picture)
whereas the simulation does not.
A brief introduction to the used NN archi-
tectures is given in the following, and a detailed
layer-for-layer description for the respective ar-
chitectures can be found in Appendix A. The
FF-FC for both ECI and PBI consists of 3 layers
following the input layer with 80, 100 and 2 nodes
respectively. The performance with the PBI is
analyzed not only on FF-FCs but on CNNs, deep
convolutional neural networks (DCNNs), deep in-
ception neural networks (DINNs) and Inception-
ResNets (IRNNs). An increased depth of 8 ad-
ditional layers and batch normalization [39] are
the key differences between CNNs and DCNNs.
The DINN starts with three convolutional layers
followed by five inception blocks [40] to calculate
the regression. Based on [41] and [42], the IRNN
architecture is expanding the DINN by additional
twelve residual-inception blocks. These two archi-
tectures are adaptions of Inception-ResNet-v2 [42],
with changed reductions in the image width and
height induced by the rectangular input shape of
113×29, reduced repetitions of the residual blocks
and a regression loss function. Batch normaliza-
tion is applied to all convolutional layers within
DINN and IRNN architectures. To solve the re-
gression task all NNs end with a fully-connected
layer without an activation function. Unless other-
wise stated, the activation functions are Rectified
Linear Units (ReLU).
All input data is pre-processed such that the
mean is 0 and the standard deviation is 1, which
in our experience is necessary for convergence. In
case of PBI the sections not corresponding to di-
vertor parts are set to 0 afterwards (i. e. grey pix-
els in Figure 4). The desired NN outputs (targets)
are pairs of ∆Rˆ and -ˆι. The data set is shuﬄed
and separated into five parts of almost equal size.
By taking four parts as the training set and split-
ting the remaining part to validation and test set,
it is possible to create five cross-validation sets,
resulting in a training set size of 21745, validation
set size of 2718 and test set size of 2718. The
NNs are updated by the adam optimizer [43] with
learning rates and batch sizes given in Table 1.
Those two hyperparameters are chosen based on
few trainings with learning rates of 0.001, 0.0005
and 0.0001 and batch sizes of 25 and 100 on cross-
validation set 1. Batches are sampled randomly
from the training set and every second training
epoch the PBI training data is augmented by a
Gaussian filter with a random Gaussian kernel
standard deviation between 0 and 1 to increase
the generalization of the NNs. The loss function






(yk − tk)2 ,
with reconstructions yk, targets tk and set size
N . The error estimation is visualized by the root-




A scalar reconstruction performance measure
rmsetotal is defined based on the reconstructed
values for -ˆι and ∆Rˆ.














The rmse on the validation set suits as an early-
stopping criteria if for 1000 consecutive NN weight
updates the rmse is not improving. For each cross-
validation distribution the NN training process
is performed 32 times with different weight ini-
tializations. The software core is based on the
TensorFlow library [44]. It runs on a workstation
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with two Intel Xeon CPU E5 − 2650 and four
NVIDIA GeForce GTX 1080 Ti. Each training is






FF−FCECI 23 983 0.0005 25
FF−FCPBI 270 543 0.0010 25
CNN 63 671 0.0005 25
DCNN 89 073 0.0001 100
DINN 313 071 0.0001 100
IRNN 804 804 0.0001 100
Table 1: Comparing the number of trainable parame-
ters as well as the chosen learning rate and
batch size for different NNs
It is not possible to determine if human-level
reconstruction ability is exceeded because an ex-
perimental setting to estimate the error of such a
reconstruction can hardly be realized. The ran-
dom noise of the Monte-Carlo simulation alone
makes an error-free reconstruction impossible. To
evaluate the NNs, the rmse for two additional
benchmarks is defined that serve as examples of
non-NN performance. The first one calculates the
structural similarity (SSIM) [45] between each
PBI of the test set with each of the training set
and is referred to as SSIM rmse. The estimated
∆Rˆ and -ˆι for the test set are those of the training
set with the highest SSIM. The neighbor-rmse
is the second benchmark which is the spacing
distance in ∆Rˆ and -ˆι direction. Note, that the
SSIM method requires a high calculation time
that depends on the size of the training set and
the grid spacing is not considering any input data
knowledge. However, the information that is ac-
tually asked for is required, so this method is
not applicable in practice and only introduced for
comparison purposes.
3 Results
The stated reconstruction problem is far more
complex compared to the reconstruction of a sin-
gle value in the W7-X limiter configuration. Due
to non-linear effects between ∆Rˆ and -ˆι the number
of points in an equidistant grid of configurations
increases exponentially with the number of con-
sidered parameters. There are NNs that converge
to functions which solve the regression problem
appropriately among all presented architectures.
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cross validation set 4

















Figure 7: Mean rmse with error bars and training
times for each cross-validation set and NN
type
An overview of all trained NN results is given
in Figure 7. It shows the mean rmsetotal with
respect to all trainings and the 95% confidence
interval of the mean calculated with bootstrap-
ping [46] separately for the cross validation sets
and architectures.
It can be seen that some FF-FCs with ECI per-
form well. However, the performance is not con-
sistent across the five cross validation sets and
especially cross validation set 3 shows poor per-
formance. Although in [11] a similar concept
was outperformed by CNNs on PBI, some of the
trained FF-FCs with ECI behave surprisingly well.
The FF-FC architectures with PBI show a simi-
lar inconsistent behavior. Again, the mean NN
performance strongly varies when applied to the
different cross validation sets. The FF-FC archi-
tectures are thus not recommendable, neither for
ECI nor for PBI.
The mean performances of those NN architec-
tures with convolutional layers on PBI are stable
with respect to the cross-validation. Note that
this stability hints to a sufficient generalization
property, but because of the complex deep ar-
chitectures used, it cannot be guaranteed. The
three-layer CNN shows decent performance but
it is clearly outperformed by deeper architectures.
The first deeper structure we trained after the
CNN is the IRNN because of its good performance
on other image analysis problems [42]. The gain
from CNN to IRNN is impressive but the train-
ing time as well as the calculation time increase
approximately by a factor of 10, which is still real-
time capable. By investigating architectures with
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NN rmse(∆Rˆ) (10−2) rmse(ˆ-ι) (10−2) ttrain (103 s) tcalculation (ms)
FF− FCECI 7.3 4.6 0.90 0.32
FF− FCPBI 9.5 15.8 1.61 1.06
CNN 10.2 7.1 1.20 1.74
DCNN 7.5 4.9 6.73 7.86
DINN 7.9 5.4 6.39 9.46
IRNN 6.7 5.3 13.55 18.39
SSIM 7.2 2.4 – 8489.27
Neighbor 3.1 1.5 – –
Table 2: Comparing the different NNs best rmse
depths in between the previously mentioned ones,
such as DCNN and DINN, we pursue a trade-off
between reconstruction performance and run-time.
As can be seen in Figure 7, the NN performance is
almost similar to the much deeper IRNN whereas
the training time is halved. In Table 2 we com-
pare the NNs, SSIM rmse and neighbor rmse(ˆ-ι)
and rmse(∆Rˆ) based on the worst performing
cross-validation set and within those for the best
converged NN. Additionally, the table lists the
training times for each NN architecture and the
necessary time to calculate the estimate for one
input image. Note that these NNs are not opti-
mized with respect to run time. When comparing
the NN results with both benchmarks on the one
hand it can be noticed that -ˆι can be reconstructed
a little better (rmse difference of 2.9 ·10−2) by the
SSIM approach and clearly better by taking the
next neighbor (rmse difference of 3.8 · 10−2). On
the other hand for ∆Rˆ the NNs perform equally
good or slightly better compared to the SSIM
benchmark (rmse difference of 0.5 · 10−2) but the
neighbor rmse is still smaller (rmse difference of
3.6 · 10−2). Since the neighbor benchmark does
not depend on the input data but only on the
grid spacing, it is not a competitive method but
it shows that the errors of NNs are of the same
order of magnitude. Note that the SSIM value
between neighbors is not necessary the largest.
These results show that there is still potential
for better NN performance. The computation
time for SSIM however is not sufficient for real-
time applications while up to 18 ms for NNs are
acceptable.






























Figure 8: ∆Rˆ reconstruction with best IRNN and a
rmse of 0.056

























Figure 9: -ˆι reconstruction with best IRNN and a
rmse of 0.034
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The relative error in the ∆Rˆ reconstruction
is larger compared to that of the -ˆι reconstruc-
tion. This can be seen in Table 2 but also when
visualizing a single NN result in more detail. In
Figure 8 and Figure 9 the grey dashed lines mark
the identity and thus perfect reconstruction. The
points represent the estimated value for each tar-
get value and the distance to the grey dashed
line resembles the error. In this case, as an ex-
ample the performance of the best IRNN with a
total rmse of 0.045 is shown. When comparing
the ∆Rˆ and -ˆι reconstruction (Figures 8 and 9
respectively), it can be seen that -ˆι is estimated
better than ∆Rˆ. However, the NN calculation
is appropriately following the identity for both
values, indicating that a connection between heat
flux image and the respective property has been
found. The relative error with respect to the tar-
get range is 1.4% for the radial shift and 0.9%
for the rotational transform. The reconstruction
appears to be symmetric, so the targets are not
systematically over- or underestimated.
In the following, the uniformity of the recon-
struction error in the ∆Rˆ- -ˆι- space is investigated.
When comparing the best-performing NN of each
architecture, there are two different types of er-
ror distributions, which are represented by the
CNN and IRNN results in Figure 10. The four
sub-figures depict the difference in the NN per-
formance in a detailed 2D scatter, where the
absolute residuals of -ˆι and ∆Rˆ separately are
color-coded. The first type, seen in Figures 10(a)
and 10(b), shows clear clusters of higher residuals,
especially along the boundary of available data.
This phenomenon occurs for ∆Rˆ and -ˆι reconstruc-
tion, however, the cluster of higher residuals are
not located at the same region for those two val-
ues. This is also the case for PBI FF-FCs. The
deeper structures DCNN, DINN and IRNN show
a homogeneous error distribution except for a few
outliers but no specific structure can be identified.
In Figures 10(c) and 10(d) this is shown for the
example of IRNN. Notably these residuals do not
increase when moving towards the boundary. The
ECI FF-FCs show error clusters for ∆Rˆ and a
more homogeneous error distribution for -ˆι.
4 Conclusion
The work presented in this article demonstrates
the capability of NNs to find a connection be-
tween simulated W7-X divertor heat flux images
and proxies for edge magnetic field properties.
Former experiments showed similar promising re-
sults for less complex limiter heat flux images
and a single plasma parameter. The choice of the
suiting NN architecture is a trade-off between per-
formance and calculation times. Deeper and more
branched NN architectures are associated with
decreased regression errors. When stable conver-
gence in combination with small regression errors
is the main focus, a customized IRNN can be
recommended. FF-FCs are not advisable due to
their unpredictable performance on various cross
validation sets. A benchmark approach without
using machine learning achieves slightly smaller
errors but fails to be real-time capable.
There are several possible future investigations
arising from the results of this first step. Since the
SSIM benchmark example is not outperformed by
a machine learning application, further architec-
ture and hyperparameter adjustments may reduce
the reconstruction errors. With NNs found feasi-
ble to reconstruct proxies for edge magnetic field
properties from simulated heat load patterns, it
would be the most interesting and consequent pur-
sue to apply the NN to experimental data, which
is ongoing work. The PBI allows effortless inter-
change of simulation and experimental data [12].
This opens the possibility to support experimen-
tal data with simulations with the aim to improve
the performance of the proxy reconstruction as
compared to the proxy reconstruction on NNs
trained on experimental data only. Such an ap-
proach is inspired by the results in [11] and can
be improved by techniques such as transfer learn-
ing and generative adversarial networks to reduce
necessary experimental data in the training set
as much as possible.
More advanced open problems are the con-
sideration of time-dependent effects and using
the safety criterion developed in [12] combined
with NN architectures from this study for a deep
Q-value estimator [24] in reinforcement learning
approaches to further approach the long-term
objective of real-time heat load control and per-
formance optimization. Besides reinforcement
learning, common control theory approaches are
candidates for a control loop which would directly
use inputs such as the features which have been
herein proven to be reconstructable from synthetic
heat load images in addition to more direct diag-
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(a) ∆Rˆ for best CNN rmse


















(b) -ˆι for best CNN rmse


















(c) ∆Rˆ for best IRNN rmse


















(d) -ˆι for best IRNN rmse
Figure 10: Absolute residuals color-coded depending on iota and shift position
nostic inputs such as Rogowski coils and further.
Beyond the scope of heat load control, the pos-
sibility to reconstruct proxies for the rotational
transform, radial axis shift or further edge mag-
netic field properties is a desirable goal in itself
since it can provide important status information
to the operators of W7-X in real-time.
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A Neural Network Architec-
tures
There are many types of NNs and by combining
them and modifying parameters the number is
infinite. The analysis done in "Neural Network
Regression Approaches to Reconstruct Plasma
Properties from Wendelstein 7-X Heat Load Im-
ages" is limited to five different types introducted
in detail in the following. The hyperparameter of
a convolutional layer are shown
A.1 Feed-Forward Fully-Connected
Network
The first hidden layer consists of 80 neurons, the
second layer consists of 100 neurons leading to the
output of 2 values. The hidden layer activation
functions are ReLU, the last layer activations are
the identity.
A.2 Convolutional Network
The convolutional layer hyperparameter are given
as shown in Figure 11. A visual representation of
the three layers CNN is given in Figure 12. The
architecture starts with a convolutional layer with
5× 5 kernel followed by one with a 3× 3 kernel.
The dimension is reduced by a 2× 2 Max-Pooling
with stride 2 × 2. The last convolutional layer
has a 3× 3 kernel and is again followed by 2× 2
Max-Pooling with stride 2×2. The last two layers
are fully-connected, the first one has 24 neurons
and the last one leads to the two output values.
All activation functions are ReLU, except for the
last layer, where activations are the identity.
Conv
3 x 3, [2,2]
25 x 23 x 48





Figure 11: The hyperparameter for convolutional
layer are given as shown here. The
padding is given indirectly by the input
and output dimension. If the width and
height stay the same, padding is applied,
otherwise, it is not applied.
Conv
113 x 29 x 1
5 x 5








2 x 2, [2, 2]
Pool
2 x 2, [2, 2]
Fully Connected
109 x 25 x 12
55 x 13 x 12
55 x 13 x 16
28 x 7 x 16
24
Figure 12: Overview of the CNN
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A.3 Deep Convolutional Network
Conv
113 x 29 x 1







3 x 3, [2, 1]
5 x 5
1 x 7
113 x 29 x 6
113 x 29 x 6
56 x 27 x 12
26 x 23 x 30
Conv
5 x 5, [2, 1]
56 x 27 x 12
Conv
7 x 5
26 x 23 x 18
Conv
3 x 3, [2, 2]
26 x 23 x 30
Conv
3 x 3
12 x 11 x 42
Pool





3 x 2 x 72
3 x 2 x 108
Avg Pool
3 x 2
1 x 1 x 108
Fully Connected
2
10 x 9 x 48
5 x 4 x 48
Figure 13: Overview of the DCNN.
The DCNN with 11 convolutional layers is shown
in Figure 13. It starts with 2 convolutional layers
and a 3× 3 kernel. A third 3× 3 kernel with 2× 1
dimension reduction follows. The next two layers
consists of a 5× 5 kernel with the latter reducing
the dimension again by 2× 1. The next four ker-
nels are 7× 5, 1× 7, 3× 3 and 3× 3 respectively
leading to a total dimensionality of 10× 9× 48.
A Max-Pooling with 2 × 2 kernel reduces it to
5× 4× 48. Two more convolutional layers with
3× 3 and 1× 1 kernel followed by average pooling
lead to a dimensionality of 1×1×108. Batch nor-
malization is applied to each convolutional layer
and up to here all activation functions are ReLU.
The last layer is fully-connected and without an
activation function.
A.4 Inception Residual Network
The basic structure of the residual inception re-
gression network is shown in Figure 14. It begins
with a block called stem, continues with an alter-
nating structure of repeated blocks and a reduc-
tion block and ends with a regression block. The
number of repititions depends on the parameter i,
which is set to 3 in the IRNN. The stem (see Fig-
ure 15) consists of three convolutional layers and
two consecutive inception modules. The input
picture dimensionality is reduced from 113× 29
to 25× 23 while the number of channels increases
from 1 to 36. In the classic Inception-ResNet v2
the dimension reduction is done on both dimen-
sions but there the input image dimensions are
larger. Block A (see Figure 16) is the first incep-
tion residual block. In each of the blocks A–C
the block input is processed along different paths
and concatenated along the channel dimension.
Afterwards a 1× 1 convolution without an activa-
tion function is applied. In block A the result is
scaled by the factor 0.17 and added to the block
input followed by the ReLU activation. The out-
put dimension does not change so stacking these
blocks is possible.
After block A the following reduce block is
shown in Figure 17, which is an inception mod-
ule. The last layer has a stride of [2, 2] which
reduces the dimension from 25 × 23 to 12 × 11
while increasing the channel size from 36 to 180.
Despite the different input size to block B (see
Figure 18) and varied convolutions within the
inception module, the overall structure is simi-
lar to block A. Here the scaling factor after the
inception is 0.2.








 i - times
2i - times
 i - times
25 x 23 x 36
113 x 29 x1
25 x 23 x 36
12 x 11 x 180
12 x 11 x 180
6 x 5 x 366
6 x 5 x 366
2
Figure 14: Overview of the IRNN. The parameter
i determines the NN depth by giving the
numbers of repetitions of each block. The
individual blocks are described in Fig-
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3 x 3, [2, 1]
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56 x 27 x 6
56 x 27 x 6
56 x 27 x 1256 x 27 x 12
27 x 25 x 1227 x 25 x 18
27 x 25 x 30
27 x 25 x 12
25 x 23 x 18
27 x 25 x 12
27 x 25 x 12
27 x 25 x 12
25 x 23 x 18
Figure 15: Stem of IRNN which structure overview
is given in Figure 14
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25 x 23 x 36
25 x 23 x 36
25 x 23 x 6
25 x 23 x 6
25 x 23 x 12
25 x 23 x 24
25 x 23 x36
25 x 23 x 6 25 x 23 x 6
25 x 23 x 9
Figure 16: Residual block A of residual-inception NN







3 x 3, [2,2] 1 x 1 3 x 3, [2,2]
3 x 3
3 x 3, [2,2]
25 x 23 x 36
12 x 11 x 180
12 x 11 x 72
25 x 23 x 48
12 x 11 x 72
12 x 11 x 180
25 x 23 x 48 12 x 11 x 36
Figure 17: Reduce 1 module of IRNN which structure














12 x 11 x 168
12 x 11 x 168
12 x 11 x 36
12 x 11 x 36
12 x 11 x 72
12 x 11 x 168
12 x 11 x 24
12 x 11 x 30
Figure 18: Residual block B of IRNN which structure




1 x 1 1 x 1 3 x 3, [2, 2]
12 x 11 x 180
6 x 5 x 366 
12 x 11 x 48
12 x 11 x 180
12 x 11 x 48
Conv
3 x 3, [2, 2]
6 x 5 x 72
Conv
3 x 3, [2, 2] Conv
3 x 3
Conv
3 x 3, [2, 2]
Conv
1 x 1
6 x 5 x 180
12 x 11 x 54
6 x 5 x 60
12 x 11 x 48
6 x 5 x 54
Figure 19: Reduce 2 module of IRNN which structure
overview is given in Figure 14














6 x 5 x 366
6 x 5 x 366
6 x 5 x 36
6 x 5 x 48
6 x 5 x 84
6 x 5 x 366
6 x 5 x 36
6 x 5 x 42
Figure 20: Residual block C of IRNN which structure
overview is given in Figure 14
Conv




6 x 5 x 252
1 x 1 x252
Fully Connected
2
Figure 21: Reduce 3 module and regression of IRNN
which structure overview is given in Fig-
ure 14
A.5 Deep Inception Network
The DINN is a special case of the IRNN, where
the residual parameter i is equal to 0 which can be
seen as skipping block A – C in Figure 14. Even
without the residual blocks this NN has a deep
and complex structure with multiple inception
modules.
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Abstract
Wendelstein 7-X is a low-shear stellarator with an island divertor, formed by natural magnetic
islands at the plasma edge and ten modular divertor units for particle and energy exhaust. For
the island divertor concept to work properly, the device is optimized for small internal currents.
In particular, the bootstrap current is minimized. Previous studies predicted a thermal overload
of the targets at a particular location, due to the slow evolution of the toroidal net current in the
initial phase of certain otherwise desirable high-power discharges. The present numerical study
explores the neoclassical predictions for the bootstrap current in more detail and demonstrates, as
a proof of principle, that a path from low density and low heating power to high density and full
heating power exists, on which the bootstrap current remains constant. This offers the possibility
to reach the predetermined toroidal net current at low heating power, where no overload will occur
in the transient phase.
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I. INTRODUCTION
Wendelstein 7-X (W7-X) is a large stellarator with five field periods, operated at the
Greifswald site of the Max-Planck-Institut fu¨r Plasmaphysik (IPP) [1, 2]. Its magnetic
field configuration was optimized for good MHD equilibrium and stability properties, low
neoclassical transport and small bootstrap current in the long-mean-free-path (lmfp) regime,
and good fast particle confinement at high β values. It aims to show that stellarator research
can provide a magnetic configuration suitable for a reactor. The superconducting coil system
consists of 50 non-planar coils of 5 different coil types and 20 planar coils of 2 different coil
types. The 5 non-planar coil types and 2 planar coil types form one half module of the
magnet system, two such half modules in stellarator symmetry form one module, which is
repeated along the torus, following the fivefold symmetry of the device. Independent control
of the currents in each of the coil types allows for considerable flexibility in changing the
magnetic configuration. The aim is to operate W7-X in quasi-steady-state discharges at
fusion relevant plasma parameters with a duration of up to 30 min.
The main heating system for this operation mode is Electron Cyclotron Resonance Heat-
ing (ECRH) [3], with ten continuous wave (cw) gyrotrons providing up to 1 MW each at
140 GHz for operating at a resonance field of 2.5 T. At medium plasma densities, the ECRH
is operated in X2-mode (cut-off density at 1.2×1020 m−3). For densities beyond the X2 cut-
off, O2-mode heating is used up to densities of about 2×1020 m−3 (cut-off at 2.4×1020 m−3),
which has already been successfully demonstrated in the first divertor operation phase of
W7-X [4, section 4]. At even higher densities O-X-B mode conversion is envisaged, which
was tested in the predecessor experiment Wendelstein 7-AS (W7-AS) [5, 6]. In addition to
heating, electron cyclotron current drive (ECCD) can be achieved by an appropriate setting
of the ECRH launching mirrors. Further heating systems are neutral beam injection (NBI)
with about 5 MW in 10 s pulsed operation [7], which has gone into operation in 2018, and
ion cyclotron resonance heating (ICRH) with 4 MW [8] foreseen for the next operational
phase, to start in 2021.
In order that the HELIAS concept of W7-X [9] be viable for a fusion reactor [10], a
solution for particle and energy exhaust has to be provided. For the low-shear configuration
of W7-X, an island divertor concept was chosen [11], which was successfully tested in the
predecessor experiment W7-AS [12]. For the island divertor, the edge magnetic field topology
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has a specific resonant structure in which magnetic islands formed by a naturally occurring
low-order-rational value of the rotational transform ι at the boundary of the plasma generate
a separatrix, which guides the particle and power fluxes from the main plasma to the divertor
targets designed for high power loads [13]. The target plates are arranged in 10 divertor
units of equal shape, corresponding to the fivefold toroidal symmetry and to the up-down
flip symmetry (stellarator symmetry) of the device (see Fig. 1).
FIG. 1: Plasma column with the ten divertor units, positioned according to periodicity and
stellarator symmetry [14].
The High Heat Flux (HHF) divertor units to be installed for future long-pulse operation
are designed for stationary heat loads of 10 MW/m2 in the highest loaded areas [15]. How-
ever, due to technical restrictions, there are regions of the target plates where the allowable
power density to the surface is significantly lower. A design view of one divertor unit is
shown in Fig. 2.
The edge rotational transform is of extreme importance for the island divertor operation,
as it determines the radial position of the magnetic islands. If there is a net toroidal current
Itor, it changes the rotational transform and thus displaces the island chain radially relative
to the vacuum configuration. Because of the low shear, the variation of the toroidal current
must therefore be limited to rather small values on the order of 10 kA, or the impact on
the magnetic configuration must be balanced by an appropriate adaptation of the field coil















FIG. 2: Lower divertor unit showing the different components.
Wendelstein 7-X is optimized for small bootstrap current Ibs [17]. However, in some
scenarios, Ibs, as calculated from neoclassical theory, can still assume values on the order
of 50 kA. The net toroidal current (consisting of the Ibs and an exponentially decaying
shielding current which is induced by the self-inductance of the plasma) reaches steady state
after several L/R times which, for W7-X plasma parameters, may require several tens of
seconds:
Itor = Ibs (1− exp(−t/τ)), (1)
where τ = L/R is the decay time constant of a current in a circular conductor with induc-
tance L and resistance R (see [18] for a detailed discussion of the evolution of currents in a
stellarator, including the role of bootstrap current and current drive). An example of the
impact of the evolution of Itor on the edge configuration is shown in Fig. 3.
The impact of the variation of the net toroidal current on the heat load pattern on the
target plates can be significant and may have to be minimized. Specifically, the area of
maximum heat load typically forms one or several narrow stripes with a width of a few cen-
timeters in the poloidal direction and extending along the target in the toroidal direction.
These stripes are called strike line(s), and their poloidal location on the targets is sensitive
to Itor. In particular, an attractive discharge scenario was identified [16] where, however,
4
FIG. 3: Poincare´ plot of different stages of evolution of the toroidal current in the “scraper
element reference scenario” [16] (see section II): (a) 0 kA (b) 22 kA (transitional state) (c)
43 kA (final state) (from [19]).
the strike line would approach the pumping gap during the toroidal current equilibration,
thus overloading the target edges bounding the pumping gap and possibly wall components
behind the pumping gap (see Figs. 6 and 3) [20]. The analysis in [16], however, used neo-
classical transport coefficients in the calculation of radial profiles, which had been calculated
for a single density case in the magnetic “standard reference” configuration (which has sim-
ilar vacuum field properties). The MHD equilibrium, neoclassical transport coefficients and
radial profiles of plasma pressure and toroidal current density were therefore not consistent.
Part of the present work is to calculate, in a proof-of-principle study, stationary plasma
states with different values of Ibs and consistency between MHD equilibrium, neoclassical
transport and radial profiles, which will be called “self-consistent solutions” in the following.
The aim of this work is to demonstrate the existence of a sequence of such stationary states,
where, first, a certain value of Ibs is achieved at low power and appropriate plasma density.
During the evolution of this first plasma state from startup to the desired final stationary
state, the configuration with significant power loads on sensitive locations of the targets will
be passed at a low power level. The further plasma states of the sequence will then be chosen
in such a way as to balance the scalings of Ibs with pressure gradient and with collisionality,
such that Ibs is kept constant. The solution to this task is not entirely self-evident, since
Ibs itself depends on MHD equilibrium (not only on the structure of |B|, but also on ι , i. e.,
the current density profile must be considered), plasma profiles (collisionality and radial
electric field) and on the thermal transport calculated from the mono-energetic neoclassical
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transport coefficients in a subtle, non-linear way in a magnetic configuration like that of
W7-X, which was optimized, among other criteria, for vanishing bootstrap current.
We note that we do not aim at describing a dynamic time evolution by solving time-
dependent equations, but we investigate stationary states. For low power, where the overload
is avoided, a slow evolution of the toroidal current can be tolerated, and for the phase with
the final Ibs, the toroidal current should be constant in this approach with no change of the
location of the boundary islands. The detailed time evolution is therefore not considered
here.
The paper is organized as follows. After revisiting the different solutions suggested to
solve the overload problem and introducing our new approach in section II, we shall discuss
the numerical method in section III. We shall then show a potential path from a low-
density, low-power plasma to high-performance conditions without overloading the target
edges at the pumping gap in section IV. After discussing these results and the underlying
assumptions in section V, we summarize our conclusions in section VI.
II. SCHEMES TO MITIGATE THE IMPACT OF THE VARIATION OF THE
TOROIDAL CURRENT
Different ways have been proposed to avoid the overloading of components during the
evolution of the toroidal current density toward its steady-state profile. They can be grouped
into two categories:
1. Transient modification of the magnetic configuration by external current drive or by
changing the currents in the field coils,
2. modification of the plasma-facing components,
In this section, we shall first revisit the basic idea behind each of the schemes proposed so far
and shortly discuss their respective disadvantages. We shall then introduce a third category,
making use of the dependance of the bootstrap current on plasma density and temperature.
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A. Current Drive
To keep the net value of Itor in an acceptable range, Electron Cyclotron Current Drive
(ECCD) can be applied [18]. The two major drawbacks of using this technique are, firstly,
that it works efficiently only for intermediate or low plasma densities. Secondly, since the
current is driven in a highly localized radial position, the rotational transform profile is
strongly modified, giving rise to many low-order rational magnetic surfaces. While com-
pensating the net current, ECCD therefore sacrifices the low-shear profile of the rotational
transform, which may destabilize the plasma [16, 21, 22]. Experimentally, strong MHD
activity has already been observed in discharges with ECCD [23].
B. Transient Change of Field Coil Currents
The most pronounced change in the plasma edge due to a net toroidal plasma current is
the radial shift of the island chain in configurations with edge islands. This could also be
compensated by adjusting the ratio of the planar and non-planar field coil currents. The edge
rotational transform of the vacuum magnetic field would then be dynamically adjusted to
compensate for the effect of the toroidal plasma current. First, a feed-forward scheme could
be applied if the current evolution is known, as it was demonstrated on other stellarators
(see, e. g., [24, 25]). There are, however, limits for the rate at which the currents in the
superconducting field coils of W7-X can be changed. A first experiment with limited scope
has been performed to test this option, the analysis of which is still ongoing. Ultimately, an
ι control using the field coils would require a feedback system controlling the power supplies
of the magnet system. This has not been planned originally. Technically, it would require
considerable adjustments in the control and safety system of W7-X. We shall not discuss
this method further here.
C. Addition of a Further Target Component
Another possibility to protect the edges of the pumping gap is the installation of a set
of new actively cooled passive protection elements called Scraper Elements (SE) [20]. They
prevent the heat flux from reaching the critical regions of the divertor, where it might
overload the components during the transition to a stationary current state. However,
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numerical simulations indicate that the SEs could deteriorate the plasma performance since
they significantly reduce the pumping efficiency [26]. This scheme has been tested in the
first divertor operation phase with a set of only two SEs for 2 out of the 10 target units.
Detailed analysis of the results is ongoing [27].
D. Controlling the Variation of Bootstrap Current by Control of Density and
Heating Power
In the previous analysis of the overload problem, a final high-performance plasma state
with a certain density and heating power was taken as the goal, and the resulting bootstrap
current was calculated by a transport code (see section III). It was then assumed that
density and heating power would quickly assume their target values, whereas the toroidal
current would slowly evolve on the L/R time scale, overloading the target edges at the
pumping gap during several tens of seconds.
However, the bootstrap current naturally depends not only on the magnetic configuration
but also non-linearly on density and heating power. This offers the option to have for some
desired magnetic configuration the same bootstrap current at low density and low heating
power as at the high density, high heating power target state. The critical range of Itor
could then be reached and exceeded at reduced heating power levels, avoiding an overload.
After that, a path with constant Ibs to high power and high density would be followed by
a controlled increase of power and density. While ECRH power and its deposition profile is
easily controlled, this is not as easy a task for plasma density and the density profile. Here,
we shall nevertheless assume that these quantities can be sufficiently well controlled during
a plasma discharge.
For the present proof-of-principle study, we choose a magnetic configuration which is as
desirable as the one for which the scraper elements were conceived (SE reference configura-
tion) [20, 28] but slightly different. The reason is that in this configuration, which has the
same low neoclassical losses (see section IV C) and good MHD stability at a heating power
of 10 MW as the standard reference configuration, Ibs is predicted to reach ∼ 30 kA. There-
fore the vacuum configuration is slightly adjusted to achieve divertor heat load patterns
compatible with the technical limits of the water-cooled HHF divertor in the steady-state
phase. As announced in secion I, we aim to develop a path consisting of stationary plasma
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scenarios, each of which has a consistent set of MHD equilibrium, neoclassical transport
coefficients and plasma profiles from transport simulations, ranging from low power and low
density to the desired high-density steady-state without overloading the divertor. The field
coil currents for this new configuration are listed together with those of the SE reference
configuration in Table I. In the following sections, we shall describe the computer codes and
TABLE I: Coil currents for the vacuum magnetic fields with 2.52 T on the magnetic axis at
the ECR heating position for the configuration discussed in this paper (‘new’) and for the
scraper element reference configuration [28] (‘SE ref’). Here, I1 to I5 are the currents in
the non-planar coils and IA, IB the ones in the planar coils. The offset in edge rotational
transform of the ‘new’ vacuum field relative to the target configuration has been chosen to
account for Itor = 30 kA.
[kA] I1 I2 I3 I4 I5 IA IB
new 12.10 11.96 12.22 13.48 13.60 7.68 −4.06
SE ref 11.95 11.82 12.07 13.31 13.43 8.86 −2.86
their assumptions and the resulting discharge path toward a high-performance plasma state.
III. MODELLING APPROACH
In this chapter, we discuss the building blocks of our analysis. In section III A, a general
outline of their interrelation will be given. After that, we shall list the assumptions made
in these numerical tools and indicate where more detailed descriptions can be found. We
shall start with the three codes used to calculate self-consistent magnetic equilibrium con-
figurations (in the sense defined in section I), the Variational Moments Equilibrium Code
(VMEC) [29] and the EXTENDER code [30] (section III B), the Drift-Kinetic Equation
Solver (DKES) [31] (section III C), and the Neoclassical Transport Simulation for Stellara-
tors (NTSS) code [32] (section III D). We shall continue in section III E with a description
how these codes have been used iteratively to obtain self-consistent radial profiles. We shall
conclude this chapter by describing the calculation of thermal loads on the targets in a field
line diffusion code [33] in section III F.
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A. Interrelation of Numerical Tools
The radial profiles of toroidal current density and pressure for some W7-X configura-
tion can be calculated by the NTSS transport code, which takes as input a radial density
profile, a radial heating power profile, and coefficients describing neoclassical and anoma-
lous transport. Neoclassical transport is important in stellarators in particular in the lmfp
regime.
A table of (mono-energetic) neoclassical transport coefficients is obtained from the DKES
code, which requires as input the magnetic equilibrium configuration (in terms of a Fourier
representation of the magnetic flux surfaces and a radial profile of the rotational transform).
This description of the magnetic equilibrium configuration can be calculated by the
VMEC code, which takes as input the vacuum magnetic field and the radial profiles of
pressure and of toroidal current density.
Obviously, there exists a circular dependance between the output of these three codes
and (at least part of) their input, as shown in Fig. 4. Until now, this iteration has not been
automated, since the output of the codes (in particular of DKES) requires some assessment
with regard to the accuracy of the results. In the past, the sequence of codes was iterated to
a self-consistent solution (within the assumptions) for one scenario with very low bootstrap
current (on the order of a few kA) and for a second scenario with ECCD to keep the toroidal
net current equally small [22]. In this paper, we present for the first time self-consistent
iteration results for configurations with larger bootstrap current. This has an impact on
the iteration since the bootstrap current changes the ι profile which in itself influences the
bootstrap current.
The iteration is started with assumed shapes for the radial profiles of pressure and toroidal
current density (see section III E), together with an average β and a value of the toroidal
net current.
Once the changes between iterations are negligible, the magnetic equilibrium configura-
tion calculated by VMEC for the confinement region is used by the EXTENDER code to
calculate the full magnetic field in the entire vacuum chamber, produced by the plasma in
magnetohydrodynamic (MHD) equilibrium and by the external coils. This full field is then











Profiles of pressure 
and parallel current 
density 
Profiles of density and 




FIG. 4: Iterative modelling using the codes VMEC, DKES and NTSS to calculate a
magnetic equilibrium configuration with consistent radial profiles and neoclassical
transport coefficients.
B. VMEC and EXTENDER
VMEC is used to calculate the magnetic field in the presence of a plasma by solving the
ideal MHD equations for a stationary equilibrium
∇ ·B = 0, (2)
J×B =∇p, (3)
∇×B = µ0J. (4)
VMEC assumes that the magnetic field forms nested flux surfaces, which are labeled by
the value of the normalized toroidal flux s (VMEC’s radial coordinate, running from 0 in the
plasma center to 1 on the VMEC domain boundary). This surface limiting the computational
domain is also assumed to be a flux surface. In a free-boundary calculation this defines the
volume of the plasma. As basic input, VMEC requires the toroidal flux contained within this
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limiting surface. VMEC by itself has no way to determine whether these assumptions are
valid or not and cannot judge on the size of its computational boundary. For our iterations
aiming at a certain value of Ibs and hence at a fixed radial location of the bounding island
chain, we used a fixed value of the toridal flux. Due to the assumption of nested flux surfaces,
VMEC cannot treat islands or stochastic regions. However, the full field can be used to
investigate the location of the boundary islands and of the separatrix to a leading order,
and this information can be used to adjust the input parameters of VMEC accordingly to
exclude the island region from the calculation domain, as described in [16]. In the sequence
of calculations we kept the volume of the VMEC domain almost constant at ∼ 28 m3. With
this value, the 5/5 boundary islands are outside the VMEC domain for Itor = 30 kA. For
simplicity, this volume was also used for the low-power, lower-density phase, where, with
smaller toroidal currents, the boundary islands are further out, but where an overload of
the critical divertor parts does not occur (see section IV C).
The model of nested flux surfaces is necessary for the iterative use with DKES and NTSS,
which assume that transport is local and calculate the integral fluxes through (radial) and
within (parallel) the flux surfaces.
Further basic input data to VMEC are the radial profiles of plasma pressure p(s) and
toroidal current density jtor(s).
To investigate the effects of the plasma currents on the edge islands and to study their
impact on the interaction of the plasma with the divertor targets and the wall components,
magnetic fields in the entire plasma vessel are required. For this purpose the EXTENDER
code is employed which uses the virtual casing principle [34, 35] to calculate the fields outside
of the VMEC domain generated by the plasma and combines them with the vacuum field
to obtain the full field. For the field in the VMEC domain we do not use the VMEC field
itself, but rather a combination of the VMEC field, the EXTENDER solution inside the
VMEC domain and the vacuum field, which is calculated by Biot-Savart’s law from the
currents in the field coils, as described in [16]. The full field built in this way is well suited
to investigate the edge region of the magnetic configuration and its interaction with the
divertor structures, as used in [27, 28].
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C. DKES
The neoclassical part of the particle and energy transport can be calculated with transport
coefficients derived from a drift-kinetic description of the plasma. The so-called Drift-Kinetic
Equation (DKE) [36] allows a steady-state solution for the distribution function f , which
is assumed to differ from the local Maxwellian distribution function fM only by a “small”
perturbation f1 = f − fM. The DKE for f1 can be linearized on the assumption that the
transport processes are radially (on flux surfaces) local. For an expression of the linearized
DKE allowing it to assume a so-called mono-energetic form see [37]. Thus the initially 5-
dimensional DKE can be reduced by 2 dimensions, since the corresponding variables, flux
surface label and particle energy, appear only as parameters, thus simplifying the numerical
treatment. To allow the mono-energetic ansatz, energy diffusion is neglected in the collision
operator and only pitch-angle scattering is retained. This has no consequences for the radial
transport in stellarators but causes errors for the parallel transport (along field lines) because
it violates parallel momentum conservation. However, techniques for parallel momentum
correction are available [38] to cure this deficiency in the parallel flows at a later stage and
thereby recover correct results.
The solution of the DKE, which is numerically calculated with the DKES code, is used
to obtain the transport coefficients for fluxes or flows through (radial) or within (parallel) a
flux surface by integrating the properly weighted perturbation of the distribution function
over the remaining 3 dimensions, i. e. the pitch angle and the two angular coordinates (flux


















capture the transport properties of particles with a specific energy, thus the designation.
Here, να, vα, Er and B0 are the collision frequency, velocity (corresponding to the chosen
energy), radial electric field and magnetic field, respectively [32]. The flux-surface-averaged
flows I
(α)
i and the thermodynamic forces A
(α)











where n(α) is the particle density, I
(α)
1 is related to the radial particle flux density, I
(α)
2 to the
radial energy flux density, and I
(α)
3 to the toroidal current density (for stellarators without
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an externally imposed electric field this is essentially the bootstrap current — for exact
definitions see [37]).
The so-called thermal transport coefficients L
(α)
ij are calculated from the mono-energetic
ones by an energy convolution with a local Maxwellian with appropriate energy weightings
(see also [37]).
For each magnetic configuration calculated with VMEC, a table of mono-energetic trans-
port coefficients D
(α)
ij is generated, reflecting the dependances shown in Eq. (5) to allow
a fast convolution for arbitrary plasma parameters in a 1D transport simulation code like
NTSS. The generation of these DKES tables (for several minor radii, collisionalities and
radial electric field values) is the most computationally expensive step of the entire iteration
cycle, in particular the calculations for low collisionalities. Nevertheless, since the tables
are later used in interpolating functions, the results need to be checked manually for their
quality and suitability, especially the low-collisionality values. This is currently a necessary
part of the cycle.
D. NTSS
The NTSS code has been designed to solve the time-dependent set of transport equations
encompassing the particle and energy balance of electrons and ions together with a diffusion
equation for the radial electric field Er and an equation for the evolution of the poloidal
flux, the latter being equivalent to the evolution of the toroidal current density [18, 32]. For
our purpose, we use only the ability to provide the stationary solutions of these equations.
In particluar, we do not solve the time evolution of the toroidal current density or poloidal
flux but only use the calculated bootstrap current distribution resulting from the transport
coefficients and plasma profiles.
Particle and energy balance equations contain on the one hand the neoclassical transport,
based on first principles (see [32]), using the transport coefficients calculated with DKES.
On the other hand NTSS uses heuristic models to account for the turbulence-driven, so-
called anomalous, transport. This is simulated just by a simple diffusion model, where the
heat diffusion coefficient is, in our case, χbase = 1 m
2s−1 at the boundary of the model
region and is inversely proportional to the density. This model serves two purposes: first,
allowing sufficient transport at the plasma boundary, where neoclassical transport is far too
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low to produce reasonable temperatures, and second, ensuring that neoclassical transport
will display its performance limiting role in the core plasma. The model is based on certain
high-performance experiments in the Wendelstein 7-AS stellarator, which showed a core
region with a dominantly neoclassical transport [39, sections 3.3 and 5.3.2].
In the NTSS simulations used here, the particle balance equation is not solved, but the












FIG. 5: Fixed density (top) and heating power (bottom) profiles used in the NTSS
simulations.
the coupling with further codes. Because the density profile has been chosen rather broad,
this results in a fast decay of the anomalous contribution in the energy balance equation to
about a tenth of the boundary value in most of the plasma volume.
We aim at a high-performance plasma scenario at high density, requiring ECR O2-mode
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heating, which in turn asks for central deposition for high electron temperatures and relies
on a three-path absorption, fixing the launching angles of the beams [40]. For the power
deposition profile we therefore use a fixed standard profile approximating the real O2 de-
position profile with sufficient accuracy (see Fig. 5). Other heating methods with different
power deposition profiles are not considered here.
The calculation of Er is performed with a diffusion equation to avoid the discontinuities
which occur for the non-linear ambipolarity condition ZiΓi = Γe (balancing ion and electron
particle fluxes Γi/e) at a bifurcation point where electron-root and ion-root solutions are
interchanged.
The bootstrap current is calculated from the parallel neoclassical flows and can be used
in the time-dependent version in the evolution of the poloidal flux (equivalent to the toroidal
current density — see [18] for details). As stated before, using the DKES transport coef-
ficients for the parallel transport equations requires the use of momentum correction tech-
niques [38]. These are implemented in NTSS.
Thus, in principle, given sources and sinks for particles, energy and current (e. g. by
ECCD), NTSS can calculate the the time evolution of the radial profiles of electron and ion
density and temperature, of the radial electric field and of the bootstrap current. As stated
before, we omit the solution of the particle transport equation in this work and instead keep
the density profile fixed, and we only consider stationary solutions. One should note, that
these calculated profiles depend on
1. the MHD equilibrium, through the configuration dependency in the DKES calculation,
2. the assumed experimental scenario with density and heating and
3. the anomalous transport model.
E. Iterative Modelling for consistency between magnetic configuration, neoclassi-
cal transport and radial profiles
As indicated in section III A, part of the input and output of the three codes VMEC,
DKES and NTSS cyclically depend on each other. We start the cycle by assuming initial pro-
files for pressure and toroidal current density pin(1)(s) = pini(s) and jtor,in(1)(s) = jtor,ini(s),
where jtor(s) represents the toroidal net current density, averaged on the flux surface with
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is used rather than jtor(s), where Itor(s) is the total toroidal current inside the flux surface
with label s, and A(s) is the toroidally averaged cross-sectional area of this flux surface.
VMEC uses this input only for the functional shape of the profile and scales it to obtain
the target value of the bootstrap current Ibs,target, which is a separate input. For the sake of







ds = Ibs,target. (8)
A VMEC run under these assumptions yields a magnetic equilibrium configuration, which
is used to obtain from DKES a table of mono-energetic neoclassical transport coefficients,
as described in section III C. The magnetic configuration from VMEC and the transport
coefficients from DKES are then used for a number of NTSS simulation runs with the same
heating power P and power deposition profiles, the same predefined density profile shape,
but different values of the central density n0. In addition, anomalous transport is simulated
in the NTSS runs by a predefined heat diffusivity (see section III D).
The result after iteration cycle no. k are new pressure and toroidal current density profiles






ds = Ibs,(k)[P, n0]. (9)
For the next iteration k+ 1, we choose the profile shapes of that density value n0, for which
Ibs,(k) is closest to the target value of the bootstrap current Ibs,target. We denote the selected
value of n0 as n0,base(k). The iterations are performed separately for each value of P , and
also Ibs,target may differ for different values of P . For the next VMEC run, we use, instead
of Ibs,(k)[P, n0,base(k)], again Ibs,target as input for the total toroidal current since this is the
target value of the entire iteration: The configuration calculated by VMEC will thus change
between iterations only due to the different profile shape, and the rotational transform at
the boundary of the VMEC domain will only change very little between iterations. Hence,
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for the next iteration cycle, the input profiles for VMEC are





From the new VMEC equilibrium, a new table of neoclassical transport coefficients is gen-
erated by DKES. NTSS is run next for a range of n0 values around n0,base(k)[P ], possibly
including an interpolated value of n0 to more closely hit Ibs,target in the result.
In section IV A, we shall present the resulting bootstrap current Ibs,(1)[P, n0] of the first
iteration cycle for a broad range of (P, n0) values to show the general dependance on these
parameters. We shall then proceed up to the 4th iteration cycle for selected power steps
to demonstrate that the convergence of the profiles and of Ibs to the desired target value is
achieved in our procedure.
F. Field Line Diffusion and Assessment of Critical Regions
To calculate the heat load on different regions of the divertor and other plasma facing
components (PFCs), the technique of field line diffusion is used, as described, e. g., in [33, 41].
To this end, a number Ntot of starting points is chosen, which are distributed uniformly
on a flux surface a few millimeters inside the last closed magnetic surface. From each
starting point, the magnetic field lines are followed in both directions with small random
perpendicular steps taken to imitate perpendicular diffusion. The parameters to describe
this diffusion process and their values chosen for this work are the diffusion coefficient D⊥
= 1 m2s−1, the scale of the path length between two perpendicular steps λ = 0.1 m and
the parallel “velocity” (which, together with D⊥, determines the ratio between parallel and
perpendicular transport) v = 5× 105 ms−1. Each trace is followed until it intersects a PFC.
The location of each such hit point is recorded.
To calculate the power density, an appropriate segmentation of the PFCs is chosen, and
for each segment i the number of hits on this segment Ni is divided by the segment area Ai.






where Pconv is the total available convective power [42] (e. g., for a worst-case estimate, the
total heating power). Here, the segmentation size is chosen small enough to resolve the
regions of the PFCs with different technical heat flux limits and the scale size of the heat
load patterns. For the target plates, mostly segments corresponding to the individual tiles
on the high heat flux target elements (with a typical size of 50 mm× 25 mm) are chosen. The
calculated power loads qi are compared to the maximum design heat load qd, i (see Table II
and Fig. 6). Note the sides facing the pumping gap, where the reduced qd, i values are critical
TABLE II: Technical limits qd, i for target components in W7-X [43].
Component qd, i [MW/m
2]
High loaded area 10.0
- End Top Tile 5.0
- Edge Tile 2.0
Lower loaded area 0.5
from the overload analysis point of view.
The ratio qi/qd, i together with the number of hits Ni out of Ntot, on which qi is based,
can be used for a statistical analysis of the probability of overloading a particular segment
[42].
IV. RESULTS
A. Bootstrap Current for Variation of Density and Heating Power
To show the general trends, we started one iteration cycle by creating MHD equilibria
with VMEC, based on a vacuum magnetic field generated by the coil currents of Table I,
assuming a linear pressure profile
pini(s) = pc(1− s) (13)
and a parabolic current profile
jtor,ini,A(s) = jc,A s(1− s) (14)
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Local Design Loads 
q <   0.5 MW/m2 
q <   2.0 MW/m2 
q <   5.0 MW/m2 




FIG. 6: Mapping of a divertor unit to a 2D grid, as used for representing the power density
in section IV. The colors indicate the maximum design heat load (Table II) for each
surface element [42]. The magnified view from the inboard shows in particular the critical
region adjacent to the pumping gap in a golden-orange color.
with pc and jc,A chosen such that the 〈β〉 value is 2 % or 3 % and the total toroidal current
is Ibs,target = 30 kA. Mono-energetic neoclassical transport coefficients were calculated for
these equilibria and used in NTSS for a range of central densities n0 and heating powers
P . The resulting bootstrap currents Ibs,(1),A[P, n0] are shown in Fig. 7. Following the 30 kA
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FIG. 7: Bootstrap current after first iteration cycle, starting from a linear pressure profile
and a parabolic profile of the toroidal current density. The resulting values (Ibs,(1),A) are
indicated in kA at the contour levels. The calculations represented by solid (dashed) lines
are performed for MHD equilibria with 〈β〉 of 2 (3) %. For the further assumptions, see
text.
contour in that figure would outline a path from low power (ca. 4 MW) and low density
(0.4 to 0.6 × 1020 m−3) to high power (8 MW) and high density (1.4 × 1020 m−3) without
significant changes in the edge rotational transform.
However, the resulting profiles p(1)(s) and jtor,(1)(s) are different from the initial profiles
and different for each set (P, n0). In particular, the current density profiles in the NTSS
results show a more centrally peaked form. Since the bootstrap current also depends on
the profile of ι and different current density profiles result in different ι profiles, the hope
was to achieve faster convergence with a more educated guess for the profile shapes. Before
continuing the iteration (section IV B), we therefore investigate the effect of starting with a
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more peaked choice for the profile of the toroidal current density,
jtor,ini,B(s) = jc,B s{0.1(1− s) + (1− s)2 + 10(1− s)8}, (15)
with jc,B again chosen such that the total toroidal current is 30 kA. This function is displayed
in Fig. 9 (top panel) as ‘modified profile’. However, a rather similar behaviour of the resulting
bootstrap current Ibs,(1),B[P, n0] is found as that of Ibs,(1),A depicted in Fig. 7. The 30 kA
contour is only slightly shifted in the (P, n0) plane. In Fig. 8, we show the differences
Ibs,(1),A − Ibs,(1),B in the (P, n0) plane.
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FIG. 8: Differences of the resulting bootstrap current after the first iteration cycle for start
with a parabolic and a peaked profile of the toroidal current density, Ibs,(1),A − Ibs,(1),B.
B. Convergence of pressure and current density profiles
As described in section III E, for the initial VMEC run, guessed profiles for pressure and
toroidal current density, pini(s) and jtor,ini(s), are chosen. After cycling through DKES and
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NTSS, we arrive at a set of different profiles, depending on the P and n0 values chosen in
NTSS. In iteration no. k, each profile has a different total current Ibs,(k)[P, n0]. The input
profiles for the next iteration for a given value of P is decided based on the value of Ibs,(k)
closest to 30 kA. As an example, we demonstrate in Fig. 9 the convergence of the profiles for
a heating power of P = 8 MW. After 4 iterations, the profiles do no longer change visibly
(see Table III), and a solution with consistent input and output of the three codes is reached.
C. Path to High Performance
We have computed such self-consistent solutions for heating powers of 2, 4, 6, 8 and
10 MW. From these, we assemble a final path starting at P = 2 MW, n0 = 0.4 × 1020 m−3
with Ibs = 17 kA. Heating power and density are then increased to (4 MW, 0.6× 1020 m−3)
with Ibs = 28 kA and to (6 MW, 1.0× 1020 m−3) with Ibs = 30 kA. After this point, Ibs can
be kept constant by a coordinated increase of heating power and density through (8 MW,
1.31 × 1020 m−3) to (10 MW, 1.57 × 1020 m−3). The whole path is represented in Fig. 10,
together with further operation points for each power step from our parameter scan.
The L/R times for the 2 MW and 4 MW cases are 20–40 s. This is the time scale required
to achieve the Ibs target value. The time scale for changes in the total toroidal current

























Flux Label s 
FIG. 9: Evolution of the radial profiles of toroidal current density jtor(s) (top) and
pressure p(s) (bottom) for a heating power of P = 8 MW and 4 iteration cycles. The
iteration procedure is described in section III E. For jtor(s) the two initial profiles jtor,ini,A
(“original profile”) and jtor,ini,B (“modified profile”) are shown.
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FIG. 10: Stationary values of the bootstrap current on the final path (in grey) from low
power and low density toward high power and high density. For each power step, the
bootstrap currents for the neighbouring values of the density n0 are also displayed (in
colours).
to higher density and heating power can be faster, since Ibs does no longer change. Should the
evolution of the discharge deviate from the planned path, sufficient time (L/R) is available
to switch off the heating before the island geometry is modified in a way to endanger the
sensitive areas of the targets.
For a fixed heating power, the plasma density cannot be chosen arbitrarily high. Due to







for W7-X [44]. Here, nc is the line-averaged electron density in 10
19 m−3, P is the heating
power in MW, fimp is the impurity fraction and cconf is a numerical factor, which depends
weakly on the magnetic configuration and is ∼ 0.56 in our case. In Table IV we compare
the line-averaged densities on our discharge path with nc for an impurity fraction of 1 %,
which was found to be a realistic value in the most recent operation phase of W7-X after
boronization [44]. We note that the (P, n0) values on our path do not violate the limit of
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TABLE IV: Comparison of line-averaged densities n¯ with the empirical density limit nc of
Eq. (16) [44], assuming an impurity fraction of 1 %.
P [MW] 2 4 6 8 10
n0 [10
19 m−3] 4 6 10 13.1 15.7
n¯/nc 0.63 0.62 0.81 0.90 0.94
Eq. (16).
The magnetic configurations of the chosen path were provided as full fields (i. e., including
the effects of the plasma currents) with VMEC-EXTENDER (see section III B) and were
used to calculate the power load to the divertor within the field line diffusion model (see
Fig. 11). The predicted heat load for the divertor at the edges near the pumping gap is well
within the design limits given in section III F for all five magnetic configurations, since the
configuration with a bootstrap current of 17 kA, which places the strike line to an area with
reduced design load at the edge of the pumping gap, is passed at low heating power (2 MW,
1/5 the final power).
We also compared the neoclassical transport properties in the lmfp regime between the
10 MW configuration of our path and the SE reference configuration proposed in [28] (see
Table I for the coil currents). Fig. 12 shows the radial profiles of the effective helical ripple
εeff [37], the corresponding figure of merit, which demonstrates that both configurations have
very similar neoclassical transport properties, in the vacuum configuration as well as in the
version with finite β and bootstrap current.
V. DISCUSSION
The discharge scenario and the path from plasma startup to a high-performance plasma
presented in this work are of a “proof-of-principle” type: The simulations are based on a
number of assumptions, like the neglect of radiation effects, the fixed shape of the density
profile, or the diffusive ansatz for anomalous transport and the value of the corresponding
heat diffusion coefficient.
Whereas neoclassical transport is based on a theory derived from first principles, the
anomalous transport in W7-X has still to be explored and described experimentally as
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P = 2 MW, qfull scale = 2 MW/m2 
P = 4 MW, qfull scale = 4 MW/m2 
P = 6 MW, qfull scale = 6 MW/m2 
P = 8 MW, qfull scale = 8 MW/m2 
P = 10 MW, qfull scale = 10 MW/m2 
0 0.2 1.0 
q/qfull scale 
0.4 0.6 0.8 
FIG. 11: Heat load patterns on the targets for different heating power P . For each value of
P , the magnetic configuration from the last iteration of VMEC+EXTENDER was used for
field line diffusion with 20000 starting points. The targets are represented as introduced in
Fig. 6, and we have marked the areas with reduced design load by red rectangles. The
color scale is adapted to the heating power for a better visibility of the changes in the heat
load pattern.
well as theoretically. Although the physical mechanism of anomalous transport is generally
believed to be turbulence rather than diffusion, diffusion with an empirical coefficient is
widely used in transport codes to simulate it. Our choice, as introduced in section III D,
is motivated by observations in various devices, as summarized, e. g., in [45, p. 548] as
anomalous electron heat diffusion coefficient χe = C/n with C = (1 . . . 5) × 10−19 m−1s−1.
Likewise, on Wendelstein 7-AS, the comparison between measured temperature profiles and
predictions of neoclassical transport indicated dominating anomalous heat transport in the
edge, and the values of the inferred anomalous heat diffusion coefficients were of the same
order of magnitude and they displayed a similar radial dependance [46, section III] as used
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FIG. 12: Comparison of εeff between the vacuum versions and the finite-β versions of the
scraper element (SE) reference configuration with 43 kA bootstrap current and our newly
developed configuration with 30 kA bootstrap current and 10 MW heating power. Neither
the vacuum versions nor the finite-β versions show significant differences.
in NTSS for the present study.
To investigate the impact of different values of the anomalous transport coefficient, we
increased the base value from 1 m2/s to 2 and 4 m2/s in NTSS, without performing the
iteration cycle to obtain consistent magnetic configurations with VMEC and new mono-
energetic transport coefficients with DKES. As expected, the central temperatures were
reduced, and we obtained lower values for the bootstrap current (see Table V). On the
other hand side, we find that a bootstrap current of 30 kA can be achieved if the heating
power is increased from 8 MW to 10.6 MW (16.8 MW) for χbase = 2 m
2/s (4 m2/s) in the
case with n0 = 1.31× 1020 m−3, or from 10 MW to 13.9 MW (20.9 MW) for χbase = 2 m2/s
(4 m2/s) in the case with n0 = 1.57 × 1020 m−3 (all cases of this sensitivity study were
calculated in NTSS with the density, magnetic configuration and mono-energetic transport
coefficients of the corresponding 1 m2/s base cases, without iterating VMEC, DKES and
NTSS for consistency).
Changing the anomalous transport will affect the simulation results in various ways, i. e.,
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TABLE V: Variation of the heat diffusion coefficient in NTSS for the two last steps on the
path of section IV C (without iterating with VMEC and DKES for consistent results). The
1/n dependance is retained, but the base value at the boundary of the computation
domain is chosen as listed. The indirect effect of an increased radial heat diffusivity on the
bootstrap current is similar to the effect of an increase in density.
P = 8 MW, n0 = P = 10 MW, n0 =
χbase [m
2/s] 1.31× 1020 m−3 1.57× 1020 m−3
〈β〉 [%] Ibs [kA] 〈β〉 [%] Ibs [kA]
1 3.1 30.6 3.6 30.5
2 2.4 9.3 2.8 6.3
4 1.6 −5.7 1.9 −9.3
via the equilibrium, through the different collisionalities due to changed profiles and the
radial electric field, and via the convolution of the mono-energetic transport coefficients with
the Maxwellian. It should be noted that the bootstrap current itself is a purely neoclassical
effect, without anomalous contribution. The lower value of Ibs with increased anomalous
transport in our model is therefore entirely due to the indirect effects of reduced temperatures
and changed profiles. For the magnetic configuration under consideration, an increase of the
anomalous transport at fixed heating power has a similar effect as an increase in plasma
density.
We note that the plasma-pressure-induced currents can also modify the magnetic bound-
ary structure by changing the island size. This MHD-equilibrium effect is included in our sim-
ulation through the use of the magnetic configurations calculated by VMEC-EXTENDER.
For our case with a boundary ι of 5/5, the island size increases with increasing β (see, e. g.,
[47, Fig. 1]). Non-MHD-equilibrium effects influencing the island size (as observed in LHD,
leading to island healing [48]) are not considered here, since they apply to internal islands
and not to islands intersected by divertor structures.
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VI. CONCLUSION
Although W7-X is optimized for low bootstrap current operation, the remaining toroidal
net current of up to several 10 kA has long been identified as a challenge for the operation
of the island divertor [18]. In particular, the slow evolution of the toroidal net current on
the time scale of several tens of seconds may, in a high-power discharge, thermally overload
regions of the target plates close to the pumping gap, which are rated for reduced power
load. Different solutions to this problem were already proposed, as listed in section II.
In this paper, we demonstrated in a numerical proof-of-principle study, in the frame-
work of neoclassical theory, and assuming a certain amount of anomalous transport, that
the dependance of the bootstrap current on the profile shapes can be utilized to keep the
bootstrap current constant over a wide range of density and heating power, as long as both
quantities are varied in a coordinated way. Even in a magnetic configuration displaying a
bootstrap current which needs compensation to allow proper divertor operation, it is thus
in principle possible to find a non-critical path toward high plasma density at high heating
power without overloading the edges of the targets at the pumping gap, and without the
need to feedback-control the superconducting field coils, to apply ECCD, or to install costly
additional target components. In contrast to most previous studies of this topic, we verified
that our results remain valid if mutually consistent magnetic configurations, neoclassical
transport coefficients and radial profiles of plasma pressure and toroidal current density are
used. We note that the density values of our path are also below the empirical density limit
of W7-X [44] for each power step.
A number of simplifying assumptions were made in this study, such that, in reality, the
bootstrap current may assume substantially different values from our simulation results. In
particular, a different amount of anomalous transport or different power deposition profiles
will modify the radial temperature profiles. Likewise, the density profile may deviate from
the assumed fixed shape. Nevertheless, as soon as the model assumptions are adapted
appropriately by comparison with observations or by advances in theory, the scheme in
itself allows to predict whether such a safe path to a desired operation point exists. A
coordinated control of plasma density and heating power, guided by such calculations as
ours as well as by experimental experience, could well prove to be an effective and attractive
approach to control the bootstrap current evolution, and thereby control the dynamics of
30
the divertor heat load patterns. A comparison with experimental observations will be the
logical continuation of this work.
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