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Abstract
We present the zero temperature phase diagram of a Heisenberg antiferromagnet on a frustrated
triangular lattice with nearest neighbor (J1) and next nearest neighbor (J2) interactions, in a
magnetic field. We show that the classical model has an accidental degeneracy for all J2/J1 and
all fields, but the degeneracy is lifted by quantum fluctuations. We show that at large S, for
J2/J1 < 1/8, quantum fluctuations select the same sequence of three sublattice co-planar states in
a field as for J2 = 0, and for 1/8 < J2/J1 < 1 they select the canted stripe state for all non-zero
fields. The transition between the two states is first order in all fields, with the hysteresis width
set by quantum fluctuations. We study the model with arbitrary S, including S = 1/2, near the
saturation field by exploring the fact that near saturation the density of bosons is small for all S.
We show that for S > 1, the transition remains first order, with a finite hysteresis width, but for
S = 1/2 and, possibly, S = 1, there appears a new intermediate phase without a quasi-classical
long-range order.
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I. INTRODUCTION
Frustrated magnetic systems have been extensively studied for decades1–4, and the Heisen-
berg antiferromagnet on a triangular lattice is considered as one of the paradigmatic model.
Frustration is believed to weaken the system’s tendency to form conventional long range
orders. Quite a few models of frustrated magnetic systems on a triangular lattice have been
proposed as candidates to possess exotic quantum phases, both magnetically ordered and
disordered, such as spin nematic phase5,6, magnetization plateau state7–13 (and references
therein), valence bond solid phase14, spin density wave phase11,15, and quantum spin liquid
phase16–18.
In this work, we study Heisenberg antiferromagnet on a triangular lattice with nearest
neighbor (J1) and next nearest neighbor (J2) interactions in the regime J2 < J1. This system
is highly frustrated in two aspects. First, triangular lattice is geometrically frustrated and
does not support a simple antiferromagnetic order. This generally increases the strength of
quantum fluctuations. Indeed, although the ground state of the nearest neighbor Heisenberg
model on a triangular lattice is magnetically ordered, the order structure (120◦ Neel order)
is non-collinear19–22, and the magnetization is substantially suppressed from its classical
value due to quantum fluctuations (by about 50% for S = 1/2 21–24). Second, as the next
nearest neighbor coupling J2 increases to around J1/8, the spin order in zero field changes
from the 120◦ Neel order to stripe order. At large spin S, the transition between 120◦ state
and stripe state is first order25,26, but for S = 1/2 recent numerical studies27–31 based on
coupled cluster method, density matrix renormalization group (DMRG), and variational
Monte Carlo, found that, at least for S = 1/2, there exists an intermediate quantum-
disordered state in between the two ordered states, though the nature of the non-magnetic
phase is not yet fully determined. The width of the quantum-disordered phase was identified
numerically as 0.06 . J2/J1 . 0.1729.
Possible spin liquids have been discovered in various materials, identified as nearly
isotropic triangular antiferromagnets. Examples include inorganic magnet YbMgGaO4
32,33,
and organic Mott insulators κ-(ET)2Cu2(CN)3
34, EtMe3Sb[Pd(dmit)2]2
35,36. As the near-
est neighbor Heisenberg antiferromagnetic model turns out to exhibit 120◦ Neel order19–22,
enhanced frustration such as further neighbor interactions and multiple spin exchange
couplings have been introduced to explain the experiments25–31,37–41. In particular, recent
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experiments on YbMgGaO4 (Ref.
32) have been interpreted based on the idea that the second
neighbor exchange J2 is sizable in this system.
In this work we study J1 − J2 model on a triangular lattice in an external magnetic
field. The goal of these studies is three-fold. First, we want to understand what kind of
spin order emerges in the large S model in a finite field, and, in particular, how the stripe
order, detected at J2 > J1/8 in zero field, evolves as field increases. As we will see, there
is an infinite set of classically degenerate ordered states in a finite field, and the selection
of the actual order is done by quantum fluctuations via order from disorder mechanism25,42.
Second, we want to understand whether the first order transition between quasiclassically
selected ordered states in a field remains a first order, like in zero field, or occurs via an
intermediate mixed phase. Third, near a saturation field we take advantage of the fact that
spins are almost polarized in a direction selected by the field and the density of Holstein-
Primakoff bosons is small at arbitrary S43,44, and search for a possible spin state without a
spontaneous long-range order for S = 1/2, and possibly, larger spins.
The Hamiltonian of the triangular J1− J2 Heisenberg antiferromagnet model in a field is
H˜ = J˜1
∑
〈i,j〉
Si · Sj + J˜2
∑
〈〈i,j〉〉
Si · Sj − h˜ ·
∑
i
Si (1)
where 〈i, j〉 and 〈〈i, j〉〉 run over all the nearest and next nearest neighbor bonds. Due to
global spin-rotational symmetry of the Heisenberg exchange terms, the field h˜ can be taken
in any direction, and we choose h˜ = h˜ eˆz in the following. For simplicity, we measure the
energy in the units of J˜1 and re-define H = H˜/J˜1, J2 = J˜2/J˜1. We also define h = h˜/J˜1S.
In high enough field, all spins are polarized in a direction selected by the field. Below a
critical field, which depends on J2 (see Eq. 4 below), an order different from the ferromagnetic
one starts to develop. The identification of the orders and the phase transition between
different ordered states is the subject of this paper.
A. The summary of our results
At small J2, when the nearest neighbor exchange is dominant, the classical ground state
configurations are determined by analyzing the nearest neighbor spins on sites A, B, C in
Fig. 1(a). We call it a three sublattice structure. The constraint, which minimizes the
3
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FIG. 1. (a) and (b): Three-sublattice (four-sublattice) structure describes the classical ground
state manifold when J2 < 1/8 (J2 > 1/8). The spins on the sites of the same color are within
the same sublattice. (c) The nearest and the next nearest neighbor bonds, δi label the nearest
neighbor bonds, and li label the next nearest neighbor bonds.
classical energy, is
~SA + ~SB + ~SC =
hS
3
(2)
At large J2, the classical ground state configuration is determined by analyzing four spins
on sites A, B, C, D in Fig. 1(b). We call it a four sublattice structure. The constraint, that
minimizes the classical energy, is37
~SA + ~SB + ~SC + ~SD =
hS
2(1 + J2)
(3)
The value of J2, at which the classical ground states of the three-sublattice and the four-
sublattice structures are degenerate in energy, is J2c = 1/8, independent of the field. The
critical field, up to which the transverse order exists, is
hsat =
9 at J2 < 1/88 (1 + J2) at J2 > 1/8 (4)
We show the classical phase diagram of the model in Fig. 4(a).
The classical ground state manifolds at both small and large J2 are highly degenerate for
any non-zero h (and also at h = 0 when J2 > 1/8). We found that quantum fluctuations lift
these degeneracies and select the ordered states via the order from disorder mechanism. We
analyzed this mechanism at S  1 in all fields from h = 0+ up to the saturation value. At
4
J2 < 1/8, we found the same sequence of coplanar ordered states as when J2 = 0 (Fig. 2(a)).
Namely, at h = 0 the quantum ground state is the 120◦ Neel state, at 0 < h < hsat/3
the ordered phase has a Y shape (Fig. 2(d)), at h ≈ hsat/3 it is the collinear UUD phase
(Fig. 2(c)), and at hsat/3 < h < hsat the ordered state has a V shape (Fig. 2(b)). Below we
label the set of Y , UUD, and V states as Y(UUD)V state. In the four sublattice regime,
quantum fluctuations stabilize the phase, in which the spins remain stripe ordered along
a spontaneously chosen direction transverse to the field and gradually develop longitudinal
ferromagnetic component along the field as h increases. Below we will be calling this phase
a canted stripe phase, or, simply, a stripe phase. The canted stripe phase is stable in most of
the phase diagram at J2 > 1/8, except the region around J2 = 1/3 at large fields (see Fig. 3),
which we discuss in Sec. III A 1. To be precise, the word ”stable” in our spin wave analysis
implies that the canted stripe phase is a local minimum. Whether it is a global minimum or
there exist other states that have lower energy, is to be investigated. We do not explore here
a possibility that the canted phase, when stable, may be only a local minimum. Around the
critical coupling J2 = 1/8, we identified the phase boundary between the Y(UUD)V and
the stripe phases in a generic field. We found that at S  1 the stability regions of the two
phases overlap at all fields, i.e., the phase transition between the Y(UUD)V and the stripe
phases is first order with a finite hysteresis width. Fig. 4(c) shows the semiclassical phase
diagram of the model.
Another regime, where the controlled perturbative calculation can be achieved, is right
below the critical field hsat. The phase transition from ferromagnet to a nearly ferromagnetic
spin ordered phase can be described by magnon condensation at a certain momenta, and
the order structure depends on the structure of the magnon condensates. We found that for
all S, the ferromagnet becomes unstable towards the V phase when J2 < 1/8, and towards
stripe phase at J2 > 1/8. To determine the nature of the phase transition between the V
and the stripe phases, we studied the spin wave spectrum of the two states and obtained
the phase boundaries at arbitrary S. We found that the phase transition is first order when
S  1, but for S = 1/2 and, possibly, S = 1, the spin-wave stability regions of the V phase
and the stripe phase do not overlap. In this situation, right below hsat there exists a state in
which a spontaneous long range magnetic order likely does not develop. We note that there
is apparently no such state near a saturation field in J1− J2 model on a square lattice45,46.
The structure of the paper is as follows: In Sec. II, we briefly discuss the classical phase
5
UUD phase
⊕z xy
Y phase
θ
V phase
θ2 θ1
h
∼1/S
(a)
a
b
c
(b)
a c
b
(c)
a
b
c
(d)
FIG. 2. (a) Quantum phase diagram of the nearest neighbor model in a field. The magnetic field
is along the z direction in our convention. (b)-(d): Spin order in the real space. (b) coplanar
structure with V-type order; (c) collinear structure with up-up-down (UUD) order; (d) coplanar
structure with Y-type order. The letters a, b, c label the sublattices.
b
a
FIG. 3. Spin order in the canted stripe phase.
diagram and spin-wave spectrum without 1/S corrections. They can be obtained by mini-
mizing the ground state energy and performing linear spin wave expansion. In Sec. III we
obtain the semiclassical phase diagram at large but finite S. We first discuss, in Sec. III A,
quantum selection of the ordered phases right below hsat, then obtain the spin-wave spec-
trum with 1/S corrections and show that the transition between the V phase and the stripe
phase is first-order with a finite hysteresis width. We then extend the calculations to smaller
6
1/8 J2
3
9
h
0
three 
sublattice 
phase 
four sublattice 
phase 
saturated phase 
(a) Classical phase diagram, arbitrary field
◼
◼
◼
◼
◼◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
◼
1/8 J2
1
2
1/S
0
V phase 
Stripe phase 
intermediate 
state 
1st order  
phase transition 
h . hsat
(b)Phase diagram near hsat at arbitrary S
? 
UUD 
V phase 
Y phase 
stripe 
J2 = 1/3
stripe 
(c) Semiclassical phase diagram, arbitrary field
FIG. 4. (Color online) Phase diagrams of the triangular J1−J2 model in a field. Green and orange
dashed lines indicate the boundaries of the stability regions of the Y(UUD)V and the stripe states
(Sec. III C). Solid lines indicate second order phase transitions. (a) Classical phase diagram for all
fields (Sec. II). A first order phase transition (black dashed line) seperates three and four sublattice
states defined in Fig. 1. There is no hysteresis. Both three sublattice and four sublattice states
are infinitely degenerate. The degeneracy is accidental and is lifted by quantum fluctuations. (b)
Phase diagram near hsat for arbitrary spin S (Sec. IV) Phase boundaries of the V phase and the
stripe phase right below hsat are obtained without a simplifying assumption that S is large. Dashed
lines in light color (light green and light orange) interpolate between finite S and large S data. At
S = 1/2, the spin wave stability regions of the V and the stripe phase don’t overlap, indicating an
intermediate state (Gray) in between. The intermediate state has non-quasi-classical long-range
magnetic order. (c) Semiclassical phase diagram for all fields (Sec. III). When J2 > 1/8, stripe
phase is stable in most of the phase diagram, except for the range near J2 = 1/3. The instability
of stripe phase near hsat around J2 = 1/3 is discussed in Sec. III A 1. The phase transition between
the Y(UUD)V state at smaller J2 and the stripe state at larger J2 is first order (black dashed line)
with finite hysteresis width set by the quantum fluctuations (the region between the green and
orange dashed lines around J2 = 1/8). Quantum corrections are of order 1/S. The data points are
for S = 10.
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h and obtain the semiclassical phase diagram in all fields. In Sec. IV we use dilute Bose gas
approximation near hsat to obtain the ground state configurations at small and large J2, and
the transition between them, at arbitrary S, including S = 1/2. We present our conclusions
in Sec. V.
II. CLASSICAL PHASE DIAGRAM
The classical analysis at h = 0 has been presented in Ref37. The key result of the classical
analysis at a non-zero field is that the phase transition between the three sublattice phase
and four sublattice phase remains first-order in all fields up to hsat. Moreover, the critical
coupling J2c = 1/8 is independent of the field.
This last result follows from the analysis of classical ground state energies in a field. We
have
Ecl =
NtotS
2
(− 3
2
+ 3J2 − h218
)
for the three-sublattice phase
NtotS
2
(− 1− J2 − h216(1+J2)) for the four-sublattice phase (5)
The two energies obviously become equal at J2 = 1/8.
The spin-wave spectrum to order S is obtained by performing a linear spin wave analysis
around a spin order that satisfies the classical constraints, Eqs. 2, 3). The Y(UUD)V order
at small J2 and the stripe order at large J2 do satisfy the constraints, along with many other
states. We assume and then verify that these states will be selected by quantum fluctuations
and expand around them. To do this, we express spin operators in terms of the Holstein-
Primakoff (HP) bosons as Szr = S − a†rar, S+r ≈
√
2Sar, S
−
r ≈
√
2Sa†r. The Hamiltonian in
terms of bosons is H = Ecl + H1 + H2, where H1 and H2 are terms linear and quadratic
a and a†. The condition H(1) = 0 sets the z− component of the magnetization (the same
result is obtained by minimizing Ecl). The quadratic part yields, after diagonalization, the
spin-wave spectrum. From this spectrum one can find the boundaries of the stability of the
classical phases and the classical ground state degeneracy.
From general symmetry analysis, the order parameter manifold in the Y(UUD)V and the
stripe phases has U(1) freedom to rotate the coplanar spin order around the field direction.
The only exception is the UUD state at h = hsat/3. This state is collinear, with spins along h,
and has no transverse magnetization. For all other states, U(1) symmetry is spontaneously
broken and there must be one Goldstone zero mode. The fact that the constraints Eq. 2 and
8
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FIG. 5. (a) The full Brillouin zone. (b) Reduced Brillouin zone for the two-sublattice stripe phase.
(c) Reduced Brillouin zone for three-sublattice states. The high symmetry points are labeled such
that Γ˜ in panel (b) coincides with M1 in panel (a), and Γ in panel (c) coincides with K in panel
(a).
Eq. 3 are satisfied by a continuum of states implies that, at a classical level, there should
be zero energy cost to transform from either the Y(UUD)V state or the stripe state into
a neighboring state from the continuum. Accordingly, at the classical level, the excitation
spectrum should contain additional, “accidental” zero modes.
A. Three sublattice phase
To obtain the linear spin wave spectrum in the three-sublattice state, we expand the spin
Hamiltonian in terms of HP bosons around Y , UUD, and V states, shown in Fig. 2. At the
classical level UUD state occurs at just one value of the field h = hsat/3, and the classical
excitation spectrum of the UUD phase is the same as those of Y and V phases at h = hsat/3.
We define HP bosons on sublattices A, B, C as a, b, c . The linear term H(1) in the Y
and V phases are:
H(1)Y =
i sin θS
√
S√
2
√
N (a0 − b0)(h+ 3− 6 cos θ) + h.c. (6)
H(1)V =
iS
√
S√
2
√
N
(
(a0 + b0)(sin θ1h− 3 sin θ1−2) + c0(sin θ2h+ 6 sin θ1−2)
)
+ h.c. (7)
where the angles θ and θ1,2 are shown in Fig. 2(a), and θ1−2 = θ1 − θ2. a0, b0, c0 are H-P
9
bosons at k = 0.
Setting H(1)Y = H(1)V = 0 we obtain in the Y phase
cos θ =
h+ 3
6
(8)
and in the V phase
cos θ1 =
h2 + 27
12h
, cos θ2 =
h2 − 27
6h
(9)
The transverse order in the V phase vanishes at h = 9, which is the saturation field hsat,
and at h = 3, when Y phase transforms into UUD phase. The quadratic part H(2) for Y
and V phases can be written in a matrix form as:
H(2) = S
2
∑
k
Ψ†kHkΨk, (10)
where
Ψk = (ak, bk, ck, a
†
−k, b
†
−k, c
†
−k)
T . (11)
and
Hk =
Ak Bk
Bk Ak
 (12)
Ak, Bk for the Y phase is:
AY,k =

ak α+γk β−γk
α+γk ak β−γk
β−γk β−γk bk
 BY,k =

0 α−γk β+γk
α−γk 0 β+γk
β+γk β+γk 0
 (13)
Ak, Bk for the V phase is:
AV,k =

ak γk α˜+γk
γk ak α˜+γk
α˜+γk α˜+γk bk
 BV,k =

0 0 α˜−γk
0 0 α˜−γk
α˜−γk α˜−γk 0
 (14)
10
where γk ≡ γ∗k. For the Y phase, we defined α± = 1±cos 2θ2 , β± = 1±cos θ2 and
ak = 3 (cos θ − cos 2θ) + cos θ h+ 2J2(µk − 3), bk = 6 cos θ − h+ 2J2(µk − 3) (15)
For the V phase, we defined α˜± =
1±cos θ1−2
2
and
ak = −3 (1+cos θ1−2)+cos θ1 h+2J2(µk−3), bk = −6 cos θ1−2+cos θ2 h+2J2(µk−3) (16)
For both phases
γk = (e
i kx + 2 cos
√
3
2
ky e
−i kx/2), µk = cos
√
3ky + 2 cos
√
3ky
2
cos
3
2
kx (17)
To obtain the spin wave spectrum and the canonical eigenmodes, one can either use equation
of motion for operators or solve for eigenvalues of the matrix τ3Hk, where τ3 ≡ σ3⊗ I347. σ3
is the z-component of the Pauli matrix that acts on the particle-hole conjugate space, and I3
is the identity matrix of size three that acts on the three sublattice space (see Appendix A).
The magnon spectra at different fields for J2 = 1/16 and J2 = 1/8 are shown in Fig. 6.
The linear dispersing zero mode at the Γ point is a classical Goldstone mode. The zero
energy modes with the quadratic dispersion are accidental zero modes associated not with
U(1) symmetry breaking but with the fact that an infinite set of classical grounds states
satisfies the constraint Eq. 2. At J2 = 1/8 additional zero modes appear at the three points
along the Brillouin zone (BZ) boundary M 1 = (2pi/3, 0),M 2 = (−pi/3, pi/
√
3),M 3 =
(−pi/3, −pi/√3). When J2 > 1/8, the excitation near M 1, M 2, and M 3 becomes complex
and the three-sublattice state becomes unstable.
B. Four sublattice phase
When J2 ≥ 1/8, the configurations minimizing the classical ground state energy satisfy
Eq. 3, and they are four sublattice states in general. The stripe phase is one of these classical
ground state configurations. In distinction to more complex states which satisfy Eq. 3, it
can be described by only two sublattices. We perform the linear spin wave analysis around
the stripe phase using the same logic as in the three sublattice case.
The spin-wave operators for the HP expansion around the stripe order are defined as a
11
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FIG. 6. Classical magnon spectrum of the Y(UUD)V phase at J2 = 1/8 (left) and J2 = 1/16
(right) in different fields. The spectrum is unit of J1S. At J2 = 1/8, the zero modes at the M
points imply that this J2 is the end point of stability region of the Y(UUD)V phase. (a) and
(b): Spectrum in zero field. There are three linear dispersing Goldstone modes at Γ; (c) and (d):
Spectrum of the V -phase in a field h = 5.2 > hsat/3. There is one linear dispersing Goldstone
mode and one quadratic zero mode due to the accidental degeneracy; (e) and (f): Spectrum of
UUD phase, there are two accidental zero modes at Γ.
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and b. The term of the Hamiltonian linear in a and b is
H(1)stripe =
sin θS
√
S√
2
√
N
(
(a0 − b0)(h− 8(1 + J2) cos θ)
)
+ h.c. (18)
From the condition H(1)stripe = 0 we relate θ and h:
cos θ =
h
8(1 + J2)
(19)
At θ = 0, the transverse order disappears and spins are polarized along the field. The
corresponding hsat = 8(1 + J2) is the same as in Eq. 4.
The quadratic term is
H(2)stripe =
S
2
∑
k
ψ†kHstripe,kψk (20)
where we introduced ψk = (ak, bk, a
†
−k, b
†
−k)
T . The matrix Hstripe,k is
Hstripe,k =

1,k α2,k 0 β2,k
α2,k 1,k β2,k 0
0 β2,k 1,k α2,k
β2,k 0 α2,k 1,k
 =
1I + α2σ1 β2σ1
β2σ1 1I + α2σ1

and
α = (1 + cos 2θ), β = (−1 + cos 2θ) (21)
1k = cos θ h+ 2
(
ζak − (2 cos 2θ + 1)(1 + J2)
)
, 2k = ζbk
ζak = cos kx + J2 cos
√
3ky
ζbk = cos(
1
2
kx +
√
3
2
ky) + cos(
1
2
kx −
√
3
2
ky) + J2
(
cos(
3
2
kx +
√
3
2
ky) + cos(
3
2
kx −
√
3
2
ky)
)
We solve for the eigenvalues of the matrix τ3Hstripe,k to obtain the spin wave spectrum. The
matrix can be diagonalized analytically. We first introduce new magnon operators ck, dk byck
dk
 =
1/√2 −1/√2
1/
√
2 1/
√
2
ak
bk
 (22)
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In terms of new
φk = (ck, dk, c
†
−k, d
†
−k) (23)
we have
H(2)stripe =
S
2
∑
k
φ†kHstripe,kφk
where now
Hstripe,k =

1,k − α2,k 0 −β2,k 0
0 1,k + α2,k 0 β2,k
−β2,k 0 1,k − α2,k 0
0 β2,k 0 1,k + α2,k
 (24)
decouples between c and d.
We then diagonalize separately 2 × 2 matrices for ck and dk modes using the standard
Bogoliubov transformation. We obtain
H(2)stripe =
∑
k
S
(
ωc,kc˜
†
kc˜k + ωd,kd˜
†
kd˜k
)
(25)
ωc/d,k =
√
21,k ∓ 2α1,k2,k + (α2 − β2)22,k
The spectrum of the c˜-mode at J2 = 1/4 and J2 = 1/8 is shown in Fig. 7. The linear dis-
persing zero mode at the Γ˜ point is the Goldstone mode associated with the U(1) symmetry
breaking of the stripe order. The two quadratic zero mode at the corners of the BZ, at
M˜ 2 = (pi, −pi/
√
3), and M˜ 3 = (pi, pi/
√
3), are due to classical accidental degeneracy. At
J2 = 1/8, there are two additional linear dispersing zero modes at K˜ = (−2pi/3, 0) and −K˜.
The spin-wave spectrum becomes complex at the ±K˜ points when J2 < 1/8, indicating the
instability of the four sublattice phase. The d˜-mode is gapped, but it also has accidental
zero modes at M˜ 2 and M˜ 3, where its dispersion coincides with that of the c˜−mode.
To summarize this section, the three-sublattice state is stable for J2 < 1/8, the four-
sublattice state is stable for J2 > 1/8. At J2 = 1/8 the system undergoes a first-order
transition between the two phases. The critical coupling J2c = 1/8 is independent on h.
The transition has no hysteresis, i.e., each phase becomes unstable right at the transition
point (see Fig. 4(a)). The excitation spectrum in each phase contains true Goldstone zero
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(a) (b)
FIG. 7. Classical spectrum of the stripe phase in a field h = 5.7(1 + J2), for different J2. The
spectrum is in unit of J1S. Only the low energy branch is shown. (a) J2 = 1/4. (b) J2 = 1/8. The
Goldstone mode is at the Γ˜ point, the quadratic zero modes at M˜2 and M˜3 are due to accidental
degeneracy. At J2 = 1/8, there are two additional zero modes at ±K˜ = (∓2pi3 , 0) indicating that
J2 = 1/8 is the boundary of the stability region of the stripe phase.
modes and additional zero modes associated with the fact that in each case the constraint
on the ground state configuration is satisfied by infinite number of classical states. The
three-sublattice Y(UUD)V state and the two-sublattice stripe state belong to these classes.
III. PHASE DIAGRAM AT LARGE SPIN S
A. High field phase diagram
We first study the phase diagram at large S right below the saturation field hsat. In the
fully polarized state at h > hsat an exact elementary excitation is a gapped magnon with
spin quantum number Sz = 1. The magnon excitation gap decreases as the field reduces
and vanishes at h = hsat. A magnon condensation below hsat leads to transverse magnetic
order, whose structure can be identified by analyzing condensate fields. Below we derive an
effective Ginzburg-Landau functional to describe magnon condensates near hsat and show
that for J2 < 1/8 quantum fluctuations, acting at order 1/S, select the same V phase as
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when J2 = 0 (Fig. 2(b)), and for J2 > 1/8, these fluctuations select the stripe phase (Fig. 3).
The quadratic part of the spin wave Hamiltonian at h > hsat is
H(2) =
∑
k∈B.Z.
(Sωk − µ)a†kak
ωk = Jk − JQmin µ = S(J0 − JQmin)− Sh = S(hsat − h)
Jk =
∑
±δi
e±ik·δi + J2
∑
±li
e±ik·li
= 2(cos kx + 2 cos
kx
2
cos
√
3ky
2
) + 2J2(cos
√
3ky + 2 cos
√
3ky
2
cos
3kx
2
) (26)
The interaction terms (the ones we will need below) are, keeping corrections from normal
ordering at order 1/S,
H(4) = 1
2N
∑
k1,k2,q∈B.Z.
Vq(k1,k2)a
†
k1+q
a†k2−qak2ak1 (27)
H(6) = 1
16SN2
∑
k1,k2,k3,q,q′∈B.Z.
Uq,q′(k1,k2,k3)a
†
k1+q+q′a
†
k2−qa
†
k3−q′ak3ak2ak1 (28)
where
Vq(k1,k2) =
1
2
[(Jq + Jk2−k1−q)−
1
2
(1 +
1
8S
)(Jk1 + Jk1+q + Jk2 + Jk2−q)] (29)
Uq,q′(k1,k2,k3) =
1
9
(1 +
1
4S
)
(
Jk1+q + Jk3+q + Jk1+k3−k2+q + Jk1+q′ + Jk2+q′ + Jk1+k2−k3+q′
+ Jk2+k3−k1−q−q′ + Jk2−q−q′ + Jk3−q−q′
)
− 1
6
(1 +
3
4S
)(Jk1 + Jk2 + Jk3 + Jk1+q+q′ + Jk2−q + Jk3−q′)] (30)
Lowering the magnetic field below hsat makes the quadratic spectrum negative in some
momentum range and drives Bose-Einstein condensation of magnons at the minima of the
dispersion. At J2 < 1/8, the minima are at ±K = ±(4pi/3, 0); at J2 > 1/8, the minima
are at M 1 = (0, 2pi/
√
3), M 2 = (pi, pi/
√
3), M 3 = (−pi, pi/
√
3); at J2 = 1/8, the minima
are at all the five momenta K, −K, M 1, M 2 and M 3 (see Fig. 8). At even larger J2 > 1,
which we will not discuss here, the magnon condensates are at incommensurate momenta.
16
The magnon operator in the condensate background can be written asak =
√
N∆1δk,K +
√
N∆2δk,−K + a˜k J2 < 1/8
ak =
√
NΦ1δk,M1 +
√
NΦ2δk,M2 +
√
NΦ3δk,M3 + a˜k J2 > 1/8
(31)
When J2 < 1/8, the ground state energy in terms of the uniform condensate fields ∆ is:
E∆/N = −µ(|∆1|2 + |∆2|2) + 1
2
Γ1(|∆1|4 + |∆2|4) + Γ2 |∆1|2|∆2|2 + Γu(∆¯31∆32 + h.c.) (32)
When when J2 > 1/8, the ground state energy in terms of the uniform condensate fields Φ
is:
EΦ/N =− µ¯(|Φ1|2 + |Φ2|2 + |Φ3|2) + 1
2
Γ¯1(|Φ1|4 + |Φ2|4 + |Φ3|4) + Γ¯2(|Φ1|2|Φ2|2 + |Φ1|2|Φ3|2
+ |Φ2|2|Φ3|2) + Γ¯u(Φ¯21Φ22 + Φ¯22Φ23 + Φ¯23Φ21 + h.c.) (33)
where µ, µ¯ ∼ S(hsat − h). The selection of the condensates depends on the values of the
quartic coefficients Γi and Γ¯i (i = 1, 2), which are determined from the analysis of the four-
point vertex function. Γu and Γ¯u are from the Umklapp process. As we will see, Γu term
determines the relative phase between ∆1 and ∆2. Similarly, Γ¯u term determines relative
phases between Φi.
In the classical S →∞ limit, Γ(0)1 = Γ(0)2 = 9, and Γ(1)u = 0 when J2 < 1/8; Γ¯(0)1 = Γ¯(0)2 =
8(1 + J2), and Γ¯
(0)
u = 0 when J2 > 1/8. The superscript (i) labels the order of perturbative
expansion in power of 1/S. The minimization of the energy then yields |∆|21 + |∆|22 ≡ µ/Γ1
when J2 < 1/8, and |Φ|21 + |Φ|22 + |Φ|23 ≡ µ/Γ¯1 when J2 > 1/8. Neither of these conditions
specifies the ratio of |∆1|/|∆2| or |Φ2|/|Φ1| and |Φ3|/|Φ1|. In other words, in the S → ∞
limit, the condensed phases retain the accidental degeneracy.
When quantum fluctuations of order 1/S are included, Γi and Γ¯i acquire additional con-
tributions, which are not necessarily equal for different Γi. We evaluated these contributions
following the computation steps in Ref. 48, where a similar problem has been considered.
Because our calculations parallel the ones in 48, we don’t show the details of the derivations
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and just present the results. For J2 < 1/8, ∆Γ = Γ2 − Γ1 = ∆Γ(0) + ∆Γ(1) = ∆Γ(1) is:
∆Γ =
1
SN
∑
k
( V 2k (K, K)
ωK+k + ωK−k
− 2V
2
k (K, −K)
ωK+k + ω−K−k
)
+
3− 2J2
8S
(34)
In the thermodynamic limit, 1
N
∑
k → 1AB.Z.
∫
k
. The first term in ∆Γ is the second-order
perturbation contribution from ∆21,2 a
†a†+h.c. and ∆1∆2 a†a†+h.c. terms in the Hamiltonian,
the second term comes from the corrections to the quartic vertex associated with normal
ordering of boson operators. Each of the two integrals in Eq. 34 is logarithmically divergent
as the denominator in each integrand behaves as k2 at small k. The difference between
the two terms is, however, finite. We evaluated ∆Γ at different J2 numerically and found
that ∆Γ < 0 for all J2 < 1/8, i.e., Γ1 > Γ2. An elementary analysis then shows that it is
energetically favorable for the system to develop both condensates ∆1 and ∆2 with equal
amplitudes ρ = µ/(Γ1 + Γ2). To understand the structure of such an order in real space
we set ∆1 =
√
ρeiθ1 , ∆2 =
√
ρeiθ2 , and define φ = (θ1 + θ2)/2 and ψ = (θ1 − θ2)/2. The
magnetic order 〈Sr〉 is then
〈Sr〉 = (S − 2ρ cos2 [K · r + ψ])zˆ +
√
4Sρ cos [K · r + ψ]× (cosφ xˆ+ sinφ yˆ) (35)
This order parameter has only two components, one along zˆ and the other along cosφ xˆ +
sinφ yˆ in XY plane, i.e., the order is co-planar. The ground state manifold has U(1)×U(1)
symmetry. One of the U(1), associated with φ, is the freedom to select the direction of
〈Sr〉 in the XY plane, another U(1), associated with ψ, is the freedom to select the origin
of the coordinate. A choice of some φ and some ψ spontaneously breaks U(1) × U(1)
symmetry. Beyond the order ∆4, the U(1) translational symmetry is explicitly broken if Γu
is non-zero. Within 1/S expansion, a non-zero Γu emerges at order 1/S
2. There are three
contributions to Γu at this order. One, Γ
(n)
u , comes from normal ordering of the term of
sixth order in bosons; another, Γ
(a)
u comes from second order perturbation in cross-products
of representatives ∆21,2 a
†a†+ h.c and 1/S(∆31∆2a
†a†+ h.c), 1/S(∆32∆1a
†a†+ h.c); and third
contribution, Γ
(b)
u , comes from third order terms in ∆21,2 a
†a† + h.c and ∆1∆2 a†a + h.c. In
explicit form we have
Γ(n)u =
9(1− 2J2)
32S2
(36)
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J2 0 0.1 1/8
∆Γ (1/S) -1.6 -6.9 -247.7
Γu (1/S
2) −0.68 -0.81 -0.85
TABLE I. The parameters of the Ginzburg-Landau functional of the V phase at different J2, to
leading order in 1/S. ∆Γ = Γ2 − Γ1 is the difference between the prefactors of the two quartic
terms, and Γu is the prefactor for the sixth order term.
Γ(a)u = −
1
2S2
∑
k
Vk(K, K)
(
3Uk+2K, 2K(K, K, K)/4 + V−2K+k(0, −K)
)
ωK+k + ωK−k
(37)
Γ(b)u = −
2
S2
∑
k
Vk(−K, −K)Vk+Q(K, K)V−K(−k, K)
(ω−K+k + ω−K−k)(ω−K+k + ω−k)
(38)
where Vq(k1,k2) and Uq(k1,k2,k3) are defined in Eqs. 29, and Jq is defined in Eq. 26. We
verified that the total Γu = Γ
(n)
u +Γ
(a)
u +Γ
(b)
u +O( 1S3 ) is non-singular (potential logarithmical
terms cancel out), and computed Γu numerically for several J2 < 1/8 and found that it is
non-zero and negative (see Table I). A negative Γu breaks the U(1) translational symmetry
down to Z3 and reduces the continuum set of ψ to the discrete subset ψ = lpi3 , l = 0, 1, 2.
The order parameter in each of three possible spin states has a V-type shape with two spins
in each triad pointing in one direction and the remaining spin in the other direction11,48.
We did similar analysis for J2 > 1/8 and found that logarithmical singularities from
individual contributions to ∆Γ¯ = Γ¯2 − Γ¯1 do not cancel. To logarithmic accuracy,
∆Γ¯ =
8(1 + J2)
2
pi
[
1√
4J2 − (1− 3J2)2
− 1√
4J2
]
| log µ¯|
S
(39)
This formula is valid up to J2 = 1, which, as we said, is the upper boundary (in J2) of
the stripe phase. We see that ∆Γ¯ = Γ¯2 − Γ¯1 > 0 everywhere, except for J2 = 1/3. A
positive Γ¯2 − Γ¯1 implies that it is energetically favorable for the system to develop just one
condensate, either Φ1, or Φ2, or Φ3 (i.e., to develop order parameter with one out of three
possible momenta Mi, (i = 1 − 3)). Setting Φ1 = √ρeiφ,Φ2 = Φ3 = 0, we obtain spin
configuration in real space
〈Sr〉 = (S − ρ)zˆ +
√
2Sρ(cos [M 1 · r + φ]xˆ+ sin [M 1 · r + φ]yˆ) (40)
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For a generic M, such an order would be a non-coplanar cone phase. In our case, however,
M i are special points for which M ·δα = 0 or pi. One can easily verify that in this situation
the spins order in a stripe manner in XY plane – parallel in one direction and anti-parallel
in the other. Such an order is co-planar and is termed as canted stripe. We show such spin
ordering in real space in Fig. 3.
1. Special case around J2 = 1/3
For J2 = 1/3 the prefactor for | log µ¯| cancels out. We computed the remaining regular
piece in ∆Γ¯ numerically and found that it is actually negative. This implies that at J2 = 1/3
quantum fluctuations select a different phase, in which all three condensates Φ1, Φ2 and Φ3
are non-zero and have equal amplitudes. To determine the relative phases between the
condensates, we need to compute Γ¯u at J2 = 1/3. This term is given by
Γ¯u = − 1
SN
∑
k
(Vk(M 1,M 1)VM1+k−M2(M 2,M 2)
ωM1+k + ωM1−k
)
+
1 + J2
4S
(41)
Evauating the lattice integrals, we found Γ¯u = −0.69/S < 0. To minimize the last term in
Eq. 33, the relative phase between Φi and Φj (i, j = 1, 2, 3) then should be 0 or pi. An
elementary analysis shows that the corresponding spin structure is similar to the V phase
found near hsat when J2 < 1/8 – it has three out of four spins pointing in the same direction,
and the fourth spin pointing in the opposite direction in the XY plane. We didn’t study in
this paper the phase transition between this V-type phase and the stripe phase at high field
and the evolution of the V-type phase as the field decreases.
B. Phase transition near hsat
To analyze the nature of the phase transition between the V and the stripe phase near
hsat we obtain the stability boundaries of the two phases by analyzing the spin wave spec-
trum. Near hsat there are two small parameters – 1/S and the magnitude of a magnon
condensate ρ in each of the two phases. In this section, we study the limit when 1/S is
small enough such that | log ρ|/S  1. In the next section we explore another limit when
S = O(1) and | log ρ|/S  1.
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We first calculate the spin wave spectrum in the V phase near hsat. The structure of
the V phase is shown in Fig. 2(a). Near the saturation field the angles between sublattice
magnetizations and the direction of the magnetic field (the z axis) are small. In the classical
limit, we obtain from Eq. 9: θ1 = (hsat − h)1/2/3, θ2 = −2(hsat − h)1/2/3. The leading
order quantum corrections to the tilt angles and to magnon self-energy are of order (hsat −
h)| log(hsat − h)|/S.
We expand the Hamiltonian up to the quartic order in terms of the magnons a, b, c
defined in the local coordinates of Sa, Sb, Sc ( see Appendix D for details) and keep terms
of order hsat − h (modulo logarithms). The quadratic term is
H(2) = H2,0 + δH2 (42)
where H2,0 is the same as in fully polarized state at h = hsat and δH2 ∼ (hsat − h) is
the perturbation to H2,0 due to the transverse magnetic order. We diagonalize H(2) in two
steps. First, we diagonalize H2,0 and find the eigenmodes φµ,k = {Ak, Bk, Ck}. Then we
express the whole H(2) with quantum corrections in the new basis Φµ,k = {φµ,k, φ†µ,−k} and
diagonalize H(2) in this basis. The diagonalization of H2,0 is elementary and is achieved by
simply rotating the original basis (ak, bk, ck) to (Ak, Bk, Ck) as
ak
bk
ck
 =

1  ¯
1 ¯ 
1 1 1


Ak
Bk
Ck
 (43)
where  = ei2pi/3, ¯ = e−i2pi/3. A, B and C bands are
ω
(0)
A (k) = 3 + 2J2 µk + 2<[γk]
ω
(0)
B (k) = 3 + 2J2 µk −<[γk] +
√
3=[γk]
ω
(0)
C (k) = 3 + 2J2 µk −<[γk]−
√
3=[γk] (44)
where γk, µk are defined in Eq. 17. The Brillouin zone for three sublattice description is
shown in Fig. 5(a). At J2 < 1/8, when we expect the V phase to be stable right below hsat,
the dispersions of B and C modes have zeros at the Γ point. At J2 = 1/8, ω
(0)
B has additional
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FIG. 8. (Color online) The magnon spectrum in three sublattice representation at J2 = 1/8, and
h = hsat. In the regions between the dashed lines the magnon energy is small and the dispersion
is almost flat.
zero modes at the M 1 = (2pi/3, 0),M 2 = (−pi/3,
√
3pi/3),M 3 = (−pi/3,−
√
3pi/3) and ω
(0)
C
has zero modes at −M 1, −M 2, −M 3. And when J2 > 1/8, the spectrum near M becomes
complex and the V phase is unstable. We are interested in how the modes near the M
points become unstable right below hsat. Accordingly, we set J2 to be near J2c, expand in
momentum near, say M1 as k = M 1 + q, |q| << 1, and keep only the soft B and C modes
(It has been checked explicitly that the inclusion of the gapped A mode does not change the
conclusions below). With this, we computed the 1/S corrections to the relation between θ1
and (hsat−h)1/2 from cubic terms in the Hamiltonian, expressed in A, B and C bosons, and
corrections to the classical dispersion from three-boson and four-boson terms. Collecting all
1/S contributions and combining them with classical result for H(2) to order (hsat − h) we
obtain
H(2) = S
2
∑
q(
B†M1+q C−M1−q
)ωq + (13 + δ1)(hsat − h) (−13 + δ2)(hsat − h)
(−1
3
+ δ2)(hsat − h) ω−q + (13 + δ1)(hsat − h)
 BM1+q
C†−M1−q
 (45)
where ωq = 1 − 8J2 + 116(q2x + 21q2y), and δ1 and δ2 are 1/S quantum corrections to the
normal and anomalous self-energy at q = 0, ω = 0, J2 = 1/8. Note that other terms
like B†M1+qB
†
−M1−q, B
†
M1+q
CM1+q do not contribute to the spectrum near M 1 to first
order in 1/S. A simple algebra shows that the critical coupling of J2, at which spin-wave
excitations in the V phase becomes complex (and, as the consequence, the phase becomes
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unstable) is J2V = 1/8 +
(1/3+δ1)−|1/3−δ2|
8
(hsat − h). In the limit | log (hsat−h)|S  1, we found
that to logarithmic accuracy, δ1 =
0.22
S
| log (hsat − h)| and δ2 = 1.58S | log (hsat − h)|, thus
J2V = 1/8 +
0.22
S
(hsat − h)| log (hsat − h)|.
Using a similar analysis for the stripe phase, we found J2stripe = 1/8 − 0.07S (hsat −
h)| log (hsat − h)|. We show more details of calculations in Appendix B.
By looking at the sign of the corrections to the critical J2, we see that the phase boundary
of the V phase shifts to the right of 1/8 by O(1/S), while that of the stripe phase shift to the
left of 1/8, thus the stability regions of the two phases overlap near J2 = 1/8. This implies
that the transition between the V and stripe phase is first order with finite hysteresis in the
large S limit near hsat.
C. Phase diagram in a generic field
In Sec. III A we found that in fields near hsat quantum fluctuations select the V phase
and the canted stripe phase at small and large J2, respectively. As the V phase is the same
as the one found at J2 = 0, and the canted stripe phase can be regarded as the stripe phase
found in zero field with additional longitudinal ferromagnetic component along the field, it
is tempting to assume that the Y(UUD)V phase and the canted stripe phase are stable at a
generic field. To test this, in this section we study the spin wave spectrum of the Y(UUD)V
state with 1/S quantum corrections as a function of J2 at various fields between h = 0 and
h = hsat and obtain the stability region of the Y(UUD)V state at a generic field. At larger
J2, we evaluate the spin wave spectrum of the canted stripe phase in a generic field and find
the stability region of this phase. We show that the regions, where the Y(UUD)V phase and
the canted stripe phase are both stable, overlap near J2 = 1/8 in all fields (Fig. 4(c)). As a
result, the phase transition between the two states remains first order with a finite, O(1/S)
hysteresis width in all fields.
In the spin wave framework, the state selected by quantum fluctuations via order from
disorder mechanism has symmetry related zero modes (at Γ and Γ˜ in the reduced BZ),
but the accidental zero modes, present at the classical level, are all lifted by the quantum
fluctuations. We verify this for both phases by calculating quantum corrections to the spin
wave spectrum to the leading order in 1/S and at the momenta where there are additional
zero modes at present in the classical analysis. We then use the same strategy as near the
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h δm|k=M˜2,3 in unit 1/S J2stripe − 1/8 in unit 1/S
9 0 0
8.56 0.00 -0.055
7.28 0.04 -0.082
6.36 0.14 -0.096
4.5 0.40 -0.13
3.3 0.78 -0.19
0 1.99 -0.46
TABLE II. Properties of the stripe phase at J2 ≈ 1/8 in a magnetic field. δm and J2stripe are
expressed in units 1/S. The field value in first column is between the saturation field hsat = 9
and 0+. Second column – the mass of would be accidental zero mode at M˜2,3 at order O(1/S).
A positive δm|
k=M˜2,3
(1/S) implies the stripe phase is selected among the states from a generate
classical ground state manifold. Third column – the critical J2stripe. A negative sign implies that
the stripe phase remains stable up to J2 < 1/8.
saturation field and analyze at what J2 ≈ 1/8 the spin-wave spectrum softens at some other
finite momenta, and a given state becomes unstable. The details of the calculations are
presented in Appendix B, below we present the summary of the results.
1. Stripe phase
We computed quantum corrections to the spin wave spectrum at three momenta: Γ˜ =
(0, 0), where the true Goldstone mode is located, and at M˜ 2,3 = (±pi, −pi/
√
3), where
spin-wave spectrum without 1/S corrections has zeros (see Fig. 7). We found that the
Goldstone mode and the linear spectrum around it survive, as they should. However at
M 2,3 we found a positive gap δm = O(1/S). We list the values of δmM˜2,3 for various
fields in Table II. Near J2 = 1/8, we calculated quantum corrections to the spectrum at
momenta ±K˜ = (∓2pi/3, 0), at which the classical spin-wave spectrum becomes unstable
at J2 = 1/8. The spectrum with 1/S correction can be expressed as ω
(1)
k '
√
ω2k + δm. As
ω2
K˜
∼ (J2 − 1/8) and δm = 2(AδA − BδB)
∣∣
K˜
, ω
(1)
k vanishes at J2stripe ∼ 1/8 − δm < 1/8,
at which spin-wave spectrum of the canted stripe phase becomes unstable. We present the
results in the last column in Table II. We see that for all fields J2stripe < 1/8, i.e., the stability
region of the stripe phase extends to the left of the classical transition line J2c = 1/8.
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h J2Y(UUD)V − 1/8 in unit 1/S
h = 0 0.13
h = hsat/3 0.13
h = hsat − 0+ 0.22(hsat − h)| log(hsat − h)|
TABLE III. Critical J2 at which the Y(UUD)V state becomes unstable. J2Y(UUD)V − 1/8 is ex-
pressed in unit 1/S. The values of J2Y(UUD)V have been obtained by analyzing the spin-wave
excitations at M = (0, 2pi/
√
3) to order 1/S.
2. Y(UUD)V phase
The semiclassical spin wave analysis of the Y(UUD)V phase is more involved as the
three bose fields a, b, c, defined on sublattices A, B, C, do not decouple in a generic field.
One needs to diagonalize the 6 × 6 matrix, express the canonical eigenmodes as linear
combinations of a, b, and c, and then follow the same procedure as in the stripe phase to
calculate quantum corrections.
We performed spin wave analysis in the Y(UUD)V phase at two fields: h = 0, when the
order is the 120◦ Neel phase, and at h = hsat/3, when system is in UUD phase. Compared to
a generic field, these two configurations are relatively easy to handle because 120◦ phase has
the Z3 symmetry, and magnon branches get decoupled after a global rotation of the basis,
and UUD phase is collinear, and therefore there are no cubic terms in the Hamiltonian. We
found that in both cases quantum fluctuations introduce a positive mass of order 1/S at
momenta where the classical spectrum has accidental zeros, and shift the phase boundary
of either 120◦ phase or UUD phase to the right of J2 = 1/8. We show the results of 1/S
calculation in Table III. The sign of the shift is the same as of J2V at fields near hsat, which
shows that, most likely, the stability region of the Y(UUD)V phase shifts to the right of
J1 = 1/8 for all fields. As the consequence, at large S, the transition between the Y(UUD)V
phase and the canted stripe phase remains first order for all fields, with the finite hysteresis
width of order 1/S.
For completeness, we also calculated critical J2 of the UUD phase at the upper and the
lower critical fields hu = 3 + 1.12/S and hl = 3− 0.66/S, when this phase become unstable
either towards the V phase or the Y phase. We again found that the critical J2 shift to
larger values than 1/8. We show the results in Table IV.
To summarize this section, the semiclassical spin wave analysis at large but finite S shows
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h− hsat/3 in unit 1/S J2UUD − 1/8 in unit 1/S
upper + 1.12 (3.09+1.12)/24=0.18
lower -0.66 (3.09-0.66)/24=0.10
TABLE IV. Phase boundary of the UUD phase near J2 = 1/8. The numbers are expressed in units
1/S. The phase boundary has been obtained by analyzing the spin wave spectrum at Γ and M
points to order 1/S.
that in all fields the Y(UUD)V state is stable as J2 increases from zero to 1/8 + O(1/S),
and the stripe phase at larger J2 is stable down to 1/8 − O(1/S). The stability regions of
the two ordered phases overlap around J2 = 1/8, and the phase transition in all fields is first
order with a finite hysteresis width of order 1/S.
IV. HIGH FIELD REGION FOR A MODEL WITH A GENERIC SPIN
We now discuss the phase diagram of the model with an arbitrary spin S = O(1), with
particular interest to S = 1/2. In a generic field, there is no small parameter to justify
perturbative calculations for S = O(1). However, right below hsat, the density of magnon
condensates is small, as we pointed out in Sec. III. In this situation, one can perturbatively
expand in powers of magnon condensates (or, equivalently, in terms of the tilt angle between
a sublattice magnetization and the z axis). The coefficients of this expansion can be obtained
at arbitrary S, and this gives us an opportunity to study the transition between V and stripe
phases outside of semiclassical limit.
Below we first identify the orders at small and large J2 near hsat, and find that the same
V and stripe phases are selected for an arbitrary spin, as in the large S limit. Then we
analyze the nature of the phase transition between the V phase and the stripe phase for a
generic S.
In general, there are three options for the phase transition. It can be a first order
transition with or without hysteresis, as in the classical and the large S cases. Or there
can be an intermediate co-existence phase, in which both orders are present simultaneously.
Or, one order looses it stability before the other becomes stable. In the latter case there is
a intermediate region in which neither the V phase nor the canted phase are stable. This
intermediate state may have some non-quasi-classical long-range order with or without a
continuous symmetry breaking, or may have no spontaneous order. We illustrate these
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µ¯ > 0
µ > 0 µ¯ > 0
µ > 0
µ¯ < 0 µ < 0
(a)
µ > 0 µ¯ > 0
µ > 0 µ¯ > 0
µ < 0µ¯ < 0
(b)
µ > 0 µ¯ > 0
µ¯ < 0µ < 0
µ < 0µ¯ < 0
(c)
FIG. 9. Three possibilities of the phase transition between the V phase and the canted stripe phase
near hsat. (a) and (b): Condensates associated with both the V and the stripe phase are stable
over a range around J2 = 1/8 (the region between the green and orange dashed lines). The phase
transition can be either (a) first order or (b) involve an intermediate co-existence phase, depending
on the interplay between quartic couplings Γi. (c) Neither of the two condensates are stable over
a finite range around J2 = 1/8 (shaded region). The transition between the V and the stripe
phase then necessarily occurs via an intermediate state, which either has some non-quasi-classical
long-range order with or without a continuous symmetry breaking, or has no spontaneous order.
possibilities in Fig. 9. For the first two possibilities the prefactors µ and µ¯ for the quadratic
terms in ∆ and Φ in the Free energy of the V and the stripe phases respectively (see Eq. 51)
are both positive over some range of J2 at a given h . hsat. Whether the phase transition
is first order or occurs via a co-existence phase is determined by the interplay between the
prefactors of the fourth-order terms in the Ginzburg-Landau model, which includes both
fields49 (Fig. 9(a) and Fig. 9(b)). The third scenario occurs when both µ and µ¯ are negative
in a finite range near J2 = 1/8, i.e., neither of the two orders develop (Fig. 9(c)).
We present Ginzburg-Landau analysis in Sec. IV A below and present the analysis of
spin-wave dispersion with quantum corrections in Sec. IV B. We show that the fields ∆ and
Φ don’t coexist for arbitrary S. For S > 1, the regions where µ > 0 and µ¯ > 0 overlap.
Then the system remains ordered at all J2, and the transition between the V and the stripe
phases is first order. However, when S = 1/2 and, most likely, also S = 1, the two phases
don’t overlap near J2 = 1/8. In this case, there exists an intermediate phase without a
quasi-classical long-range magnetic order. We emphasize that this happens near h = hsat,
where the density of magnons is small. To identify the nature of this intermediate state one
needs to go beyond the spin wave framework, and we leave this for future studies.
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FIG. 10. Self-consistency equation for the fully renormalized four-point vertex function Γq(k1,k2),
(double wavy line). A single wavy line is the four-boson interaction potential Vq(k1,k2).
A. Ginzburg-Landau formalism
Like we discussed in Sec. III the transition at h = hsat can be described as magnon
condensation, and the condensation energy at T = 0 can be expandeded in powers of the
condensate fields. For arbitrary S, the condensation energy in the V phase and in the stripe
phase has the same form as in Eq. 32 and Eq. 33, but the quartic couplings Γ1,2 and Γ1,2
are proportional to the fully renormalized four-point vertex function Γq(k1,k2), taken at
certain momenta. In our case
Γ1 = Γq=0(K,K)
Γ2 = Γq=0(K,−K) + Γ−2K(K,−K)
Γ¯1 = Γq=0(M1,M1)
Γ¯2 = Γq=0(M1,M2) + ΓM2−M1(M1,M2) (46)
To find Γq(k1,k2), all orders of scattering of two excited magnons should be counted.
We show this in the diagrammatic formalism in Fig. 10. The ladder series of diagrams is
equivalent to the integral Bethe-Salpeter (BS) equation:
Γq(k1,k2) = Vq(k1,k2)− 1
N
∑
q′
Γq′(k1,k2)Vq−q′(k1 + q′,k2 − q′)
S(ωk1+q′ + ωk2−q′)
(47)
where
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Vq(k1,k2) =
1
2
[(Jq + Jk2−k1−q) + 2S(Ks − 1)(Jk1 + Jk1+q + Jk2 + Jk2−q)] (48)
where Ks =
√
1− 1/2S. Ks is obtained by re-expressing the H-P expansion of Sˆ+/Sˆ−, in
terms of normally ordered bosons. This factor can can also be obtained by matching the
matrix element of spin operators Sˆ+/Sˆ− and their Bose representations44. We explicitly
verified that for S = 1/2 this procedure yields the same result as the one in which spin
operators are mapped to hard core bosons.
One can easily make sure that for q, k1 and k2, which we need in Eq. 46, the integrand
scales as 1/(q′)2 at small q′, if we evaluate it right at h = hsat. The 2D integral over q′
then diverges logarithmically. The log-divergence is cut at h < hsat by hsat − h, which then
appears under the logarithm. We already used this in the calculations at large S. In the
latter case, we used the fact that, as a function of S, V = O(1) and k = Sωk = O(S),
and Γq′(k1,k2) is restricted with only one scattering process, i.e., replace Γq′(k1,k2) in the
r.h.s. of Eq. 47 by Vq(k1,k2). This is how we obtained terms (1/S)| log (hsat − h)|. Now
S = O(1), but | log (hsat − h)| is still large, and all terms in the ladder series matter.
The ladder series for Γ contain higher powers of (1/S)| log (hsat − h)|. We found that
the series are geometrical, to logarithmic accuracy. Because (1/S)| log (hsat − h)|  1 for
S = O(1) and h . hsat, the resulting Γ and Γ¯ are actually small in 1/| log (hsat − h)|. For
the V phase we found
Γ1 = Γ2 = (1− 6J2)4pi
√
3
S
| log (hsat − h)| (49)
We see that, to this accuracy, Γ1 = Γ2, like in the classical limit. However, the equivalence
between Γ1 and Γ2 gets broken once we go beyond the leading term and compute contribu-
tions of order 1/| log (hsat − h)|2. We did this numerically for S = 1/2 and show the results
in Fig. 11. We see that ∆Γ = Γ1 − Γ2 is positive, like in the quasiclassical limit. A positive
∆Γ implies that it is energetically favorable for a system to develop both condensates, ∆1
and ∆2, with equal amplitude ρ = µ/(Γ1 + Γ2) (µ ∝ (hsat − h)). This implies that the
ordered state at small J2 is coplanar. To determine the specific type of a coplanar order,
i.e. to specify the angle Ψ in Eq. 35, one would, in principle, need to obtain Γtextu – the
prefactor for (∆31∆
3
2 +h.c.) term in the condensation energy. This term selected the V phase
in the quasiclassical limit. The calculation of Γtextu at arbitrary S is rather involved and we
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FIG. 11. The difference between the two quartic coefficients, Γ1 − Γ2, in the Ginzburg-Landau
expansion for the V phase, Eq. 32, for S = 1/2. The difference scales as 1| log (hsat−h)|2 with a J2
dependent prefactor.
didn’t do it. Rather, we use the fact that the V state has been identified for S = 1/2 in the
numerical analysis at J2 = 0
11, and assume that the same holds for finite J2, i.e., that Γtextu
is negative at arbitrary S, as it is at S  1.
As larger J2, the condensation energy is expressed in terms of three Φ fields (see the
second equation in Eq. 33). To leading order in 1/| log (hsat − h)| we obtained
Γ1 = 8pi
√
4J2 − (1− 3J2)2 S| log (hsat − h)|
Γ2 = 8pi
√
4J2
S
| log (hsat − h)| (50)
We see that Γ¯1 ≤ Γ¯2, the equality holds only when J2 = 1/3. This matches the result that
we obtained in the large S limit. For Γ¯2 > Γ¯1, only one out of three order parameters Φi
develops a non-zero value, and the resulting state is the canted stripe phase, same as at
large S. Like we already said, the case J2 = 1/3 requires a separate analysis.
We now use Ginzburg-Landau expansion to analyze the phase transition between the V
and the stripe phases at arbitrary S. We introduce ∆ field for the order parameter in the
V phase (∆1 = ∆2 = ∆/
√
2) and Φ field for the order parameter in the stripe phase and
derive the form of the condensation energy Ecri up to fourth order in the coupled ∆ and Φ
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fields. The most generic form of Ecri is
Ecri/N = −µ|∆|2−µ¯|Φ|2+1
4
(Γ1+Γ2)|∆|4+1
2
Γ¯1|Φ|4+Γ∆,Φ|∆|2|Φ|2+Γ¯∆,Φ|∆|2|Φ|2 cos 2φ (51)
where φ is chosen such that Ecri is minimized. In the classical limit µ = µ¯ = S(hsat − h).
Quantum fluctuations renormalize the slope of (hsat − h) dependence differently for µ and
µ¯, and the two are generally different.
In the next Section we use spin-wave formalism to find out how µ and µ¯ behave near
J2 = 1/8. Here we analyze the prefactors of the quartic terms. The calculations are similar
to the ones for the V and the stripe phases, and we just present the results. To leading
order in 1/| log (hsat − h)| we obtained
Γ1 =
√
3pi
S
| log (hsat − h)| , Γ2 =
√
3pi
S
| log (hsat − h)| , Γ¯1 =
√
7pi
S
| log (hsat − h)|
Γ¯2 = 4
√
2pi
S
| log (hsat − h)| , Γ∆,φ = 2
√
2pi
S
| log (hsat − h)| , Γ¯∆,φ = 0 (52)
We see that 1
2
(Γ1 + Γ2)Γ¯1 < Γ
2
∆,φ. An elementary analysis of Eq. 51 shows that in this
situation the V and the stripe orders repel each other and repulsion is strong enough so that
mutual co-existence is excluded. This leaves two possibilities: if the regions around J2 = 1/8
where µ > 0 and µ¯ > 0 overlap, the phase transition between the two phases is first order,
like at large S (Fig. 9(a)). If upon increasing of J2, µ changes sign from positive to negative
before µ¯ changes from negative to positive, then there is a region near J2 = 1/8 where
neither V nor stripe order develops (Fig. 9(c)). In this situation, the transition between the
V and the stripe phase occurs via an intermediate phase, which is either disordered or has
some non-quasi-classical long-range order, different from both the V and the stripe orders.
This last option is not realized at large S, but may develop at S = O(1). To check this we
now analyze spin-wave excitations at an arbitrary S and find the stability regions of the two
phases.
B. Spin wave calculations
We show the calculations for the V phase. The analysis of the stripe phase is performed
in the same way. To study the instability of the V phase as J2 increases from 0 to 1/8,
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we expand the Hamiltonian in powers of the Holstein-Primakoff bosons. For an arbitrary
spin, the prefactors in the expansion of S+− operators in powers of the density of Holstein-
Primakoff bosons contain complex dependence of S due to the fact that one should perform
normal ordering of the bosons after expanding
√
1− a†a/(2S). The result of normal ordering
is
S+r =
√
2S(1− 1
4S
(1 +
1
8S
+
1
32S2
+ ...)a†rar)ar +O(a5)
=
√
2S(1 + (
√
1− 1
2S
− 1)a†rar)ar +O(a5) (53)
The computations of the spin-wave dispersions follows the same steps as for large S, but
now we have to keep the explicit dependence on S in the prefactors of all terms. Like at
large S, we analyze the dispersion around, say, M1 point in the three-sublattice Brillouin
zone, where the instability develops in the large S analysis. The low-energy Hamiltonian
expressed in terms of soft B and C bosons has form similar to Eq. 56:
H(2) = S
2
∑
q(
B†M1+q C−M1−q
)ωq + (3 + 9δ1)θ2 (−3 + 9δ1)θ2
(−3 + 9δ1)θ2 ω−q + (3 + 9δ1)θ2
 BM1+q
C†−M1−q
 (54)
where θ is the angle between the spin order on A sublattice and the field, ωq = 1 − 8J2 +
1
16
(q2x + 21q
2
y) is the spin wave dispersion at h = hsat, and δ1 and δ2 originate from magnon-
magnon interactions. In distinction to large S, these two parameters are no longer simply
O(1/S), but have complex dependence on S. The relation between θ2 and hsat − h is also
affected by magnon-magnon interaction.
The computation of δ1, δ2 and θ at arbitrary S is somewhat involved. We show the
computational steps in Appendix D and here present the results. With logarithmic accuracy,
we found θ2 = α1(hsat − h)| log (hsat − h)|, α1 > 0 (see Eq. D16), δ1 = −1/3 + O(1) and
δ2 = 1/3+O( 1| log (hsat−h)|). Substituting these δ1,2 and θ2 into Eq. 54, we found, to logarithmic
accuracy, the dispersion near M1 in the form
ωM1+q =
(
1− 8J2 + (3 + 9δ1)α1(hsat − h)| log (hsat − h)|
)
+
1
16
(q2x + 21q
2
y) (55)
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S = 1/2 S = 1 1 S  | log (hsat − h)|
1/3 + δ1 −0.1 −0.02 +0.03/S
J2V − J2stripe ((hsat − h)| log (hsat − h)|) − − +
TABLE V. Quantum corrections to the mass of V phase spectrum at momentum M (first row),
from which the width of overlap between the V phase and the stripe phase can be obtained. A
negative width (sign) indicates that the two states don’t overlap near J2 = 1/8.
In the large-S limit we had (1/3 + δ1) > 0 in Sec. III B. In this situation the instability
develops at q = 0, i.e., at k = M1 + q ≡ M1, and the critical J2 = J2V > 1/8, i.e., the
stability region of the V phase extends to the right of J2 = 1/8. For arbitrary S we found
that the sign of (1/3 + δ1) depends on S. For S > 1, it is positive, like at large S. For
S = 1/2, however, we found that 1/3 + δ1 = −0.1 < 0. As the consequence, the V phase
becomes unstable before J2 reaches J2 = 1/8. For S = 1, our numerical calculation yields a
slightly negative 1/3 + δ1. We summarize our numerical results for 1/3 + δ1 in Table V.
We analyzed the spin wave spectrum in the stripe phase, near momentum ±K. The low
energy part of the quadratic Hamiltonian near ±K can be expressed as:
H(2) =S
2
∑
q
(56)
(
c†K+q c−K−q
)ω˜q + (3/2 + 9/2 δ˜1)θ˜2 (3/2 + 9/2 δ˜2)θ˜2
(3/2 + 9/2 δ˜2)θ˜
2 ω˜−q + (3/2 + 9/2 δ˜1)θ˜2
 cK+q
c†−K−q

where θ˜ is the angle between the canted stripe order and the field, ω˜q = 8J2−1+ 316(q2x+q2y).
Similar to the V phase case, θ˜2 = α2(hsat − h)| log (hsat − h)|, α2 > 0. In the large S limit
in Sec. III B, (1/3 + δ˜1) > 0. In this situation, the instability develops at ±K, and at
J2stripe < 1/8. At arbitrary S and h . hsat, we found that 3/2 + 9/2 δ˜1 and 3/2 + 9/2 δ˜2
both scale as 1/| log (hsat − h)|, and it is true as long as S  | log (hsat − h)|. Hence, to
logarithmic accuracy, the stripe phase becomes unstable right at J2 = J2stripe = 1/8.
Comparing J2V and J2stripe, we see that for S > 1, the stability regions of the two
phases overlap. The Ginzburg-Landau analysis from the previous sub-section shows that
the transition between the two stable phases is first order. For S = 1/2 and, possibly,
S = 1, the situation is different because the V phase becomes unstable prior to the J2 at
which the stripe phase becomes stable. In this situation, there exists an intermediate phase
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at which neither the V phase nor the stripe phase is stable. We illustrate this in the inset
of Fig. 4(c).
Whether the intermediate phase at high-field is disordered or has some non-quasi-classical
long-range order is not clear at the moment. If we use Eq. 55 for the dispersion, we find
that at J2 = J2V the dispersion is quadratic at small q. For such dispersion, quantum
corrections to sublattice magnetization logarithmically diverge in 2D and eliminate long-
range order. We caution, however, that this spectrum was obtained to leading order in
1/| log (hsat − h)|. Subleading terms can potentially halt the divergence of the corrections to
sublattice magnetization. Still, at S = 1/2, subleading terms are small near h = hsat, i.e.,
quantum corrections to sublattice magnetization are large and likely restore U(1) symmetry,
at least near J2 = J2V . A phase with a discrete, dimer-like order is another possibility. We
verified that a columnar dimer phase is not an option, but this does not exclude some
other dimer-like state. And yet another possibility is a disordered, spin-liquid type state,
possibly the same as has been detected in numerical studies of zero-field phase diagram
around J2 = 1/8
28,29,31.
V. CONCLUSION
In this paper, we studied the zero temperature phase diagram of a Heisenberg antifer-
romagnet on a frustrated triangular lattice with nearest neighbor (J1) and next nearest
neighbor (J2) interactions, in a magnetic field. We analyzed the stabilization of the ordered
phases at smaller and larger J2/J1 via order from disorder phenomenon and the phase tran-
sition between the ordered states at smaller and larger J2/J1. We first considered the limit
of large but finite S and obtained the semiclassical phase diagram in all fields. We found
that at J2/J1 < 1/8 +O(1/S), quantum fluctuations select the same set of co-planar states
as at J2 = 0: the Y state at fields h < hsat/3, the V phase at h > hsat/3, and the UUD phase
at h ≈ hsat/3. At J2 > 1/8−O(1/S), quantum fluctuations select the canted stripe phase.
The stability regions of the two phases overlap around J2/J1 = 1/8, and semiclassical spin
wave analysis shows that the transition between the two phases is first order, with a finite
hysteresis width, of order 1/S. We next analyzed the phase diagram near the saturation field
at arbitrary S, by mapping the spin model to a dilute boson gas. We found the same V and
stripe phase at smaller and larger J2/J1. For S > 1 we also found that the stability regions
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of the two states overlap, and the transition between them remains first order, like at large
S. However, for S = 1/2 and, possibly, S = 1, we found that there exists an intermediate
range near J2/J1 = 1/8, where neither of the two states is stable. We emphasize that this
happens already arbitrary close to the saturation field, when the density of bosons is small.
In the intermediate region the system either develops a non-quasi-classical long-range order
(e.g., becomes dimerized), or remains quantum disordered. We note that the intermediate
phase develops for the same J2/J1 ≈ 1/8 where at h = 0 numerical calculations found ev-
idence for a disordered, possibly spin-liquid state for S = 1/228,29,31 (but, apparently, not
S = 118). Whether the state we found at h ≈ hsat is the same one as found at h = 0 remains
to be seen. We call for more numerical studies of J1 − J2 model in a finite field.
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Appendix A: Holstein-Primakoff transformation
In this Appendix we review the basics of Holstein-Primakoff transformation and spin
wave formalism. We follow the convention presented below Eq. 1 in the main text. In the
formulas below, N is defined as the number of sites in one sublattice, i.e. N = Ntot
nbands
. For
example, for the three sublattice states, nbands = 3, and N =
1
3
Ntot.
Spins polarized in the positive z direction are expressed in terms of Holstein-Primakoff
(H-P) bosons as:
Szr(z) = S − a†rar
S+r (z) =
√
2S
√
1− a
†
rar
2S
ar
S−r (z) =
√
2Sa†r
√
1− a
†
rar
2S
(A1)
The spin operators Sα(l) in a local coordinate with the local z-axis along a vector l =
z cos θ − x sin θ are related with Sα(z) defined in the global coordinate (Fig. 2(a)) as23:
Sx(z) = cos θSx(l)− sin θSz(l)
Sy(z) = Sy(l)
Sz(z) = sin θSx(l) + cos θSz(l) (A2)
To express the Hamiltonian in terms of the H-P bosons, we expand
√
1− a†rar/2S in
powers of the bosons. For generic spin, due to the normal ordering of the bosons in the
expansion, e.g. (a†rar)
2 = a†ra
†
rarar + a
†
rar, S
+
r can be written as:
S+r =
√
2S(1− 1
4S
(1 +
1
8S
+
1
32S2
+ ...)a†rar)ar +O(a5)
=
√
2S(1 + (
√
1− 1
2S
− 1)a†rar)ar +O(a5) (A3)
In the limit S  1, keeping the leading order in 1/S:
S+r ≈
√
2S(1− 1
4S
a†rar)ar +O(a5) (A4)
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The Hamiltonian in powers of the H-P bosons can be expanded as:
H = H(0) +H(1) +H(2) + ...+H(n) + ... (A5)
H(0) is the ground state energy. H(n) is the normal ordered n-bosons term.
The quadratic term H(2) can be written in the matrix form as:
H(2) = S
2
∑
k
Ψ†kHkΨk (A6)
where Ψk =
(
aα,k, a
†
α,−k
)T
. To obtain the spin wave spectrum and the canonical eigen-
modes, one can solve the eigenvalue problem of a matrix defined asMk = τ3Hk. τ3 ≡ σ3⊗In,
σ3 is the z-component of Pauli matrix that acts on the particle-hole conjugate space and In
is the identity matrix of size n that acts on the n-sublattice space. To prove, define the Ψ′k
as the vector formed by eigenmodes. There must exist a matrix T such that Ψk = TΨ
′
k, the
quadratic term in the Hamiltonian:
H(2) = 1
2
∑
k
Ψ†kHkΨk =
1
2
∑
k
Ψ
′†
kT
†HkTΨ′k (A7)
Kk = T
†HkT is diagonal matrix. On the other hand, from the commutation relation of boson
operator which reads as [a†i , aj] = δi,j, we have Tτ3T
† = τ3. Combing the two equations, we
have:
τ3Kk = τ3T
†HkT = τ3(τ3T−1τ3)HkT
= T−1τ3HkT (A8)
Thus solving for T and the eigenenergy of Hk is equivalent to the eigenvalue problem of
matrix Mk = τ3Hk. Q.E.D.
Different branches of the magnon modes can decouple for certain types of ordered states,
such as the stripe phase and 120◦ Neel phase discussed in the text. H(2) can be written as:
H(2) = S
2
∑
α
φ†α,kHα,kφα,k
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Hα,k =
Aα,k Bα,k
Bα,k Aα,−k

φα,k = (aα,k, a
†
α,−k)
T (A9)
The eigenmodes of the quadratic Hamiltonian H are:
H(2) = S
2
∑
α
ωα,kη
†
α,kηα,k
ωα,k =
√
A2α,k −B2α,k
aα,k = uα,ka˜α,k + vα,ka˜
†
α,−k
ηα,k = (a˜α,k, a˜†α,−k)T (A10)
uα,k and vα,k are defined as:
uα,k =
√
Aα,k + ωα,k
2ωα,k
vα,k = −sign(Bα,k)
√
Aα,k − ωα,k
2ωα,k
(A11)
As φα,k is a linear combination of creation and annihilation canonical modes, the vacuum
expectation value of φ†kφk is non-zero:
〈a†α,kaα,k〉 =
〈Aα,k − ωα,k
2ωα,k
〉 〈a†α,ka†α,−k〉 = −〈 Bα,k2ωα,k 〉 (A12)
〈...〉 is defined as the average over the Brillouin zone, 〈...〉 = 1
N
∑
k .... To obtain the
quantum corrections to the spectrum at the leading order in 1/S, one can work in the basis
of φk and calculate δAk and δBk at the order of 1/S. We replace Ak → Ak + δAk and
Bk → Bk + δBk. The normal and anomalous self-energy of the canonical modes are:
δωk = δAk(u
2
k + v
2
k) + 2δBkukvk
=
AkδAk −BkδBk
ωk
δωoffk = 2δAkukvk + δBk(u
2
k + v
2
k)
=
AkδBk −BkδAk
ωk
(A13)
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Thus the spectrum with quantum corrections is:
ω
(1)
k =
√
(ωk + δωk)2 − (δωoffk )2 =
√
(A2 −B2) + 2(AδA−BδB) + (δA2 − δB2)∣∣
k
(A14)
When ωk ∼ O(1), the quantum corrections to ω(1)α,k is at the order of 1/S and they won’t
change the spectrum qualitatively as long as there is no singularity in δωk. We have:
ω
(1)
k ' ωk + δωk (A15)
When ωk ∼ 0, one needs to distinguish between two situations. Suppose it is a classical
zero mode at k = 0. It can be Ak=0 = Bk=0 = 0, which is generally the case of accidental
degeneracy. Thus the dispersion around k = 0 can be written as ωk ∼ k2. It can also
be |Ak=0| = |Bk=0| 6= 0, which is the case of linearly dispersing zero mode, such as the
Goldstone mode. Thus the dispersion around k = 0 can be written as ωk ∼ vk. We define
the quantum corrections to the spectrum as δm such that ω
(1)
k '
√
ω2k + δm. δm to the
leading order in 1/S is expressed in the two cases as:
δm =
(δA
2 − δB2)∣∣
k=0
= δω2 − (δωoff)2∣∣
k=0
if A, B|k=0 = 0
2(AδA−BδB)∣∣
k=0
= 2ωδω
∣∣
k=0
if A, B|k=0 ∼ O(1)
(A16)
We calculate δm at certain momentum following Eq. A16. One can calculate either δA, δB
or δω, δωoff, whichever way is the easiest. For the second case, as δm is linear in δA, δB, it is
most straight forward to obtain the quantum corrections from the cubic terms by calculating
δω, δωoff, and corrections from the quartic terms by δA, δB, and sum the two contributions.
Appendix B: Semiclassical calculation
To obtain the quantum corrections to the spin wave spectrum near hsat, i.e. calculating
δ1, δ2 in Eq. 45, follows the same procedure as the calculation for a generic spin presented
in Appendix D. In the limit | log (hsat − h)|  1, S  1, and | log (hsat − h)|/S  1, as
Vq = O(1), and Sωk = O(S), the 1/S correction to the spectrum is restricted with only one
scattering process, and the vertex function don’t contain corrections from normal ordering.
With logarithmic accuracy, only the log divergent contributions to the scattering process
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are included.
Details of obtaining the spectrum of the stripe phase with 1/S quantum corrections are
presented here. The calculations of the coplanar phase follow the same idea and are not
presented here. The number as subscript labels the momentum for magnon operator a, b
and for the structure factor ζ. For example, a1 ≡ ak1 , ζ1 ≡ ζk1 .The linear and quadratic
terms are given in Eq. 18, 20. The cubic and quartic terms are:
H(3)a =
sin (2θ)
√
S
2
√
2
√
N
∑
1,2
[2(1 + J2)(a
†
1a
†
2a1+2 − b†1b†2b1+2) + 4ζb1(a†1b†2b1+2 − b†1a†2a1+2)] + h.c.
H(3)b = −h
sin θ
4
√
2
√
SN
∑
1,2
[(a†1a
†
2a1+2 − b†1b†2b1+2) + h.c.] (B1)
H(4)a = −
1
2N
∑
1−3
{(ζa1 − ζa 1−3)(a†1a†2a3a1+2−3 + b†1b†2b3b1+2−3)}+ h.c. (B2)
H(4)b =
1
4N
∑
1−3
{ζb1[(1− cos 2θ)(b†1a†2a†3a1+2+3 + a†1b†2b†3b1+2+3)
− (1 + cos 2θ)((b†1a†2a3a1+2−3 + a†1b†2b3b1+2−3)] + 4ζb 1−2 cos 2θa†1a2b†3b1−2+3}+ h.c.
ζa, ζb are defined in Eq. 21. a1 ≡ ak1 , etc. Express H(1), H(3) in terms of the decoupled
ck, dk modes defined in Eq. 22:
H(1) = sin θS
√
SN(ck + c
†
−k)δk,0(h− 8(1 + J2) cos θ)
H(3) = sin (2θ)
√
S√
N
∑
1,2
ζb1
(
c†1c
†
2c3 + c
†
1d
†
2d3 − d†1c†2d3 − d†1d†2c3
)
δ3,1+2 + h.c. (B3)
The leading order quantum correction to the linear term is from the cubic term H(3). We
have:
δH(1) = sin (2θ)
√
SN
∑
k
c†k
(
ζbk〈c†pcp〉+ 〈ζbpc†pcp〉+ ζbk〈d†pdp〉
− 〈ζbpd†pdp〉+ 〈ζbpc−pcp〉 − 〈ζbpd−pdp〉
)
δ0,k + h.c.
= sin (2θ)S
√
SN∆c,kckδ0,k + h.c. (B4)
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We define ∆c,k as:
∆c,k =
1
S
(
ζbk〈c†pcp〉+ 〈ζbpc†pcp〉+ ζbk〈d†pdp〉 − 〈ζbpd†pdp〉+ 〈ζbpc−pcp〉 − 〈ζbpd−pdp〉
)
(B5)
From the condition that the prefactor of the linear term vanishes, we have:
H(1) + δH(1) = sin θS
√
SN(ck + c
†
−k)δk,0(h− 8(1 + J2) cos θ + 2 cos θ∆c,k) = 0
h = hc + δh =
(
8(1 + J2)− 2∆c,kδk,0
)
cos θ (B6)
To find the quantum corrections to the spectrum, the renormalized relation between the
magnetic field h and the angle θ at order 1/S should be included following Eq. B6. The
normal and anomalous self-energy of the canonical c˜-mode δωc,k and δω
off
c,k from the cubic
terms at order 1/S can be expressed diagrammatically in Fig. 12. The canonical Bogoliubov
transformations from ck, dk to canonical eigenmodes c˜k, d˜k are:
ck = lk(c˜k + xkc˜
†
−k)
dk = pk(d˜k + qkd˜
†
−k) (B7)
The cubic terms Eq. B1 expressed in terms canonical modes are:
H(3)c =
sin (2θ)
√
S
4
√
N
∑
1,2
[Φ1(1, 2, 1 + 2)c˜
†
1c˜
†
2c˜1+2 −
1
3
Φ2(1, 2,−1− 2)c˜†1c˜†2c˜†−1−2] + h.c.
H(3)d =
sin (2θ)
√
S
4
√
N
∑
1,2
[Φ˜1(1, 2, 1 + 2)d˜
†
1d˜
†
2c˜1+2 + Φ˜2(1, 2,−1− 2)d˜†1d˜†2c˜†−1−2] + h.c. (B8)
Φ1(1, 2, 3) =
ζb1f
−
1 (f
+
2 f
+
3 + f
−
2 f
−
3 ) + ζb2f
−
2 (f
+
1 f
+
3 + f
−
1 f
−
3 )− ζb3f−3 (f+1 f+2 − f−1 f−2 )√
ωc,k1ωc,k2ωc,k3
Φ2(1, 2, 3) =
ζb1f
−
1 (f
+
2 f
+
3 − f−2 f−3 ) + ζb2f−2 (f+1 f+3 − f−1 f−3 ) + ζb3f−3 (f 1+f 2+ − f−1 f 2−)√
ωc,k1ωc,k2ωc,k3
Φ˜1(1, 2, 3) = −ζb1f˜
−
1 (f˜
+
2 f
+
3 + f˜
−
2 f
−
3 ) + ζb2f˜
−
2 (f˜
+
1 f
+
3 + f˜
−
1 f
−
3 ) + ζb3f
−
3 (f˜
+
1 f˜
+
2 − f˜−1 f˜−2 )√
ωd,k1ωd,k2ωc,k3
Φ˜2(1, 2, 3) =
ζb1f˜
−
1 (f˜
+
2 f
+
3 − f˜−2 f−3 ) + ζb2f˜−2 (f˜+1 f+3 − f˜−1 f−3 )− ζb3f−3 (f˜+1 f˜+2 − f˜−1 f˜−2 )√
ωd,k1ωd,k2ωc,k3
(B9)
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+ +
+
(a) δωc,k
+ +
+
(b) δωoffc,k
FIG. 12. Solid line for the propagator of the c˜-mode; Dashed line for the propagator of the d˜-mode.
(a) One loop correction to the normal Green function of the c˜-mode from the cubic vertex. (b)
One loop correction to the anomalous Green function of the c˜-mode from the cubic vertex.
where
f± =
√
Ac,k ±Bc,k = √ωc,klk(1∓ xk)
f˜± =
√
Ad,k ±Bd,k = √ωd,kpk(1∓ qk) (B10)
The subscripts of f± label the momentum, for example, f±1 → f±k1 , etc. The correction from
cubic terms to the spectrum of the low energy c˜-mode is:
δcubωk = (B11)
− sin (2θ)
2
8S
1
N
∑
q
(
|Φ1(q,k − q,k)|2
ωc,q + ωc,k−q − ωc,k +
|Φ2(q,−k − q,k)|2
ωc,q + ωc,−k−q + ωc,k
)
− sin (2θ)
2
8S
1
N
∑
q
(
|Φ˜1(q,k − q,k)|2
ωd,q + ωd,k−q − ωc,k +
|Φ˜2(q,−k − q,k)|2
ωd,q + ωd,−k−q + ωc,k
)
δcubω
off
k =
sin (2θ)2
8S
1
N
∑
q
(
Φ1(q,k − q,k)Φ∗2(q,k − q,−k)
ωc,q + ωc,k−q − ωc,k +
Φ∗2(q,−k − q,k)Φ1(q,−k − q,−k)
ωc,q + ωc,−k−q + ωc,k
)
− sin (2θ)
2
8S
1
N
∑
q
(
Φ˜1(q,k − q,k)Φ˜∗2(q,k − q,−k)
ωd,q + ωd,k−q − ωc,k +
Φ˜∗2(q,−k − q,k)Φ˜1(q,−k − q,−k)
ωd,q + ωd,−k−q + ωc,k
)
The quantum corrections from the quartic terms can be found in a similar way or a
simpler way as shown below. The quartic terms Eq. B2 in terms of ck, dk is:
H(4) = 1
N
∑
1, 2, 3, 4
{
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− 1
8
(
ζb1(1− cos 2θ)(c†1c†2c†3c4 − d†1d†2d†3d4 − 2d†1d†2c†3c4 + 2c†1c†2d†3d4 + c†1d†2d†3c4
− d†1c†2c†3d4)δ1+2+3−4 + h.c.
)
+
1
16
(1 + cos 2θ)
(
(ζb1 + ζb2 + ζb3 + ζb4)(c
†
1c
†
2c3c4 − d†1d†2d3d4) + (ζb1 + ζb2 − ζb3 − ζb4)
(−d†1d†2c3c4 + c†1c†2d3d4) + 4(−ζb1 + ζb2 − ζb3 + ζb4)d†1c†2d3c4
)
δ1+2−3−4
+
1
4
cos 2θ
(
(ζb 1−3 + ζb 2−3)(c
†
1c
†
2c3c4 + d
†
1d
†
2d3d4 − d†1d†2c3c4 − c†1c†2d3d4)
+ 4(ζb 1−3 − ζb 2−3)d†1c†2d3c4
)
δ1+2−3−4
− 1
8
(ζa1 + ζa2 + ζa3 + ζa4 − 2ζa 1−3 − 2ζa 2−3)(c†1c†2c3c4 + d†1d†2d3d4 + d†1d†2c3c4
+ c†1c
†
2d3d4 + 4d
†
1c
†
2d3c4)δ1+2−3−4} (B12)
We contract two bosons as pair condensates following Eq. A12. Define the quantum correc-
tions to the coefficient of c†c as δAk, to the coefficient of c†c† as δBk. We have:
δAk = −1
8
(1− cos 2θ)[(2〈ζbc†c†〉+ ζbk〈c†c†〉 − 2〈ζbd†d†〉+ ζbk〈d†d†〉) + h.c.]
+
1
2
(1 + cos 2θ)(ζbk〈c†c〉+ 〈ζbc†c〉+ ζbk〈d†d〉 − 〈ζbd†d〉)
+ cos 2θ(ζb 0〈c†c〉+ 〈ζbk−pc†c〉+ ζb 0〈d†d〉 − 〈ζbk−pd†d〉)
− ((ζak − ζa 0)〈c†c〉+ 〈(ζap − ζak−p)c†c〉+ (ζak − ζa 0)〈d†d〉+ 〈(ζap − ζak−p)d†d〉)
1
2
δBk = −1
8
(1− cos 2θ)[(〈ζbc†c〉+ 2ζbk〈c†c〉 − 〈ζbd†d〉+ 2ζbk〈d†d〉)]
+
1
8
(1 + cos 2θ)(ζbk〈cc〉+ 〈ζbcc〉+ ζbk〈dd〉 − 〈ζbdd〉)
+
1
4
cos 2θ(〈(ζbk+p + ζbk−p)cc〉 − 〈(ζbk+p + ζbk−p)dd〉)
+
1
4
(〈(ζak+p + ζak−p)cc〉+ 〈(ζak+p + ζak−p)dd〉)
− 1
4
(ζak〈cc〉+ 〈ζacc〉+ ζak〈dd〉+ 〈ζadd〉) (B13)
The 1/2 in front of δBk comes from the fact that in the matrix representation, term like
c†c† is counted only once, while term like c†c is counted twice. The sub-index omitted inside
〈...〉 follows the prescription: c†c† → c†pc†−p, c†c → c†pcp, ζc†c† → ζpc†pc†−p, etc. Combining
Eq. B6, Eq. B11, Eq. B13, we obtain quantum corrections to the spectrum δm at momenta
M˜ 2, M˜ 3 and ±K˜.
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Appendix C: Dilue bose gas approximation in high field
In this section, we show details of determining the quartic couplings Γ in the expressions
of the condensate energy, i.e. Eq. 32, Eq. 33 and Eq. 51. The quartic couplings Γ are at
leading order in 1/S in Sec. III A, and are summed up to all orders in 1/S in Sec. IV A. In
the following, we show how Γ is obtained for a generic spin. The calculation of Γ at leading
order in 1/S follows the same idea and is simpler, and it will not discussed further here.
One can refer48 for more details.
As shown in the main text, to determine the magnetic order structure, compared with
calculating the exact numerical values of Γ, the sign of the differences of Γs (e.g. Γ1 v.s.
Γ2,
1
2
(Γ1 + Γ2)Γ¯1 v.s. Γ
2
∆,φ) are more relevant. As the sign of the differences of relevant Γs
shouldn’t change across the 2nd order phase transition from right above hsat to right below
hsat, the criterion introduced above to know the order structure slightly below hsat can be
determined by the fully renormalized four-point vertex function slightly above hsat.
The fully renormalized 2n-point vertex functions of ferromagnet can be determined ex-
actly above hsat for all spins, as the single-magnon excitations of the ferromagnet are exact
and the quantum corrections to the 2n-point vertex only come from magnon-magnon scat-
tering.
The four-point and six-point bare vertex functions are defined in Eq. 26 as Vq(k1,k2)
and Uq,q′(k1,k2,k3):
Vq(k1,k2) =
1
2
[(Jq + Jk2−k1−q) + 2S(Ks − 1)(Jk1 + Jk1+q + Jk2 + Jk2−q)] (C1)
Jq is defined in Eq. 26. The expression includes normal ordering of the magnon to all orders
in 1/S by Ks =
√
1− 1
2S
. To the leading order in 1/S, Ks = 1 − 1/4S. Uq,q′(k1,k2,k3)
keeping the 1/S correction from the normal ordering is:
Uq,q′(k1,k2,k3) =
1
9
(1 + 1/4S)
(
Jk1+q + Jk3+q + Jk1+k3−k2+q + Jk1+q′ + Jk2+q′
+ Jk1+k2−k3+q′ + Jk2+k3−k1−q−q′ + Jk2−q−q′ + Jk3−q−q′
)
− 1
6
(1 + 3/4S)(Jk1 + Jk2 + Jk3 + Jk1+q+q′ + Jk2−q + Jk3−q′)] (C2)
We define the fully renormalized four-point vertex function as Γq(k1,k2). The quartic
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coefficients Γ in the action are determined by Γq(k1,k2) at particular momenta as:
Γ1 = Γ0(K,K)
Γ2 = Γ0(K,−K) + Γ−2K(K,−K)
Γ¯1 = Γ0(M1,M1)
Γ¯2 = Γ0(M1,M2) + ΓM2−M1(M1,M2)
Γ∆,φ = Γ0(M1,K) + ΓK−M1(M1,K)
Γ¯∆,φ = ΓK−M1(M1,M1) + Γ−K−M1(M1,M1) (C3)
To find Γq(k1,k2), all orders of magnon-magnon scattering process should be counted (see
Fig. 10), which is equivalent to solving a consistency equation, also known as Bethe-Salpeter
(BS) equation:
Γq(k1,k2) = Vq(k1,k2)− 1
N
∑
q′
Γq′(k1,k2)Vq−q′(k1 + q′,k2 − q′)
S(ωk1+q′ + ωk2−q′)
(C4)
To solve for Γq(k1,k2), we follow the method introduced in
11, which converts the prob-
lem of solving an integral equation to that of solving a matrix equation. As Vq(k1,k2),
Vq−q′(k1 + q′,k2 − q′) can be expanded by lattice Harmonics, Γq(k1,k2) can also be ex-
pressed by the lattice Harmonics. We write the ansatz for Γq(k1,k2) as:
Γq(k1,k2) = A0 + Aα cos qα +Bα sin qα + A˜α cos q˜α + B˜α sin q˜α ≡ ATΓbq
Γbq = {1, cos qα, sin qα, cos q˜α, sin q˜α} (C5)
α = 1, 2, 3 and qα , q˜α are defined as qα = q · δα, q˜α = q · lα. δα, lα are defined in Fig. 1(c).
Express Vq(k1,k2), Vq−q′(k1 + q′,k2 − q′) in the basis of Γbq as:
Vq(k1,k2) = AT0 Γbq
Vq−q′(k1 + q′,k2 − q′) = ΓTbq′V0Γbq (C6)
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Eq. C4 in the matrix form is:
ATΓbq = AT0 Γbq −AT
( 1
N
∑
q′
Γbq′Γ
T
bq′
S(ωk1+q′ + ωk2−q′)
)
V0Γbq (C7)
Γq(k1,k2) relevant to find the quartic coupling Γ satisfies ωk1 = ωk2 = 0. So the sum over q
′,
1
N
∑
q′
Γbq′ΓTbq′
ω
k1+q
′+ωk2−q′
is logarithmically divergent. The solution to Eq. C7 can be expanded
order by order in 1| logµ| , where µ is the low energy cutoff with µ→ 0+ as h→ h+sat.
Solving for A in Eq. C7 is however not efficient numerically. In the following, we show
the simplification of Eq. C7 to Eq. C20. The label of incoming momenta (k1,k2) is omitted
to keep the expressions compact. First take the average of Eq. C4 with respect to q:
〈Γq〉q = 〈Vq〉q − 1
N
∑
q′
Γq′〈Vq−q′(k1 + q′,k2 − q′)〉q
S(ωk1+q′ + ωk2−q′)
(C8)
As 〈cos qα〉 = 0, 〈sin qα〉 = 0, 〈cos q˜α〉 = 0, 〈sin q˜α〉 = 0, we have 〈Jq+k〉q = 0. Thus Eq. C8
gives:
A0 = S(Ks − 1)(Jk1 + Jk2)− S(Ks − 1)
1
N
∑
q′
Γq′(Jk1+q′ + Jk2−q′)
S(ωk1+q′ + ωk2−q′)
= S(Ks − 1)
(
(Jk1 + Jk2)−
〈Γq′(Jk1+q′ + Jk2−q′ − Jk1 − Jk2 + Jk1 + Jk2)
S(ωk1+q′ + ωk2−q′)
〉
q′
)
= S(Ks − 1)
(
(Jk1 + Jk2)(1−
〈 Γq′
S(ωk1+q′ + ωk2−q′)
〉
q′
)− A0/S
)
(C9)
The first consistency equation gives:
Ks
Ks − 1A0 = S(Jk1 + Jk2)
(
1−
〈 Γq′
S(ωk1+q′ + ωk2−q′)
〉
q′
)
(C10)
Secondly, plug the expression of Vq(k1,k2) into Eq. C4
Γq(k1,k2) =
1
2
(Jq + Jk2−k1−q) + S(Ks − 1)(Jk1 + Jk1+q + Jk2 + Jk2−q)−
1
N
×∑
q′
Γq′
(
1
2
(Jq−q′ + Jk2−k1−q−q′) + S(Ks − 1)(Jk1+q′ + Jk1+q + Jk2−q′ + Jk2−q)
)
S(ωk1+q′ + ωk2−q′)
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=
1
2
(Jq + Jk2−k1−q)−
1
N
∑
q′
Γq′
1
2
(Jq−q′ + Jk2−k1−q−q′)
S(ωk1+q′ + ωk2−q′)
+ S(Ks − 1)
(
(Jk1 + Jk2)−
1
N
∑
q′
Γq′(Jk1+q′ + Jk2−q′)
S(ωk1+q′ + ωk2−q′)
)
+ S(Ks − 1)(Jk1+q + Jk2−q)(1−
1
N
∑
q′
Γq′
S(ωk1+q′ + ωk2−q′)
) (C11)
The second to last line is exactly A0 from the first line of Eq. C9; the last line is
Ks
(Jk1+q+Jk2−q)
(Jk1+Jk2 )
A0 according to Eq. C10, so we have:
Γq = (C12)
1
2
(Jq + Jk2−k1−q)−
1
N
∑
q′
Γq′
1
2
(Jq−q′ + Jk2−k1−q−q′)
S(ωk1+q′ + ωk2−q′)
+ A0
(
1 +Ks
(Jk1+q + Jk2−q)
(Jk1 + Jk2)
)
(C13)
Define a integral matrix τ as:
τk1,k2 =
1
N
∑
q′
Γbq′Γ
T
bq′
S(ωk1+q′ + ωk2−q′) + 2µ
(C14)
The consistency equations Eq. C10, Eq. C13 in the matrix form are:
idTΓbq = AT ( Ks
Ks − 1
1
S(Jk1 + Jk2)
+ τk1,k2) id · idTΓbq id = (1, 0, 0, 0, 0)T (C15)
J TΓbq = AT (I + τk1,k2M−K)Γbq (C16)
I is the identity matrix. J , M and K depend on the two incoming momenta (k1,k2), and
they are defined as:
1
2
(Jq + Jk2−k1−q) = J TΓbq (C17)
J = {0, 1 + cos(k2α − k1α), sin(k2α − k1α), J2(1 + cos(k˜2α − k˜1α)), J2 sin(k˜2α − k˜1α)}T
1
2
(Jq−q′ + Jk2−k1−q−q′) = Γ
T
bq′MΓbq (C18)
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M =

0 0 0 0 0
0 1 + cos kα sin kα 0 0
0 sin kα 1− cos kα 0 0
0 0 0 J2(1 + cos k˜α) J2 sin k˜α
0 0 0 J2 sin k˜α J2(1− cos k˜α)

kα, k˜α are defined as k · δα, k · lα respectively, k = k2 − k1.
A0
(
1 +Ks
(Jk1+q + Jk2−q)
(Jk1 + Jk2)
)
= ATKΓbq (C19)
The first row of K is:
K1 =
{
1,
2Ks
Jk1 + Jk2
(cos k1α + cos k2α),
2Ks
Jk1 + Jk2
(− sin k1α + sin k2α),
2J2Ks
Jk1 + Jk2
(cos k˜1α + cos k˜2α),
2J2Ks
Jk1 + Jk2
(− sin k˜1α + sin k˜2α)
}
Other rows of K are zero.
Note that the matrix on the RHS of Eq. C15 is nonzero only in the first column, and the
matrix on the RHS of Eq. C16 is zero in the first column, i.e. combing the two equations
by adding them doesn’t lose any information, and we have:
ATOk1,k2Γbq = J¯ TΓbq (C20)
where Ok1,k2 = I + τk1,k2(M+ id · idT )− (Kk1,k2 −
Ks
Ks − 1
1
S(Jk1 + Jk2)
id · idT )
J¯ = J + id
As matrix M doesn’t depend on Ks, τk1,k2 in Ok1,k2 couple to Ks. To solve for AT
AT = J¯ TO−1k1,k2 (C21)
Near hsat, at h = µ+hsat when µ→ 0+, the matrix elements of τk1,k2 is log divergent. τk1,k2
is expressed as the sum of the log divergent part and the finite part.
τk1,k2 =
| log µ|
S
τ
(0)
k1,k2
+
1
S
τ
(1)
k1,k2
(C22)
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We keep the spin S explicit, and τ (0), τ (1) are independent of S. So we can solve for A order
by order in 1| log µ| . It is straight forward to find τ
(0)
k1,k2
using:
1
N
∑
q′
→ 1AB.Z.
∫
B.Z.
dq′
1
AB.Z.
∫
Λ
dq′
qαx q
β
y
aq2x + bq
2
y + µ
=
pi
AB.Z.
1√
a
α+1
1√
b
β+1
| log µ
Λ
|δα,0δβ,0 (C23)
We find that the leading order of Γq = ATΓbq only depend on the log divergent part of
Ok1,k2 , so it doesn’t depend on Ks =
√
1− 1
2S
. The leading order of Γq should be ∼ S| log µ| ,
we get it by
Γ(0)q = (A(0))TΓbq =
S
| log µ| limµ→0
| log µ|
S
J¯ T (I + | log µ|
S
τ
(0)
k1,k2
(M+ id · idT ))−1Γbq (C24)
To solve Γq at higher orders, we solve Eq. C21 exactly. The quartic couplings can be obtained
following Eq. C3.
Appendix D: Spectrum calculation in high field
In this section, we show details of calculating the magnon spectrum of the V phase right
below hsat. We expand the H-P Hamiltonian in powers of the tilt angle θ1, θ2, and then
relate them with the magnetic field h . hsat. To the leading order in the tilt angle θ1, as
θ2 = −2θ1 +O(θ31), it is enough to replace θ2 with −2θ1 in expression of the quadratic and
cubic terms. And we define θ ≡ θ1. The Hamiltonian up to the quartic order in terms of
the magnons a, b, c defined in the local coordinates of Sa, Sb, Sc are:
H(1) = iS
√
S√
2
√
N
∑
k
[(ak + bk)δk,0(h sin θ1 − 3 sin (θ1 − θ2))
+ ckδk,0(h sin θ2 + 6 sin (θ1 − θ2))] + h.c. (D1)
Applying the first classical constraint sin θ2 = −2 sin θ1,
H(1) =
√
N
iS
√
S√
2
sin θ1
∑
k
(ak + bk − 2ck)δk,0(h− 3(cos θ2 + 2 cos θ1)) + h.c. (D2)
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H(2) =S
∑
k
(− γ0(2− 9θ2/2) + h(1− θ2/2))(a†kak + b†kbk) (D3)
+
(− γ0(2− 9θ2) + h(1− 2θ2))c†kck + (γk(b†kak + (1− 9θ2/4)(c†kbk + a†kck))+ h.c.)
+
(
γk 9θ
2/4(c†kb
†
−k + a
†
kc
†
−k) + h.c.
)
H(3) = −3iθ
√
S√
2N
∑
1,2
((
γ1(a
†
1c
†
2c1+2 − c†1b†2b1+2)− γ−1(c†1a†2a1+2 − b†1c†2c1+2)
)
(D4)
+
1
3
(Ks − 1)(h/S − 9(1− θ2))(a†1a†2a1+2 + b†1b†2b1+2 − 2c†1c†2c1+2)
)
+ h.c.
H(4)⊥ =
1
N
∑
1,2,3
{S(Ks − 1)
(
γ1(b
†
1a
†
2a3a1+2−3 + c
†
1b
†
2b3b1+2−3 + a
†
1c
†
2c3c1+2−3) (D5)
+ γ−1(a
†
1b
†
2b3b1+2−3 + b
†
1c
†
2c3c1+2−3 + c
†
1a
†
2a3a1+2−3)
)
+ h.c.}
H(4)‖ =
1
N
∑
1,2,3
γ1−2(b
†
1b2a
†
3a1−2+3 + c
†
1c2b
†
3b1−2+3 + a
†
1a2c
†
3c1−2+3) (D6)
H(4)n.n.n =
J2
N
∑
1,2,3
(
S(Ks − 1)(µ1 + µ2 + µ3 + µ1+2−3) + 1
2
(µ1−3 + µ2−3)
)× (D7)
(a†1a
†
2a3a1+2−3 + a→ b+ a→ c)
Ks is defined as Ks =
√
1− 1/2S. γk, µk are defined as γk =
∑
δi
eik·δi = eikx +
2e−ikx/2 cos
√
3ky
2
, µk =
1
2
∑
±li e
±ik·li = cos
√
3ky + 2 cos
√
3ky
2
cos 3kx
2
.
1. Calculate quantum corrections
We now show how the quantum corrections at the order of θ2 to the normal and anomalous
self-energy are obtained for generic spin diagrammatically. We write the bare H(n), n =
1, 2, 3, 4 in terms of the eigenmodes φµ,k = {Ak, Bk, Ck} defined in Eq. 43. The Bogoliubov
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basis is defined as Φµ,k = {φµ,k, φ†µ,−k}.
H(1) =
√
N
iS
√
S√
6
∑
k
Γ
(0)
µ,kφµ,k + h.c. (D8)
Γ
(0)
µ,k =
δk,0 h
(
2 sin θ1 + sin θ2
)
µ = A
δk,0
(
h sin θ2 − h sin θ1 + 9 sin(θ1 − θ2)
)
µ = B, C
(D9)
H(2) =S
2
∑
k,µ,ν
Φ†µ,kΓ
(0)
µν,kΦν,k
=S
{∑
µ,k
(ω
(0)
µ,k + θ
2E
(0)
µ,k)φ
†
µ,kφµ,k + θ
2∆
(0)
µ,kφ
†
µ,kφ
†
µ,−k
+
1
2
θ2
∑
µ6=ν,k
{φ†µ,kE(0)µν,kφν,k + φ†µ,k∆(0)µν,kφ†ν,−k + h.c.}
}
(D10)
The relevant quadratic vertex in the order of θ2 can be found easily. They are:
E
(0)
A,k = −3<[γk] E(0)B(C),k = 3/2
(<[γk]∓√3=[γk])
E
(0)
AB(AC),k = −3/4
(<[γk]±√3=[γk]) E(0)BC,k = 3/2<[γk]
∆
(0)
A,k = 3/2<[γk] ∆(0)B(C),k = −3/4<[γk]
∆
(0)
AB(AC),k = 3/4
(<[γk]∓√3=[γk]) ∆(0)BC,k = −3/2(<[γk]−√3=[γk]) (D11)
H(3) = −i
√
1
6
√
S
N
θ
∑
1,2,µ,ν,ρ
Γ(0)µνρ(1, 2, 1 + 2)φ
†
µ,1φ
†
ν,2φρ,1+2 + h.c. (D12)
The three-point vertex functions relevant to the calculations are:
Γ
(0)
BBB(1, 2, 1 + 2) = −Γ(0)AAB(1, 2, 1 + 2) = −
1
2
[(1− ¯)(γ1 + γ2) + h.c].
Γ
(0)
CBB(1, 2, 1 + 2) = −Γ(0)ACB(1, 2, 1 + 2) = −[(1− )γ1 + (− ¯)γ2 + h.c.]
Γ
(0)
CCC(1, 2, 1 + 2) = −Γ(0)AAC(1, 2, 1 + 2) = −
1
2
[(1− )(γ1 + γ2) + h.c].
Γ
(0)
BCC(1, 2, 1 + 2) = −Γ(0)ABC(1, 2, 1 + 2) = −[(1− ¯)γ1 + (¯− )γ2 + h.c.] (D13)
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A B C
(a)
(b)
FIG. 13. (a) Bare propagators of the magnon modes A, B, C. (b) Bare anomalous Green’s functions
∆
(0)
AA, ∆
(0)
AC , ∆
(0)
BC , ∆
(0)
BB.
H(4) = 1
3N
∑ ′
1,2,3,µ,ν,ρ,σ
{Γ(0)µνρσ(1, 2, 3, 1 + 2− 3)φ†µ,1φ†ν,2φρ,3φσ,1+2−3 + h.c.} (D14)
∑ ′ means the double counting of µ, ν, ρ, σ is avoided. Thus the four-point vertex functions
are found as:
Γ
(0)
BBBB(1, 2, 3, 4) =
(
S(Ks − 1)<[¯γ1 + ¯γ2 + γ¯3 + γ¯4] + 1
2
<[γ1−3 + γ2−3] + Γn.n.n.
)
Γ
(0)
BCBC(1, 2, 3, 4) = 4
(
S(Ks − 1)<[¯γ1 + γ2 + γ¯3 + ¯γ¯4] + 1
2
<[γ1−3 + ¯γ2−3] + Γn.n.n
)
Γ
(0)
ACBB(1, 2, 3, 4) = 2
(
S(Ks − 1)<[γ1 + γ2 + γ¯3 + γ¯4] + 1
2
<[γ1−3 + ¯γ2−3] + Γn.n.n
)
Γ
(0)
AABC(1, 2, 3, 4) = 2
(
S(Ks − 1)<[γ1 + γ2 + γ¯3 + ¯γ¯4] + 1
2
<[γ1−3 + γ2−3] + Γn.n.n
)
(D15)
where Γn.n.n = J2
(
(S(Ks−1)(µ1 +µ2 +µ3 +µ4)+ 12(µ1−3 +µ2−3)
)
. The first term in Eq. D15
comes from H(4)⊥ , and the second term comes form H(4)‖ .
We use double line for the heavy mode A; solid line for one of the light modes B; dashed
line for another light mode C. The bare Green function can be written as G0µ,k(ω)
−1 =
iω − µ,k, µ,k = S(ω(0)µ,k + θ2E(0)µ,k). The renormalized Green function is Gµ,k(ω)−1 = iω −
µ,k − Σµ,k(ω). δ1θ2, δ2θ2 defined in Eq. 56 relate to the normal and anomalous self-energy
as: S9δ1θ
2 = ΣB,K1(ω = 0) = ΣC,−K1(ω = 0) and S(−3 + 9δ2)θ2 = ∆BC,K1(ω = 0). Here,
vertex functions (e.g. ∆) without superscript (0) are the renormalized vertex functions. The
propagators for the bare normal and anomalous Green’s functions are shown as in Fig. 13.
The self-energy corrections to find δ1θ
2, δ2θ
2 can be found diagrammatically as shown in
Fig. 14(a) and Fig. 14(b). We outline the key steps and results in obtaining Σα,k(ω = 0)
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= +
+ +
+
(a)
= + +
= + +
(b)
FIG. 14. Renormalized (a) normal and (b) anomalous Green’s functions with quantum corrections
up at order θ2. The three-point vertex with shaded triangle and four-point vertex with double wavy
line are the fully renormalized vertices. The first propagator on the RHS of panel (a) includes the
quantum correction to the relation between the magnetic field h and θ2.
+
= +
= +
+
FIG. 15. Self-consistency equation for the fully renormalized vertices ΓBBB and ΓACB. Vertices
with shaded triangle are the fully renormalized ones, those with hollow triangle are bare vertices.
Similarly, we find the self-consistency equation of ΓBCB and ΓAAB.
and ∆αβ,k(ω = 0):
• To obtain the self-energy and estimate the contributions from different diagrams, it
is essential to obtain the fully renormalized (FR) four-point and three-point vertex
functions by solving the consistency equations shown diagrammatically in Fig. 15 and
Fig. 16. Same as finding the FR vertex function Eq. C4 for the ferromagnet, we convert
the integral equation to matrix algebraic equation. Due to the lattice symmetry of
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= + +
= + +
FIG. 16. Self-consistency equation for the fully renormalized vertices ΓBBBB and ΓACBB. Four-
point vertices with double wavy lines are the fully renormalized ones, those with single wavy line
are bare ones. Similarly, we find the self-consistency equation of ΓBCBC and ΓAABC .
= + +
+ +
FIG. 17. Fully renormalized linear term. The first term on the RHS is the bare linear term. The
stability of the ordered phase ensures the condition that the prefactor of the linear term is zero.
the problem, the vertex function ansatz is determined by only a few free parameters,
thus the matrix size is greatly reduced and the inverse matrix problem can be solved
exactly. The FR four-point vertex functions are at the order of O(1/| log (hsat − h)|)
as long as the total incoming momentum kin satisfies ωq + ωkin−q = 0 at certain q.
The FR three-point vertex functions scale as O(1) in general. But when the momenta
of Γq,kin−q,kin satisfy ωq = 0 and ωkin−q = 0, Γ ∼ O(1/| log (hsat − h)|).
• The correction to the magnetic field contributes to the normal self-energy in addition
to the bubble diagrams in Fig. 14(a). The quantum corrections to the magnetic field
FIG. 18. Diagrams not considered. Due to the renormalization of the vertex, the above two
diagrams are at the order of O(θ2/| log (hsat − h)|).
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is determined from the condition that the renormalized prefactor in the linear term
Γµ,k is zero. One can show that the quantum corrections to the prefactor of the heavy
mode Ak, ΓA,k=0, is suppressed at least logarithmically, δh to the leading order θ
2 is
determined by the quantum corrections to the prefactor of mode B or C, and it can
be obtained from diagrams in Fig. 17. h and θ are related as:
(hsat − h) ∼ θ
2
| log (hsat − h)| (D16)
• Diagrams like the ones shown in Fig. 18 are suppressed logarithmically and scale as
θ2/| log (hsat − h)|. The contributions from the particle-hole bubble are at order θ2
and it comes from the light mode with momentum |q| . θ. On the other hand, both
the FR four-point and three-point vertex functions at momentum q ∼ 0 are at the
order of 1/| log (hsat − h)|. Thus, diagrams like Fig. 18 don’t contribute at the order
of θ2.
• We argue that ∆BC,K1(ω = 0) = (−3 + 9δ2)θ2 = O( θ
2
| log (hsat−h)|) for all spins when
S
| log (hsat−h)|  1. As the FR four-point vertex function is of O(1/| log (hsat − h)|),
the heavy modes don’t contribute to the anomalous self-energy at the leading order
O(1), thus the last diagram with heavy modes in the bubble in the second line of
Fig. 14(b) can be ignored. As a result, the paring vertex can be obtained by solving a
single consistency equation, one can easily find that the prefactor of the renormalized
anomalous self-energy (−3 + 9δ2) is 0 at order O(1).
• To find the normal self-energy at the leading order, i.e. (3 + 9δ1) at O(1), one should
include the heavy modes’ contributions and find the exact FR three-point vertex func-
tions ΓB,B,B and ΓB,C,B up to the order of 1/| log (hsat − h)|. The renormalized normal
self-energy depends on spin S non-trivially, and that of a small spin S = 1/2 and S = 1
as well as in the large S limit are obtained. When S = 1/2, one can unambiguously
show that 1/3 + δ1 < 0 and 1/3 + δ1 = −0.1. When S = 1, 1/3 + δ1 = −0.02. In the
limit 1 S  | log (hsat − h)|, 1/3 + δ1 = 0.03/S.
In the following, we show explicitly how the 1  S  | log (hsat − h)| calculation is
formulated. The calculations for a generic spin follow the same idea, but is solved exactly at
the order of O(1). Right below hsat, there are two scales, the tilt angle (density of condensate
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field) θ and 1/S. We discuss the limit S| log (hsat−h)|  1, 1S  1, where (hsat − h) ∼ θ2 (mod
logarithms). One can show in this limit, θ  1| log (hsat−h)|  1/S. Thus the leading order
correction beyond θ2 should be θ2/S. To find the normal self-energy at the order of θ2/S,
the FR three-point vertex functions ΓBBB and ΓBCB, which involve soft virtual scatterings,
should be exact at the order of O(1 + S| log (hsat−h)| + 1| log (hsat−h)|); the FR three-point vertex
functions ΓACB and ΓAAB, which involve high energy virtual scatterings only, should be exact
at the order of O(1). The consistency equations for three-point vertex function (Fig. 15)
can be written in the matrix form as:
AT1 · Γbq =
(A(0)T1 −AT1 τ1V1 −AT2 τ2V2) · Γbq
AT2 · Γbq =
(A(0)T2 −AT1 τ1V T2 −AT2 τ2V˜1) · Γbq (D17)
The matrices are defined as:
ΓBBB(q,k − q,k) = AT1 · Γbq
ΓACB(q,k − q,k) = AT2 · Γbq
Γ
(0)
BBB(q,k − q,k) = A(0)T1 · Γbq
Γ
(0)
ACB(q,k − q,k) = A(0)T2 · Γbq
Γ
(0)
BBBB(q
′,k − q′, q,k − q) = ΓTbq′ · V1 · Γbq
Γ
(0)
ACBB(q
′,k − q′, q,k − q) = ΓTbq′ · V2 · Γbq
Γ
(0)
ACAC(q
′,k − q′, q,k − q) = ΓTbq′ · V˜1 · Γbq
τ1 =
1
N
∑
q′
Γbq′Γ
T
bq′
S(ωB,q′ + ωB,k−q′)
∼ | log (hsat − h)|
S
+
1
S
τ2 =
1
N
∑
q′
Γbq′Γ
T
bq′
S(ωA,q′ + ωC,k−q′)
∼ 1
S
(D18)
We follow the convention in the main text that vertex functions without superscript (0) are
the fully renormalized ones; those with superscript (0) are the bare ones. We define k as
the external incoming momentum. Eq. D17 can be solved as:
AT1 =
(
A(0)T1 −A(0)T2 (I + τ2V˜1)−1τ2V2
)(
I + τ1V1 − τ1V T2 (I + τ2V˜1)−1τ2V2
)−1
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(1/3 + δ1) (1/3 + δ˜1)
S = 1/2 -0.1 0
S = 1 -0.02 0
S  1 0.03/S 0
TABLE VI. Relevant prefactors of the quantum corrections to the spectrum at the relevant classical
zero mode the V phase (M) and the stripe phase (K˜) near hsat.
AT2 =
(
A(0)T2 −A(0)T1 (I + τ1V1)−1τ1V T2
)(
I + τ2V3 − τ2V2(I + τ1V1)−1τ1V T2
)−1
(D19)
To keep the accuracy as explained above Eq. D17, Eq. D19 can be simplified as:
AT1 =
(
A(0)T1 −A(0)T2 τ2V2
)(
I + τ1V1 − τ1V T2 τ2V2
)−1
with the accuracy of(
A(0)T1 −A(0)T2 τ2V2
)
∼ 1 + 1
S(
I + τ1V1 − τ1V T2 τ2V2
)−1
∼ 1 + S| log (hsat − h)| +
1
| log (hsat − h)| (D20)
AT2 =
(
A(0)T2 −A(0)T1 (I + τ1V1)−1τ1V T2
)
with the accuracy of(
A(0)T2 −A(0)T1 (I + τ1V1)−1τ1V T2
)
∼ 1 (D21)
In the end, we find that 1/3 + δ1 =
0.03
S
+ O( 1
S2
), i.e. when 1  S  | log (hsat − h)|, the
classical zero modes at the M points are lifted by quantum fluctuations. The mass of the
spectrum at momentum K for the stripe phase, ∼ (1/3 + δ˜1), is obtained for a generic spin
in a similar way. The results are summarized in Table VI.
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