Abstract Gurevich's Abstract State Machines (ASM) constitute a highlevel speci cation language for a wide range of applications. The existing tool support for ASM|currently including type-checking, simulation and debugging|should be extended to support computer-aided veri cation, in particular by model checking. In this paper we introduce an interface from our existing tool environment to the model checker SMV, based on a transformation which maps a large subset of ASM into the SMV language. Through a case study we show how model checking the transformed speci cation can ease the validation process and what can be done to render an ASM system speci cation feasible for a model checker.
Introduction
Gurevich's Abstract State Machines (ASM) 6] constitute a simple but powerful method for specifying and modelling software and hardware systems. Existing case studies include speci cations of distributed protocols, architectures, embedded systems, programming languages, etc. (see 1] and 8]).
The advantage of ASMs is given by the simple language and its intuitive understanding. The method is based on general mathematics which allows to naturally model systems on a suitable level of abstraction. Traditionally, the veri cation task is done by means of hand-written mathematical proofs. Since tool support is obviously needed for a broader acceptance, we are looking for machine support for the veri cation process. Besides theorem provers the use of model checkers is intended.
The major problem with model checking is given by the dimension of the state space: in any case it has to be nite and moreover, it is restricted to a certain limit in order for the checking process to be feasible. Using a general purpose method like ASMs, in most cases it is not possible to check the system speci cation. But we can bene t from the ASM approach of stepwise re nement: a system is to be modeled in several steps, in each of which a particular view of the problem is re ected. This is called the natural abstraction level wrt. the current ? Technical Report tr-ri-99-209, Universit at-GH Paderborn, June 1999.
task. Accordingly, we are not aiming at an automatically generated abstraction function but rather at selecting an abstraction level from the given re nement steps.
The ASM Workbench 2] already supplies a tool environment which includes features for syntax and type checking, as well as simulation and debugging of ASM speci cations. Now we are striving for a connection to a model checking tool. In this paper we introduce an extensive transformation from ASM into the SMV language to link the Workbench to the model checker SMV. SMV (cf. 11]) has been chosen because its notion of transition systems is very close to ours. Any other model checker which treats transition systems might be used as well.
When applicable, model checking can support the early design phase by:
{ checking properties of the system behaviours; { checking that a lower level system speci cation correctly implements the next higher level (if we choose a suitable tool for equivalence checking);
{ providing counterexamples which help to \debug" the system speci cation.
Also, the simulator provided by the ASM Workbench can be fed with the counterexamples in order to illustrate the erroneous behavior for better insight. Following this scenario, we are not going to claim that we can replace, in general, mathematical proofs (developed with or without the help of theorem provers) by model checking, as the range of applicability of model checking techniques is much more restricted. However, we argue that using automated tool support in the way we are suggesting here can help to nd errors with (almost) no additional e ort. To this end we intend to minimize the restrictions for transformable ASM descriptions: the developer should not be asked to create two di erent versions of his or her system description.
To cope with a broader subset of the ASM language we extended the basic work of 13], which introduced a simple transformation schema, to support the transformation of dynamic functions. This extension is a crucial point for the transformation because most ASM speci cations heavily use this appealing feature: the descriptions using dynamic functions are clear and succinct, and the use of parameters allows more generality. Additionally, we introduce a language feature called niteness constraints for easily restricting the system state space by constraining the function ranges (with slight modi cations that do not spread over the whole description but only a ect the function declarations).
After introducing the main features of ASM (Sect. 2), we show how the transformation from ASM into the SMV language is performed (Sect. 3). Sect. 4 gives experimental results from our work with a case study (an ASM speci cation of the FLASH cache coherence protocol). Sect. 5 outlines related work and we conclude in Sect. 6 with an outlook to further work. { external: the interpretation of external function names is determined by the environment (thus, external functions may change during the computation as a result of environmental in uences, but are not controlled by the system). 2 Any signature must contain a basic type BOOL, static nullary function names (constants) true : BOOL, false : BOOL, the usual boolean operations (^, _, etc.), and the equality symbol =. 3 Finally, there is a special constant undef : T for any basic type T except BOOL. When no ambiguity arises we omit explicit mention of the state S (e.g., we write T instead of T S for the carrier sets, and f instead of f S for static functions, as they never change in the course of a computation). Locations If f : T 1 : : :T n ! T is a dynamic or external function name, we call a pair l = (f; x) with x 2 T 1 : : : T n a location (then, the type of l is T and the value of l in a state S is given by f S (x)). Note that two states S 1 and S 2 are 1 Note that, while the de nition given by Gurevich in 6] is untyped and uses classical rst-order structures as states, we prefer to see states as multi-sorted algebras: from a conceptual point of view and for the purpose of this paper this makes no di erence. 2 This is one way of expressing non-deterministic computations in ASM: external functions can be considered as oracles. The other way is explicit non-deterministic choice (choose rule, see 6]), which we do not consider here (explicit non-deterministic choices can always be expressed in terms of external functions). equal i the values of all locations in S 1 and S 2 are equal (i.e., they coincide i they coincide on all locations).
Transitions Transitions transform a state S into its successor state S 0 by changing the interpretation of some dynamic function names on a nite number of points (i.e., by updating the values of a nite number of locations).
More precisely, the transition transforming S into S 0 results from ring a nite update set at S, where the updates are of the form ((f; x); y), where (f; x) is the location to be updated and y the value. The state S 0 resulting from ring at S is such that the carrier sets are unchanged and, for each function name f: f S 0(x) = y if ((f; x); y) 2 f S (x) otherwise.
The update set |which depends on the state S|is determined by evaluating in S a distinguished transition rule P, called the program. 4 Note that the above de nition is only applicable if does not contain any two updates ((f; x); y) and ((f; x); y 0 ) with y 6 = y 0 (i.e., if is consistent).
The ASM Language
Terms Terms are de ned as in rst-order logic: if f : T 1 : : :T n ! T is a function name in , and t i is a term of type T i (for i = 1; : : :; n), then f(t 1 ; : : :; t n ) is a term of type T (written t : T). 5 The meaning of a term t : T in a state S is a value S(t) 2 T de ned by S(f(t 1 ; : : :; t n )) = f S (S(t 1 ); : : :; S(t n )): Transition rules While terms denote values, transition rules (rules for short) denote update sets, and are used to de ne the dynamic behaviour of an ASM: the meaning of a rule R in a state S is an update set S (R).
ASM runs starting in a given initial state S 0 are determined by the program P: each state S i+1 (i 0) is obtained by ring the update set Si (P) at S i . Visually:
?! S 2 : : : S n?1 (P ) ?! S n : : :
The syntax and semantics of rules are as follows.
Skip rule The simplest rule is the skip rule, which simply does nothing, i.e. its semantics is an empty update set: S ( skip ) = f g. Update rule The update rule has the syntax R ::= f(t 1 ; : : :; t n ) := t 4 In applications of ASM, the program consists usually of a set (block) of rules, describing system behaviour under di erent|usually mutually exclusive|conditions (see for instance the example in Sect. 4, containing a rule for each message type).
where f : T 1 : : :T n ! T is a dynamic function name in , t i : T i for i = 1; : : :; n, and t : T. Such an update rule produces a single update: S ( R) = f ((f; (S(t 1 ); : : :; S(t n ))); S(t)) g: Intuitively, the terms t i and t are evaluated|in the state S|to values x i = S(t i ), y = S(t); then, the interpretation of f on (x 1 ; : : :; x n ) is changed to y.
Block rule The block rule R ::= R 1 : : : R n combines the e ects of more transition rules:
S ( R) = S n i=1 S ( R i ): Executing a block rule corresponds to simultaneous execution of its subrules. 6 Conditional rule The conditional rule has the syntax R ::= if G then R T else R F where G is a boolean term. Its meaning is, obviously:
The short form if G then R is also used instead of if G then R else skip.
Multi-Agent ASM
Concurrent systems can be modelled in ASM by the notion of multi-agent ASM (called distributed ASM in 6]). The basic idea is that the system consists of more agents: each agent a 2 AGENT 7 executes its own program prog(a) and can identify itself by means of a special nullary function self : AGENT, which is interpreted by each agent a as a.
In 6] several semantical models for multi-agent ASM are discussed, the most general being partially ordered runs. For our purposes, a simple interleaving semantics is su cient and allows us to model concurrent systems in the basic ASM formalism as described in Sect. 2.2. In particular, we consider self as an external function, whose interpretation self Si determines the agent which res at state S i . We assume that there is one program P, shared by all agents, possibly performing di erent actions for di erent agents, e.g.: if self = a 1 then prog(a 1 ) : : : if self = a n then prog(a n )
where fa 1 ; : : :; a n g are the agents and prog(a i ) is the rule to be executed by agent a i , i.e., the \program" of a i . 8 
6
For example, a block rule a := b; b := a exchanges a and b. Note also that the use of block rules may lead to inconsistent update sets. 7 Note that agents are identi ed with elements of the domain AGENT, which are actually a sort of \agent identi ers". 8 The FLASH model presented in Sect. 4 is an example of this modelling style.
The ASM-SL Language
The ASM language, including all constructs above, is supported by the \ASM Workbench" tool environment 2], which provides syntax-and type-checking of ASM speci cations as well as their simulation and debugging. The source language for the ASM Workbench, called ASM-SL, includes some additional features which are necessary for practical modelling tasks: constructs for de ning types, functions, and named transition rules (\macros"), as well as a set of prede ned data types (booleans, integers, tuples, lists, nite sets, etc.): as the ASM-SL notation is quite close to usual mathematical notation, no further explanation of ASM-SL will be needed. Finiteness constraints In order to ensure that the ASM programs to be translated into SMV de ne nite-state systems, the user has to specify, for each dynamic or external function f : T 1 : : :T n ! T, a niteness constraint of the form f(x 1 ; : : :; x n ) 2 t x 1 ; : : :; x n ], where t : SET (T) is a term denoting a nite set, possibly depending on the arguments of f (see Fig. 1 for an example).
The Basic Translation Scheme
In 13] a translation scheme for transforming a subset of ASM into the SMV language was proposed: we recall here the main points of that translation scheme. We consider a subset ASM 0 of ASM, where: { only nullary dynamic and external functions are allowed; { the only available data types are integers, booleans and enumerated types; { the only de ned static functions are those corresponding to operations which are available as prede ned operators in SMV (boolean operations, +, -, etc.) As the semantical models for ASM 0 are essentially basic transition systems, the translation of ASM into SMV is very close:
{ non-static functions (i.e., dynamic and external functions) can be identi ed with locations and thus mapped one-to-one to SMV state variables; { values of the ASM data types can be mapped one-to-one to SMV constants; { terms involving applications of static functions (such as boolean operation, arithmetic functions like +, -, etc.) are translated one-to-one to SMV expressions involving the corresponding built-in operators of SMV. What remains to be done is to restructure the ASM program into a form where updates of the same location, together with their guarding conditions, are collected together. Table 1 . Second, we collect all guarded updates of the same location, thus obtaining, for each location loc occurring on the left-hand side of an update in P 0 , a pair (loc; f(G 1 ; t 1 ); : : :; (G n ; t n )g) which maps loc to a set of pairs (guard, right-hand side). Such a pair is translated into the following SMV assignment statement: 10 
10
Note that we have to specify the default case explicitly (if none of the guards is true) which is given implicitly in ASM rules (see ASM semantics above). Note that, due to the semantics of case in SMV, this translation scheme is correct only if for all i; j with i 6 = j, S j = :(G i^Gj )_(t i = t j ) in any reachable state S: therefore, together with the assignment, corresponding proof obligations are generated.
The Extended Translation Scheme
In this section we de ne a transformation technique which reduces an arbitrary ( nite-state) ASM into ASM 0 , which can then be translated into SMV as explained in Sect. 3.1 above. This transformation allows, in principle, to deal with the complete ASM language as de ned in 6], with the exception of import rules 12 . Arbitrary data types and operations can be used without any restriction (in particular, lists, nite sets, nite maps and user-de nable freely generated types, as supported by ASM-SL). Finite quanti cations can also be supported.
The main problem here, as opposed to ASM 0 , is that in general we do not know which location is updated by an update rule f(t 1 ; : : :; t n ) := t (if n > 0): the updated location may di er from state to state if some t i contains non-static function names. However, if all terms t i contain only static function names, they can be evaluated statically to values x i , and the term f(t 1 ; : : :; t n ) to the location l = (f; x). Thus, the basic idea of the transformation is to iteratively unfold and simplify rules until all terms can be reduced to values or locations.
To formally de ne the transformation, we extend the syntactic category of terms to \incompletely evaluated terms" (simply called \terms" in the sequel): { otherwise, it looks for the rst location l occurring in R (but not as left-hand side of some update rule) and unfolds R according to the possible values 13 of l. In turn, the unfolding has to be applied to the subrules R ] to be transformed. The successors of each node in the tree are obtained as result of 13 The ( nite) range of the location l = (f;x) is derived from the niteness constraint for f. an unfolding step (under the given niteness constraints): for instance, the successors of the root node are the , respectively. Locations are emphasized by enclosing them in boxes: note that, at the leaves, locations occur only as left-hand side of updates, thus they cause no further unfolding. The dashed box on the right contains the ASM 0 program produced by the transformation: note that the locations actually a ected by the ASM program|which are revealed by the unfolding|are mapped to nullary functions (\state variables"), whose ranges are derived from the niteness constraints (see box at the top right corner). (2) g, (1) := 1
Figure1. Rule Transformation Example 4 Case Study: the FLASH Cache Coherence Protocol
We use the ASM model of the FLASH protocol (cf. 7]) from 4] as a case study. Only some slight modi cations of the original speci cation were necessary in order to keep the model nite. These neither a ected the model structure nor the main proof line given by Durand. In Sect. 4.1, after a short introduction to the overall problem, we sketch the ASM model of FLASH (due to space limitations we can not show the complete speci cation here). Then we sketch some possible proof support using the transformation into SMV (Sect. 4.2).
FLASH Cache Coherence Protocol
The Stanford FLASH multiprocessor integrates support for cache coherent shared memory for a large number of interconnected processing nodes. Each line-sized block of the distributed memory is associated with a home node containing the part of the physical memory where that line resides. Every read or write miss concerning a remote memory line triggers a line request to its home node that in turn initiates the corresponding part of the protocol.
The ASM description of the protocol is based on agents. A set of transition rules describes the behavior of a single agent. The behavior is determined by the currently processed message type { a notion that yields a clear model structure (cf. Fig. 2 ).
Message Structure. A message is modeled as a quintuple consisting of the type of the message, the addressed agent, the sender agent, the agent initiating the request and the requested line requesting a write-back of an owned line that is to be shared nack, nackc: negatively acknowledging the request or forwarded request respectively, if it cannot be performed now.
In analogy, message types requesting for exclusive access are:
getx, putx, fwdgetx, and also inv:
requesting a current sharer of the line to invalidate its local copy invAck: acknowledging the invalidation of the line fwdAck: owner's granting according to a forwarded shared request.
For releasing a shared or exclusive copy from its cache an agent sends a write back (wb) and a replace message (rpl) to home, respectively. A read or write miss of a line, or the end of accessing, is initiated with the help of an oracle function which non-deterministically triggers an agent to send get/getx or rpl/wb messages.
State Functions. Beside the message type the agents behavior depends on several local state variables: curPhase(line) (phase of the current request), state(line) (state of the local line copy in use), and pending(line) ( ag for currently processed request). Owner(line) and the set of sharers of a line are also taken into account.
Adjustable Parameters. The transition rules are parameterized by self (this is implicit in Fig. 2 ) and the requested line. The domains of these parameters, Agents and Lines, and their extent are easily adjustable in the declaration part of the speci cation.
Sending a message is given as a macro de nition. SendMsg appends a message to the incoming message queue of the addressed agent. The length of the message queues is the third adjustable parameter.
Model Checking the Transformed System Speci cation
The ASM speci cation that we take as a working basis is nitely delimited in that the number of communicating agents is xed by the constant maxAgent and the number of lines is xed by maxLines. A message sent to an agent is appended to its message queue which has the maximal length maxQueLen. We can adjust these parameters to arbitrary values greater than zero.
When we rst process the transformation on this nite ASM model the resulting SMV code provided a good example for the state explosion problem even for small parameter values. We cope with this problem by means of some additional modi cations on the ASM system speci cation: . This does not a ect the behavior of the model but reduces the number of unfolded but unreachable cases in the SMV code.
{ We decomposed the tuple structure of a message which is adverse to e cient unfolding into a set of single dynamic functions: each agent has its own InMessage, InLine, InSender and InSource`queue' on which the incoming message is distributed. Note that these modi cations are not spread over the whole model { only the declaration part of the speci cation is a ected (except the additional guard) { so that they are only slight modi cations that do not change the overall modeling idea and do not expect the developer to create a new ASM model.
Only these modi cations su ced in order to make the transformed model feasible for SMV. For investigating the data consistency of the protocol we considered the correctness proof that is roughly sketched in 4]. Following the quotation it takes several steps ( 4]): \We exhibit rules that may be red during each speci c interval of the run and show ordering constraints between them. All possible cases are then obtained by linearization of the underlying partial order of constraints. The properties studied are shown to be preserved at the end of each speci c moment of the run by exhaustive veri cation of all possible`scenarii'."
As an example of our approach we investigate some of the ordering constraints (cf. 4]), namely: Requesting, replacing and pending intervals do not interleave for di erent requested lines or for di erent sources. These types of intervals are de ned in terms of ring rules that mark the beginning and the end of the interval. The property of non interleaving intervals can be formalized with a CTL formula, e.g., the non interleaving requests property is given as 16 AG ( home fires a request beginning rule for agent P ?! A ! (home fires a request beginning rule for agent Q) U home fires a request ending rule for agent P ]
The scenario can be simulated with two or three agents. This yields a system state space that is feasible by the SMV. Of course, rehearsing a scenario with few agents cannot substitute to prove the property, but we bene t from the counterexamples given as output from the checking procedure. First we found some missing guards in the rules and more importantly we received some helpful hints for further re nement steps of the ASM description that may take into account that the former MessInTransit 17 is replaced by a nite queue: since we do not distinguish intra-and inter-node communication 18 a shared write back and a granting put is sent simultaneously to the same address.
15
InLine(self) is the line that is currently requested.
16
The pseudo-code expressions in the CTL formula stand for the conjunct of the corresponding rule guards. These depend on the values of the local state variables.
17
In the original description ( 4] ) this set of`messages in transit' is modeled as an in nite domain. With our naive modi cation to nite local queues we practice some kind of error injection, of course.
18
A read/write miss is handled independently of the requester being home or not.
If the incoming message queue is nite we have to carefully observe within the corresponding rule whether the addressed queue has enough space for at least two messages. Otherwise we have to distinguish the two types of communication.
Also in our system speci cation ring a remote request rule ( ring a message of type get/getx to home) was done in parallel to ring all other rules. It follows that two messages may be sent to home at the same time. Even if we check whether the message queue is not full both senders may get the same positive answer, simultaneously try to write and one of the messages would be lost. Adding a guard for remote requests provides a simple synchronization mechanism that corrected to error.
These are some results from transforming a slightly modi ed system speci cation from 4] and following his proof line that is presented in small steps of argumentation. Note, that neither was the system speci cation supposed to be treated by a model checker nor was the proof sketch tailored to our concern. Using the ASM Workbench with its interface to the SMV already during the development process would require even less modi cations, and probably even more properties could be checked.
Related Work
Extending tool environments for general speci cation languages with an interface to a model checker is an upcoming topic. We just mention two examples here.
In 9] the integration of a model checker into a procedure of proving fail-safe behavior is introduced. Aside from other things the authors transformed a controller speci cation, written in their Controller Speci cation Language (CSL), into a nite state machine. Safety and liveness requirements given as CTL formulas are checked with the model checker SVE 5] . This work is similar to ours, but supports a di erent speci cation language (CSL). However, the state explosion problem is not discussed there.
Following 12] also the multi-language environment SYNCHRONIE is equipped with an interface to a model checker by means of a transformation. In this approach the system properties may be speci ed using one of the synchronous languages or the temporal logic PTL. The user is free to choose the best suited language for his or her requirements. This is an appealing feature that can be realized with the additional help of tools for equivalence checking.
Conclusions
In this paper we presented an interface from the ASM Workbench to SMV, based on a transformation from ASM to the SMV language extending the one de ned in 13] by the treatment of dynamic functions: this is essential, as most ASM speci cations bene t from the abundant use of updates of dynamic functions.
The lesson learned from the case study is the following. The use of functions in ASM speci cations hides complexity within succinct descriptions. While this can be seen as an advantage in the speci cation phase, it may become a problem for the veri cation, as the generated SMV models tend to grow very quickly when making intensive use of ASM functions: for the user, it may be di cult to be aware of the complexity of the generated model-checking tasks. In this context, the introduction of niteness constraints into the ASM speci cation language helps the user to control the size of the space state by simply adjusting the function ranges, without changing the overall structure of the speci cation.
Further work will concentrate on:
{ automating the translation of the counterexamples produced by the model checker into a form accepted by the ASM Workbench's simulator (in order to use the counterexamples as test cases for debugging);
{ adapting the transformation to support other model checkers, in particular model checkers performing equivalence checking. This seems a very natural development of our approach, as the ASM method advises to develop a system description in several re nement steps, and equivalence checking can be used for verifying re nement correctness. In this context, combining ASMs and the MDG tool 3] is a very promising approach, as the MDG tool is very well suited for dealing with high-level languages like ASMs that use multivalued variables, functions and even functions over abstract domains (this is work in progress by the second author);
{ improving the e ciency of the transformation: this could be achieved by directly mapping ASMs into the graph structure of BDDs (or|even better| MDGs, cf. 3]). This would replace time-consuming term substitutions, and a lot of computational e ort for BDD reduction (currently done by SMV) would be avoided by circumventing the model checker input language.
