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Abstract 
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Finding a Hamiltonian path or a Hamiltonian cycle in a general graph are classic NP-complete prob- 
lems. In this paper we anncunce polynomial time solutions for these problems on cocomparability 
graphs. Our approach IS based on exploiting the relationship between the Hamiltonian problem in a 
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1. Definitions and preliminary results 
The HAMILTONIAN CYCLE problem is a well-known NP-complete pro&m 
on general graphs [5], and it remains NF-complete even on special classes, e.g. 
planar bipartite graphs [9]. We present a short description of a polynomial time 
solution for HAMILTONIAN CYCLE in cocomparability graphs. 
For the standard graph-theoretic and order-theoretic notions not mentioned here 
we refer the reader to [1,6]. For a graph G = (V, E), its complementary graph is 
denoted by GC. A graph G = (V, E), whose edges are exactly the comparable pairs 
in a partial order P on V, is called a comparability graph and will also be denoted 
by G(P). The complementary graph is called a cocomparability graph and will be 
denoted by GC(P). For a cocomparability graph G, PC denotes a partial order the 
comparability relations of which define a transitive orientation of GC. A partial 
order P uniquely determines its comparability graph G(P) and cocomparability 
graph GC(P), but this is not true in the reverse direction. A permutation graph 
is both a comparability and a cocomparability graph. The status of the 
HAMILTONIAN CYCLE problem on permutation graphs was open until now 
[lo]. The class of interval graphs (the cocomparability graphs of interval orders) is 
one of the few classes for which HAMILTONIAN CYCLE was known to be 
solvable in polynomial time [ 111. Our results extend the polynomial solvability of 
the problem to cocomparability graphs, including both permutation graphs and 
interval graphs. 
Two consecutive lements xi, xi+ 1 in a linear extension L of a partial order P are 
separated by a bump if Xi CpXi + 1. The number of bumps in L is denoted by 
b(L, P). The bump number b(P) of P is defined by b(P) = min{b(L, P) 1 L is a linear 
extension of P}. Polynomial algorithms for finding b(P) were presented in [8,12]. 
The bump number is known to be a comparability invariant [4,7]. Thus no matter 
which of the many partial orders PC we consider for a cocomparability graph G, 
their bump number will be the same. P*= (K, <p,1 is contained in P=(V, -c~), 
denoted by P* c P, if acp* b implies a cp b for a, b E V. P* c P implies 
b(P*)sb(P). For natural numbers rz 1 and ~10, the class of generalized weak 
orders (y,,J V) consists of all partial orders P= (V9 <p) for which there is a parti- 
tion of IV into r+ 1 sets U, A 1 ,..., A, such that IAil? 1, i= l,..., r, IU( =s and 
(acpb iff aEAi, bEAj and i<j). For any PE Y,.,(V), b(P)=max{O,r-l-s}. 
Theorem 1 [8]. max (b(P*) 1 P * E P, P* a generalized weak order) = min (b(L, P) 1 L 
a linear extension of P> for any partial order P. 
Our algorithm for the Hamiltonian cycle problem on cocomparability graphs 
repeatedly uses a slightly modified version of the bump number algorithm [8]. The 
modification involves choosing the transitions between consecutive layers in a 
“grown” part of the partial order in such a way that the entry and exit transitions 
cover at least three points in every layer, whenever this is possible. Since this 
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amounts only to a tie breaking procedure, when selecting the reserved transitions 
in the procedure GROW, it does not affect the correctness or complexity of the 
original bump number algorithm. 
2. Hamiltonian paths, cycles and critical elements 
The following result was proved in [2,3], we include it here with a short proof, 
because this serves as basis for the rest of developments in the paper. 
Theorem 2. A cocornparability graph G = ( V, E) has a Hamiltonian path if and only 
if b&j = 0. 
Proof. If b(Po) = 0, then the covering pairs in any bump-optimal inear extension 
of PC form a Hamiltonian path in G. If b(Po) >O, then, by Theorem 1, Po con- 
tains a generalized weak order Pr,S with G(Po) = r - 1 - s. Furthermore, since 
r- 1 -s> 0, GC(Pr,,) has no Hamiltonian path. If E’ is the edge set of GC(Pr,,), then 
E E E’ and G cannot have a Hamiltonian path either. U 
Based on the above proof, we atso have the following duality result: 
Corollary 3. A cocomparability graph G = (FE) htis no Hamiltonian path if and 
only if there exists a generalized -weak order P,,S on V such that GC(P,,) has no 
Hamiltonian path and E is contained in E’, the edge set of GC(P,,). 
Naturally, since the existence of a Hamiltonian cycle also implies the existence of 
a Hamiltonian path, b(Po) = 0 is a necessary condition for a cocomparability graph 
G to have a Hami!tonian cycle. This is expanded to a full set of necessary and suffi- 
cient conditions in the remainder. 
Let us call an element XE V critical if b(PG -x) = b(PG) + 1, where PC --x is the 
subposet of PC induced by V- {x). Let L be a “layered” optimal linear extension 
produced by the bump number algorithm. If an a E Hi’ is not on the transition used 
to enter or leave Hi in L, then a can be simply deleted from L, and the resulting 
L’ will be an optimal linear extension of PC -- a with the same number of bumps as 
L. Thus, such an a can never ble critical, i.e., the elements which can be potentially 
critical are the entry and exit points to and from the layers in L and the bump cutters 
in the set U. 
Consider a generalized weak order P,., with r - 1 -- sr 0 and set of isolated 
elements U# 0. Since r - 1 - SI 0, every element of U is used as a bump cutter in 
a bump-optimal inear extension of P,,S. Thus every u E U must be critical. GC(P,,) 
has no Hamiltonian cycle, so in view of Corollary 3, this yields: 
Theorem 4. If G is a cocomparability graph, b(PG) =0 and PC contains a 
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generalized weak order Pr,s such that r - 1 -s = 0 and s > 0, then every bump cutter 
u E U is critical in PG and G has no Hamiltonian cycle. 
Theorem 4 means that the existence of a Hamiltonian cycle in G implies not only 
b(p,) = 0, but also that the bump number algorithm must produce a dual order for 
PC which is simply an antichain on V. 
Our approach to the Hamiltonian cycle problem also exploits the layer structure 
of PC produced by the bump number algorithm. First we try to grow two vertex in- 
dependent paths through the layers (one to “climb up”, one to “climb down”), so 
that we cover each layer completely by the union of the two paths. If in this process 
we reach the top layer in PG, then the two paths form a Hamiltonian cycle in G. 
If our climbing up is stopped by a certain “blocker layer”, then we have to use other 
methods to bypass such a layer. Blockers are classified into two classes. Figure 1 
shows a blocker of type 1. In this case we have two pairs of transitions which could 
be used to climb up from Hi’_, to H; to Hi:, and back down to Hi’ and Hi’_, , but 
all these transitions start and end in one of the two distinguished points x, ~ELJ;. 
Thus, our paths have no horizontal edge on LQ’ and we cannot have any other 
CEH;- {x, y} on them. 
Figure 2 shows blockers of type 2. These are layers Hi,.‘, with [Hi’1 r2 and all 
transitions from H: to Hi:, starting in the same distinguished XEH~‘. The first 
poset of the figure demonstrates the case when removing x from PC leaves us with 
no other exit point from Hi’, thus b(P, -x) = 1, i.e., x is critical. In the second 
poset there is an eE H’_ ! such that e<x in PC but e is incomparable to every 
o E Hi’-x. Such an e moves up to the ith layer in PC -x, and acts as the starting 
point of a transition (e, u) to the (i+ 1)st layer, where u E HJf for some jl i+ 1. In 
this case we can rearrange our previously built Hamiltonian cycle, covering the 
layers up to Hi’, into a Hamiltonian path HP(e,x), from e to x, through the same 
layers. If L is our bump-free linear extension of PG, then HP(e,x) can be enlarged 
H’ 
i+l 
H’ 
i 
H’ 
i-l 
Fig. 1. A type 1 blocker. 
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Fig. 2. Type 2 blockers. 
into a Hamiltonian cycle, by adding to it the covering pairs (edges) between x and 
u in L and the edge (e,u), thus bypassing the blocker E?; with our cycle. 
If I!, has some bump cutter elements uk (i.e., the bump number algorithm con- 
structed some closed sets & Ak+ 1 in the dual order, before collapsing them into 
a single antichain) and IYi is the top layer of Ak, then if #k is noncritical, then this 
implies that there is a transition (e, u) in PC - #k from H; to the (t + 1)st layer, with 
u E I$ for some j> t + 1. This transition can again be used to bypass H: and uk with 
our cycle, similarly to the case of type 2 blockers. 
Figure 3 shows an example, which demonstrates some of the above constructions: 
Suppose that the bump number algorithm has constructed the optimal linear exten- 
sion L=1,2,3,5,4,8,7,6,9,10,13,11,12,14,15,16,19,18,17,20,21,22,24,23,25. The 
Hamiltonian cycle would be built as follows: HCr = (1,2,3,5,4,1). To bypass the 
H 
8 
H 
1 
H 
6 
H 
5 
H 
4 
H 
3 
H 
2 
H 
1 
H 
0 
Fig. 3. An example. 
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bump cutter u1 - 8, we use the transition (5,13) and enlarge HCI into HC1(lO, 13) = 
(1,2,3,5,13,10,9,6,7,8,4,1). In the process we also bypassed the type 2 blocker &. 
Hi is a type 2 blocker with potentially critical x’= 12. The element e = 10 is iden- 
tified as the start of the transiti@Bn (10,14), this e is moved up to Hi to form 
the path PIP&Q 12)=(10,13,11,12). This is enlarged into HC#, 14) = 
(10,13,11,12,15,14,10). After this we construct HCs=(14, 15,16,14) and identify 
the transition (14,25) to bypass the bump cutter u3 = 19. Using this and L, HC3 is 
enlarged into HC4(14, 15)=(14,15,16,19,18,17,20,21,22,24,23,25,14). Finally we 
combine the cycles constructed: 
HCS= HC,(14,15) U HC4- {(14,15)} 
HC=HCr(lO, 13)UHCs-((1413)) 
=(1,2,3,5,13,11,12,15,16,19,18,17,20,21,22,24,23,25,14,10, 
WJW, 1). 
Theorem 5. G has a Hamiltonian cycle if and only if b(P,) =0 and PC has no 
critical element. 
Outline of proof. Assume that PC has a critical X, i.e., b(Po -x) = 1. By Theorem 
1, PG --x contains a generalized weak order P,,s with r - 1 -s= 1. Let Pr,s+ 1 be the 
disjoint union of P,,s and {x} (i.e., adding back x without any comparability rela- 
tions). Gc(Pr,s+l) is a graph with no Hamiltonian cycle. On the other hand, 
G c Gc(Pr,s+l), so G has no Hamiltonian cycle either. 
To prove that the conditions are also sufficient we can use induction on the 
number of bump cutters (closed sets), created by the bump number algorithm - 
before the procedure COLLAPSE would have collapsed them into one antichain - 
and the number of blocker layers. We divide PC into two subposets PI and P2, 
where PI contains all layers of PC up to a certain layer Hi’, P2 has in it all layers 
above H;, and they overlap on exactly two elements. Our inductive hypothesis 
guarantees the existence of Hamiltonian cycles on G(PI) and G(P2). These two 
cycles are then combined into a Hamiltonian cycle of G, by taking their union 
without the common edge they have between the two elements covered by both. 
Showing, however, that this always can be done, involves the detailed analysis of 
a large number of cases. Therefore, we omit it here, but we will include it in a full 
length version of the paper. q 
Theorem 5 leads to the following algorithm for the HAMILTONIAN CYCLE 
DECISION problem on cocomparability graphs. 
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Algorithm 1. 
Input: A cocomparability graph G. 
Output: YES if G has a Hamiltonian cycle, NO otherwise. 
Step 1. Find a transitive orientation of GC and call it PC. 
Step 2. Call BUMPNO(P,)./the bump number algorithm for PG./ 
If b(Po) >O or (b(Po) = 0 but the dual order is not collapsed 
into a single antichain) then output “NO” and STOP. 
Step 3. For each potentially critical element x E Po do; 
Call BUMPNO(P, -x). 
If b(P, -x)> 0 then output “NO” and STOP. 
end; 
Step 4. Output “YES” and STOP. 
Theorem 6. Aigorithm 1 solves the HAMILTONIAN CYCLE DECISIONproblem 
for a cocomparability graph G in 0(hn2) time and 0(n2) spvce, where n is the 
number of vertices in G and h is the height of Po (the size of the largest inde- 
pendent set of G). 
Proof. The correctness of the algorithm follows from Theorem 5. 
The somplexity follows from the following observations: G6 and a transitive 
orientation for it can be found in 0(n2) time and space [ 131. The BUMPNO 
algorithm for PC requires at most O(n2) time and space [8]. PC has at most h + 1 
layers and h bump cutters, so it can have at most O(h) potentially critical elements. 
Calling BUMPNO for all PC -x, where x is potentially critical, will require 0(hn2) 
time and 0(n2) space. Cl 
Algorithm 1 solves the HAMILTONIAN CYCLE DECISION problem, but does 
not find such a cycle, in case the answer is YES. To construct such a cycle, we have 
to piece together again cycles found through consecutive subsets of layers in PC. 
Because of the complexity, we omit the details here. 
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