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Re´sume´: Soient (A0, A1) un couple d’interpolation, et Bj l’adhe´rence
de A∗0 ∩ A
∗
1 dans A
∗
j , j = 0, 1. Pour tout θ ∈ ]0, 1[, il existe une contraction
injective naturelle Rθ : Aθ → (B∗0 , B
∗
1)
θ. On suppose que, pour un β ∈ ]0, 1[,
l’adhe´rence de Rβ(Aβ) dans (B∗0 , B
∗
1)
β est faiblement LUR. Alors Aθ = Aθ
pour tout θ ∈ ]0, 1[.
Abstract : Let (A0, A1) be an interpolation couple, and let Bj be the
closure of A∗0 ∩A
∗
1 in A
∗
j , j = 0, 1. For every θ ∈ ]0, 1[, there exists a natural
one to one contraction Rθ : Aθ → (B∗0 , B
∗
1)
θ. For some β ∈ ]0, 1[, the closure
of Rβ(Aβ) in (B∗0 , B
∗
1)
β is supposed to be weakly LUR. Then Aθ = Aθ for
every θ ∈ ]0, 1[.
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Avertissement : Une premie`re version de ce travail a e´te´ publie´e dans Col-
loq. Math. Vol. 113, No. 2, 197-204, (2011). Le lemme 1 de cette version est
malheureusement faux, ce qui oblige a` corriger l’ensemble. L’auteur remer-
cie Sten Kaijser de lui avoir signale´ l’erreur dans la preuve. Un rectificatif
indiquant les corrections a e´te´ envoye´ a` Colloq. Math.. Il nous a cependant
semble´ utile de pre´senter une version re´vise´e comple`te.
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1 Introduction et notations
On note X∗ le dual d’un espace de Banach X .
Soit A = (A0, A1) un couple d’interpolation complexe, au sens de [BL].
Soit S = {z ∈ C ; 0 ≤ Re z) ≤ 1}.
Rappelons d’abord la de´finition de l’espace d’interpolation Aθ, ou` θ ∈
]0, 1[ [BL, chapitre 4]. On note F(A) l’espace des fonctions F a` valeurs dans
A0 +A1, continues borne´es sur S, holomorphes a` l’inte´rieur de S, telles que,
pour j ∈ {0, 1}, F (j + iτ) prend ses valeurs dans Aj et ‖F (j + iτ)‖Aj → 0,
quand |τ | → +∞. On munit F(A) de la norme
‖F‖F(A) = max(sup
τ∈R
‖F (iτ)‖A0 , sup
τ∈R
‖F (1 + iτ)‖A1).
L’espace Aθ = (A0, A1)θ = {F (θ); F ∈ F(A)} est un Banach [BL, theorem
4.1.2] pour la norme de´finie par
‖a‖Aθ = inf
{
‖F‖F(A); F (θ) = a
}
.
Rappelons maintenant la de´finition de l’espace d’interpolation Aθ [BL,
chapitre 4]. On note G(A) l’espace des fonctions g a` valeurs dans A0 +
A1, continues sur S, holomorphes a` l’inte´rieur de S, telles que z → (1 +
|z|)−1‖g(z)‖A0+A1 est borne´e sur S, g(j + iτ) − g(j + iτ
′) ∈ Aj pour tous
τ, τ ′ ∈ R, j ∈ {0, 1}, et la quantite´ suivante est finie:
‖g˙‖QG(A)
= max

 sup
τ,τ ′∈R
τ 6=τ ′
∥∥∥∥g(iτ)− g(iτ
′)
τ − τ ′
∥∥∥∥
A0
, sup
τ,τ ′∈R
τ 6=τ ′
∥∥∥∥g(1 + iτ)− g(1 + iτ
′)
τ − τ ′
∥∥∥∥
A1

 .
Cette quantite´ de´finit une norme sur l’espace QG(A), quotient de G(A) par
les applications constantes a` valeurs dans A0 ∩ A1, et QG(A) est complet
pour cette norme [BL, lemma 4.1.3].
On rappelle [BL, p. 89] que, pour g ∈ G(A),
‖g′(z)‖A0+A1 ≤ ‖g˙‖QG(A), z ∈ S. (1)
C’est une conse´quence imme´diate de l’ine´galite´
2
∥∥∥∥g(z + it)− g(z)t
∥∥∥∥
A0+A1
≤ ‖g˙‖QG(A), z ∈ S, t ∈ R
∗,
qui de´coule de la de´finition de ‖g˙‖QG(A) et du the´ore`me des trois droites [BL,
lemma 1.1.2] applique´ aux fonctions z → 〈(g(z+ it)− g(z))/t, a∗〉, t re´el fixe´,
ou` a∗ parcourt la boule unite´ de A∗0 ∩ A
∗
1.
L’espace Aθ = { g′(θ); g ∈ G(A) } est un Banach [BL, theorem 4.1.4]
pour la norme de´finie par
‖a‖Aθ = inf
{
‖g˙‖QG(A) ; g
′(θ) = a
}
.
D’apre`s (1) ‖a‖A0+A1 ≤ ‖a‖Aθ . La contraction A
θ → A0 + A1 est injective
par de´finition de Aθ.
D’apre`s [B], Aθ s’identifie isome´triquement a` un sous espace de A
θ.
D’apre`s [BL, theorem 4.2.2], A0 ∩ A1 est toujours dense dans Aθ, 0 <
θ < 1. Si A0 ∩ A1 est dense dans A0 et A1, on a (A0 ∩ A1)
∗ = A∗0 + A
∗
1,
A∗0 ∩ A
∗
1 = (A0 + A1)
∗ [BL, theorem 2.7.1], on peut appliquer le the´ore`me
d’ite´ration [BL, theorem 4.6.1] et (Aθ)
∗ = (A∗0, A
∗
1)
θ, θ ∈ ]0, 1[ [BL, theorem
4.5.1]. On fait cette hypothe`se dans la suite.
De´finition 1 [DGZ] Un espace de Banach X est localement uniforme´ment
convexe, ce qu’on note LUR (resp. faiblement LUR) si, pour tout x ∈ X et
pour toute suite (xn)n≥0 dans X satisfaisant
‖xn‖
2/2 + ‖x‖2/2− ‖(xn + x)/2‖
2 →n→∞ 0,
alors xn →n→∞ x en norme (resp. faiblement).
2 Re´sultats
Notons Bj l’adhe´rence de A
∗
0 ∩ A
∗
1 dans A
∗
j , j = 0, 1. Il est clair que
B0 ∩ B1 = A
∗
0 ∩ A
∗
1, isome´triquement. D’apre`s [BL, Theorem 4.2.2 b)] on a
isome´triquement, pour θ ∈ ]0, 1[,
(B0, B1)θ = (A
∗
0, A
∗
1)θ . (2)
Comme B0 ∩ B1 est dense dans Bj , le dual de Bθ = (B0, B1)θ est (B
∗
0 , B
∗
1)
θ
[BL, theorem 4.5.1] et, d’apre`s [BL, theorem 2.7.1],
3
B∗0 +B
∗
1 = (B0 ∩B1)
∗ = (A∗0 ∩ A
∗
1)
∗ = (A0 + A1)
∗∗.
En particulier, A0 + A1 s’identifie isome´triquement a` un sous espace ferme´
de B∗0 +B
∗
1 .
Soit ij : Bj → A
∗
j l’application identite´; la restriction de son adjoint i
∗
j :
Aj → B
∗
j , j = 0, 1, est contractante.
Lemme 2 Soit R : QG(A0, A1) → QG(B
∗
0 , B
∗
1) l’application qui est de´finie
par g(j + i ·) → i∗j(g(j + i ·)), j = 0, 1. L’application R est une contraction
et induit une contraction injective
Rθ : Aθ → (B∗0 , B
∗
1)
θ, θ ∈ ]0, 1[.
De´monstration: Il est clair que R est une contraction (non injective en
ge´ne´ral). On identifie Aθ et (B∗0 , B
∗
1)
θ a` des quotients de QG(A0, A1) et
QG(B∗0 , B
∗
1) respectivement. Notant que (R(g˙))
′(θ) = Rθ(g′(θ)), R induit
une contraction Rθ sur ces quotients. Notons que, pour a ∈ Aθ, pour
b ∈ B0 ∩B1 = A
∗
0 ∩A
∗
1 = (A0 + A1)
∗ (espace dense dans Bθ),
〈Rθ(a), b〉 = 〈a, b〉.
Si Rθ(a) = 0, alors 〈a, b〉 = 0 pour tout b ∈ B0∩B1 = (A0+A1)
∗, d’ou` a = 0
dans A0 + A1, et dans A
θ. 
The´ore`me 3 Soient (A0, A1) un couple d’interpolation complexe et Bj l’ad-
he´rence de A∗0∩A
∗
1 dans A
∗
j , j = 0, 1, β ∈ ]0, 1[, R
β de´finie comme ci-dessus.
Soit Zβ l’adhe´rence de Rβ(Aβ) dans (B∗0 , B
∗
1)
β. Supposons que Zβ est un
espace faiblement-LUR. Alors Aθ = Aθ, pour tout θ ∈ ]0, 1[.
La de´monstration ne´cessite les lemmes suivants.
Lemme 4 Pour tout θ ∈ ]0, 1[, Rθ est une isome´trie: Aθ → (B
∗
0 , B
∗
1)
θ.
De´monstration: Comme Aθ s’identifie a` un sous-espace de A
θ [B], Rθ est
contractante: Aθ = (A0, A1)θ → (B
∗
0 , B
∗
1)
θ par le lemme 2. Comme A0 ∩ A1
est dense dans Aθ, il suffit de montrer que ‖a‖Aθ ≤ ‖R
θ(a)‖(B∗
0
,B∗
1
)θ lorsque
a ∈ A0 ∩ A1.
Soit ε > 0; comme (Aθ)
∗ = (A∗0, A
∗
1)
θ, il existe g ∈ G(A∗0, A
∗
1) tel que
4
‖a‖Aθ < |〈a, g
′(θ)〉|+ ε, ‖g˙‖QG(A∗
0
,A∗
1
) ≤ 1. (3)
Soient
Fn(z) = in [g(z + i/n)− g(z)], z ∈ S
et Fn,δ(z) = e
δz2Fn(z), pour δ > 0. Comme |Fn| est borne´e sur le bord de S,
|Fn,δ| tend vers 0 a` l’infini sur le bord, d’ou` Fn,δ ∈ F(A
∗
0, A
∗
1). Par de´finition
‖Fn,δ(θ)‖(A∗
0
,A∗
1
)θ ≤ ‖Fn,δ‖F(A∗0 ,A∗1) ≤ e
δ sup
z∈S
|Fn(z)| ≤ e
δ‖g˙‖QG(A∗
0
,A∗
1
) ≤ e
δ.
D’ou`, pour tout n, par (2),
‖Fn(θ)‖(B0,B1)θ = ‖e
−δθ2Fn,δ(θ)‖(A∗
0
,A∗
1
)θ = lim
δ→0
‖e−δθ
2
Fn,δ(θ)‖(A∗
0
,A∗
1
)θ ≤ 1.
Comme g est holomorphe a` valeurs dans A∗0+A
∗
1 = (A0∩A1)
∗, 〈a, Fn(θ)〉 →
n→∞
〈a, g′(θ)〉. Il existe n0 assez grand tel que, d’apre`s (3),
−2ε+ ‖a‖Aθ < |〈a, Fn0(θ)〉|
≤ ‖Rθ(a)‖(B∗
0
,B∗
1
)θ ‖Fn0(θ)‖(B0,B1)θ ≤ ‖R
θ(a)‖(B∗
0
,B∗
1
)θ ,
d’ou` l’ine´galite´ cherche´e lorsque ε→ 0. 
Lemme 5 Soient g ∈ G(A), θ ∈ ]0, 1[. L’application: τ → Rθ(g′(θ + iτ))
est borne´e de R dans (B∗0 , B
∗
1)
θ. Pour tout c ∈ (B∗0 , B
∗
1)
θ, l’application: τ →∥∥c+Rθ(g′(θ + iτ))∥∥
(B∗
0
,B∗
1
)θ
est s.c.i. sur R.
De´monstration: Par de´finition de Aθ, g′(θ) ∈ Aθ ; par le lemme 2
‖Rθ(g′(θ))‖(B∗
0
,B∗
1
)θ ≤ ‖g
′(θ)‖Aθ ≤ ‖g˙‖QG(A).
La fonction giτ de´finie par giτ (z) = g(z+it), z ∈ S, τ ∈ R, ve´rifie ‖g˙iτ‖QG(A) =
‖g˙‖QG(A), donc
∥∥Rθ(g′iτ (θ))∥∥(B∗
0
,B∗
1
)θ
≤ ‖g˙‖QG(A).
D’apre`s (2), et comme B0 ∩ B1 = A
∗
0 ∩ A
∗
1 est dense dans Bθ, on a
5
‖c+Rθ(g′(θ + iτ))‖(B∗
0
,B∗
1
)θ
= sup
{∣∣〈b, c+Rθ(g′(θ + iτ))〉∣∣ ; ‖b‖(B0,B1)θ ≤ 1}
= sup
{
|〈a∗, c+ g′(θ + iτ)〉| ; a∗ ∈ A∗0 ∩A
∗
1, ‖a
∗‖(A∗
0
,A∗
1
)θ ≤ 1
}
.
Comme g est holomorphe a` valeurs dans A0 +A1, pour tout a
∗ ∈ A∗0 ∩A
∗
1 =
(A0 + A1)
∗, les applications τ → |〈a∗, c+ g′(θ + iτ)〉| sont continues sur R.
Leur supremum est donc s.c.i.. 
Lemme 6 Soient C = (C0, C1) un couple d’interpolation, β ∈ ]0, 1[, Z
β
un sous-espace ferme´ faiblement-LUR de Cβ, g ∈ G(C). On suppose que
l’application φβ : τ ∈ R → g
′(β + iτ) est borne´e a` valeurs dans Zβ et que
l’application ‖c + φβ‖Cβ est s.c.i., pour tout c ∈ Z
β fixe´. Alors φβ est p.s.
e´gale a` une fonction fortement mesurable: R → Zβ ⊂ Cβ.
Preuve: Comme s→ ‖φβ(τ) + φβ(s)‖Zβ est s.c.i. sur R, si τn → τ ,
0 ≤ limn→+∞En
= lim
{
2‖φβ(τ)‖
2
Zβ + 2‖φβ(τn)‖
2
Zβ − ‖φβ(τ) + φβ(τn)‖
2
Zβ
}
≤ 2 ‖φβ(τ)‖
2
Zβ + 2 lim‖φβ(τn)‖
2
Zβ − lim‖φβ(τ) + φβ(τn)‖
2
Zβ
≤ 2 ‖φβ(τ)‖
2
Zβ + 2 lim‖φβ(τn)‖
2
Zβ − 4 ‖φβ(τ)‖
2
Zβ
= 2 lim‖φβ(τn)‖
2
Zβ − 2 ‖φβ(τ)‖
2
Zβ .
Comme ‖φβ‖Zβ est mesurable borne´e, pour tout N et ε > 0, il existe, d’apre`s
le the´ore`me de Lusin, un compact KN,ε ⊂ [−N,N ], de mesure > 2N − ε,
sur lequel ‖φβ‖Zβ est continue. Soit (τn)n≥0 une suite dans KN,ε convergeant
vers τ . D’apre`s ce qui pre´ce`de limn→+∞En = 0. Comme En ≥ 0, En →n→∞
0. Par de´finition de la proprie´te´ faiblement-LUR de Zβ, cela entraˆıne que
φβ(τn) → φβ(τ) faiblement dans Z
β, ca`d φβ est faiblement continue sur
KN,ε. Soit Y le sous espace ferme´ de Z
β engendre´ par φβ(KN,ε). Alors Y est
se´parable: sinon, e´tant donne´e une suite (sn)n≥1 dense dans KN,ε, il existe,
d’apre`s le the´ore`me de Hahn-Banach, z ∈ Y ∗, non nul, tel que (φβ(sn), z) = 0
pour tout n; par continuite´ s→ (φβ(s), z) est nulle sur KN,ε, d’ou` z = 0 et la
contradiction. Par le the´ore`me de Pettis [DU, theorem II 2], φβ est fortement
mesurable: KN,ε → Y ⊂ Z
β . Cela montre le re´sultat annonce´. 
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Lemme 7 Soient g ∈ G(A), φθ(t) = g
′(θ + it), t ∈ R.
i) Si φθ est a` valeurs dans un sous espace ferme´ se´parable Z de Aθ, elle
est fortement mesurable: R → Aθ.
ii) Si φθ est a` valeurs dans un sous espace ferme´ se´parable Z de A
θ, elle
est fortement mesurable: R → Aθ.
Dans la suite on utilise seulement i), dans la preuve du lemme 8 d). On
donne deux preuves de i) (noter que ii) implique i)).
Preuve: i) D’apre`s le lemme 4, Z est un sous espace ferme´ de (B∗0 , B
∗
1)
θ et,
d’apre`s le lemme 5, l’application t→ ‖φθ(t)− c‖Z est s.c.i. pour tout c ∈ Z.
L’image re´ciproque par φθ de toute boule ouverte de Z est donc un bore´lien.
Comme Z est se´parable, tout ouvert de Z est re´union de´nombrable de boules,
donc φθ est bien mesurable a` valeurs dans Z. 
ii) Soient J l’injection canonique: Z → A0 + A1, et Y l’adhe´rence de
J(Z) dans A0 + A1. Comme Z et Y sont des espaces polonais, comme J
est continue, J−1 est bore´lienne: J(Z) → Z, voir par exemple [A]. Comme
J ◦ φθ : R → A0 + A1 est continue et a` valeurs dans J(Z), comme φθ =
J−1 ◦ (J ◦ φθ), alors φθ est bore´lienne: R→ Z. 
Lemme 8 Soient g ∈ G(A), β ∈ ]0, 1[ et φβ(·) = g
′(β + i ·).
a) On suppose que Rβ ◦ φβ est p.s. e´gale a` une fonction fortement
mesurable: R→ (B∗0 , B
∗
1)
β. Alors φβ est p.s. a` valeurs dans Aβ.
On suppose de´sormais que φβ est p.s. e´gale a` une fonction fortement
mesurable: R→ Aβ. Alors
b) pour θ 6= β, g′(θ) ∈ Aθ.
c) pour tout θ 6= β, φθ est a` valeurs dans un sous espace se´parable de Aθ.
d) g′(β) ∈ Aβ.
On a note´ Rβ ◦ φβ la fonction: t→ R
β(g′it(β)).
Preuve: a) e´tape 1: Comme g est holomorphe a` l’inte´rieur de S, pour tous
t ∈ R, h > 0, θ ∈ ]0, 1[, on a, dans A0 + A1,
g(θ + i(t + h))− g(θ + it) =
∫ t+h
t
g′(θ + iτ) dτ (4)
Posons
g1 = g − g(0)− α0
ou` g(1)− g(0) = α0 + α1 (αj ∈ Aj , j = 0, 1), avec
7
‖g(1)− g(0)‖A0+A1 = ‖α0‖A0 + ‖α1‖A1.
D’apre`s l’ine´galite´ des accroissements finis et (1)
‖g(1)− g(0)‖A0+A1 ≤ ‖g˙‖QG(A).
Alors g1 : S → A0 + A1 est continue sur S et holomorphe a` l’inte´rieur de S.
Comme g ∈ G(A), pour tout τ ∈ R et j ∈ {0, 1}, on a
‖g1(j + iτ)‖Aj ≤ ‖g(j + iτ)− g(j)‖Aj + ‖αj‖Aj ≤ (1 + |τ |)‖g˙‖QG(A).
L’application z → Gε(z) = e
εz2g1(z) est donc dans F(A) pour tout ε > 0.
En particulier, pour tout t ∈ R, Gε(θ + it) ∈ Aθ, donc g1(θ + it) ∈ Aθ. D’ou`
g1(θ + i(t + h))− g1(θ + it) = g(θ + i(t + h))− g(θ + it) ∈ Aθ.
Alors, d’apre`s (4),
∫ t+h
t
g′(θ + iτ) dτ est dans Aθ, pour t et h re´els.
e´tape 2: Par hypothe`se Rβ ◦ φβ est p.s. e´gale a` une fonction forte-
ment mesurable: R → Zβ, ou` Zβ est l’adhe´rence de Aβ dans (B∗0 , B
∗
1)
β .
Le the´ore`me de diffe´rentiabilite´ de Lebesgue [DU, chap. II theorem 9 p 48]
entraˆınent que, p.s., on a dans Zβ l’e´galite´
iRβ◦φβ(it) = lim
h→0
1
h
∫ t+h
t
Rβ◦φβ(iτ) dτ = lim
h→0
Rβ
(1
h
∫ t+h
t
g′(β+iτ) dτ
)
, (5)
ou` h est re´el. D’apre`s la fin de l’e´tape 1 applique´e en β et le lemme 4, cette
limite dans Zβ est en fait une limite dans Aβ , ca`d p.s. g
′(β + i ·) ∈ Aβ.
b) On suppose d’abord θ > β.
e´tape 1: Soit
V (z) = g1(β + (1− β)z), z ∈ S.
Cette fonction a` valeurs dans A0 + A1 est holomorphe a` l’inte´rieur de S et
continue sur S, donc s’exprime a` l’aide de la mesure harmonique sur le bord
de S. Pour ve´rifier que V , vue comme fonction a` valeurs dans Aβ + A1, est
holomorphe a` l’inte´rieur de S et continue sur S, il suffira donc de voir que V
est continue sur l’axe imaginaire, a` valeurs dans Aβ.
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On va montrer que V ∈ G(Aβ , A1) avec une norme ≤ (1 − β)‖g˙‖QG(A).
L’ine´galite´ correspondante sur la droite Re = 1 est e´vidente. Pour la ve´rifier
sur l’axe imaginaire, posons, pour τ, τ ′ re´els fixe´s,
Fτ,τ ′(ξ) =
g(ξ + i(1 − β)τ)− g(ξ + i(1− β)τ ′)
τ − τ ′
, ξ ∈ S,
d’ou` Fτ,τ ′(β) = (V (iτ) − V (iτ
′))/(τ − τ ′), et Fτ,τ ′(1) = (V (1 + iτ) − V (1 +
iτ ′))/(τ − τ ′). Pour tout t ∈ R, on a
‖Fτ,τ ′(j + it)‖Aj ≤ (1− β)‖g˙‖QG(A), j ∈ {0, 1}.
Comme dans l’e´tape 1 de a), pour tout ε > 0, l’application ξ → Hε,τ,τ ′(ξ) =
eεξ
2
Fτ,τ ′(ξ) ve´rifie
‖Hε,τ,τ ′‖F(A) ≤ e
ε(1− β)‖g˙‖QG(A),
d’ou`
‖Fτ,τ ′(β)‖Aβ ≤ (1− β)‖g˙‖QG(A).
On a donc, pour tous τ, τ ′ re´els,
‖V (iτ)− V (iτ ′)‖Aβ ≤ |τ − τ
′|(1− β)‖g˙‖QG(A),
ce qui prouve la continuite´ de V sur l’axe imaginaire, a` valeurs dans Aβ, et
l’assertion annonce´e.
e´tape 2: d’apre`s la preuve de a), pour h re´el, p.s.
lim
h→0
(V (i(τ + h))− V (iτ))/h = (1− β)g′(β + (1− β)iτ) dans Aβ .
D’apre`s [BL, lemma 4.3.3], on a alors
V ′(η) ∈ (Aβ, A1)η, η ∈ ]0, 1[.
e´tape 3: Choisissons η tel que θ = (1 − η)β + η. D’apre`s le the´ore`me de
re´ite´ration [BL, theorem 4.6.1], (Aβ, A1)η = Aθ, donc
V ′(η) = (1− β)g′(θ) ∈ Aθ,
ce qui ache`ve la preuve lorsque β < θ.
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Si 0 < θ < β le raisonnement est analogue, en remplac¸ant V par W (z) =
g1(βz) ∈ G(A0, Aβ), telle que limh→0(W (1 + i(τ + h))−W (1 + iτ))/h existe
dans Aβ, pour presque tout τ , avec h re´el.
c) Soit A′0 ⊂ A0 le sous espace ferme´ se´parable engendre´ par {g1(it), t ∈
R}. Comme g1 est continue sur S, A
′
0 est se´parable, ainsi que (A
′
0, A1)β et
son adhe´rence Y dans Aβ. Par l’e´tape 2 de b) applique´e au couple (A
′
0, A1),
g′(β+ it) est p.s. dans (A′0, A1)β, donc p.s. dans Y , ce qui re`gle le cas θ = β.
Pour le cas β < θ, remplac¸ons la fonction V de l’e´tape 1 de b) par Vt(z) =
V (z + it), avec t fixe´ re´el. Comme en b), Vt ∈ G(Y,A1), V
′
t (η) ∈ (Y,A1)η,
η ∈ ]0, 1[ et (Y,A1)η est se´parable. Soit η de´fini comme dans l’e´tape 3 de b).
Comme ci-dessus, V ′t (η) = (1 − β)g
′(θ + i(1 − β)t). Soit Zθ l’adhe´rence de
(Y,A1)η dans (Aβ, A1)η = Aθ; Zθ est donc se´parable et φθ = g
′(θ + i.) est a`
valeurs dans Zθ.
On raisonne de fac¸on analogue si 0 < θ < β en conside´rant Wt(z) =
W (z + it): Wt est dans G(A
′
0, Y ).
d) Soit θ > β. Par c) et le lemme 7 i), φθ est fortement mesurable a`
valeurs dans Aθ. Alors b) applique´ en e´changeant les roˆles de β et θ donne
g′(β) ∈ Aβ. 
De´monstration du the´ore`me 1: Soient a ∈ Aβ et g ∈ G(A) tel que a = g′(β).
D’apre`s le lemme 5, l’application Rβ ◦ φβ : τ ∈ R → R
β(g′(β + iτ)) est
a` valeurs dans Zβ ⊂ (B∗0 , B
∗
1)
β et ve´rifie les hypothe`ses du lemme 6 pour
Cβ = (B∗0 , B
∗
1)
β . Graˆce a` l’hypothe`se sur Zβ, on peut appliquer le lemme
6, donc Rβ ◦ φβ est p.s. e´gale a` une fonction fortement mesurable a` valeurs
dans (B∗0 , B
∗
1)
β, et φβ est p.s. e´gale a` une fonction fortement mesurable a`
valeurs dans Aβ par le lemme 8 a). D’apre`s le lemme 8 b) g
′(θ) ∈ Aθ pour
tout θ 6= β. Il en re´sulte que Aθ = Aθ, pour tout θ 6= β. Enfin par le lemme
8 d) g′(β) = a ∈ Aβ, d’ou` A
β = Aβ. 
Proposition 9 Soient A0, A1 deux espaces de Banach tels que A0 s’injecte
continuement dans A1, et β ∈ ]0, 1[. Si Aβ a la proprie´te´ de Radon-Nikodym
analytique (de´finie par exemple dans [DU]) pour un β ∈ ]0, 1[, alors Aθ = A
θ
pour tout θ ∈ ]0, 1[.
Pour β = 1 ce re´sultat est [HP, Proposition 3.1]; applique´ au couple (A0, Aβ),
il donne la conclusion pour θ ∈ ]0, β[.
Preuve: D’apre`s le lemme 8 b), d), il suffit de montrer que pour toute g ∈
G(A), φβ est p.s. mesurable a` valeurs dans Aβ.
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On a mentionne´ dans la preuve du lemme 8 b) que la fonction z →W (z) =
g1(βz) est dans G(A0, Aβ). A` l’inte´rieur de S, W
′ est donc holomorphe a`
valeurs dans A0 + Aβ = Aβ; par (1) elle est borne´e. Comme Aβ posse`de
la proprie´te´ de Radon-Nikodym analytique, W ′ admet p.s. des limites non
tangentielles au bord de S. Soit ψ la limite p.s. (dans Aβ) de W
′ sur la
droite Re = 1; ψ est donc p.s. mesurable a` valeurs dans Aβ. Comme g
′ est
continue (a` valeurs dans A0+A1 = A1) sur S, ψ coincide p.s. avec la fonction
t→ βg′(β + iβt), ce qui ache`ve la preuve. 
Corollaire 10 Si A0 s’injecte continuement dans A1 avec image dense, si
Aβ est un treillis de Banach, et si (A
∗
0, A
∗
1)
β admet une norme e´quivalente
LUR pour un β ∈ ]0, 1[, alors (A∗0, A
∗
1)θ = (A
∗
0, A
∗
1)
θ pour tout θ ∈ ]0, 1[.
Preuve: Comme ℓ∞ n’admet aucune norme e´quivalente LUR [DGZ, Chap.
II, theorem 7.10], (Aβ)
∗ = (A∗0, A
∗
1)
β ne contient pas ℓ∞ isomorphiquement.
Alors, d’apre`s un re´sultat de Bessaga-Pelczyn´ski [DU, Corollary I 6], l’espace
(A∗0, A
∗
1)
β ne contient pas c0 isomorphiquement; comme c’est un treillis, il
posse`de la proprie´te´ de Radon-Nikodym analytique [E]. Son sous-espace
isome´trique (A∗0, A
∗
1)β conserve cette proprie´te´. La proposition pre´ce´dente
applique´e a` A∗1, A
∗
0 ache`ve la preuve. 
Remerciement: Je remercie chaleureusement F. Lust-Piquard pour ses
conseils lors de la re´daction de ce travail.
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