Abstract Variation from new mutations is important for several questions in quantitative genetics. Key parameters are the genomic mutation rate and the distribution of effects of mutations (DEM), which determine the amount of new quantitative variation that arises per generation from mutation (V M ). Here, we review methods and empirical results concerning mutation accumulation (MA) experiments that have shed light on properties of mutations affecting quantitative traits. Surprisingly, most data on fitness traits from laboratory assays of MA lines indicate that the DEM is platykurtic in form (i.e., substantially less leptokurtic than an exponential distribution), and imply that most variation is produced by mutations of moderate to large effect. This finding contrasts with results from MA or mutagenesis experiments in which mutational changes to the DNA can be assayed directly, which imply that the vast majority of mutations have very small phenotypic effects, and that the distribution has a leptokurtic form. We compare these findings with recent approaches that attempt to infer the DEM for fitness based on comparing the frequency spectra of segregating nucleotide polymorphisms at putatively neutral and selected sites in population samples. When applied to data for humans and Drosophila, these analyses also indicate that the DEM is strongly leptokurtic. However, by combining the resultant estimates of parameters of the DEM with estimates of the mutation rate per nucleotide, the predicted V M for fitness is only a tiny fraction of V M observed in MA experiments. This discrepancy can be explained if we postulate that a few deleterious mutations of large effect contribute most of the mutational variation observed in MA experiments and that such mutations segregate at very low frequencies in natural populations, and effectively are never seen in population samples.
Introduction
Variation from new mutations, the ultimate source of all genetic variation, impacts on several areas of quantitative genetics. For example, it is important for understanding the levels of quantitative genetic variation that are observed in natural and artificial populations (Bürger 2000; Zhang and Hill 2005) , the long term response to selection (Keightley 2004a) , and the causes of inbreeding depression and heterosis (Charlesworth and Charlesworth 1999) . In addition, the rate and distribution of effects of new mutations (DEM) for fitness impacts on several important theoretical questions in evolutionary and population genetics, including the evolution of recombination and sex (Otto and Lenormand 2002) .
Early experiments by Mukai and co-workers (Mukai 1964; Mukai et al. 1972; Ohnishi 1977) suggested that recurrent spontaneous mutations can cause rapid losses of fitness if their fixation is unopposed by natural selection. This result encouraged a great deal of work on the impact of new mutations on the fitness of small populations or populations in which selection has been relaxed (Lande 1994; Lynch et al. 1995; Gilligan et al. 1997 ). In the 20 years since the 2nd International Conference on Quantitative Genetics (ICQG) in Raleigh in 1987, a great deal of empirical and theoretical research on the nature and implications of new mutational variation for quantitative traits in general has been carried out, and particularly the nature of the DEM for fitness . In this paper, we will attempt to review the major analytical and experimental advances that have been made since the 2nd ICQG concerning the elucidation of the nature of new mutational variation for quantitative traits. We shall describe statistical methods that have been developed to jointly infer the mutation rate and the DEM for quantitative traits, and describe the results of the application of these methods to experimental data. We shall also describe how high-throughput molecular methods, which make it possible to scan the whole genome or large samples of the genome for new mutations, are beginning to alter our perception of the nature of mutational variation. Finally, we shall describe how data on the frequencies of nucleotide polymorphisms in natural populations can be used to shed light on the DEM for fitness.
New mutational variation for quantitative traits
Two parameters that quantify the influence of new mutational variation on a quantitative trait are D M and V M , the per generation changes in the mean and variance of a trait from new mutations. In order to allow comparisons between different traits or different species, D M is usually expressed scaled by the population mean (l) as D M /l, and V M by the environmental variance (V E ) or l to yield the mutational heritability, h M 2 = V M /V E , or the mutational coefficient of variation, CV M = (V M ) /l. One way of estimating mutational variation (or heritability) is to artificially select in an initially inbred line (Clayton and Robertson 1955) . Assuming that the line is initially homozygous at all loci, under an infinitesimal model of many additive mutations of very small effect, the selection response is a function of V M and other parameters that can be inferred from the experiment (Hill 1982a, b) . It is also possible to estimate V M under a model of mutations that have large additive effects, brought rapidly to fixation by selection (Hill 1982b; López and López-Fanjul 1993) . A drawback with inferring mutational heritability from a selection experiment is that it is limited to the trait under selection, and potentially quite sensitive to the details of the underlying genetics, such as the per locus strength of selection (Hill and Rasbash 1986) . A more general approach, that can be used to obtain information on multiple traits, is the mutation accumulation (MA) experimental design, in which spontaneous mutations are allowed to accumulate in conditions of minimal selection in initially homozygous lines of very small effective size (e.g., chromosomes protected from selection by balancer chromosomes, selfed lines, full-sib mated lines). Most work has been on the homozygous effects of mutations on quantitative traits, which are assayed after several tens of generations of MA.
Two extensive reviews of data from selection and MA experiments suggest that spontaneous h M 2 usually falls in the range 10 -4 -10 -2 (Lynch 1988; Houle et al. 1996) , although mutagenesis can increase this by one or two orders of magnitude (Ohnishi 1977; Mackay 1988) . There is an indication that long-generation species tend to have higher values for h M 2 , perhaps reflecting higher per locus, per generation spontaneous mutation rates . Although the contribution to variation from new mutations is therefore generally small to modest relative to the existing genetic and environmental variation for the trait, theoretical results suggest that a balance between mutation and selection may lead to the maintenance of substantial genetic variation. However, predictions depend heavily on the details of the strength and mode of selection on individual mutations (Bulmer 1989; Falconer and Mackay 1996; Bürger 2000) . The contribution of new mutations to the long-term response to selection can also be substantial, particularly if there are mutations of large dominant or semi-dominant effect that become quickly selected to high frequencies (Hill 1982a, b) . The impact of new mutations on long-term selection response has recently been reviewed (Keightley 2004a) , and there have also been reviews of the magnitude of D M /l (García-Dorado et al. 1999; Lynch et al. 1999 ).
Analysis of MA experiments to infer the DEM and the genomic mutation rate
In most MA experiments that have been carried out, significant variance between MA lines (V b ) is detected for quantitative or life history traits. In a diploid organism, this can be equated to the mutational variance by V b = 2tV M, where t is the number of generations of MA (Lynch and Hill 1986 ). Significant decreases in mean values for traits such as viability and fertility (and other traits related to fitness) are also generally observed (Bataillon 2000) . For traits related to fitness, advantageous mutations seem to be uncommon, although cases have been reported where a substantial proportion of MA lines have evolved increased values for life history traits (Shaw et al. 2000 (Shaw et al. , 2002 Joseph and Hall 2004) and one experiment has demonstrated rapid fitness recovery of mutationally degraded lines of C. elegans when maintained in large population sizes under competitive conditions (Estes and Lynch 2003) . It is possible, however, that the net effects of most of these mutations on fitness in natural conditions are negative, although this point has been debated (Keightley and Lynch 2003; Shaw et al. 2003; Bataillon 2003; Shaw and Chang 2006) .
The simplest way to go beyond changes of means and variances to obtain information about the genetic basis of new mutational variation is to employ the approach suggested by Bateman (1959) and Mukai (1964) in which the genomic mutation rate (U) and the mean mutational effect E(a) are estimated from simple functions of D M and V M (see Lynch and Walsh 1998 for details) . However, the Bateman-Mukai method makes the unrealistic assumption that mutations have equivalent, unidirectional effects. This is expected to lead to downwardly and upwardly biased estimates of U and E(a), respectively, if there is variation in the magnitude of mutational effects or if there are both positive and negative mutational effects, as is expected for many quantitative traits. It has long been argued that the distribution of allelic effects is likely to be leptokurtic (Robertson 1967; Hill 1982b; Kimura 1983; Crow and Simmons 1983) , and this has encouraged several attempts to estimate parameters of a fitted distribution of mutational effects, f(a), along with the genomic mutation rate, from MA data.
Four approaches have been developed that use MA data to make joint inferences about f(a) and the genomic mutation rate. One simple method has been suggested that relies on an extension of the Bateman-Mukai approach (Elena and Moya 1999) , and incorporates the variance of mutation effects, Var(a), as well as U and E(a) into the functions for D M and V M . Different distributions of mutation effects (e.g. uniform or gamma) can then be compared by obtaining expressions for Var(a) under each model and estimating the parameters of these expressions by fitting the model to the data using least-squares nonlinear regression. Thus, different distributions of mutational effects can be compared, and the variation in mutation effects can be quantified. Keightley (1994) developed a maximum likelihood (ML) method that analyses data from an MA experiment consisting of phenotypic measurements from a set of mutation-free control lines and a set of MA lines from generation t. The control line data are assumed to be normally distributed with mean M and variance V E , and the MA lines values are assumed to be the sum of an environmental deviate drawn from the same distribution as the control lines plus a mutational deviate. The normality assumption was relaxed subsequently by Halligan et al. (2003) . The mutational deviate is the sum of n mutational effects, where n is Poisson distributed with parameter Ut. Each mutational effect is assumed to be an independent draw from f(a). In most cases f(a) has been modelled as a gamma distribution or a gamma distribution reflected about zero with a proportion P of mutations with effects greater than zero. By allowing a reflected distribution, positive and negative mutational effects are allowed, which overcomes one of the key weaknesses of the Bateman-Mukai approach. The gamma distribution has two parameters, a specifying its scale, and b its shape. Varying b allows the distribution to take a wide variety of shapes, ranging from a spike at the distribution's mean (b/a) if b ? ?, to an increasingly leptokurtic form with most of the density located close to zero if b ? 0. The parameters of the model (M, V E , U, a, b, and P) are estimated by maximizing the likelihood of the control and MA line data, fitting the distribution by numerical integration, and summing over the distribution of mutation numbers per line. A weakness of the approach is that it does not allow more than one generation of MA line data to be analysed simultaneously (i.e., generations in addition to the controls plus generation t), whereas MA experimental data often consist of measurements of the same MA lines at several time points. This limitation was partially overcome by Keightley and Bataillon (2000) , but only for the case of equal mutational effects, which makes the modified procedure only marginally more useful than the Bateman-Mukai approach.
García-Dorado (1997) and García-Dorado and Marin (1998) developed a ''minimum distance'' (MD) method to estimate U and f(a) that makes similar assumptions to the ML method. The statistical procedure used to find the bestfitting value of U and distribution parameters was somewhat different, however. Parameter values were found that minimized a statistic, the Cramer-Von Mises distance, between the observed distributions of control and MA line phenotypic data and their expected distributions, given the model parameters. In principle this allows any family of distribution of effects to be fitted, although most work has been carried out with reflected gamma distributions. Variances of the parameter estimates have been obtained by bootstrapping over MA lines. In common with the standard ML method, covariances between MA line genotypic values are not incorporated in the analysis, so the method is limited to using a control line and a single generation of MA line data. However, as above, assuming reflected distributions overcomes the weaknesses of the Bateman-Mukai approach of equivalent, unidirectional mutational effects. The relative merits of the MD and ML approaches have been investigated (García-Dorado and Gallego 2003; Keightley 2004b) .
The fourth, and most sophisticated, method for analysing MA line data was developed by Shaw et al. (2002) . The main assumptions and parameters are the same as for the ML and MD approaches, but the procedure incorporates genetic covariances caused by different MA lines accumulating different numbers of mutations with different effects between the same MA lines assayed at different generations. This method, which estimates parameters by Markov Chain Monte Carlo ML, is therefore expected to extract a greater amount of information from the data than the previous two methods. In principle, any DEM can be modelled, but Shaw et al. (2002) have focussed on ''shifted'' gamma distributions, in which a constant q is added to each gamma deviate and the mean of the distribution is therefore b/a + q, although there has been debate about whether this or the reflected gamma distribution is more biologically plausible (Keightley and Lynch 2003; Shaw et al. 2003) .
Whatever the relative efficiencies of the four approaches, it is clear that two fundamental problems severely limit their usefulness. First, the true DEM is likely to differ substantially from that assumed in the analysis. In particular, the true DEM may be more complex than a reflected gamma distribution, and may have multiple modes. Second, even if the true DEM is similar to that assumed in the analysis (e.g., a gamma distribution), the amount of data required to obtain accurate estimates is large, and parameter estimates therefore tend to have large confidence intervals (Keightley 1998; Shaw et al. 2002; García-Dorado and Gallego 2003) . Related to this point, the parameters of the model are highly confounded with one another, such that U and b are negatively correlated (Keightley 1998) . If the true DEM is leptokurtic, simulations show that the best-fitting model is often a distribution with b ? 0 and U ? ? (Keightley 1998; García-Dorado and Gallego 2003) .
In spite of their limitations to estimate accurately the DEM, these methods have been applied to numerous MA experiments. Estimates of the shape parameter (b) and mean mutational effect E(a) from published experiments are summarised in Table 1 . Estimates of b below one imply that the distribution of effects is more leptokurtic than an exponential distribution, whereas estimates above one imply that there is evidence for a mode of mutational effects away from zero. Although it is clear from those estimates that are reported with confidence limits that the estimates of b are noisy, 20 of the 29 estimates are larger than one (seven significantly so), whereas only nine are less than one (two significantly so). Thus, data from MA experiments tends to support the conclusion that spontaneous mutation effects have a distribution with a mode away from zero, with the caveat that the gamma distribution assumed in the analyses may not adequately model the true DEM.
Incorporating information on nucleotide mutation rates
Because the genomic mutation rate and f(a) are difficult to jointly estimate in the same analysis, independent information on the number of mutations accumulated could be useful in inferring the DEM. Two MA and mutagenesis experiments using the nematode worm C. elegans have utilised such information. Both experiments, which are described below, report large reductions in mean and large increases in variance for traits related to fitness as a consequence of spontaneous MA or mutagenesis. Davies et al. (1999) measured the effect of ethylmethane sulphonate (EMS) mutagenesis on life history traits in C. elegans. By assuming a gamma distribution of effects in an ML analysis of EMS-treated lines and control lines, a minimum estimate for the mean mutational effect on fitness was 15%, and a minimum estimate for b was 1.6. This distribution is therefore quite platykurtic (i.e., it is more platykurtic than an exponential distribution for which b = 1), and mutations with small fitness effects (e.g., \*1%) contribute less than half of the density of this distribution. The ML estimate for U, which in this case is the mean number of mutations affecting fitness per haploid MA line genome, was less than 1.4. However, the mutagen dose was calibrated so that an estimated average of *200 mutation events per haploid genome were generated (primarily G/C ? A/T transitions). Since at least 50% of the C. elegans genome appears to be subject to selective constraints (Webb et al. 2002) , at least 100 of these mutations would be expected to deleterious in natural conditions. This discrepancy can be explained if we postulate that the DEM contains a large class of deleterious mutations that are not detected in the laboratory environment. The ML analysis picks up mutations of large effect (averaging about 15% in this case) that generate most of the mutational variance and decline in mean fitness observed in the laboratory.
Similar conclusions concerning the distribution of spontaneous mutational effects can be drawn from the experiment of Denver et al. (2004) , who analysed the longest running spontaneous MA experiment in C. elegans (*350 generations; Vassilieva et al. 2000 ). An ML analysis of the fitnesses of MA and control lines gave an estimate for the mean mutational effect on fitness of *20%, and suggested that the DEM for fitness is fairly platykurtic (Vassilieva et al. 2000 ; Table 1 ). U was estimated to be only about 0.005 per haploid genome per generation, consistent with other spontaneous MA experiments in C. elegans (Keightley and Caballero 1997; Baer et al. 2005) . However, by direct DNA sequencing of samples of the genome from the MA lines, Denver et al. (2004) estimated that about two mutation events per haploid genome per generation had occurred. Assuming again that one-half of all mutations in the C. elegans genome are deleterious in natural conditions, this implies that the ''true'' deleterious mutation rate could be more than two orders of magnitude higher than the estimate based on the fitnesses of the MA lines, which is similar to what was inferred more indirectly by Davies et al. (1999) . The The mean effect of a new mutation E(a) is expressed relative to the population mean a Data from three different monoclonal antibody-resistant mutant (MARM) clones, MARM X, MARM C, MARM R b Approximate 95% confidence interval calculated from 2 9 standard error c As implemented in Keightley and Ohnishi (1998) d b calculated from reported estimate of coefficient of variation of mutational effects e Scaled relative to the estimated mean number of fruits per plant 90.1 at generation zero reported in Shaw et al. (2000) f Scaled relative to the estimated mean seeds per fruit at generation zero reported in Shaw et al. (2000) g As implemented in Vassilieva et al. (2000) h Using lines produced by Keightley and Caballero 1997 i Using lines produced by Vassilieva and Lynch 1999 j b calculated from reported estimate of kurtosis k Data from Mukai et al. 1972 l Data from Ohnishi (1977) m Data from Fernández and López-Fanjul (1996) n Data from Houle et al. (1992) References: (1) Elena and Moya (1999) , (2) Burch et al. (2007) , (3) Joseph and Hall (2004) , (4) Schoen (2005), (5) Shaw et al. (2002) , (6) Keightley and Caballero (1997) , (7) Vassilieva et al. (2000) , (8) Azevedo et al. (2002) , (9) Ajie et al. (2005) , (10) García-Dorado and Marin (1998), (11) García-Dorado et al. (1999) , (12) Keightley (1994) , (13) Á vila et al. (2006), (14) Fry et al. (1999) discrepancy between the phenotypic and molecular-based estimates of the genomic deleterious mutation rate also suggests that the DEM was inadequately modelled in the ML analysis of the phenotypic data. This conclusion is consistent with the finding that in spontaneous MA experiments with C. elegans populations of moderate size (i.e.,[10), the decline in fitness seen in smaller populations is largely arrested, presumably because selection against deleterious mutations of large to moderate effect is effective in populations of even moderate size (Estes et al. 2004) . A comparable under-estimation of the ''true'' mutation rate inferred on the basis of phenotypic assays has also been observed in mismatch-repair deficient C. elegans (Estes et al. 2004; Denver et al. 2005 ). In the RNA virus / 6, however, a far higher proportion of mutations have fitness effects that are detectable in laboratory assays (Burch et al. 2007 ).
Nucleotide polymorphism frequencies and the DEM for fitness
The analysis of MA line data has therefore provided only limited information concerning the DEM for small effect mutations, so alternative approaches to tackle this problem have been sought. Recently, large data sets of DNA polymorphism data have started to become available in a number of species, and methods have been developed to use these to make inferences about the DEM for new spontaneous mutations. The methods are limited to inferring the DEM for new single nucleotide mutations for fitness, f(s), based on comparing the diversities or frequency spectra of alleles at sites under selection with sites thought to be evolving neutrally. They therefore focus on the part of the distribution corresponding to deleterious mutations of small effect that stand a chance of being observed segregating in a population sample. They make use of the fact that selection against deleterious mutations increases the proportion of low frequency polymorphisms while decreasing the proportion of intermediate frequency polymorphisms, relative to neutral sites, and the stronger the selection the stronger this effect. They make the assumptions that adaptive mutations are essentially absent from polymorphism data, which is reasonable if selection on them is relatively strong , and that variation in the DNA is not maintained by balancing selection. Recent evidence in humans suggests that this is uncommon (Bubb et al. 2006) . The most recent developments have aimed to infer f(s) for amino acidchanging mutations, assuming independent sites, in the nuclear genome. Other methods have been applied to mitochondrial DNA diversity (Nielsen and Yang 2003; Piganeau and Eyre-Walker 2003; Sawyer et al. 2003) . In all these analyses, without information about the mutation rate, estimates of the strength of selection affecting amino acid sites are obtained as the product of the effective population size and selection coefficient (Ns). Loewe et al. (2006) developed an approach to estimate f(s) that contrasts estimates of nucleotide diversity at putatively neutral and selected sites from two species that have different effective population sizes, and applied their method to polymorphism data from D. miranda and D. pseudoobscura. Loewe et al. (2006) method uses summary statistics derived from the polymorphism data sets, such as nucleotide diversity, p. Other methods have attempted to more fully use the information available in polymorphism data by analysing the frequency distributions of alleles at selected and neutral sites in a sample; these frequency distributions are usually referred to as site frequency spectra (SFS). In interpreting the SFS, a crucial problem is that changes in population demography can change the SFS in ways that resemble selection. For example, a recent population expansion leads to a SFS containing an excess of rare alleles compared to the neutral expectation, which is also the pattern seen under purifying selection. Methods have therefore attempted to co-estimate parameters of an explicit demographic model along with the DEM, or have applied corrections to account for demographic changes. This is possible because population demography affects both neutral and selected sites.
The first approach that fully utilises the SFS was developed by Eyre-Walker et al. (2006) , and applied to a large human polymorphism data set obtained by resequencing candidate loci in samples of individuals from the American population as part of the ''Environmental Genome Project'' (EGP; Livingston et al. 2004) . Under the assumption that f(s) is a gamma distribution, Eyre-Walker et al. (2006) used ML to estimate the distribution parameters that best explain the SFS for nonsynonymous sites (assumed to be under purifying selection), using intronic sites as a neutrally evolving standard. They used population genetics theory to infer the expected number of alleles at a particular frequency in a sample of alleles, given a strength of selection Ns, while applying a correction for demography by estimating additional parameters to account for departures of the intronic SFS from its neutral expectation. Subsequently, methods have been developed by Keightley and Eyre-Walker (2007) and Boyko et al. (2008) , which are similar to Eyre-Walker et al. (2006) in that their inferences are based on the SFS. However, the modelling of demographic changes is more explicit, since they apply population genetics formulae (Boyko et al. 2008) or transition matrix methods to infer the expected allele frequency distribution after population expansion or contraction, to calculate the likelihood of the SFS. Keightley and Eyre-Walker (2007) applied their method to the EGP data set, another large human polymorphism data set (PGA) also obtained by resequencing, and a large data set of D. melanogaster polymorphism data (Shapiro et al. 2007) .
The results of these analyses are presented in Table 2 . In general, there is a reasonable degree of consistency across the different methods and data sets within species, and a number of general conclusions have emerged. First, the DEM for new amino acid mutations is leptokurtic in both humans and Drosophila. Second, there is a tendency for the shape of the distribution of effects to be more leptokurtic in humans than Drosophila, the distribution for humans having a substantially more leptokurtic form. The biological mechanism(s) underpinning this apparent difference are unknown. In general, the confidence limits on estimates of the shape parameter are reasonably narrow, whereas those for E(s) are quite wide (see the original papers for details). The wide confidence limits on E(s) may reflect the inability to estimate the effects of strongly deleterious mutations, which are expected almost never to appear in the modest samples of alleles that have been analysed, but these can have a large influence on the mean of the distribution. The differences in the DEM parameters between humans and Drosophila leads to striking differences in the proportion of mutations with effects in different Ns ranges (Table 3 ), such that effectively neutral mutations (those with Ns \ 1) are much more common in humans than Drosophila, whereas strongly deleterious mutations (e.g., Ns [ 10) are much more frequent in Drosophila. Third, there is an indication that selection is more effective against deleterious mutations in African than European human populations, presumably reflecting differences in recent effective population size.
Conclusions
At the time of the last International Conference on Quantitative Genetics, there was essentially no empirical information about the distribution of effects of new mutations. This situation has changed during the last 20 years, and there has been a good deal of progress in understanding the nature of the DEM, particularly for fitness traits. This has come from many new long term MA experiments, from new statistical techniques developed to analyse these experiments, from a rapidly expanding database of high quality nucleotide polymorphism data, particularly in humans and Drosophila, and from the development of methodology to make inferences based on these data.
MA and polymorphism data allow inferences to be made about the DEM at opposite ends of the spectrum. MA lines can only provide substantial information about the DEM for mutations that have relatively large effects, i.e., those whose effects can be measured on the basis of a change of phenotype. At the opposite end of the distribution, the analysis of polymorphism data can provide information only about the fitness effects of those mutations that have an appreciable chance of segregating in a population sample. Since effective population sizes in nature are typically in the tens of thousands and greater, these mutations are therefore expected to have selection coefficients less than a fraction of a percent. An interesting feature that emerges from the analysis of spontaneous MA experiments is that estimates of the shape parameter b are often quite high, so the inferred DEM is platykurtic (Table 1) . We argue that this implies that the DEM may be bimodal, and that analysis methods for MA experiments are highly sensitive to the presence of large-effect mutations. On the other hand, the polymorphism data imply that the DEM for fitness is strongly leptokurtic, with a peak at, or close to, zero (Table 2) . In these cases, strongly deleterious mutations that contribute to the phenotypic changes that are observed in MA experiments segregate at very low frequencies, and scarcely contribute to the outcome of the analysis. The fact that the two approaches make inferences pertaining to opposite ends of the DEM is illuminated by considering the magnitude of V M , the new genetic variance produced by one generation of spontaneous mutation. In D. melanogaster, an empirical estimate for V M for fitness from an MA experiment is 10 -3 (Houle et al. 1992 ). There are also estimates for other life history traits, such as viability, which are about ten times lower (García-Dorado et al. 1999) . What V M is predicted by the DEM parameter estimates derived from the analysis of nucleotide polymorphism? Under the assumption of unlinked mutations with additive effects, this can be obtained from (Hill 1982a) , where u is the mutation rate per site and the summation is over sites in the genome. Focussing solely on amino-changing mutations in D. melanogaster, the number of nonsynonymous sites in the genome is about 1.3 9 10 7 , obtained from the product of the number genes in the genome (about 13,000), the average length of a gene in bases (about 1,500), and the fraction of coding nucleotides that are nonsynonymous (about two-thirds). A recent direct estimate of u in D. melanogaster is 8.4 9 10 -9 (HaagLiautard et al. 2007), so our estimate for Ru = 0.109. We can infer E(s 2 ) from the gamma distribution shape (b) and scale (a) parameters estimated from the polymorphism data, i.e., E(s 2 ) = b(b + 1)/a 2 . For the African Drosophila population, we have an estimate for b = 0.46 (Table 2) , but the scale of the distribution is only known as a function of the product N e s. We therefore need to divide our estimate of N e E(s) by an estimate of N e in D. melanogaster (1.5 9 10 6 ; Eyre-Walker et al. 2002) , yielding E(s) of a nonsynonymous mutation in the African population of 0.00047. Equating this to the mean of the gamma distribution (b/a), we obtain a = 986, and E(s 2 ) = 6.91 9 10 -7 . From Eq. 1 V M is then 3.8 9 10 -8 , which is more than four orders of magnitude smaller than the value estimated by Houle et al. (1992) from their MA experiment (10 -3 ). Assuming the parameter estimates for non-African flies (Table 2) , the discrepancy is a factor of about 900.
There are at least four possible explanations for the discrepancy between V M for fitness estimated in MA experiments and values inferred from DNA polymorphisms. The first possibility is that N e in D. melanogaster has been grossly over-estimated, but an over-estimation of the required magnitude seems unlikely. Second, point mutations in noncoding DNA could make a major contribution to V M . However, noncoding polymorphisms segregate at higher frequencies than nonsynonymous polymorphisms (Andolfatto 2005) , implying lower selection coefficients at such sites and substantially lower variance contributed per mutation. Further research is needed to investigate the relative contribution of noncoding mutations to mutational variation, since there are many more noncoding than coding sites under selection in Drosophila (Halligan and Keightley 2006) . Third, a substantial fraction of the mutational variance for fitness detected in Drosophila MA experiments may be generated by transposable element insertions, whose average effects seem to be quite high (Lyman et al. 1996; Houle and Nuzhdin 2004) . Consistent with this, transposable elements Loewe et al. (2006) (a) PGA data set (b) EGP data set (Livingston et al. 2004) segregate at very low frequencies within populations (Charlesworth and Langley 1989) . The final explanation is that the DEM is inadequately described by a gamma distribution, and may be multimodal: a few large-effect mutations effectively do not contribute to DNA polymorphisms in natural populations, but are the major contributors to V M in MA experiments. This is consistent with evidence from MA experiments in which the number of mutations in the DNA has been estimated. Many more experiments to estimate the mutation rate at the DNA level involving high throughput genome sequencing technologies are likely to follow in the future, and may shed light on these issues.
