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1. Introduction 
Firms’ bankruptcy is a proceeding of the firm which is unable to repay 
outstanding debts. At the same time, the poor clients, investors and creditors will not 
know the information as much as firms do. How to decrease the loss or how to avoid 
risk of invest on bad companies with a financial failure? Then, we need to study the 
reason of financial distress, find out the discipline and make prediction of firms.  
Prediction model is almost popular in every field in daily life, especially in 
medicine, marketing research and economics, etc. It can be distinguished to rating and 
scoring. A rating is the evaluation or assessment of something, in terms of quality, 
quantity, or some combination of both. Scoring model is a different way of financial 
analysis based on quantitative of data submitted for the rated entity in previous 
economic period. Example is credit scoring – give the loan to those who with the 
higher scores. 
The thesis is devoted to building a scoring model by using logit regression 
method to classify a company is a good performing or a bad one based on data of 
selected financial ratios of nearly 300 Czech firms. 
There are five chapters in the thesis, list as follow: 1. Introduction; 2. modelling 
of Credit Risk; 3. Description of Methodology Applied; 4. Empirical Scoring Model; 
5. Conclusion. At last, there are bibliography, list of Abbreviations and several 
annexes. And in details, chapter two is the general foundation description of credit 
risk modelling. And then more theory of method applied in the thesis will be 
discussed in chapter three. In chapter four, we will build the empirical scoring model 
with financial ratio data analysis, multiple regression analysis and show the model 
performance in ROC curves and this is also the most important part. At last, there will 
be the verification of model. Conclusion will be described in charter five. 
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2. Modelling of credit risk 
Credit risk refers to the possibility that an unexpected change in counterparty’s 
creditworthiness may generate a corresponding unexpected change in the market 
value of the associated credit exposure. There are three concepts: Default risk and 
migration risk; Risk as an unexpected event; Credit exposure (not just 
on-balance-sheet loans and securities).  
One main challenge to credit risk management is the default event, which occurs 
if the debtor cannot meet its obligation decided by debt contract. This kind of default 
can be bonds default, corporate bankruptcy, mortgage foreclosure, the credit card 
charge-off, commodity trading default and so on. In this chapter we will present 
several approaches to measure credit risk.  
 
2.1 The Regulatory Framework 
In this section, we will introduce the standard approach of Basel framework for 
banking system. Risk in credit portfolios is the mix of specific risk in each individual 
security in the portfolio as risk factors. This method is easy to calculate but with few 
shortcomings like regardless of the functions of diversification effects. 
The First Basel Accord of 1988, which is Basel I, makes the foundations for 
international minimum capital standard and banks became subject to regulatory 
capital requirements, coordinated by the Basel Committee on Banking Supervision. 
This Basel committee has been founded by the Central Bank Governors of the Group 
of Ten (G10) at the end of 1974. In the Central Bank Governors of the Group of Ten’s 
view, the equity of the most important internationally active banks decreased to a 
dangerous level which leads to put forward of Basel I. 
The downfall of Herstatt-Bank symbolized this concern which equity is used to 
absorb losses and to assure liquidity of a company or a bank. For the decrease 
insolvency risk of banks, losses and to minimize operating costs in the case of a 
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bankruptcy, Basel I targets to assure a suitable amount of equity and to create 
consistent international competitive conditions. The rules of the Basel Committee do 
not have legal force. The supervisory rules are rather intended to provide guidelines 
for the supervisory authorities of the individual nations can judge the rules and 
combine with individual situation or environment to applicate them. 
Credit risk as the most important risk was the most important in the first Basel 
Accord. Within Basel I banks are supposed to keep at least 8% equity in relation to 
their assets. Now assets are weighted according to different degree of riskiness which 
are determined for four different borrower categories shown in Table 2.1. 
 
Table 2.1 Risk weights for different borrower categories 
Risk Weight in % 0 10 50 100 
Borrower Category State Bank Mortgages Companies and Retail 
Customers 
The required equity can then be computed as 
Minimal Capital =  Risk Weighted Assets ×  8%.           (2.1) 
 
Hence the portfolio credit risk is measured as the sum of risk weighted assets that 
are the sum of different risk weights assets distinguish by borrower categories and 
goodwill. Since this approach did not take into account of market risk, in 1996 an 
modification to Basel I has been published which allows for both a standardized 
approach and a method based on internal Value-at-Risk (VaR) models for market risk 
in larger banks or corporates. But the main criticism of Basel I is still exists. Which is 
we have mention before Basel I does not account for methods to decrease risk like 
through portfolio diversification. What’s more, the approach measures risk in an 
insufficiently differentiated way since minimal capital requirements are computed 
independent of the borrower’s goodwill. These drawbacks lead to the development of 
the Second Basel Accord from 2001 onwards. In June 2004 the Basel Committee on 
Banking Supervision released a Revised Framework or Basel II. The main targets of 
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Basel II are the same as in Basel I as well. And Basel II focuses not only on market 
and credit risk but also puts operational risk on the agenda. 
Basel II is structured in a three-pillar framework. Pillar 1 builds up the details for 
adopting more risk sensitive minimal capital requirements, so-called regulatory 
capital for banking organizations, Pillar 2 published principles for the supervisory 
review process of capital adequacy and Pillar 3 contributes to establish market 
discipline by enhancing transparency in banks’ financial reporting. 
A new risk category or a basic innovation of Basel II was the creation of a new 
risk category-consideration of operational risk, and taken it into account in the new 
accord. 
Basel is structured in a three-pillar framework. Pillar 1 builds up the details for 
adopting more risk sensitive minimal capital requirements, so-called regulatory 
capital for banking organizations, Pillar 2 published principles for the supervisory 
review process of capital adequacy and Pillar 3 contributes to establish market 
discipline by enhancing transparency in banks’ financial reporting.1 
 
 
2.2 Credit ratings and credit scoring 
Here we study the probability of default from the actual credit performance 
which include two aspects: 
 Credit rating: An assessment of the credit worthiness of a borrower in general 
terms or with respect to a particular debt or financial obligation. Credit 
assessment and evaluation for companies and governments is generally done by a 
credit rating agency such as Standard & Poor’s or Moody’s. These rating agencies 
are paid by the entity that is seeking a credit rating for itself or for one of its debt 
issues. 
 Credit scoring: A statistically derived numeric expression of creditworthiness of 
                                                 
1 See in Bibliography [1] 
6 
 
study object that is used by lenders to access the likelihood that a person will 
repay his or her debts. 
“The big three” in credit rating agency are Standard & Poor’s, Moody’s and 
Fitch Ratings which controls approximately 95% of credit rating business. As shown 
in Table 2.2, Aaa, Aa, A, Baa, Ba, B are used to describe the likelihood of default, the 
higher the rating, the better investment grade or the bond is. Low rating means higher 
probability of default. A high credit score indicates a stronger credit profile and will 
generally result in lower interest rates charged by lenders. 
 
Table 2.2: Bond credit rating table 
 Moody’s S&P Fitch Meaning 
 
 
 
Investment 
Grade 
Aaa AAA AAA Prime 
Aa1 AA+ AA+ High Grade 
Aa2 AA AA 
Aa3 AA- AA- 
A1 A+ A+ Upper Medium 
Grade A2 A A 
A3 A- A- 
Baa1 BBB+ BBB+ Lower Medium 
Grade Baa2 BBB BBB 
Baa3 BBB- BBB- 
 
 
 
Junk 
Ba1 BB+ BB+ Non-Investment 
Grade 
Speculative 
Ba2 BB BB 
Ba3 BB- BB- 
B1 B+ B+ Highly 
Speculative B2 B B 
B3 B- B- 
Caa1 CCC+ CCC+ Substantial Risk 
…D …D …DDD In Default 
7 
 
Here is a credit ratings table which shows each rating level from the three major 
credit rating agencies, and a brief explanation of what each level means. 
For example, U.S. treasury bonds have the highest credit rating, because of its 
never default and stable interest. Vice versa, high-yield (junk) bonds are rated much 
lower （receive higher interest） 
In credit scoring, the most familiar to consumers will be FICO, developed by 
Fair Isaac Corporation. It ranges from 300 (very poor) to 850 (best), and intends to 
represent the creditworthiness of a borrower such that he or she will repay the debt. 
For the same borrower, the three major U.S. credit bureaus often report inconsistent 
FICO scores based on their own proprietary models. 
 
Table 2.3：Credit score table 
760-850 EXCELLENT 
700-759 VERY GOOD 
723 MEDIAN FICO SCORE 
660-699 GOOD 
687 AVERAGE FICO SCORE 
620-659 NOT GOOD 
580-619 POOR 
500-579 VERY POOR 
Here is a credit score table which shows each score level from FICO, and a brief 
explanation of what each level means. 
 
2.3 Expected and Unexpected Loss 
It is hard to forecast the losses of for example a bank will suffer in a certain 
period of time, but we can still predict the average level of credit loss. These are 
expected loss (EL). Suppose we have N number of obligors and use n as the quantities 
specific to obligor n. The expected loss function is as follow， 
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𝐸𝐿𝑛 = 𝐸𝐴𝐷𝑛 ∗ 𝐿𝐺𝐷𝑛 ∗ 𝑃𝐷𝑛                    (2.2) 
Where EAD is exposure at default, amount to which the bank was exposed to 
borrower at the time of default, measured in currency; LGD is loss given default, 
magnitude of likely loss on the exposure, expressed as a percentage of the exposure; 
PD is probability of default of borrower 
When peak losses exceed our expected level, these large losses are so-called 
unexpected losses (UL). The unexpected loss can be defined as the variability of the 
loss around its mean value, i.e. around the EL. It is calculated as a standard deviation 
from the mean of the loss variable at a certain confidence level. Unlike expected loss, 
the unexpected loss of a portfolio is not calculated by adding the unexpected loss of 
individual assets. This is because unless there is perfect correlation, the standard 
deviation of sum will not be the same as the sum of standard deviation. The formula 
is: 
Peak losses exceed our expected level, these large losses are so-called 
unexpected losses (UL). The unexpected loss can be defined as the variability of the 
loss around its mean value, i.e. around the EL. It is calculated as a standard deviation 
from the mean of the loss variable at a certain confidence level. Unlike expected loss, 
the unexpected loss of a portfolio is not calculated by adding the unexpected loss of 
individual assets. This is because unless there is perfect correlation, the standard 
deviation of sum will not be the same as the sum of standard deviation. The formula 
is: 
 
𝑈𝐿𝑛 = √𝑉[𝐿𝑛] = √𝑉[𝐸𝐴𝐷𝑛 ∗ 𝐿𝐺𝐷𝑛 ∗ 𝐷𝑛]               (2.3) 
In case the default indicator Dn and the LGD variable are uncorrelated (and the EAD 
is constant), the UL on borrower n is given by: 
𝑈𝐿𝑛 = 𝐸𝐴𝐷𝑛√𝑉𝐿𝐺𝐷𝑛2 ∗ 𝑃𝐷𝑛 + 𝐸𝐿𝐺𝐷𝑛2 ∗ 𝑃𝐷𝑛(1 − 𝑃𝐷𝑛)       (2.4) 
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Figure 2.1: Expected loss and unexpected loss
2
 
 
As shown in the Figure 2.1, we can forecast the expected loss for example we 
know some business cost or liquidation cost (risk of default) which can be calculated. 
Usually unexpected loss usually got higher potential credit losses. 
 
2.4 Merton model 
Credit risk models can be divided into two fundamental classes of models, which 
are structure or asset-value models, and reduced-form or default rate models. 
Merton model, also referred to as “Asset Value Model” is a model named after 
Robert C. Merton and is used to evaluate the credit risk of a corporation’s debt. More 
specifically, we employ the model to determine a company's ability to service its debt, 
meet its financial obligations and to gauge the overall possibility of credit default.  
Generally, the value of the firm’s assets is assumed to obey a lognormal spread 
process with a constant volatility. There are only two classes of securities: equity and 
debt. The Merton model assumes the asset value of the company follows some 
random steps (Vt)t≥0. The equity receives no dividends and the company’s debt is 
given with face value B that will become due at time T in the future. In the Merton 
model default can occur only at the maturity T of the bond. Denote the value at time t 
                                                 
2 See in Electronic reference [12] 
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of equity and debt by St and Bt. In a frictionless market with no taxes or transaction 
costs, the value of the firm’s assets is given by the sum of debt and equity, for 
example， 
When peak losses exceed our expected level, these large losses are so-called 
unexpected losses (UL). The unexpected loss can be defined as the variability of the 
loss around its mean value, i.e. around the EL. It is calculated as a standard deviation 
from the mean of the loss variable at a certain confidence level. Unlike expected loss, 
the unexpected loss of a portfolio is not calculated by adding the unexpected loss of 
individual assets. This is because unless there is perfect correlation, the standard 
deviation of sum will not be the same as the sum of standard deviation. The formula 
is: 
 
𝑉𝑡 = 𝑆𝑡 + 𝐵𝑡, 0 ≤ 𝑡 ≤ 𝑇                    (2.5) 
There are two possibilities at maturity: 
 VT > B: the value of the company’s assets is bigger than the debt. In this 
situation, debtholders receive BT = B, shareholders receive residual value 
which is ST = VT – B with no default. 
 VT≤B: The value of the company’s assets is less than the debt which means 
the company is unable to meet its financial obligations and defaults. 
Debtholders take ownership of the firm and shareholders have nothing, 
which is BT=VT, ST = 0. 
To sum up, the payment to the shareholders at time T is calculated as 
follows: 
𝑆𝑡 = max(𝑉𝑇 − 𝐵, 0) = (𝑉𝑇 − 𝐵)
+              (2.6) 
And debtholders receive: 
𝐵𝑇 = min(𝑉𝑇, 𝐵) = 𝐵 − (𝐵 − 𝑉𝑇）
𝑇
          （2.7） 
According to put-call parity, the firm’s debt consist of a risk-free bond that 
guarantees payment of B plus a short European put option on the firm’s assets with 
exercise price equal to the promised debt payment B. we assume that the security 
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price follows a geometric Brownian motion,  
𝑑VT = μv Vtdt +  σv VtdWt, 0≤t≤T             (2.8) 
Where constant μv ∈ R, σv is above zero, and the standard Brownian motion 
(Wt)𝑡 ≥ 0. Then initial value 𝑉0 is calculated as follows， 
𝑉𝑇 = 𝑉0exp ((𝜇𝑣 −
1
2
𝜎𝑣
2) 𝑇 + 𝜎𝑣𝑊𝑇              (2.9) 
This can be transformed to: 
ln𝑉𝑇~𝑁(𝑙𝑛𝑉0 + (𝜇𝑣 −
1
2
𝜎𝑣
2) 𝑇, 𝜎𝑣
2𝑇             (2.10) 
Based on European call option principle and risk neutral pricing theory, we can 
get: 
𝑆𝑡 = 𝑉𝑡 ∗ Φ(𝑑𝑡,1) − 𝐵 ∗ 𝑒
−𝑟(𝑇−𝑡) ∗ Φ(𝑑𝑡,2)         (2.11) 
Here r refers to constant risk-fee interest rate. d𝑡,1 =
ln(
𝑉𝑡
𝐵
)+(𝑟+
𝜎𝑉
2
2
)(𝑇−𝑡)
𝜎𝑉√𝑇−𝑡
and 
𝑑𝑡,2 = 𝑑𝑡,1 − 𝜎𝑣√𝑇 − 𝑡. 
The default probability of the firm by time T is the probability that the 
shareholders of the firm will not exercise their call option to buy the assets of the 
company for B at time T. the profitability can be calculated, 
P(V𝑇  ≤  B)  =  P(ln V 𝑇 ≤  lnB)  =  Φ(
ln(B/V0) − (μV − 
𝜎𝑉
2
2
)T
𝜎𝑣√𝑇
      (2.12) 
As shown in formula (2.11), we can see that the profitability of default is increasing as 
B increasing and decreasing in 𝑉0 and σv. 
 
2.5 Credit-Scoring Models 
Multivariate models which use the main economic and financial indicators of a 
company as input, attributing a weight to each of them, that reflects its relative 
importance in forecasting default. The result is an index of creditworthiness expressed 
as a numerical score, which indirectly measures the borrower’s probability of default. 
• Three type of models will be presented: 
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– Linear discriminant analysis; 
– Regression models (linear, logit and probit regression);  
– Some recent heuristic inductive models such as neural networks and 
genetic algorithms. 
 
2.5.1 Linear discriminant analysis 
Linear discriminant analysis (LDA) is a generalization of Fisher's linear 
discriminant, a method used in statistics and machine learning to find a linear 
combination of features that characterizes or separates two or more classes of objects 
or events. 
LDA is also closely related to principal component analysis and factor analysis in 
that they both look for linear combinations of variables which best explain the data. 
LDA explicitly attempts to model the difference between the classes of data. PCA on 
the other hand does not take into account any difference in class, and factor analysis 
builds the feature combinations based on differences rather than similarities. 
Discriminant analysis is also different from factor analysis in that it is not an 
interdependence technique: a distinction between independent variables and 
dependent variables (also called criterion variables) must be made. 
LDA works when the measurements made on independent variables for each 
observation are continuous quantities. When dealing with categorical independent 
variables, the equivalent technique is discriminant correspondence analysis. 
 
 For a given borrower i, we calculate the score z as follows: 
𝑧𝑖 = ∑ 𝛾𝑗𝑥𝑖,𝑗
𝑛
𝑗=1                         (2.13) 
Where x represents variables usually financial indicators, γ is its coefficient 
within the estimated model and n is the number of indicators. 
The vector of gamma coefficients in formula (3.4) is calculated as follows, for 
more detail see Resti and Sironi (2007): 
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α =
1
2
𝛾′(𝑥𝐴 + 𝑥𝐵)                        (2.14) 
γ = ∑ (𝑥𝐴 − 𝑥𝐵)
−1                         (2.15) 
Where xA and xB are vectors include mean value of independent variables. 
Linear discriminant analysis can be used to produce a direct estimate of the 
probability of default. As shown in Altman (1968) or Resti and Sironi (2007) for more 
detail, that the company’s probability of default can be calculated: 
PD = p(𝐵|𝑥𝑖) =
1
1+
1−𝜋𝐵
𝜋𝐵
∗𝑒𝑧𝑖−𝛼
                  (2.16) 
 
Figure 2.2: Linear discriminant function
3
 
 
In bankruptcy prediction based on accounting ratios and other financial variables, 
linear discriminant analysis was the first statistical method applied to systematically 
explain which firms entered bankruptcy vs. survived.  
The best-known discriminant score applied to credit risk is probably Z-score 
model the one developed by Edward Altman in 1968. It is a function of five 
independent variables, which is still a leading model in practical applications and the 
formula is as follows: 
                                                 
3 See in Bibliography [8] 
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𝑧𝑖 = 1.2 ∗ 𝑥𝑖,1 + 1.4 ∗ 𝑥𝑖,2 + 3.3 ∗ 𝑥𝑖,3 + 0.6 ∗ 𝑥𝑖,4 + 1.0 ∗ 𝑥𝑖,5     (2.17) 
Where: x1 refers to working capital divided by total assets, a measure of the net liquid 
assets of the firm relative to the total capitalization; 
      x2 means retained profits divided by total assets, the account which reports the 
total amount of reinvested earnings and/or losses of a firm over its entire life and also 
measures the leverage of a firm; 
x3 is earnings before interest and tax divided by total assets, which measures 
the true productivity of the firm’s assets, independent of any tax or leverage factors; 
x4 denotes market value of equity divided by book value of total liabilities, 
which shows how much the firm’s assets can decline in value before the liabilities 
exceed the assets and the firm becomes insolvent; 
x5 is turnover divided by total assets and measures of the management’s 
capacity in dealing with competitive conditions. 
 
If Z＜1.8, area of perdition of the firm’s bankruptcy 
If 1.8＜Z＜2.99, the grew zone 
If Z＞2.99, prediction of non-bankruptcy area (safe area) 
 
This model is to estimate the operation situation of companies by function 
constructed of selected five financial ratios.  
We have three questions to build up this model, 1) which ratio is the most 
important in detecting bankruptcy potential. 2) What weights should be attached to 
those selected ratios, and 3) how to objectively established the weights. 
When utilizing a comprehensive list of financial ratios in assessing a firm's 
bankruptcy, it’s easy to find out that some of the measurements will have a high 
degree of correlation or collinearly of each other. 
The MDA technique has the advantage of considering an entire profile of 
characteristics. To help us analyzing the entire variable profile of the object 
simultaneously rather than just examining its individual characteristics 
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2.5.2 Regression models – Probit model 
Logistic regression model which we applied in this these will be introduced in 
next chapter. Probit regression analysis is estimate the probability that an event occurs 
or not like married or not married. The purpose of the model is to estimate the 
probability that an observation with particular characteristics will fall into a specific 
one of the categories. The response yi is equals to zero or one (occurs or not occurs) 
𝑃𝑖 = 𝑓(𝛼 + 𝛽
′ ∗ 𝑥𝑖)                       (2.18) 
Where xi are financial indicators or ratios, α, β are estimate parameters. 
Calculated by using cumulative distribution function of normal distribution: 
𝑃𝑖 = ∫
1
√2𝜋
exp (−
1
2
𝑡2) 𝑑𝑡
𝛼+𝛽′∗𝑥𝑖
−∞
             (2.19) 
According to the features of nonlinear it is necessary to use maximum likelihood 
method for parameters estimation. Given Pi and assuming that defaults are 
independent, we can form the logarithm of likelihood function as follows: 
lnL = ∑ 𝑦𝑖𝑙𝑛𝑃𝑖 + ∑ (1 − 𝑦𝑖)ln (1 − 𝑃𝑖)
𝑛
𝑖=1
𝑛
𝑖=1         (2.20) 
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3 Description of Methodology Applied  
The discipline of prediction of firms’ bankruptcy is to pick up appropriate 
financial ratios as independent variables to estimate the probability of bankruptcy. In 
this chapter, we’ll introduce financial ratios at first and then talk about the building 
logistic regression model and ROC curve. At last there will be the verification model 
using residual analysis and different data. 
 
3.1 Description of data—financial ratios 
Data: We will use sample of 372 Czech companies for estimation--172 bankruptcy 
firms and 200 non-bankruptcy firms. Then we have 20 selected variables which is 
financial ratios (profitability ratios, solvency ratios…) at the beginning from the 
financial statements. 
 
Financial ratios: 
Financial ratios are used to try to evaluate the overall financial condition of a 
corporation or other organization. Values used in calculating financial ratios are taken 
from the balance sheet, income statement and cash flow statement or (sometimes) the 
statement of retained earnings. All these comprise the firm's "accounting statements" 
or financial statements. The statements' data is based on the accounting method and 
accounting standards used by the organization. 
Generally, each kind of financial ratios reflect to the financial situation of 
company more or less. But the information these ratios give us are overlapping to 
some extent, which means these ratio have a high relevance or substitutability, and 
influence the accuracy and efficiency of assessment of our model. 
Financial crisis usually causes credit crisis, which leads companies or other 
investors make different choices. We can find out some special financial signs which 
can show borrower’s financial position, it can helps firms determine their credit rating, 
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provide the evidence for credit and investment. Due to this motivation, financial 
analyses of corporate become important an important measurement for judge the 
credit risk of firms. Except studying company’s financial ratios to measure the 
probability of default from the borrowers, we also need to take basic financial ratios 
analysis into account for better credit risk control.  
Here, let’s just focus on financial ratios and to introduce method of choosing 
independent variables later in Chapter 3.2. 
 
ROE 
Return on equity is the rate of return on the shareholders' equity of the 
common stock owners. So here we use the net income to measure a company's 
efficiency at generating profits from every unit of shareholders’ equity. We can 
calculate it like: 
𝑅𝑂𝐸 =
𝑛𝑒𝑡 𝑝𝑟𝑜𝑓𝑖𝑡 
𝑒𝑞𝑢𝑖𝑡𝑦
                      (3.1) 
 
ROA (EBITDA/A) 
Return on assets is calculated by dividing a company's annual earnings by its 
total assets, shows how efficient management is at using its assets to generate 
earnings. We can calculate it like: 
𝑅𝑂𝐴 =
𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑝𝑟𝑜𝑓𝑖𝑡+𝑑𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑎𝑚𝑚𝑜𝑟𝑡𝑖𝑠𝑎𝑡𝑖𝑜𝑛
𝑎𝑠𝑠𝑒𝑡𝑠
        (3.2) 
 
ROA (EBIT/A) 
Simply calculation: 
𝑅𝑂𝐴 =
𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑝𝑟𝑜𝑓𝑖𝑡
𝑎𝑠𝑠𝑒𝑡𝑠
                     (3.3) 
 
ROS (EBIT/S) 
A ratio widely used to evaluate a company's operational efficiency. It is 
calculated using this formula: 
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𝑅𝑂𝑆 =
𝐸𝐴𝑇
𝑠𝑎𝑙𝑒𝑠
                          (3.4) 
 
D/A 
Total debt to assets ratio is a leverage ratio that defines the total amount of 
debt relative to assets. The higher the ratio is, the higher the degree of leverage and 
also financial risk is. The formula is: 
𝑅𝑂𝑆 =
𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑏𝑡
𝑡𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠
                     (3.5) 
BANK LOAN/ASSETS 
Bank loan to assets ratio is calculating the percentage of a company's assets 
that are provided via bank loan. Companies with high bank loan/asset ratios are said 
to be "highly leveraged," not highly liquid as stated above. The formula is as follows: 
𝐵𝑎𝑛𝑘 𝑙𝑜𝑎𝑛 𝑡𝑜 𝑎𝑠𝑠𝑒𝑡𝑠 =
𝑏𝑎𝑛𝑘 𝑙𝑜𝑎𝑛
𝑎𝑠𝑠𝑒𝑡𝑠
               (3.6) 
 
 
DSI 
Day’s sale of inventory is financial measure of a company’s performance that 
shows how long it takes a company to turn its inventory into sales. Generally, the 
lower the DSI is the better. Here is how the DSI is calculated: 
𝐷𝑆𝐼 =
𝑖𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦∗360
𝑠𝑎𝑙𝑒𝑠
                      (3.7) 
 
DSO 
Days sales outstanding in accounts receivables is a measure of the average 
number of days that a company takes to collect revenue after a sale has been made. 
The lower the ratio is, the less the days take to collect its accounts receivable. The 
formula is as follows: 
𝐷𝑆𝑂 =
𝑎𝑐𝑐𝑜𝑢𝑛𝑡𝑠 𝑟𝑒𝑐𝑒𝑖𝑣𝑎𝑏𝑙𝑒∗360
𝑠𝑎𝑙𝑒𝑠
                   (3.8) 
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A*360/Sales 
Day’s sales in assets ratio is similar to asset turnover ratio indicates that how 
quickly a company can turn an asset into cash on average. The formula is as follows: 
𝐷𝑎𝑦′𝑠 𝑠𝑎𝑙𝑒𝑠 𝑖𝑛 𝑎𝑠𝑠𝑒𝑡𝑠 =
𝑎𝑠𝑠𝑒𝑡𝑠∗360
𝑠𝑎𝑙𝑒𝑠
               (3.9) 
 
CURRENT RATIO 
Current ratio is a ratio of current assets divided by current liabilities. It is a 
financial ratio that measures whether or not a firm has enough resources to pay its 
debts over the next 12 months. The current ratio indicates a firm's market liquidity 
and ability to meet creditor's demands. In general it’s between 1.5 and 3 for healthy 
businesses. If it is below 1, the company’s current liabilities are more than current 
assets, which means the company may have problems facing its short-term obligations. 
If the current ratio is higher than 3, which means current assets are much more than 
current liabilities, the company didn’t use its money well or efficient.  We can 
calculate it like: 
 
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑟𝑎𝑡𝑖𝑜 =
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑠𝑠𝑒𝑡𝑠
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦
                 (3.10) 
QUICK RATIO 
Quick ratio is a ratio of quick assets divided by current liabilities. Quick assets 
include those current assets that can be quickly turned to cash at close to their face 
values, which equals current assets minus inventory. Generally, the ratio should be 1:1 
or higher and the higher the ratio, the greater the company's liquidity (i.e., the better 
able to meet current obligations using liquid assets). We can calculate it like: 
𝑞𝑢𝑖𝑐𝑘 𝑟𝑎𝑡𝑖𝑜 =
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑠𝑠𝑒𝑡𝑠−𝑖𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦
             (3.11) 
 
CASH RATIO 
Cash ratio is to measure the ability of a company to facing current obligations 
by just using cash and cash equivalents and short-term investment. The formula is as 
follows: capital employed/Fixed assets 
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𝑐𝑎𝑠ℎ 𝑟𝑎𝑡𝑖𝑜 =
𝑐𝑎𝑠ℎ 𝑎𝑛𝑑 𝑐𝑎𝑠ℎ 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 +𝑠ℎ𝑜𝑟𝑡−𝑡𝑒𝑟𝑚 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡
𝑐𝑎𝑠ℎ 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦
     (3.12) 
 
Working capital to current assets 
The Working Capital to current assets ratio measures a company’s ability to 
cover its short term financial obligations which is current liability by comparing its 
remaining liquid assets to the total current assets. The formula is: 
𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑡𝑜 𝑎𝑠𝑠𝑒𝑡𝑠 =
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑠𝑠𝑒𝑡𝑠−𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑠𝑠𝑒𝑡𝑠
      (3.13) 
 
 
Gross profit margin 
Gross profit margin is one of the profitability ratios. The higher the ratios is, 
the better the competition position the company is .The formula is: 
𝑔𝑟𝑜𝑠𝑠 𝑝𝑟𝑜𝑓𝑖𝑡 𝑚𝑎𝑟𝑔𝑖𝑛 =
𝑔𝑟𝑜𝑠𝑠 𝑚𝑎𝑟𝑔𝑖𝑛
𝑠𝑎𝑙𝑒𝑠
            (3.14) 
Financial leverage 
Financial leverage is ratio of total assets divided by total shareholder’s equity. 
It can be described as the extent to which a business or investor is using the borrowed 
money. The formula is as follows: 
𝑓𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 𝑙𝑒𝑣𝑒𝑟𝑎𝑔𝑒 =
𝑡𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠
𝑒𝑞𝑢𝑖𝑡𝑦
                (3.15) 
 
Interests/ EBIT 
Interests/EBIT is opposite of interest coverage ratio is one of the key financial 
ratios used in assessing the credit of a corporation which shows the pre-interest 
earnings to the charges required on debt. The calculation is: 
𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠/𝐸𝐵𝐼𝑇 𝑟𝑎𝑡𝑖𝑜 =
𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑒𝑡
𝐸𝐵𝐼𝑇
                 (3.16) 
 
Capital employed/Fixed assets 
Capital employed/fixed assets ratio indicate the extent to which the long term 
funds are sunk in fixed assets which are supplied by creditors and owners of the firm. 
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The ratio is calculated by: 
𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑑 𝑟𝑎𝑡𝑖𝑜 =
𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑑 𝑟𝑎𝑡𝑖𝑜
𝑓𝑖𝑥𝑒𝑑 𝑎𝑠𝑠𝑒𝑡𝑠
     (3.17) 
 
Current liabilities/Asset 
Current liabilities to assets ratio is a solvency ratio to examine how much of a 
company’s assets is made of liabilities. The calculation is: 
𝐶𝐿 𝑡𝑜 𝑎𝑠𝑠𝑒𝑡𝑠 =
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠
𝑎𝑠𝑠𝑒𝑡𝑠
            (3.18) 
 
 
D/E 
Debt to equity ratio indicates the proportion of equity and debt the company is 
using to finance its assets. 
𝐷𝑒𝑏𝑡 𝑡𝑜 𝑒𝑞𝑢𝑖𝑡𝑦 =
𝑡𝑜𝑡𝑎𝑙 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠
𝑒𝑞𝑢𝑖𝑡𝑦
             (3.19) 
 
Bank loans/Equity 
Bank loan to equity ratio is calculating the percentage of a company's equity 
that is provided via bank loan. The calculation is: 
𝑏𝑎𝑛𝑘 𝑙𝑜𝑎𝑛𝑠 𝑡𝑜 𝑒𝑞𝑢𝑖𝑦 =
𝑏𝑎𝑛𝑘 𝑙𝑜𝑎𝑛𝑠
𝑒𝑞𝑢𝑖𝑡𝑦
            (3.20) 
 
  
3.2 Univariate analysis of variables 
Univariate analysis is the simplest form of quantitative (statistical) analysis. The 
analysis is carried out with the description of a single variable in terms of the 
applicable unit of analysis. For example, if the variable "age" was the subject of the 
analysis, the researcher would look at how many subjects fall into given age attribute 
categories. 
A basic way of presenting univariate data is to create a frequency distribution of 
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the individual cases, which is to present the number of cases in the sample that belong 
to each category of values of the variables. This can be done in a table format or with 
a bar chart or a similar form of graphical representation. A sample distribution table is 
presented below, showing the frequency distribution for a variable "age". 
Basic way of presenting univariate data is to create a frequency distribution of 
the individual cases, which is to present the number of cases in the sample that belong 
to each category of values of the variables. This can be done in a table format or with 
a bar chart or a similar form of graphical representation。 
 
Table 3.1 Frequency distribution table 
Age range Number of cases Percent 
Under 18 10 5 
18-29 50 25 
29-445 40 20 
45-65 40 20 
Over 65 60 30 
Valid cases: 200 
Missing cases: 0 
 
 
As shown in the table 3.1, we can see 5% of cases which is also 10 cases are less 
than 18 years old. 60 cases which are 30% are over 65 years old. 
Expect frequency distribution presenting, univariate analysis can also put 
forward the central tendency, like the mean or average value, median and mode of 
variables to help us understand the variables. 
The probability of firms’ bankruptcy may increase with the increase of 
independent variables, which are dangerous factors; the probability of firms’ 
bankruptcy decrease with the decrease of independent variables, which are protective 
factors. 
    It’s convenient to do the univariate logistic in SPSS and judging by getting 
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coefficient, standard error ...and p value 
    
3.3 logistic regression model 
Logit regression analysis are the multivariate techniques which estimate the 
probability that an event occurs or not, by predicting a binary dependent outcome 
from several chosen independent variables. logistic regression is used to refer 
specifically to the problem in which the dependent variable is binary—that is, the 
number of available categories is two—while problems with more than two categories 
are referred to as multinomial logistic regression or polytomous logistic regression, or, 
if the multiple categories are ordered, as ordinal logistic regression. 
Logistic regression is used widely in many fields, including the medical and 
social sciences and finance. For example, the Trauma and Injury Severity Score 
(TRISS), which is widely used to predict mortality in injured patients, was originally 
developed using logistic regression. Many other medical scales used to assess severity 
of a patient have been developed using logistic regression. Logistic regression may be 
used to predict whether a patient has a given disease (e.g. leukemia; coronary heart 
disease), based on observed characteristics of the patient (like age, sex, body mass 
index,  blood tests results, family disease and so on; age, blood cholesterol level, 
systolic blood pressure, relative weight, blood hemoglobin level, smoking (at different 
levels), and abnormal electrocardiogram.). Another example might be to predict 
whether an American voter will vote Democratic or Republican, based on age, income, 
sex, race, state of residence, votes in previous elections, etc. The technique can also be 
used in engineering, especially for predicting the probability of failure of a given 
process, system or product. It is also used in marketing applications such as prediction 
of a customer's propensity to purchase a product or halt a subscription, etc. In 
economics it can be used to predict the likelihood of a person's choosing to be in the 
labor force, and a business application would be to predict the probability of a 
homeowner defaulting on a mortgage or bankruptcy of a company. Conditional 
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random fields, an extension of logistic regression to sequential data, are used in 
natural language processing. 
Logistic regression can be binomial or multinomial. Binomial or binary 
logistic regression deals with situations in which the observed outcome for a 
dependent variable can have only two possible types(again married or unmarried). 
Multinomial logistic regression deals with situations where the outcome can have 
three or more possible types (like "disease A" vs. "disease B" vs. "disease C"). In 
binary logistic regression, the outcome is usually coded as "0" or "1", as this leads to 
the most straightforward interpretation. If a particular observed outcome for the 
dependent variable is the obviously possible outcome (referred to as a "success" or a 
"case” occurs) it is usually coded as "1" and the contrary outcome (referred to as a 
"failure" or a non-occur) as "0". Logistic regression is used to predict the odds of 
being a case based on the values of the independent variables (predictors). The odds 
are defined as the probability that a particular outcome is a case divided by the 
probability that it is not occur. 
If a particular observed outcome for the dependent variable is the obviously 
possible outcome (referred to as a "success" or a "case” occurs) it is usually coded as 
"1" and the contrary outcome (referred to as a "failure" or a non-occur) as "0". 
Logistic regression is used to predict the odds of being a case based on the values of 
the independent variables (predictors). The odds are defined as the probability that a 
particular outcome is a case divided by the probability that it is not occur. 
A success logistic regression model can be fitted to the predictors using linear 
regression analysis. The predicted value of the logit will be converted into predicted 
odds via the inverse of the natural logarithm, which is the exponential function. Thus, 
although the observed dependent variable in logistic regression is a zero-or-one 
variable, the logistic regression estimates the odds, as a continuous variable, that the 
dependent variable is a “success” (occur). In some applications the odds are all that is 
needed. In others, a specific yes-or-no prediction is needed for whether the dependent 
variable is or is not a case; this categorical prediction can be based on the computed 
odds of a success, with predicted odds above some chosen cutoff value being 
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translated into a prediction of a success. 
Here, we take yi equals to 1 as the company bankrupt (with the probability Pi) 
and yi equals to 0 as the company not go bankrupt (With the probability 1-Pi). 
In logistic regression, we model the probability P that the company go 
bankrupt by specifying the following 
Logistical regression model is standard logistic distribution of error. In logit 
model, the linear relationship is estimated through an exponential transformation, 
called: logistic transformation 
𝑃𝑖 = 𝑓(𝑤𝑖) = 1/(1 + 𝑒
−𝑤𝑖)                   (3.21) 
    Where wi is independent variables estimated through linear function of financial 
Indicators xij (2.18) can be expressed as: 
𝑤𝑖 =∝ + ∑ 𝛽𝑗𝑥𝑖𝑗
𝑚
𝑗=1                       (3.22) 
Because of above procedure, the logistical regression model can be expressed by 
𝑃𝑖 = 1/(1 + 𝑒
−∝− ∑ 𝛽𝑗𝑥𝑗𝑗 )                   (3.23) 
 
And we need to pick up the appropriate xi to calculate the probability of firm’s 
bankruptcy by formula (3.22). 
 
3.3.1 The Wald test (stepwise forward method) 
After basic exclude independent variables by univariate analysis, we can put 
these significant variables into Wald test. 
Stepwise procedure of selection of variables is based on measure the statistical 
significance of the coefficient for the variable. In logistic regression the errors are 
assumed to follow a binomial distribution, and significance is assessed via likelihood 
ratio chi-square test. 
The selection of variables from a model based on stepwise procedure is to check 
for the importance of variables, and the importance of a variable is defined in terms of 
a measure of the statistical significance of the coefficient for the variable. Now, 
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almost all the major software have the option for stepwise logistic regression which is 
quite simple. 
 
Maximum Likelihood Estimation 
The regression coefficients are usually estimated by using maximum likelihood 
estimation. It is not possible to find a closed-form expression for the coefficient 
values that maximize the likelihood function unlike linear regression, so that an 
iterative process must be used instead; for example Newton's method. This process 
begins with a test to current project and change or modifies it until it is improved 
enough. 
Assume that we have a sample of n independent observations (xi, yi), i=1,2,…,n. 
The method of estimation used in multivariable logistic regression model will be the 
same as in the univariate situation-maximum likelihood. 
 The coefficients could be theoretically estimated by splitting the sample into 
pools with similar characteristics and by OLS 
 …or by maximizing the total likelihood or log-likelihood 
 
If Y is coded as 0 or 1, we have 𝑃(𝑌 =  1|𝑥) stands for probability that Y is 
equal to 1 with given x. similarly 𝑃(𝑌 = 0 |𝑥) refers to probability that Y is equal to 
0 with given x. The contribution to the likelihood function is1 − π(𝑥𝑖), where the 
quantity π(𝑥𝑖)  denotes the value of π(x)  calculated at 𝑥𝑖 . Then we have the 
expression: 
π(𝑥𝑖)
𝑦𝑖[1 − 𝜋(𝑥𝑖)]
1−𝑦𝑖                   (3.23) 
And based on expression (3.23), the likelihood function is obtained as the product 
of the terms like: 
l(β) = ∏ π(𝑥𝑖)
𝑦𝑖[1 − π(𝑥𝑖)]
1−𝑦𝑖𝑛
𝑖=1               (3.24) 
L(β) = lnl(β) = ∑ 𝑌𝑖 ∗ ln(𝜋(𝑥𝑖)) + (1 − 𝑌𝑖) ∗ ln (1 − 𝜋(𝑥𝑖))
𝑁
𝑖=1      (3.25) 
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3.3.2 Odds ratio 
The odds ratio is a measure of association which has found wide use, as it 
approximates how much more likely or unlikely for the outcome to be present among 
those with x=1 than among those with x=0. The OR represents the odds that an 
outcome will occur given a particular exposure, compared to the odds of the outcome 
occurring in the absence of that exposure.  
Odds ratios are used to compare the relative odds of the occurrence of the outcome 
of interest (like bankruptcy of a firm), given exposure to the variable of interest (like 
heavy debt history or bad reputation of a company). The odds ratio can also be used to 
determine whether a particular exposure is a risk factor for a particular outcome, and to 
compare the degree of various risk factors for that outcome. 
Let’s say, if y represents the probability of a firm go bankruptcy (bankruptcy or 
non-bankruptcy) and if x denotes the a smart CEO of the company, then OR=0.5 
estimates that the firm’s bankruptcy is one half as likely to occur with the smart CEO 
exists and if OR=2 means that the firm’s bankruptcy is twice as likely to occur with 
given x value. 
 
Table 3.2: values of logistic regression model when independent variable is 
dichotomous. 
Outcome Variable(Y) Independent variable (X) 
 x=1 x=0 
y=1 π(1)
= 𝑒𝛽0+𝛽1/(1 + 𝑒𝛽0+𝛽1) 
π(0) =
𝑒𝛽0
(1 + 𝑒𝛽0)
 
y=0 1 − π(1) = 1/(1 +
𝑒𝛽0+𝛽1) 
1 − π(0) = 1/(1 + 𝑒𝛽0) 
Total 1.0 1.0 
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OR =
(
𝑒𝛽0+𝛽1
1+𝑒𝛽0+𝛽1
)/(
1
1+𝑒𝛽0+𝛽1
)
(
𝑒𝛽0
1+𝑒𝛽0
）/（
1
1+𝑒𝛽0
）
 =𝑒𝛽1                  (3.26) 
For a dichotomous variable (have two values) the parameter of interest is the odds 
ratio. An estimate of this parameter may be obtained from the estimated logistic 
regression coefficient, regardless of how the variable is coded. 
And about confidence intervals, usually the 95% confidence interval (CI) is used 
to estimate the precision of the OR. A large CI indicates a low level of precision of the 
OR, whereas a small CI indicates a higher precision of the OR. It is important to note 
however, that unlike the p value, the 95% CI does not report a measure’s statistical 
significance. In practice, the 95% CI is often used as a proxy for the presence of 
statistical significance if it does not overlap the null value (e.g. OR=1).  
 
 
3.3.3 Classification table 
For binary response data, the response is either an event occurs or not occurs. In 
binary logistic, the response with ordered Value 1 is regarded as the event occurs, and 
the response with ordered Value 0 is the event not occurs. Logistic regression models 
the probability of the event. From the fitted model, a predicted event probability can 
be computed for each observation. 
To obtain the dichotomous variable we must define a cut point, and compare 
each estimated probability to the cut point. If the estimated probability is bigger than 
the cut point then we let the derived variable be equal to 1; vice versa, if the estimated 
probability is smaller than the cut point, the derived variable will be defined as 0. 
     A method to compute a reduced-bias estimate of the predicted probability is 
given in the section predicted probability of an event for classification. If the 
predicted event probability exceeds or equals some cut point value, the observation is 
predicted to be an event observation; otherwise, it is predicted as a nonevent. A 
frequency table can be obtained by cross-classifying the observed and predicted 
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responses.  
The accuracy of the classification is measured by its sensitivity (the ability to 
predict an event occurs correctly) and specificity (the ability to predict a non-occur 
event correctly). Sensitivity is the proportion of event responses that were predicted to 
occur. Specificity is the proportion of nonevent responses that were predicted to be 
not occurs. Logistic regression also computes three other conditional probabilities: 
false positive rate, false negative rate, and rate of correct classification. The false 
positive rate is the proportion of predicted event responses that were observed as 
non-occur. The false negative rate is the proportion of predicted non-occur responses 
that were observed as event occurs. An example of classification table is below shown 
in Table3.3. 
 
Table 3.3: Classification table 
π=0.55 
Classified Observed Total 
DFREE=1 
Drug Free 
DFREE=0 
Returned to Drug Use 
DFREE=1 
DFREE=0 
15 
301 
12 
247 
27 
548 
Total 316 259 575 
Sensitivity=15/316=1.7%; Specificity=247/259=95.4% 
 
It’s simply to calculate the prior probability of default, the false positive rate and 
false negative rate: 
𝑃𝐹+ = 𝑃𝑟(−B|A) =
𝑃𝑟(A|−B)[1−𝑃𝑟(𝐵)]
𝑃𝑟(A|−B)+𝑃𝑟(B)[𝑃𝑟(A|B)−𝑃𝑟(A|−B)
        (3.27) 
𝑃𝐹− = 𝑃𝑟(B|−A) =
[1−𝑃𝑟(A|B)]𝑃𝑟(𝐵)
1−𝑃𝑟(A|−B)−𝑃𝑟(B)[𝑃𝑟(A|B)−𝑃𝑟(A|−B)]
       (3.28) 
 
 
30 
 
3.3.4 ROC curve 
Receiver operating characteristic curve (ROC curve) is a graphical plot that 
illustrates the performance of a binary classifier system as its discrimination threshold 
is varied. The curve is created by plotting the true positive rate against the false 
positive rate at various threshold settings which is sensitivity against specificity.  
A ROC space is defined by FPR and TPR as x and y axes respectively, which 
depicts relative trade-offs between true positive (benefits) and false positive (costs). 
Since TPR is equivalent to sensitivity and FPR is equal to 1 − specificity, the ROC 
graph is sometimes called the sensitivity vs (1 − specificity) plot. Each prediction 
result or instance of a confusion matrix represents one point in the ROC space. 
Combine with the prediction and performances to generate the ROC curve under 
evaluate method. 
The area under the ROC which is also called AUC, when using normalized units, 
the area under the curve is equal to the probability that a classifier will rank a 
randomly chosen positive instance higher than a randomly chosen negative one 
(assuming 'positive' ranks higher than 'negative'). This can be seen as follows: the area 
under the curve is given by. The area of actual model is shown in Figure 3.1. 
Figure 3.1 ROC curve
4
 (Plot of sensitivity versus 1-specificity for all possible cut 
points. 
 
                                                 
4 See in Bibliography [4], P163 
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AUC=0.5, It suggests no discrimination. 
0.5＜AUC＜0.7, which means the model has a few veracity. 
0.7＜AUC＜0.9, which means the model has a certain extent veracity, excellent. 
The more closely to 1, the better the accuracy is the model. 
We can also use ROC curve to judge the better method by compare the area 
under the ROC curve, the bigger the better. 
The test measurements may contain missing values and two methods are provide
d to handle missing values when comparing ROC areas – pairwise deletion and casew
ise deletion.  This is described in detail later. 
 
Sensitivity and specificity versus criterion value 
Figure 3.2: Sensitivity and specificity versus criterion value
5
 
 
When you select a higher criterion value, the false positive fraction will decrease 
with increased specificity but on the other hand the true positive fraction and 
sensitivity will decrease: 
 
 
 
 
 
                                                 
5 Also see in Bibliography [4] 
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4. Empirical Scoring Model 
In this section, by using method described in chapter three empirical model will 
be made after filter the significant variables which are financial ratios.  
 
4.1 Input data description 
Data description process is mainly to do the basic data analysis, to describe basic 
characteristic of variables. We can use SPSS to generate the descriptive statistics like 
mean, std. deviation, minimum, maximum and variance. Though this statistics, we 
can get comprehensive understanding of the feature of variables. 
 
Table 4.1: Data descriptive Statistics 
 N Minimum Maximum Mean Std. 
Deviation 
Variance 
ROE 372 -41.50 40.50 .4120 3.82339 14.618 
ROA (EBITDA) 371 -1067.00 10.95 -3.5947 55.96911 3132.542 
ROA 371 -1195.00 10.95 -3.9937 62.57730 3915.918 
ROS 369 -120.25 537.12 .7020 28.92417 836.608 
D/A 371 -19.72 1200.00 6.5487 67.37519 4539.417 
Bank loans/A 371 -.01 144.20 .5765 7.49637 56.196 
DSI 369 .00 1992.59 51.9717 181.38231 32899.543 
DSO 369 -367.20 1239750 3784.9 64587.52 4171548358 
A*360/Sales 369 -56.90 8404200 26944.0 438795.87 192541819336 
current ratio 372 -10.81 214.00 4.8711 17.98192 323.349 
Quick ratio 372 -10.10 214.00 4.5060 17.97285 323.023 
Cash ratio 372 -8.81 214.00 3.1954 17.04733 290.611 
working capital to 
A 
371 -1199.00 50.90 -5.3330 68.55948 4700.403 
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gross profit margin 369 -71.00 1.15 -.3839 5.41579 29.331 
Financial leverage 372 -98.17 934.95 7.8476 61.19683 3745.051 
interests/ EBIT 372 -17.13 5.79 -.0369 1.17444 1.379 
capital 
employed/FA 
297 -1413.14 1001.98 .2641 115.51873 13344.576 
current 
liabilities/A 
371 -.28 1200.00 5.6830 66.77755 4459.241 
D/E 372 -82.99 933.95 6.7966 60.94417 3714.191 
Bank loans/E 372 -80.30 303.09 .6147 17.46079 304.879 
Valid N (listwise) 296      
 
According to Table 4.1, first we can see the number of each variable. The 
number of “capital employed/FA” is 297 which are far more less than the number of 
other variables. And its maximum and minimum value shows the extreme situation of 
data, the value of std. deviation and variance also proved it. This kind of variable is 
not a good one for deeper analysis. 
Arithmetic Mean value is one of most used measurement in central tendency. 
Variance tests the dispersion which is increase of each unit of its arithmetic mean of 
the correlations. A small variance indicates that the data points tend to be very close 
to the mean (expected value) and hence to each other, while a high variance indicates 
that the data points are very spread out around the mean and from each other. 
Standard deviation is the square root of a variance. Like variables “current ratio”, 
“quick ratio” and “cash ratio” have got similar mean value, std. deviation value, we 
have no need to include all three variables in analysis. 
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4.2 Univariable analysis 
Before the Wald test, we can do a univariable analysis to delete some insignificant 
financial indicators or multiple linear problems. 
 
Table 4.2: Univariables analysis table 
 
Based on Table 4.2, we can see the red part p value are all above 0.05, which 
means variables x1, x7,x8,x9,x14,x15,x16,x19 and x20 are not significant, we can 
delete them. The rest can be continuing test in the Wald test. 
And B is the coefficient of variables to prediction of firms’ default; here 
coefficients which are negative mean variables have a negative effect on p value, we 
called them protection factor; vice versa, the coefficients which are positive denotes a 
positive effect on p value and we call the risk factors. 
 
 
Exp(B)
Lower Upper
x1 ROE 0.022 0.029 0.58 0.446 1.022 0.966 1.082
x2 ROA(EBITDA) -1.062 0.288 13.597 0 0.346 0.197 0.608
x3 ROA -1.009 0.277 13.318 0 0.364 0.212 0.627
x4 ROS -0.507 0.199 6.51 0.011 0.602 0.408 0.889
x5 D/A 1.051 0.195 29.12 0 2.862 1.953 4.193
x6 Bankloans/A 1.985 0.515 14.871 0 7.277 2.654 19.953
x7 DSI 0.002 0.001 3.559 0.059 1.002 1 1.004
x8 DSO 0 0 0.422 0.516 1 1 1
x9 A*360/Sales 0 0 0.445 0.505 1 1 1
x10 current ratio -0.414 0.085 23.815 0 0.661 0.56 0.781
x11 Quick ratio -0.408 0.088 21.633 0 0.665 0.56 0.79
x12 Cash ratio -1.01 0.201 25.36 0 0.364 0.246 0.54
x13 Working capital/CA -0.223 0.078 8.216 0.004 0.8 0.687 0.932
x14 gross profit margin -0.027 0.025 1.165 0.28 0.973 0.927 1.022
x15 Financial leverage 0 0.002 0.005 0.946 1 0.997 1.003
x16 interests/EBIT -0.181 0.131 1.914 0.166 0.835 0.646 1.078
x17 capital employed/FA -0.021 0.009 5.679 0.017 0.98 0.963 0.996
x18 current liabilities/A 2.012 0.289 48.548 0 7.477 4.246 13.168
x19 D/E 0 0.002 0.004 0.951 1 0.997 1.003
x20 Banklolans/E 0.005 0.007 0.452 0.502 1.005 0.991 1.018
95% C.I.for EXP(B)
B S.E. Wald Sig.
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4.3 Multivariable regression analysis 
In this section, we will build the estimate logistic model by theory describe in 
chapter three on SPSS.  
 
4.3.1 The Wald test 
First we use the Wald test to choose independent variable into the model step by 
step and then pick up the best fitting model by the regression analysis result. 
 
Table 4.3: Encoding information of dependent variables 
Dependent Variable Encoding 
Original Value Internal Value 
pro. of non-bankruptcy 0 
pro. of bankruptcy 1 
Initial value 0 indicates that the company is not bankruptcy, and value 1 denotes 
the firm has probability of bankruptcy. 
 
Table 4.4: Test results of no independent variable but constant. 
Variables in the Equation 
 B S.E. Wald df Sig. Exp(B) 
Step 0 Constant -.176 .117 2.278 1 .131 .839 
We can see in the Table 4.4, the B equals to logit value of the firm’s bankruptcy, 
S.E. is the standard error. Wald chi-square value is 2.278 and sig. is the p value of 
Wald chi-square at 1 degree of free. 
 
 
Table 4.5: Omnibus Tests of Model Coefficients 
  Chi-square df Sig. 
Step 5.653 1 .017 
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Block 119.444 4 .000 
Model 119.444 4 .000 
We can see the significant values are all smaller than 0.05, which means the 
process is ok. Let’s continue. 
 
 
Table 4.6: Model summary 
 
Step -2 Log likelihood Cox & Snell R 
Square 
Nagelkerke R 
Square 
1 308.414a .286 .382 
2 301.100a .303 .405 
3 294.265a .319 .427 
4 288.612a .332 .444 
a. Estimation terminated at iteration number 7 because parameter estimates changed by less 
than .001. 
As shown in Table 4.6, the -2 log likelihood value of final model is the lowest 
288.6 and two R
2
 is higher which means the model has better goodness of fit. 
 
 
Table 4.7:Hosmer and Lemeshow Test 
Chi-square df Sig. 
11.778        8       .161 
The sig. value is higher than 0.05, which means the model is significant. 
 
  B S.E. Wald df Sig. Exp(B) 95% C.I.for 
EXP(B) 
Lower Upper 
ROAEBITDA -1.351 .555 5.923 1 .015 .259 .087 .769 
DA 1.005 .481 4.365 1 .037 2.732 1.064 7.015 
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BankloansA 2.083 .814 6.543 1 .011 8.028 1.627 39.602 
currentliabilitiestoA 1.935 .552 12.311 1 .000 6.925 2.349 20.412 
Constant -2.363 .349 45.751 1 .000 .094     
 
 
Table 4.8: Logistic regression analysis result 
  B S.E. Wald df Sig. Exp(B) 95% C.I.for 
EXP(B) 
Lower Upper 
ROA(EBITDA) -1.351 .555 5.923 1 .015 .259 .087 .769 
DA 1.005 .481 4.365 1 .037 2.732 1.064 7.015 
Bank loans/A 2.083 .814 6.543 1 .011 8.028 1.627 39.602 
CL/A 1.935 .552 12.311 1 .000 6.925 2.349 20.412 
Constant -2.363 .349 45.751 1 .000 .094     
Log likelihood=-144.306             R square=0.33 
Then we can write the prediction model based on the analysis result: 
y = −1.351𝑥2 + 1.005𝑥5 + 2.083𝑥6 + 1.935𝑥19 − 2.363       (4.1) 
 
Logit model: 
𝑝𝑖 =
1
1+exp [−(−1.351𝑥2+1.005𝑥5+2.083𝑥6+1.935𝑥19−2.363)
        (4.2) 
    
 Here x2 refers to return on assets, x5 means debt to assets ratio, x6 is bank loan 
to assets ratio and x19 is current liability to assets ratio. These four independent 
variables have important effect on firms’ bankruptcy, the probability of bankruptcy 
increases as the increase of variables x2, and decreases as the increase of variables x5, 
x6 and x19. 
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4.3.2 Odds ratio 
Now, we may find out if our model is accuracy or not. First we calculated the 
odds ratio of each independent variables and build up the estimated odds ratio and 95 
percent confidence limits based on the model. 
Table 4.9: Odds ratio of ROA by Stata 
After steps on Stata, we can get the odds ratio and the standard error of the variable. 
Logistic regression  
Proablility of 
Bankruptcy 
Odds 
Ratio 
Std.Err. z P＞|z| [95% Conf. Interval] 
ROA 0.345656 0.099581 -3.69 0 0.1965257 0.607953 
_cons 0.805111 0.087563 -1.99 0.046 0.6505484 0.996396 
       
Proablility of 
Bankruptcy 
Odds 
Ratio 
Std.Err. z P＞|z| [95% Conf. Interval] 
Bankloans/A 7.276601 3.744949 3.86 0 2.653703 19.95285 
_cons 0.638326 0.078856 -3.63 0 0.5010586 0.813199 
Logistic regression       
 
Figure 4.1 Estimated odds ratio and 95 percent confidence limits for return on assets  
based on the model 
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See on Chart 4.1, before ROA equals to 0, odds ratio are all smaller than 1, when 
ROA is above 0, we can see the odds ratio is higher than 1 which means the 
probability of bankruptcy is more likely to occur. 
 
 
Table 4.10: odds ratio of Bank loan/A by Stata 
Again we can do simply calculation of bank loan to assets on Stata. 
Logistic regression       
Probability of Bankruptcy Odds 
Ratio 
Std.Err. z P＞|z| [95% Conf. Interval] 
D/A 1.324017 0.21503 6.16 0 0.9025659 1.745467 
_cons -1.66425 0.224473 -7.41 0 -2.104208 -1.22429 
 
Figure 4.2: Estimated odds ratio and 95 percent confidence limits for bank loan to 
assets base on the model 
 
Here we see that after bank loan /A is above 0.1, the lower odds ratio is above 1, 
which means the probability of bankruptcy is more likely to occur. 
Again we get the odds ratio of D/A 1.324 and standard error 0.215 from STATA 
in the same way. And results show in Figure 4.3. 
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Figure 4.3 Estimated odds ratio and 95 percent confidence limits for debt to assets 
base on the model 
 
The estimated odds ratio is all higher than 1 which indicates a more likely 
probability of firm’s bankruptcy  
The odds ratio of CL/A is 7.477 and standard error is 2.159 according to Table 
4.12. 
 
Figure 4.4 Estimated odds ratio and 95 percent confidence limits for current liability 
to assets base on the model  
 
When independent variable equals to -0.28, the mean odds ratio is 0.123 which is 
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versa, after odds ratio is above 1 which indicates the more likely occur of firm’s 
bankruptcy. 
 
4.3.3 Classification table 
Table 4.13: classification table 
Observed Predicted 
probability of b  Percentage 
Correct 0（D） 1（~D） total 
probability 
of b 
0（+） 137 24 161 85.1 
1（-） 43 92 135 68.1 
 180 116  77.4 
The cut value is 0.500 
According to first Table 4.13, we can easily figure it out that there are 161 
non-bankruptcy companies and 135 bankruptcy companies taken into account in our 
model. 137 of non-bankruptcy are successful predict by our model, so do 92 
bankruptcy firms, which is again 24 non-bankruptcy companies are predict false as 
well as 43 bankruptcy firms. Percentage correct is 77.4 percent, which is a good one. 
 
Table 4.14: calculations due to classification table 
sensitivity Pr( +| D) 76.11% 
specificity Pr( -|~D) 79.31% 
positive predictive value Pr( -|~D) 85.09% 
negative predictive value  Pr(~D| -) 68.15% 
False + rate for true ~D  Pr( +|~D) 20.69% 
False - rate for true D Pr( -|~D) 23.89% 
False + rate for classified + Pr(~D| +) 14.91% 
False - rate for classified - Pr(D| -) 31.85% 
More specifically, we calculate the sensitivity and specificity as well as positive 
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predictive value proportion, negative predictive value based on formula described in 
chapter three. Sensitivity of non-bankruptcy is 137/180=76.1% and specificity 
=92/116=79.3%. 
For example, false + rate for true ~D indicates that the wrong predict 
non-bankruptcy firms to total predicted bankruptcy firms. False - rate for true D refers 
to the wrong predict bankruptcy firms to total predicted non-bankruptcy firms. 
 
4.3.4 ROC curve 
We have 1-speciality as abscissa axis and sensitivity as vertical coordinates to 
generate the ROC curve. 
 
Table 4.15 :Area Under the Curve 
Test Result Variable(s): Predicted probability 
Area Std. 
Errora 
Asymptotic 
Sig.b 
Asymptotic 95% 
Confidence Interval 
Lower 
Bound 
Upper 
Bound 
.863 .019 .000 .825 .900 
a. Under the nonparametric assumption 
b. Null hypothesis: true area = 0.5 
 
Chart 4.5: ROC curve 
 
ROC area: 0.863 
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X-axis represents specificity, which is the relation of default incorrect classified 
with total default group (the incorrect predicted percentage of probability of default 
firms), and y-axis informs to sensitivity, it indicates the correct predicted percentage 
of probability of non-default firms. The more ROC curve is closer to the upper left 
corner of the figure, the more effective of our model is to estimate predicted 
probability of default, then we can also measure if our model is significant or not.  
According to Table 4.15, the area under ROC curve is 0.863, 95% confidence 
interval is 0.825 to 0.900, which is very close to the ideal type--1, standard error is 
0.019 and sig. value is 0.00, our model has a good accuracy on estimate the 
probability of firms’ bankruptcy. The selected independent variables are significant to 
our model.  
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5. Conclusion 
In this thesis, we are trying to build a scoring model by using logistic regression 
method to classify a company is a good or a bad one. After analysis nearly 400 
companies and pick up the most relatively or significance variables to build up the 
model. 
At first, we have done the univariable analysis, to delete some less relatively or 
important independent variables like gross profit margin and financial leverage. Then 
we put the variables into the Wald test step by step to select the most important 
variables to generate the model. 
After model generated, we have classification table and ROC curve to evaluate if 
our model can explain the data and the prediction of firms’ bankruptcy. Fortunately, 
we have got 77.4 percentage predictions correct in classification table and 0.863 in 
ROC curve, which means our model can explain the topic to some extent and help us 
make prediction about companies, avoid risk and to be a smart investors. 
Although we study in credit scoring model of analysis financial status of firms, 
but the credit risk management is a huge work and changes all the time by various 
factors, as we have limited time and ability to use more methods, our model of 
prediction could be more significant and powerful. 
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Annex 1: Full steps in Wald test 
 
 B S.E. Wald df Sig. Exp(B) 
Step 1a 
DA 2.730 .392 48.412 1 .000 15.329 
Constant -2.494 .342 53.214 1 .000 .083 
Step 2b 
currentliabilitieslA 1.319 .489 7.288 1 .007 3.741 
DA 1.916 .468 16.777 1 .000 6.797 
Constant -2.550 .343 55.182 1 .000 .078 
Step 3c 
currentliabilitieslA 1.915 .534 12.873 1 .000 6.788 
DA 1.299 .494 6.907 1 .009 3.666 
BankloansA 2.055 .803 6.549 1 .010 7.810 
Constant -2.654 .348 58.193 1 .000 .070 
Step 4d 
currentliabilitieslA 1.935 .552 12.311 1 .000 6.925 
ROAEBITDAA -1.351 .555 5.923 1 .015 .259 
DA 1.005 .481 4.365 1 .037 2.732 
BankloansA 2.083 .814 6.543 1 .011 8.028 
Constant -2.363 .349 45.751 1 .000 .094 
 
 
Annex 2: full steps of classification table 
 
Classification Tablea 
Observed 
Predicted 
proablity of bankcrupcy Percentage Correct 
0. pro. of bankcrupcy 
Step 1 
proablity of bankcrupcy 
0. 135 26 83.9 
pro. of bankcrupcy 47 88 65.2 
Overall Percentage   75.3 
Step 2 
proablity of bankcrupcy 
0. 131 30 81.4 
pro. of bankcrupcy 49 86 63.7 
Overall Percentage   73.3 
Step 3 
proablity of bankcrupcy 
0. 134 27 83.2 
pro. of bankcrupcy 43 92 68.1 
Overall Percentage   76.4 
Step 4 proablity of bankcrupcy 0. 137 24 85.1 
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pro. of bankcrupcy 43 92 68.1 
Overall Percentage   77.4 
a. The cut value is .500 
 
Annex3：Hosmer and Lemeshow Test 
Step Chi-square df Sig. 
1 13.915 8 .084 
2 18.734 8 .016 
3 9.015 8 .341 
4 11.778 8 .161 
 
 
Annex4: log likelihood and R square 
 
Step -2 Log likelihood Cox & Snell R 
Square 
Nagelkerke R 
Square 
1 308.414a .286 .382 
2 301.100a .303 .405 
3 294.265a .319 .427 
4 288.612a .332 .444 
a. Estimation terminated at iteration number 7 because parameter 
estimates changed by less than .001. 
 
 
 
Annex5: Omnibus Tests of Model Coefficients 
 Chi-square df Sig. 
Step 1 
Step 99.642 1 .000 
Block 99.642 1 .000 
Model 99.642 1 .000 
Step 2 
Step 7.314 1 .007 
Block 106.956 2 .000 
Model 106.956 2 .000 
Step 3 
Step 6.836 1 .009 
Block 113.792 3 .000 
Model 113.792 3 .000 
Step 4 
Step 5.653 1 .017 
Block 119.444 4 .000 
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Model 119.444 4 .000 
 
 
 
Annex6: Table statistics of bankruptcy data 
 N Minimu
m 
Maximum Mean Std. 
Deviation 
ROE 172 -16.55 24.62 .5783 3.13862 
ROA (EBITDA/A) 171 -1067.00 10.95 -8.0035 82.34853 
ROA= EBIT/A 171 -1195.00 10.95 -8.8219 92.08171 
ROS = EBIT/S 170 -120.25 8.89 -1.6860 10.61126 
D/A 171 -19.72 1200.00 13.4850 98.94354 
Bank loans/A 171 .00 144.20 1.1495 11.02867 
Inventories*360/Sales 170 .00 1992.59 74.6836 241.72768 
receivables*30/Sales 170 -367.20 1239750.00 7801.3239 95103.71301 
 A*360/Sales 170 -56.90 8404200.00 54086.8501 
645363.6093
0 
current ratio 172 -3.53 11.86 1.1377 1.50510 
Quick ratio 172 -3.53 11.86 .9055 1.46842 
Cash ratio 172 -5.97 8.78 .1592 .87207 
capital employed/Fixed 
assets 
135 -1413.14 313.45 -19.2113 138.57038 
(current assets-current 
liabilities)/current 
assets 
171 -1199.00 50.90 -11.9332 100.73708 
gross profit/sales 170 -71.00 1.15 -.7512 6.21778 
Financial leverage 172 -98.17 408.15 8.0806 52.35056 
interests/ EBIT 172 -17.13 5.79 -.1391 1.61080 
capital employed/Fixed 
assets 
135 -1413.14 313.45 -19.2113 138.57038 
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current liabilities/A 171 -.28 1200.00 11.8495 98.15396 
D/E 172 -82.99 407.15 7.0037 51.70983 
Bank loans/E 172 -80.30 303.09 1.3130 25.42452 
Annex7: statistics of non-bankruptcy 
 N Minimu
m 
Maximum Mean Std. 
Deviation 
ROE 172 -16.55 24.62 .5783 3.13862 
ROA (EBITDA/A) 171 -1067.00 10.95 -8.0035 82.34853 
ROA= EBIT/A 171 -1195.00 10.95 -8.8219 92.08171 
ROS = EBIT/S 170 -120.25 8.89 -1.6860 10.61126 
D/A 171 -19.72 1200.00 13.4850 98.94354 
Bank loans/A 171 .00 144.20 1.1495 11.02867 
Inventories*360/Sales 170 .00 1992.59 74.6836 241.72768 
receivables*30/Sales 170 -367.20 1239750.00 7801.3239 95103.71301 
 A*360/Sales 170 -56.90 8404200.00 54086.8501 
645363.6093
0 
current ratio 172 -3.53 11.86 1.1377 1.50510 
Quick ratio 172 -3.53 11.86 .9055 1.46842 
Cash ratio 172 -5.97 8.78 .1592 .87207 
capital employed/Fixed 
assets 
135 -1413.14 313.45 -19.2113 138.57038 
(current assets-current 
liabilities)/current 
assets 
171 -1199.00 50.90 -11.9332 100.73708 
gross profit/sales 170 -71.00 1.15 -.7512 6.21778 
Financial leverage 172 -98.17 408.15 8.0806 52.35056 
interests/ EBIT 172 -17.13 5.79 -.1391 1.61080 
capital employed/Fixed 
assets 
135 -1413.14 313.45 -19.2113 138.57038 
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current liabilities/A 171 -.28 1200.00 11.8495 98.15396 
D/E 172 -82.99 407.15 7.0037 51.70983 
Bank loans/E 172 -80.30 303.09 1.3130 25.42452 
 
