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Abstract
We study discrete, generally non-self-adjoint Hamiltonian systems, deﬁning Weyl–Sims sets, which replace the classical Weyl
circles, and a matrix-valued M-function on suitable cone-shaped domains in the complex plane. Furthermore, we characterise
realisations of the corresponding differential operator and its adjoint, and construct their resolvents.
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1. Introduction
Weyl’s celebrated 1910 paper [9] initiatedwhat is today known as theWeyl–Titchmarsh theory of the Sturm–Liouville
differential equation
−(py′)′ + qy = wy (1.1)
with real coefﬁcients on intervals with singular end-points. One of Weyl’s results is that, for each  ∈ C\R,
Eq. (1.1) has a non-trivial solution which is w-square integrable near a singular end-point. The question of how many
such (linearly independent) solutions exist is connected to the number of self-adjoint realisations of the corresponding
Sturm–Liouville differential operator, and is answered inWeyl’s alternative, leading to a general classiﬁcation of singu-
lar Sturm–Liouville problems. The Titchmarsh–Weyl m-function, an analytic function in the complex upper half-plane
used to characterise the distinguished solutions, plays an important role in the spectral analysis of Sturm–Liouville
operators.
Sims [7] studied Eq. (1.1) with a complex-valued function q, with the aim of establishing an analogue of the
Weyl–Titchmarsh theory for non-self-adjoint equations. Here the m-function is deﬁned on a collection of rotated
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half-planes which do not intersect the numerical range of the operator. This approach was taken up in [3,4], extended
to Hamiltonian systems of the form
Jy′ = (A + B)y; (1.2)
here A and B are complex 2n× 2n matrix-valued functions with A0, and J =
(
0n
In
−In
0n
)
, where In and 0n denote the
n × n identity and null matrices, respectively. They give a classiﬁcation of cases depending on the number of linearly
independent A-square integrable solutions, which roughly corresponds to Weyl’s alternative. They also establish the
analytical properties of the matrix-valued Titchmarsh–Weyl function M(), which is now deﬁned on a collection of
suitable cone-shaped regions in the complex plane, and discuss the associated differential operator and its adjoint.
Difference equations arise naturally as discretised analogues of differential equations, and appear in their own right
e.g., in the recurrence formulae for special functions and orthogonal polynomials. In spectral theory, difference operators
are studied as models which avoid the inherent unboundedness of differential operators, the most prominent example
being Jacobi matrices, with three-term recurrence formulae as eigenvalue equations, for which a Weyl-type theory was
developed by Nevanlinna and Hellinger (cf. the detailed account in [1,2]).
Clark and Gesztesy [5], motivated by a remark by Krall that, in spite of the vast literature on the subject, a
Weyl–Titchmarsh theory for general discrete Hamiltonian systems was still missing, investigated the solutions, Green’s
functions and matrix-valued M-functions for self-adjoint boundary value problems for such systems with one or two
singular end-points.
In the present paper, we follow the example of [4] to study the discrete non-self-adjoint Hamiltonian system
Jyk = (Ak + Bk)yk (k ∈ N0), (1.3)
where  is a mixed right-/left-difference operator and (Ak)k∈N0 , (Bk)k∈N0 are 2n × 2n matrix-valued sequences.
Although large parts of the reasoning in [4] can be transferred to this situation, it turns out that the discrete problem
presents a number of speciﬁc difﬁculties; thus, for example, the distinction between left and right differences has
no analogue in the differential equation case, and the product rule for differences is not nearly as convenient as the
corresponding rule for derivatives. We therefore put the emphasis on questions which require a different treatment than
in the case of (1.2), referring to [4] for those points which carry over in a more straightforward way.
The paper is structured as follows. In Section 2, we study the properties of (1.3) as a difference equation, singling
out a fundamental system of solutions on which subsequent constructions are based, and providing an analogue for the
important tool of integration by parts. Section 3 introduces the Weyl–Sims sets Dk(), nested sets of matrices which
replace the usual Weyl circles. The elements of their limit set D∞() parametrise the Weyl solutions. In Section 4, we
prove the existence of Titchmarsh–Weyl M-functions for our system on suitable cone-shaped regions in the complex
plane. The Weyl solutions are shown to satisfy a limiting condition at inﬁnity, which can be used to deﬁne operator
domains for the difference operatorL associatedwith (1.3) and its formal adjoint L˜. IfD∞() has only one element for
some, then the functionM and the operatorsL, L˜ are uniquely determined. InSection 5,we solve the inhomogeneous
equation to construct the resolvent operator, and show that L˜ is indeed the adjoint of L.
Throughout the paper, we use the following notation. The basic difference operator in (1.3) is
=
(
+ 0n
0n −
)
,
where +(−) denotes the right- (left-) difference operator for Cn-valued sequences, (+u)k = uk+1 − uk, (−u)k =
uk − uk−1. For each k ∈ N0, Ak and Bk are complex 2n × 2n matrices with block structure
Ak =
(
A
(1)
k 0n
0n A(2)k
)
, Bk =
(
B
(1)
k B
(2)
k
B
(3)
k B
(4)
k
)
.
We assume that Ak > 0 for all k ∈ N0, but Bk is a general (not necessarily Hermitian) matrix.
A sequence
y =
((
v−1
)
,
(
u0
v0
)
,
(
u1
v1
)
, . . .
)
is called solution of the difference equation (1.3) if (1.3) holds for all k ∈ N0.
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We call a sequence y = {yk}∞k=k0 , yk ∈ C2n, A-square summable if and only if
∑∞
k=0 y∗kAkyk <∞. The complex
Hilbert space of all A-square summable sequences is denoted byHA, with scalar product
(f, g)A =
∞∑
k=0
g∗kAkfk
and norm ‖f ‖A = (f, f )1/2A (f, g ∈HA). Moreover, a 2n × n matrix is called A-square summable if and only if each
of its columns is A-square summable. We use a corresponding terminology for other 2n × 2n weight matrices.
2. The homogeneous difference equation
In this section we study the basic properties of the discrete Hamiltonian system (1.3) as a difference equation, noting
the existence and uniqueness of solutions of initial-value problems and deﬁning a canonical fundamental system which
will serve as a basis for the subsequent constructions. A certain complication arises from the distinction between left
and right differences in (1.3); this becomes most prominent in the analogue of integration by parts (Theorem 2.3),
where the sequences appear shifted in the lower half on the right-hand side. For solutions of the Hamiltonian system
and its adjoint, this partial shift can be conveniently expressed as multiplication with a suitable matrix function (see
(2.1), (2.5)).
Lemma 2.1 (Existence and Uniqueness Theorem for (1.3)). Assume that (In +B(2)k )−1 and (In +B(3)k )−1 exist for all
k ∈ N0, and suppose that uK and vK are given for some K ∈ N0. Then there exists a unique solution y of Eq. (1.3)
such that yk =
(
uk
vk
)
.
This can be easily seen by writing (1.3) in the form
uk+1 = (In + B(3)k )uk + (A(2)k + B(4)k )vk ,
vk+1 = (In + B(2)k+1)−1(−(A(1)k+1 + B(1)k+1)uk+1 + vk).
Lemma 2.2. Suppose that (In +B(2)k )−1 exists for all k ∈ N0 and that u0 is given. Then there exists a unique solution
y of Eq. (1.3) such that v−1 = 0 and u0 is the given value. This solution can be interpreted as satisfying the boundary
condition at 0,
(In + B(2)0 )v0 = −(A(1)0 + B(1)0 )u0.
Theorem 2.3 (Summation by parts). Let
y =
((
v−1
)
,
(
u0
v0
)
,
(
u1
v1
)
, . . .
)
and
z =
((
v˜−1
)
,
(
u˜0
v˜0
)
,
(
u˜1
v˜1
)
, . . .
)
.
Then for m ∈ N0, k >m we have
k−1∑
i=m
[z∗k(Jyk) − (Jzk)∗yk] = ẑ∗kJ ŷk − ẑ∗mJ ŷm,
where
ŷk =
(
uk
vk−1
)
and ẑk =
(
u˜k
v˜k−1
)
(k ∈ N0).
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Proof.
k−1∑
i=m
[z∗i (Jyi) − (Jzi)∗yi] =
k−1∑
i=m
(˜u∗i vi−1 − u˜∗i+1vi + v˜∗i ui+1 − v˜∗i−1ui)
=
k−1∑
i=m
[+(˜v∗i−1ui) − +(˜u∗i vi−1)]
= [˜v∗i−1ui − u˜∗i vi−1]ki=m = ẑ∗i J ŷi |ki=m. 
If y is a solution of Eq. (1.3), it is related to ŷ via
yk = Hkŷk (k ∈ N0), (2.1)
where
Hk =
(
In 0n
−(In + B(2)k )−1(A(1)k + B(1)k ) (In + B(2)k )−1
)
(2.2)
(k ∈ N0). Note that Hk is regular with
H−1k =
(
In 0n
(A(1)k + B(1)k ) (In + B(2)k )
)
, k ∈ N0.
Hence, Eq. (1.3) is equivalent to the right-difference equation
J+ŷk = (Ak + Bk)Hkŷk ( ∈ C, k ∈ N0), (2.3)
since Jyk = J+ŷk . Clearly an Existence and Uniqueness Theorem analogous to Lemma 2.1 holds for Eq. (2.3).
The formal adjoint of Eq. (1.3) takes the form
Jzk = (Ak + B∗k )zk ( ∈ C, k ∈ N0); (2.4)
an Existence and Uniqueness Theorem for Eq. (2.4) holds under the hypotheses of Lemma 2.1.
A solution z of Eq. (2.4) is related to ẑ via
zk = H˜k̂zk+1 (k ∈ N0), (2.5)
where
H˜k =
(
(In + B(2)∗k )−1 −(In + B(2)∗k )−1(A(2)k + B(4)∗k )
0n In
)
(k ∈ N0).
Note that
H˜−1k =
(
(In + B(2)∗k ) (A(2)k + B(4)∗k )
0n In
)
(k ∈ N0).
Hence, Eq. (2.4) is equivalent to the equation
J−ẑk+1 = J+ẑk = (Ak + B∗k )H˜k̂zk+1 = H ∗k (Ak + B∗k )̂zk+1 (2.6)
( ∈ C, k ∈ N0). A sequence (Ŷk)k∈N0 of 2n × 2n matrices is called a fundamental system of (2.3) if its columns are
linearly independent solutions of Eq. (2.3); clearly this is the case if and only if Ŷk has rank 2n for some k ∈ N0. In
this case the columns of Yk = HkŶk form a fundamental system (system of linearly independent solutions) of (1.3).
In the following, let the C2n,2n matrix sequence Ŷ = ((̂k|̂k))k∈N0 be the fundamental system of (2.3) satisfying the
initial condition
Ŷ0 = J . (2.7)
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Then Y = ((k|k))k∈N0 is the fundamental system of (1.3) satisfying
Y0 =
( 0n −In
(In + B(2)0 )−1 (In + B(2)0 )−1(A(1)0 + B(1)0 )
)
.
Similarly, let Ẑ = ((̂k |̂k))k∈N0 be the fundamental system of (2.6) satisfying Ẑ0 = J , then
Z0 =
( 0n −In
(In + B(3)∗0 )−1 (In + B(3)∗0 )−1(A(1)0 + B(1)∗0 )
)
.
Lemma 2.4. For the above solutions Ŷ , Ẑ,
Ẑk = −J (Ŷ−1k )∗J (k ∈ N0)
holds.
Proof. Let Ûk := −J (Ŷ−1k )∗J . Since Ŷ0 = J , it follows that
Û0 = −J (Ŷ−10 )∗J = J = Ẑ0.
We now show that Û is a solution of (2.6), so Û = Ẑ by uniqueness. As
0 = +(Ŷ−1k Ŷk) = Ŷ−1k+1(+Ŷk) + (+Ŷ−1k )Ŷk ,
Eq. (2.3) implies
+(Ŷ−1k ) = −Ŷ−1k+1(+Ŷk)Ŷ−1k = Ŷ−1k+1J (Ak + Bk)Hk .
Hence,
J+Ûk = J+[−J (Ŷ−1k )∗J ] = +(Ŷ−1k )∗J
= [Ŷ−1k+1J (Ak + Bk)Hk]∗J = H ∗k (Ak + B∗k )Ûk+1. 
3. Weyl–Sims nesting sets
In this section we introduce the Weyl–Sims sets Dk(), k ∈ N0, the analogue of the classical Weyl circles. The
spectral parameter  varies in a set 	(0,U2n) ⊂ C, a cone-shaped set deﬁned in analogy to the construction of [4],
which takes the role of Sims’ rotated half-planes. Here, U2n is any one of a large class of matrices describing the
rotation. The central observation is the nesting property of the Weyl–Sims sets (Theorem 3.2). As a consequence, there
is a limit set D∞() with the property that for any l ∈ D∞(), the Weyl solution 
= + l is square summable with
respect to a certain weight functionW (an analogous statement holds for the adjoint equation).We conclude this section
by noting conditions which imply A-square summability of the Weyl solution.
We choose U ∈ Cn,n regular and deﬁne
U2n =
(
U 0n
0n −U∗
)
.
Then U2nJ is Hermitian and has exactly n positive and exactly n negative eigenvalues. Indeed, if  is an eigenvector
of U2nJ with eigenvalue , then w =
(
0n
U∗
−U
0n
)
 is an eigenvector of U2nJ with eigenvalue −.
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As JU∗2n = −U2nJ, the fundamental system Ŷ = (̂, ̂) satisﬁes
Ŷ ∗kU2nJ Ŷk − Ŷ ∗0U2nJ Ŷ0 =
k−1∑
i=0
{Y ∗i (U2nJYi) + (U2nJYi)∗Yi}
=
k−1∑
i=0
Y ∗i {U2n(Ai + Bi) + [U2n(Ai + Bi)]∗}Yi
= 2
k−1∑
i=0
Y ∗i Wi()Yi , (3.1)
where Wk() := Re[U2n(Ak + Bk)].
Deﬁnition. Let 0 ∈ C and U2n be as above. Then (0,U2n) is called an admissible pair for Eq. (1.3) if
Wk(0) = Re[U2n(0Ak + Bk)]0 (k ∈ N0). (3.2)
In this case, we deﬁne the set
	(0,U2n) := { ∈ C : there is = ()> 0 such that Re[(− 0)U2nAk]U2nAkU∗2n, (k ∈ N0)}. (3.3)
The Weyl–Sims sets for (1.3) are deﬁned for  ∈ 	(0,U2n) as
Dk() :=
{
l ∈ Cn,n :
(̂
k + ̂kl
)∗
U2nJ
(̂
k + ̂kl
)
0
}
. (3.4)
Before we can prove the nesting property of the Weyl–Sims sets (Theorem 3.2), we need a preparatory step.
Note that
Wk()U2nAkU∗2n > 0 (k ∈ N0,  ∈ 	(0,U2n)), (3.5)
so for any  ∈ 	(0,U2n) and  ∈ Cn, (Wk()k) = 0 (k ∈ N0) implies that  = 0. Setting ̂k =
(
(1)k
(2)k−1
)
and
̂k =
(
(1)k
(2)k−1
)
where (1)k , 
(2)
k−1,
(1)
k ,
(2)
k−1 are C
n,n
-valued matrices, we write
Ŷ ∗kU2nJ Ŷk = 2
(
Sk Tk
T ∗k Pk
)
(3.6)
with
Sk() = −Re[(1)∗k U(2)k−1],
Tk() = − 12 [(1)∗k U(2)k−1 + (2)∗k−1U∗(1)k ],
Pk() = −Re[(1)∗k U(2)k−1].
The initial condition (2.7) implies that P0() = 0. The following statement can be proved as Lemma 3.5 in [4].
Lemma 3.1. Let  ∈ 	(0,U2n). Then some k0() ∈ N0 exists such that
(i) Pk() is increasing in k, Pk()0, and, for kk0(), Pk()> 0,
(ii) Dk() = ∅ for kk0().
For kk0(), we use the notation
Ck() := −(P−1k T ∗k )(), Rk() := (TkP−1k T ∗k − Sk)().
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Then, multiplying (3.6) by (In|l∗) from the left and
(
In
l
)
from the right, we ﬁnd
(̂k + ̂kl)∗U2nJ (̂k + ̂kl) = 2[l∗Pkl + Tkl + l∗T ∗k + Sk].
Thus,
Dk() = {l ∈ Cn,n : (l − Ck())∗Pk()(l − Ck())Rk()}. (3.7)
Following [4, Lemma 3.5(iii)], one can show that Rk()0, and Rk()> 0 if kk0, so
Dk() = {l ∈ Cn,n : l = Ck() + P−1/2k ()VR1/2k (), for some V ∈ Cn,n, V ∗V In}, (3.8)
noting that V can be obtained as V = P 1/2k ()(l − Ck())R−1/2k ().
Theorem 3.2. Let  ∈ 	(0,U2n). Then
(i) Dk() ⊂ Dk−1() (k ∈ N),
(ii) Dk() is compact and convex (kk0(), k ∈ N).
Proof. On multiplying (3.1) by (In|l∗) on the left and
(
In
l
)
on the right, we ﬁnd
(̂k + ̂kl)∗U2nJ (̂k + ̂kl) = (̂0 + ̂0l)∗U2nJ (̂0 + ̂0l) + 2
k−1∑
i=0
(i + i l)∗Wi()(i + i l).
Let l ∈ Dk(). Then
(̂0 + ̂0l)∗U2nJ (̂0 + ̂0l) + 2
k−1∑
i=0
(i + i l)∗Wi()(i + i l)0, (3.9)
and since Wk−1()> 0, this implies
(̂0 + ̂0l)∗U2nJ (̂0 + ̂0l) + 2
k−2∑
i=0
(i + i l)∗Wi()(i + i l)0.
Part (ii) is proved as in [4, Theorem 3.6(iii)] using the representation (3.8) of Dk(). 
Because of the nesting property (Theorem 3.2(i)), there exists a limiting set D∞(), which may contain only one
point. If l ∈ D∞(), it follows from (3.9) that
k−1∑
i=0
(i + i l)∗Wi()(i + i l) −
1
2
(̂0 + ̂0l)∗U2nJ (̂0 + ̂0l)
for all k ∈ N0. Therefore,
∞∑
i=0
(i + i l)∗Wi()(i + i l) <∞
which means that the sequence 
() := ()+()l isW()-square summable. By virtue of (3.5), it follows that 
()
is A˜-square summable, where A˜k := U2nAkU∗2n.
We remark that in representation (3.7) of the setDk(),Ck() plays the role of the centre,Rk()—here amatrix—that
of the radius of the Weyl circles. As in [4], one can prove that Rk() is eventually decreasing (in the quadratic form
sense) and that Ck() converges to a limit C∞() ∈ D∞().
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For the fundamental system Ẑ of the adjoint equation (2.4), we have in analogy to (3.1)
Ẑ∗kU
−1
2n J Ẑk|nk=0 = 2
n−1∑
k=0
Z∗k W˜k()Zk , (3.10)
where
W˜k() := Re[(Ak + Bk)U−1∗2n ] = Re[U−12n (Ak + B∗k )].
Note that Wk() =U2nW˜k()U∗2n.
We call (0,U−12n ) an admissible pair for the adjoint equation if
W˜k(0) := Re[(0Ak + Bk)U−1∗2n ]0,
and deﬁne the set
	˜(0,U
−1
2n ) := { ∈ C : there is > 0 such that Re[(− 0)AkU−1∗2n ]U−12n AkU−1∗2n (k ∈ N0)}
= { ∈ C : there is > 0 such that Re[(− 0)U2nAk]Ak (k ∈ N0)}. (3.11)
We remark that (0,U2n) is an admissible pair for Eq. (1.3) if and only if (0,U−12n ) is an admissible pair for the adjoint
equation. For  ∈ 	(0,U2n) ∩ 	˜(0,U−12n ) and sufﬁciently large k, the Weyl–Sims sets for (2.4) can be shown as in
[4] to be D˜k() = {l∗ : l ∈ Dk()} = D∗k ().
Remarks. (1) For  ∈ 	˜(0,U−12n ) it follows from (3.10) (analogous to the proof of Theorem 3.2(i)) that l∗ ∈ D˜k()
if and only if
k−1∑
i=0
(i + i l∗)∗W˜i()(i + i l∗) −
1
2
(̂0 + ̂0l∗)∗U−12n J (̂0 + ̂0l∗).
If l∗ ∈ D˜∞(), then ()=()+()l∗ satisﬁes∑∞k=0 ∗kW˜k()k <∞, which means that ={k}k=0 is W˜ ()-square
summable.
(2) If
Wk()Ak (k ∈ N0) for some > 0 and  ∈ C,
thenHW() ⊆HA. This condition holds in the following cases:
1. if  ∈ 	˜(0,U−12n ), by using (3.2) and (3.11),
2. if
 ∈ 	(0,U2n) and A˜kAk for some > 0 (3.12)
by using (3.2) and (3.3).
(3) If  ∈ 	(0,U2n), then W˜k()Ak for some > 0, and consequentlyHW˜ () ⊆HA. Thus, if  ∈ 	(0,U2n)∩
	˜(0,U
−1
2n ), then
HW() ∪HW˜ () ⊆HA
and 
,  are A-square summable.
(4) Condition (3.12) implies, by (3.3), (3.11), that
	(0,U2n) ⊆ 	˜(0,U−12n ) (3.13)
for (0,U2n) ∈ S. If, in addition to (3.12), a reverse inequality Ak ˜A˜k holds for some ˜> 0, i.e., if A˜k  Ak, then
equality holds in (3.13).
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(5)As in [4], the structure of the shifted limit setD∞()−C∞() gives information about the number ofW()-square
summable solutions. More precisely, letN() := ⋃N∈D∞()range(N −C∞()) and r the dimension of the linear hull
ofN(). Then there are at least n + r linearly independent W()-square summable solutions of (1.3), and if Rk0
(k → ∞), the number is exactly n + r .
Moreover, if  ∈ 	(0,U2n) ∩ 	˜(0,U−12n ), then (2.4) has exactly n linearly independent W˜ ()-square summable
solutions ifRk → 0 (k → ∞). If r=0, then also r˜=0 (˜r being the corresponding number for the adjoint equation) and
at least one of Eqs. (1.3), (2.4) has exactly n linearly independent solutions which are W(), W˜ ()-square summable,
respectively.
4. Deﬁnition of the operators Lμ and ˜Lμ
We prove in Theorem 4.1 that, for ﬁxed  ∈ 	(0,U2n) and M0 ∈ D∞(), there exists a matrix-valued function
M() ( ∈ 	(0,U2n)) such that M() = M0. Moreover, the Weyl solutions satisfy condition (4.3) at inﬁnity. This
observation plays a signiﬁcant role in the deﬁnition of the operator L associated with (1.3). Similarly, we deﬁne the
operator L˜ corresponding to the adjoint problem.
Hereafter we shall assume that
A˜k =U2nAkU∗2n  Ak . (4.1)
This is the case e.g., if A(j)k =a(j)k In + A˜(j)k with a(j)k arbitrary and 1/cA˜(j)k c for some constant c > 1 (k ∈ N0, j ∈{1, 2}).
Theorem 4.1. Let  ∈ 	(0,U2n) and M0 ∈ D∞() be ﬁxed. Then there exists a function M : 	(0,U2n) → Cn,n
such that M() = M0, M() ∈ D∞() and
M() − M0 = (− )
∞∑
k=0
∗k()Ak
k() = (− )
∞∑
k=0
∗k()Ak
k() ( ∈ 	(0,U2n)). (4.2)
Here 
k() := k() + k()M() and k() := k() + k()M()∗.
Moreover,
lim
k→∞ ̂
∗
k()J 
̂k() = lim
k→∞ ̂
∗
k()J 
̂k() = 0. (4.3)
Remark. Clearly, M() has only one possible value if D∞() has only one element. Consequently, if there is at least
one point  ∈ 	(0,U2n) such that D∞() has only one element, the function M is uniquely determined.
Proof of Theorem 4.1. Let 
() := () + ()M0 and () := () + ()M∗0 . For all  ∈ 	(0,U2n) and
Kk0(), thematrix ̂∗K()J ̂K() is invertible, as one can see following the proof of Lemma 5.3 of [4]. Consequently,
lK() := −[̂∗K()J ̂K()]−1 [̂∗K()J ̂K()] (4.4)
is well deﬁned for Kk0(), and

k(K, ) := k() + k()lK() (k ∈ N0) (4.5)
satisﬁes the condition
̂∗K()J 
̂K(K, ) = 0n. (4.6)
Moreover,
̂∗K()J 
̂K() = (In|M0)Ẑ∗K()J ŶK()
(
In
M0
)
= 0n (4.7)
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because of Lemma 2.4. All three matrices ̂K(), 
̂K(), 
̂K(K, ) have rank n, hence (4.6) and (4.7) imply that the
ranges of 
̂K() and 
̂K(K, ) coincide, i.e., that 
̂K(K, ) = 
̂K() for some invertible  ∈ Cn,n. This yields

̂∗K(K, )U2nJ 
̂K(K, ) = ∗[
̂∗K()U2nJ 
̂K()]. (4.8)
By (3.4), the matrix in brackets on the right-hand side in (4.8) is non-positive, since M0 ∈ D∞() ⊂ DK() for all
Kk0. Thus, the left-hand side of (4.8) is non-positive, so again by (3.4)
lK() ∈ DK(). (4.9)
Deﬁne in analogy to (4.5) for Kk0(), k(K, ) := k() + k()lK()∗ (k ∈ N0). Then, again using Lemma 2.4,
̂∗K(K, )J 
̂K(K, ) = (In|lK())Ẑ∗K()J ŶK()
(
In
lK()
)
= 0n. (4.10)
Since all three matrices ̂K(K, ), 
̂K(K, ), ̂K() have rank n, (4.6) and (4.10) show that the ranges of ̂K(K, ) and
̂K() coincide.In particular, the (n-dimensional) range of ̂K(K, ) is independent of  (as long as k0()K),whence
(4.10) implies ̂∗K(K, ˜)J 
̂K(K, ) = 0n for all , ˜ ∈ 	(0,U2n), K max{k0(), k0(˜)}. Applying Theorem 2.3 to
k(K, ˜) and 
k(K, ), we ﬁnd
lK() − lK (˜) = ̂∗0(K, ˜)J 
̂0(K, ) − ̂∗K(K, ˜)J 
̂K(K, )
= (− ˜)
K−1∑
k=0
∗k(K, ˜)Ak
k(K, ). (4.11)
Taking ˜ :=  and noting that lK() = M0 by Lemma 2.4 and (4.4), so that 
k(K, ) = 
k() and k(K, ) = k(),
we obtain
lK() − M0 = (− )
K−1∑
k=0
∗k()Ak
k(K, ) = (− )
K−1∑
k=0
∗k(K, )Ak
k() (4.12)
for each  ∈ 	(0,U2n) and all K max{k0(), k0()}. (For the second identity we have interchanged the roles of 
and ˜ in (4.11).)
Now keeping  ﬁxed in the following, we try to achieve convergence in (4.12) as K → ∞. Deﬁne

˜k(K, ) :=
{

k(K, ), kK − 1,
0, kK.
Then (
˜(K, ))∞
K=k0() = ((
˜k(K, ))∞k=0)∞K=k0() is bounded inHnA, in the sense that its j th column is bounded in
HA, for each j ∈ {1, . . . , n}. Indeed, (3.2), (3.3), (4.1) guarantee the existence of a (-dependent) constant c such that
AkcWk(), and hence
∞∑
k=0

˜
∗
k(K, )Ak
˜k(K, ) =
K−1∑
k=0

∗k(K, )Ak
k(K, )
c
K−1∑
k=0

∗k(K, )Wk()
k(K, )
= c
2
[
̂∗K(K, )U2nJ 
̂K(K, ) − 
̂∗0(K, )U2nJ 
̂0(K, )],
where we have used Theorem 2.3 for the last identity. The ﬁrst boundary term is non-positive by (3.4) and (4.9), and
the second is bounded with respect to Kk0() by (4.9), since lK() ∈ DK() ⊂ Dk0()(), which is bounded by
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Theorem 3.2(ii). This establishes the boundedness of the above sequence. Hence, it has a subsequence (
˜(Km, ))∞m=0
which converges weakly inHnA to some F ∈HnA, so that for every g ∈HnA,
∞∑
k=0
g∗kAk
˜k(Km, ) →
∞∑
k=0
g∗kAkFk (m → ∞). (4.13)
Moreover, since (lKm())∞m=0 is bounded in Cn,n, it has a convergent subsequence, which we again denote by{lKm()}∞m=0. By (4.9) and Theorem 3.2, M() := limm→∞ lKm() ∈ D∞().
Hence, by (4.5) 
˜k(Km, ) converges to 
k() (k ∈ N0). As the weak convergence implies pointwise convergence,
we have F = 
(). Thus, choosing g := (k())k∈N0 in (4.13) (note that g ∈HnA because of Remarks (1) and (3) at
the end of Section 3),
Km−1∑
k=0
∗k()Ak
k(Km, ) →
∞∑
k=0
∗k()Ak
k() (m → ∞).
In a completely analogous way, we can by successive choice of subsequences extract a sequence, which we again
denote by {Km}∞m=0, such that
Km−1∑
k=0
∗k(Km, )Ak
k() →
∞∑
k=0
∗k()Ak
k() (m → ∞).
Hence, passing to the limit in (4.12) along the subsequence, we obtain (4.2). Moreover, lKm()=M0 (m ∈ N0) implies
M() = M0.
Finally, to show (4.3), we use Theorem 2.3 again to ﬁnd
̂∗n()J 
̂n() + M() − M0 = (− )
n−1∑
k=0
∗k()Ak
k().
The right-hand side converges as n → ∞ since each column of k() and 
k() is A-square summable. This
establishes the existence of the limit of ̂∗n()J 
̂n() as n → ∞, and comparison with (4.2) provides
limn→∞ ̂∗n()J 
̂n() = 0. 
Deﬁne the difference expressionsL andL+ as follows:
(Ly)k :=
⎧⎨⎩
A−1k (J− Bk)yk, k1,
A−10
[(0n −In
+In 0n
)
− B0
]
y0, k = 0,
(L+z)k :=
⎧⎨⎩
A−1k (J− B∗k )zk, k1,
A−10
[( 0n −In
+In 0n
)
− B∗0
]
z0, k = 0.
Note that (Ly)0 is given by the expression (Ly)k with k = 0 if we take v−1 := 0; similarly for (L+z)0. It is easy to
check thatL+ is the formal adjoint ofL in the sense that
(z,Ly)A = (L+z, y)A
holds if either y or z is a ﬁnite sequence.
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Remark. Note that
(L− )k = 0 for all k1,
(L− )k = 0 for all k ∈ N0
(L− )
k = 0 for all k1,
(L− )
k = 0 for k = 0.
This means that any solution of (L− )yk = 0, for all k ∈ N0, takes the form yk = k()c, with c ∈ Cn.
Similarly, (L+ − )0 = 0 but (L+ − )0 = 0 and (L+ − )0 = 0.
Now ﬁx any  ∈ 	(0,U2n) and M0 ∈ D∞(). Then, we can deﬁne the difference operators L and L˜ by setting
D(L) :=
{
y ∈HA :Ly ∈HA and lim
k→∞ ̂
∗
k()J ŷk = 0
}
,
Ly :=Ly (y ∈ D(L))
and
D(L˜) :=
{
z ∈HA :L+z ∈HA and lim
k→∞ 
̂
∗
k()J ẑk = 0
}
,
L˜z :=L+z (z ∈ D(L˜)).
If there is a point  ∈ 	(0,U2n) such that D∞() has only one element, L and L˜ are unique.
5. The resolvents
We now proceed to study the properties of the operators L and L˜ deﬁned in the preceding section, in partic-
ular constructing their resolvents. To this end, we ﬁrst consider the inhomogeneous difference equation, formally(
L − 
)
y = f , calculating its Green function by a variant of the variation of constants method. This yields a formal
resolvent operator R (Lemma 5.1). We then show that this operator is bounded on HA (Theorem 5.3), using an
analogue of Fatou’s Lemma for series. In fact, R has the properties of the inverse operator of L− (Lemmas 5.4 and
5.5), and ﬁnally we prove that 	(0,U2n) is part of the resolvent set of L, and R is its resolvent operator (Theorem
5.7). Furthermore, L˜ is the adjoint of L (Lemma 5.6).
The inhomogeneous equation corresponding to (1.3) takes the form
Jyk = (Ak + Bk)yk + Akfk, k ∈ N0. (5.1)
Setting yk =
(
uk
vk
)
and fk =
(
f
(1)
k
f
(2)
k
)
with uk,vk, f (1)k , f
(2)
k ∈ Cn, this equation takes the form(
vk−1 − vk
uk+1 − uk
)
=
(
(A(1)k + B(1)k )uk + B(2)k vk + A(1)k f (1)k
B
(3)
k uk + (A(2)k + B(4)k )vk + A(2)k f (2)k
)
.
Thus
vk = (In + B(2)k )−1[−(A(1)k + B(1)k )uk + vk−1 − A(1)k f (1)k ].
A solution yk of (5.1) is related to ŷk =
(
uk
vk−1
)
via
yk = Hkŷk + NkAkfk, k ∈ N0, (5.2)
where Hk is given in (2.2) and
Nk =
( 0n 0n
−(In + B(2)k )−1 0n
)
.
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Since (Ak + Bk)Nk + I2n = H˜ ∗k, Eq. (5.1) is equivalent to
J+ŷk = (Ak + Bk)Hkŷk + H˜ ∗kAkfk (k ∈ N0). (5.3)
Similarly, for the adjoint problem to (5.1),
Jzk = (Ak + B∗k )zk + Akfk (k ∈ N0), (5.4)
we have zk = H˜k̂zk+1 + N∗k Akfk , k ∈ N0.
Therefore, observing that (Ak +B∗k )N∗k + I2n =H ∗k , k ∈ N0, (5.4) is equivalent to J+ẑk =H ∗k (Ak +B∗k )̂zk+1 +
H ∗k Akfk , k ∈ N0.
Deﬁne
Gk,j () :=
{
k()∗j (), 0j < k <∞,
k()
∗
j () + Nkk,j , 0kj <∞,
G˜k,j () :=
{
k()

∗
j (), 0k < j <∞
k()
∗
j () + N∗k k,j , 0jk <∞
=G∗j,k().
We shall show in Lemma 5.1 below that Gk,j , G˜k,j are the Green’s matrices of (5.1) and (5.4), respectively. For
f = {fk}∞k=0 ∈HA, let
(Rf )k :=
∞∑
j=0
Gk,j ()Ajfj ,
(
R˜f
)
k
:=
∞∑
j=0
G˜k,j ()Ajfj .
Lemma 5.1. Let  ∈ 	(0,U2n)∩	˜(0,U−12n ), f ∈HA. ThenRf is a solution of (5.1) and satisﬁes (Rf )(2)−1=0n.
In particular, it satisﬁes the boundary conditions ̂∗0 J (R̂f )0 = 0 and limk→∞ ̂∗k() J (R̂f )k = 0, where
(R̂f )k = 
̂k()
k−1∑
j=0
∗j ()Ajfj + ̂k()
∞∑
j=k
∗j ()Ajfj (k ∈ N0). (5.5)
Remark. In particular, (L− )(Rf ) = f, so R is a candidate for a resolvent for a realisation ofL. Furthermore,
note that (̂Rf )k = (R̂f )k = H−1k [(Rf )k − NkAkfk], k ∈ N0 using (5.2).
Proof of Lemma 5.1. Applying the variation of parameter method to (5.3), we are looking for a C2n,2n matrix solution
Ûk in the form Ûk = ŶkMk, whereMk is an unknown C2n,2n matrix. Then
+Ûk = Ŷk+1(+Mk) + (+Ŷk)Mk .
Applying J to both sides and using the fact that Ŷk is a solution of (2.3), we ﬁnd H˜ ∗kAkfk = J Ŷk+1 +Mk . Hence by
(2.5) and Lemma 2.4
+Mk = − Ŷ−1k+1J H˜ ∗kAkfk
= − J Ẑ∗k+1H˜ ∗kAkfk
=
(0n In
0n M()
)
Z∗kAkfk −
(0n 0n
In M()
)
Z∗kAkfk .
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Thus, up to addition of a constant matrix, we have
Mk =
k−1∑
j=0
(0n In
0n M
)
Z∗j Ajfj +
∞∑
j=k
(0n 0n
In M
)
Z∗j Ajfj ,
and consequently
Ûk =
k−1∑
j=0
(̂k|̂k)
(
∗j
M∗j
)
Ajfi +
∞∑
j=k
(̂k|̂k)
( 0n
∗j + M∗j
)
Ajfj
= 
̂k
k−1∑
j=0
∗jAjfj + ̂k
∞∑
j=k
∗jAjfj .
Hence, by (5.2)
Uk = HkÛk + NkAkfk = 
k
k−1∑
j=0
∗jAjfj + k
∞∑
j=k
∗jAjfj + NkAkfk
= (Rf )k .
It is not difﬁcult to verify that Uk is a solution of (5.1).
Now
(̂Rf )0 = (R̂f )0 = ̂0()
∞∑
j=0
∗j ()Ajfj =
⎛⎝− ∞∑j=0 ∗j ()Ajfj
0n
⎞⎠
which implies that (Rf )
(2)
−1 = 0n. The identity
̂∗0J (R̂f )0 = ̂∗0J ̂0
∞∑
j=0
∗jAjfj = 0
follows directly from the initial values of  and . The sum is convergent since each column of  is A-square summable
and f ∈HA. Moreover, since 
̂k = Ŷk
(
In
M
)
and ̂k = Ẑk
(
In
M∗
)
, we ﬁnd using Lemma 2.4 that
̂∗k()J 
̂k() = (In|M)Ẑ∗k()J Ŷk()
(
In
M
)
= 0n
and
̂∗k()J ̂k() = (In|M)Ẑ∗k()J Ŷk()
(0n
In
)
= −In. (5.6)
Hence limk→∞ ̂∗k() J (R̂f )k = −limk→∞
∑∞
j=k 
∗
j Ajfj = 0. 
For the adjoint problem (5.4), we obtain similarly
J(R˜f )k = (Ak + B∗k )(R˜f )k + Akfk ,
with boundary conditions ̂∗0J (
̂˜
Rf )0 = 0 and limk→∞ 
̂∗k()J (̂˜Rf )k = 0.
Lemma 5.2 (Fatou’s lemma for series). For each K ∈ N0, let {fK,k}∞k=0 be a non-negative summable sequence such
that the pointwise limit
fk := lim
K→∞ fK,k
96 S.J. Monaquel, K.M. Schmidt / Journal of Computational and Applied Mathematics 208 (2007) 82–101
exists for all k ∈ N0. Then,
∞∑
k=0
fk lim inf
K→∞
∞∑
k=0
fK,k .
In particular, fk is summable if the right-hand side is ﬁnite.
Proof. For any n ∈ N0, we have that∑nk=0 fK,k∑∞k=0 fK,k , so
n∑
k=0
fk =
n∑
k=0
lim
K→∞ fK,k = limK→∞
n∑
k=0
fK,k lim inf
K→∞
∞∑
k=0
fK,k. 
Theorem 5.3. Let f = {fk}∞k=0 ∈HA,  ∈ 	(0,U2n) ∩ 	˜(0,U−12n ). Then with = Rf and A˜k =U2nAkU∗2n,
‖‖2
W(0)
+ (− )‖‖2
A˜
 1
4
‖f ‖2A
for any 0< < , with = () as in (3.3), and
‖‖A˜
1

‖f ‖A.
In particular, since A˜k  Ak, R is bounded onHA.
Proof. Let
fK,k =
{
fk, k <K,
0, kK
and K,k = (RfK)k . Then in analogy to (3.1)
2
K−1∑
k=0
∗K,kWk()K,k = ̂∗K,kU2nJ ̂K,k
∣∣∣∣∣
K
k=0
− 2
K−1∑
k=0
Re[∗K,kU2nAkfK,k]. (5.7)
Now, using the Cauchy–Schwartz inequality for Cn,
|Re[∗K,kU2nAkfK,k]| |∗K,kU2nAkfK,k| = |〈AkfK,k,U∗2nK,k〉|
〈AkfK,k, fK,k〉1/2〈AkU∗2nK,k,U∗2nK,k〉1/2
(f ∗K,kAkfK,k)1/2(∗K,kA˜kK,k)1/2,
and as in the proof of Theorem 5.1 in [4] one can show that ̂∗K,0U2nJ ̂K,0 = 0 and ̂∗K,KU2nJ ̂K,K0. Hence we
obtain from (5.7) that
K−1∑
k=0
∗K,kWk()K,k
K−1∑
k=0
[(f ∗K,kAkfK,k)1/2(∗K,kA˜kK,k)1/2]

(
K−1∑
k=0
f ∗K,kAkfK,k
)1/2(K−1∑
k=0
∗K,kA˜kK,k
)1/2
 1
4
‖f ‖2A + 
K−1∑
k=0
∗K,kA˜kK,k for any > 0.
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By (3.3), we have for  ∈ 	(0,U2n) ∩ 	˜(0,U−12n ) ,
∗K,k(Wk() − Wk(0))K,k = ∗K,kRe[(− 0)U2nAk]K,k
∗K,kA˜kK,k .
Hence,
K−1∑
k=0
∗K,kWk(0)K,k + (− )
K−1∑
k=0
∗K,kA˜kK,k
1
4
‖f ‖2A.
Let
˜K,k =
{
K,k, k <K,
0, kK,
then
∞∑
k=0
˜∗K,kWk(0)˜K,k + (− )
∞∑
k=0
˜∗K,kA˜k˜K,k
1
4
‖f ‖2A.
As K → ∞, ˜K,k → k pointwise for k ∈ N0. Thus, for all k ∈ N0,
lim
K→∞ ˜
∗
K,kWk(0)˜K,k = ∗kWk(0)k and lim
K→∞ ˜
∗
K,kA˜k˜K,k = ∗kAkk .
Hence, if < , it follows from Lemma 5.2 that
‖‖2
W(0)
+ (− )‖‖2
A˜
 lim inf
K→∞
[ ∞∑
k=0
˜∗K,kWk(0)˜K,k + (− )
∞∑
k=0
˜∗K,kA˜k˜K,k
]
 1
4
‖f ‖2A.
The remaining statements follow by choosing = 12. 
Lemma 5.4. Let  ∈ 	(0,U2n). Then R is an injective linear operator deﬁned on HA. Moreover, for any  ∈
	(0,U2n) we have rangeR ⊂ D(L) and (L − )Rf = f, for all f ∈ HA. A corresponding statement holds
for R˜.
Proof. Let f ∈HA. As seen in Lemma 5.1,
(L− )(Rf ) = f (5.8)
and
lim
k→∞ ̂
∗
k()J (R̂f )k = 0. (5.9)
It is clear from its deﬁnition that R is linear. Moreover, R is injective, since if f ∈ HA is such that Rf = 0, it
implies thatL(Rf ) = 0, and hence by (5.8) also f = 0.
Now let  ∈ 	(0,U2n) be ﬁxed and let h ∈ rangeR. Then h = Rf for some f ∈ HA. By Theorem 5.3, we
conclude that h ∈HA. but thenLh = f − h ∈HA as well, and (5.9) with =  implies that h ∈ D(L). Clearly
(L − )h = f . 
Lemma 5.5. Denoting the resolvent sets of L and L˜ by (L) and (L˜), respectively, we have  ∈ (L),
 ∈ (L˜), rangeR = D(L), range R˜ = D(L˜), (L − )−1 = R and (L˜ − )−1 = R˜. Moreover, L and L˜
are closed.
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Proof. L− is injective, since y ∈ D(L), (L−)y=0 imply, by the remark at the end of Section 4, that y=()v
for some v ∈ Cn. By (5.6) and the boundary condition for y for k → ∞, it follows that y = 0.
Lemma 5.4 implies that range(L − ) =HA, and hence that (L − )−1 is deﬁned onHA. Moreover D(L) ⊂
rangeR. Indeed, let y ∈ D(L) and take f = (L − )y ∈HA. Then R(L − )y = (L − )−1(L − )y = y, so
y ∈ rangeR. Thus (L − )−1 = R, so (L − )−1 is bounded by Theorem 5.3, whence  ∈ (L). In particular,
(L − ) and hence L are closed (cf. [8, Theorem 5.8]). The statements for L˜ and R˜ follow analogously. 
Lemma 5.6. The space D(L) is dense inHA. Also L˜ = L∗, the adjoint of L.
Proof. By the boundedness of R and R˜ onHA shown in Theorem 5.3, we have R˜ =R∗, the (., .)A-adjoint of R.
Thus, Lemma 5.4 shows that R∗ is injective, so D(L) = rangeR is dense inHA. Moreover,
(L˜ − )−1 = [(L − )−1]∗ = (L∗ − )−1
whence L˜ = L∗. 
Theorem 5.7. Let  ∈ 	(0,U2n). Then 	(0,U2n) ⊂ (L) and
(L − )−1 = R ( ∈ 	(0,U2n)).
A corresponding statement holds for R˜ and L˜.
Proof. Let  ∈ 	(0,U2n). For all f ∈HA we have by Lemma 5.1 that
(L− )Rf = f
which shows thatLRf ∈HA, since Rf ∈HA follows from Theorem 5.3. Next we prove that
lim
k→∞ ̂
∗
k()J (R̂f )k = 0. (5.10)
This is clear for a ﬁnite sequence {fk}∞k=0, with fk = 0 for kK, since (5.5) gives
(R̂f )k = 
̂k()
K−1∑
j=0
∗j ()Ajfj (kK)
whence (4.3) in Theorem 4.1 implies that
lim
k→∞ ̂
∗
k()J (R̂f )k = lim
k→∞ ̂
∗
k()J 
̂k()
K−1∑
j=0
∗j ()Ajfj = 0.
To obtain (5.10) for general f ∈HA, we deﬁne, for each m ∈ N0, a ﬁnite sequence f (m) inHA, where
f
(m)
k =
{
fk, k <m,
0, km.
Then f (m) → f inHA as m → ∞. It follows from (5.5) and (5.6) that
̂∗0()J (R̂(f − f (m)))0 = ̂∗0()J ̂0()
∞∑
j=0
∗j ()Aj (f − f (m))j
= ((f (m) − f ), ())A.
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Hence, using Theorem 2.3, and the facts that R(f − f (m)) is a solution of the inhomogeneous (5.1),  is a solution
of (2.4),
̂∗k()J (R̂f )k = ̂∗k()J (R̂f (m))k + ̂∗0()J (R̂(f − f (m)))0
+
k−1∑
j=0
[∗j ()J(R(f − f (m)))j − (Jj ())∗(R(f − f (m)))j ]
= ̂∗k()J (R̂f (m))k + ((f (m) − f ), ())A
+
k−1∑
j=0
∗j ()Aj [(− )(R(f − f (m)))j + (f − f (m))j ].
As seen above, the ﬁrst term on the right-hand side tends to 0 as k → ∞. Moreover, the sum on the right-hand side
converges as k → ∞ since the columns of () are A-square summable and R(f − f (m)), (f − f (m)) ∈HA. Thus,
lim
k→∞ ̂
∗
k()J (R̂f )k = ((f (m) − f ), ())A + ((− )R(f − f (m)) + (f − f (m)), ())A
‖f − f (m)‖A(‖()‖A + ‖()‖A) + |− |‖R‖‖f − f (m)‖A‖()‖A,
where ‖R‖ is the operator norm in HA. Now (5.10) follows in the limit m → ∞. Thus, we have proved that
Rf ∈ D(L) and (L − )Rf = f, implying that the range of (L − ) isHA. Analogously, the range of (L˜ − )
is HA. Since L˜−= (L−)∗ by Lemma 5.6, this implies that L− is injective. Consequently, (L−)−1 =R,
and as R is bounded, we have  ∈ (L). 
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Appendix A.
In the case of the classical Weyl’s alternative, it is well known that the limit point/limit circle classiﬁcation of the
Sturm–Liouville equation is independent of the spectral parameter  ∈ C considered. Thus, if all solutions are square
integrable for some , this holds true for all  ∈ C. A rather more complicated situation appears in the case of the
general Hamiltonian system. Nevertheless, we are able to give a condition under which A-square summability of all
solutions extends from one point  to the whole complex plane, by using the solution of the inhomogeneous equation
calculated in the preceding section in a way similar to [6, Chapter 9, Theorem 2.1].
Theorem A.1. If all solutions of (1.3) and (2.4) areA-square summable for some ′ ∈ C, and ifA1/2j N∗j AjNjA1/2j → 0
(j → ∞), then all solutions of (1.3) are A-square summable for all  ∈ C.
Proof. Any solution of
Jyk = (Ak + Bk)yk = (′Ak + Bk)yk + (− ′)Akyk
can be written as
yk() = k(′)D + k(′)D˜ + (− ′)
⎡⎣k−1∑
j=c
(
k(
′)∗j (′) − k(′)∗j (′))Ajyj () + NkAkyk()
⎤⎦
for some D, D˜ ∈ Cn. We abbreviate
‖y‖2A,c(k) =
k∑
j=c
y∗j Ajyj .
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Since all solutions of (1.3) and (2.4) are A-square summable at ′, there exists a constant C (independent of k) such
that the norm ‖.‖A,c of each column of ,, , ,
 is less than or equal to C. Moreover, by choosing c large enough,
we can ensure that C2 < 1/8n|− ′|.
Thus, denoting by j, the th column of j , we ﬁnd
‖(′)D‖2A,c(k) =
k∑
j=c
n∑
,=1
D(
∗
jAjj ),D

n∑
,=1
|D|
⎛⎝ k∑
j=c
|(j,)∗Ajj,|
⎞⎠ |D|
‖j,‖A,c(k)‖j,‖A,c(k)
n∑
,=1
|D||D|
n2C2C21
for some constant C1 independent of k. Similarly,
‖(′)D˜‖2A,c(k)n2C2C22
with a constant C2 independent of k. We also have∥∥∥∥∥∥
.−1∑
j=c
(
.(
′)∗j (′) − .(′)∗j (′))Ajyj ()
∥∥∥∥∥∥
2
A,c
(k)
k∑
K=c
K−1∑
j,l=c
(|F1| + |F2| + |F3| + |F4|),
where
F1 = y∗j Ajj (
∗KAK
K)∗l Alyl ,
F2 = y∗j Ajj (
∗KAKK)∗l Alyl ,
F3 = y∗j Aj j (∗KAK
K)∗l Alyl ,
F4 = y∗j Aj j (∗KAKK)∗l Alyl .
Since Kk it follows, again with (.) denoting the th column, that
k∑
K=c
K−1∑
j,l=c
|F1| =
k∑
K=c
K−1∑
j,l=c
n∑
,=1
|(y∗j Ajj )||(
∗KAK
K),||(∗l Alyl)T|
=
n∑
,=1
⎛⎝K−1∑
j=c
|y∗j Ajj,|
k∑
K=c
|(
∗KAK
K),|
K−1∑
l=c
|(l,)∗Alyl |
⎞⎠
C2‖y‖2A,c(k)
n∑
,=1
k∑
K=c
|(
K,)∗AK
K,|
n2C4‖y‖2A,c(k).
Analogous calculation for F2, F3, F4 yields∥∥∥∥∥∥
.−1∑
j=c
(
.(
′)∗j (′) − .(′)∗j (′))Ajyj ()
∥∥∥∥∥∥
2
A,c
(k)4n2C4‖y‖2A,c(k).
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Moreover,
‖NAy‖2A,c(k) =
k∑
j=c
y∗j AjN∗j AjNjAjyj
=
k∑
j=c
y∗j A
1/2
j (A
1/2
j N
∗
j AjNjA
1/2
j )A
1/2
j yj

k∑
j=c
‖A1/2j N∗j AjNjA1/2j ‖y∗j Ajyj
 max
jc
‖A1/2j N∗j AjNjA1/2j ‖‖y‖2A,c(k).
Thus we conclude that
‖y()‖A,c(k)nC(C1 + C2) + |− ′|
(
2nC2 + max
jc
√
‖A1/2j N∗j AjNjA1/2j ‖
)
‖y()‖A,c(k).
If c is chosen large enough so that | − ′|maxjc
√
‖A1/2j N∗j AjNjA1/2j ‖ 14 , then ‖y()‖A,c(k)2nC(C1 + C2).
Since the right-hand side of this inequality is independent of k, it follows that y is A-square summable and the theorem
is proven. 
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