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résumé et mots clés
Récemment, plusieurs développements importants en analyse fractale ont eu un impact majeur sur les applica-
tions en traitement des images. Nous abordons brièvement la théorie des systèmes de fonctions itérées, l'analy-
se multifractale et les processus fractionnaires, en expliquant comment des progrès dans ces divers champs ont
conduit à de nouvelles méthodes en traitement des images : compression, segmentation, débruitage, interpola-
tion, modélisation et synthèse. Ces applications, parmi d'autres, montrent que l'analyse fractale est résolument
passée depuis quelques années du « stade descriptif » au « stade opérationnel ».
Analyse multifractale, régularité ponctuelle, exposant de Hölder, processus fractionnaire, mouvement Brownien
fractionnaire et multifractionnaire, système de fonctions itérées, analyse en ondelettes, compression, débruitage,
segmentation, interpolation, modélisation, synthèse.
abstract and key words
Recently, a number of important progresses in fractal analysis have had a major impact in image processing appli-
cations. We review briefly IFS theory, multifractal analysis and fractional processes theory; we indicate how these
theoretical tools lead to new methods for image processing: Compression, segmentation, denoising, interpolation,
modeling and synthesis. Among others, these applications show that fractal analysis is no longer restricted to a des-
criptive role, but has entered an « operational phase ».
Multifractal analysis, pointwise regularity, Hölder exponent, fractional process, fractional and multifractional
Brownian motion, iterated functions system, wavelet analysis, compression, denoising, segmentation, interpola-
tion, modeling, synthesis.
1. géométrie fractale : 
origines et évolution
La géométrie fractale, apparue dans les années 70 [25] comme
fruit d'une synthèse de travaux effectués depuis plus d'un siècle
[33, 11, 32, 15], a proposé de nouveaux concepts pour appré-
hender certains phénomènes complexes. Les notions de dimen-
sion fractionnaire et d'invariance d'échelle1 ont rapidement été
reconnues pertinentes pour la description de nombreux objets
naturels, des reliefs montagneux [27] aux amas de percolation
en passant par les fronts de diffusion [12], les milieux poreux [1]
ou la catalyse chimique [2]. Ces outils ont par exemple permis
de mieux comprendre les phénomènes de croissance loin de
l'équilibre qui apparaissent de manière spontanée dans de nom-
breux domaines, comme le claquage diélectrique ou la croissan-
ce dendritique. Les physiciens, les chimistes ou les astronomes
ont ainsi pu disposer de nouvelles mesures quantitatives pour
caractériser les objets qu'ils étudient : la dimension d'un amas
obtenu par agrégation diffusive de particules, par exemple, est
différente de celle d'un amas obtenu par agrégation balistique.
Les applications en traitement du signal et plus généralement en
sciences de l'information ne sont apparues que plus tardivement,
vers le début des années 80. Une caractéristique des premières
tentatives est la vision essentiellement descriptive qui y était à
l'œuvre : des signaux étaient analysés et des comportements
fractals étaient ou non relevés, le plus souvent sous la forme
d'une invariance d'échelle dans une certaine gamme de résolu-
tions. On en déduisait une « dimension fractale », et les déve-
loppements s'arrêtaient là. Cette phase descriptive était très cer-
tainement nécessaire, et elle a en tout cas permis de se familia-
riser avec des notions nouvelles à l'époque. Cependant, elle a
aussi, un temps, donné l'impression que si la géométrie fractale
pouvait offrir aux sciences de l'ingénieur une description com-
pacte et « intelligente » de certains phénomènes, elle ne permet-
tait pas de créer des procédés opératoires nouveaux.
Deux importantes évolutions de nature différente ont permis
d'entrer dans une phase « opérationnelle » au début des années
90. La première, qui s'inscrit naturellement dans les développe-
ments d'une discipline jeune, est l'enrichissement des outils
théoriques de base en vue des applications à la variété des phé-
nomènes naturels : à la caractérisation, somme toute assez
pauvre, d'un signal par sa seule « dimension fractale », sont ven-
ues s'ajouter des mesures beaucoup plus fines, comme la lacu-
narité ou l'analyse multifractale ; les modèles de processus frac-
tals, d'abord parfaitement auto-similaires, se sont diversifiés
pour tenir compte d'invariances dans des sens généralisés ; enfin,
les méthodes statistiques d'analyse des signaux fractals se sont
perfectionnées pour fournir des estimateurs plus robustes et
applicables dans des situations plus générales. Nous exposerons
très brièvement certains de ces développements dans la suite de
l'article.
La deuxième évolution est d'essence plus conceptuelle, et,
semble-t-il, particulière à nos domaines. Au lieu de continuer à
rechercher des phénomènes « fractals » (c'est-à-dire invariants
d'échelle) et à décrire cette invariance à l'aide de diverses dimen-
sions, on s'est progressivement rendu compte du bénéfice qu'il
pouvait y avoir à appliquer des outils fractals à des signaux a
priori quelconques. Autrement dit, au lieu d'analyser un signal
pour savoir s'il est un objet fractal, on lui fait subir des traite-
ments fractals indépendamment de sa possible invariance
d'échelle. Le traitement des images fournit un exemple frappant
de ce changement de point de vue : on a ainsi affaire à de la
compression fractale des images, et non pas à de la compression
d'images fractales (les images incluses dans l'encyclopédie
Encarta de Microsoft ne sont certes pas fractales, mais ont été
stockées sur CD-Rom sous une forme compressée par une
méthode fractale). Il en est de même pour la segmentation, le
débruitage, ou encore le tatouage : on traite des images quel-
conques, et ce sont les techniques qui sont fractales. Cette évo-
lution importante ne surprendra pas si on la met en parallèle
avec la manière dont on use de méthodes plus classiques ; en
effet, elle revient simplement à considérer l'analyse fractale
comme les autres outils mathématiques utilisés en sciences de
l'ingénieur : moyennant certaines hypothèses, on peut toujours
calculer le gradient d'un signal discret (par exemple via un
modèle, ou en le régularisant au préalable), ou sa transformée de
Fourier (par exemple en le prolongeant de manière adéquate en
dehors du domaine où il est observé). De même, on calculera
des dimensions ou un spectre multifractal associés à un signal en
faisant des hypothèses sur celui-ci. Ces dernières sont d'ailleurs
en général de nature semblable à celles faites dans les analyses
« classiques », à savoir principalement : appartenance à une
classe de modèles, et « régularisation » ou « prolongement » du
signal (dans les échelles plutôt qu'en espace). 
Nous présentons succinctement ci-dessous quelques exemples
de cette approche, qui a permis aux méthodes fractales de faire
désormais partie intégrante de certains procédés industriels.
Comme souvent, les situations peuvent être abordées sous deux
angles : paramétrique et non paramétrique. Nos deux premières
applications ( IFS et compression d'images, analyse multifracta-
le et segmentation/débruitage/interpolation d'images) sont non
paramétriques. La troisième (processus fractionnaires, synthèse
et modélisation d'images) est fondée sur des modèles.
Mentionnons pour terminer que la plupart des traitements
décrits ci-dessous (ainsi de nombreux autres) sont implémentés
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1 Une propriété est dite invariante d'échelle (dans une certaine gamme de réso-
lutions) si elle ne possède pas d'échelle caractéristique dans la gamme considé-
rée. En d'autres termes, on ne peut pas connaître l'échelle d'observation en mesu-
rant cette propriété. Analytiquement, et dans le cas plus simple où cette inva-
riance prend la forme d'une auto-similarité, cela se traduit par une relation en loi
de puissance entre la résolution d'analyse  et la propriété P () mesurée à cette
résolution : P () = F () × α , où F () est une fonction à variation lente.
Cette invariance d'échelle est le plus souvent mise en évidence à travers un
comportement linéaire dans un diagramme log(P ) vs. log() .
dans la boîte à outils FracLab de traitement fractal des signaux
et images. FracLab est disponible aux adresses :
http://www-rocq.inria.fr/fractales 
et http://www.irccyn.ec-nantes.fr/hebergement/FracLab/. 
2. IFS et compression
d'images 
Un IFS, ou système de fonctions itérées, est la donnée, sur un
espace métrique complet (X, d), d'un ensemble de n fonctions
{w1, w2, . . . wn} . Si chaque wi est contractante pour d , alors
l'opérateur W :
H −→ H
A → ∪iwi(A).
où H est l'ensemble des sous-ensembles compacts non vide de
X , est lui-même contractant dans (H, dH) [4]. Ici, dH est la dis-
tance de Hausdorff,
dH(A,B) = max
(
sup
x∈A
inf
y∈B
d(x, y), sup
y∈B
inf
x∈A
d(x, y)
)
W possède donc un unique point fixe G, appelé attracteur de
l'IFS. G possède une forme d'invariance d'échelle, puisque, en
vertu de l'équation
G = ∪iwi(G)
il est égal à l'union de copies réduite de lui-même (figure 1). De
plus, et c'est la propriété qui nous intéresse pour la compression,
G est totalement déterminé dès que l'on connaît {w1, . . . , wn} ,
et il existe un algorithme rapide pour le calculer.
Choisissons maintenant pour H l'ensemble des images sur un
domaine fixé, et soit A une image particulière. Si l'on arrive à
déterminer un IFS dont l'attracteur est A, alors, au lieu de
conserver A en mémoire, il suffira de stocker l'IFS. On obtient
ainsi une représentation fonctionnelle de l'image, qui est en
général beaucoup plus compacte que l'information originale.
Notons que cette méthode de compression est conceptuellement
très différente des méthodes classiques, qui, elles, cherchent un
espace de représentation permettant de supprimer ou de dimi-
nuer le plus possible les redondances. 
La problématique de la compression fractale est donc, pour une
image donnée A, de trouver un IFS dont l'attracteur est le plus
proche possible de A. L'algorithme de base consiste à partition-
ner d'abord A en blocs « destination ». Pour chacun de ces
blocs, on cherche ensuite, toujours dans A, un bloc « source »,
qui, par une transformation contractante simple (translation et
rotation spatiale, changement d'échelle, modification du contras-
te et du niveau de gris moyen) donne une bonne approximation
du bloc destination. 
Quand tous les blocs destination ont été traités, on a obtenu un
ensemble de fonctions contractantes qui constitue un IFS dit
« partitionné » dont l'attracteur approxime A. On peut ainsi
atteindre des taux de compression importants en conservant une
bonne qualité d'image (figure 2).
Cet algorithme, apparu il y a une douzaine d'années, a donné
naissance à une très abondante littérature [10], mais aussi à de
nombreuses implémentations industrielles. La société américai-
ne Image Tech, en particulier, commercialise plusieurs
codeurs/décodeurs fractals fonctionnant sur ce principe pour des
images fixes ou animées. 
Des généralisations de la théorie des IFS permettent entre autres
de réaliser de la synthèse vocale [22], de la génération interacti-
ve d'images [24] ou du tatouage numérique [5, 31]. 
3. analyse multifractale 
et applications 
en traitement d'images 
L'analyse multifractale d'un signal consiste essentiellement à le
décomposer en sous-ensembles ayant même régularité, puis à
mesurer la « taille » des sous-ensembles ainsi obtenus. Plus pré-
cisément, on commence par se donner une définition adéquate
de la régularité du signal X en un point quelconque t : le plus
couramment, on a recours à l'exposant de Hölder ponctuel,
αX(t), défini comme suit :
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Figure 1. –  Une « fougère fractale », attracteur d'un IFS. La forme com-
plète est l'union des quatre sous-parties délimitées par un cadre dans l'ima-
ge de droite, chacune de ces parties étant elle-même une réduction affine du
tout.
αX(t) = lim inf
v→t
log|X(v)−X(t)|
log|v − t| . (1)
(cette définition est valable si X est non dérivable en t ; sinon il
faut lui enlever sa partie régulière, [16] ; d'autre part, elle s'étend
sans difficulté en dimension supérieure). 
Géométriquement, (1) signifie que le graphe de X autour de t
« ressemble » à une courbe du type v → X(t) + C|v − t|α ,
dans le sens suivant : pour tout  > 0, il existe un voisinage de t
tel que le graphe de X dans ce voisinage soit tout entier inclus
dans l'enveloppe définie par les deux courbes v → X(t)
+C|v − t|α− et v → X(t)− C|v − t|α− , cette propriété
n'étant plus vraie si on choisit  < 0 (figure 3).
L'exposant αX étant défini en tout t, on peut associer au signal
original sa fonction de Hölder, t→ αX(t), qui décrit comment
varie la régularité de X : plus αX(t) est petit, plus X est irré-
gulier en t, et inversement. Par exemple, si X est discontinu en
t mais borné, alors αX(t) = 0, alors que la condition
αX(t) > 1 assure que X est dérivable en t. L'information
apportée par αX et ses variations est souvent plus intéressante
que celle fournie par X : si l'on veut détecter des contours dans
une image, par exemple, la valeur X(t) des niveaux de gris n'est
pas pertinente, puisque les contours ne sont pas modifiés si l'on
change le contraste ou la luminosité globale de l'image. Par
contre, les contours correspondent généralement à des disconti-
nuités ou des variations brusques dans les niveaux de gris, infor-
mation qui est justement celle enregistrée par αX. 
La deuxième étape d'une analyse multifractale consiste à étudier
les ensembles 
Eα = {t : αX(t) = α}
Les ensembles Eα sont tout simplement les lignes de niveaux de
la fonction de Hölder. Intuitivement, décomposer le support de
X suivant les ensembles Eα revient à grouper les points de
même régularité. Pour obtenir une description globale de la
répartition des singularités de X , il est utile de « mesurer » les
Eα. Ceci peut se faire de diverses manières, par exemple en pri-
vilégiant une approche géométrique ou une approche statistique.
Le résultat est dans tous les cas un spectre multifractal, i.e. une
fonction α→ f(α) , qui décrit « combien » de points du signal
ont une régularité égale à α. Plus précisément, dans l'approche
géométrique, pour chaque valeur de α, le spectre de Hausdorff
fh(α) représente la dimension de Hausdorff de l'ensemble des
points ayant cet exposant, i.e. :
fh(α) = dimH{t, α(t) = α}
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Figure 2. –  Image originale (à gauche) et compression d'un facteur 50 (à droite).
Figure 3. –  Signal irrégulier X et son enveloppe Höldérienne en un point.
où dimH(E) est la dimension de Hausdorff de E (voir [9] pour
une définition de cette dimension). Puisque chaque Eα est un
sous-ensemble de l'image, fh prend ses valeurs dans
[0, 2] ∪ {−∞}. La valeur −∞ correspond au cas où Eα est
vide. Quand 0 < fh(α) < 1, on a affaire à un ensemble de
points « rares », du type ensemble de Cantor. Si Eα est un ligne
de l'image, alors fh(α) = 1. Enfin, si tous les pixels d'une zone
de l'image ont pour exposant α0, alors f(α0) = 2. Le spectre
multifractal fournit donc des indications à la fois locales et glo-
bales sur la géométrie des singularités de l'image : par exemple,
si fh(α0) = 2 pour un certain α0 > 1 alors que fh(α) < 2 pour
tous les α 	= α0 , on sait que presque tous les points de l'image
ont une régularité égale à α0, et donc que l'image est presque
partout lisse, puisque α0 > 1 . 
Expliquons maintenant en quelque mots en quoi consiste l'ap-
proche statistique : on s'intéresse cette fois, à chaque résolution
finie n , à la probabilité de rencontrer un pixel dont la régularité
est de l'ordre de α. Le spectre de grandes déviations fg(α)
mesure à quelle vitesse cette probabilité tend vers 0 quand n
tend vers l'infini. On procède en gros de la manière suivante :
pour chaque valeur de l'entier n , on partitionne l'image en n2
pixels de taille 1/n2. Choisissons alors un pixel au hasard uni-
formément. Le spectre fg(α) est défini en écrivant que la pro-
babilité que le pixel choisi ait pour régularité α se comporte en
n−(2−fg(α)) , quand n tend vers l'infini. En particulier, si fg(α)
est strictement inférieur à 2, la probabilité d'observer la régula-
rité α tend vers 0 en loi de puissance, avec un exposant égal
2− fg(α) : en conséquence, pour n suffisamment grand, « la
plupart » des pixels ont un α tel que fg(α) = 2 .  
Nous ne pouvons développer ici ces aspects plus avant, et nous
renvoyons à [23] pour les détails. Notons simplement que ces
spectres sont définis sous des conditions très générales, et qu'on
ne demande certainement aucune espèce de « fractalité » sur le
signal X pour pouvoir les calculer. Ainsi, pour une image quel-
conque I, on pourra toujours estimer un spectre f(α) . Voici
quelques utilisations possibles de la régularité Höldérienne et de
l'analyse multifractale en traitement des images. 
Intéressons-nous tout d'abord au problème de la détection de
contours. Dans de nombreux cas, ceux-ci peuvent être caractéri-
sés par les deux conditions suivantes : tout d'abord, et comme on
l'a noté plus haut, les contours correspondent à des points peu
réguliers dans les images, c'est-à-dire à des valeurs relativement
faibles de α. Même s'il n'existe pas de valeur universelle de l'ex-
posant de Hölder qui caractériserait les points de contours, on
peut s'attendre en général à ce que, sur une image donnée, ceux-
ci aient une régularité à peu près homogène : en d'autres termes,
l'ensemble des points de contour d'une image est caractérisé par
un petit nombre de valeurs de α. Or, par définition, la réunion
des contours forme un ensemble de courbes, qui est de dimen-
sion 1. Ainsi, on pourra extraire les contours d'une image en
sélectionnant les points t dont l'exposant α est tel que f(α) = 1.
La figure 4 montre un exemple de détection de contours fondé
sur ce principe. Pour plus de détails, le lecteur intéressé pourra
consulter la référence [20].
Notre deuxième exemple est le débruitage des images.
Intuitivement, il est clair que, dans une scène qui apparaît très
bruitée, comme par exemple une image SAR (pour Radar à
Ouverture Synthétique), la plupart des points auront une   régu-
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Figure 4. –  Image originale et contours détectés par analyse multifractale.
larité faible, alors qu'une image « lisse » contiendra surtout des
valeurs élevées de α. En terme de spectre, f(α) sera « grand »
pour α « petit » dans le premier cas, et sera « grand » pour α
« grand » dans le deuxième cas. Pour débruiter une image, une
possibilité est donc de la modifier de telle sorte que son spectre
soit translaté vers les grandes valeurs de α : on augmente ainsi
la régularité de chaque point en conservant la forme du spectre.
Ceci permet de rendre l'image plus lisible tout en respectant les
forces respectives des singularités (c'est-à-dire qu'un point brui-
té sur un contour restera, après traitement, plus irrégulier qu'un
point bruité sur une zone uniforme). Cette méthode permet en
particulier de traiter efficacement certaines images SAR qui
résistent à la plupart des autres techniques de restauration. Un
exemple de débruitage est présenté figure 5. Dans l'image
débruitée (à droite), on aperçoit distinctement le fleuve qui
affecte approximativement la forme d'un « Λ » au milieu de la
scène. Deux implémentations différentes de cette approche, fon-
dées sur des manipulations non linéaires des coefficients en
ondelettes de l'image, sont décrites dans [18] et [21].
Nous finissons ce paragraphe avec une application à l'interpola-
tion des images. Dans de nombreuses situations, la résolution
maximale d'acquisition est limitée par des facteurs physiques ou
des questions de coût. Il est donc utile de pouvoir interpoler les
données, de manière à disposer d'une meilleure résolution.
Quand plusieurs images de la même scène sont disponibles
(comme par exemple en imagerie radar ou en RMN), la « super-
résolution » peut-être obtenue par des approches apparentées à
la fusion d'information. Dans le cas général, on utilise typique-
ment des techniques Bayésiennes ou de régularisation, en sup-
posant que l'image originale appartient à une classe donnée de
signaux. Ces classes sont le plus souvent définies en terme de
régularité globale, mesurée par une norme dans un espace fonc-
tionnel comme Cn ou un espace de Besov. Dans notre cadre, il
est naturel de définir l'image interpolée comme celle qui préser-
ve la régularité Höldérienne locale, i.e. α(t), tout en étant com-
patible avec les observations (c'est-à-dire que sa version dégra-
dée doit redonner l'image originale). Comme pour le débruitage,
la mise en oeuvre de cette approche fait intervenir une analyse
en ondelettes [19]. La figure 6 montre une comparaison entre les
interpolations bicubique et Höldérienne pour un zoom d'un fac-
teur 8 sur l'image de la porte japonaise présentée figure 2. 
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Figure 5. –  Image SAR originale (à gauche) et débruitage multifractal (à droite). 
4. processus fractionnaires 
et applications en synthè-
se et classification 
Les processus fractionnaires que nous allons considérer sont des
généralisations du classique mouvement Brownien dans les-
quelles on introduit des corrélations fortes dans les accroisse-
ments. Dans le cas le plus simple, on conserve la gaussianité et
la stationnarité des accroissements, mais on abandonne le carac-
tère Markovien du mouvement Brownien, pour définir le mou-
vement Brownien fractionnaire [26]. Ce dernier est caractérisé
par un exposant H ∈ ]0, 1[ qui gouverne la plupart de ses pro-
priétés statistiques et fractales : quand H < 0, 5, chaque accrois-
sement est négativement corrélé avec tous les autres, alors que
pour H > 0, 5, la densité spectrale des accroissements tend vers
l'infini à l'origine (le cas H = 0, 5 est celui du mouvement
Brownien standard) : cette seconde situation correspond à ce
que l'on nomme communément la « mémoire longue », terme
signifiant que les corrélations du processus décroissent « lente-
ment », i.e. en loi de puissance, au lieu des décroissances expo-
nentielles plus classiquement observées. Ce type de corrélation
a été relevé dans de nombreux phénomènes, naturels ou artéfacts
(finance, géophysique, signaux biomédicaux, trafic Internet, etc)
et a donné lieu à une abondante littérature [7, 8]. 
En dimension un, la covariance RBH (t, s) du mouvement
Brownien fractionnaire BH(t) prend la forme suivante :
RBH (t, s) =
σ2
2
[|t|2H + |s|2H − |t− s|2H] ,
où σ est un réel. En dimension deux, on peut envisager plusieurs
extensions. Les plus usuelles sont le champ Brownien fraction-
naire de Lévy et le drap Brownien fractionnaire. Le champ
Brownien fractionnaire de Lévy LH est une extension isotrope,
dont la fonction de covariance est 
RLH (x,y) ∝
(‖x‖2H + ‖y‖2H − ‖x− y‖2H) ,
Quand au drap Brownien fractionnaire FH, il dépend d'un vec-
teur H = (H1,H2) , et sa covariance s'écrit :
RFH(x,y) ∝
2∏
i=1
(|xi|2Hi + |yi|2Hi − |xi − yi|2Hi) .
Comme on le voit dans les formules ci-dessus, le paramètre H
gouverne toutes les propriétés fractales du mouvement
Brownien fractionnaire : on peut par exemple montrer que,
presque sûrement, l'exposant de Hölder en tout point d'une tra-
jectoire est égal à H. Ceci est parfois une limitation forte dans
les applications. Ainsi, on ne peut avoir en même temps des tra-
jectoires très irrégulières (qui impliquent H proche de 0), et de
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Figure 6. – Zoom (×8) par interpolation bicubique (en haut) et Höldérienne
(en bas) de l'image de la figure 2 (détail). 
la dépendance longue (qui n'apparaît que pour H plus grand que
1/2). Un autre exemple est la synthèse de paysage naturels à
base de mouvement Brownien fractionnaire : une montagne arti-
ficielle obtenue comme la réalisation d'un mouvement Brownien
fractionnaire bi-dimensionnel a la même irrégularité partout.
Ceci entraîne un manque de réalisme dû au fait que la modéli-
sation ne prend pas en compte l'érosion, qui lisse certains parties
de la montagne plus que d'autres, ou la présence de failles. Il est
donc important de généraliser le mouvement Brownien fraction-
naire pour obtenir des outils plus souples, qui permettent de
découpler longue dépendance et régularité, et de contrôler cette
dernière en chaque point plutôt que d'une manière globale. Un
modèle simple qui étend le mouvement Brownien fractionnaire
dans ces directions est le mouvement Brownien multifraction-
naire [3, 6, 28]. Pour définir celui-ci, on remplace simplement le
réel H par une fonction H(t) suffisamment régulière (par
exemple C1) à valeurs dans ]0, 1[ . En dimension un, la cova-
riance du mouvement Brownien multifractionnaire WH s'écrit :
RWH (t, s) ∝ |t|H(t)+H(s) + |s|H(t)+H(s) − |t− s|H(t)+H(s)
On montre alors que, presque sûrement, en chaque point t, l'ex-
posant de Hölder de WH est égal à H(t) [14]. On dispose ainsi
d'un moyen simple pour construire des processus Gaussiens
dont la régularité est prescrite à chaque instant. La figure 7
montre un exemple de trajectoire d'un tel processus. 
De même que pour le mouvement Brownien fractionnaire, on
peut définir plusieurs extensions en deux dimensions. Le champ
Brownien multifractionnaire isotrope ZH a pour covariance :
RZH (x,y) ∝ ‖x‖H(x)+H(y) + ‖y‖H(x)+H(y)
−‖x− y‖H(x)+H(y)
Quand au drap Brownien multifractionnaire WH, sa covariance
s'écrit :
RWH(x,y) ∝
2∏
i=1
{
|xi|Hi(x)+Hi(y)
+|yi|Hi(x)+Hi(y) − |xi − yi|Hi(x)+Hi(y)
}
où H = (H1,H2) est une fonction à valeurs dans ]0, 1[2. 
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Figure 7. –  Trajectoire d'un mouvement Brownien multifractionnaire avec
H(t) = 0.3 + |sin(5t)|/2
.
Figure 8. –  Champs anisotropes d’exposants H = 0.2, à gauche, et H = 0.8, à droite [29]. 
Le mouvement Brownien multifractionnaire a été utilisé dans
plusieurs domaines (modélisation du trafic Internet, ingénierie
financière, ...). Ses versions bi-dimensionnelles proposent des
modèles pertinents quand il est nécessaire de contrôler et/ou
d'analyser finement les propriétés locales de régularité des
images : mentionnons des applications en synthèse de terrain
[13] et en classification, par exemple dans le cadre d'images bio-
médicales [17]. 
Un autre type intéressant de processus est obtenu en introduisant
de l'anisotropie dans les versions bi-dimensionnelles du mouve-
ment Brownien fractionnaire. L'anisotropie peut être contrôlée
par exemple par des transformations linéaires spatiales, ou bien
en travaillant directement sur des modèles discrets [29, 30]. De
tels processus ont été utilisé pour la description de fonds sous-
marins. Deux réalisations de processus fractals anisotropes sont
présentées sur la figure 8.
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