This paper presents multipose faces recognition. The proposed scheme is based on holistic information of face image and small modification of classical LDA (modified LDA) classifier. The holistic information called as facial features is obtained by multiresolution wavelet analysis. The modified LDA (MLDA) classifier that works based on multivariate analysis classifies the facial features to a person's class. The objectives of the proposed method are to create a compact and meaningful facial features without removing significant face image information, to build a simple classification technique which can well classify face images to a person's class, to make the M-LDA-based training system to solve the retraining problem of the PCA and LDA based recognition system, to reduce the high memory space requirement of classical LDA and PCA, and to compare the effectiveness of proposed method to established LDA based recognition systems such as RLDA, DLDA, and SLDA. The result shows that the proposed method gives good enough performance i.e. high enough success rate, short time processing, and small enough EER compare to establish LDA. In addition, the wavelet transforms is an efficient way for reducing the dimensional size of original image.
Introduction:
Human face image recognition is an active research area in image processing applications because there are many potential applications, which cover human computer interactions, forensics, surveillance, and security systems. Recently, the demand of biometrics system as security system has been increasing significantly to substitute password and PIN security system. The main weakness of the password and PIN system is little bit easy cracked them by guessing because 81% of users use the same password, PIN, and 30% write them down or store them in a file. Therefore, face is one of the biometrics systems that can be implemented as security system for substituting the password and PIN system. This paper proposes an alternative face recognition system, which is based on holistic or global information of face image and MLDA. The holistic information of face image called as facial features is obtained by multiresolution wavelet analysis of entire image without geometrical normalization and localization. The function of the MLDA is to classify the facial features to a person's class. The main aims of this method are to solve large computational costs, high memory space requirements and retraining problems LDA based face recognition.
Previous Work:
The previous works related to our approach are face recognition based on holistic or global approach as described in Refs. [1, 2, 3, 4, 5, 9] . Ref. [4] describes face recognition based on wavelet packet tree analysis for frontal view of human faces under roughly constant illumination. The facial features were built by implementing wavelet-packet tree analysis of bounding box face and then calculating the mean and variance of sixteen matrixes wavelet coefficients. That approach does not work for non-frontal and small variation faces view and needs constant illumination to make the face-bounding box. Ref. [5] describes face recognition based on combination of DCT analysis and face localization technique for finding the global information of face image, but it requires eyes coordinate, which have to input manually, to perform geometrical normalization. The global face information was created by keeping small part of big magnitude values of DCT coefficients.
The mostly related approach to our system is face recognition based on the LDA and its variations as described in Ref. [2, 3, 6] . Ref. [2] proposed a combination of D-LDA and F-LDA to cover the weakness of classical LDA. It only solves the poor discriminatory and singularity problem. Ref. [3] implemented DCT to reduce data dimensional and only small part of DCT coefficients is analyzed by LDA. Ref. [6] implemented the =
Where E =[e 1 ,e 2 ,e 3 ,…,e m ] is set of eigen-vectors corresponding to m largest eigenvalues λ i which satisfy the equation: 
The intrinsic problem of above algorithm is the singularity problem of scatter matrix due to the high data dimensional and small number of training samples called as small size problem (SSS). Some methods have been proposed to solve that problem such as DLDA, RLDA, sand PCA+LDA as described in Refs. [2, 7, 8] . However, those methods still require large computational costs and the retraining problems. 
M-LDA for Face Recognition
In order to solve retraining problem, we propose the M-LDA approach. The M-LDA is based on assumption that the matrix scatter has small dimension and the covariance of the training images is multivariate normal distribution. The proposed algorithm is described as below.
Let define a big matrix, 
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If C g is multivariate normal distribution, we can classify of each facial features to person's classes using the equation below.
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Where g i (x) is given by:
The equation (5) is derived from maximum a posteriori (MAP) discriminant, as describe below:
where P(x) is total probability of x. By eliminating the constant term and taking the natural log, it becomes.
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As mentioned previously that all classes have identical covariance and the same prior probability, the equation (8) 
By keeping just the terms dependent on µ i and C, the equation (5) is obtained.
This algorithm has some advantages for classifying the face image class: 1. It is simple because it does not require the eigen-values and eigen-vectors analysis. 2. It can solve the retraining problem as illustrated: firstly, when a new class added to the system, the M-LDA calculates the mean and the covariance of its class; secondly, the newest mean is placed into the matrix M; and finally, the previous covariance is updated by adding it with the newest class covariance. 3. The computation complexity is less than the PCA and LDA computation complexity because of not requiring eigen analysis.
The weakness of M-LDA is singularity problem due to the high data dimensional and small number of training samples. To overcome the singularity problem, we implement frequency analysis to reduce the data dimensional as explained in the next section.
Facial features extraction:
In this research, we develop a holistic approach for facial features extraction based on multiresolution DWT analysis in the entire image without geometrical normalization and bounding process. The multiresolution wavelet analysis is performed by implementing repeatedly classical DWT called as filter bank decomposition, as shown in [ where, * denote convolution , ↓ 2 represent down sampling for x and y direction, g and h are high and low pass filter respectively. In order to make simple and fast decomposition process, we apply two different Daubachies wavelets basis, namely Db4 and Db1. First, Db4 basis decomposes face images until level 2 and it just return the approximation coefficients. Second, the Db1 basis decomposes the Db4's approximation coefficient until maximum level. This decomposition returns the wavelet coefficients as shown in Fig. 2 . From these coefficients, the compact and meaningful facial features called as holistic information are created by three steps: firstly, convert the frequency domain coefficients to vector using row ordering technique; secondly, sort the vector descending using quick sort algorithm, finally truncate a small number of vector elements (i.e., less then 100 elements). Those processes are performed on both training and query (probe) face images. However, in the training process, those are performed one time.
Consider the compact facial features, if they are reconstructed into the face images, the reconstructed face images will be different. However, we can still understand that they are the face images, as shown in the Fig. 3(a) . Meanwhile, if the compact facial features are removed the reconstructed face images are exactly different and we do not know that they are face images at all, as shown in the Fig. 3(b) . This illustration proves that the most information of image exists in low frequency components. 
Face recognition algorithm:
The proposed face recognition algorithm can be illustrated briefly as Fig. (5) . There are three main process in this algorithm, namely preprocessing process, training process, and recognition process. The preprocessing unit consists of color space transformation, equalization, and multiresolution wavelet analysis. In this research, NTSC (YIQ) color space is implemented for to convert the color image (RGB) to gray component (Y). Actually, there are two main function of preprocessing process: firstly, to decrease the effect of the non-uniform lighting condition on image face, which is performed using standard equalization, secondly, to create compact facial features, using multiresolution wavelet transforms as described in section 4. In the training process, the compact facial features set is analyzed by MLDA for finding mean of each class and the global covariance and then save them in database as a meaningful data for face classification.
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Figure (5): brief face recognition algorithm.
Finally, we calculate the similarity between the input facial features and the training facial features set using MLDA based classifier. In this case, the minimum score is concluded as the best likeness.
Exsperiment and Result:
The experiments were carried out using data from four face databases: ITS-Lab. Kumamoto University database, EE-UNRAM database, India database taken against a dark homogeneous background. The faces of the subjects are in an upright, frontal position (with tolerance for some side movement). The ORL database is a grayscale face database that consists of 40 people, mainly male.
In order to know the performance of the proposed method, some experiments were done using data from previously mentioned databases. All of experiments were performed in image size of 128 x 128 pixel, the facial vector size of 49 elements, and 5 training face per class except the UNRAM database was 4 training face per class. They were chosen based on the information in Ref. [9] . The first experiment investigated the accuracy of the proposed method in tested databases and compared with the establish LDA such as DLDA, RLDA, and SLDA. The experimental result can be shown in Fig. (7) .
The result shows that the proposed method gives little bit better accuracy for all databases because the facial features contain not only the low frequency components but also small number of high frequency components, as explained in section 4. Regarding to the Cumulative Match Score, the proposed method show better performance than established LDA in the same facial features size. In this case, the MLDA was show better accuracy and CMS because the LDA discriminate the facial features like the Mahalanobis distance classifier. However, the MLDA has problems in terms of singularity. In this research, it is solved by reducing the original data size using multiresolution wavelet transforms (MWT). By MWT the original data can be compacted to 49 elements of 16384 elements, it means the original data is compressed by about 99.66%.
The second experiment was performed to investigate both training time and querying time and compare with the established LDA's time consumption. The results shows that the proposed method requires shorter training and querying times than LDA's time process, as show on Fig 9(a) . Regarding to the retraining problem the MLDA method require very short time when new class is added to the system as shows in Fig. 9(b) . This result can be achieved because the MLDA does not require eigen value analysis and the covariance analysis do not depend on the global mean of the training set. There are two aspects, which can be used to justify a good recognition system: first, how well the system can match image from the same people; second, how well the system distinguish images from different people [9] . Therefore, the last test was performs in order to know the performance of the proposed method in term of ROC analysis. The main parameters that want to know are equal error rate (ERR), false acceptance rate (FAR), and false rejection rate (FAR). The detail explanations of the ROC can be found in Ref. [9] . The system which performs perfect classification is denoted by 100% true positive rate and 0% false positive rate or the value of ERR is small or close to zero. The last experiment was performed on all databases, 49 elements facial features size, and 5 faces training per class. For the tested databases, the ROC curve show that the EER of the proposed method is almost the same with EER of the established LDA, however our method gives better success rate, requires less time consumption, and can solved the retraining problem.
All of the experimental results show that the proposed method has good performance, robust to tested face databases, and need short training and querying times. This performance can be achieved because facial features have good low-frequency resolution representation. In this case, the low frequency component is good enough for face image representation because most information of signal can be found in low frequency component, as shown in Fig. (3) . It can be described that if an image is transformed to frequency domain and the high frequency components are removed, the reconstruction image will loss a little significant information. This phenomenon was successfully used for signal compression. Moreover, wavelet decomposition property gives advantage for features extraction, such as it has good capability to separate information signal to low frequency components and their coefficients are uncorrelated with other frequency indices.
The multiresolution wavelet decomposition is an efficient way of reducing the original data dimensional. In this paper, we show that the original data size can be reduced about 99.66% of original size (i.e., 49 elements of 16384 elements), while the success rate is high enough. Also note that facial features vector is built by fast wavelet transforms and the M-LDA based classification just need mean of each face class and global covariance to classify face image to a person's class. Computational complexity of wavelet decomposition is linear with the number (N) of computed coefficients (O (N) ), where N number of data. Therefore, our method needs short training and querying times 
Conclusions:
The proposed method is alternative face recognition because it gives good enough performance i.e. high enough success rate, short time processing, and small enough EER. In addition, the multiresolution wavelet transforms is an efficient way for reducing the dimensional size of original image and it requires a short decomposition time. Moreover, the proposed method can cover the retraining problem as explained in section 3.3 and is proved in the second experiment ( Fig. 9(b) ). However, this method has to test in large databases size for knowing its accuracy, CMS, and EER. Moreover, this process needs some improvements, such as considering other color space component and implementing the hybrid facial features (i.e DCT and DWT) to make the powerful facial features. Next, the research will focus on face image preprocessing analysis and finding optimum classification method in order to increase the accuracy.
