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Measurement and estimation of parameters are essential for science and engineering, where the
main quest is to find out the highest achievable precision with given resources and design schemes to
attain it. Two schemes, the sequential feedback scheme and the parallel scheme, are usually studied
in quantum parameter estimation. While the sequential feedback scheme represents the most gen-
eral scheme, it remains unknown whether it can outperform the parallel scheme for any quantum
estimation tasks. In this Letter we show that the sequential feedback scheme has a 3-fold improve-
ment over the parallel scheme for Hamiltonian parameter estimations on 2-dimensional systems, and
an order of O(d+1) improvement for Hamiltonian parameter estimation on d−dimensional systems.
We also show that, contrary to the conventional belief, it is possible to simultaneously achieve the
highest precision for estimating all three components of a magnetic field, which sets a benchmark
on the local precision limit for the estimation of a magnetic field.
A pivotal task in science and technology is to find
out the highest achievable precision in measuring and
estimating parameters of interest with given resources
and design schemes to reach that precision[1–20]. Typi-
cally to estimate some parameters x = (x1, x2, · · · , xm)
encoded in some dynamics φx, a probe state ρ0 is
prepared which evolves under the dynamics ρ0
φx−−→
ρx. By performing Positive Operator Valued Measure-
ments(POVM) {Ey}, on the output state ρx, one gets
the measurement result y with a probability p(y|x) =
Tr(Eyρx). With a prior knowledge that the parameter is
within some local interval, the variance of any unbiased
estimator of x is then bounded below by the Fisher infor-
mation matrix nCov(xˆ) ≥ I−1(x)[21–24], where n is the
number of times that the procedure is repeated, Cov(xˆ)
denotes the covariance matrix of the estimator, and I(x)
is the Fisher information matrix with the ij-th entry
given by Iij(x) =
∫
p(y|x)∂lnp(y|x)∂xi
∂lnp(y|x)
∂xj
dy[25]. The
Fisher information matrix can be further bounded by the
quantum Fisher information matrix(QFIM) J(ρx), which
gives the quantum Crame´r-Rao bound[21, 22, 26, 27]
nCov(xˆ) ≥ I−1(x) ≥ J−1(ρx).
In multi-parameter estimation the quantum
Crame´r-Rao bound is usually not achievable even
asymptotically[21, 22, 28–37]. Two tradeoffs have to
be considered in multi-parameter estimation: the first
tradeoff is on the choice of measurements as the optimal
measurements for different parameters are usually
incompatible[38]; the second tradeoff is on the choice
of the probe states since the optimal probe states for
different parameters are also usually different. These
tradeoffs are usually dealt with by specifying a particular
figure of merit taken as Tr[Cov(xˆ)G] with G ≥ 0 then
optimizing the measurements and probe states based on
the figure of merit.
Besides the measurements and probe states, one also
needs to optimize the schemes that arrange multiple uses
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FIG. 1: (a)Sequential feedback scheme.(b)Parallel
scheme.
of the dynamics to achieve the ultimate precision limit.
Two schemes, the sequential feedback scheme and the
parallel scheme, as shown in Fig.1, are usually studied.
The sequential feedback scheme represents the most gen-
eral scheme, which includes the parallel scheme as a spe-
cial case when taking the controls as SWAP gates. Exam-
ples have been found in quantum channel discrimination
that the sequential feedback scheme can outperform the
parallel scheme for the discrimination of two quantum
channels [39, 40]. In quantum parameter estimation it re-
mains unknown whether the sequential feedback scheme
can outperform the parallel scheme. Based on some up-
per bounds on the precision limit [5, 10], it has been
shown that the sequential feedback scheme does not lead
to higher precision in single-parameter quantum estima-
tion under several dynamics, including the unitary[3] and
dephasing dynamics[7–10]. This has led to a conjecture
that in the asymptotical limit the sequential feedback
scheme provides no gains over the parallel scheme for
quantum parameter estimation[10].
In this Letter we show that the sequential feedback
scheme outperforms the parallel scheme for Hamiltonian
parameter estimation, here we focus on the estimations
of small shifts of the parameters around some known val-
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2ues. We first study the estimation of the Hamiltonian
for SU(2) dynamics, which is a fundamental problem in
quantum parameter estimation[37, 41–53] and closely re-
lated to the estimation of a magnetic field. It thus has
many applications in quantum sensing, data storage, in-
formation processing and magnetic resonance, and has
implications in quantum gyroscope, quantum reference
frame alignments,etc[41, 43–46, 54]. By considering the
general sequential feedback scheme we obtain the ulti-
mate local precision limit for the estimation of a mag-
netic field, and show that in this case the sequential feed-
back scheme outperforms the parallel scheme with a 3-
fold improvement. We also show that, contrary to the
conventional belief that some tradeoffs have to be made
in the estimation of different parameters of a magnetic
field, the optimal sequential feedback scheme achieves
the highest precision for all three parameters of a mag-
netic field simultaneously, which sets a benchmark on
the local precision of estimating multiple components of
a magnetic field. We then show for the estimation of
general Hamiltonians for SU(d) dynamics the sequential
feedback scheme outperforms the parallel scheme with
an order of O(d + 1) improvement. This sheds light on
the comparison between the two schemes. Extension to
Hamiltonian parameter estimation with prior distribu-
tions are also discussed in the supplemental material. We
also note that the sequential feedback scheme is more im-
plementable for many current experimental settings since
high-fidelity controls on small systems can now be rou-
tinely done while accurately preparing entangled states
with many particles for the parallel scheme is still very
challenging.
For the estimation of a 2-dimensional Hamiltonian,
we consider the Hamiltonian for a spin-1/2 in a mag-
netic field, which can be written as H(B, θ, φ) =
B(sin θ cosφσ1+sin θ sinφσ2+cos θσ3), here x = (B, θ, φ)
represents the magnitude and the directions of a mag-
netic field, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =(
1 0
0 −1
)
are Pauli matrices. The Hamiltonian can
also be written concisely as H(B, θ, φ) = B[~n(θ, φ) · ~σ],
where ~n(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ). We are in-
terested in the ultimate local precision limit in estimating
x = (B, θ, φ), under the aid of ancillary systems. We first
consider the scheme without feedback controls, then ex-
tend to the general sequential feedback scheme.
We denote U(x, T ) = e−iH(B,θ,φ)T as the free evo-
lution of the Hamiltonian with T units of time and
UA(x, T ) = U(x, T ) ⊗ IA as the evolution with an an-
cillary system, here IA denotes the identity operator on
the ancillary system. Let ρx = UA(x, T )ρSAU
†
A(x, T )
and ρx+dx = UA(x + dx, T )ρSAU
†
A(x + dx, T ), here ρSA
denotes the initial state of system+ancilla and dx rep-
resents a small shift of the parameter. The local pre-
cision limit of estimating x from the output state ρx
is related to the Bures distance between ρx and ρx+dx
as[21, 22, 26, 27]
d2Bures(ρx, ρx+dx) =
∑
ij
1
4
Jij(ρx)dxidxj , (1)
here the Bures distance dBures is defined as
dBures(ρ1, ρ2) =
√
2− 2F (ρ1, ρ2) with F (ρ1, ρ2) =√
ρ
1
2
1 ρ2ρ
1
2
1 as the fidelity between ρ1 and ρ2, and Jij(ρx)
is the ij-th entry of the QFIM J(ρx). Since
max
ρSA
d2Bures(ρx, ρx+dx)
=2− 2 min
ρSA
F (ρSA, U
′ ⊗ IAρSAU ′† ⊗ IA),
(2)
here U ′ = U†(x, T )U(x + dx, T ), the maximal QFIM is
thus related to the minimum fidelity minρSA F (ρSA, U
′⊗
IAρSAU
′† ⊗ IA).
For any d × d unitary U , we denote e−iEUj as the
eigenvalues of U with EUj ∈ (−pi, pi], 1 ≤ j ≤ d.
We call EUj the eigen-angles of U and assume E
U
max =
EU1 ≥ EU2 ≥ · · · ≥ EUd = EUmin are arranged in de-
creasing order. It is known that minρ0 F (ρ0, Uρ0U
†) =
cos
EUmax−EUmin
2 if E
U
max − EUmin ≤ pi[55]. Denote C(U) =
EUmax−EUmin
2 then the equation can be written concisely as
minρ0 F (ρ0, Uρ0U
†) = cosC(U). Since EU⊗IAmax = E
U
max
and EU⊗IAmin = E
U
min, we also have minρSA F (ρSA, U ⊗
IAρSAU
† ⊗ IA) = cosC(U)(we note that this does not
mean ancillary system is not useful, the role of ancillary
system will be clear later).
With Eq.(1) and Eq.(2) we can then obtain∑
ij
Jmaxij dxidxj = 8{1− cosC[U†(x, T )U(x+ dx, T )]}.(3)
If U(x, T ) is continuous with x, then when dx
is sufficiently small, U†(x, T )U(x + dx, T ) → I,
C[U†(x, T )U(x+dx, T )]→ 0, thus up to the second order∑
ij
Jmaxij dxidxj = 4C
2[U†(x, T )U(x+ dx, T )]. (4)
To ensure there exists a QFIM J(ρx) achieves the J
max
for all dx, we need to show the optimal state ρSA that
achieves the maximum Bures distance in Eq.(2) is in-
dependent of dx. In the supplemental material we show
that any maximally entangle state(which are those states
such that the reduced state is completely mixed, i.e.,
TrA(ρSA) = 1/2I) achieves the maximum Bures distance
in Eq.(2) for all dx, Jmax thus corresponds to the QFIM
of any maximally entangled probe state. And the maxi-
mal QFIM is given by[56]
Jmax = 4
 T 2 0 00 sin2(BT ) 0
0 0 sin2(BT ) sin2(θ)
 . (5)
3Furthermore the projective measurement in the Bell-
basis saturates the quantum Crame´r-Rao bound. In
the supplemental material we showed that the distri-
bution of the measurement results in the Bell-basis is
given by p1 = cos
2(BT ), p2 = sin
2(BT ) cos2 θ, p3 =
sin2(BT ) sin2 θ cos2 φ and p4 = sin
2(BT ) sin2 θ sin2 φ,
which has the classical Fisher information matrix equals
to Jmax. The quantum Crame´r-Rao bound is thus sat-
urable and Jmax sets the local precision limit when the
dynamics is evolved for T units of time. This is consis-
tent with previous studies[47, 49], however our method
makes it easy to incorporate feedback controls as we now
show.
For the general sequential feedback scheme as
in Fig.1(a), the total evolution can be written
as UFA(x,Nt) = UNUA(x, t) · · ·U2UA(x, t)U1UA(x, t),
where UA(x, t) = e
−iH(x)t ⊗ IA with t = TN ,
and U1, U2, · · · , UN denote the feedback controls. It
can be shown that C[U†FA(x,Nt)UFA(x + dx,Nt)] ≤
NC[U†A(x, t)UA(x + dx, t)] where the equality can be
achieved when U1 = U2 = · · · = UN = U†A(x, t)(see sup-
plementary material[56]). In practice the true value x is
not known a-priori, the estimated value xˆ need to be used
and the controls U1 = U2 = · · · = UN = U†A(xˆ, t) need be
updated adaptively. This, however, does not affect the
asymptotical scaling[62–64].
From Eq.(4) we then have∑
ij
(JmaxN )ijdxidxj = 4C
2[U†FA(x,Nt)UFA(x+ dx,Nt))
≤ 4N2C2[U†A(x, t)UA(x+ dx, t)]
= N2
∑
ij
(Jmax1 )ijdxidxj ,
(6)
thus
JmaxN ≤ N2Jmax1
= 4N2
 t2 0 00 sin2(Bt) 0
0 0 sin2(Bt) sin2(θ)
 , (7)
here the equality can be saturated asymptotically with
the controls U1 = U2 = · · · = UN = U†A(xˆ, t) = eiH(xˆ)t ⊗
IA. In this case the feedback controls only act on the
system, we can thus write
U†FA(x,Nt)UFA(x+ dx,Nt) = U
′ ⊗ IA
= eiaNt(x,dx)[
~kNt(x,dx)·~σ] ⊗ IA,
(8)
for the last equation we used the fact that any U ′ can
be written as eiaNt(x,dx)(
~kNt(x,dx)·~σ) where ~kNt(x, dx) is
a unit vector. This has similar form as the free evo-
lution, thus by following the same line of argument
one can show the optimal probe state is any maxi-
mally entangled state which has the QFIM JmaxN =
4N2
 t2 0 00 sin2(Bt) 0
0 0 sin2(Bt) sin2(θ)
 under the opti-
mal feedback scheme. In this case the measurement in
the Bell basis also saturates the quantum Crame´r-Rao
bound nCov(xˆ) ≥ (JmaxN )−1(see supplementary material
for detail), JmaxN thus quantifies the asymptotical preci-
sion limit.
To ease comparison with previous results, we rewrite
the Hamiltonian as H = x1σ1 + x2σ2 + x3σ3 with x1 =
B sin θ cosφ, x2 = B sin θ sinφ, x3 = B cos θ. In the
asymptotical limit the estimation is in the vicinity of the
actual value, we can thus write
δxˆ1 = sin θ cosφδBˆ +B cos θ cosφδθˆ −B sin θ sinφδφˆ,
δxˆ2 = sin θ sinφδBˆ +B cos θ sinφδθˆ +B sin θ cosφδφˆ,
δxˆ3 = cos θδBˆ −B sin θδθˆ,
it is then easy to get δxˆ1
2+δxˆ2
2+δxˆ3
2 = δBˆ2+B2δθˆ2+
B2 sin2(θ)δφˆ2. This will be taken as the figure of merit
for comparison as it is used in previous studies[37, 48],
which corresponds to take G = I in Tr[Cov(xˆ)G] under
the representation of (x1, x2, x3). We note that the choice
of G = I here is just for the purpose of comparison, the
precision limit obtained under the feedback scheme is op-
timal for any G—as the obtained precision saturates the
quantum Crame´r-Rao bound nCov(xˆ) ≥ (JmaxN )−1, thus
for any choices of G it also saturates the lower bound
nTr[Cov(xˆ)G] ≥ Tr[(JmaxN )−1G]. Here n is the num-
ber of times that the procedure is repeated, which ac-
counts for the classical effect, for the following we will
neglect n by assuming the procedure is repeated with
the same(sufficiently large) number of times.
We now compare δxˆ1
2 + δxˆ2
2 + δxˆ3
2 obtained from
different schemes. Under the optimal sequential feed-
back scheme we have Cov(xˆ) = (JmaxN )
−1 with JmaxN =
4N2
 t2 0 00 sin2(Bt) 0
0 0 sin2(Bt) sin2(θ)
, thus
δxˆ1
2 + δxˆ2
2 + δxˆ3
2 = δBˆ2 +B2δθˆ2 +B2 sin2(θ)δφˆ2
=
1
4N2
[
1
t2
+
2B2
sin2(Bt)
]
.
(9)
Under the parallel scheme the precision has been exten-
sively studied previously [37, 41, 43–51, 65] with the high-
est precision given by Cov(xˆ) = 3N(N+2) (J
max
1 )
−1[37, 48],
here Jmax1 = 4
 t2 0 00 sin2(Bt) 0
0 0 sin2(Bt) sin2(θ)
. This
corresponds to
δxˆ1
2 + δxˆ2
2 + xˆ3
2 =
3
4N(N + 2)
[
1
t2
+
2B2
sin2(Bt)
]
.(10)
4Compare Eq.(9) and Eq.(10) we can see that the opti-
mal sequential feedback scheme has a 3-fold improvement
over the optimal parallel scheme.
For a given T , when N → ∞, t = TN → 0, B
2
sin2(Bt)
→
1
t2 , the precision limit under the optimal sequential feed-
back scheme thus reaches δxˆ1
2 + δxˆ2
2 + δxˆ3
2 = 34N2t2 =
3
4T 2 . Note that for the estimation of a single parameter xi
the highest precision one can get within T units of time
is δxˆi
2 = 14N2t2 =
1
4T 2 [3]. It is conventionally believed
that for simultaneous estimation of different parameters
of a magnetic field some tradeoffs have to be made on
the probe states and measurements, thus not possible to
achieve the highest precision for all parameters simul-
taneously. While the tradeoffs are indeed unavoidable
under the parallel scheme, we showed that, contrary to
this conventional belief, the optimal sequential feedback
scheme can achieve the highest precision for all three pa-
rameters of a magnetic field simultaneously.
We next show that for the estimation of general
Hamiltonian for SU(d) dynamics the sequential feedback
scheme has similar improvement over the parallel scheme.
Given an SU(d) dynamics aided with ancillary system,
U(x, t) = ei
∑d2−1
j=1 xjFjt⊗ IA, here {Fj} are traceless self-
adjoint matrices and Tr(FjFk) = δjk, i.e., {iFj} form an
orthogonal basis of su(d), x = (x1, x2, · · · , xd2−1) are the
parameters to be estimated. We compare three schemes:
1)the independent scheme; 2)the parallel scheme; 3)the
sequential feedback scheme. The independent scheme is
to divide the N uses of the dynamics into d2 − 1 groups
and use Nd2−1 dynamics in each group to estimate one pa-
rameter. Under this scheme the variance of each parame-
ter δx2j ∝ 1( N
d2−1 )
2t2
= (d
2−1)2
N2t2 , the summation of variance
is then
∑d2−1
j=1 δx
2
j ∝ (d
2−1)3
N2t2 . For the parallel scheme
the minimum summation of variance has been obtained
previously as
∑d2−1
j=1 δx
2
j =
d(d+1)(d2−1)
4N(N+d)t2 [48]. For the se-
quential feedback scheme, we show that(see supplemental
material[56]) by taking the maximally entangled state as
the probe state and using the optimal feedback control
U1 = U2 = · · · = UN = U†A(xˆ, t), the quantum Fisher
information matrix is given by 4N
2t2
d I, and the quantum
Crame´r-Rao bound can be saturated. The summation of
variance under the optimal feedback scheme is thus given
by
∑d2−1
j=1 δx
2
j =
d(d2−1)
4N2t2 , which has an order of O(d+ 1)
improvement over the parallel scheme and an order of
O(d3) improvement over the independent scheme.
Discussion and conclusion: The comparison between
the sequential feedback scheme and the parallel scheme
has been a subject of lasting interest in quantum channel
discrimination and quantum parameter estimation. In
quantum channel discrimination Ac´in[65] and D’Ariano
et al. [66] studied the optimal parallel scheme for the dis-
crimination between two unitary dynamics, Duan et al.
[67] then showed the sequential feedback scheme is equiv-
alent to the parallel scheme for the discrimination of uni-
tary dynamics, Chiribella et al. [39] showed the sequential
feedback scheme can outperform the parallel scheme for
discriminating quantum channels with memory effects.
Optimal sequential scheme has also been obtained for
the discrimination of two general quantum channels[68].
For single-parameter quantum estimation the sequential
feedback scheme is shown to be equivalent to the parallel
scheme under unitary[3] and dephasing dynamics[10, 69],
and it has been conjectured that asymptotically the se-
quential feedback scheme is equivalent to the parallel
scheme[10]. For multi-parameter quantum estimation
Humphreys et al. [31] showed the parallel scheme has an
order of O(d) improvement over the independent scheme
for estimating d parameters with commutating genera-
tors, for general unitary dynamics the optimal parallel
scheme has also been studied[37, 48] which shows the
parallel scheme has similar improvement over the inde-
pendent scheme.
Prior of this study a general belief has been that un-
der unitary dynamics the sequential feedback scheme is
equivalent to the parallel scheme(while under noisy dy-
namics the sequential feedback scheme is believed to be
either equivalent to the parallel scheme or can only out-
perform the parallel scheme for channels with special
properties). Here by showing the sequential feedback
scheme has an order of O(d + 1) improvement over the
parallel scheme for the estimation of SU(d) dynamics,
our study disclosed a unique feature for multi-parameter
quantum estimation and deepened the understanding on
the relationship between the sequential feedback scheme
and the parallel scheme.
Our study also sets a benchmark on the local precision
limit for the estimation of a magnetic field, which is of
practical importance for many applications. The preci-
sion is obtained by optimizing all steps in the procedure
of the estimation, thus represents the ultimate precision
one can achieve for the estimation of a magnetic field
asymptotically. Our study shows that it is possible to
achieve the highest precision simultaneously for all three
parameters of a magnetic field, contrary to the conven-
tional belief that some tradeoffs have to be made on the
precision of different parameters. This opened the possi-
bility and initiated the study of using feedback controls
to counteract the tradeoffs in multi-parameter quantum
estimation. Future research includes finding the ultimate
precision at the presence of general noises.
In the supplemental material we also discussed the
possible extension to Hamiltonian parameter estimation
with a prior distribution, and showed that the feedback
scheme gains over the parallel scheme through adaptive
choice of the evolution time[56]. Intuitively the feedback
scheme gains over the parallel scheme by utilizing the in-
formation encoded in the prior distribution to design the
feedback controls, while under the parallel scheme the in-
formation is ignored during the evolution stage. Future
5research includes quantifying the gain of the feedback
scheme exactly under any prior distribution.
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Supplemental Material
Optimal probe states
We show that the maximally entangled states are the
optimal probe states that achieve Jmax in the estimation
of a magnetic field.
Consider the dynamics U(x, T ) = e−iH(B,θ,φ)T ,
where H(B, θ, φ) = B(sin θ cosφσ1 + sin θ sinφσ2 +
cos θσ3), for any pure state |ϕSA〉, let ρx = U(x, T ) ⊗
IA|ϕSA〉〈ϕSA|U†(x, T ) ⊗ IA, ρx+dx = U(x + dx, T ) ⊗
IA|ϕSA〉〈ϕSA|U†(x+ dx, T )⊗ IA. As shown in the main
text, the optimal probe states are those states that min-
imize F (ρx, ρx+dx) for all dx, note that
F (ρx, ρx+dx)
=F [U(x, T )⊗ IA|ϕSA〉〈ϕSA|U†(x, T )⊗ IA,
U(x+ dx, T )⊗ IA|ϕSA〉〈ϕSA|U†(x+ dx, T )⊗ IA]
=F (|ϕSA〉〈ϕSA|, U ′ ⊗ IA|ϕSA〉〈ϕSA|U ′† ⊗ IA)
=|〈ϕSA|U ′ ⊗ IA|ϕSA〉|
=|Tr(ρSU ′)|,
(11)
where ρS = TrA(|ϕSA〉〈ϕSA|) and U ′ = U†(x, T )U(x +
dx, T ) which can be written as U ′ = eia(x,dx)[kˆ(x,dx)·σˆ]
with kˆ(x, dx) as a unit vector. The eigenvalues of
eia(x,dx)[kˆ(x,dx)·σˆ] are e±ia(x,dx), we can thus diagonal-
ize U ′ as U˜(kˆ)
(
eia(x,dx) 0
0 e−ia(x,dx)
)
U˜†(kˆ) where U˜(kˆ)
is a unitary which depends on kˆ(x, dx). Let ρ˜ =
U˜†(kˆ)ρSU˜(kˆ), then
|Tr(ρSU ′)| = |Tr[ρ˜
(
eia 0
0 e−ia
)
]|
= |ρ˜11eia + ρ˜22e−ia|
=
√
cos2(a) + (ρ˜11 − ρ˜22)2 sin2(a)
≥ | cos(a)|,
(12)
the minimum is achieved when ρ˜11 = ρ˜22 =
1
2 , i.e.,
when ρ˜ = 12I, from which we obtain the optimal ρS =
U˜(kˆ)ρ˜U˜†(kˆ) = 12I(note that other choices of ρ˜ will not
be invariant under the conjugation of U˜(kˆ), which then
does not lead to any fixed probe state). The optimal
probe state |ϕSA〉 is thus any maximally entangled state.
The maximal quantum Fisher information matrix
for the estimation of a magnetic field under free
evolution
In this section we show how to calculate Jmax in the
estimation of a magnetic field under free evolution. In
7the main text we showed that∑
ij
Jmaxij dxidxj = 8{1− cosC[U†(x, T )U(x+ dx, T )]}.(13)
To calculate Jmax, let
U ′ = U†(x, T )U(x+ dx, T )
= eiBT [~n(θ,φ)·~σ]e−i(B+dB)T [~n(θ+dθ,φ+dφ)·~σ]
= eia(x,dx)[
~k(x,dx)·~σ]
(14)
where ~k(x, dx) is a unit vector, a(x, dx) ≥ 0 which can
be easily obtained from cos[a(x, dx)] = cos(BT ) cos[(B+
dB)T ]+~n(θ, φ) ·~n(θ+dθ, φ+dφ) sin(BT ) sin[(B+dB)T ].
Since the eigenvalues of eia(
~k·~σ) are e±ia we have EU
′
max =
a(x, dx), EU
′
min = −a(x, dx), thus C[U†(x, T )U(x +
dx, T )] =
EU
′
max−EU
′
min
2 = a(x, dx). Using Eq.(14) we can
expand the right side of Eq.(13) to the second order
8{1− cosC[U†(x, T )U(x+ dx, T )]}
=8[1− cos a(x, dx)]
=4[T 2dB2 + sin2(BT )dθ2 + sin2 θ sin2(BT )dφ2],
(15)
the maximum QFIM is then obtained by comparing co-
efficients at both sides of Eq.(13), which gives
Jmax = 4
 T 2 0 00 sin2(BT ) 0
0 0 sin2(BT ) sin2(θ)
 . (16)
We further show that this Jmax dominates all other
QFIMs under free evolution, i.e., Jmax ≥ J(ρx) for
all other J(ρx)(A ≥ B means A − B is positive semi-
definite). To see this take any probe state ρSA, let ρx =
U(x, T )⊗IA(ρSA), ρx+dx = U(x+dx, T )⊗IA(ρSA), here
U(x+ dx, T )⊗ IA(ρSA) = U(x+ dx, T )⊗ IAρSAU†(x+
dx, T ) ⊗ IA, then for any dx = (dB, dθ, dφ)(which is al-
ways assumed to be sufficiently small so the second order
expansion is valid), we have∑
ij
1
4
Jij(ρx)dxidxj
= d2Bures(ρx, ρx+dx)
= d2Bures[U(x, T )⊗ IA(ρSA), U(x+ dx, T )⊗ IA(ρSA)]
≤ max
ρSA
d2Bures[U(x, T )⊗ IA(ρSA), U(x+ dx, T )⊗ IA(ρSA)]
=
∑
ij
1
4
Jmaxij dxidxj ,
(17)
where the last equality is achieved by taking the ρSA
as the maximally entangled state. Thus dxJmaxdxT ≥
dxJ(ρx)dx
T for all dx, i.e., Jmax ≥ J(ρx), Jmax thus sets
the precision limit for estimating x. This is consistent
with previous studies[47, 49], however our method makes
it easy to incorporate feedback controls.
Measurement in the Bell basis saturates the
quantum Crame´r-Rao bound
In this section we show that there exists POVM sat-
urates the quantum Crame´r-Rao bound in estimating
a magnetic field under the optimal sequential feedback
scheme, one can also see Sec. of this supplementary ma-
terial for an alternative proof.
We first show that under the free evolution UA(x, T ) =
e−iH(B,θ,φ)T ⊗ IA the measurement in the Bell basis sat-
urates the quantum Crame´r-Rao bound, then extend to
the feedback scheme.
With the maximally entangled state |ϕmax〉 =
1√
2
(
[
0
1
]
⊗
[
0
1
]
+
[
1
0
]
⊗
[
1
0
]
) as the probe state, the output
state under the free evolution e−iH(B,θ,φ)T ⊗ IA is
|ϕ(B, θ, φ)〉 = 1√
2
[
i sin(BT ) sin θe−iφ
cos(BT )− i sin(BT ) cos θ
]
⊗
[
0
1
]
+
1√
2
[
cos(BT ) + i sin(BT ) cos θ
i sin(BT ) sin θeiφ
]
⊗
[
1
0
]
,
(18)
which can be rewritten as
|ϕ(B, θ, φ)〉 =cos(BT )√
2
(|00〉+ |11〉)
− i sin(BT ) cos θ√
2
(|00〉 − |11〉)
+
i sin(BT ) sin θ cosφ√
2
(|10〉+ |01〉)
+
sin(BT ) sin θ sinφ√
2
(|10〉 − |01〉).
(19)
The probability of the measurement results in the Bell-
basis
|ϕ1〉 = |00〉+ |11〉√
2
,
|ϕ2〉 = |00〉 − |11〉√
2
,
|ϕ3〉 = |10〉+ |01〉√
2
,
|ϕ4〉 = |10〉 − |01〉√
2
(20)
can then be easily obtained as
p1 = cos
2(BT ),
p2 = sin
2(BT ) cos2 θ,
p3 = sin
2(BT ) sin2 θ cos2 φ,
p4 = sin
2(BT ) sin2 θ sin2 φ.
(21)
Based on the probability distribution it is straightforward
to calculate the classical Fisher information matrix as
4
 T 2 0 00 sin2(BT ) 0
0 0 sin2(BT ) sin2(θ)
 , which is the same
8as the quantum Fisher information matrix. The quantum
Crame´r-Rao bound is thus asymptotically saturable in
this case. This is consistent with previous studies[49].
Under the optimal feedback scheme the
total dynamics is given by UFA(x,Nt) =
UNUA(x, t) · · ·U2UA(x, t)U1UA(x, t), where
UA(x, t) = e
−iH(x)t ⊗ IA and the feedback controls
U1 = U2 = · · · = U†A(xˆ, t). Since both the sys-
tem dynamics and the feedback controls only act on
the system, the total dynamics can be written as
UFA(x,Nt) = e
−iB˜[sin θ˜ cos φ˜σx+sin θ˜ sin φ˜σy+cos θ˜σz ] ⊗ IA
where B˜(B, θ, φ), θ˜(B, θ, φ), φ˜(B, θ, φ) are some functions
of x = (B, θ, φ). With the maximally entangled state
|ϕmax〉 = 1√2 (
[
0
1
]
⊗
[
0
1
]
+
[
1
0
]
⊗
[
1
0
]
) as the probe state,
the output state is similarly given by
|ϕ(B, θ, φ)〉 = 1√
2
[
i sin(B˜T ) sin θ˜e−iφ˜
cos(B˜T )− i sin(B˜T ) cos θ˜
]
⊗
[
0
1
]
+
1√
2
[
cos(B˜T ) + i sin(B˜T ) cos θ˜
i sin(B˜T ) sin θ˜eiφ˜
]
⊗
[
1
0
]
.
(22)
It is intuitively clear that better precision of (B˜, θ˜, φ˜)
corresponds to better precision of (B, θ, φ), the measure-
ment in the Bell basis thus is also optimal. To see this
more formally, let ρx = |ϕ(B, θ, φ)〉〈ϕ(B, θ, φ)| and de-
note LB , Lθ, Lφ as the symmetrical logarithm derivatives
of B, θ, φ respectively, which are the solutions to the fol-
lowing equations
∂ρx
∂B
=
1
2
(ρxLB + LBρx),
∂ρx
∂θ
=
1
2
(ρxLθ + Lθρx),
∂ρx
∂φ
=
1
2
(ρxLφ + Lφρx).
(23)
To show the quantum Crame´r-Rao bound is achievable
we just need to show Im[〈ϕ(B, θ, φ)|LiLj |ϕ(B, θ, φ)〉] =
0 ∀Li, Lj ∈ {LB , Lθ, Lφ}[47, 57].
We first denote LB˜ , Lθ˜, Lφ˜ as the symmetrical loga-
rithm derivatives of B˜, θ˜, φ˜ respectively, which are solu-
tions to the following equations
∂ρx
∂B˜
=
1
2
(ρxLB˜ + LB˜ρx),
∂ρx
∂θ˜
=
1
2
(ρxLθ˜ + Lθ˜ρx),
∂ρx
∂φ˜
=
1
2
(ρxLφ˜ + Lφ˜ρx).
(24)
It is known that Im[〈ϕ(B, θ, φ)|LiLj |ϕ(B, θ, φ)〉] = 0
∀Li, Li ∈ {LB˜ , Lθ˜, Lφ˜}[47, 49] (we also have shown
specifically that the measurement in the Bell basis sat-
urates the quantum Crame´r-Rao bound for (B˜, θ˜, φ˜)).
Now since
∂ρx
∂B
=
∂ρx
∂B˜
∂B˜
∂B
+
∂ρx
∂θ˜
∂θ˜
∂B
+
∂ρx
∂φ˜
∂φ˜
∂B
,
∂ρx
∂θ
=
∂ρx
∂B˜
∂B˜
∂θ
+
∂ρx
∂θ˜
∂θ˜
∂θ
+
∂ρx
∂φ˜
∂φ˜
∂θ
,
∂ρx
∂φ
=
∂ρx
∂B˜
∂B˜
∂φ
+
∂ρx
∂θ˜
∂θ˜
∂φ
+
∂ρx
∂φ˜
∂φ˜
∂φ
,
(25)
we get
LB =
∂B˜
∂B
LB˜ +
∂θ˜
∂B
Lθ˜ +
∂φ˜
∂B
Lφ˜,
Lθ =
∂B˜
∂θ
LB˜ +
∂θ˜
∂θ
Lθ˜ +
∂φ˜
∂θ
Lφ˜,
Lφ =
∂B˜
∂φ
LB˜ +
∂θ˜
∂φ
Lθ˜ +
∂φ˜
∂φ
Lφ˜,
(26)
which are just linear combinations of LB˜ , Lθ˜, Lφ˜.
Thus Im[〈ϕ(B, θ, φ)|LiLj |ϕ(B, θ, φ)〉] = 0 ∀Li, Lj ∈
{LB , Lθ, Lφ}, the quantum Crame´r-Rao bound is then
saturable. And as LB , Lθ, Lφ are just linear combinations
of LB˜ , Lθ˜, Lφ˜, the measurements that saturate the quan-
tum Crame´r-Rao bound for (B, θ, φ) is then the same
as the measurements saturate the bound for (B˜, θ˜, φ˜), in
particular the measurement in the Bell basis saturates
the quantum Crame´r-Rao bound. This can also be seen
in Sec. of this supplementary material, where we show
that the feedback controls essentially shift the parameter
values, since the measurement in the Bell basis is optimal
for all values of the parameters, this measurement is then
also optimal under the feedback scheme.
Optimal feedback control
For completeness we include a derivation of the op-
timal feedback control which follows the treatment in
[58]. We derive the case of N = 2, same strategy
works in the general case. When N = 2, UFA(x, 2t) =
U2UA(x, t)U1UA(x, t), here UA(x, t) = e
−iH(B,θ,φ)t ⊗ IA
and U1, U2 are feedback controls which can act on sys-
tem+ancilla. Now
U†FA(x, 2t)UFA(x+ dx, 2t)
=U†A(x, t)U
†
1U
†
A(x, t)U
†
2U2UA(x+ dx, t)U1UA(x+ dx, t)
=U†A(x, t)U
†
1 [U
†
A(x, t)UA(x+ dx, t)]×
U1[UA(x, t)U
†
A(x, t)]UA(x+ dx, t)
=(U†A(x, t)U
†
1 )[U
†
A(x, t)UA(x+ dx, t)](U1UA(x, t))
[U†A(x, t)UA(x+ dx, t)].
U2 can be chosen as any unitary since it does not
change C[U†FA(x, 2t)UFA(x + dx, 2t)]. Now di-
vide U†FA(x, 2t)UFA(x + dx, 2t) into two parts,
9(U†A(x, t)U
†
1 )[U
†
A(x, t)UA(x + dx, t)](U1UA(x, t)) and
U†A(x, t)UA(x+ dx, t), then
C[U†FA(x, t)UFA(x+ dx, 2t)] ≤ C[U†A(x, t)UA(x+ dx, t)]
+ C[(U†A(x, t)U
†
1 )[U
†
A(x, t)UA(x+ dx, t)](U1UA(x, t))]
= 2C[U†A(x, t)UA(x+ dx, t)],
(27)
the first inequality we used the fact C(U1U2) ≤
C(U1) + C(U2) if C(U1) + C(U2) ≤ pi2 [58–60,
65]; the second equality is based on the fact that
(U†A(x, t)U
†
1 )[U
†
A(x, t)UA(x + dx, t)](U1UA(x, t)) has the
same eigen-angles as U†A(x, t)UA(x + dx, t). One choice
of control that saturates the equality is let U1 =
U†A(x, t), as it aligns the eigenvalues of the two parts
and the corresponding maximal and minimal eigen-
angles add up, in this case U†FA(x, 2t)UFA(x+ dx, 2t) =
[U†A(x, t)UA(x+ dx, t)]
2, C[U†FA(x, 2t)UFA(x+ dx, 2t)] =
2C[U†A(x, t)UA(x+dx, t)] saturates the equality. This ar-
gument can be easily generalized to the general N with
C[U†FA(x,Nt)UFA(x + dx,Nt)] ≤ NC[U†A(x, t)UA(x +
dx, t)] and the equality can be saturated with the con-
trols U1 = U2 = · · · = UN−1 = U†A(x, t) and arbitrary
UN , which for simplicity, can also be taken as U
†
A(x, t).
Estimation of the Hamiltonian for SU(d) dynamics
We consider the estimation of general Hamiltonians
for SU(d) dynamics under the aid of ancillary systems
and feedback controls, with the probe state taken as
the maximally entangled state |ϕ〉 = 1√
d
∑d
p=1 |pp〉,
where {|p〉|p = 1, 2, · · · , d} form an orthonormal ba-
sis of a d-dimensional Hilbert space. Let UA(x, t) =
ei
∑d2−1
j=1 xjFjt ⊗ IA, here {iFj} form a basis of su(d)
and Fj are traceless self-adjoint matrices and chosen
as Tr(FjFk) = δjk, x = (x1, x2, · · · , xd2−1) are the
interested parameters, t = TN . And UFA(x,Nt) =
UNUA(x, t) · · ·U1UA(x, t), with the controls taking as
U1 = U2 = · · ·UN = U†A(xˆ, t).
When N → ∞, t = TN → 0, then UA(x, t) =
ei
∑d2−1
j=1 xjFjt ⊗ IA ≈ (I + i
∑d2−1
j=1 xjFjt) ⊗ IA, we then
have
UiUA(x, t)
=U†A(xˆ, t)UA(x, t)
≈[(I − i
d2−1∑
j=1
xˆjFjt)⊗ IA][(I + i
d2−1∑
j=1
xjFjt)⊗ IA]
≈[I + i
d2−1∑
j=1
(xj − xˆj)Fjt]⊗ IA
≈ei
∑d2−1
j=1 (xj−xˆj)Fjt ⊗ IA,
(28)
the total dynamics is then
UFA(x,Nt) = [U
†
A(xˆ, t)UA(x, t)]
N
≈ eiN
∑d2−1
j=1 (xj−xˆj)Fjt ⊗ IA
= ei
∑d2−1
j=1 (xj−xˆj)FjT ⊗ IA.
(29)
In the asymptotical limit xˆ→ x, the controls essentially
reduce the problem of estimating a general x to estimat-
ing x = (0, 0, · · · , 0). In the remain part we will then just
consider the precision under the dynamics UA(x, T ) =
ei
∑d2−1
j=1 xjFjT ⊗ IA at the point of x = (0, 0, · · · , 0). We
follow the treatment in [49] to calculate the quantum
Fisher information matrix of this dynamics.
The output state in this case is unchanged,
UA(x, T )|ϕ〉 = 1√d |pp〉. Denote Lj as the symmetric
logarithm derivative of the output state with respect
to xj , and |lj〉 = Lj |ϕ〉, then it is known that |lj〉 =
2(|ϕ,j 〉 + 〈ϕ,j |ϕ〉|ϕ〉) with |ϕ,j 〉 = ∂UA(x,T )|ϕ〉∂xj [47, 57].
To calculate |ϕ,j 〉 we can expand UA(x, T ) ≈ (I +
i
∑d2−1
j=1 xjFjT )⊗ IA, thus
∂UA(x, T )|ϕ〉
∂xj
=
∂[(I + i
∑d2−1
j=1 xjFjT )⊗ IA|ϕ〉]
∂xj
|x=(0,0,··· ,0)
=Fj ⊗ IA|ϕ〉T.
(30)
Then
〈ϕ,j |ϕ〉 = 〈ϕ|Fj ⊗ IA|ϕ〉T
= Tr(Fj
1
d
I)T
= 0,
(31)
where for the second equality we used the fact the re-
duced state of a maximally entangled state is 1dI, for the
third equality we used the fact that Fj is traceless. Thus
|lj〉 = 2|ϕ,j 〉 = 2Fj ⊗ IA|ϕ〉T, (32)
it is then easy to see that
〈lk|lj〉 = 4T 2〈ϕ|FkFj ⊗ IA|ϕ〉
= 4T 2Tr(FkFj
1
d
I)
=
4T 2
d
δkj .
(33)
The entries of the quantum Fisher information matrix is
given by Jkj = Re(〈lk|lj〉), we then have J = 4T 2d I =
4N2t2
d I. Since in this case Im(〈lk|lj〉) = 0 the quantum
Crame´r-Rao bound Cov(xˆ) ≥ J−1 is thus achievable[47,
57], we then have
∑d2−1
j=1 δx
2
j =
d(d2−1)
4N2t2 .
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One measurement that saturates the quantum Crame´r-
Rao bound in this case can be taken as the projec-
tive measurements on the basis consisting with (Fi ⊗
IA)
∑d
p=1 |pp〉, i = 1, · · · , d2 − 1, and 1√d
∑d
p=1 |pp〉.
As when (x1, x2, · · · , xd2−1) → (0, 0, · · · , 0), the final
state can be approximated as [(I + i
∑d2−1
j=1 xjFjT ) ⊗
IA]
1√
d
∑d
p=1 |pp〉, the probability under the chosen
projective measurement can be calculated as p1 =
x21T
2
d , p2 =
x22T
2
d , · · · , pd2−1 =
x2
d2−1T
2
d and p0 = 1 −∑d2−1
i=1 pi. It is then straightforward to verify that when
(x1, x2, · · · , xd2−1)→ (0, 0, · · · , 0) the classical Fisher in-
formation matrix is 4T
2
d I, which is the same as the quan-
tum Fisher information matrix. It is also easy to see that
when d = 2, this measurement can be reduced to the pro-
jective measurements in the Bell basis by choosing Fi as
Pauli matrices.
The quantum Fisher information matrix under the op-
timal parallel scheme is given by JN =
N(N+d)
d+1 J1[48]
while in this case J1 =
4t2
d I, thus
∑d2−1
j=1 δx
2
j =
(d+1)d(d2−1)
4N(N+d)t2 which is O(d+1)-times bigger than the value
obtained under the feedback scheme.
The gain of the optimal feedback scheme over the
optimal parallel scheme for the estimation of a
magnetic field
In this section we give some further analysis on the
gain of the feedback scheme with a prior distribution, for
which we will focus on the the estimation of a magnetic
field.
Under the total dynamics UFA(x,Nt) =
UNUA(x, t) · · ·U1UA(x, t), with the controls taking
as U1 = U2 = · · ·UN = U†A(xˆC , t)(here xˆC denote the
estimated value used in the control), when N is suffi-
ciently large the feedback controls shift the parameter
from the true value x = B(sin θ cosφ, sin θ sinφ, cos θ)
by the amount of xˆC . By preparing the probe state as
the maximal entangled state and performing projective
measurements in the Bell basis
|ϕ1〉 = |00〉+ |11〉√
2
,
|ϕ2〉 = |00〉 − |11〉√
2
,
|ϕ3〉 = |10〉+ |01〉√
2
,
|ϕ4〉 = |10〉 − |01〉√
2
,
(34)
we get the measurement results with the probabilities
given by
p1 = cos
2(B˜T ),
p2 = sin
2(B˜T ) cos2 θ˜,
p3 = sin
2(B˜T ) sin2 θ˜ cos2 φ˜,
p4 = sin
2(B˜T ) sin2 θ˜ sin2 φ˜,
(35)
here we use x˜ = B˜(sin θ˜ cos φ˜, sin θ˜ sin φ˜, cos θ˜) to denote
the shifted value, i.e., x˜ = x− xˆC . A standard procedure
for the estimation of the magnetic field is to take the
measurements n times, and count the occurrence of each
measurement results,say ki, i ∈ {1, 2, 3, 4}, here n = k1+
k2 + k3 + k4. One then adjusts the estimation based
on these occurrences: from the ratio k1k2+k3+k4 one can
adjust the estimation of B˜, from the ratio k2k3+k4 adjusting
the estimation of θ˜ and from the ratio k3k4 adjusting the
estimation of φ˜. The data has a multinomial distribution
for which one can also obtain the maximum likelihood
estimation by solving the following equations[61]
p1 =
k1
n
,
p2 =
k2
n
,
p3 =
k3
n
,
p4 =
k4
n
,
(36)
from the solution of the equation one can get the estima-
tor for ˆ˜x(k), and the estimator for the true value is then
given by xˆ(k) = xˆC + ˆ˜x(k), here k = (k1, k2, k3, k4).
It is well-known that when n is sufficiently large this
maximum likelihood estimation saturates the Crame´r-
Rao bound[61] as long as Eq.(36) has a unique solution,
i,e., when {B˜, θ˜, φ˜} are known to belong to some inter-
vals. For example p1 =
k1
n , which is cos
2(B˜T ) = k1n , has
a unique solution if B˜T ∈ [m2 pi, m+12 pi] for some m ∈ N,
i.e., when B˜ ∈ 1T [m2 pi, m+12 pi]. Since we can choose xˆC
to shift the parameter, without loss of generality we can
take the interval as B˜ ∈ 1T [0, 12pi]. Similarly one can get
the condition on θ˜ and φ˜ as θ˜, φ˜ ∈ [0, pi2 ]. Here the main
restriction is on the condition for B˜ as when T increases
the interval gets smaller. In practice one can start with
small T , which corresponds to a large interval for B˜, to
first get some rough estimation, then gradually increase
T to get more information each round. Methods to re-
solve the ambiguity by choosing T adaptively have also
been studied previously[16]. We note that the adaptive
choice of T is needed for both the sequential feedback
and the parallel scheme, here we focus on the compari-
son of the two schemes in any of the round of the adaptive
procedure with a chosen T .
We first study the precision limit under the sequen-
tial feedback scheme assuming x has a prior distribution
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p(x)(based on the width of p(x) the evolution time is as-
sumed to be chosen such that the maximal-likelihood es-
timation works). The average mean square error is given
by
E(
∑
i
δx2i ) =
∫
x
∫
k
p(x)p(k|x)
∑
i
[xˆi(k)− xi]2dkdx.
(37)
When n is sufficiently large, for each x the maximum
likelihood estimator is approximately unbiased, we thus
have∑
i
δx2i ≥
1
n
Tr[J−1FA(x)] =
1
n
Tr[J−1(x− xˆC)], (38)
here JFA(x) is the quantum Fisher information matrix
at x under the feedback scheme, which equals to the
quantum Fisher information matrix(without controls) at
x − xˆC(since the feedback controls U1 = U2 = · · ·UN =
U†A(xˆC , t) just shift the parameter by xˆC when N is suf-
ficiently large).
We note that in this case the optimal measurement is
independent of x, the quantum Fisher information ma-
trix thus equals to the classical Fisher information ma-
trix at all x. The problem in this case can be reduced
to a classical estimation problem and as long as p(x)
is within certain interval so that Eq.(36) has a unique
solution the quantum Crame´r-Rao bound is achievable
asymptotically.
For the optimal parallel scheme we use the performance
at the optimal point, which is x = 0 in this case(this can
be seen from Eq.(10) in the main text), to bound the
average mean square error,
E(
∑
i
δx2i ) ≥
1
n
Tr[J−1paral(0)], (39)
which just says that the average performance is worse
than the performance at the optimal point.
We then compare the bounds in Eq.(38) and Eq.(39).
Under the feedback scheme from Eq.(16) we have
Tr[J−1FA(x)] = Tr[J
−1(x− xˆC)] = 14 [ 1T 2 + 2B˜
2
sin2(B˜T )
], here
B˜ = ‖x−xˆC‖2. While under the optimal parallel scheme,
from Eq.(17) of the main text we have Tr[J−1paral(0)] =
9
4N(N+2)t2 ≈ 94T 2 . It is then easy to see that as long as
2B˜2
sin2(B˜T )
≤ 8T 2 , i.e., as long as B˜T = ‖x− xˆC‖2T ≤ 1.895,
the feedback scheme outperforms the parallel scheme.
Thus as long as the prior distribution, p(x), is mainly
concentrated in the region of ‖x − xˆC‖2 ≤ 1.895T , the
feedback scheme outperforms the parallel scheme. This
is about the same width for Eq.(36) to have a unique
solution, which is about 0.5piT ≈ 1.57T , thus it does not
require more prior information for the feedback scheme
to outperform the parallel scheme than what is already
required for the maximum-likelihood estimation to work.
FIG. 2: Comparison between quantum Fisher
information matrices under the sequential feedback
scheme and the optimal parallel scheme with T = 5,
N = 100, t = 0.05. The y-axis, γ =
Tr[J−1paral(0)]
Tr[J−1FA(x−xˆC)]
with
Jparal and JFA denote the QFIMs under the optimal
parallel scheme and the feedback scheme respectively;
the x-axis, ‖x− xˆC‖2, quantifies the deviation of the
estimation xˆC from the true value. In this case the
quantum Fisher information matrix under the feedback
scheme leads to better precision than the quantum
Fisher information matrix under the optimal parallel
scheme as long as ‖x− xˆC‖2 ≤ 0.379.
The intuition that the sequential feedback scheme can
outperform the parallel scheme is because the sequential
feedback scheme makes use of the information in the prior
distribution by designing the feedback controls, while the
parallel scheme, which undergoes the free evolution, ig-
nores that information. The exact gain of the feedback
scheme with a prior distribution should be bigger than
the above analysis as the lower bound in the parallel
scheme used in the above analysis is quite loose. We
note that the adaptive choice of T is needed for both se-
quential feedback scheme and the parallel scheme in order
to resolve the ambiguity. We expect that the sequential
feedback scheme can still outperform the parallel scheme
even when the evolution time is not adaptively chosen to
resolve the ambiguity, as long as the prior distribution
is not close to be a uniform distribution, since some in-
formation will then be encoded in the prior distribution
that can be used for the design of the feedback controls(if
the prior distribution is uniform the sequential feedback
scheme does not outperform the parallel scheme[39] since
the prior distribution contains no additional information
that can be used to design the feedback controls). If the
evolution time is not adaptively chosen, the performance
of both schemes will deteriorate in a similar way due to
the ambiguity(the parallel scheme may deteriorate faster
due to the incompatibility of the optimal probe states
and the optimal measurements at different values of the
parameters, which however needs further investigation).
Future research includes quantifying the gain of the se-
quential feedback scheme exactly under any prior distri-
bution.
