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a b s t r a c t
For a family F of sets, letµ(F ) denote the size of a smallest set in F that is not a subset of
any other set in F , and for any positive integer r , let F (r) denote the family of r-element
sets in F . We say that a familyA is of Hilton–Milner (HM) type if for some A ∈ A, all sets
in A \ {A} have a common element x ∉ A and intersect A. We show that if a hereditary
family H is compressed and µ(H) ≥ 2r ≥ 4, then the HM-type family {A ∈ H (r): 1 ∈
A, A∩[2, r+1] ≠ ∅}∪{[2, r+1]} is a largest non-trivial intersecting sub-family ofH (r); this
generalises a well-known result of Hilton and Milner. We demonstrate that for any r ≥ 3
andm ≥ 2r , there exist non-compressed hereditary familiesH with µ(H) = m such that
no largest non-trivial intersecting sub-family of H (r) is of HM type, and we suggest two
conjectures about the extremal structures for arbitrary hereditary families.
© 2013 Elsevier B.V. All rights reserved.
1. Introduction
In this introductory section we first set up the basic definitions and notation that are used throughout the paper, and
then we give an overview of the known results that have inspired the work in this paper and present our main result.
1.1. Basic definitions and notation
Unless otherwise stated, we shall use small letters such as x to denote elements of a set or non-negative integers or
functions, capital letters such as X to denote sets, and calligraphic letters such as F to denote families (i.e. sets whose
elements are sets themselves). It is to be assumed that arbitrary sets and families are finite.
We start with some notation for sets. N is the set {1, 2, . . .} of positive integers. Form, n ∈ Nwithm ≤ n, the set {i ∈ N:
m ≤ i ≤ n} is denoted by [m, n], and if m = 1, then we also write [n]. For a set X , the power set {A: A ⊆ X} of X is denoted
by 2X . We denote {Y ⊆ X: |Y | = r}, {Y ⊆ X: |Y | ≤ r} and {Y ⊆ X: |Y | < r} by

X
r

,

X
≤r

and

X
<r

, respectively.
We next develop some notation for certain sets and families defined on a family F ⊆ 2X . Let U(F ) denote the union of
all sets in F . Let F (r) := {F ∈ F : |F | = r},F (≤r) := {F ∈ F : |F | ≤ r} and F (<r) := {F ∈ F : |F | < r}. We call F (r) the rth
level of F . For Y ⊆ X , we set
F (Y ) := {F ∈ F : F ∩ Y ≠ ∅},
and with slight abuse of notation, we set
F (Y ) := {F ∈ F : F ∩ Y = ∅} = F \ F (Y ).
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For x ∈ X , we may abbreviate F ({x}) and F ({x}) to F (x) and F (x), respectively, and we call F (x) a star of F . We set
F ⟨x⟩ := {F \ {x}: F ∈ F (x)} = {E: x ∉ E, E ∪ {x} ∈ F (x)}.
To illustrate examples of families that can be defined on F with the above notation, we have
F (x)(Y ) = {A ∈ F (x): A ∩ Y ≠ ∅} = {A ∈ F : x ∈ A, A ∩ Y ≠ ∅},
F ⟨x⟩(Y ) = {A ∈ F ⟨x⟩: A ∩ Y ≠ ∅} = {A: x ∉ A, A ∪ {x} ∈ F (x), A ∩ Y ≠ ∅}.
Let i, j ∈ [n]. We recall the compression operation∆i,j: 22[n] → 22[n] (introduced in [12]) defined by
∆i,j(F ) := {δi,j(F): F ∈ F , δi,j(F) ∉ F } ∪ {F ∈ F : δi,j(F) ∈ F },
where δi,j: 2[n] → 2[n] is defined by
δi,j(F) =

(F \ {j}) ∪ {i} if i ∉ F and j ∈ F;
F otherwise.
The survey paper [13] outlines various uses of this operation in extremal set theory.
We now recall some basic definitions for families of sets. A set F ∈ F is said to be a base of F if F is not a subset of any
other set in F . We define
µ(F ) := min{|F |: F is a base of F }.
A family F is said to be:
– a hereditary family (or an ideal or a downset) if all subsets of any set in F are in F ;
– intersecting if any two sets in F have at least one common element;
– centred if the sets in F have at least one common element;
– non-centred, or non-trivial, if F is not centred;
– uniform if all sets in F are of the same size (i.e. F = F (r) for some integer r ≥ 0);
– an antichain, or a Sperner family, if all sets in F are bases of F ;
– compressed with respect to x ∈ U(F ) if (F \ {y}) ∪ {x} ∈ F whenever y ∈ F ∈ F and x ∉ F , i.e. if ∆x,y(F ) = F for any
y ∈ U(F );
– compressed if F ⊆ 2[n] and (F \ {j}) ∪ {i} ∈ F whenever 1 ≤ i < j ∈ F ∈ F and i ∉ F , i.e. if F ⊆ 2[n] and∆i,j(F ) = F
for any i, j ∈ [n]with i < j.
A centred family is trivially intersecting. Also note that a star of a family is a maximal centred sub-family (where by
maximal we mean that it is not a proper sub-family of another).
1.2. Old and new results
The following is a classical result in the literature on combinatorics of finite sets, known as the Erdős–Ko–Rado (EKR)
theorem.
Theorem 1.1 ([12]). If r ≤ n/2 andA is an intersecting sub-family of

[n]
r

, then
|A| ≤

n− 1
r − 1

,
and equality holds if A is a star of

[n]
r

.
Two alternative proofs that are particularly short and beautiful were obtained by Katona [21] and Daykin [10]. The seminal
paper [12] (featuring the above theorem) inspiredmuch research in extremal set theory, and this gave rise tomany beautiful
results; see [3,11,13].
In view of Theorem 1.1, we say that a familyF has the EKR property if at least one of the largest intersecting sub-families
of F is a star of F , and that F has the strict EKR property if all the largest intersecting sub-families of F are stars of F .
Hilton and Milner strengthened Theorem 1.1 as follows. For 2 ≤ r ≤ n/2, let Nn,r denote the non-centred intersecting
sub-family {A ∈

[n]
r

: 1 ∈ A, A ∩ [2, r + 1] ≠ ∅} ∪ {[2, r + 1]} of

[n]
r

.
Theorem 1.2 ([16]). If 2 ≤ r ≤ n/2 andA is a non-centred intersecting sub-family of

[n]
r

, then
|A| ≤

n− 1
r − 1

−

n− r − 1
r − 1

+ 1,
and equality holds if A = Nn,r .
Various alternative proofs of the above result have been published; see, for example, [14,15].
1756 P. Borg / Discrete Mathematics 313 (2013) 1754–1761
Note that Theorem1.2 implies that, in addition to Theorem1.1, if r < n/2, then an intersecting sub-familyA of

[n]
r

is of
maximum size

n−1
r−1

if and only ifA is one of the stars {A ∈

[n]
r

: i ∈ A}, i = 1, . . . , n, of

[n]
r

; that is, for r < n/2,

[n]
r

has the strict EKR property. The problem for n/2 < r ≤ n is trivial. When r = n,

[n]
r

consists only of the set [n]. If
n/2 < r < n, then

[n]
r

itself is a non-centred intersecting family. So

[n]
r

has the EKR property if and only if r ≤ n/2 or
r = n.
We say that a familyA is of Hilton–Milner (HM) type if for some A ∈ A, all sets inA \ {A} have a common element x ∉ A
and intersect A (soA = A(x)(A) ∪ {A}). In view of Theorem 1.2, we say that a family F has the HM property if at least one
of the largest non-centred intersecting sub-families of F is of HM type. Note that

[n]
r

has the HM property if and only if
r ≤ n/2.
In this paper we are interested in the size or structure of largest non-centred intersecting sub-families of levels of
hereditary families. Before coming to the main contribution in this paper, we shall outline more facts and provide further
motivation.
Hereditary families are important combinatorial objects that have attracted much attention. The various interesting
examples include the family of independent sets of a graph ormatroid. The power set 2X of a set X is the simplest example of a
hereditary family. In fact, by definition, a family is hereditary if and only if it is a union of power sets. Note that if X1, . . . , Xk
are the bases of a hereditary familyH , thenH = 2X1 ∪ · · · ∪ 2Xk .
One of the central problems in extremal set theory is Chvátal’s conjecture [9], which claims that any hereditary familyH
is EKR. The best result so far on this conjecture is due to Snevily [23] and says that the conjecture is true ifH is compressed
with respect to an element ([5] provides a generalisation obtained by means of a self-contained alternative argument). This
generalises, among other results, one of Chvátal [8] and another one of Schönheim [22]; the former verifies the conjecture
forH compressed, and the latter verifies it for the case when the bases ofH have a common element.
Generalising a conjecture of Holroyd and Talbot [19], the author [1] suggested the following uniform version of Chvátal’s
conjecture.
Conjecture 1.3 ([1]). If H is a hereditary family and r ≤ µ(H)/2, then
(i) H (r) has the EKR property,
(ii) H (r) has the strict EKR property if r < µ(H)/2.
The Holroyd–Talbot conjecture claims that this holds whenH is the family of all independent sets of a graph, and this has
been verified for various classes of graphs [6,7,17–20,24]. A special case of themain result in [1] is that Conjecture 1.3 is true
if µ(H) ≥ 32 (r − 1)2(3r − 4)+ r . The same paper also features the following result.
Theorem 1.4 ([1]). Conjecture 1.3 is true if H is compressed.
Improving Theorem 1.4 to the case whereH is compressed with respect to an element remains an open problem.
Conjecture 1.3 claims that the largest maximal centred sub-families (i.e. the stars) are optimal structures forH (r) with
µ(H) ≥ 2r and, as we mentioned above, this is indeed the case when µ(H) is sufficiently large (depending on r). As we
specified above, the question that we are dealing with in this paper is:What happens whenwe restrict the problem to inter-
secting sub-families ofH (r) that are not centred? Theorem 1.2 solves the problem for the case whereH is 2[n] and hence the
levelH (r) is

[n]
r

. The condition r ≤ n/2 is generalised by the condition r ≤ µ(H)/2; note that µ(H) = n forH = 2[n].
Ourmain contribution is to generalise Theorem 1.2 to one for sub-families of compressed hereditary families using the com-
pression method, exploiting the fact that if F is a compressed sub-family of 2[n] and A ⊆ F , then ∆i,j(A) ⊆ F for any
i, j ∈ [n]with i < j.
Theorem 1.5. If H is a compressed hereditary sub-family of 2[n] and 2 ≤ r ≤ µ(H)/2, then H (r) has the HM property and,
moreover,H (r)(1)([2, r + 1]) ∪ {[2, r + 1]} is a largest non-centred intersecting sub-family of H (r).
Part of the proof will be showing thatH (r)(1)([2, r + 1]) ∪ {[2, r + 1]} is indeed a non-centred sub-family ofH (r). In the
proof we take an approach that has some significant differences from any of those in the various proofs of Theorem 1.2
known to the author (particularly those we made reference to above).
An interesting fact revealed in the next section is that to have the HM property guaranteed, the condition in Theorem 1.5
of havingH compressed not only cannot be removed, but also cannot be relaxed to havingH compressed with respect to
an element of [n] or even having the bases share a common element. We then suggest two conjectures about the structure
of the largest non-centred intersecting sub-families ofH (r) for any hereditary familyH with 2 ≤ r ≤ µ(H)/2.
We conclude this section by showing that just like Theorem 1.2 yields Theorem 1.1, Theorem 1.5 yields Theorem 1.4.
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Proof of Theorem 1.4 from Theorem 1.5. The result is trivial for r = 1, so we assume that r ≥ 2. SinceH is compressed,
[µ(H)] ∈ H . Therefore,
H compressed and hereditary ⇒ 2[µ(H)] ⊆ H . (1)
LetA be a non-centred intersecting sub-family ofH (r), and letN = H (r)(1)([2, r + 1]) ∪ {[2, r + 1]}. By Theorem 1.5,
|A| ≤ |N |. LetB := {B ∈

[µ(H)]\[2,r+1]
r

: 1 ∈ B}. Clearly,B ∩N = ∅. By (1),B ⊂ H (r)(1). So
|H (r)(1)| ≥ |(N \ {[2, r + 1]}) ∪B| = |N | − 1+

µ(H)− r − 1
r − 1

.
Thus, since r ≤ µ(H)/2, we have |A| ≤ |H (r)(1)|, and the inequality is strict if r < µ(H)/2. 
2. A construction and two conjectures
Wewill now show that if the condition thatH is compressed is removed from Theorem 1.5, then the assertion thatH (r)
has the HMproperty is no longer true in general, except for the case r = 2 because a non-centred intersecting family of two-
element sets can only be of the form {{a, b}, {a, c}, {b, c}}. More precisely, for arbitrary r ≥ 3 and m ≥ 2r , we construct a
hereditary familyH such thatµ(H) = m, the bases ofH have common elements (and henceH is compressedwith respect
to each of these elements), andH (r) does not have the HM property.
Proposition 2.1. Let k, l, p, r ∈ N such that 3 ≤ l ≤ k, l ≤ r ≤ (k + l)/2, p

k
r−l+1

>

k
r−1

−

k+l−r−1
r−1

+ 1. Let
Hi := [l] ∪ [(i− 1)k+ l+ 1, ik+ l], i = 1, . . . , p. Let H =pi=1 2Hi . ThenH is hereditary, 3 ≤ r ≤ (k+ l)/2 = µ(H)/2, [l]
is a common subset of the bases of H , andH (r) does not have the HM property.
Proof. Clearly,H is hereditary by definition, and H1, . . . ,Hp are the bases ofH . We have Hi1 ∩Hi2 = [l] for any i1, i2 ∈ [p].
Letm := µ(H). Som = |H1| = · · · = |Hp| = k+ l ≥ 2r .
Let A1 be a sub-family of H (r) of HM type. So A1 := H (r)(a)(B) ∪ {B} for some B ∈ H (r) and a ∈ [pk + l] \ B. Let
N := H (r)(1)([2, r + 1]) ∪ {[2, r + 1]}.
We first show that |A1| ≤ |N |. This is straightforward if a ∉ [l] because thenH (r)(a) ⊂

Hi′
r

for some i′ ∈ [p]. Suppose
a ∈ [l] instead, and let j ∈ [p] such that B ⊂ Hj (note that j is unique because, since a ∈ [l] \ B, we have |B ∩ [l]| ≤ l− 1 ≤
r − 1 < |B| and hence, for any j′ ∈ [p] \ {j}, B ⊈ Hj′ since Hj ∩ Hj′ = [l]). Then
|A1| =
 |Hj| − 1
r − 1

−
 |Hj| − r − 1
r − 1

+ 1+

i∈[p]\{j}
 |Hi| − 1
r − 1

−
 |Hi| − |B ∩ ([l] \ {a})| − 1
r − 1

≤ p

m− 1
r − 1

−

m− r − 1
r − 1

+ 1− (p− 1)

m− l
r − 1

= |N |.
Now let A2 := H (r)(1)([l] \ {1}) ∪ {([l] \ {1}) ∪ C: C ∈

Hi\[l]
r−l+1

for some i ∈ [p]}. So A2 ⊂ H (r). We have |A2| =
p

m−1
r−1

−

m−l
r−1

+

m−l
r−l+1

and hence
|A2| − |N | = p

m− l
r − l+ 1

−

m− l
r − 1

+

m− r − 1
r − 1

− 1
= p

k
r − l+ 1

−

k
r − 1

+

k+ l− r − 1
r − 1

− 1 > 0 (by choice of p).
So |N | < |A2|. Therefore, since A2 is not of HM type and we established that N is a largest sub-family of H (r) of HM
type, the result follows. 
Having established that the largest sub-families of HM type are not always optimal, we now suggest two conjectures
about the optimal structures in general.
Conjecture 2.2 (Weak Form). If H is a hereditary family and 2 ≤ r ≤ µ(H)/2, then there exist x, y ∈ U(H), x ≠ y, such that
A ⊂ H (r)(x) ∪H (r)(y) for some largest non-centred intersecting sub-familyA of H (r).
Remark 2.3. Suppose Conjecture 2.2 is true, and letA be as in the conjecture. SinceA is non-centred, at least one set inA
contains x and does not contain y, and at least one set inA contains y and does not contain x. SinceA ⊂ H (r)(x) ∪H (r)(y),
all the sets inH (r) containing both x and y intersect every set inA, and hence all these sets must be inA because otherwise
we can add toA all such sets that are not inA and still obtain a non-centred intersecting sub-family ofH (r). Summing up
these observations, we haveA ∩H (r)(x)(y) ≠ ∅,A ∩H (r)(y)(x) ≠ ∅ andH (r)(x)(y) ⊂ A.
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Conjecture 2.4 (Strong Form). If H is a hereditary family and 2 ≤ r ≤ µ(H)/2, then there exist Y ∈ H with 1 ≤ |Y | ≤ r
and x ∈ U(H) \ Y such that
{A ∈ H (r): x ∈ A, A ∩ Y ≠ ∅} ∪ {B ∈ H (r): Y ⊆ B}
is a largest non-centred intersecting sub-family of H (r).
The familyA2 in the proof of Proposition 2.1 has this structure.
Removing the condition r ≤ µ(H)/2 from the above conjectures gives false statements because, as we pointed out
earlier, µ(2[n]) = n and the whole level

[n]
r

of 2[n] is a non-centred intersecting family when n/2 < r < n. It is not clear
what the extremal structures may be for r > µ(H)/2.
3. Tools
In this section we state various known results that we will need to use in the proof of Theorem 1.5.
We start with the following well-known fundamental properties of compressions that emerged in [12] and that are not
difficult to prove (see [13]).
Lemma 3.1 ([12]). Let A be an intersecting sub-family of 2[n].
(i) For any i, j ∈ [n],∆i,j(A) is intersecting.
(ii) If r ≤ n/2,A ⊆

[n]
r

and∆i,n(A) = A for all i ∈ [n− 1], then (A ∩ B) \ {n} ≠ ∅ for any A, B ∈ A.
Our second important lemma purely concerns the parameter µ(F ); the proofs of the parts of this lemma are scattered
in [1] but collected in [2, Lemma 3.2].
Lemma 3.2 ([1,2]). Let ∅ ≠ F ⊆ 2[n] and a ∈ [n].
(i) If F (a) ≠ ∅, then µ(F ⟨a⟩) ≥ µ(F )− 1.
(ii) If F is hereditary, then µ(F (a)) ≥ µ(F )− 1.
(iii) If F is compressed and U(F ) = [n] ∉ F , then µ(F (n)) ≥ µ(F ).
We shall say that a family F ⊆ 2[n] is quasi-compressed if δi,j(F) ∈ F for any F ∈ F and any i, j ∈ U(F ) with i < j.
Therefore, a quasi-compressed family F ⊆ 2[n] is isomorphic to a compressed sub-family of 2[|U(F )|], and the isomorphism
is induced by the bijection β:U(F )→ [|U(F )|] defined by β(ui) := i, i = 1, . . . , |U(F )|, where {u1, . . . , u|U(F )|} = U(F )
and u1 < · · · < u|U(F )|.
The next lemma is straightforward, so we omit its proof.
Lemma 3.3. Let H ⊆ 2[n] and let a ∈ [n].
(i) If H is hereditary, thenH(a) andH⟨a⟩ are hereditary.
(ii) If H is quasi-compressed, thenH(a) andH⟨a⟩ are quasi-compressed.
For a set X := {x1, . . . , xn} ⊂ N with x1 < · · · < xn and r ∈ [n], call {x1, . . . , xr} the initial r-segment of X . For
convenience, we call ∅ the initial 0-segment of X .
Lemma 3.4 ([2]). Let F be a quasi-compressed sub-family of 2[n]. Let ∅ ≠ Z ⊆ [n] and let Y ∈

[n]
|Z |

such that Y contains the
initial |Z ∩ U(F )|-segment of U(F ). Then |F (Z)| ≤ |F (Y )|.
Two familiesA andB are said to be cross-intersecting if each set inA intersects each set inB.
Theorem 3.5 ([2]). If r ≤ s, n ≥ r + s,H is a compressed hereditary sub-family of 2[n] with µ(H) ≥ r + s,∅ ≠ A ⊂
H (r),∅ ≠ B ⊂ H (s),A andB are cross-intersecting,A0 := {[r]} andB0 := H (s)([r]), then
|A| + |B| ≤ |A0| + |B0| = 1+ |H (s)([r])|.
4. Proof of Theorem 1.5
We now work towards the proof of Theorem 1.5, using the tools in Section 3.
Lemma 4.1. Let H be a compressed hereditary sub-family of 2[n]. Suppose 1 ≤ p < q ≤ n and 2 ≤ r ≤ µ(H)/2. Let A be
a non-centred intersecting sub-family of H (r) such that ∆p,q(A) is centred. Then |A| ≤ |H (r)(p)(I ∪ {q})| + 1, where I is the
initial (r − 1)-segment of [n] \ {p, q}.
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Proof. We are given that ∆p,q(A) ⊆ H (r)(a) for some a ∈ [n]. If a ≠ p, then A ⊆ H (r)(a), contradicting A being non-
centred. So
∆p,q(A) ⊆ H (r)(p) (2)
and henceA = A({p, q}). So
|A| = |A(p)(q)| + |A⟨p⟩(q)| + |A(p)⟨q⟩| (3)
and, sinceA is intersecting,A⟨p⟩(q) andA(p)⟨q⟩ are cross-intersecting.A⟨p⟩(q) andA(p)⟨q⟩ are also non-empty because
otherwise A ⊆ H (r)(p) or A ⊆ H (r)(q) (contradicting A being non-centred). Let r ′ := r − 1. Let Z := [n] \ {p, q} and let
z1 < · · · < zn−2 such that {z1, . . . , zn−2} = Z . LetZ := H⟨p⟩(q). SoZ ⊆ 2Z . By (i) and (ii) of Lemma 3.2,µ(Z) ≥ µ(H)− 2.
Thus, since r ≤ µ(H)/2, we have r ′ ≤ (µ(H) − 2)/2 ≤ µ(Z)/2. Since H is compressed and p < q,H(p)⟨q⟩ ⊆ Z. So
A⟨p⟩(q),A(p)⟨q⟩ ⊂ Z(r ′). By Lemma 3.3, Z is hereditary and quasi-compressed. We note that, moreover, ∆i,j(Z) = Z for
any i, j ∈ Z with i < j (that is, Z is isomorphic to a compressed sub-family of 2[n−2]). Thus, from Theorem 3.5 we obtain
|A⟨p⟩(q)| + |A(p)⟨q⟩| ≤ |Z(r ′)(I)| + 1.
Together with (3), this gives us
|A| ≤ |H (r)(p)(q)| + |Z(r ′)(I)| + 1 = |H (r)(p)(q)| + |H (r)(p)(q)(I)| + 1 = |H (r)(p)(I ∪ {q})| + 1
as required. 
Lemma 4.2. Let F be a compressed sub-family of 2[n]. Suppose B ∈ F (r), 2 ≤ r < n, and a ∈ [n] \ B. Then |F (r)(a)(B)| ≤
|F (r)(1)([2, r + 1])|.
Proof. LetB := F (r)(a)(B). Since F is compressed, we clearly have∆1,a(B) ⊆ F (r)(1)(C), where
C =

(B \ {1}) ∪ {a} if a ≠ 1 ∈ B;
B if a = 1 or 1 ∉ B.
It is easy to see that havingF compressed,F (r) ≠ ∅ and 2 ≤ r < n implies thatF (r)⟨1⟩ is quasi-compressed andU(F (r)⟨1⟩)
= [2,m],m = min{k ∈ [2, n]:F (r) ⊆ 2[k]}. So |F (r)⟨1⟩(C)| ≤ |F (r)⟨1⟩([2, r+1])| by Lemma 3.4. Since 1 ∉ C, |F (r)⟨1⟩(C)|
= |F (r)(1)(C)|. So we have |B| = |∆1,a(B)| ≤ |F (r)(1)(C)| ≤ |F (r)(1)([2, r + 1])|. 
Our last lemma is based on the idea of the general problem in [4] and generalises one of the various results in that paper.
Lemma 4.3. Let H be a compressed hereditary sub-family of 2[n] with H(n) ≠ ∅. Suppose 2 ≤ r ≤ µ(H)/2. Let A be a
compressed intersecting sub-family of H (r). Let r + 1 ≤ k ≤ n, K := [2, k],K1 := H (r)(1)([2, r + 1]) ∪ {[2, r + 1]} and
K2 := H (r)(1).
(i) If k = r + 1, then |A(K)| ≤ |K1(K)| (=|K1|).
(ii) If k ≥ r + 2, then |A(K)| ≤ |K2(K)|.
Proof. Suppose r = n/2. Thenµ(H) = 2r and hence [2r] ∈ H . SoH (r) =

[2r]
r

(asH is hereditary). For every A ∈

[2r]
r

,
the complement [2r] \ A of A is the unique set in

[2r]
r

that does not intersect A. So |A| ≤ 12

2r
r

= |K1(K)|. Since in this
case we have |K1(K)| = |K1| = |K2| = |K2(K)| for k ≥ r + 2, (i) and (ii) follow.
Given that A is a compressed intersecting family, it is trivial that if r = 2 then A =

[3]
2

or A ⊆ H (2)(1), depending
on whetherA is non-centred or centred respectively. So the result for r = 2 is easy to check.
We now consider 3 ≤ r < n/2 and proceed by induction on n. Let n′ := n− 1 and r ′ := r − 1. By Lemma 3.3,H(n) and
H⟨n⟩ are compressed hereditary sub-families of 2[n′]. We haveA(n) ⊂ H(n)(r) andA⟨n⟩ ⊂ H⟨n⟩(r ′).A(n) is intersecting
asA(n) ⊆ A. HavingA compressedmeans that the conditions of Lemma 3.1(ii) are satisfied and henceA⟨n⟩ is intersecting.
Since H(n) ≠ ∅ and r ≤ µ(H)/2, it follows by Lemma 3.2(i) that r ′ < µ(H⟨n⟩)/2. If [n] ∈ H , then n = µ(H) =
µ(H(n))+ 1, and hence r ≤ µ(H(n))/2 as r < n/2. If [n] ∉ H instead, then r ≤ µ(H(n))/2 follows from Lemma 3.2(iii)
and r ≤ µ(H)/2. Thus, by the inductive hypothesis,
|A(n)(K)| ≤ |K(n)(K)| and |A⟨n⟩(K)| ≤ |K2⟨n⟩(K)|,
where
K =

K1 if k = r + 1;
K2 if k ≥ r + 2.
It is clear that we therefore have
|A(K)| = |A(n)(K)| + |A⟨n⟩(K)| ≤ |K(n)(K)| + |K2⟨n⟩(K)| = |K(K)|,
and hence (i) and (ii). 
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Proof of Theorem 1.5. Wemay assume thatH(n) ≠ ∅ because otherwise we can replace n bym := max{k ∈ [n]:H(k) ≠
∅} sinceH ⊆ 2[m]. LetN := H (r)(1)([2, r + 1]) ∪ {[2, r + 1]}.
By (1) and the given condition that µ(H) ≥ 2r , we have [2, r + 1] ∈ 2[2r] ⊂ H . So N is a non-centred intersecting
sub-family ofH (r).
LetA be a non-centred intersecting sub-family ofH (r). We apply compressions ∆i,j with i < j toA until a compressed
family A∗ is obtained (it is well-known and easy to see that such a procedure does indeed take a finite number of steps).
A∗ is intersecting by Lemma 3.1(i), and A∗ ⊂ H (r) asH is compressed. Clearly, a compression does not alter the size of a
family, so |A∗| = |A|.
Suppose A∗ is centred. By Lemma 4.1, |A∗| ≤ |H (r)(p∗)(I ∪ {q∗})| + 1 for some p∗, q∗ ∈ [n], p∗ < q∗, where I is the
initial (r − 1)-segment of [n] \ {p∗, q∗}. Thus, by Lemma 4.2, |A∗| ≤ |H (r)(1)([2, r + 1])| + 1 = |N |.
Now suppose A∗ is non-centred. Then [2, r + 1] ∈ A∗ as A∗ is compressed. Thus, since A∗ is intersecting, we have
A∗ = A∗([2, r + 1]) and, by Lemma 4.3(i),
|A∗([2, r + 1])| ≤ |N ([2, r + 1])|. (4)
Since |A| = |A∗| andN ([2, r + 1]) = N , the result follows. 
5. An extension of Theorem 1.5 for Sperner sub-families
For any pair of familiesA and F , let
∂
(s)
F A := {F ∈ F (s): there exists A ∈ A such that either A ⊆ F or F ⊆ A}.
The following inequality, which is the cornerstone of the main result in [1], enables us to extend Theorem 1.5 to one for
Sperner sub-families.
Lemma 5.1 ([1]). If H is a hereditary family, r ≤ s ≤ µ(H) andA ⊆ H (r), then
|∂ (s)H A| ≥

µ(H)−r
s−r

 s
s−r
 |A|.
Wemention in passing that an immediate important consequence of this inequality is that by takingA = H (r) we obtain
|H (s)| ≥

µ(H)−r
s−r

( ss−r )
|H (r)| [1, Corollary 3.2]. However, Lemma 5.1 also has the following consequence [1, Corollary 3.4].
Corollary 5.2 ([1]). If H is a hereditary family, r ≤ µ(H)/2, andA is a Sperner sub-family of H (≤r) such that A∩H (<r) ≠ ∅,
then |∂ (r)H A| > |A|.
It follows that if A is a largest intersecting Sperner sub-family of H (≤r), then A ⊂ H (r) [1, Corollary 3.5]. We now
show that Corollary 5.2 gives us the same result when we restrict ourselves to intersecting Sperner sub-families that are
non-centred.
Corollary 5.3. If H is a hereditary family, r ≤ µ(H)/2, andA is a largest non-centred intersecting Sperner sub-family of H (≤r),
thenA ⊂ H (r).
Proof. Suppose A ∩ H (<r) ≠ ∅. Let A∗ := ∂ (r)H A. Since A∗ is an intersecting Sperner sub-family of H (r) and |A∗| > |A|
by Corollary 5.2, A∗ must be centred. Let a ∈ A∈A∗ A. Since A is non-centred, a ∉ A′ for some A′ ∈ A. Suppose |A′| = r .
Then A′ ∈ A∗, but this contradicts A∗ = A∗(a). So |A′| < r . Let M be some maximal set in H such that A′ ⊂ M . Since
|A′| < r ≤ µ(H)/2 ≤ |M|/2 ≤ |M \{a}| andH is hereditary, there exists A′′ ∈ H such that A′ ⊂ A′′ ⊆ M \{a} and |A′′| = r .
So a ∉ A′′ ∈ A∗, contradictingA∗ = A∗(a). Therefore,A ∩H (<r) = ∅ and hence the result. 
Theorem 1.1 was actually proved for Sperner sub-families of

[n]
≤r

; more precisely, it was shown in [12] that an inter-
secting Sperner sub-familyA of

[n]
≤r

can be of maximum size only ifA ⊆

[n]
r

, and hence, by Theorem 1.1, the maximum
size is

n−1
r−1

. Theorem 1.2 was actually proved in [16] in this more general form too, and this is immediately generalised
by Theorem 1.5 and Corollary 5.3 as follows.
Theorem 5.4. If H is a compressed hereditary sub-family of 2[n] and 2 ≤ r ≤ µ(H)/2, thenH (r)(1)([2, r + 1])∪ {[2, r + 1]}
is a largest non-centred intersecting Sperner sub-family of H (≤r).
P. Borg / Discrete Mathematics 313 (2013) 1754–1761 1761
Acknowledgements
The author is indebted to the anonymous referees for checking the paper carefully and providing remarks that led to an
improvement in the presentation.
References
[1] P. Borg, Extremal t-intersecting sub-families of hereditary families, J. Lond. Math. Soc. 79 (1) (2009) 167–185.
[2] P. Borg, On cross-intersecting uniform sub-families of hereditary families, Electron. J. Combin. 17 (2010) R60.
[3] P. Borg, Intersecting families of sets and permutations: a survey, in: A.R. Baswell (Ed.), in: Advances in Mathematics Research, vol. 16, Nova Science
Publishers, Inc., 2011, pp. 283–299.
[4] P. Borg, Maximum hitting of a set by compressed intersecting families, Graphs Combin. 27 (2011) 785–797.
[5] P. Borg, On Chvátal’s conjecture and a conjecture on families of signed sets, European J. Combin 32 (2011) 140–145.
[6] P. Borg, F. Holroyd, The Erdős–Ko–Rado properties of set systems defined by double partitions, Discrete Math. 309 (2009) 4754–4761.
[7] P. Borg, F. Holroyd, The Erdős–Ko–Rado properties of various graphs containing singletons, Discrete Math. 309 (2009) 2877–2885.
[8] V. Chvátal, Intersecting families of edges in hypergraphs having the hereditary property, in: C. Berge, D.K. Ray-Chaudhuri (Eds.), Hypergraph Seminar,
in: Lecture Notes in Mathematics, vol. 411, Springer, Berlin, 1974, pp. 61–66.
[9] V. Chvátal, Unsolved problem no. 7, in: C. Berge, D.K. Ray-Chaudhuri (Eds.), Hypergraph Seminar, in: Lecture Notes in Mathematics, vol. 411, Springer,
Berlin, 1974.
[10] D.E. Daykin, Erdős–Ko–Rado from Kruskal–Katona, J. Combin. Theory Ser. A 17 (1974) 254–255.
[11] M. Deza, P. Frankl, Erdős–Ko–Rado theorem—22 years later, SIAM J. Algebr. Discrete Methods 4 (1983) 419–431.
[12] P. Erdős, C. Ko, R. Rado, Intersection theorems for systems of finite sets, Quart. J. Math. Oxford Ser. 2 12 (1961) 313–320.
[13] P. Frankl, The shifting technique in extremal set theory, in: C. Whitehead (Ed.), Combinatorial Surveys, Cambridge Univ. Press, London, New York,
1987, pp. 81–110.
[14] P. Frankl, Z. Fűredi, Non-trivial intersecting families, J. Combin. Theory Ser. A 41 (1986) 150–153.
[15] P. Frankl, N. Tokushige, Some best possible inequalities concerning cross-intersecting families, J. Combin. Theory Ser. A 61 (1992) 87–97.
[16] A.J.W. Hilton, E.C. Milner, Some intersection theorems for systems of finite sets, Quart. J. Math. Oxford Ser. 2 18 (1967) 369–384.
[17] A.J.W. Hilton, C.L. Spencer, A graph-theoretical generalisation of Berge’s analogue of the Erdős–Ko–Rado theorem, in: Trends in Graph Theory,
Birkhauser-Verlag, Basel, Switzerland, 2006, pp. 225–242.
[18] F.C. Holroyd, C. Spencer, J. Talbot, Compression and Erdős–Ko–Rado graphs, Discrete Math. 293 (2005) 155–164.
[19] F.C. Holroyd, J. Talbot, Graphs with the Erdős–Ko–Rado property, Discrete Math. 293 (2005) 165–176.
[20] G. Hurlbert, V. Kamat, Erdős–Ko–Rado theorems for chordal graphs and trees, J. Combin. Theory Ser. A 118 (2011) 829–841.
[21] G.O.H. Katona, A simple proof of the Erdős–Chao Ko–Rado theorem, J. Combin. Theory Ser. B 13 (1972) 183–184.
[22] J. Schönheim, Hereditary systems and Chvátal’s conjecture, in: Proceedings of the Fifth British Combinatorial Conference (Univ. Aberdeen, Aberdeen,
1975), in: Congr. Numer., No. XV, Utilitas Math., Winnipeg, Man., 1976, pp. 537–539.
[23] H. Snevily, A new result on Chvátal’s conjecture, J. Combin. Theory Ser. A 61 (1992) 137–141.
[24] R. Woodroofe, Erdős–Ko–Rado theorems for simplicial complexes, J. Combin. Theory Ser. A 118 (2011) 1218–1227.
