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AbstractThis paper describes the geometry of imaged curves in two and three views. Multi-viewrelationships are developed for lines, conics and non-algebraic curves. The new relationshipsfocus on determining the plane of the curve in a projective reconstruction, and in particularusing the homography induced by this plane for transfer from one image to another. Itis shown that given the fundamental matrix between two views, and images of the curvein each view, then the plane of a conic may be determined up to a two fold ambiguity,but local curvature of a curve uniquely determines the plane. It is then shown that giventhe trifocal tensor between three views, this plane denes a homography map which may beused to transfer a conic or the curvature from two views to a third. Simple expressions aredeveloped for the plane and homography in each case.A set of algorithms are then described for automatically matching individual line seg-ments and curves between images. The algorithms use both photometric information and themultiple view geometric relationships. For image pairs the homography facilitates the com-putation of a neighbourhood cross-correlation based matching score for putative line/curvecorrespondences. For image triplets cross-correlation matching scores are used in conjunc-tion with line/curve transfer based on the trifocal geometry to disambiguate matches. Al-gorithms are developed for both short and wide baselines. The algorithms are robust todeciencies in the segment extraction and partial occlusion.Experimental results are given for image pairs and triplets, for varying motions betweenviews, and for dierent scene types. The methods are applicable to line/curve matching instereo and trinocular rigs, and as a starting point for line/curve matching through monoc-ular image sequences.1 IntroductionThis paper has two strands: the rst is a set of novel results for the geometry of curves imagedin two and three views; the second is an application of these results to the automatic matchingof lines and curves over multiple views.In the geometry strand simple relationships are developed for conics and general non-algebraiccurves imaged in two or three views. The key unifying idea is that the plane of the geometricentity can be computed from two views given the fundamental matrix [17]. In particular it isshown that given the image of a conic in 3-space in two views its support plane is determined1
up to a two fold ambiguity; and that given the imaged curvature and tangent of any curve atcorresponding points in two views its plane is determined uniquely. The plane can then be usedto transfer that entity into a third view via the trifocal tensor [25, 53, 54]. The transfer of pointsand lines via the trifocal tensor is well known and explored. This paper extends transfer to conicsand curvature. In particular it is shown that the image of a conic in a third view is determinedup to a two fold ambiguity from its image in two other views, and that the imaged curvatureof any curve is determined uniquely in a third view from imaged curvatures and tangents atcorresponding points in two other views. These relationships apply to multiple views of a rigidscene and require only the fundamental matrix and trifocal tensor, but not the camera calibration.The relationships are derived in section 2 and evaluated in section 3.In the matching strand the objective is to match lines and curves over two or three views. Ifmatching is attempted using only geometric constraints then there is considerable ambiguity. Inparticular for matching lines over two views there is no equivalent of the epipolar constraint forpoints, where a point in one view restricts the search for a corresponding point to a line in theother view. The key contribution here is to augment the geometric matching constraints with aphotometric constraint, based on the invariance of the surface brightness in the neighbourhoodof the curve. This photometric constraint is shown to be a powerful disambiguation measurefor line and curve matches over two and three views. Its computation requires the geometricrelationships developed in section 2.An ecient algorithm based on these ideas has been tested over many scene types and oversignicant changes in viewpoint. It achieves a performance generally of over 90% correct matchesfor two views, and usually 100% correct over three. Of particular interest is that these scorescan be achieved by matching individual curves, without requiring curves to be grouped prior tomatching. The matching algorithm is applicable to the 3D reconstruction of rigid scenes fromstereo and trinocular camera rigs, and as a starting point for line/curve matching through monoc-ular image sequences. The photometric constraint, matching algorithms and many examples aregiven in section 4.This paper can justly be seen as extending two papers by Faugeras and Roberts. The rst, [21],dealt with the transfer of conics and curvature from two views to a third via epipolar transfer; inthis paper the transfer is via the trifocal tensor and so does not suer from the failings of epipolartransfer (as described in section 2.7). The second, [45], dealt with the trinocular matching ofcurves using only geometric constraints; in this paper these constraints are now augmented bythe photometric constraint.1.1 Related literature on line and curve matchingLine and curve matching is a recurring topic in the stereo and motion literature, with themain application being the recovery of 3D geometry. Other applications include qualitativelydistinguishing surface curves from apparent contours [7, 58], estimating camera motion [12, 20,32], and object recognition [39]. We will be concerned with matching surface curves, rather thanapparent contours, and will consider views which are not closely spaced, so that curve matchingvia snake tracking is not viable.One of the reasons that matching lines and curves between images is dicult is because theentities can not be perfectly retrieved from images: there are segmentation deciencies, and inparticular, the topological connections between segments are often lost [18, 46]. Consequently,segments may be matched individually, or an attempt may rst be made to recover the topologicalconnections and then groups of segments are matched.2
Line matching. Individual line segments are generally matched on their geometric attributes| orientation, length, extent of overlap [1, 37, 63]. Some such as [15, 16, 31] use a nearest linestrategy which is better suited to image tracking where the images and extracted segments aresimilar. Additional views may be used to verify potential matches [3, 56].There is an advantage in matching groups of line segments in that more geometric informationis available for disambiguation, the disadvantage is an increase in algorithmic complexity. Anumber of methods have been developed around the idea of graph-matching [2, 23, 30, 61].The graph captures relationships such as left of, right of, cycles, collinear with etc, as wellas topological connectedness. Although such methods can cope with more signicant cameramotion, their complexity can be prohibitive.An alternative, developed largely in the object recognition literature, is to compute invariantsof the groupings, such as ane or projective planar algebraic invariants [47].Curve matching. Basic criteria for curve matching in stereo pairs were established by Pollardet al in the PMF Stereo Algorithm [40]. Their primary criteria were the epipolar and orderingconstraints, but these were supplemented by gural continuity to overcome problems wherecurves coincide with epipolar lines (since if the curve coincides with an epipolar line, pointcorrespondences cannot be determined). Zhang and Gerbrands [62] again used epipolar geometryas their primary constraint, but followed this with criteria on the variation in disparity alongthe putatively matched curves. Brint and Brady [9] matched curves in trinocular views. Theirprimary matching constraint was a similarity measure based on the deformation between a curveand its putative match in another view. This measure was used to eliminate many potentialmismatches. Trinocular consistency constraints were only used as a nal verication.As in the case of line matching, there are advantages in rst carrying out a monocular groupingof curve segments, and then matching the groups. This is the approach adopted by Chung andNevatia [11], and continued in work at USC by Havaldar and Medioni [29]. Invariants may alsobe used for curve matching. Van Gool et al [60] for example use semi-dierential invariants.Carlsson et al [10] compare a variety of such methods for planar curves. A very thorough reviewof curve matching techniques is given in [22].Photometric constraints. The above methods primarily use only geometry to disambiguatecurve matches. This ignores the many photometric constraints that can often be employedfor matching over images of the same scene. Bignone et al [6] augment purely geometric linematching with photometric attributes: the median luminance and chrominance of the regionsadjacent to the line are used to rank geometrically valid matches. However, these photometricattributes are less discriminating than the neighbourhood correlation measure developed in thispaper (section 4.1.2), and consequently more missmatches are obtained in their case. Nayarand Bolle [38] developed a photometric matching constraint based on the ratio of intensitiesacross region boundaries. This ratio has good invariance to lighting conditions, but again is lessdiscriminating than the measure developed here.2 GeometryThe idea that is used in the following sections is that a plane in the world denes a planarhomography (plane projective transformation) between two perspective views. This plane maybe determined, at least partially, by the correspondence of geometric entities such as lines or3
conics. By determining the plane, the homography is also determined up to the same ambiguity.We begin with algebraic entities, lines and conics, and then continue with non-algebraic curves.Simple formulae are derived for the homography and plane given the fundamental matrix for theview pair.The idea is then developed further: given the homography and plane determined in this mannerfrom two views, the homography to a third view is determined using the trifocal tensor for theview triplet. The geometric entity can then be transferred to the third view by this homography.These geometric results are used in the wide baseline matching algorithm of section 4.2.1 Background materialNotation. Image points are represented by homogeneous 3-vectors x = (x; y; 1)>, and 3-spacepoints by homogeneous 4-vectors X = (X;Y;Z; 1)>. A bold-face symbol such as x alwaysrepresents a column vector, and its transpose x> is a row vector.A scene point X is mapped to an image point x by perspective projection. This map isrepresented by a 3 4 camera matrix P, as x = PX, where = indicates equality up to scale. Ingeneral corresponding entities in various views are indicated by primes, so that the image of Xis x;x0 and x00, in the rst, second and third views respectively. The image of X in the secondand third views is given by x0 = P0X and x00 = P00X respectively. Image lines are represented byhomogeneous 3-vectors l, and image conics by 3 3 symmetric matrices C.The epipolar geometry for the rst two views is represented by the fundamental matrix F: ifx and x0 are corresponding image points then x0>Fx = 0. The epipole in the second view is e0,i.e. F>e0 = 0. The notation [x] means the 3  3 skew matrix with null space x, representingthe vector cross product: [x]y = x y.Multiple view geometry of planes. It is now well known [17, 27, 28] that given two viewsand the fundamental matrix F between them, a projective reconstruction can be determinedfrom corresponding image points. In particular the camera matrices may be retrieved from F asP = [Ij0] and P0 = [Aje0], where F = [e0]A.Suppose there is a plane  in the scene, then it denes a map between points in two views bythe following procedure: the ray corresponding to a point x is extended to meet the plane  ina point X; this point is projected to a point x0 in the other image. The map from x to x0 is thehomography induced by the plane , and is represented as x0 = Hx, where H is a homogeneous3 3 matrix of rank 3.It is shown in [34] that the homographies induced by a plane  may be parametrized asH(v) = A+ e0v> (1)where the plane is represented by the 4-vector  = ( v>; 1)> in the projective reconstructionwith cameras P = [Ij0]; P0 = [Aje0]. The inhomogeneous 3-vector v parametrizes the 3-parameterfamily of planes in 3-space.Equation (1) shows that given the plane  in a projective reconstruction the homography itinduces is determined uniquely. Conversely, given the homography H the plane which induces itis also determined uniquely as  = ( v>; 1)> withv = (H=  A) >e0=jje0jj2 (2)where  is obtained from [e0]A = [e0]H4













a bFigure 1: (a) Image lines l and l0 determine planes  and 0 respectively. The intersection of theseplanes denes the line L in 3-space. (b) The line L in 3-space is contained in a one parameterfamily of planes (). This family of planes induces a one parameter family of homographiesbetween the images.The condition l0:e0 6= 0 arises because if the line in 3-space intersects the baseline between thecameras then its image intersects the epipole, i.e. l:e = l0:e0 = 0. In this case the line in 3-spacecannot be determined uniquely from its images since it lies in an epipolar plane, and only thisplane can be determined from the imaged lines. It is worth remarking that there are degenerate5
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Figure 3: A conic denes a unique plane in 3-space. This plane is determined up to a two-foldambiguity from the image of the conic in two views. One of the epipolar tangents is also shown.We now give the main result of this section:Proposition2. The homography induced by the plane of a conic dened by the correspondenceC$ C0 is determined up to a two fold ambiguity asH() = [C0e0]F+ e0(Ce)> (6)where the two values of  are obtained from2 h(Ce)(Ce)>   (e>Ce)Ci (e0>C0e0) = F>[C0e0]C0[C0e0]Fprovided that e0>C0e0 6= 0 and e>Ce 6= 0. In a projective reconstruction with cameras P =[I j 0]; P0 = [A j e0], and F computed as F = [e0]A, the plane has coordinates() = (e0> (H() + (e0C0e0)A) ; (e0C0e0)jje0jj2)>The proof is given in appendix A.3. Note that when e0>C0e0 = e>Ce = 0 the epipole is onthe conic in each image, and the baseline intersects the world conic. Although the algebraicexpressions are not valid if the epipole lies on the conic, the plane can still be computed inthis case, i.e. it is a problem with the expressions not the geometry. In this case the plane isdetermined uniquely.It is somewhat unsatisfactory that the case of the epipole on the conic must be excludedin Proposition 2. An alternative solution, for which this degeneracy is avoided, is to proceed asfollows: determine the one parameter family (pencil) of dual quadrics from the correspondingimage conics as described in [14]; a conic is represented by a dual quadric of rank 3 (see [57]),and so may be determined as the degenerate members of this pencil; the 4-vector representingthe plane of the conic is the null-vector of the degenerate dual quadric.2.4 Curve osculating planeIn this section we show rst how Euclidean curvature is mapped under a homography and then,based on this result, determine the osculating plane of a space curve from two views.7












Figure 4: The osculating plane of a (non-planar) curve varies, but is always dened in 3-spaceprovided the curvature is not zero. This plane is determined uniquely from the image of thecurve in two views. The plane induces a homography between the images.Suppose a point on a space curve X is imaged at x and x0 in two views, and that the tangentlines on the imaged curves at x, x0, are l and l0 respectively. The objective is to determine thehomography H induced by the osculating plane atX. Since tangency is preserved under projectivetransformations, the tangent lines are related as l0 = H >l. From (5) this line correspondencedetermines H up to a one parameter family H() = [l0]F + e0l> parametrized by . Theremaining degree of freedom, , is determined uniquely using the relation (7) between imagecurvatures  and 0 at x and x0 respectively.Proposition4. Given two perspective images of a plane curve, and the fundamental matrix forthe view pair, then the plane of the curve (and consequently the homography induced by thisplane) is dened uniquely by the corresponding tangent lines and curvatures at one point.Similarly, given two perspective images of a space curve, and the fundamental matrix for theview pair, then the osculating plane at a point X on the space curve is determined uniquely fromthe tangent lines and curvatures at the corresponding points x and x0 on the imaged curves.8























































































































































































a b cFigure 5: (a) Three points on the conic in the rst view, and (b) their corresponding epipolarlines in the second. For each of the two intersections of an epipolar line with the conic the planeof the conic is computed using the curvature method of section 2.4. For these three points (andothers on the conic), gure (c) shows the two space conic solutions reprojected into a new view.The correct solution (the lower conic), arising from the correct point correspondence, is the samefor each point in the rst view, but the conic transferred by the incorrect solution varies. Theenvelope of these conics is the image outline of the cone of rays from the rst camera centre tothe world conic.between the rst and third views H13 (so that points map as x00 = H13x), is H13 = B+ e0v>; wherethe camera matrices P = [I j 0] P0 = [A j e0] P00 = [B j e00]are obtained from the trifocal tensor as described by Hartley [26]; the 3-vector v is obtained fromP; P0 and H12 using (2); and the expression for H13 follows from (1) for the cameras P; P00.This construction may clearly be varied to compute the homography between any two viewsgiven the homography between another pair.A useful application of this result is to determine the image of an entity in a third view, givenits image in two others. In the case of a conic:Proposition6. Given the trifocal tensor for three views, and the perspective images of a conicin the rst two, then the image of the conic in the third view may be computed up to a two foldambiguity.As in Proposition 5 the camera matrices are determined from the trifocal tensor, and then thetwo solutions for the plane of the conic v are determined from the corresponding image conicsC$ C0 with P = [I j 0]; P0 = [A j e0], as described in Proposition 2. The homography between therst and third views is H13 = B+e00v>, and from (4) the conic C is transferred as C00 = H13 >C H 113 .The transferred conic C00 is the sought image of the world conic in the third view. In general thetransferred conics for each solution of v will dier.In a similar manner, the curvature of a curve in a third view can be computed given itscurvature and tangent at corresponding points in the two other views and the trifocal tensor forthe image triplet. The plane of the curve is computed using Proposition 4 and the curvaturetransferred using Proposition 3. 10
In the case of corresponding lines in two views, the image in a third view can also be computedin the same manner: from Proposition 1 there is a pencil of planes determined between the rsttwo views; and correspondingly a pencil of planes and induced homographies determined betweenthe rst and third views using Proposition 5. Provided particular degenerate homographies areavoided (at  = 1, where the plane contains the rst camera centre) then, as is evident fromgure 1, the line may be transferred from the rst to third views for any value of . However,it is not necessary to proceed in this way as the line can be transferred directly from two viewsto a third by the trifocal tensor [26]. In the case that a line is transferred from the rst view tothe third by the trifocal tensor, this is identical to transfer by a homography induced by a planedened by the second camera centre and l0 (i.e. the homography for  = 0).Incidentally, Faugeras and Robert [21] derive a very nice, simple, relationship between theimaged curvatures at corresponding points in three views. They show that a1+a20+a300 = 0,i.e. that the three imaged curvatures are linearly related, with no constant term. However, theirderivation is \quite" long. In appendix A.5 it is shown that this result may be derived in a fewlines from Proposition 4 and Proposition 5.2.7 Relation to epipolar transferIn [21] Faugeras and Robert developed a method for transferring conics and curvature from twoviews to a third based on epipolar transfer of points. In epipolar point transfer the objective isto compute the image x00 in the third view of a 3D point given its images x;x0 in the rst andsecond views. The point x00 lies on the epipolar line l00ex = F31x corresponding to the point x inthe rst view. Also, x00 lies on the epipolar line l00ex0 = F32x0 corresponding to the point x0 in thesecond view. Thus, the point x00 may be computed as the intersection of these two epipolar linesl00ex and l00ex0 .However, epipolar transfer has a serious degeneracy [28, 65]. If points lie in the trifocal plane(the plane dened by the three camera centres) then the epipolar lines l00ex and l00ex0 are coincidentand the point x00 cannot be computed from their intersection. Furthermore, in the case that thethree camera centres are collinear epipolar transfer is degenerate for all points (the trifocal planedegenerates to a family of planes in this case which covers 3-space). Even for situations which arenot exactly degenerate the computation of the intersection becomes increasingly ill-conditionedas the epipolar lines become less \transverse".Epipolar transfer underpins the transfer methods of [21]. For instance, in [21] a line is trans-ferred from the rst two views to a third by selecting two points on the line l in the rst view,computing the corresponding points in the second view by intersecting l0 with the epipolar linesfrom the points in the rst (similar to gure 12), and then transferring these points from the rstand second views to the third. This denes two points on the line in the third view, and hencetransfers the line. Clearly if epipolar point transfer fails, then the line cannot be transferred bythis method.The transfer method of Proposition 5 using a planar homography does not have the degeneracyof epipolar transfer (nor does transfer using the trifocal tensor).3 Geometry AssessmentIn this section we assess the performance of the methods of section 2 for an implementation onreal images. The accuracy is evaluated from three views of a curve as follows: the plane of thecurve is estimated from views one and two, and the curve and curvature are then transferred11
by the induced homography into the third view. The transfer error is measured by comparingthe transferred curve/curvature with that of the actual curve imaged in the third view. Thesensitivity of the dierent methods to noise in the contour extraction is evaluated in section 3.4.Assessment Criteria. The transfer is assessed by two error measures. The rst, x, is theaverage Euclidean distance between the curvesx =< d?(c(s); ct(s)) >where d? is the distance between the curves in the normal direction from the imaged curve c tothe transferred curve ct, and the average is performed over an arc length curve parameter s forthe curve c. The correspondence between the curves is established by intersecting the curve ctwith the normal of c(s). The second measure, , is the average relative curvature dierence ofthe curves  =< j(s)  t(s)j(s) >where  is the curvature of the imaged curve, and t the curvature of the transferred curve.Points at which transfer is not possible, due to degeneracies in determining the osculating plane(see section 2.4), are excluded from the average.The method is assessed for both conics (i.e. plane curves), and space curves. A conic allows theconic-specic method of section 2.3 to be compared to the general curve method of section 2.4based on curvature. A conic also allows the curvature method to be assessed in two ways. Inthe rst case a conic is tted to the extracted conic boundary (edge chain) and intersections,tangents, and curvature are determined from the algebraic curve. This is a global method ofestimation. In the second case the curve, its tangent, and curvature are determined locally (byspline tting) using only this local information. In general we would expect the global estimatesto be superior to the local.For the plane curves the evaluation images consist of the two image triplets shown in gure 6,with the plate providing a conic. The triplets share the same rst two views, but dier in thethird. In triplet II the baseline between the second and third views is four times larger thanthat in triplet I. Space curves are evaluated using the image triplet shown in gure 7. The spacecurves used for the evaluation are superimposed ; one is on the bottle, the second on the mug.
a b c dFigure 6: Frames 3, 6, 7 and 10 from the \plate" sequence. The extracted conics are superimposedin black. Test triplet I consists of images (a), (b), (c); and test triplet II of images (a), (b), (d).Implementation details. Conic outlines are extracted using a subpixel Canny edge detector,and the conic estimated by Bookstein's tting algorithm [8] on normalized edgel coordinates [48].The local estimate of curvature is obtained by tting cubic B-splines to the edgel chains. The12
Figure 7: The \bottle" sequence (images 11,15 and 19). Two of the extracted contour chains aresuperimposed.tting algorithm [33] takes into account the distance between contour and spline points as wellas a regularity measure based on the third derivatives. The cost function minimized in order todetermine the B-spline s(t) is nXi=1 js(ti)  pij2 +  Z j@3s(t)@3t j2dtwhere pi are the contour points, s(ti) the corresponding points on the spline and  is a positiveparameter which controls the regularity of the solution.The average involved in both error measures, x and , is computed by sampling the conic/B-spline curve at one pixel arc length intervals.The fundamental matrix and trifocal tensor for these examples are computed automaticallyfrom the images using the methods described in [5, 28, 56, 64].3.1 Assessing conic transferThe conic plane is computed from the result of Proposition 2 of section 2.3 using conics fromviews one and two. In order to have conics consistent with the epipolar geometry, a correction isrequired to ensure that the epipolar tangents to the conic (the tangent lines from the epipole tothe conic) correspond between the images. This correction is achieved by applying the algorithmof [14]. The corrected conic is then transferred into the third image as described in Proposition 5of section 2.6. The distance error and the relative curvature error are computed between thetransferred and the extracted conic in the third image. The second solution for the conic planeis easily ruled out as the distance error is very large.For triplet I, x = 0:15 pixels, and  = 0:0024. For triplet II, x = 0:28 pixels, and  =0:0074. Clearly, the transfer is excellent (visually the conics are indistinguishable.).3.2 Assessing curvature transferGlobal curvature estimation. Tangent lines and curvatures are obtained for the conics ineach view by implicit dierentiation of the tted conics. The correspondence between points onthe conic in the rst and second view is obtained by intersecting the conic in the second view withthe epipolar line of the point in the rst view. The conic epipolar tangents and their neighboursare excluded from the error measures since curvature cannot be transferred for these points.For triplet I, x = 0:15 pixels, and  = 0:0016. For triplet II, x = 0:34 pixels, and  =0:0047. These results are almost identical to those of the previous section where conic transfer is13
used (Proposition 2), as opposed to conic curvature transfer (Proposition 4). They demonstratethat given almost perfect curvature (from the tted conic) the curvature transfer is similarlyalmost perfect. We next investigate the deterioration when the curvature measurement is localand inferior.Local curvature estimation. The conics in image one and two are here represented by B-splines tted to the edgel chain. The tangents, curvatures and epipolar line intersections are thencomputed from the B-splines, as opposed to the conics. The transferred curvature is comparedto the curvature computed implicitly from C00. For triplet I, x = 0:57 pixels, and  = 0:025.For triplet II, x = 0:63 pixels, and  = 0:035. For the space curves of gure 7 B-splines areused in all cases and x = 0:43 pixels,  = 0:037 for the curve on the bottle, and x = 0:71pixels,  = 0:097 for the curve on the mug. This is a very similar performance to the case ofB-spline curvature computation for plane curves.Comparison of local and global estimation. The position error x has a similar value forboth global and local curvature estimation. This is not surprising because the point transfererror only arises because of the dierence between the tted curves (conic or B-spline) and theveridical conic. This will be consistently sub-pixel because of the sub-pixel acuity of the Cannyedge detector used.The curvature error  is more illuminating. It is an order of magnitude larger when usinglocal estimation of curvatures (via B-splines). This increased error is a direct consequence of theerror in curvature estimation as is detailed in the following section.3.3 The eects of curvature measurement errorIn this section we compare in detail the transfer results obtained for triplet I, when using a globalt (via the conic) and a local t (via the B-spline). The global t is treated here as ground truth.First the curvature measurement is compared. Figure 8 shows that although measured tangentangle is indistinguishable there is a notable dierence between measured curvature. This can betraced to the cubic splines used for the local curvature measurement which are C1 continuous intangent angle, but C0 in curvature. Next, gure 9 compares the transferred tangent angles andcurvatures using the curvatures computed by the two methods. The transferred tangent anglesare indistinguishable, but the inuence of the curvature measurement error on the transferredcurvature is evident. The transfer error is about twice as large as the measurement error in oneimage, as it results from the curvature measurement errors in both the views used to computethe homography.We now investigate the magnitude of the error in the computed homography. To assess thiserror, we introduce a third error measure H;D which, like x, measures transfer error but nowfor points not lying precisely on the conic. Instead a set of points xD are chosen in the rstview a distance D along the normal direction from the curve (so that the complete set forms aparallel curve). The points xD are then transferred to the second view using the homography Hcomputed from the curvature. The points are also transferred using the homography H computedfrom the conic correspondence (Proposition 2), which gives the ground truth. The error is theEuclidean distance between the points transferred by H and HH;D = d(HxD; HxD)14









































a bFigure 8: (a) Comparison of tangent angle computed from a local t (via B-splines), and a globalt (via the conic). (b) Comparison of curvature computed from a local and global t. Arc lengthis in pixels. The results are for the conic in the rst view of the \plate" sequence of gure 6.







































a bFigure 9: (a) Comparison of the transferred tangent angle using a local t (via B-splines) and aglobal t (via the conic). The curves are indistinguishable. (b) Comparison of the transferredcurvature using a local and a global t. Arc length is in pixels. The results are for triplet I. Themissing curve segments are at epipolar tangents where the curvature cannot be transferred.
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1bFigure 13: Epipolar tangencies. (a) The epipolar plane is tangent to the space curve. Thecorresponding epipolar lines le $ l0e are tangent to the imaged curve. (b) Suppose the epipolarlines le1, le2 are tangent to the imaged curve in the rst view, and the lines l0e1 , l0e2 are the corre-sponding epipolar lines in the second view. Then in the second view the curve c1 (dashed) is nottangent to these epipolar lines so it cannot match the imaged curve in the rst view. However,c2 (solid) is a possible match. 18
is also an additional constraint from the epipolar geometry: epipolar tangents correspond [41].Figure 13 illustrates this constraint.4.1.2 Photometric constraintsFrom here on \curves" will cover both curves and lines. Suppose that for each curve in the rstimage there is a set of possible corresponding curves in the second image, all of which satisfythe weak geometric constraints above. Other than the ordering constraint, which may not apply,there is no further geometric information available to disambiguate the matches.However, there is photometric information available from the surfaces in the neighbourhoodof the curve: consider a strip on the surface on either side of the curve; this is imaged in thetwo views on either side of the image curve. Under reasonable imaging conditions the intensityof these imaged strips will be `similar' across viewpoints. This similarity of the intensity neigh-bourhood for corresponding curves, or conversely the lack of similarity for non-correspondingcurves, provides a photometric measure that may be used to rank curve matches, and hencedisambiguate matches.Consider two possibly corresponding curves c and c0 in the rst and second images respectively.If they are corresponding, then a point to point correspondence on the curves may be determinedusing the epipolar geometry : for an image point x on the curve c, the epipolar line in the secondimage is l0e = Fx, and this line intersects the curve c0 in the point x0 corresponding to x, i.e. xand x0 are images of the same 3D point. A similarity score for the curves c and c0 may thenbe determined by averaging the similarity of neighbourhoods for all corresponding points on thecurves. The similarity measure should be invariant to a local ane transformation of intensitieson the neighbourhood, I ! I + , as might occur due to automatic gain control, changingillumination conditions etc.If the viewpoints are suciently close then the similarity of neighbourhoods may be measuredby normalized cross-correlation. This measure is invariant to an ane intensity change over thespatial neighbourhood used. If the curves are indeed corresponding, then the similarity score forthe curves will be high | certainly in general it will be higher than the score for images of twodierent 3D curves. Figure 15 demonstrates this for a pair of corresponding lines, and a pair oflines which do not correspond: the correct match between lines a in gure 15 has a normalizedcross-correlation score, averaged over the pixels of the line, of 0.92, compared to the incorrectmatch of a to b with a score of -0.67, i.e. a signicant dierence.4.1.3 Photometric constraints over a wide baselineIf there is a signicant rotation of the camera or a wide baseline between views, then a simplecross-correlation of image intensities will fail as a measure of the similarity of the neighbourhoodsof corresponding image points on the curve. Think of a camera motion consisting of a translationparallel to the image x-axis, followed by a 90o rotation about the camera principal axis (i.e. arotation axis perpendicular to the image plane). The cross-correlation of the neighbourhoods willbe very low if the rotation is not corrected for. More generally, suppose a square neighbourhoodin one image back-projects to a planar facet in the scene. The image of this region in the secondimage is a quadrilateral, but its shape depends entirely on the relative positioning of the camerasand plane. Consequently both the orientation and shape of the corresponding region must becorrected for.Suppose the 3D curve lies on a surface, then the rotation, and in general all perspectivedistortion, can be corrected for, if the cross-correlation is computed as follows: for each point19
in the intensity neighbourhood of x in the rst image, compute the intersection of the backprojected ray with the surface, then determine the image of this intersection in the second view.The surface denes a mapping between the neighbourhoods of x and x0, and the cross-correlationis computed over points related by this map. We don't know the surface, and so don't know thismap, but a very good approximation to the map is provided by the homography induced by thetangent plane of the surface at the 3D point of interest. Indeed in piecewise planar environmentssuch as rooms or aerial views of urban scenes the local tangent plane coincides with the planarsurface, so no approximation is involved.In the case of line matching this homography can only be determined up to a one parameterfamily because a line in 3D only determines the plane inducing the homography up to a oneparameter family (gure 1). This means that for lines a one dimensional search over homographiesis required. However, in the case of curve matching, the curve osculating plane can provide ahomography which is uniquely determined by the curve correspondence (Proposition 4). It willbe seen that the osculating plane homography is sucient in practice to correct for the rotationsof wide baseline views, and no search over homographies is required.The idea of using a point-to-point map to correctly measure the cross-correlation is not new {indeed Gruen proposed this in the Photogrammetry literature in 1985 [24]. However, the map inthat case was an anity, and its computation required a search over six parameters. The benetof using corresponding lines so that a homography (in general specied by eight parameters) couldbe computed by a one-parameter search was rst described in Schmid and Zisserman [50], andthe benet of corresponding curves (no search) was rst described in Schmid and Zisserman [51].Others have used ane transformations consistent with the epipolar geometry and thus requiringonly three parameters to be specied [19, 44].In the following we describe two matching algorithms, one for short baseline view pairs andthe other for wide base line views. The cases are distinguished by the severity of the dieringperspective distortions in the images. In both cases a photometric similarity measure betweenputatively matched curves is obtained from an aggregated neighbourhood cross-correlation score.In the short baseline case simple neighbourhood cross-correlation of corresponding points suces;in the wide baseline case corresponding points for the cross-correlation are determined by a localplanar homography.4.2 Short baseline matching between two viewsIf the viewpoints are suciently close then the similarity between curves can be measured asdescribed in section 4.1.2. Again here \curves" includes both curves and lines. The four steps ofthe algorithm are:1. For each curve in the rst image determine the curves in the second image which satisfythe epipolar constraints of section 4.1.1. Those that do are putative curve matches.2. For each putative curve match determine the similarity score based on normalized cross-correlation as described in section 4.1.2.3. The matches are decided by a winner takes all scheme based on the similarity scores. Eachcurve in the rst image can only match one curve in the second.4. The corresponding parts of the line segments/curves are determined.20
4.2.1 Implementation details.Feature extraction. Curve segments are extracted by a local implementation of the Cannyedge detector at sub-pixel accuracy. Edgels are then linked into chains, jumping up to a onepixel gap. Tangent discontinuities in the chain are located using a worm, and a line t betweenthe discontinuities is estimated using orthogonal regression. A very tight threshold is used forthe line tting so that curves are not piecewise linear approximated. Chains which are not ttedas lines are curves.Similarity score. The similarity score for a pair of curve segments c and c0 is computed asthe average of the individual edgel correlation values, with point correspondences determinedby the epipolar geometry. In the case of multiple intersections of a curve and epipolar line thebest correlation value is included in the overall score. A correlation window of 15  15 pixelsis used. There is a problem at epipolar tangents in determining the corresponding edgel whenseveral edgels of the curve lie along the epipolar line. In these cases gural continuity is used todetermine the match.To be robust to occlusion an individual correlation value is only included if above a threshold.Here this threshold value is 0.6. This value has been found empirically to be suitable for a widevariety of scenes and camera motions. If there are fewer than a minimum number of matchededgels for a putative segment match, then that match is eliminated. Here only segments of length15 pixels or more are included.Corresponding parts. For a putative line match, corresponding parts can be determinedsimply by intersecting with the epipolar lines. For a putative curve match, determining corre-sponding parts is more complicated for several reasons. First, it is often the case that curves areerroneously joined to each other (e.g. at a `T'-junction) so that a curve in one image only matchesparts of a contiguous curve in the other image. Second, the point to point correspondence is oftennot unique, as multiple intersections may occur on the same curve. Third, the correspondencebetween curve points is lost at an epipolar tangent. To determine corresponding parts we rstdetermine point pairs for which the epipolar constraint is valid and for which the correlationscore is above a threshold. Points are then ordered into subchains using the ordering constraintsand gural continuity. The three longest putatively corresponding subchains (10 pixels or more)are retained.Algorithm complexity. If n is the average number of line segments in an image and l theaverage length of a line segment in pixels, the complexity of the 2-view matching algorithm isln2, where  is the proportion of lines included by the epipolar beam. Typically, the length l ofa line segment is of the same order of magnitude as n, so that the algorithm is O(n3) in practice.The complexity of curve matching is of the same order, that is O(n3). The only dierence isa multiplicative factor. Instead of using the average length of the line, we have to multiply l bythe average number of intersection s of the epipolar line with the curve. As s << l, the order ofcomplexity doesn't change.4.2.2 Matching resultsIn the following we present examples of four dierent scenes using the short baseline algorithmfor matching line segments and curves. At present the ground-truth matches are assessed byhand. 21













Matched curve segments { complete
Matched curve segments { only corresponding partsFigure 16: Short baseline two view curve matching I: The images are 512  512 pixels.There are 37 and 47 curve segments for the left and right images respectively. Of these 29 arematched, and only one of the matches is incorrect (annoyingly, the left side of the neck of thebottle is incorrectly matched to the right side).25
Original images
Matched curve segmentsFigure 17: Short baseline two view curve matching II: The images are 512  512 pixels.There are 80 and 89 curve segments for the left and right images respectively. Of these 40 arematched with no mis-matches.
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Implementation details. We require a homography which maps between the neighbourhoodsof the putative line match. A particular homography H() may be assessed by its correlationscore: the cross-correlation is evaluated for a rectangular strip on one side of the line segment byusing H() to associate corresponding points. The length of the strip is the common overlap ofthe lines determined by the epipolar geometry. The area of the strip must be sucient to includeneighbouring texture, otherwise the cross-correlation will not be discriminating. Here a strip ofwidth 14 pixels is used. The computation is carried out to sub-pixel resolution using bilinearinterpolation. To be invariant to an ane intensity change over the spatial neighbourhood,normalized cross-correlation is used.The homography H which maximizes the cross-correlation must then be estimated. Thisinvolves estimating . However  is a projective parameter and is not directly measurable ormeaningful in the image. Instead of  the homography is parametrized by the mapping of a singlepoint (which in turn determines ) as described in section 2.2. The corner of the rectangularcorrelation strip is ideal for this purpose. The set of possible correspondences in the other imagex0() lie on the epipolar line of x (cf. gure 2). The value  is obtained by searching the epipolarline for the x0() which maximizes the cross-correlation. Consider the point x0 which has thesame distance to the line l0 as x has to l. This corresponds to a scale/foreshortening factor ofone between the images. To restrict the search we limit the possible scale factors to the range1/3 to 3. This range denes an interval on the epipolar line in the second image. The correlationscore is then evaluated at 10 equi-spaced points on this interval, and the best score determines.As straight line segments often occur at the junction of planar facets, the homographies arein general dierent for the two sides of the line. It is therefore necessary to process the two sidesseparately, and a correlation strip of width 14 pixels is used on each side. The mean of the twocorrelation scores is used as the matching score for the line.In the case of curve matching the curvature is computed at each point of the edgel chain.Curvature is computed from the cubic B-spline tted to the edgel chain (see section 3 for details).The homography (and thence the correlation score) is computed via the osculating plane. Asthe homography is based on the osculating plane, left and right sides of the curve are includedsimultaneously.If the edgel chain is locally straight, or almost straight, then curvature is close to zero and theosculating plane cannot be determined. In this case the correlation score is determined by theline algorithm above, using the tangent line at that point on the contour chain. A threshold of0.02 on local curvature is used to decide which case applies. Note, this threshold is determinedempirically. It is conservative (i.e. errs towards lines), because if a curve is incorrectly classiedas a line then the only loss is that a one-parameter search is carried out that could have beenavoided. Conversely, if a line is incorrectly classied as a curve, the resulting homography maybe erroneous and this should be avoided.4.3.1 Wide baseline matching resultsFigures 18 { 20 show examples of the matching algorithm for three scenes. In gure 18, 50% ofthe detected lines are matched, a similar performance to that of the short baseline case. Figure 19compares line matching with curve matching using the same edgel chains. Line segmentationresults in more matches (there are more lines than edgel chains) and more mis-matches. Con-versely the direct matching of the chains results in fewer matched edgels, but fewer mis-matches.In gure 20 only the edgel chains are matched as there are few linear features. In all cases (both27
short and wide baselines) if more lines or curves are detected (by lowering thresholds) there is ahigher proportion of mismatches.The success of the matching algorithm does support the use of homographies as a means ofdisambiguation.
Figure 18: Wide baseline two view matching I: The images are 550 550 pixels. There isa signicant rotation between the images. 104/96 line segments are detected and matched. Ofthe 55 line matches shown, 51 are correct.4.4 Three view matchingIn three views there are strong geometric constraints available for matching. For example, giventhe trifocal tensor and corresponding lines in two images, the corresponding line in the thirdimage is determined. In the case of curves there are three geometric constraints available formatching [45]: the curve point, its tangent line, and its curvature. As shown in section 2.4,tangent lines and curvatures may be transferred to a third view given their correspondence inthe rst two views. Point transfer is described in [26].The three view matching algorithm uses the trifocal constraint as well as the two view algorithmfor an intensity neighbourhood verication. There are four stages:1. Two view matching: Putative curve matches between image 1 and 2 are determinedusing steps 1 and 2 of the algorithm described in section 4.2, that is curve pairs with nooverlap or a low similarity score are rejected.2. Trifocal geometry verication:Line segments. Given a putative correspondence between line segments in the rst andsecond views an (innite) line is determined in the third view (via the trifocal tensor).Line segments in the third view within a distance threshold of this transferred (innite)line are a possible match. In the second step the trifocal tensor (via the three pairwisefundamental matrices) determines the common parts of the three segments. If there is nocommon part then the match is rejected. Otherwise, the line segments in the three viewssatisfy the geometric constraints and is a possible line triplet match.Curves. Given a putative correspondence between curves, a curve is generated in thethird view. For each point in the rst view, a putative correspondence is determined inthe second (via the epipolar geometry) and this two view match determines a point inthe third view (via the trifocal tensor). Curves which have a sucient overlap within a28
Original images
Line matches
Curve matchesFigure 19: Wide baseline two view matching II: There is signicantly dierent foreshorten-ing between the planes of the house in the two images. If only lines are matched, for the 120/125detected lines, there are 53 matches and of these 41 are correctly matched. If instead edgel chainsare matched directly, i.e. without tting lines, then 93 and 89 curve segments are detected in theleft and right images, respectively, and 28 of these are matched. There is one mis-match.
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Original images
Curve matchesFigure 20: Wide baseline two view matching III: There are 37 and 48 curve segmentsextracted in the left and right images, respectively. Of these 16 are matched, with 2 of thesematches incorrect.
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distance threshold of the \generated" curve are kept as potential matches. Notice that nodirect use is made of the tangent line and curvature transfer in the verication, thoughthese certainly could also be employed.3. Photometric verication:A similarity measure is computed for each triplet match satisfying the three view geo-metric constraints. The similarity score is computed between views 2/3, as described insection 4.1.2. The similarity measure is the average of this score and the score betweenviews 1/2 computed in step 1.4. Winner takes all matching:The matches are determined by a winner takes all scheme over the three views based onthe similarity measures. This rules out multiple matches for an individual line or curve.The complexity for lines and curves are discussed separately. If n is the average number of linesegment in each image, the complexity of nding triplets that satisfy the trifocal constraint isO(n2). If n lines satisfy the trifocal constraint (in general less), the complexity of the photometricverication is O(2nl) where l is the average length of a line segment. The factor 2 is dueto the fact that we compare views 1/2 as well as views 2/3. The overall complexity is thenO(2nl + n2)  O(n2) as l is in general of the same order of magnitude as n.In the case of curves, the complexity of nding point triplets that satisfy the trifocal constraintis O(ln2). As only part of the potential triplets satisfy the trifocal constraint, the complexity ofphotometric verication is at most of the same order of magnitude. The overall complexity isthen O(n3) as l is in general of the same order of magnitude as n.4.4.1 Matching resultsResults are given for the three view matching algorithm applied to the same scenes as the twoview matching.Line matching. Figures 21 and 23 display matches for 3 views of an aerial scene. Figure 23is a detail of gure 21. The line matching performance is excellent: about 35% of the lines arematched, and of these matches 100% are correct.These three view line matches may be used to determine 3D lines. The 3D line is estimatedby minimizing the error in each view between the measured (segmented) line and the 3D lineprojected into that view. The error is the sum of the perpendicular distances between the endsof the measured line and the projected line. Examples are given in gures 22 and 24. Figure 25shows a 3D texture mapped model built from the 3D lines. For this example line grouping intoplanar facets was done manually. However, using the same line matching algorithm, comparableresults have been obtained automatically [4] without any manual intervention.Figures 26 and 27 show two further examples of 3 view line matching. Again 100% of the linematches are correct.Curve matching. Figure 28 shows the results of three view curve matching for the \bottle"images. Note, that the outline of the bottle is correctly not matched over the three views sinceit is an apparent contour and not rigidly attached to the scene. All the matches are correct.The 3D reconstruction of these matched curves is shown in gure 29. A further example of threeview curve matching is given in gure 30. For this example the matches are 100% correct.31
Figure 21: Three view line matching I: The aerial images are 2000  2000 pixels. Thereare 2012/2151/1966 line segments detected in the three views. Of these 679 are matched. Thecorrectness of these matches can be veried from gure 22.
Figure 22: Two views of 3D lines computed from the matches shown in gure 21. The 3Dlines are shown after merging and growing, see section 4.5, and are computed by minimizingreprojection error over the three views.
Figure 23: Three view line matching II: These images are a sub-part (600 600 pixels) ofthose in gure 21. There are 248/236/212 detected line segments and 89 lines are matched, allof which are correct. 32
Figure 24: Two views of the 3D lines computed from the line matches of gure 23.
Figure 25: Rendered 3D model built from the 3D lines of gure 24.
Figure 26: Three view line matching III: The images are 512  512 pixels. There are282/285/285 line segments in the rst/second/third views. Of these 130 are matched, all theline matches are correct. 33
Figure 27: Three view line matching IV: There are 120/109/97 line segments in therst/second/third views. Of these 37 are matched, all the line matches are correct.
Original images
Curve matchesFigure 28: Three view curve matching I: There are 85/85/90 curve segments detected on therst/second/third views respectively. Of these 25 are matched, and all the matches are correct.Note, that the outline of a specularity is matched because over these three views it behaves as arigid object. The reection (of a light source) does not lie on the bottle surface however.
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Figure 29: Two views of the 3D curves computed from the matched curves of gure 28. Theright gure is a plan view which clearly shows the circular cross-section of the bottle and mug.
Original images
Curve matchesFigure 30: Three view curve matching II: There are 80/89/84 curve segments detected onthe rst/second/third views respectively. All of the 30 matched curves are correct.35
4.5 Merging and GrowingIn this section we describe two improvements to the three view matching of the previous section.The rst improvement { merging { overcomes a limitation of the winner takes all strategy em-ployed in the two and three view algorithms. The second improvement { growing { overcomesthe deciency in line segmentation.Merging. During the line extraction, lines are often erroneously broken into several segments.Under \winner takes all" only one of these segments may be matched over three views. Suppose,for example, that in view one both lines L1a and L1b match line L2 in view two and line L3 inview 3. Even if lines L1a and L1b are collinear, only one of the two triplets (L1a; L2; L3) and(L1b; L2; L3) will be selected. If no further action is taken the eect of line fragmentation indetection is that line L1b will be unmatched.If L1a and L1b are collinear and the two triplets (L1a; L2; L3) and (L1b; L2; L3) are amongthe triplets before applying the winner takes all strategy, then it is likely that L1a and L1b arosefrom a single (but fragmented) line. The lines are merged if it is possible to ll in the gap betweenL1a and L1b, that is if there is correlation support for the gap over 3 views. In this manner a linematch is generated which is the union of the lines detected in each of the views. Furthermore 3Dlines estimated from this correspondence are improved because longer line segments are availablein each view.Growing. Another deciency of line detection, other than fragmentation, is that a tted linemay be shorter than the true line. However, the missing edgels are in general not the same in thedierent images. Thus if a short line is matched to a longer line, the end points may be extendedprovided the \grown" edgels satisfy the photometric correlation tests over the three views.Results. Figure 31 shows the results obtained for merging and growing in the image. Almost10% additional line matches are generated by merging, and more than 70% of the all matchedlines are grown. The signicant benets of this improvement are demonstrated in gure 32, whichcompares the 3D lines computed from these correspondences before and after the line clean-up.Extensions. Both merging and growing can also be applied to the two view matching algo-rithm. However, there is not the independent verication of any change as there is with 3-viewgeometry. Merging and growing have only be implemented here for lines, but there is no reasonwhy they should not produce equivalent improvements for curves.5 Discussion and extensionsWe have derived and implemented new geometric results for lines, conics and general curves overmultiple views. These results have been applied to automatic line/curve matching over two andthree views using a combination of geometric and photometric constraints.As with any algorithm there remain variations that could be tested. For example: the benetsof using higher order spline tting so that the curvature is C1 continuous (rather than C0 atpresent); computing the homography for the curve using a nearby point on the curve (ratherthan the curvature); replacing the winner takes all matching scheme by something less exclusive;using transferred lines and curvature into the third view to verify curve matches.36
Original images
Matched line segments
Additional line segments after merging shown in black
Grown edgels shown in blackFigure 31: Results for merging and growing for the 89 matches of gure 23. 4/8/5 line segmentsare merged and 626/478/717 edgels are grown in the rst/second/third images respectively.37
3D lines before merging and growing
3D lines after merging and growingFigure 32: Two views of the 3D lines computed from the three view correspondences, before andafter merging and growing. The improvements are clear | longer segments, shorter gaps, andbetter parallelism.
38
Nevertheless, it is worth drawing attention to four points: rst, lines and curves can be matchedbetween views without requiring prior grouping if photometric constraints are employed. Inthree views virtually perfect matches are obtained. In two views matching performance variesaccording to the quality and number of the extracted curves. It would be worth investigatingif the addition of grouping constraints, and the ordering constraint if applicable, could raise thetwo view matching performance to that of the three view matching. For example, lines are oftensegmented from edgel chains and the grouping provided by the original chain could be employed.Second, it has been demonstrated that local planar homographies can ameliorate the eects ofwide base line viewing. In the case of lines, and tangent lines at low curvature points, computingthe homography involved a one dimensional search. In the case of curves, the homographyprovided by the osculating plane was used. However, this plane will often not coincide withthe local tangent plane of the surface (think of the circular curve at the mouth of a mug). Itis worth questioning why the algorithm succeeds in this case. A partial answer is that anyof the homographies in the family dened by the tangent line correspondence corrects for theeects of image rotation and foreshortening in the line direction, so that only the foreshorteningperpendicular to the line direction may be in error. Also, in order to disambiguate putativecurve matches, the homography need only provide sucient correction to correctly rank orderthe matches.Third, one of the possibly unexpected benets of multiple view matching is that deciencies ofsegmentation in one view can be corrected if the segmentation fails at a dierent point in anotherview. This is well demonstrated by the improvements in 3D lines after merging and growing.Finally, the wide baseline algorithm may be applied in the short baseline case, but is moreexpensive. The choice of algorithm should also be automatic, using the cheaper short baselinealgorithm where possible. Although we have not investigated the choice, it is likely that theprocess that generates the fundamental and trifocal tensors will have sucient information tochoose which of the short or long range algorithms is appropriate.AcknowledgementsWe are very grateful to Andrew Fitzgibbon for both discussions and software, and for discussionswith Caroline Baillard, Amnon Shashua, Bill Triggs, and Thierry Vieville. Financial support forthis work was provided by the EU Esprit Project IMPACT and the UK EPSRC IUE Implemen-tation Project GR/L05969.A ProofsA.1 The plane  given a homography H and camera matricesGiven camera matrices P = [I j 0]; P0 = [A j e0], and a homography H, the problem is to determinethe coordinates of the plane  which induced H. Note A and e0 are known up to a common scale,and H only up to scale. From (1) the homography has the formH = (A+ e0v>) (8)for the plane  = ( v>; 1)>, where the unknown scale parameter  has been included explicitly.The solution is in two stages: rst the scale parameter is determined by pre-multiplying (8)by [e0], so that [e0]H = [e0]A39







































eFigure 33: Epipolar tangency for a conic. Upper: The epipolar plane is tangent to the worldconic CW on the plane . In the image the corresponding epipolar lines are tangent to the imagedconics, C and C0, and the points of tangency x and x0 correspond. Lower: The two epipolar planestangent to the world conic CW dene corresponding epipolar lines, le1 $ l0e1 and le2 $ l0e2 , whichare tangent to the imaged conics, and corresponding epipolar tangent points, x1 $ x01, x2 $ x02.The lines l and l0 (which are the polars of the epipole in each image) also correspond. Theselines are the image of a line on the plane  which is the polar with respect to the world conic ofthe point at which the baseline pierces .A.3 ConicsIn this section the proof is given of Proposition 2. The proof is in two parts. First, we buildon the result of the previous section and determine a pencil of planes from corresponding linesobtained from the image conics. Then the pencil is reduced to a two fold ambiguity.Corresponding image conics must satisfy an epipolar tangency condition in order to be consis-tent with the epipolar geometry. Suppose an epipolar line le is tangent to the conic C in the rstimage, then the corresponding epipolar line l0e is tangent to the conic C0 in the second image.The geometry is illustrated in gure 33. This is a necessary condition for conics to correspond,but is not sucient to ensure that the conics do correspond. To see that epipolar tangency is notsucient, consider the constraints on a conic in the second image: the conic in the rst imagehas two epipolar tangents and this generates two epipolar tangency constraints in the secondimage; however a conic is dened by tangency to ve lines, so there is a 3-parameter family ofconics which satisfy the two epipolar tangency constraints in the second image.The line l of gure 33 intersects the conic C at the points x1;x2 of tangency of lines from e.A line constructed in this way from a point and a conic is known as the polar line, and is givenby l = Ce [52]. Similarly, l0 = C0e0. It is evident from gure 33 that the lines l and l0 correspond.Consequently, the plane  and associated homography H of the world conic are determined up41
to a one-parameter family by Proposition 1 as:H() = [l0]F + e0l>= [C0e0]F+ e0(Ce)> (11)From (4) a conic transforms under a homography as C = H>C0H, and imposing this relationon (11) we obtainC = H>C0H =  F>[C0e0] + (Ce)e0> C0 [C0e0]F + e0(Ce)>=  F>[C0e0]C0[C0e0]F + (Ce)e0>C0[C0e0]F  F>[C0e0]C0e0(Ce)> + 2(Ce)e0>C0e0(Ce)>=  F>[C0e0]C0[C0e0]F + 2(e0>C0e0)(Ce)(Ce)> (12)The terms linear in  are both zero because [C0e0](C0e0) = 0.Equation (12) is homogeneous, and thus contains a hidden scale factor  which is now madeexplicit C =  F>[C0e0]C0[C0e0]F+ 2(e0>C0e0)(Ce)(Ce)>The scale factor may be determined by pre- and post- multiplying by e. Since Fe = 0 we obtain(e>Ce) = 2(e0>C0e0)(e>(Ce))((Ce)>e) = 2(e0>C0e0)(e>Ce)2and hence  = 2(e0>C0e0)(e>Ce). Note, it is permissible to divide by e>Ce since Proposition 2excludes the case that e>Ce = 0. With  determined (12) becomes2 h(Ce)(Ce)>   (e>Ce)Ci (e0>C0e0) = F>[C0e0]C0[C0e0]FThe coordinates of a plane in a projective reconstruction are determined as in Proposition 1but with l = Ce and l0 = C0e0, and this completes the proof of Proposition 2.It is straightforward to verify that the homography of Proposition 2 does indeed satisfy theepipolar tangency constraint. The two epipolar lines tangent to C from e may be representedas a degenerate line (dual) conic as (Ce)(Ce)>   (e>Ce)C. Since this is a dual conic, it maps asC0 = HCH> under the point transformation x0 = Hx. A short calculation shows that the mappedconic is (C0e0)(C0e0)>   (e0>C0e0)C0, which is the degenerate line conic representing the epipolarlines tangent to C0 from e0 as required.A.4 CurvesIn this section the proof is given of Proposition 3 and Proposition 4.Given corresponding points on two curves c(t) and c0(u), which are locally related by a ho-mography H, we will derive the relation between the curvatures  and 0 at these points. Notethat in general the parametrization of the two curves is dierent, and is not arc length. In orderto avoid having to keep track of parametrizations, we will represent the curvature of c0(u) by anosculating circle at x0, map this circle under the homography H, and then determine the curvatureof the resulting conic at x. The disadvantage of this approach is that only the magnitude of thecurvature is modelled, not the sign. The reason for going from x0 to x, rather than x to x0 isbecause the conic transformation is a simpler expression in this direction.We choose a local coordinate system such that the point x is at the origin, and the x-axis isthe tangent line to the curve at x, and denote this system by ~x. The coordinates ~x and x arerelated by a Euclidean transformation. Similarly ~x0 is the corresponding local coordinate system42
for x0. It may be veried that the homography ~x0 = eH~x that maps the origin of ~x to the originof ~x0, and the x-axis of ~x to the x-axis of ~x0 has the form:eH = 264   00  0a b c 375The osculating circle at ~x0 has radius 0 = 1=0 with centre (0; 0), and matrix representationeC0 = 264 1 0 00 1  00  0 0 375A conic transforms as eC = eH> eC0eH, and so the circle eC0is mapped to the conic eC whereeC = eH> eC0eH = 264  0 a  b0 0 c 375 264 1 0 00 1  00  0 0 375 264   00  0a b c 375 = 264 2    a0 0   a0 2 + 2   2b  c00  c0 0 375We now need to determine the curvature of the conic eC at ~x. The conic ~x> eC~x = 0 with~x = (x; y; 1)> is an implicit function of x and y. Write this implicit function as (x; y) = 0, thenthe curvature is given by  = 2y xx   2x y xy + 2x yy(2x + 2y) 32We write this in terms of the conic matrix eC0 and tangent line ~l at ~x, which (with exact equality,not just up to scale) is ~l = (~l1; ~l2; ~l3)> = eC(x; y; 1)> = (0; c0; 0)>then x = 2~l1; y = 2~l2 and we obtain = ~l22 eC11   2~l1 ~l2 eC12 + ~l21 eC22(~l21 + ~l22) 32 = 2c0and hence 0 = c2 Note, this shows that mapped curvature only depends on the local linearization of the homog-raphy (an ane transformation), since it does not depend on the map of the line at innity(a; b; c)>. It also does not depend on the ane shear .It only remains to relate the elements ; ; c of eH to those of H;x;x0; l and l0. First since eH andH are related by Euclidean transformations it follows thatdet(H) = det(eH) = c:Next, from the map of the origin points (0; 0; 1)> ! (0; 0; 1)> under ~x0 = eH~x it follows that~x03 = c~x3. Now x0 and ~x0 are related by a Euclidean transformation so that x03 = ~x03, andsimilarly x3 = ~x3. Thus we have c = ~x03~x3 = x03x343
In a similar manner, from the map of the x-axes under ~l = eH>~l0 it can be shown that = (l21 + l22) 12(l021 + l022 ) 12Putting these together gives 0 = c2  = 1jHj2  x03x3!3 (l21 + l22) 32(l021 + l022 ) 32  (13)which is the relation between the curvature magnitudes. Inserting sign(jHj) to take account ofthe curvature sign completes the derivation of Proposition 3.Equation (13) simplies if the relation between corresponding curves is ane, for then c = 1and x03 = x3. Suppose the ane homography matrix HA is written asHA = " M m0> 1 #and that t = ( l2; l1)>=(l21 + l22) 12 is the unit tangent vector to the curve at x then0 = jMjjjMtjj3 We now derive Proposition 4. The starting point is H() = A + e0l>, where A = [l0]F andl; l0 are the corresponding tangent lines to the curve. The objective is to solve for  from thecorresponding curvatures ; 0 using (7).We require expressions for x0, l0 and jHj. Since l:x = 0, we obtain for x0 :x0 = H()x = (A + e0l>)x = AxFor l0 we obtain :l0 = H >l = (A> + le0>) 1l = 1jA> + le0>jadj (A> + le0>)l = 1jA> + le0>jadj (A>)lwith adj (M) the adjoint of M dened as adj (M)M = jMjI. Proposition 4 gives the explicit form forthe adjoint.The determinant jHj = jA + e0l>j can be simplied as follows. Since A = [l0]F is rank 2, itmay be written as A = ab> + cd>. ThenH = A + e0l> = ab> + cd> + e0l> = [a c e0][b d l]> = [a c e0] 264 1 0 00 1 00 0  375 [b d l]>Taking determinantsjHj =  j[a c e0][b d l]>j =  jab> + cd> + e0l>j =  jA+ e0l>jUsing these expressions, and noting that for a matrix M, jMj = jM>j, gives the result of Proposi-tion 4. 44
A.5 Linear relation amongst curvatures in three viewsThe objective here is to show that if a plane curve is imaged in three views, then the imagedcurvatures at corresponding points are related as a1+ a20 + a300 = 0.There are two steps: rst, the homography H12 (and implicitly the support plane of the curve)are computed from corresponding curvatures ; 0 in the rst two views, and it is shown that H12is linear in the ratio 0=; second, the computed plane is used to transfer the curvature  to thecurvature 00 in the third view using H13.Given the corresponding curvatures  $ 0 it follows from Proposition 4 that  = 0 , andhence the homography is H12 = A + 0 e0l>. Then from Proposition 5 H13 = B+ 0 e0l>.We now use H13 and Proposition 3 to compute 00 from  as00 = (x003)3jH13j2((l001)2 + (l002)2)3=2 and examine the form and degree of each term in turn. We will write a for 0 e0. First x003:x00 = H13x = (B + al>)x = Bxthe last step follows because x lies on the line l and so l>x = 0. Thus x003 is of zeroth degree in0=. jH13j = jB+ al>j = jBjjI+ B 1al>j = jBj(1 + l>B 1a)Thus jH13j is linear in 0=. Finally,l00 = H13 >l = (I  B >la>1 + l>B 1a)B >l = B >l1 + l>B 1aCollecting this together we nd00 = (Bx)33(1 + l>B 1a)jBj2((B >l)21 + (B >l)22)3=2  = (1 + l>B 1a)  = (1 + l>B 10 e0)  = (1 + 0 ) and hence 00 = (+ 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