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Abstract. Several arguments are given for the summability of the superstring perturbation
series. Whereas the Schottky group coordinatization of moduli space may be used to provide
refined estimates of large-order bosonic string amplitudes, the super-Schottky group variables
define a measure for the supermoduli space integral which leads to upper bounds on superstring
scattering amplitudes.
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The genus-dependence of superstring scattering amplitudes has been estimated recently
using the super-Schottky coordinatization of supermoduli space. The N -point g-loop ampli-
tudes in Type IIB superstring theory have been found to grow exponentially with the genus,
(4π(g − 1))N−1 · f(BK , B′K , BH , B
′
H , BB , B
′
B)
3g−3 , where BK , B′K , BH , B
′
H , BB and B
′
B
are the bounds of integrals over Schottky group parameters which represent degenerating and
non-degenerating moduli respectively [1]. As this genus-dependence differs significantly from the
large-order growth of field theory amplitudes, several arguments in support of the conclusion
shall be put forward.
The advantage of using the Schottky parametrization of moduli space in the study of the
growth of integrals representing the scattering amplitudes is that the dependence of these inte-
grals on the genus is directly linked to the limits for each of the Schottky group variables. By
introducing a genus-independent cut-off on the length of closed geodesics, in the string worldsheet
metric, to regulate infrared divergences [2], and then translating this condition to restrict the
integration region in the fundamental domain of the modular group, it can be shown that the
sources of infrared and large-order divergences are identical, as they both arise, in particular,
from the genus-dependence of the |Kn| limit, |Kn| ∼
1
g
[3][4]. For the superstring, this cut-off
is no longer necessary, and the entire fundamental region is required for the supermoduli space
integrals. The introduction of supersymmetry eliminates the infrared divergences because of the
absence of the tachyon in the superstring spectrum, and therefore, the large-order divergences
are eliminated simultaneously. This is a consequence of the tachyon being the source of the diver-
gences, rather than the instanton, which could remain in the theory even after the introduction
of supersymmetry.
The validity of estimates based on the super-Schottky group measure depends on the range
of the integration. The use of the super-Schottky group measure [5]
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and with super-period matrix
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(3)
defines a splitting of a subset of supermoduli space, since the separation of even and odd Grass-
mann coordinates is maintained over the entire region, a necessary condition for integration over
the odd moduli. Since the global obstruction to the splitting of supermoduli space can be cir-
cumvented by removing a divisor Dg of codimension greater than or equal to one from the stable
compactification of supermoduli space sM¯g [6], the integral over all of supermoduli space in
superstring scattering amplitudes differ in the large-genus limit, therefore, from the estimates
based on these subdomains by a contribution from the divisor, given by tadpoles of massless
physical states at lower genera. Assuming an exponential dependence up to genus g − 1, and
multiplying this bound by the number of degeneration limits corresponding to the splitting of
the super-Riemann surface into two components, an estimate of the contribution of the divisor
can be made. Eliminating the vanishing of two of the B-cycles by OSp(2|1) invariance of the
super-Schottky uniformization, so that the contribution of the divisor will be bounded by
(2g − 2) · (4π (g − 2))N−1 f(BK , B′K , BH , B
′
H , BB , B
′
B)
3g−6 + 2
[ g
2
]∑
i=1
di Ai Ag−i (4)
where Ai and Ag−i represent amplitudes for the i and g−i components and di is determined by the
string propagator, the length of the connecting tube and the moduli described by coordinates
around the punctures of the pinched surface. The two terms in equation (4) represent the
contributions of two different sets of divisors ∆0 and ∆i.
The boundary of supermoduli space can also be approached by considering the degeneration
of cycles non-homologous to zero. Restricting to the complex-valued part of the super-Riemann
surface, of genus g, the 3g - 3 degeneration limits are associated with the pinching of A-cycles, B-
cycles, which immediately can be identified with the divisor ∆0, and C-cycles. The C-cycles can
be interchanged with the dividing cycles in a decomposition of moduli space based on the length
and twist parameters of 3g-3 non-intersecting closed geodesics on the surface. Consequently, the
counting of different partitions of the surface, which shall be required for an estimate of the total
amplitude, is equivalent when the remaining degeneration limits are viewed as the vanishing of
C-cycles or dividing cycles.
Finiteness of the superstring amplitudes in each of the degeneration limits |Kn| → 0,
n = 1, ..., g, |Hm| → 0, m = 2, ..., g − 1, |Bm| → 0, m = 2, ..., g, implies that there are
2
bounds associated with the corresponding multiplier integrals BK , BH , BB for each value of n
and m, and it will be demonstrated that additional integrals associated with non-degenerating
moduli are bounded by B′K , B
′
H and B
′
B .
A generic Riemann surface will have lK non-degenerating A-cycles, g− lK degenerating A-
cycles, lH non-degenerating B-cycles, two B-cycles fixed by an SL(2,C) transformation, g−2− lH
degenerating B-cycles, lB non-degenerating C-cycles and g − 1 − lB non-degenerating C-cycles.
Given that the integrals over the non-degenerating moduli are less than B′K , B
′
H and B
′
B, upper
bound including all degeneration limits is then given by
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Since the last sum is bounded by
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the entire expression is less than
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and the N-point scattering amplitude is bounded by c1c
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NB
g
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B if c1 = 2 and
c2 =
K˜
3 .
Contributions of degenerate Riemann surfaces to the amplitude can be compared with in-
tegrals over the region of parameter space defined by the condition of genus-independent bounds
for the multipliers and distances between the fixed points. For the latter category of surfaces, the
uniformizing super-Schottky groups have multipliers and fixed points which satisfy the inequali-
ties ǫ0 ≤ |Kn| ≤ ǫ′0 , δ0 ≤ |ξ1n − ξ2n| ≤ δ
′
0 . Integration over this range produces the following
expression
3
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since there is a projective mapping of the isometric circles to configurations with δ1 < |ξ1m| < δ′1
and the ϑ integrations can be absorbed in
g−1∏
i=2
∫
dϑ1iϑ1i
g∏
j=1
∫
dϑ2jϑ2j (10)
In equation (9), the first factor arises from the Jacobian factor resulting from the residual
OSp(2|1) symmetry of the super-Schottky parameterization used to select the locations of three
of the fixed points ξ011, ξ
0
21 and ξ
0
1g and two of the Grassmann variables θ
0
11 and θ
0
1g, and the
final factor on the second line represents the reduction of the integral as a result of requiring
non-overlapping of the isometric disks in the region of the complex plane occupied by the disks.
From equation (2), it follows that
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The leading term in the expansion with respect to the Grassmann variables, after excluding terms
involving integration over a set of parameters other than (3g − 3) fixed points and multipliers
and (2g − 2) odd moduli, is[
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The functional dependence of |v(ξ011, ξ
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1g)|
2 can be deduced from (12) after relabelling
the Grassmann variables to remove the repetition arising from cyclic permutations. The Bm part
of the measure is
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Since |ξ2m| =
∏m
j=2 |Bj|, it follows that if δ2 < |ξ2n| < δ
′
2, the range for |Bj| can be chosen to
be [δ
1
g
2 , δ
′ 1
g
2 ]. Because
limg→∞
(
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ln δ2
g
)
= limg→∞ δ
1
g
2 (14)
the magnitude of the integral depends on the choice of δ2. If δ2 is fixed to be a finite number
greater than zero, then the lower limit of |Bj | for large g, is 1 +
ln δ2
g
, and the integral is
g∏
m=2
[
ln δ′2 − ln δ2
g
+
ln δ22 − ln δ
′2
2
g2
+ O(g−3)
]
(15)
which, of course, significantly decreases the overall genus-dependence of the integral. However,
it is clear that the integration region can be enlarged so that the lower limit for |Bj | is ǫ˜. The
lower limit for |ξ2m| then would be ǫ˜
m−1, which tends to zero as m→ g. The |Bm| integrals are
therefore
g∏
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∫ 1+ ln δ′2
g
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(16)
The contribution from the Bm multipliers is bounded by
(2π)g−1
ǫ˜g−1
and therefore it does not affect
the overall exponential dependence of the integral over this region in the parameter space.
The limits |Bm| → 0 represent the degeneration of C-cycles since |ξ2j | → 0, j = m, ..., g.
The Riemann surface splits into two components of genusm−1 and g−m+1 and each component
appears to be a point from the perspective of the other component [7].
Since modular transformations map A-cycles, B-cycles and C-cycles into each other, genus-
dependent lower limits for the ranges of the variables {|ξ2m|} would take the form
δ2
g2qˆ
. The lower
bound for |Bj | would then be
(
δ2
g2qˆ
) 1
g
. Since g
1
g → 1 as g → ∞, it follows that the lower limit
of the |Bm| integral tends to 1. In this case, the value of ǫ˜ can be chosen to be any constant less
than 1.
In the degeneration limit |Bm| → 0, the superstring amplitude is finite, so that the integral
of the entire supersymmetric measure over the range
[
0,
(
δ2
g2qˆ
) 1
g
]
will be bounded. Since the
Bm integrals over the neighbourhood of the boundary and the interior of supermoduli space are
bounded by exponential functions of the genus, their sum will possess the same property.
Given a holomorphic slice on the subset of supermoduli space, sMg − N (D)g, with N (Dg)
being a neighbourhood of the divisor, an analytic transformation to the super-Schottky group
5
variables maps this integration region to a subdomain of the fundamental region in the super-
Schottky parameter space, excluding a neighbourhood of the boundary. If the separation between
the neighbourhood of the compactification divisor and the interior region of moduli space were
to give rise to genus-dependence in the ranges of the super-Schottky variables, computations of
the multiplier integrals with genus-dependent limits imply that they still should have finite upper
bounds. This can be seen, for example, by considering the integral∫
d|Kn|
|Kn|
(
ln
(
1
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))5 = 14
[
ln
(
1
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(17)
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]
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1
4
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(
1
ǫ′0
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Moreover, as long as ǫ′0 does not asymptotically approach 1 at a sufficiently fast rate as g →∞,
equation (18) implies that the upper bound for the integral will be an exponential function of the
genus. This can be determined by explicit calculations of the location of the fundamental region of
the modular group in Schottky parameter space. At genus 1, the fundamental region of SL(2;Z)
in the upper half-plane is well-known, and the maximum value of |K| = |e2πiτ | = e−2π Im τ
occurs at the minimum value of Im τ ,
√
3
2 , and equals e
−√3π. At higher genus, the determi-
nant condition can be used to show that (Re τ )2nn + (Im τ )
2
nn ≥ 1, n = 1, ..., g [8].
Since one of the conditions defining the fundamental region of the symplectic modular group is
−12 ≤ (Re τ )mn ≤
1
2 , the squares of the diagonal elements of (Re τ ) are restricted to the
interval [ 0, 1
4
] and (Im τ )2nn ≥
3
4
. Positive definiteness of imaginary part of the period matrix
implies that the positive root should be chosen, (Im τ )nn ≥
√
3
2 .
The following argument also may be useful in setting upper limits for the range of |Kn|. One
of the conditions defining the fundamental region of the modular group is | det(Cτ +D) | ≥ 1
for
(
A B
C D
)
∈ Sp(2g;Z). Since
| det(Cτ +D) | = | det(Im τ )| | det(C − iC(Re τ )(Im τ )−1 − iD(Im τ )−1) | (19)
the determinant will be greater than one for all C, D when | det(Im τ ) | > b > 1 for some
number b, so that | det(C − iC(Re τ )(Im τ )−1 − iD(Im τ )−1) | will be bounded below when
det C 6= 0 and equal to | det D | | det(Im τ )−1 | ≥ | det(Im τ ) |−1 when C = 0. Moreover,
the minimum value of tr(Im τ)
g
is
ln
1
ǫ′0
+
1
g
g∑
n=1
lnn (20)
6
where lnn is the greatest lower bound for
∑
α
(n,n) ln
∣∣∣∣ ξ1n − Vα ξ2nξ1n − Vαξ1n
ξ2n − Vαξ1n
ξ2n − Vαξ2n
∣∣∣∣ (21)
If ǫ′0 satisfies the inequality,
ln
1
ǫ′0
≥ b
1
g −
1
g
g∑
n=1
lnn (22)
the Schottky group multipliers and fixed points will lie in the fundamental region of the symplec-
tic modular group. It has been discussed previously how exponentials of the sums in (21) can
be estimated for different configurations of isometric circles [4]. Moreover, positive-definite sym-
metric real matrices can be expressed as QPQT , where P diagonal matrix with entries pk > 0
and Q is a triangular matrix (qkl), qkl = 0, k > l and qkk = 1, and the fundamental
domain of the symplectic modular group is contained in the region defined by the inequalities
0 ≤ pk ≤ t · pk+1 and −t ≤ qkl ≤ t [8]. These constraints can be applied to (Im τ ), with
the value of t being related to the bound on the sum (21).
Both fermionic and bosonic contributions to one-loop superstring amplitudes can both be
positive, since there are no odd moduli parameters at this genus, det (Im τ ) ≥ 0, and the
measure is positive-definite. The four-point one-loop amplitude contains an integral over the
entire Riemann surface, so that s-channel, t-channel and u-channel diagrams are included in the
field theory limit of the string diagrams. The square of the absolute value of a holomorphic
function, |f(w)|16, arising for fermions, is cancelled by a factor [f(w)]−8 for right-moving modes
αin and the complex conjugate factor [f(w¯)]
−8 for left-moving modes α˜in in Type II superstring
theories [9], eliminating a potential divergence in the integral over the modular parameter.
The positive fermionic and bosonic contributions to the one-loop amplitudes imply that the
superstring amplitudes could receive contributions growing at nearly identical rates with respect
to the genus, thus maintaining the approximately factorial rate of growth of the bosonic string
partition function. However, this property is changed by the odd modular parameters at higher
genus. This implies that the determinant of the imaginary part of the super-period matrix is no
longer necessarily positive-definite. Even though the remaining part of the measure consists of
the absolute square of a holomorphic function of the supermoduli parameters, the measure is not
necessarily positive-definite and the additional contribution to the amplitudes at higher genus
may not occur. Indeed, supersymmetric theories generally exhibit better large-order behaviour,
and this is confirmed by the growth of the superstring amplitudes.
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A recent general study of divergences in perturbation theory reveals that they are linked
to the violation of the hypothesis of Lebesgue’s Dominated Convergence Theorem concerning
the formal manipulation of interchanging the sum and the integral to obtain the series in the
functional integral formalism [10]. This problem is resolved by introducing a functional repre-
sentation of the characteristic function which cuts off the region in field space representing the
source of the divergences. Specifically, it is demonstrated that there exists a convergent series
expansion of the partition function for λφ
4
4! theory such that the partial sums ZN (λ) tend to
the exact finite value for λ > 0. It is also known that Z(λ) is non-analytic at λ = 0, based
on an argument similar to that applied to quantum electrodynamics. Even though the partial
sums ZN (λ) satisfy the hypothesis of the Dominated Convergence Theorem, the non-analyticity
of Z(λ) at λ = 0 arises in the limit N → ∞. Techniques of this kind have already been used
in the regulation of infrared divergences in closed bosonic string theory and the introduction of
finite ultraviolet and infrared cut-offs in QED with fermions yielding a convergent perturbation
expansion [11]. Since a version of quantum electrodynamics and the non-abelian gauge theories
of the standard model should arise in the low-energy limit of superstring theory, it is useful to
have a framework in which non-analyticity in the coupling constant plane still can be derived
from convergent or summable perturbation expansions rather than series with terms increasing
in magnitude at a factorial rate with respect to the order. This provides confirmation of the type
of growth that has been obtained in the study of superstring scattering amplitudes.
It has been established that field theory amplitudes arise as limits of string theory am-
plitudes by identifying different types of field theory diagrams with corners of moduli space.
Amplitudes with two, three, four and five gluons at one loop in SU(N) Yang-Mills theory, for ex-
ample, have been evaluated using certain open bosonic string amplitudes in the limit of vanishing
Regge slope α′ → 0 [12][13]. In general, the corner of moduli space is defined by letting the com-
plex string moduli space approach the pinching limit so that they can be mapped to Schwinger
proper times. The neighbourhood of the singular point at the boundary of moduli space can be
identified when the string worldsheet begins to resemble a specific Φ3 diagram [13]. To define the
pinching limit properly, it is sufficient to cut open all of the loops of an N -point g-loop diagram
to form a 2g+N -point Φ3 tree diagram. The tree consists of a main branch and side branches,
each with its own Schwinger proper time flow. The vertices of the diagram can be selected to
be the points {z1, ..., zN ; ξ11, ξ21, ..., ξ1n, ξ2n} and the pinching limits are represented by the ap-
proach of the vertices towards the branch endpoints zBi , i = 1, ..., Nb, so that |z − zBi | ≪ 1 [14].
8
Many different labellings correspond to the same Φ3 diagram, including those obtained by inter-
changing ξ1n with ξ2n or permuting the g triplets {kn, ξ1m, ξ2m}. Since the relevant Φ
3 diagrams
are identified with the corners of moduli space which are neighbourhoods of components of the
compactification divisor D = D0 ∪Di, it is sufficient to count the degeneration limits, given by
the partitions of l with each of the addends less than g, g − 2 and g − 1 and the sum less than
or equal to 3g − 3. The upper bound on the number of relevant diagrams is then
3g−3∑
l=0
∑
Part.{lK ,lH ,lB}
(
g
lK
)(
g − 2
lH
) (
g − 1
lB
)
< 33g−3
(
g − 1
g − 2
)2
(23)
The remainder of the string integral includes surfaces well away from the degeneration limit and
the contribution has been estimated to be an exponential function of the genus. There is no
direct identification of this region with field theory diagrams, and it is preferable to bound the
supermoduli space integral over the region using the estimates for ranges in the super-Schottky
parameter space lying in the interior of the fundamental domain of the modular group.
For a closed bosonic string, the lower bound for the regularized partition function increases
at an approximately factorial rate with respect to g [2][3][4][15]. These results are similar to
the calculations of the Euler characteristic of the once-punctured moduli space [16][17][18][19],
duplicated in the counting of Feynman diagrams in random surface theory and matrix models
[20][21]. However, it is apparent that the magnitudes of the moduli space and supermoduli
space integrals depend essentially on the measure. The change from
∫ ∏g
n=1
d2Kn
|Kn|4
[
ln
(
1
|Kn|
)]13 in
bosonic string theory to
∫ ∏g
n=1
d2Kn
|Kn|2
[
ln
(
1
|Kn|
)]5 in superstring theory, reflecting the removal
of the tachyon singularity in the Neveu-Schwarz sector and the absence of the tachyon in the
Ramond sector, is sufficient to render the total amplitude an exponential function of the genus
in the latter case, whereas it causes the former integral to increase as g
2g
(ln g)13 g , when the range
of |Kn| is
[
ǫ0
g
,
ǫ′0
g
]
. Furthermore, the upper bound (23) on the number of different degeneration
limits, implies that the partitioning of the surface into components only leads to the upper bound
being multiplied by an exponential factor, because the counting of relevant diagrams in a cell
decomposition of supermoduli space is restricted to a neighbourhood of the compactification
divisor.
Superstring elastic scattering in the large-s fixed-t limit has been studied, and the ampli-
tude has been calculated using covariant loop sewing techniques [22][23][24], revealing that the
leading term in the expansion in powers of s−1 factors at g-loop order into a product of g+1 tree
amplitudes, multiplied by the expectation value of a factorized operator. The eikonal approxima-
9
tion, involving a resummation of these contributions, restores unitarity in the theory and gives
an exponential result. Restriction to one copy of the fundamental region implies that a factor
of 1(g+1)! should be included in the integration, removing the factorial dependence obtained by
integrating over the multipliers and the variables ρn = −ln
[
ξ1n
ξ2n
z1−ξ2n
z1−ξ1n
]
, σn = ln
(
1−ξ2n
1−ξ1n
)
[4][23][24]. These results confirm the generic estimates.
The estimates of the superstring amplitudes are also consistent with the growth of the
special scattering amplitudes obtained from topological field theory. In particular, the (g!)2
dependence of amplitudes with 2g − 2 graviphotons and 2 gravitons [25][26] may be verified by
combining the exponential bounds on the supermoduli space integrals with the factorial bounds
on the vertex operator integrals [1].
The insertion of Dirichlet boundaries in string worldsheets has been used to reproduce
power-law behaviour associated with point-like structure in QCD [27][28][29]. Summing over
orientable Riemann surfaces with Dirichlet boundary conditions by associating the moduli with
the positions and strengths of electric charges [30], one obtains non-perturbative amplitudes of
order e−
1
κstr Aconn. which will only be well-defined if the amplitudes for the closed surfaces are
also summable. Summability of the superstring perturbation series would be confirmed by the
extension of the positive-energy theorem to superstring vacua corresponding to supersymmetric
background geometries such as R10. Thus, the exponential dependence of the closed-surface
amplitudes and the description of non-perturbative effects are compatible, since the latter can be
regarded as additional contributions to the superstring path integral, separate from the sum over
closed surfaces. The insertion of the Dirichlet boundary is associated with a different class of
surfaces, which may be confirmed by considering the effect on the shift to the vacuum. Although
there may be a small amplitude for the non-perturbative instability of the initial string vacuum
state, this still could be consistent with the positive-energy theorem, which might be circumvented
through the use of zero-norm boundary states.
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