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ABSTRACT 
Generalized inverses of Boolean Matrices are defined and the general form of 
matrices having generalized inverses is determined. Some structure theorems are 
proved, from which, some known results are obtained as corollaries. An algorithm to 
compute a generalized inverse of a matrix, when it exists, is given. The existence of 
various types of g-inverses is also investigated. All the results are obtained first for the 
(0, l)-Boolean algebra and then extended to an arbitrary Boolean algebra. 
INTRODUCTION AND SUMMARY 
Let $8 be a Boolean algebra. By a matrix over 5% we mean a matrix, the 
elements of which belong to % . Sums and products of matrices over 93 are 
defined as in the real case. We call a matrix C over ‘% (of order n X m) a 
generalized inverse of a matrix A (of order mX n) if AGA =A. These 
generalized inverses of Boolean matrices have many applications in graph 
theory and network analysis. A study of these generalized inverses of 
Boolean matrices is the aim of this paper. This paper is divided into six 
sections, and a sectionwise summary is as follows. 
In Sec. 1 we give some definitions and a few preliminary results. 
In Sets. 2-5 we take the underlying Boolean algebra to be the (0, l} 
Boolean algebra. 
In Sec. 2, after characterizing idempotent matrices, we obtain the general 
form of matrices which have generalized inverses. We also prove that if a 
matrix has a g-inverse, then one can find a g-inverse in a particularly simple 
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form (to be precise, a partial permutation matrix as defined in Sec. 2). 
In Sec. 3 we define a space decomposition of a matrix and prove that a 
matrix has a g-inverse if and only if it has a space decomposition. Using this 
decomposition we characterize reflexive g-inverses of matrices. 
In Sec. 4 we establish necessary and sufficient conditions for the existence 
of the Moore-Penrose inverse and other types of g-inverses of a matrix. 
In Sec. 5 we give an algorithm for computing a g-inverse of a matrix. 
In the final section we generalize our results of Sets. 2, 3 and 4 to 
matrices over a general Boolean algebra. 
1. PRELIMINARIES 
Let 9 be a Boolean algebra (Halmos [3]). By vectors and matrices over 
9 we mean vectors and matrices whose elements belong to $8 . Sums and 
products of matrices over 9 are defined as in the real case. If xi,. . . ,x, are 
vectors over $!I , the linear manifold 9R (x i, . . . ,x,) is the set of all vectors of 
the type Z” i_ 1 c,q, where cj E ‘%I . If A is a matrix over $8 , by % (A) we 
mean 9, (the column vectors of A). Other concepts such as transpose, 
symmetry, idempotence are same as in the real case. We say A < B if uri < brt 
for all i and i. 
Just as in the real case (Rao anda Mitra [7]) we consider the conditions 
(1) AGA=A. 
(2) GAG= G. 
(3) AG is symmetric. 
(4) GA is symmetric. 
DEFINITION. Given a matrix A, a matrix G which satisfies 
a. (1) is called a generalized inverse ( g-inverse) of A and is denoted by 
A-. 
b. (1) and (2) is called a reflexive g-inverse of A and is denoted by A,-. 
c. (1) and (3) is called a { 1,3} g-inverse of A and is denoted by Ai:. 
d. (1) and (4) is called a { 1,4} g-inverse of A and is denoted by Ai;. 
e. (l)-(4) is called a Moore-Penrose inverse of A and is denoted by A + . 
PROPOSITION 1.1. Let A be an m X n matrix and G be an n X m matrix. 
Then the folluwing st43tematt.9 are equicaknt: 
(a) AGA=A. 
(b) Gy is a solution of the system of linear equations Ax = y whenever a 
sohdion exists i.e., yE %(A). 
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(c) AG i.9 itip0t~t and OR = %(AG). 
(d) GA is ihpotmt and ‘32 (A’) = 317, (A’, G’). 
The proof is in the same lines as in the real case. 
REMARK 1.1. If G is an A -, then GAG is an A,-. So existence of A - 
ensures the existence of A,-. 
Observing the facts (i) that if G, and G, are any two g-inverses of A, then 
(G,+ G,) is also an A-, and (ii) that the number of n X m matrices is finite, 
we define a maximum g-inverse of A. 
DEFINITION. A g-inverse G of A is said to be a maximum g-inverse of A 
if every A- < G. 
As an immediate consequence we see that any matrix having a g-inverse 
has a maximum g-inverse. 
2. GENERALIZED INVERSES OF MATRICES 
OVER THE (0, l} BOOLEAN ALGEBRA 
From this section up to Sec. 5 we confine our attention to the (0, l} 
Boolean algebra. 
DEFINITION. The weight of a vector x is the number of nonzero ele- 
ments of x and is denoted by w(x). 
DEFINITION. A set of vectors x i, . . . ,x,, is said to be independent if no 
vector is the sum of some of the remaining vectors and if the null vector is 
not in the set. 
DEFINITION. A vector y is said to be dependent on the vectors xi,. . . ,x, 
if yEGST(_(ri,..., x,,). Otherwise y is said to be independent of xi,. . . ,x,. 
DEFINITION. Let T be a set of vectors. Then a set S c T is said to be a 
basis of T if S is independent and % (S) > T. 
PROPOSITION 2.1. Every set of vectors T (which has at least one nonnull 
vector) has a basis, and it is unique. 
Proof. Let xi E T be a minimum weight nonnuU vector. Consider Tl 
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= T- 92 (x1). If Tl is nonempty, take xs E T,, a minimum weight nonnull 
vector in Tl, and consider T, = T- ?)lL (x,, x2). Proceed likewise until for 
some k, Tk = T - ‘3, (x1,. . . , xk) is empty. Clearly xl,. . . ,x, are independent, 
and Tc%(q,..., xJ. Hence the set {x1,. . ., xk} forms a basis of T. By 
construction x r, . , . , x, should be in any basis and hence is unique. n 
The above proposition leads to the following definition. 
DEFINITION. The rank of a set of vectors T is the cardinality of its basis. 
REMARK 2.1. This rank does not satisfy the usual properties of the 
dimension of a real vector space; for instance, the rank of Tl may be greater 
.than the rank of T, even though % ( Tl) c % (T,). 
DEFINITION. The row (column) rank of a matrix is the rank of its row 
(column) vectors. 
REMARK 2.2. The row rank and column rank of a matrix need not be 
equal. For example, consider the matrix 
r 1 0 1 0 1 
i 0 1 0 10 1 0 1’  
DEFINITION. A matrix A is used to be of rank T if (row rank of 
A) = (column rank of A) = r. 
DEFINITION. A matrix A of order m X n is said to be nonsingular if the 
row rank of A is m and the column rank of A is n. 
DEFINITION. A permutation matrix is a square matrix such that every 
row and every column contains exactly one 1. 
DEFINITION. A matrix (which need not be square) is said to be a partial 
permutation matrix if every row and every column of it contains at most 
one 1. 
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DEFINITION . A square matrix B is said to be an inverse of a square 
matrix A if AB=BA=Z. 
THEOREM 2.1. A matrix A bus an inverse if and only if it is a 
permutation matrix. 
Proof. See Rutherford [8]. n 
In view of Proposition 1.1 (c), we start the study of g-inverses of Boolean 
matrices with a characterization of idempotent matrices. 
LEMMA 2.1. Let A be an idempotent matrix of order n X n. Then a,, =0 
implies that the ith column of A depends on the rest of the columns and the 
ith row of A depends on the rest of the rows. Further, the matrix obtained by 
deleting the ith column and the ith row of A is idempotent. 
Proof Without loss of generality, let a,,” = 0 and let 
A= ’ ’ , I 1 Y' 0 
NowA2=A implies B’+xy’= B, Bx= x, y’B = y’ and y/x=0, which implies 
x 
0 (1 
= B x and ( y’ 0)= y’(B x). Again, B’+xy’=B, implies xy’< B, 
0 Y’ 
which implies Bxy’ = zy ’ < B 2. So B = B2 + xy’ = B 2. Hence the lemma. n 
COROLLARY 2.1. Zf A is iokmpotent and nonsingular then uii = 1 for all i. 
LEMMA 2.2. Let A be an n X n idempotent matrix such that q, = 1 for all 
i. Then the ith row of A depends on the rest of the rows if and only if the 
ith column of A depend+ on the rest of the columns. Further, the matrix 
obtained from A by a%ting the ith row and the ith column is iakmpotent. 
Proof Without loss of generality, let the nth row of A depend on the 
rest of the rows, and let 
A= * ‘. 
[ 1 Y' 1 
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Now A2 = A implies 
(i) B2+ a$= B*B2 < B. But B2 > B, since B > I. So B2= B. 
(ii) Bx+ x= x+Bx < x+Bx= x 
(iii) y’B+y’=y’+y’B< y’+y’B=y’. 
( y’ 1) depends on the rest of the rows, which implies that there exists a 
vector z such that ( y' l)=z’(B x). Now y’x=z’Bx=x’x=l, which im- 
plies T = 
0 i 
B 
1 
X. n 
Y’ 
COROLLARY 2.2. If A is idempotent, (row rank of A)= (column rank 
of A). 
THEOREM 2.2. A is an idempotent matrix of rank r if and only if there 
existi a permutation matrix P such that 
A=p B BC f”, 
[ 1 
DB DBC 
where B is an r x r nonsingular idmnpotent matrix and C and D are such 
that CD< B. 
The theorem is a direct consequence of the above two Lemmas. 
Next we dispose of the case of symmetric idempotent matrices, which are 
useful in the study of the Moore-Penrose inverse. 
THEOREM 2.3. A is an idempotent symmetric matrix of rank r if and 
only if there exists a permutation matrix P such that 
A=P I ’ P’, 
[ 1 C’ C’C 
where C is such that CC’ < 1. 
The theorem follows from the above theorem and the following 
LEMMA 2.3. Zf A is non-singular, io!empotent and symmetric, then A = 1. 
Proof. Let 4 denote the jth column of A. Since A is idempotent, we 
have Ax/ = 4, i.e., 
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Let uii = 1 for some i # j. Then from the above equation we have xi < xi. Now 
the fact that A is symmetric implies uii = 1, which implies xi < xi. So xi = xi, 
which is in contradiction with the hypothesis that A is nonsingular. There- 
fore ai1 = 0 for all i # j. From Corollary 2.1 it follows that aii = 1 for all i. So 
A = 1. n 
Now we give a characterization of matrices which have g-inverses. 
THEOREM 2.4. A matrix A has a g-inverse if and only if there exist 
permutation matrices P and Q such that 
A=P B BC Q, 
[ 1 DB DBC 
where B is non-singular and idmnpotent. 
“If” part: It is easy to check that the partial permutation matrix 
P’ is an A-. 
“Only if’ part: Let G be an A -. Then AG is idempotent. Therefore, by 
Theorem 2.2, there exists a permutation matrix P such that AC= 
P’, where B is an r X r nonsingular idempotent matrix 
and r is the rank of AG. Now % (A)= %. (AC) implies A = 
some matrix C and some permutation matrix Q. W 
REMARK 2.3. It can be easily seen that r is the rank of A in the above 
proof. 
Rrr~~n~2.4. Amatrix [ zl :I] isa [iB :ic]- ifandonlyif 
G,+G,D+CG,+CG,D is a B-. 
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The following corollary is trivial. 
COROLLARY 2.3. Zf A- exists, then 
(i) (row rank of A) = (column rank of A); 
(ii) there exists a partial permutation g-inverse of A; 
(iii) B - exists if %_.(A) = (X(B) or % (A’) = 9k (B’). 
REMARK 2.5. (i) of the above corollary is due to Plemmons and Butler. 
(ii) is implicitly contained in Plemmons [5]. 
THEOREM 2.5. Let A- exist and G, and G, be any two g-inverses of A. 
Then 
(i) if A is of full row rank, then AG, = AG,; 
(ii)ifAisoff 11 1 u co umn rank, then G,A = GSA. 
Proof. 
(i) Let G be the maximum g-inverse of A. that A is of full row rank 
implies that both AG and AG, are idempotent and nonsingular, and also 
% (AG) = %. (A) = 312 (AC,). Therefore there exists a permutation matrix P 
such that AC, = AGP. Since G, < G, we have AG, < AC. Hence P= I, and 
so AG, = AG. Similarly AG, = AG. So AC, = AG,. 
(ii) follows from (i). n 
COROLLARY 2.4. Let A be a non-singular matrix which bus a g-inverse. 
Then A has a unique permutation g-inverse, and A, is unique. 
REMARK 2.6. This result is due to Plemmons [5]. 
REMARK 2.7. If A has a unique reflexive g-inverse, then A need not be 
nonsingular. As an example take 
A=( ;, &) 
where Z is of order 3 X 3 and 
1 0 1 
c= I 1 0 1 1 * 
011 
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By Remark 2.4 it follows that A has a unique g-inverse and it is z 0 
i 1 ’ 0 0 
Hence it has a unique reflexive g-inverse. 
REMARK 2.8. In the case of real matrices, if the classes of all g-inverses 
of A and B are the same, then A = B (see [7]). In the case of Boolean 
matrices, such a statement is not true even if A and B have g-inverses. Take 
A as in the above remark and 
where Z is of order 3 X 3 and 
D= 
1 1 1 
[ I. 1 1 1 1 1 1 
In our next theorem we evaluate the maximum g-inverse of a nonsingular 
idempotent matrix. 
THEOREM 2.6. Let A be an m X n matrix such that a,, = 1 for all i. Let G 
be any g-inverse of A. Then gi < aii for all i, j = 1,2,. . . , (minimum of m and 
n). In par&x&w, if A is nonsingukzr and idempotent, then the m&mum 
g-inverse of A is itself. 
Proof. Follows by equating the elements of A and AGA. n 
REMARK 2.9. If A is nonsingular and idempotent, then any matrix G 
such that Z < G < A is a g-inverse of A, and these are the only g-inverses 
ofA. 
3. SPACE DECOMPOSITION AND REFLEXIVE g-INVERSES 
We define a space decomposition of a Boolean matrix similar to that of 
the rank factorization of a real matrix (see Rao and Mitra [7]). 
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DEFINITION. A matrix A of order m X n is said to be space decompos- 
able if for some k there exist matrices L and R of orders m X k and k X n, 
respectively, such that A = LR; %(A) = 92 (L) and 311 (A’) = 9R (R’). This 
decomposition will be called a space decomposition of A. 
The following theorem gives an interesting characterization of matrices 
possessing g-inverses. 
THEOREM 3.1. A - exists if and only if A has a space decomposition. 
Proof. 
“If’ part: Let A = LR be a space decomposition of A. Then % (L) 
= %(A) and ‘%. (R’)= %(A’), which implies L =AD, and R = D,A for 
some D, and D,. Now A = LR = AD,D$A, and so DIDz is an A-. 
“Only if’ part: Let A - exist. Then A is of the form P B BC 
i 1 
QY 
DB DBC 
where B is nonsingular and idempotent by Theorem 2.4. Observe that 
A=LR, where L=P B 
( i 
and R = (B BC)Q. It is easy to see that 
DB 
% (A) = % (L) and % (A’) = % (R ‘). Therefore A = LR is a space decom- 
position. n 
REMARK 3.1. This theorem was also considered by Butler [l] and Mar- 
kowsky [4]. 
Observe that the rank of the matrix is the smallest value that k can take in 
the definition of its space decomposition. For the rest of this section we 
consider space decompositions of A where k is equal to the rank of A. 
THEOREM 3.2. A = L,R, is a space decomposition of A if and only if 
L, = LP, and R, = P;R for some permutation matrix P,, where L and R are 
as in the proof of the previous theorem. 
Proof. 
“If’ part is trivial. 
“Only if’ part: The assumption that A = L,R, is a space decomposition of 
A implies that %(L,)= %(A)= S(L) and %(R;)= %(A’)= %(R’), 
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which implies L, = LP, and R, = P,R for some permutation matrices P, and 
Ps. Now 
which implies B = BP,P,B. So PIPz is a B -. 
But B being nonsingular and idempotent, I is the only permutation 
g-inverse of B, b y C orollary 2.4. Hence PIP2 = 1. So Pz = Pi, whence L, = LP, 
and R, = P;R. n 
THEOREM 3.3. Let LR be a space decmpositim of A, and G be a 
g-inverse of A. Then 
(a) L- and R - exist, 
(b) L-L=RR-, 
(c) L-A=R andAR-=L, 
(d) R -L- is an A-, and 
(e) RG is an Lr- and CL is an R,- . 
Proof. Trivial. n 
REMARK 3.2. Every A - need not be of the form R -L - for some space 
decomposition LR of A. As an example take A = (: Og)sdA-=(i 0). 
Next we turn our attention to reflexive g-inverses. In the following 
theorem we characterize reflexive g-inverses. 
THEOREM 3.4. Let LR be a space decomposition of A. Then G is a 
reflexive g-inverse of A if and only if G = R -L -, where one of R - and L - 
is reflexive. 
Proof. 
“If’ part: Suppose R - is reflexive. We have already proved that G 
=R-L- is an A-. For reflexivity we have GAG= R -L-LRR -L- 
=R-RR-L-CR-L-=G. 
“Only if” part: Let G be an A,-. Then G = GAG = GLRG = R,-Lr- [from 
(e) of the previous theorem]. a 
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REMARK 3.3. In the above theorem, if neither R - nor L- is reflexive, 
then R -L- need not be a reflexive g-inverse. As an example consider 
, L=R=A andR-=L-=I. 
4. MOORE-PENROSE INVERSE AND OTHER 
TYPES OF g-INVERSES 
In this section we obtain necessary and sufficient conditions for a matrix 
A to possess various types of g-inverses,namely, Ai;, A13 and A +. 
THEOREM 4.1. For a matrix A the following are equivalent: 
(a) Ai; exists. 
(b) A is of the form P 
matrices and C satisfies CC’ < I, in which case Q’ 
(c) A- exists, UT& %(A)= %(AA’). 
(d) There exists a G such that GAA’=A’. 
Proof. 
(a)=+(b): Let G=A,. Th en GA is symmetric and idempotent. Therefore 
there exists a permutation matrix Q such that GA = Q’ 
C is such that CC’ < Z (by Theorem 2.3). Again, the fact that G is an A - 
implies that 9R (A’) = %( (GA)‘), which implies that A is of the form 
or some D and some permutation matrix P. 
(b)*(c): Trivial. 
(c)*(d): The assumptions that A - exists and %(A)= %(AA’) imply 
that (AA’)- exists and there exists a matrix D such that A = AA’D. Take 
G=A’(AA’)-. Now GAA’=A’(AA’)-AA’= D’AA’(AA’)-AA’= D’AA’ 
=A’. 
(d)+(a): That GAA’=A’ implies that GA is symmetric and hence AGA 
= A. So G is an Ai;. W 
The next two theorems follow from the above theorem. 
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THEOREM 4.2. For a matrix A, the following are equivalent: 
(a) Ai; existis. 
(b) A is of the jbrm P Q, where P and Q are permutation 
matrices and D satisfies D’D < I, in which case Q’ P’ is an A13. 
(c) A- exists and ?JlL (A’) = Em (A’A). 
(d) There exists a matrix G such that A’AG = A’. 
THEOREM 4.3. For a matrix A the following are equivalent: 
(a) A+ exists. 
(b) A is of the f&m P Q, where P and Q are permutation 
matrices, and C and D are such that CC’ < Z and D’D < I, in which case 
A’=A+. 
to 
5. 
(c) A- existi, “x(A)= “src(AA’) and %(A’)= %(A’A). 
(d) There exists a matrix G such that GAA’= A’ and A’AG= A’. 
REMARK 4.1. The result that the existence of A + implies A + = A’ is due 
Rao [6]. 
AN ALGORITHM FOR COMPUTING A g-INVERSE 
In this section we develop an algorithm for computing a g-inverse, if it 
exists. First we prove some results on which the algorithm is based. 
ei stands for the itb colum of I. For a square matrix A, ]A] stands for the 
permanent of A. 
REMARK 5.1. For a nonsingular square matrix A, ]A] need not be equal 
to 1. Take, for example, 
where 
B= 
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DEFINITION . A set of vectors x i,. . . ,a~,, is said to satisfy the weight 
condition (condition W) if for every i there are wi vectors in the set which 
are less than or equal to xi, where wj is the weight of the vector x,. 
THEOREM 5.1. Let A be a nonsingular square matrix. Then A- exists if 
and only if JAI = 1 and the columns of A satisfy the condition W. 
Proof. 
“If” part: IAl = 1 implies that there is a permutation matrix P such that 
A > P. Using the rest of the hypothesis, it is not difficult to show that AP is 
idempotent, and hence P is an A-. 
“Only if’ part: The assumption that A - exists implies that there is a 
permutation matrix P such that AP is idempotent (by Corollary 2.4). Now it 
is easy to show that the columns of AP satisfy the condition W, and hence 
also the columns of A. Also ]A] = ]AP] = 1 (by Corollary 2.1). n 
COROLLARY 5.1. If A is nonsingulur and A - exists, then there is a 
column of A of weight 1. 
The corollary follows from the above theorem. 
THEOREM 5.2. Let A be a non-singular matrix such that A= , 
where x’ and 0 are column vectors. Then the existence of A- implies that 
B - exists and B is nonsingular. 
Then it is easy to check that F is a B -. 
Since A is nonsingular, B is of full row rank. Since A- exists, A is square, 
and hence B is square. Since B - exists, B is nonsingular. n 
COROLLARY 5.2. If A is rumsingular and A- exists, then there exist 
permutation matrices P and Q such that PAQ is nonsingular, idempotent 
and upper triangukzr. 
REMARK 5.1. The above corollary was also obtained by Butler [2]. 
ALGORITHM. Let A be an m X n matrix and A - exist. For computing A- 
we proceed as follows. We obtain the row basis, the column basis and the 
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permutation g-inverse of the nonsingular submatrix formed by these rows 
and columns 
Step 1. Set p- 1 and B, = A. Compute the row weights of A. These 
weights we refer in step 2 as original row weights. GO to step 2. 
Step 2. Compute the row weights of BP. Choose a minimum weight 
nonnull row of BP. If there is more than one such row of B , choose one from 
them with minimum original row weight. Say it is the zP *tK row of BP. Form 
the matrix BP+ I from BP by making its jth column null if (BJbr # 0 for 
j=1,2 ,..., n. If BP,, is null, go to step 3; otherwise, increase the value of p 
by 1 and go back to step 2. 
Step 3. Let k be the value of p. Form the matrix C, with i,th, isth,. . . ,ikth 
rows the same as those of A and the rest of the rows null. Compute the 
column weights of Cr. These weights we refer in step 4 as original column 
weights. Set p = 1 and go to step 4. 
Step 4. Compute the column weights of CP. Choose an unmarked weight 
1 column of Cr. There is always one such column for p < k. If there is more 
than one such column, choose one from them with minimum original column 
weight and mark it. Let it be the &,th column of CP, and let its $t.h element 
be nonzero. Form the matrix CP+ i from CP by replacing all but the j,,t.h 
element of the $th row of CP by zeros and keeping other elements as they 
are. If p = k, stop; otherwise, increase the value of p by 1 and go back to 
step 4. 
Now we have 
THEOREM 5.3. Let A - exist. Then 
(a) the rank of A is k; 
(b) the i,tb ,...,ikth rows of A form the row basis of A; 
(c) the j,th, j,th, . . . , jkth columns of A fom the column basis of A; 
(d) C, is a partial permutation g-inverse of A, 
where k, i, ,..., ik,il ,..., jk and C, are as in the above algorithm. 
The theorem follows directly from Corollary 5.2 and the results of Sec. 2. 
REMARK 5.2. Whether A - exists or not, the above algorithm always 
gives the matrix C,. If AC,A #A, we conclude that A does not have a 
g-inverse. 
Once we confirm the existence of A -, checking for the existence and 
computation of the other g-inverses (namely, Ai;, A13 and A ‘) is simple and 
is given in Table 1. Here G, = C,, and G, is the matrix with i,th, . . . , ikth 
columns the same as those of A and the rest of the columns null. 
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TABLE 1 
TypeofA- Condition for Existence Given by 
A,- 
A14 
A13 
A+ 
Always exists 
Weight of every column 
ofGiG 
Weight of every row 
ofG,<l 
Weight of every column 
ofG,<l 
and weight of every row 
ofG,<l 
C;AC; 
G; 
G;. 
A’ 
6. g-INVERSES OF MATRICES OVER AN 
ARBITRARY BOOLEAN ALGEBRA 
In this section we deal with matrices over an arbitrary Boolean algebra 
91, not necessarily the (0, l} Boolean algebra. The case of the general 
Boolean algebra, not necessarily finite, we dispose of in a remark at the end 
of this section. We wish to obtain results about matrices over a finite 
Boolean algebra %!I anologous to the results obtained in Sections 2, 3 and 4. 
Our main tool is the concept of homomorphism (Halmos [3]). 
DEFINITION. Let go be the (0, l} Boolean algebra. A map h : % +a0 is 
called a homomorphism if 
(i) h(u+ b)= h(u)+ h(b), 
(ii) h(a*b)= h(a)-h(b), 
(iii) h(Z)= h(u) for allu,bE 9, where E stands for the complement of a. 
For a homomorphism h and a matrix A over $8 , we define h(A), a matrix 
over %a, by (h (A)),i = h(uii). With this definition it is easy to see that 
h(A-B)=h(A)-h(B), h(A+B)=h(A)+h(B) and h(A’)=h(A)‘. Let x de- 
note the set of all homomorphisms from 9 to %Jjo’ The following two 
propositions are basic to our extensions. 
PROPOSITION 6.1. For m&rices A and B over $8, h(A)= h(B) for all 
hE9C if and only ifA=B. 
This proposition is an easy consequence of the fact that if a #b, then 
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there exists h E 3c such that h(u) # h(b) (Halmos [3]). As a consequence of 
this proposition, we have that G is a g-inverse of A if and only if h(G) is a 
g-inverse of h(A) for all h E X . 
PROPOSITION 6.2. Given matrices A, over ‘%,,, of the same order, indexed 
by h E 3c, there exists a matrix A over 93 such that h(A) = A, fur all 
hEX.ThisAisunique. 
Proof. It is sufficient to prove that given elements a,, E ‘?j3, indexed by 
h E X , there exists a unique element a E 9 such that h(a) = a,, for all 
h E X . But this result follows from Boolean algebraic considerations. n 
DEFINITION. A square matrix over 9 is called a permutation matrix if 
(i) elements of any row are pairwise disjoint, i.e., a*b =0 if a and b are 
two different elements of tbe same row; 
(ii) elements of any column are pairwise disjoint; 
(iii) the sum of all the elements in any row is equal to 1; 
(iv) the sum of all the elements in any column is equal to 1. 
DEFINITION. A matrix (which need not be square) over ‘% is called a 
partial permutation matrix if it satisfies conditions (i) and (ii) above. 
We are justified in our terminology in view of the following 
PROPOSITION 6.3. 
(a) P is a permutation matrix wer ‘3?1 if and only if h(P) is a permutation 
mutri~wer93~forallh~3C. 
(b) P is a partial permutation matrix over 53 if and only if h(P) is a 
partial permutation matrix over %J3, fm all h E X . 
The proof of this proposition is easy and is omitted. 
We are now ready to prove our extensions. 
THEOREM 6.1. For square matrices A and B wer %!I , AB = Z implies that 
Aisapennutationmatrixwer ‘??I andB=A. 
PTooJ 
AB=Z 
+h(AB)=h(A)-h(B)=h(Z)=ZforallhEX 
* h(A) is a permutation matrix over ‘%a, and h(B) = h(A)’ for all h E XT 
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+ A is a permutation matrix over ‘??I and B = A’. w 
THEOREM 6.2. A matrix A over 91 has a g-inverse implies it has a 
partial permutation matrix over $8 as a g-inverse. 
Proof. 
A has a g-inverse 
* h(A) has a g-inverse for all h E X 
+ h(A) has a partial permutation g-inverse, say Qh, over %e for all h E X 
* there is a partial permutation matrix Q over ‘91 such that h(Q) = Q,,, and 
this Q is a g-inverse of A. H 
THEOREM 6.3. Zf A + exists, then it is A’. 
Proof. Let G be A + . Then 
h(G)=[h(A)]+ for all hex 
j h(G)=[h(A)]‘= h(A’) for all hE X 
=+ G=A’. 
Theorems analogous to the rest of the theorems of sections 2,3, and 4 can 
also be proved along the same lines. 
REMARK 6.1. All the above results of this section can be extended to 
matrices over any Boolean algebra $?I , not necessarily finite. The reason is 
that, if one wishes to prove a result about a matrix A over $8 , it is enough to 
consider A as a matrix over the finite Boolean algebra generated by the 
elements of A, in view of the following Proposition. 
PROPOSITION 6.4. Let A be a matrix over a Boolean algebra $3 . It has a 
g-inverse over $3 if and only if it has a g-inverse wer the Boolean algebra 
generated by the elements of A. 
The proposition is easy to prove using homomorphisms. 
We thank Dr. A. R. Rao for his help in the preparation of this paper. 
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