Abstract : Drowsy driving accidents can be prevented if predicted in advance. The present work aims to develop a new method for detecting driver drowsiness based on the fact that the autonomic nervous function affects heart rate variability (HRV), which is a fluctuation of the RR interval (RRI) obtained from an electrocardiogram (ECG). The proposed method uses eight HRV features derived through HRV analysis as input variables of multivariate statistical process control (MSPC), which is a well-known anomaly detection method in the field of process control. In the proposed method, only one principal component was adopted in MSPC and driver drowsiness was detected through monitoring the T 2 statistic. Driving simulator experiments demonstrated that driver drowsiness was successfully detected in seven out of eight cases before accidents occurred. In addition, the proposed method was implemented in a smartphone app for on-vehicle use.
Introduction
According to traffic accident statistics reported by the Japanese National Police Agency, 17.6% of driving accidents in 2013 were caused by drowsy driving, including falling asleep at the wheel. Sleepiness at the wheel is one of the major causes of fatal car crashes.
In Europe, a report [1] estimated that drowsiness at the wheel caused 20% of car crashes. In addition, according to the 2008 National Sleep Foundation's Sleep in America TM poll, 36% of drivers have nodded off or fallen asleep while driving a vehicle. To prevent such accidents, an advanced driver-assistance system that can detect driver drowsiness and provide a warning would be effective.
Many drowsiness detection techniques have been proposed. In-seat sensors for monitoring seat pressure or pulse wave of a driver have been proposed [2] . However, its introduction cost is high. Another method is to detect the vestibulo-ocular reflex (VOR) deterioration, which is a sign of drowsiness [3] . However, it is difficult to monitor VOR in a dark environment because it is based on image analysis.
Heart rate variability (HRV), which is the RR interval (RRI) fluctuation of an electrocardiogram (ECG), is a well-known phenomenon reflecting the autonomic nervous function; thus driver drowsiness may be detected through analyzing HRV. Some driver drowsiness detection methods based on HRV analysis have already been proposed. Yanagidaira et al. developed a drowsiness detection method based on HRV frequency analysis [4] , but its detection rate was 55% and the specificity was not shown, so there is room for further improvement. In addi-tion, the drowsiness detection method uses a PC for analyzing HRV but practicality was not demonstrated.
In the present work, a new drowsiness detection method based on HRV analysis was developed. It consists of two parts: HRV features extraction from RRI data of a driver, and drowsiness detection by applying an anomaly detection framework to the extracted HRV features. Multivariate statistical process control (MSPC), which is a well-known anomaly detection method in the field of process control, is used for drowsiness detection. Driving simulator experiments were performed to verify the present work. In addition, the proposed method was implemented in an Android app for realizing an on-vehicle drowsiness detection system.
Heart Rate Variability Analysis
This section explains the HRV features used for drowsiness detection.
RR Interval
A typical ECG trace (standard lead II) of a cardiac cycle consists of several peaks as shown in Fig. 1 (a) , and the highest peak is called the R wave. The RR interval (RRI) [ms] is defined as the interval between an R wave and the next R wave. A part of raw RRI data collected from a healthy person is shown in Fig. 1 (b) . Since the raw RRI data is not sampled at equal intervals, it is interpolated by using spline and resampled at equal intervals for analysis. Figure 1 (c) shows the resampled RRI data whose sampling interval is one second.
Time Domain Features
The following time domain features are calculated from the raw RRI data directly [5] .
• meanNN: Mean of RRI.
• SDNN: Standard deviation of RRI.
• RMSSD: Root mean square of difference of adjacent RRI.
• Total power: Variance of RRI. • NN50: The number of pairs of adjacent RRI whose difference is more than 50 milliseconds.
Frequency Domain Features
The following frequency domain features are obtained through a power spectrum density (PSD) of the resampled RRI data, and the PSD can be calculated by using an autoregressive (AR) model [5] .
• LF: The power in low frequency range (0.04Hz-0.15Hz) in a PSD. LF reflects sympathetic nervous system activity and parasympathetic nervous system activity.
• HF: The power in high frequency range (0.15Hz-0.4Hz) in a PSD. HF reflects parasympathetic nervous system activity.
• LF/HF: Ratio of LF to HF. LF/HF expresses the balance between the sympathetic and parasympathetic nervous system activity.
Figure 1 (d) shows the PSD and its LF/HF of the resampled RRI data shown in Fig. 1 (c) . According to the HRV analysis guideline, the RRI data should be measured for at least two to five minutes to conduct precise frequency analysis [5] .
Heart Rate Variability and Drowsiness
Since HRV reflects autonomic nervous activity, HRV analysis has been used for stress or drowsiness detection as well as cardiovascular disease monitoring [5] - [7] . Chua et al. showed that RRI power density in the 0.02-0.08 Hz range correlated with psychomotor vigilance task (PVT) experiments with 40-hour profile [8] . PVT was originally developed as a measurement of sustained attention. This experiment result indicated that ECG carries information about a person's vigilance state.
Another experiment on night shift nurses showed that LF/HF in the nap condition group was significantly lower than in the no-nap condition group [9] .
Another research showed that HF of HRV was significantly decreased while LF was remarkably increased after 24-h sleep deprivation, and LF/HF was significantly increased compared with that after normal sleep [10] .
In addition, it is reported that heart rate and HRV progressively decrease during non-REM sleep and increase during REM sleep [11] .
In the present work, an HRV-based drowsiness detection method was developed on the basis of these findings.
Drowsy Driving Accident Prediction
This section describes the procedure of HRV-based drowsiness detection. In the proposed method, HRV features are extracted from the RRI data recorded during driving, and drowsiness is detected based on the extracted HRV features by utilizing MSPC. We constructed a drowsiness detection model for each driver in order to cope with driver individuality. In addition, the drowsiness detection model is constructed from the HRV features of an awake driver immediately after driving is started.
Multivariate Statistical Process Control (MSPC)
MSPC is a useful technique for monitoring multivariate processes that has been widely used in many processes [12] , [13] . MSPC can detect faults that cannot be detected by monitoring each variable independently, because it models the correlation among variables with principal component analysis (PCA) and defines the normal operating condition (NOC) with two monitored indexes: the T 2 and Q statistics [14] . It is assumed that a data matrix is given by X ∈ N×M whose ith row is the ith sample x i ∈ M . N and M express the number of variables and samples, respectively. All variables in X are mean-centered and appropriately scaled. The singular value decomposition of X is described as
where U is the left singular matrix, Σ is the matrix whose diagonal elements are singular values and V is the right singular matrix. In PCA, the loading matrix V R ∈ M×R is derived as the right singular matrix of X and the column space of V R is the subspace spanned by principal components. Here, R (≤M) denotes the number of principal components retained in the PCA model. The score matrix T R ∈ N×R , which is a projection of X onto the subspace spanned by principal components, is given by
X can be reconstructed or estimated from T R with linear transformation V R .
The information lost by the dimensional compression, that is, errors, is written as
Using the errors, the Q statistic is defined as
where x is a newly measured sample. The Q statistic is the squared distance between the sample and the subspace spanned by principal components. In other words, the Q statistic is a measure of dissimilarity between the sample and the modeling data from the viewpoint of the correlation among variables. In addition, to monitor anomaly on the subspace spanned by principal components, Hotelling's T 2 statistic is used.
where σ t r denotes the standard deviation of the rth score t r . The T 2 statistic expresses the Mahalanobis distance from the origin in the subspace spanned by principal components. When the T 2 statistic is small, the sample is close to the mean of the modeling data.
An anomaly is detected when either the T 2 or the Q statistic exceeds the corresponding control limit. Since MSPC can be constructed by using only normal (awake) HRV data, MSPC is adequate for drowsiness detection.
Drowsiness Detection Procedure
The proposed drowsiness detection procedure is shown in Algorithm 2, where α is the total number of acquired RRI measurements and β is the time window for HRV features extraction. At first, a drowsiness detection model is constructed by the HRV features of an awake driver. The HRV features extracted in Algorithm 2 are called model construction data.
Since the medical guideline recommends measuring RRI data of at least two minutes for appropriate HRV analysis [5] , β should be more than two minutes. Therefore a time window of 250 beats that are approximately equal to three minutes was adopted. The parameter α needs to be as large as possible for accurate model construction, although acquiring a large amount of RRI data takes some time. In this work, since the model was constructed for after driving was started, the RRI data should be acquired in short time to start drowsiness detection soon.
Driver drowsiness can be detected following Algorithm 1. In step 5, a γ beats window is used for drowsy driving accident prediction. In the proposed method, it is judged that a drowsy driving accident will occur in the near future only when δ% of γ beats exceed the control limit continuously. In addition, γ and δ were determined as 300 and 80 in the present work. Since an RRI outlier affects the HRV features for 250 beats, 300 and 80 were adopted to remove false positives due to the RRI outlier.
Algorithm 1 Drowsiness detection.
1: Measure RRI data from a driver. 2: Extract HRV features described in Sec. 2 from the measured RRI by applying β beats window, provided that RRI resampled at one second interval was used for only frequency domain analysis. 3: Normalize each extracted HRV features with the zero mean and the unit variance. 4: Calculate the T 2 and Q statistics from the normalized HRV features by using Equations (5) and (6). 5: Judge that the driver is sleepy when either statistic is outside its control limit. In addition, judge that drowsy driving accident will occur in the near future when either statistic is outside its control limit in δ% out of γ beats continuously and give a warning to the driver. 6: Return to step 1.
Algorithm 2 Drowsiness detection model construction.
1: Measure α beats RRI data from a driver whose drowsiness level is less than 2.0. 2: Extract α−β beats HRV features described in Sec. 2 from the measured RRI by applying β( ≤ α) beats window, provided that RRI resampled at one second interval was used for only frequency domain analysis. 3: Normalize each extracted HRV feature with the zero mean and the unit variance. 4: Determine the adapted number of principal components. 5: Calculate V R by performing singular value decomposition of the normalized HRV features X. 6: Define the control limits to the T 2 and Q statistics independently.
Experiment
The RRI data and the drowsiness level data were collected through experiments using a driving simulator to construct a drowsiness detection model and to verify it.
Data Acquisition
The RRI data and the face image data of experiment participants (drivers) were collected through driving a virtual vehicle on a simulator. The experiment participants drove on a course that simulated a highway loop line at night for two hours so that they became drowsy. The drivers view of an experimental course is shown in Fig. 2 . In the driving simulator experiments, there was no other vehicle and it took about ten minutes to cycle the loop line at 80 kilometers an hour. The scenario was suspended when the experiment participants collided with the outer wall due to driving performance deterioration or falling asleep at the wheel, but the scenario was resumed by the experimenter's operation immediately after the collision. This collision was defined as a drowsy driving accident in the present work. During experiments, the RRI data were measured by using an RRI telemetry device shown in Fig. 3 [15] and sent to a PC wirelessly. The error rate due to motion artifacts or background noise of RRI measurement in this telemetry device was less than 2%. The face image data were captured by a USB webcam as shown in Fig. 2 . The total number of participants was 27. The attributes of the participants are shown in Table 1 . The Research Ethics Committee of Kumamoto University approved this experiment and individual participant consent was obtained.
The drowsiness level was derived from the captured face images by using an expressional drowsiness estimation criterion shown in Fig. 4 , referring to [16] . Drowsiness levels were determined by following the procedure described in Algorithm 3. In this Algorithm, three trained human referees evaluated drowsiness levels.
Model Construction Datasets and Validation Datasets
A drowsiness detection model was constructed following the procedure in Sec. 4.2. The parameters α, β, γ and δ were determined as 500, 250, 300 and 80, respectively. The HRV features extracted from the awake RRI data of each experiment participant were used for model construction, and their length was 250 beats (about three minutes). The constructed model was verified through its application to experimental datasets that include awake datasets, low awakening datasets, accident datasets, and non-accident datasets.
• Awake datasets: Awake RRI datasets, which were not used for modeling, consisted of the RRI data whose drowsiness level was less than 2.0. A driver whose drowsiness level is less than 2.0 was judged awake because at least one of the three referees judged that the state of the driver was classified into the state 1. The number of awake samples was from 273 to 6781.
• Low awakening datasets: Low awake datasets consisted of the RRI data whose drowsiness level was more than 2.2. The number of low awakening samples was from 238 to 6782. The parameter 2.2 was chosen so that the driver's state was clearly different from the drowsiness level of 2.0.
• Accident datasets: The RRI data of 20 minutes, from 15 minutes before to five minutes after an accident, were classified as an accident RRI dataset. In this experiment, the number of accident RRI datasets was eight because only eight participants caused drowsy driving accidents.
• Non-Accident datasets: Non-Accident datasets were created for the participants who did not have accidents during the experiments. They consisted of the RRI data whose drowsiness level was less than 2.0 and were not used for modeling. In this experiment, the number of non-accident RRI datasets was 19 because 19 participants did not have drowsy driving accidents.
HRV Features
A rectangular sliding window was applied to RRI datasets, and eight HRV features described in Sec. 2 were calculated within each window. The window size of HRV features extraction was 250 beats (about three minutes). An AR model was used to calculate frequency domain features, and its order was ten since ten was found to be enough according to Akaike's Information Criterion. The HRV features extracted from an awake RRI dataset and an accident RRI dataset of participant 2 are shown in Figs. 5 and 6. Red vertical lines in Fig. 6 indicate when the accidents occurred. These figures show that some HRV features in the accident case, such as SDNN, Total Power, NN50 and LF are significantly larger than those of the awake case; thus it is estimated that drowsiness certainly relates to the autonomic nervous function. Figure 7 shows the HRV features extracted from certain 40-minute RRI data of participant 3, and his/her drowsiness level transition is shown in Fig. 8 . The green horizontal line and the red horizontal dotted line in this figure correspond to drowsiness levels 2.0 and 2.2, respectively. The increase in the drowsiness level around 2000-2400 was accompanied by an increasing trend of LF. On the other hand, LF also increased around 600-800 where the drowsiness level did not change much. Hence, it is difficult to detect drowsiness by monitoring respective HRV features. In addition, since HRV features are unique to each person, it makes it more difficult to detect drowsiness by analyzing an individual HRV feature. Therefore multiple HRV features should be monitored together.
Model Construction
A drowsiness detection model was constructed by using datasets described in Sec. 5.2. Only one principal component was adopted in MSPC and the control limits of the T 2 and Q statistics were determined so that they represented 90% confidence limits. In other words, the control limits were set so that 90% of samples representing the model construction data were below the control limits and the other 10% were outside.
Results
Although an anomaly is detected when either T 2 or Q statistic exceeds its control limit in the original MSPC, the T 2 and the Q statistics were evaluated respectively in this experiment. Table 2 shows their sensitivity and specificity by applying the proposed method to the awake RRI datasets and the low awakening RRI datasets. These sensitivity and specificity are obtained from an awake dataset and a low awakening dataset per participant. The average sensitivity of the T 2 statistic, namely the drowsiness detection rate, was 68%. On the other hand, the specificity of the Q statistic was poor, and this result indicates that the Q statistic cannot discriminate between the awake datasets and the low awakening datasets.
In Table 3 , drowsiness detection by using all HRV features is compared with that by an individual HRV feature. Pairs of values in each case express the sensitivity (left) and the specificity (right). In addition, Table 4 shows the input data form for each case. x(t) in the table is a row vector when the input data are all HRV features; otherwise it is a scalar value. In case2, case3, and case4, the constructed model can capture changes in the correlation between the current input data and the past input data. Both the sensitivity and the specificity exceeded 60% in case1, case2, and case3, only in the model constructed from all HRV features. This result reveals that drowsiness detection by using all HRV features as input variables of MSPC is superior to drowsiness detection by using a single HRV feature.
Then, the proposed method was verified as to whether or not the model can detect driver drowsiness prior to an accident. The drowsiness detection results of participants 2, 4 and 7 are shown in Fig. 9 . The horizontal lines express the control limits of the T 2 and the Q statistics. The filled area in these figures expresses the time when it is judged that a drowsy driving accident will likely occur in the near future according to step 5 in Algorithm 1.
The T 2 statistic of the accident dataset exceeded its control limit continuously before the accident in all cases, and driver drowsiness was detected prior to the accidents. The other five participants' accident cases showed almost the same tendency except participant 14. In this case, the T 2 statistic was small even in the accident dataset. According to the evaluated drowsiness level of participant 14, he/she had been drowsy from the beginning of the experiment, and he/she had an accident 30 minutes after driving was started. It is possible that the drowsiness detection model was constructed from the data when the driver was drowsy, and thus the drowsy condition was judged as normal.
In the awake datasets of participant 2 and 7, the T 2 statistic rarely exceeded its control limit, while the T 2 statistic partially exceeded its control limit in the participant 4 case. This means that in the cases of participants 2 and 7, drivers' drowsiness was successfully detected without any false positives. In addition, by applying the proposed method to non-accident datasets, the average specificity of accident prediction by using a T 2 statistic was 87%. This demonstrates that the proposed method had few false positives in drowsy driving accident prediction.
The Q statistic also exceeded its control limit in the accident dataset; however, it also exceeded its control limit in the awake dataset. This indicates that the Q statistic cannot discriminate between the awake datasets and the accident datasets.
These results demonstrate that the proposed method using the T 2 statistic can detect drowsiness that causes drowsy driving accidents in advance with few false positives in seven out of eight cases.
Discussion
The drowsiness detection rate of this work is 68% and the proposed work achieved superior accuracy to the prior research whose drowsiness detection rate was 55% [4] . The proposed method can be implemented in a smartphone app as described in the following section, which is another advantage of the proposed method. The sensitivity of 12 participants exceeded 80% while that of three participants was less than 20%. This means that the decision procedure of the control limits should be adopted according to each participant. From Sec. 5.5, the T 2 statistic achieved better discrimination performance than the Q statistic. In this experiment, the number of adopted principal components in MSPC was one while the number of input variables was eight. The first principal component is the linear combination of HRV features, that is, it is a new HRV feature Table 4 Input data from for each case.
obtained per each participant. This means that the T 2 statistic is the absolute value of the new HRV feature; the proposed method enables drowsiness detection only by monitoring the absolute value of the new HRV feature extracted per participant.
The Q statistic may, however, react to HRV feature changes caused by other than drowsiness such as stress or body motion.
According to Fig. 9 , the T 2 statistics in the accident datasets are obviously larger than in the awake datasets. Some HRV features are larger in the low awakening datasets than in the awake datasets. This indicates that large values of HRV features affect the fluctuation of the T 2 statistic in the low awakening datasets. Figures 5 and 6 show that LF increased remarkably in the accident dataset. The literature [8] shows that there is a correlation between performance deterioration of PVT due to drowsiness and increase of LF, which is consistent with our experiment results. These results indicate that it is possible for LF to be related to drowsiness. However, according to Figs. 7 and 8, increase in LF is also caused by other than drowsiness, thus it is difficult to detect drowsiness by using only LF. In addition, as shown in Table 3 , drowsiness detection accuracy achieved by using all HRV features is higher than that by an individual HRV feature. These results support the usefulness of monitoring multiple HRV features by using MSPC.
Since the drowsiness detection model in the proposed method can be constructed from only awake data and it requires a low calculation load, it would be greatly advantageous if put to practical use. If the proposed method is put to practical use, drowsiness detection would be possible six minutes after driving is started, since three minutes for HRV feature extraction and another three minutes for model construction are required. However the drowsiness detection model needs to be constructed from reliable awake data; otherwise, the proposed method would be defective. Therefore, in order to cope with the problem, the proposed method was implemented in an Android app and a wearable drowsiness detection system was constructed; the system would enable drivers to choose an optional section from daily data while driving as the model construction data.
Development of Android App for Practical Use
The proposed drowsiness detection method was implemented in an Android app for practical use. It receives RRI data through a wireless connection from an RRI telemetry device, and calculates HRV features in real time. This app can provide a warning when driver drowsiness is detected. It can work on Android 4.3 or later, and the heart rate profile of Bluetooth Low Energy (BLE) is used for communication between a smartphone and an RRI telemetry device.
Process Flow
The process flowchart in the developed app is shown in Fig. 10 Flowchart of the developed app. Fig. 11 Screenshot of the developed app. Fig. 10 . The process flow is classified into an RRI receiving part, an RRI outlier modification part, an HRV features extraction part and a drowsiness detection part. The detailed function of each part is explained in the following subsections. Although a model construction part is not implemented in this app, the model can be constructed in real time by using a linear algebra library or the recursive PCA method. This part will be implemented in the near future.
RRI Receiving Part
The developed app receives RRI data via BLE connection from the RRI telemetry device. An instant heart rate is displayed on the heart mark as shown in Fig. 11. 
RRI Outlier Modification Part
To detect outliers in the acquired RRI data, a median and a median absolute deviation are used in the outlier detection method [17] , [18] . A median absolute deviation φ is defined as follows:
where median(x) denotes the median of x. A standard deviation estimation valueσ is calculated byσ = 1.4826φ (8) when samples follow a normal distribution. An outlier is detected when a sample x i , which is ith row of x, is outside of the median(x) ± 3σ. When the received RRI data is less than the lower limit, it is replaced with the median, since it is impossible to know the actual RRI data only from inaccurate R wave timer value.
When the received RRI data is greater than the upper limit, there are a few R wave detection errors. Thus, the data is divided by the median, and rounded to the nearest integer n. Then the RRI outlier is divided by n to acquire the RRI estimation value. The outlier is replaced with n beats of the RRI estimation value.
HRV Features Calculation Part
HRV features shown in Sec. 2 are calculated in real-time from the modified RRI data of three minutes. Extracted HRV features are displayed as a graph (Fig. 11) . A displayed HRV feature can be switched by using a list box.
Drowsiness Detection Part
The T 2 and Q statistics are calculated by applying extracted HRV features to a constructed drowsiness detection model. In this work, a driver is judged as sleepy when the T 2 statistic exceeds the control limit. The developed app provides an appropriate warning by a vibration function or an alarm function built into a smartphone.
Conclusion
The present work proposes a new method for detecting driver drowsiness by integrating HRV analysis and MSPC. The possibility of realizing an HRV-based drowsiness detection system was demonstrated through the driving simulator experiments. The T 2 statistic achieved better discrimination performance than the Q statistic, and, by monitoring the T 2 statistic, driver drowsiness was successfully detected in seven out of eight cases before drowsy driving accidents occurred. In addition, the proposed drowsiness detection method was implemented in an Android app for practical real-time drowsiness detection.
In future works, a unique model which can cope with HRV individualities needs to be developed. To achieve high discrimination accuracy by the proposed drowsiness detection method, a large amount of HRV data should be acquired.
