Introduction
Sometimes, especially in simulation (e.g. Monte Carlo experiments), it is required to generate a matrix of sample variates, ( , ) X n m , that characterizes a desired intercorrelation matrix, ( , ), R m m where n stands for the number of observations (or sample size) and m n < is the number of variates (or variables). If each column (variate) of ( , ) X n m has zero mean and unit standard deviation then the intercorrelation matrix 1 ( , ) . R m m n X X − ′ = Being the quadratic form (see Theil, 1971, pp. 22-29) , the intercorrelation matrix, R , is necessarily a positive (semidefinite) matrix and all the successive principal minors of R are non-negative (see Takayama, 1974 , pp. 118-121, pp. 383-385). All of the eigenvalues of R are non-negative. Each element ij r R ∈ is the cosine of angle ij θ between the vectors R obtainable from some real X although they may appear to be so. For example, the following three matrices appear to be genuine intercorrelation matrices while they are not. 
Det(Q 1 ) = -0.13, Det(Q 2 ) = -0.316 and Det(Q 3 ) = -0.0465. One of the eigenvalues of each matrix is negative. Several such examples may be generated.
The objective of this note is to provide an algorithm that generates ( , ) X n m with a desired intercorrelation matrix, ( , ).
R m m Each column of ( , ) X n m , has (practically) zero mean and unit standard deviation with a sufficient degree of accuracy (say, correct up to 8 places after decimal or so). Since the variables are generated on a computer, some approximation error (due to rounding off) is inevitable.
The Algorithm
The algorithm runs in the following steps:
Y n m from a random number generator that yields Y ∼ (0,1 
Z n m is column-wise orthogonal.
Standardize ( , )
Z n m such that each one of its columns has zero mean and unit standard deviation. This ( , )
Z n m will be used at step 10.
Choose an intercorrelation matrix, ( , )
R m m . This is the intercorrelation matrix that is induced into .
Z In choosing R one must be cautious to see that it should not violate the properties of an intercorrelation matrix described earlier. None of its eigenvalues should be negative. This is done in the next step. 8. Compute all eigenvalues (say, L ) of R and the associated vectors (say E ). If any of the eigenvalues are negative, change the R matrix since no intercorrelation matrix, by necessity, can have negative eigenvalues (if X is real). In that case, go to step 7. 9. Standardize E to obtain W such that each of its column has a squared (Euclidean) norm equal to the eigenvalue associated with it. Let if so required.
A FORTRAN Computer Program
We provide here the source codes of the computer program that implements the algorithm given above. The main program invokes three subroutine and one function subprograms. Some procedures in the computer program (the one that computes eigenvalues and eigenvectors, in particular) have been adapted from Krishnamurthy and Sen (1976) , pp. 242-247. These source codes may easily be translated into any other computer language such as Pascal, C ++ or even BASIC, if needed. Some languages may not have a provision to perform double precision arithmetic. In that case, single precision arithmetic may be used. The results would be sufficiently accurate for the desired purpose. In its present FORTRAN codes, the program may be compiled by any suitable FORTRAN compiler.
Inputs to the Computer Program
When this program is run, it asks for the following parameters (and inputs). Although they have been sufficiently explained in the program queries, they are explained here.
1. Have you stored the intercorrelation matrix, etc. Before running this program, it is required that the intercorrelation matrix R is already stored in some file in text mode. This can be done by some text editor such as EDIT.COM (a DOS program of MICROSOFT). The name of this file is, say inputfile 2. What are N and M ? Here N is the no. of observations in X(n,m) to be generated and m is the number of variables. Presently, in the codes given here, maximum N is 100 (=NL) and the maximum M is 10 (=ML). These parameters can be increased. Accordingly, dimensions in the program may be changed before compilation. 3. Feed non-zero scalar, etc : Feed 1 or any other non-zero number. 4. Seed to generate random number: With this seed the uniformly distributed random numbers lying between (0, 1) = U(n,m) are generated. This number should lie between -32767 and 32767, zero excluded. This is a suitable number for most personal computers. 5. File in which correlation matrix is stored : When X(n,m) is generated, R is induced into it. The user should feed this R matrix before running the program. The file name is fed against this query. The file name should be in single quotes 'inputfile' . 6. Output file in which the generated X(n,m) characterizing intercorrelation matrix R will be stored : the output file name in single quotes ' outputfile' is fed.
On termination the program stores the results X(n,m) in the outputfile. It also stores the computed R matrix there, which may be different from the desired matrix R only slightly (may be at the 9 th or the 10 th place onwards after decimal). Sometimes two variables Y and Z are each cointegrated with another variable X, but Y and Z do not appear to be cointegrated with each other, although, intuitively, one would expect that they should be cointegrated with each other and the transitivity property would be exhibited. By carrying out a Monte Carlo simulation, Ferré (2004) showed that even though the two variables were in fact cointegrated, the test for cointegration was not able to pick this up due to the interplay of the error terms of the relationships between the variables. By using the algorithm presented here, several such examples may be generated for experiments and further investigation. We present here two intercorrelation matrices which can be used (as inputs to the program given here) to generate X(n,m) that would show intransitivity of cointegration. In the matrix above, 1 5 ( , ) r x x is zero while other elements are large enough to exhibit cointegration. If this matrix is used to generate X(n,m) for n howsoever large (say 500 or so), we will obtain an example to show a lack of transitivity relation in cointegration. Another intercorrelation matrix with elements : 11 22 33 1.00 r r r = = = , 12 21 0.60 r r = = , 13 31 0.00 r r = = , 23 32 0.55 r r = = will produce a similar instance. Many such examples may be generated.
Fields of Application
Experiments that directly or indirectly use multivariate analysis methods (such as Principal components analysis, Factor analysis or Cluster analysis; see Kendall and Stuart, 1968 ) as a procedure may require X(n,m) with a desired R matrix. In such experiments our algorithm may be useful. 
C -------------------Main Program --------------------------------
NL AND ML ARE THE HIGHEST PERMISSIBLE DIMENSION LIMITS TO C X(NL,ML) MATRICES. OTHER MATRICES HAVE COMPATIBLE DIMENSIONS C CHANGE THEM IF REQUIRED AND PERMISSIBLE BY MEMORY LIMITS. C  PAUSE  RETURN  END 
---------------------------------------------'

