Pairwise alignments In both G-INS-1 and G-large-INS-1, all-to-all pairwise alignments are computed with DP. In G-INS-1, those alignments are computed by multiple processor cores in a single machine using POSIX threads (Pthreads) and stored in RAM. In G-large-INS-1, Message Passing Interface (MPI) can be used to distribute the tasks to multiple processes on different machines (referred to as the MPI version hereafter) and the resulting alignments are stored in temporary files on a filesystem shared by the machines. The pairwise alignments are used to build a guide tree and for objective score in the subsequent progressive alignment step. For this step, in the current implementation, G-large-INS-1 uses multiple cores in a single machine to load the temporary files. Variants with pairwise local alignments (L-INS-1 and L-large-INS-1) are also available, and are expected to work better for sequences with long flanking regions with no homology. However, we used only MSA problems with global homology in this paper, and thus the difference in accuracy due to different pairwise alignment algorithms (G-or L-) was small here.
Guide tree MAFFT uses a guide tree with a UPGMA-like method by default. In this method, when merging two clusters, the distance between the two clusters is set to a weighted average of the average distance and the minimum distance of sequence pairs between the two clusters, as noted in Yamada et al. (2016) . Instead, G-large-INS-1 uses the stepwise addition strategy, which is often used to build an initial tree in phylogeny inference programs. There is no guarantee that the distance between two clusters is the minimum or average one. The resulting tree also depends highly on input order. Probably as a result of this difference, in Figure 1a , the conventional guide trees (G-INS-1, blue) slightly outperformed the trees using the stepwise addition strategy (G-large-INS-1, red) when the number of sequences is small (30-100). However, for a larger number of sequences (200-), little difference was observed. This is consistent with an earlier report (Boyce et al., 2014) , which found that the importance of accurate guide trees decreases with the number of sequences, at least when used for protein structural analyses.
Input order To investigate the instability of alignment accuracy (Boyce et al., 2015) , we performed additional tests with shuffled sequence order, 10-20 times, for HomFam and OXFam and ContTest (Table S1) , which suggest the effect of the input order is generally larger in G-large-INS-1 than in G-INS-1. It was difficult to repeat QuanTest with shuffled orders, as it took a large amount of computational time. Instead, we ran G-large-INS-1 with the reverse sequence order and G-INS-1 with a non-default guide tree ( Figure 1a ), in order to check the instability of benchmark scores to some extent.
Pthreads version For small-scale shared-memory systems with up to approximately 20 cores, a Pthreads version of G-large-INS-1 (without MPI) is also available. For larger systems with more cores, even with shared memory, the MPI version has a higher efficiency for technical reasons. A hybrid mode with both MPI and Pthreads is also selectable as necessary. The calculation of these two versions is identical, apart from the methods for parallelization.
Separately estimating alignment accuracy in QuanTest QuanTest (Le et al., 2017) utilizes secondary structure prediction accuracy (SSPA) to measure alignment quality. Figure 1a suggests that SSPA increases with the number of sequences, but two different factors, alignment accuracy and structure-prediction accuracy, are combined in this observation. The alignment accuracy was separately estimated by the procedure described in Le et al. (2017) : (i) Subalignments of the same set of 200 sequences were extracted from the alignments of 500, 1000, 2000 and 4000 sequences.
(ii) Secondary structure was predicted by JPred (Drozdetskiy et al., 2015) for each subalignment. The difference in SSPA should purely reflect the difference in alignment, because the same set of sequences were used in these alignments. It is known (Sievers et al., 2013; Le et al., 2017) that the alignment accuracy of approximate methods, such as Clustal Omega and MAFFT-FFT-NS-2, decreases with the increase of sequences, shown as black dashed lines in Figure S1 . By contrast, the alignment accuracy of G-INS-1 and G-large-INS-1 (red and blue dashed lines in Figure S1 ) does not decrease with the increase of sequences. For RAM usage (maximum resident set size; MaxRSS), the maximum and minimum values in each subset are shown. In the MPI version, the MaxRSS values of the most memory consuming process of the 100 was selected in each problem. CPU time and wall-clock time were averaged for each subset. The calculation of the Pthreads version was performed on Intel Xeon E7-4870 2.4GHz with 2TB RAM using the Lustre (version 2.5.41) filesystem. The calculation of the MPI version was performed using 10 machines in a heterogeneous cluster system (see the footnote of Figure 1 ), for which calculation times are shown in parentheses. The last columns show the ContTest, SP and TC benchmark scores with the input order in the data of https://mafft.sb.ecei.tohoku.ac.jp/, followed by average score ± sample standard deviation, with 20 ("small" subsets of HomFam and OXFam) or 10 (the others) randomized orders, in parentheses. The FastSP program (Mirarab and Warnow, 2011) was used to compute the SP and TC scores.
