Abstract-Estimating costs of construction projects more accurately at the project development stage is crucial for feasibility studies and it is a key factor for their success. Construction costs are often underestimated and recent statistical studies show that errors in cost estimation have not diminished. This paper focuses on the development of a more accurate estimation technique for construction highway projects using Artificial Neural Networks. Different architectures of the network with 10, 15, and 20 neurons were trained and tested with the backpropagation algorithm. Based on this, data from fourteen highway projects in Brazil were collected and analyzed. Eleven parameters that contribute the most to the construction final budget were found after trials and errors. For the best scenario, an average cost estimation accuracy of 99% was achieved. This preliminary study showed the feasibility of the tool applied to projects in Brazil and may be used by public agencies in the future.
I. INTRODUCTION
It is known that public projects, such as infrastructure projects, are usually associated with delays in completion as well as costs higher than estimated. These projects involve many uncertainties and, historically, have a high rate of failure.
Reference [1] observed that if inaccuracy of the initial cost estimates was simply a matter of incomplete information and inherent predictive difficulties, as said by those responsible for project estimates, then these inaccuracies would be expected to be random. Apart from that, the authors affirm that there are four types of explanations for costs underestimation: technical, economic, psychological and political.
According to [1] , costs are underestimated in almost 9 out of 10 transportation infrastructure projects and actual costs are on average 28% higher than estimated. For road projects, costs are on average 20% higher than the estimated. In a study of 70 projects carried out by [2] , extra costs was identified in more than two thirds. Researchers from another study [3] and/or cost. Cost performance was analyzed on over 800 Canadian Drainage and Maintenance Department construction projects by [4] and they observed a discrepancy of up to 60% between estimated and actual final cost of projects completed between 1999 and 2004.
Excess costs are a major concern for the public and private sectors due to a negative impact in in public funds and profitability, causing great distress among taxpayers and shareholders, and even destabilizing for political parties in power. Road projects are likely to exceed costs, as the contract is closed by the fixed amount of the bid. Changes, errors and omissions in contracts were identified as key contributors to the excess costs of this type of project [5] .
For the purpose of estimates optimization, tools and techniques may be divided into three groups: analysis of statistical probabilities, comparison with similar projects, and Artificial Intelligence (AI) techniques. The use of AI has been widely adopted to estimate costs, and Artificial Neural Networks (ANNs) are considered an efficient prediction tool that recognizes past patterns, as well as connections of factors that influence the cost. This way, it is possible to predict the future through trends.
Based on data of fourteen projects executed from 2001 to 2017, the objective of this research was to estimate costs of road projects, based on variables that impact most the cost of the work, using the technique of ANNs to test the pattern recognition and accuracy for the project phase.
II. COST ESTIMATES
Cost is one of the main criteria in decision making of any construction project. According to the international recommended practice [6] , for the purpose of screening, feasibility, concept study, budget authorization or control end usage, the typical estimating method is stochastic or judgment. For later stages of the project, the methodology recommended is deterministic. As the project progresses, the accuracy of the cost estimate increases as details of the project become clearer.
The smallest deviation from the project cost estimate must deal with limited available data, difficulty in defining the relationships between available data and total project costs, and the need to capture unique characteristics of a new project [7] .
The use of the semi-detailed method from quantitative is time-consuming and may be ineffective in the initial project phase, due to design changes that occur frequently [8] . Unit cost and cost per unit area are deterministic methods, and they are based on historical data with project details needed to achieve accuracy.
Regression analysis is a parametric cost estimate, which uses a mathematical relationship between design variables and historical data to predict project cost. This statistical method is used to explore correlations between independent and dependent variables, and its purpose is to identify the most accurate equation of the dependent variable as a linear function of two or more independent variables according to the causal relationships between changes in internal factors. The major difficulty of this method is the accuracy of the cost function.
Reference Class Forecasting (RCF) is a probabilistic method, based on the concept of cognitive bias. To execute the RCF, four steps are required: (1) collection of planned and actual project data; (2) identification of past project reference classes; (3) establishment of a probability distribution for each reference class based on the data collected; and (4) determination of the elevation curve of the optimization bias is required for the reference classes [2] , [9] . In the RCF approach, it is assumed that past projects tend to be more similar to planned projects than normally assumed and therefore can be used as a means to increase forecast accuracy. Instead of focusing only on the specific components of the planned projects (the internal view), there should be equal or less focus on the results of similar projects that have already been completed (an external view) [10] .
In recent years, researchers in the field of construction [7] , [11] - [14] have investigated and developed new models in an attempt to improve cost estimation and forecasting, mainly using case-based reasoning, reference class forecasting, and artificial neural networks.
III. ARTIFICIAL NEURAL NETWORK
Artificial Neural Network (ANN) is a technique inserted among the several existing methodologies for the solution of Artificial Intelligence problems, based on the adjustment of sets of parameters (adjustment of weights), making it able to learn, through experiments (training), and generalize the behavior of a given problem. ANNs are used to establish relationships between inputs and outputs with a higher level of complexity through adaptive learning of training examples. After training, the model can be used to predict output based on the input data provided [15] . It imitates structures where calculus is processed through artificial neurons, which are interconnected to form a network, being able to store information, recognize and classify patterns, and make predictions [16] .
ANN can be classified as to the activation functions used within them, the architecture, and their learning. In this work, the architecture used was the feedforward network of multiple layers (MLP) and the typical structure of this network is shown in Fig. 1 . Fig. 1 exhibits the grouping of neurons in the input layer, the middle or hidden layer, and the output layer. Input data are processed in the middle layer, so that the neurons in this layer are obtained by means of the product between inputs and weights (αij). In turn, the response processed by the network is the result of the multiplication between the neurons of the hidden layer and the second group of weights (ωkj). The values of the last layer (output) correspond to the solution of the problem. The network maps the relationship between the input data and the output variable based on the activation functions. The determination of the ANN weights is made through a procedure called training, performed by the backpropagation learning algorithm. During training, the network obtains outputs, so that they can be compared to the desired results, generating the error. From there, the error is propagated to the previous layers and the process restarts. The network is apt to be generalized when these errors are minimal for the type of problem to be solved. Several input-output examples are presented to the network and its weights are iteratively modified until the ANN is at an acceptable mapping capacity, which is defined by the user.
The amount of neurons may vary according to the problem being solved. Some authors suggest a formulation for the ideal number of neurons, as compiled by [17] according to Table I , where (N h ) , (N in, n), (N p ), (N 0 ), (L), and MSE represent, respectively, the number of neurons in the hidden layer, the number of input variables, the number of projects, the number of outputs, the number of hidden layers, and the Mean Squared Error obtained by simulating each of the configurations. 
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Several hidden layers can be included. However, costprediction studies [15] , [18] - [20] used only one layer on the MLP network. The function of the hidden layer is to increase the processing power in order to make the network capable of solving more complex problems.
IV. METHODOLOGY
In order to achieve the goal of the study, a methodology was developed in 3 stages. In the first stage, other cost estimation studies using ANN were analyzed, then the design of the model for application in highway construction was defined. In the final stage, the model was tested to investigate the best network configuration in order to obtain greater accuracy. The stages will be presented in the following sections.
A. Application of Artificial Neural Network in Cost
Estimation ANN is a viable alternative to predict construction costs because it eliminates the need to find a function that mathematically describes the cost of a system based on the variables that most contribute to this cost [21] . According to [22] , neural networks produce better cost predictions than conventional methods if some conditions are met, i.e., the database is sufficient, the parameters for costing are known, and if there are few cost drivers due to the fact that the more parameters are used, the more training samples are required to achieve a given accuracy, but the training samples are usually scarce in cost estimation. Another condition to be met by the same author is that there can be no explicit knowledge about the effects of cost. Neural networks learn from scratch by detecting hidden relationships between training data.
From the point of view of a new product development, [22] found that neural networks seem more appropriate for cost estimation in the conceptual phase for design adaptations, design variations, or improvements of old projects. References [20] , [23] , [24] show that ANNs performance was better than regression analysis in construction cost estimates.
B. The Design and Modeling Phase
This paper presents a model using backpropagation, which is based on the error correction learning rule. The computational tool used was the Neural Network Toolbox™ that is inserted in the Matlab environment.
Once the input and output variables are defined, the information must be grouped in matrix form and organized in such a way that the network can identify the mathematical relationships between the inputs and their respective outputs. Then, the type of algorithm, the number of neurons, and the functions are defined. After that the training begins followed by the validation and test steps.
In the network training, known data sets are required. Thus, inputs were the most influential variables in the road projects estimation costs, based on data collection from the Brazilian National Department of Transport Infrastructure (DNIT), and the output was the actual cost value of the work. Thirteen projects were used for training and validation, and one project for testing. Several combinations of the input variables were performed to analyze the best configuration. The test example was used to measure the performance of the ANN model. The outputs were also varied because it is possible to provide the value in different ways, such as percentage and value range.
Once the network was trained and presented small errors (calculated by MSE), data that were not known by the system were provided in the validation and testing phase, which are the variables of the problem in question. The statistical performance used to stop training process is the MSE. The error found during this phase is monitored during the training process. When the network begins overfitting the data, the error of the validation step begins to increase and when this happens, for a given number of times, the training is stopped. Overfitting occurs when the model is too complex with insufficient training data or due to excessive training and the result training error is small, but the test error is large.
The performance monitoring was evaluated comparing the network outputs with the actual values by the Magnitude of Relative Error (MRE), as in (1), and the Mean Absolute Percentage Error (MAPE), as in (2).
(1) (2) where A is the actual cost, E is the estimated cost, and n is the number of data points in the testing data set.
C. Data Analysis and Identification of Variables
Based on the study of [13] , [20] , [25] , the predominant cost drivers of the construction cost were found. Then, these variables were discussed with engineers from DNIT to define the ones that were most suitable for the works in Brazil.
The parameters of the input were defined and analyzed after performing tests based on the network training that provided the smallest errors using trial and error method. These variables are presented in on the study of [13] , [20] , [25] , the predominant cost drivers of the construction cost were found in Table II. The length of the highway was given in kilometers (km), the class was defined by track speed in kilometers per hour (km/h), time was given in days, average transport distances in km, excavation, embankment and bituminous concrete volumes were given in tons, and the average length of the bridges in meters (m).
The records of 14 projects contain data from the project design on all of the selected 11 parameters and the corresponding final costs of the road works, which is the only variable in the output layer, as presented in Table III . The values in the table are in the Brazilian currency (Real).
The model included 11 input variables corresponding to the defined parameters, the number of neurons in the hidden layer followed criteria 2 and 5 presented in Table  I , resulting in 3 different networks with 10, 15, and 20 neurons. In this way, the network architecture was defined according to the scheme shown in Fig. 2 , which represents the network with 10 hidden neurons.
In addition, the activation function used was the hyperbolic tangent (tansig) in the two steps of the neuron processing of the hidden layer and the output of the network. This activation function is in accordance with previous studies on cost estimate [12] , [13] , [15] , [18] . Figure 2 . Architecture of the network with 10 neurons.
As mentioned above, the training was carried out from 13 projects. Each project was trained 3 times in order to obtain a convergence. Then, an average training result was taken of each of the 3 network architectures, regarding 10, 15, and 20 hidden neurons.
V. RESULTS
The network training for the estimated cost in each of the architectures and the actual cost is shown in Figure. 3 , Fig. 4, and Fig. 5 . We can see that there is a tendency of the values being more distorted as the number of neurons increases. The results aim that the network begins to be very trained with the increase of neurons, raising errors. This overfitting can be explained by the small sample size because the algorithm super adjusts the operation of the network specifically for the projects involved in the training. The more projects in the sample training, the greater the range of cases and the probability of obtaining a hit level when one of the examples in the sample goes far beyond the standard is much larger. However, other analyzes need to be done, such as training the network with fewer neurons to observe if this trend remains.
It is worth mentioning that all the variables were normalized by the maximum value of elements approach, in order to avoid wastage of computational resources, besides allowing better optimization of the results.
Data from one project was used for testing purposes. Due to the good training, the 11 input variables for the network simulation were provided, since the weights were already adjusted. Based on the already presented model of the network with 3 different architectures, three tests were carried out in each of them, in order to verify the convergence of the results and to analyze the best configuration for this type of application.
In the first group, regarding the network with 10 neurons, trainings were performed with a mean of 25 iterations, resulting in an average MSE of the order of 10 -4 . Considering that the network has to pass through the two main phases, being training and testing, in this last phase the 11 variables of project 14 (Table III) For the second group, corresponding to the network with 15 neurons in the hidden layer, the average number of iterations was the same as the first group and average MSE was of the order of 10 -5 . Results of this test are displayed in Table V . For the third group with 20 hidden neurons in the network, the number of iterations remained the same (25) , resulting in an average MSE of the order of 10 -6 . The results for the 3 tests made are shown in Table VI. A comparison between the actual cost of the testing example and the obtained result for the 3 groups is displayed in Fig. 6 . It can be seen that results from network of group 2 are far from the actual cost and the number of hidden neurons that gave the best result was from group 1 with 10 neurons, followed by group 3, and group 2, respectively, as indicated in Table VII. These findings show that the best network with the smaller error and the smaller deviation is the architecture with 10 neurons, as the average error was less than 1% and a standard deviation of 0.25. Thus, results indicate that the model has good generalization.
Due to availability of data, these were removed from executive projects, i.e., when the projects were already defined, which does not occur in the early stage. For this reason, the estimation error was small compared to the average acceptable error of estimates based on preliminary draft. Reference [13] predicted the final construction cost of highway projects and found an error of 23%, while [15] obtained 28.2% for engineering services in public construction projects, and the error for road construction in developing countries was 25% by [20] . All of them used ANNs to estimate costs at the conceptual stage. According to [6] , the expected accuracy range of cost estimate is between 10% and 30% when the project definition is of 40% maximum.
Results obtained was similar from previous studies, as [25] found an error of less than 5% using 9 input variables and 19 neurons in the hidden layer. Reference [26] obtained 2.5% for forecasting final budget required to finish the construction during construction stage in Thailand using 8 variables and 300 hidden neurons. Both of the studies regarded to highway construction projects.
In addition, study [27] analyzed 80 public construction projects using ANN with the backpropagation algorithm and the hyperbolic tangent (tansig) as the activation function, finding the best network with 3 neurons in the hidden layer. For the performance, authors have found results in accordance with this paper and the MAPE was 2.82% for the construction estimation, whilst [28] found the MAPE equals to 5.84% for the construction material quantities estimation.
VI. CONCLUSION
It is well recognized that greater accuracy of the cost estimation leads to better decision making. This study presented good results, with an accuracy rate of 99%, defined as the difference of 100% and the error (MAPE).
The main objective of this study was to show that artificial neural networks technique can be a great tool for estimating costs, since the value for each of the most influenced input variables on costs found are available. The results confirm that ANN is a promising tool, especially for cases like Brazil, where computational tools are still little explored, requiring a greater time in the execution of tasks as estimates. In addition, less than 50% of Brazilian public projects are in accordance with the planned budget. However, further deeper assessments need to be performed.
The presented study is expected to contribute and support road construction planners, as better analysis can be taken with the 11 parameters provided to be reproduced and applied to other highways.
It is recommended that datasets are expanded on future research to construct more generalized and accurate construction highways estimation model. Also, it could be relevant to study other possible important input variables in order to reduce the number of parameters.
