We consider the problem of detecting the presence of the signal in a rank-one signal-plus-noise data matrix. In case the signal-to-noise ratio is under a certain threshold, we propose a hypothesis testing based on the linear spectral statistics of the data matrix. The error of the proposed test matches that of the likelihood ratio test, which minimizes the sum of the Type-I and Type-II errors. The test does not depend on the distribution of the signal or the noise, and it can be extended to an adaptive test, which does not require the knowledge on the value of the signal-to-noise ratio, but performs better than random guess. As an intermediate step, we establish a central limit theorem for the linear spectral statistics of rank-one spiked Wigner matrices for a general spike.
Introduction
One of the fundamental questions in statistics is to detect signals from given data. When the data is given as a matrix, it is common to analyze the data by the largest eigenvalue and the corresponding eigenvector, which is known as principal component analysis (PCA) . For a null model where the signal is not present, the data is purely noise and the behavior of the largest eigenvalue is now well understood by random matrix theory [27, 28, 13, 26, 11] . If the data matrix is of 'signal-plus-noise' type, it corresponds to a 'deformed random matrix', which is also of great interest in random matrix theory. In the simple but realistic case where the signal is in the form of a vector, the model is often referred to as a 'spiked random matrix'.
When the signal is an N -dimensional vector and the data is an N × N symmetric matrix, one of the most natural signal-plus-noise models is of the form
where the signal vector x ∈ R N and H is an N × N Wigner matrix. The Wigner matrix H represents the noise, and we assume that H ij are independent random variables with mean 0 and variance N −1 ; with the assumption, H → 2 as N → ∞ almost surely. Thus, when the signal is normalized so that x 2 = 1, the strengths of the signal xx T and the noise H are comparable. If the parameter λ, which corresponds to the signal-to-noise ratio (SNR), are too large (λ 1) or too small (λ 1), a simple perturbation argument can be applied for PCA; if λ 1, the difference between the largest eigenvalue of M and that of √ λxx T is negligible, and if λ 1, the distribution of the largest eigenvalue of M cannot be distinguished from the distribution of the largest eigenvalue of H.
The case λ ∼ 1 has been intensively studied in random matrix theory. The first result in this direction was obtained by Baik, Ben Arous, and Péché [3] for complex Wishart matrices, which is of the form X * X where X is a (rectangular) matrix with independent Gaussian entries, and later extended to more general sample covariance matrices [23, 19, 14] . Similar results were proved for Wigner matrices with various conditions [24, 12, 9, 8] . In these results, the largest eigenvalue exhibits phase transition; when λ > 1, the largest eigenvalue separates from the bulk of the spectrum and converges to
, which is strictly larger than 2, whereas for λ < 1, the behavior of the largest eigenvalue coincides with that of the pure noise model. In the former case, the eigenvector corresponding to the largest eigenvalue has nontrivial correlation with the signal x, which means that the signal can be detected and recovered by PCA. We refer to the work of BenaychGeorges and Nadakuditi [8] for more detail on the behavior of the largest eigenvalues and corresponding eigenvectors, and their phase transition.
When λ < 1, contrary to the case λ > 1, simple application of PCA does not provide the information on the signal. In this case, the spectral norm of M converges to 2 and the behavior of the largest eigenvalue cannot be distinguished from that of the null model H. It is then natural to ask whether the presence of the signal is detectable and which tests enable us to detect the signal in the regime λ < 1.
The question about the detectability was considered by Montanari, Reichman, and Zeitouni in [18] , where it was proved that no tests based on the eigenvalues can reliably detect the signal if the noise H is a random matrix from the Gaussian Orthogonal Ensemble (GOE). For a non-Gaussian Wigner matrix H, Perry, Wein, Bandeira, and Moitra [25] assumed that the signal x is drawn from a distribution X , which they called the spike prior, and found the critical value for λ ≤ 1 in terms of X and H below which no statistical tests can reliably detect signal. Further, they also established an entrywise transformation by which the signal can be detected via the largest eigenvalue when λ is larger than the critical value.
For the subcritical case, El Alaoui, Krzakala, and Jordan [10] studied the weak detection, i.e., a test with accuracy better than a random guess. More precisely, they considered the hypothesis testing problem between the null hypothesis that λ = 0 and the alternative hypothesis that M is generated with a fixed λ > 0. Assuming the Gaussian noise, it was proved that the error from the likelihood ratio test, which is the optimal test in minimizing the error, converges to
in the limit the variance of diagonal entries H ii tends to infinity. While the likelihood ratio test is optimal due to the Neyman-Pearson lemma, it is desirable to design a test which is more manageable computationally; evaluation of the likelihood function is of exponential time complexity, and it also requires a priori knowledge on the signal. A computationally efficient test was introduced for community detection problem by Banerjee and Ma in [7] . For the adjacency matrices from stochastic block models, they proved the central limit theorem (CLT) for the linear spectral statistics (LSS) of power functions, and proposed a test based on the LSS that achieves asymptotically optimal power. (See Equation (2.4) for the definition of LSS.)
The results in [10, 7] shed lights on the weak detection problem. However, the analysis in these results seems to be restricted to the specific distributions of the noise -the Gaussian distribution in [10] and the Bernoulli distribution in [7] . Moreover, the signal considered in the previous works is delocalized, i.e.,
, which may lose its validity if the signal is sparse. In this paper, we construct an optimal and universal test that detects the absence or presence of signal in (1.1) based on LSS (see Section 3). We briefly summarize our main contribution as follows:
• Optimality 1: When the noise is Gaussian, the error of the proposed test with low computational complexity converges to the optimal limit (1.2) obtained in [10] , which can also be deduced for the spherical prior from [4, 5] .
• Optimality 2: The proposed test is with the lowest error among all tests based on LSS.
• Universality 1: For any deterministic or random x, the proposed test and its error do not change, and thus we do not need any prior information on x.
• Universality 2: The proposed test and its error do not depend on the distribution of the noise H except the variance of the diagonal entries and the fourth moment of the off-diagonal entries. The entries H ij do not need to be identically distributed.
• Data-driven test: Even when the value of λ is not known, the proposed test performs better than random guess.
The main technical component of the present paper is the CLT for the LSS of arbitrary analytic functions for the random matrix in (1.1). The fluctuation of the LSS is not only of fundamental importance per se in random matrix theory, but also directly applicable to various applications of the theory. One of such applications is the fluctuations of the free energy of the spherical spin glass model [4, 5, 6] , where the Gaussian fluctuation of the LSS dictates the fluctuation of the free energy in the high temperature regime. It turns out that the likelihood ratio in the weak detection problem with Gaussian noise is directly related to the free energy of spin glass models as in [10] . Hence, it is not hard to deduce that the CLT for the LSS can provide a convenient tool to analyze the data. To our best knowledge, however, the CLT for spiked Wigner matrices was proved only for the case where the spike (or the signal)
. To prove the CLT, we apply the interpolation technique, which has been used in various works in random matrix theory. The conventional wisdom is to interpolate the given random variables and the target random variables (mostly Gaussians). When applied to the current problem, it amounts to interpolate the Wigner matrix H and a GOE matrix; once we have the desired result for the GOE case, we can introduce an orthogonal transformation that maps the given signal x to 1 and use the orthogonal invariance of GOE to immediately prove the desired result. In the current work, however, we fix the Wigner matrix and directly interpolate x and 1 to prove the CLT. Such an interpolation between deterministic parts makes the analysis easier often times as in [17] . The analysis is based on the local law, which is one of the key tools in recent development of random matrix theory.
Related to the spiked Wigner model is the spiked Wishart model, or the spiked covariance model, where the population covariance matrix of the data is of the form (I + hvv T ). The detection problem in this model was studied by Onatski, Moreira, and Hallin [21, 22] and Johnstone and Onatski [15] . We believe that the strategy in this paper is applicable to the spiked Wishart model, and this will be discussed in a future paper.
The rest of this paper is organized as follows. In Section 2, we give preliminaries on the model and state main results. In Section 3, we propose a hypothesis testing based on our main results. In Section 4, we prove the optimality of the test, Theorem 2.5. In Section 5, we prove the CLT for the LSS. Some computational details in Sections 2-5 are collected in Appendix. For a random variable X depending on N and a constant p, we use the notation X = O(N p ) if for any (small) > 0 and (large) D > 0 there exists
Notational remarks
N 0 ≡ N 0 ( , D) such that P(|X| > N p+ ) < N −D if N > N 0 .
Preliminaries and Main theorems 2.1 Preliminaries
We begin by defining the matrix in (1.1) more precisely. The noise matrix H is a Wigner matrix, which is defined as follows:
Definition 2.1 (Wigner matrix). We say that H = (H ij ) 1≤i,j≤N is a (real) Wigner matrix if H is a real symmetric matrix and H ij (1 ≤ i ≤ j ≤ N ) are independent real random variables satisfying the following conditions:
• All moments of H ij are finite and E[H ij ] = 0.
•
ij ] = w 4 for some constants w 3 ∈ R and w 4 > 0.
Note that we do not assume H ij are identically distributed. Our results in the paper hold as long as they are independent and the first four moments of off-diagonal entries (and the first two moments of diagonal entries) match.
The signal-plus-noise model we consider is a (rank-one) spiked Wigner matrix, which is defined as follows:
Definition 2.2 (Spiked Wigner matrix). We say that an N × N random matrix M = √ λxx T + H is a spiked Wigner matrix with a spike x and signal-to-noise ratio (SNR)
N with x 2 = 1 and H is a Wigner matrix.
Denote by P λ the joint probability of the observation, a spiked Wigner matrix, with λ > 0 and P 0 with λ = 0. If H is a GOE matrix, where H ij are Gaussian with N E[H 2 ii ] = 2, and x is drawn from the spike prior X , the likelihood ratio is given by
For the spherical prior, i.e., X is the uniform distribution on the unit sphere, with the spike 1, it was proved in [4, 5] that
where the plus sign holds under the alternative M ∼ P λ and the minus sign holds under the null M ∼ P 0 .
(See Section 3.1 of [4] and Theorem 1.4 of [5] with β = √ λ/2.) For the i.i.d. bounded prior, i.e., the entries of √ N x are i.i.d. random variables with bounded support, the same result was proved in [10] . The proof of the convergence of dP λ dP0 in [4, 5] is based on the recent development of random matrix theory, especially the study of the linear spectral statistics. For a Wigner matrix H, if we let λ 1 ≥ λ 2 ≥ · · · ≥ λ N be the eigenvalues of H, then for any continuous function f on R,
almost surely, which is the celebrated Wigner semicircle law. The fluctuation of
about its limit is a subject of intensive study in random matrix theory, and it is natural to introduce the linear spectral statistic (LSS)
for the analysis. The CLT for the LSS asserts that
where the right-hand side denotes a Gaussian random variable with mean m H (f ) and variance V H (f ). Note that the size of the fluctuation is of N −1 and much smaller than that of the conventional central limit
For a spiked Wigner matrix, the CLT for the LSS has been proved only for the special case x = 1 :=
be the eigenvalues of a spiked Wigner matrix with a spike x and SNR λ.
A remarkable fact in (2.6) is that the variance V M (f ) is equal to V H (f ), the variance from the Wigner case, whereas the mean
.) The invariance of V M (f ) will play a significant role in the hypothesis testing on whether λ > 0 or λ = 0 later. The mean and the variance are written in terms of Chebyshev polynomials (of the first kind) for which we use the following definition. Definition 2.3 (Chebyshev polynomial). The n-th Chebyshev polynomial T n is a degree n polynomial defined inductively by T 0 (x) = 1, T 1 (x) = x, and
Alternatively, it can also be defined by the orthogonality condition
Main Theorems
If H is a GOE matrix, then from the orthogonal invariance of GOE, it can be directly checked that the fluctuation of LSS does not depend on the direction of x. For a general Wigner matrix H, however, it is not trivial. Our first main result is the universal CLT for LSS, i.e., the convergence in (2.6) that does not depend on x. 
The mean and the variance of the limiting Gaussian distribution are given by
and
where
with the -th Chebyshev polynomial T .
As an immediate consequence of Theorem 2.4, we find that the convergence in (2.2) holds for any spike when the prior X is spherical. To check this, we notice that the likelihood ratio in (2.1) coincides with the partition function of the spherical Sherrington-Kirkpatrick model in [5] with the inverse temperature β = √ λ/2. Since β < 1 2 in our model, the system is in the paramagnetic regime, and the fluctuation of the free energy directly follows the LSS in (2.5) with the choice f (x) = log(
. Then, from the fact that the CLT in Theorem 2.4 does not depend on the spike, we can conclude that the limiting distribution in (2.2) is independent of the spike, and hence we can conclude that (2.2) holds.
Recall that the CLT for the LSS without the spike is as in (2.5) with the mean m H (f ) and the variance V H (f ) = V M (f ). If we construct a test based on Theorem 2.4 for the hypothesis testing, it is obvious that we need to maximize
Our second result establishes an upper bound for the quantity above and also classifies all functions that are optimal for the test. 
Here, the equality holds if and only if f (x) = C 1 φ λ (x)+C 2 for some constants C 1 and C 2 , where the function φ λ for λ ∈ (0, 1) is defined as
14)
The function of the form φ λ in (2.14) was considered by Banerjee and Ma for hypothesis testing in stochastic block models; see Remark 3.3 in [7] . Instead of using polynomial approximation of φ λ as in [7] , we use φ λ itself since it is analytic for any
In the signal detection test we consider, if there is an eigenvalue outside the interval (
), it implies that the signal is present with high probability.
To check the time complexity of the test, we notice that for any λ ∈ (0, 1),
In particular, the time complexity of evaluation of the test statistic
(See Lemma A.1 for the proof of (2.
In this case, the function φ λ (x) is also simplified to
The same statements hold without Gaussianity assumption, as long as w 2 = 2 and w 4 = 3.
In the extreme cases w 2 = 0 or w 4 = 1, Theorem 2.5 is not valid. However, it actually means there exists a function f such that the variance V M (f ) vanishes, hence the signal can be detected reliably. For completeness, in what follows we examine such exceptional cases and introduce a feasible test statistic for each case.
Exceptional case 1:
In this case, if τ 1 (f ) > 0 and τ (f ) = 0 for all ≥ 2, then V M (f ) = 0. It corresponds to choosing f (x) = x, and the test statistic is Tr M . Since w 2 = 0, the diagonal entries H ii vanish, hence
from which we can recover λ.
Exceptional case 2:
In this case, if τ 1 (f ) = 0, τ 2 (f ) > 0, and τ = 0 for all ≥ 3, then V M (f ) = 0. It corresponds to choosing f (x) = x 2 , and the test statistic is Tr M 2 = i,j (M ij ) 2 . Since w 4 = 1, the off-diagonal entries H ij are Bernoulli random variables, hence
(2.20)
Thus, we can recover λ by computing Tr M 2 − (N − 1 + w 2 ).
Exceptional case 3: Biased spike
In this last exceptional case, we briefly consider a case that the signal can be reliably detected under a priori information on it. If the signal has a bias, i.e.,
for some N -independent constant c > 0, then we can consider the test statistic
which can be easily checked by applying Chernoff's bound. Note that the condition in (2.21) is satisfied if √ N x i 's are independent random variables with mean c. We also remark that the test is not based on the spectrum of M .
Hypothesis testing
Suppose that the possible value of λ is known and our task is to detect whether the signal is present from a given data matrix M . Let us denote by H 0 the null hypothesis and H λ the alternative hypothesis, i.e.,
Recall the definition of φ λ in (2.14) and the test statistic L λ in (2.16),
In the proposed test, we accept
In Lemma A.2 and Remark A.3 of Appendix, we will show that and
Further, we will also show that
In particular, if w 2 = 2 and w 4 = 3, e.g., when H is a GOE matrix,
under H 0 and
The error of the test is
Due to the symmetry, P(L λ > m λ |H 0 ) and P(L λ ≤ m λ |H λ ) converge to a common limit. Since applying Theorem 2.5, we can identify the limit as
for a standard Gaussian random variable Z. Thus, we can conclude that
where erfc(·) is the complementary error function defined as
In case w 4 = 3 and w 2 = ∞, we obtain 13) which is equal to the error of the likelihood ratio test, given in Corollary 5 of [10] . Furthermore, in case w 4 = 3 and w 2 < ∞, we get with E P X [X 3 ] = 0. Since the function erfc(z) is a decreasing function of z, we find that the limiting error can be made strictly smaller than (3.14) when the Wigner matrix is non-Gaussian with w 4 < 3 (and w 2 ≤ 2).
Adaptive test
Suppose that the value of λ for the alternative hypothesis is not known. Since we do not know λ, we assume that the prior distribution of λ is unif(0, 1) and find t that minimizes the error of our test that uses the test statistic
With φ t , as in Lemma A.2
Thus, if we let
, then
(3.17)
We remark that it coincides with the upper bound in (2.13) if t = λ. Following the analysis in Section 3, we find that
In the simplest case with w 2 = 2 and w 4 = 3,
The average error is then given by 20) which attains its minimum 0.76971 · · · when t = 0.68854 · · · . This in particular shows that the test performs better than the random guess whose error is 1.
Proof of Theorem 2.5
In this section, we prove Theorem 2.5 by applying Theorem 2.4. First, we notice that
Recall that
Assuming w 2 > 0 and w 4 > 1, by Cauchy's inequality, we obtain that
From the identity log(1 − λ) = − ∞ =1 λ / , we get
which proves the first part of the theorem. Since we only used Cauchy's inequality, the equality in (4.3) holds if and only if
We now find all functions f that satisfy (4.5). Letting 2C be the common value in (4.5), we rewrite (4.5) as
Since f is analytic, we can consider the Taylor expansion of it. Using the Chebyshev polynomials, we can expand f as
Then, from the orthogonality relation of the Chebyshev polynomials, we get for ≥ 1 that
Thus, (4.6) holds if and only if
It is well-known from the generating function of the Chebyshev polynomials that
(See, e.g., (18.12.9) of [20] .) Since T 1 (x) = 1 and T 2 (x) = 2x 2 − 1, we find that (4.9) is equivalent to
This concludes the proof of Theorem 2.5.
Proof of Theorem 2.4
We adopt the strategy of Bai and Silverstein [1] , and Bai and Yao [2] . In this method, we first express the left-hand side of (2.5) by using a contour integral via Cauchy's integration formula. The integral is then written in terms of the Stieltjes transforms of the empirical spectral measure and the semicircle measure.
Since the Stieltjes transform of the empirical spectral measure converges weakly to a Gaussian process, we find that the linear eigenvalue statistic also converges to a Gaussian random variable. Precise control of error terms requires estimates on the resolvents from random matrix theory, which are known as the local laws. Denote by ρ N the empirical spectral distribution of M , i.e.,
As N → ∞, ρ N converges to the Wigner semicircle measure ρ, defined by
Choose (N -independent) constants a − ∈ (−3, −2), a + ∈ (2, 3), and v 0 ∈ (0, 1) so that the function f is analytic on the rectangular contour Γ whose vertices are (a − ± iv 0 ) and (a + ± iv 0 ). Since M → 2 almost surely, we assume that all eigenvalues of M are contained in Γ. Thus, from Cauchy's integral formula, we find that
The procedure decouples the randomness of µ i and the function f , and we can solely focus on the randomness of µ i via the integral of the function (x − z) −1 with respect to the random measure ρ N (dx). Let us recall the Stieltjes transform to handle the random integral of (x − z) −1 . For a measure ν and a variable z ∈ C + , the Stieltjes transform s ν (z) of ν is defined by
Similarly, we also find that
where we let s(z) = s ρ (z), the Stieltjes transform of the Wigner semicircle measure. Thus, we obtain that
We remark that s(z) satisfies
We use the results from the random matrix theory to analyze the right-hand side of (5.7). For z ∈ C + , define the resolvent
Note that the normalized trace of the resolvent satisfies
As discussed in Section 1, Theorem 2.4 was proved in [5] for
We introduce an interpolation between x and 1 as follows: Since x, 1 ∈ S N −1 , the (N − 1)-dimensional unit sphere, we can consider a parametrized curve y : [0, 1] → S N −1 , a segment of the geodesic on S N −1 joining x and 1 such that y(0) = x and y(1) = 1. We write
and also define
Our strategy of the proof is to show that the limiting distribution of ξ N (θ, z) does not change with θ. More precisely, we claim that
for any z ∈ Γ. Once we prove the claim, we can use the lattice argument to prove Theorem 2.4 as follows:
. . , 16N (with the convention z 16N +1 = z 1 ). For each z i , the claim (5.14) shows that 
Now, integrating over Γ, we get
This shows that the limiting distribution of the right-hand side of (5.7) does not change even if we change x into 1. Therefore, we get the desired theorem from Theorem 1.6 and Remark 1.7 of [5] . We now prove the claim (5.14). For the ease of notation, we omit the z-dependence in some occasions. Using the formula 18) and the fact that M and R(θ) are symmetric, it is straightforward to check that
where we use the notationẏ a ≡ẏ a (θ) = dya(θ) dθ . To estimate the right-hand side of (5.19), we first note that N a,b=1ẏ
For the resolvents of the Wigner matrices, we have the following lemma from [16] .
Lemma 5.1 (Isotropic local law). For an N -independent constant > 0, let Γ be the -neighborhood of Γ, i.e., Γ = {z ∈ C : min w∈Γ |z − w| ≤ }.
Choose small so that the distance between Γ and [−2, 2] is larger than 2 , i.e., Then, for any deterministic v, w ∈ C N with v = w = 1, the following estimate holds uniformly on
We prove Lemma 5.1 in Appendix A.
To show that the right-hand side of (5.20) is negligible, we want to use Lemma 5.1. The main difference between the right-hand side of (5.20) and the left-hand side of (5.22) is that the former contains the square of the resolvent, and it is not the resolvent of H but of M (θ). We can overcome the first difficulty by rewriting R(θ, z) as
which can be checked from the definition of the resolvent. Hence we find that
Later, we will apply Cauchy's integral formula to estimate the derivative in (5.20) by an integral of the inner product ẏ(θ), R(θ, z)y(θ) . Next, we obtain an analogue of Lemma 5.1 by using the resolvent expansion. Set S(z) = (H − zI) −1 . We have from the definition of the resolvents that 25) and after multiplying S(z) from the right and R(θ, z) from the left, we find that
From the isotropic local law, Lemma 5.1, we find that
Recall that y(θ) = 1. Then, it is obvious that ẏ(θ), y(θ) = 
We then have from (5.27) that
where we used that |s| ≤ 1 and λ < 1, hence 1 + √ s > c > 0 for some (N -independent) constant c. Consider the boundary of the -neighborhood of z, ∂B (z) = {w ∈ C : |w − z| = }. If we choose as in the assumption of Lemma 5.1, ∂B (z) does not intersect [−2, 2]. Applying Cauchy's integral formula, we get
Thus, we get from (5.20) and (5.31) that
Plugging the estimate into the right-hand side of (5.19), we get the claim (5.14).
for z > 2. See, e.g., Equation (8.5) of [4] . Putting z = (1 + t)/ √ t, we get In particular, m H (φ t ) < m M (φ t ) if λ, t ∈ (0, 1).
Proof. Recall that φ t is the function f in (4.11) with C = 2 and c 0 = ( (A.14)
Moreover, we also find that which can be easily checked from (A.11).
Finally, we prove the isotropic local law, Lemma 5.1.
Proof of Lemma 5.1. We prove the lemma by using the results in [16] . If z = E + iη ∈ Γ for some E ∈ [a − − , a A similar estimate holds for z = E − iη ∈ Γ with E ∈ [a − − , a − + ] ∪ [a + − , a + + ] and η ∈ (0, v 0 + ]. This completes the proof of the lemma.
