Abstract: We consider the basic identification of real sinusoids in Gaussian noise problem. Since the maximum likelihood function is ill-conditioned and possesses numerous local maxima, we propose to somehow approximate it by a function that is convex and easy to optimize. The procedure amounts to apply the Global Matched Filter to the present problem using a complex redundant basis. It performs simultaneously the detection of the sinusoids and the identification of their characteristics. From a detection point of view, it is similar to a generalized likelihood ratio approach. The performances are close to the Cramer-Rao bounds for scenarios where few competing methods work. The approach can handle arbitrarily sampled data without further difficulties.
INTRODUCTION
The problem of estimating the characteristics of real sinusoids from noisy measurement has received attention for many decades and is still a subject of investigation since it has applications in many different fields. There clearly does not exist a universal approach that works optimally for all kind of scenarios. The periodogram [1, 2] has reasonable performances in most cases but has limited resolution capacities.
We consider the specific context where the number of data points is relatively small (below 200, say) and the signal to noise ratio (SNR) below 10 dB. This already covers a wide variety of practical problems. It is also a domain where it is difficult to outperform the basic periodogram (the matched filter) and especially so for the detection problem. Indeed, the main difficulties in this specific context, are the detection of a weak isolated sinusoid, the detection of a weak sinusoid hidden by a stronger one and the resolution of two closely spaced sinusoids as well, of course, as a mixture of these difficulties. Remember that around an SNR of 0 dB, the periodogram separates equi-powered sinusoids whose frequency separation is of order 1/n with n the number of data points, the so-called Rayleigh resolution limit. Depending upon the SNR, we improve upon this limit by a factor 2 or 3.
We propose to apply the Global Matched Filter (GMF) [3] to this problem. It would now be called a sparse approximation approach. It consists in representing the observations on a adequately chosen redundant basis. Since the basis is redundant there are many possible representation, it happens that the sparsest, i.e. the one using the fewest basis elements, is close, in some sense, to the exact representation. From a detection point of view, we show that the GMF is similar to a generalized likelihood ratio approach. From an identification point of view, the frequency estimates are excellent but the amplitudes and initial phases estimates are slightly biased. We propose a simple way to unbias them or suggest to use them as initial estimates in a maximum likelihood algorithm.
THE MODEL
We consider the following noise corrupted sinusoidal signals
with s k = where k ∈ (1, .., n). We address the problem of the estimation of the number P of sinusoids and simultaneously the problem of the identification of the characteristics {A e j , f e j , ϕ e j } of each sinusoid which we consider as nonrandom constant parameters. Note that an estimate of the noise variance σ 2 e is then easy to obtain a posteriori and that there is no loss in performance by proceeding this way.
For later use, we will describe more compactly the set of n observations {y k } in matrix form
where y, s and e are n-dimensional real vector and c(f, ϕ) an n-dimensional vector function with obvious meaning.
Provided P , the number of sinusoids present in the observations is known, the maximum likelihood (ML) estimates of the 3P unknowns are obtained by solving min {Aj ,fj ,ϕj }, j∈(1,..,P )
But for this approach to work, one needs to initialize the search for the minimum with a quite precise initial point that lies in the domain of a attraction of the global minimum which is known to be quite narrow. The means that the problem is actually to find a good initial point for this algorithm, the minimization itself being then quite straightforward since the problem is then locally convex with Hessian the Fisher information matrix. In summary, the presence of many local extrema for the likelihood function makes the ML approach of no help. Its performance are entirely dependent upon the quality of the point used to initialize it and it should be merely considered as a mean to improve the initial point that has already to be quite excellent for difficult scenarios [4] . Note also that in order to be able to implement this ML approach, the number P of sinusoids has to be known.
Due to limited length, it is difficult to present an overview of the existing methods for such an old standing subject. We refer the reader to the textbooks [1, 2] for a good panorama.
THE PROPOSED APPROACH
To solve simultaneously the detection and estimation problem, we propose to implement the GMF based on a redundant complex basis of m 2n cisoids at equispaced frequencies f k = k/m, k ∈ {0, m − 1}, or equivalently on the columns vectors of the (n, m)-dimensional matrix, we denote A in the sequel, formed by the n first rows ofF , the conjugate of the m-dimensional square Fourier matrix F .
The Fourier matrix F of order m has component (p, q) equal to exp(−2 iπ(p − 1)(q − 1)/m). This matrix is symmetric and satisfies FF = mI m . The discrete Fourier transform (DFT) of a m-dimensional signal y is then Y = F y and the inverse discrete Fourier transform (IDFT) of Y is y = (1/m)F Y . Note also that, with a k the k-th column of A anf for even m which we will assume in the sequel to fix ideas, a k =ā m+2−k , i.e. the columns in A are pairwise complex conjugate. Similarly, for the reconstructed vector Az to be a real vector, the same hermitian symmetry property must hold for z, i.e. z k =z m+2−k for k = 2 to m/2.
For m
2n there are an infinite number of ways to reconstruct y (1) using the columns in A, i.e., there are infinitely many complex m-dimensional vectors z such that y = Az. Now, since we are only interested in s, it is preferable to seek approximate reconstructions of y. Since the noise e is Gaussian, it is judicious to bound the reconstruction errors in terms of the Euclidean norm, i.e. to introduce the following constraint : Az − y 2 2 ≤ ρ. The larger the value of ρ in this constraint, the larger the set of admissible points {z} satisfying it and for an adequately chosen ρ, one can expect the sparsest such z, i.e. the z with the smallest number of non-zero components, to have just 2P non zero components and to be close to the true decomposition in (1) .
Getting the sparsest vector satisfying Az − y 2 2 ≤ ρ is unfeasible, it can only be obtained by inspection, by checking all the possibilities [5] . A good and close to optimal choice is obtained by seeking the vector z with minimal 1 -norm [6] . One should thus minimize z 1 subject to Az − y 2 2 ≤ ρ, but we choose to use the following equivalent criterion [3] 
with z 1 = k |z k | and z 2 2 = k |z k | 2 and h a positive real that has to be tuned, just like ρ would have had to be tuned in the reconstruction error constraint.
We thus propose to minimize (2) to solve both the detection and identification problem we are considering. We will explain below how to tune m and h and how to deduce the estimates from the optimal z. The criterion (2) is the one that is the most used in the sparse representation community usually, though in the real case, i.e. for real A, y and z. We already considered this criterion to solve the same sinusoid-in-noise problem in 1998 [7] , long before the birth of the current "sparse representation era", in a more elementary version with no initial phase estimation. We improved this version to allow for initial phases in [8] but still using a real sines basis. Introducing a redundant complex cisoids basis (the A matrix) allows to handle the initial phase without any additional concern and lowers the detection threshold. A similar complex basis case has been considered in [9] , where the emphasis is on irregularly sampled data and on the algorithmic side. We put the emphasis on the tuning of the parameters, the unbiasing of the estimates and more importantly elaborate upon the detection properties of this approach which has never been analyzed.
IMPLEMENTATION ISSUES
We indicate in this section how to tune the positive real parameter h that appears in the criterion, how to deduce the estimates from the optimal solution z of (2), how to fix the number m of components in the basis, how to detect the number of sinusoids and how to unbias these estimates since the presence of a non zero h introduces a bias.
Setting the threshold
The value of h will have a major influence upon the detection part of the whole procedure. If the value of h is too large, the procedure may not detect weak sinusoids. On the other hand, if h is too small, there may appear many false alarms, i.e., the procedure will detect and identify sinusoids that do not exist. We will thus set h to achieve optimal detection properties and to do so we introduce the dual of the criterion (2) which is
where A H =Ā T and z ∞ = max k |z k |. This dual which is equivalent to (2) , is important because it allows to understand the role played by h [3] , as we will realize it below. One can already observe from the constraints in (3) that as h increases, so does the size of the admissible domain. Indeed, for h larger than A H y ∞ , z = 0 becomes admissible and is then the optimum. Roughly speaking, the larger h, the sparser the optimal z and vice versa.
In the ideal case where the optimal z and associated Az represent exactly the sinusoids s that are present, the residual vector Az -y becomes equal to the additive noise e. In the dual constraint, the vector A
is then a vector of m scalar complex random (dependent) variables build upon the n independent scalar real Gaussian random variables with mean zero and variance σ 2 e present in e.
Let us consider one of these complex random variables. It is of the form a H e with a an n-dimensional complex vector with norm √ n and components of the form exp(iω) that can be decomposed into the sum of its real part (cosines) and imaginary part (sines) so that a H e = v T cos e − iv T sin e where the two vectors v sin and v cos are quasi-orthogonal and of similar norm.
It follows that ( 2/(nσ 2 e )a H e is, approximatively, a complex Gaussian random variable whose real and imaginary part are Gaussian, independent, zero mean and with unit variance and thus that (2/(nσ 2 e ))|a H e| 2 is, approximatively, a Chi-square random variable with 2 degrees of freedom. Now, remember that quite generally, for n independent and identically distributed random variables, say w i
with P (w i < t) the probability of the random variable w i to be smaller than t.
Thus, in order to set the threshold h so that probability that the maximum of the moduli of the m dependent random variables in A H e exceeds h is p, we propose to take h σ e n 2 √ t with P r(χ
We apply the standard result developed above, to a set of n independent random variables w k that are χ 2 2 since the m dependent variables in A H e have only n degrees of freedom. We will see in the simulations below (see Section 5.4) that this quick analysis is quite close to the reality, though leading to a threshold h that is slightly too large.
Getting the estimates
Having obtained the optimum of (2), denoted z below, we explain how to deduce from z the estimates {A j , f j , ϕ j } that characterize the different sinusoids. The optimal z is always such that Az is real, the proof of this property is by contradiction. It is easy to show that if this not the case, one can improve upon z. This means that, for even m, z k =z m+2−k for k = 2 to m/2.
We first consider the case P =1, where there is a single sinusoid present in the observations. For a well chosen h, the optimal z has then just two non-zero complex conjugate weights. The corresponding weighted couple of conjugate complex basis vectors sums into a real cosine vector with initial phase in (0, 2π), positive real weight and frequency on the point of the discretization grid associated with the two vectors. More specifically
and with z k = ρ k exp(iϕ k ), the different estimates arê
The so-obtained frequency estimate being on the discretization grid may not be the best possible. A better choice of h (slightly smaller than the previous one) will yield a optimal z having four non-zero weights, two neighboring couples of complex conjugate weights that will end up with a frequency estimate that does not lie on the discretization grid and may thus well be closer to the true frequency. More precisely, one has to associate a unique sinusoid with the sum of the 4 terms in Az that can already be written as 2 (a k z k + a k+1 z k+1 ). We then propose to first obtain the frequency estimate by linear interpolation as followsf
and to deduce the corresponding unique set of estimateŝ A andφ by solving 2ρ k cos ϕ k + 2ρ k+1 cos ϕ k+1 =Â cosφ 2ρ k sin ϕ k + 2ρ k+1 sin ϕ k+1 =Â sinφ. In case, there are more than 2 contiguous nonzero components in z (which never happens) one similarly estimates first the frequency by linear interpolation and then proceeds in the same way as above.
If there are P >1 sinusoids present in y, one expects the optimal z to have P disjoints sets of the type described above and the same procedure applies to each set. This, of course, corresponds to the situation where the proposed algorithm does a perfect detection job.
Detecting the number of sinusoids
An estimate of P , the number of sinusoids present in y, is given by the number of (significant) clusters of non-zero components in the optimal z. A cluster being typically a set of two neighboring couples of complex conjugate weights. For a given scenario, the detection performance of the proposed approach depends mainly upon the choice of h in (2), see Section 4.1 and relation (4) above. While for easy scenarios this choice is quite robust, this is no longer true for difficult scenarios. Globally if h is fixed to get a probability of false alarms equal to p, the procedure will detect an additional (false) sinusoid in p percent of the realizations. This additional sinusoid will have a small amplitude estimate and may thus appear suspicious. More rigorously, if our estimates are used to initialize a ML algorithm as we suggest below to unbias the estimates, it is sensible to implement an information criterion like Minimum Description Length (MDL) [11] or the Bayesian Information Criterion (BIC) [12] , together with the ML algorithm. This criterion may well discard some of these false additional sinusoids.
The choice of the number m of columns in A and the associated discretization step in frequency δf = 1/m is also important in this context. If m it is too large, it will essentially increase the computation time and lead to a poorly conditioned optimization problem. Remember though that the optimization problem (2) is convex and has generically a unique optimum.
If m is too small, it may happen that the two clusters associated with sinusoids having close frequencies merge which means non-separation of the two sinusoids. This situation is easily avoided by adequately choosing m. Indeed knowing roughly the frequency resolution limit, say ∆f , associated with the data set, we propose to fix m so that ∆f = 10/m. As an example, for n equispaced samples and signal to noise ratios around 0 dB, the resolution limit (Rayleigh limit) is known to be about ∆f = 1/n so that one will typically choose m = 10n. Taking account of the symmetry in the weights in the optimal z, this choice allows for about 2 zero weights between two sinusoids that are close in frequencies but nevertheless potentially separable and thus guarantees that two disjoint clusters will be obtained in case the two sinusoids are detected.
Unbiasing the estimates.
Since even for e = 0, the optimal z will never be such that Az = s, for h > 0, it is obvious that the presence of the term h z 1 in (2) induces a systematic bias into the estimates.
In the simplest case where the optimal z, which is in fact a z(h), happens to have only one couple of conjugate nonzero components say z k = ρ exp(iϕ) and
T can be shown to satisfy [10] z
+ the pseudo-inverse ofĀ. The second term on the right side above represents the bias due to h. To remove it, even in this simple case, is a difficult task since exp(iϕ) = z k /|z k | so that z k appears on both sides of the equation which is thus implicit and admits no explicit form.
A simple way to somehow get rid of this bias, which is most important on the estimates of the amplitudes, and the initial phases is to change only the amplitude estimates. If the current estimates are {ρ k ,f k ,φ k } for k = 1 to P and the current best reconstruction of y thus of the form P 1ρ k c(f k ,φ k ) where c(., .) is as in (1), then one can replace the amplitudes estimates {ρ k } by the components in C + y where C is the (n,P)-matrix with columns vectors the c(., .)'s.
There are other, more sophisticated but quite simple, ways to unbias both the amplitudes and the initial phases, but a systematic and efficient way is to use the current estimates to initialize a maximum likelihood procedure. In the case where the current estimates lie in the domain of attraction of the global optimum, this will yield the ML estimates. Though non linear the optimization problem is then convex and the convergence guaranteed for quite simple optimization schemes. We will generally unbias the estimates in this way below in the simulations.
Summary of the algorithm.
Before presenting some simulation results in the next section, we summarize the algorithm we propose. With the n observed samples we build the column vector y and the A matrix of dimension (n, m) with m equal to 8n or 10n and components a p,q = exp(−2 iπ(p − 1)(q − 1)/m). We then solve
with h as defined in Section 4.1 relation (4), this assumes that one has an approximate value of the additive noise variance σ 2 e , but this is not really an issue. We used the subroutines SeDuMi [13] which is a second order cone programming library to get the optimum. For a quick and transitory test purpose, one can implement the recursion
with |Z| =diag(|z|) and initial condition z o = A + y which has been proved to converge to the optimum [14] . We then deduce the estimates from the optimum z as described in Section 4.2 and unbias them. We comment, below in the simulations, on how to decide upon the number of sinusoids that are present.
SIMULATION RESULTS.
To evaluate the performance of the proposed procedure, we consider mainly the following situation y k = A 1 cos(2πf 1 k + ϕ 1 ) + A 2 cos(2πf 2 k + ϕ 2 ) + e k with k ∈ (1, 2, ...n = 100), e k a sequence of white Gaussian noise with variance σ 2 e = 1 and the signal to noise ratio is defined as
Our purpose is both to detect the number of sinusoids and to identify their characteristics (A k , f k , ϕ k ). For each scenario, we simulate 1000 independent realizations that differ by their noise sequence and indicate the average mean and standard deviation obtained. We also indicate the corresponding Cramer Rao bounds (CRB), we take m = 1000 and fix the value of h at its nominal value defined in Section 4.1 relation (4) unless otherwise stated.
Note that, in case a preliminary analysis allows to ascertain that the sinusoids that are present have their frequencies lying in a subset of the frequency domain, one can restrict to the same subset the columns in the Amatrix and diminish the computation time while keeping essentially the same performances. We did not use this possibility in the simulations below.
Example 1.
The two sinusoids are equipowered with SNR=10dB and the frequency separation is 1/300 i.e. one third of the Rayleigh resolution 1/n. We take m = 1000 and h = 26.28 as given by relation (4). Our procedure always separates the two sinusoids and we present, in Table 1 , the results obtained both after unbiasing the amplitudes of the estimates by the trivial procedure described in Section 4.4 and after applying a ML algorithm applied to the plain estimates we obtained.
In more than 85% of the realizations, there was no false detection, i.e., only two clusters of non-zero components were present in the optimal z, with in general 2 pairs of non-zero components each. In the remaining realizations, Estimates of the previous Table improved upon using a few steps of a ML algorithm.
there was an additional cluster of, in general, one pair of non-zero components and their average amplitude was .2486, about one tenth of the amplitude of the clusters corresponding to each true sinusoid.
Unbiasing the estimates obtained by the proposed procedure by using them as initial condition in a ML algorithm does indeed improve the results as expected, and especially so the amplitude and initial phase estimates.
Example 2.
The two sinusoids are equipowered with SNR=0dB and the frequency separation is 1/200 i.e. one half of the Rayleigh resolution 1/n. We take m = 1000. This is actually a more difficult scenario than in Example 1 (the standard deviation of the CRB on the frequencies is multiplied by 2) and especially so as far as the detection is concerned. To detect systematically the two sinusoids, we had to diminish h from its nominal value, we multiplied it by 3/4. Now this may seem arbitrary but the purpose of fixing h as prescribed in Section 4.1 relation (4) is to limit the number of false alarms, i.e., the number of non-zero components in z not corresponding to existing sinusoids. For smaller h, this number increases, but if the associated amplitude estimate is small enough to be easily declared as false alarms it is not really harmful to take a smaller h. In Table 2 , we present the results, unbiased by a ML algorithm and averaged over 1000 realizations.
With this reduced value of h, the 2 major clusters in z always correspond to the true sinusoids but there are additional clusters in 86 percent of the realizations with however (average) maximal amplitude of these clusters equal to .077. This means that these false alarms can be discarded by applying the information criterion (MDL) or (BIC) after the ML algorithm used to unbias the estimates, see Section 4.3. Estimates of the mean, standard deviation and square root of the mean square error averaged over 1000 independent realizations, unbiased using a ML algorithm.
Example 3.
We now consider the case where the two sinusoids are not equipowered while keeping the same frequency separation at 1/2n = 1/200. One of the sinusoids is at 0dB and the other at 10 dB. We take m = 1000. In this scenario, the strong sinusoid hides the weak one but at the same time it somehow helps the weak one to emerge. The procedure systematically detects the two sinusoids for the nominal h = 26.28, there is an additional detection in 16% of the realizations but the corresponding average amplitude is .0638 which means that it is generally discarded by the MDL-BIC detection test. The results over 1000 independent realizations are presented in Table 3 . Estimates of the mean, standard deviation and square root of the mean square error averaged over 1000 independent realizations, unbiased using a ML algorithm.
Detection of a single sinusoid
The detection of a sinusoid with known frequency in additive white Gaussian noise can be performed by comparing the output of the matched filter to a threshold [15, 16] . This test procedure is moreover optimal (corresponds to the likelihood ratio test) in the sense that it maximizes the detection probability for a given probability of false alarm.
In the case where the frequency of the sinusoid is not known, a suboptimal strategy (generalized likelihood ratio test) is to project the observation on the corresponding manifold and to retain the model leading to the projection with largest modulus. In the present case, this can be achieved by looking at the modulus of the Discrete Fourier Transform and searching for the frequency that leads to the maximum.
To set the threshold, one then has to evaluate the probability density function of these outputs (modulus of the Discrete Fourier Transform) and one fixes the threshold to achieve a given probability of false alarm under H 0 . But this is precisely equivalent to the approach we have taken in Section 4.1 since A H y ∞ represents the modulus of the maximum of the Fourier Transform evaluated at m/2 frequencies. The proposed procedure is thus exactly an implementation of this strategy.
We simulated 1000 independent realizations, of noise only observations y = e and for h = 26.283, the value proposed in Section 4.1, relation (4), the procedure detected a sinusoid (had a optimal z not identically zero) for 134 among the 1000 realizations. In all these case it detected a single sinusoid. We unbiased the estimate using the ML algorithm and applied the MDL-BIC criterion to the output. This last step discarded 39 only out of the 134 false alarms. This means that our approximate evaluation of the statistical properties of the moduli of the outputs of the Fourier Transform under H 0 gives a threshold that is slightly too small since it led to a probability of false alarm of 13% while it was tuned to get 10%.
We also simulated a single sinusoid with A = √ 2, i.e. SNR=0dB. For the same value of h, the procedure detects systematically the sinusoid and sometimes detects a second one sinusoid. This is not a surprise since the value of h has been fixed such the probability of false alarms is 10 % and since the presence of a true sinusoid does not preclude the existence of false alarms. We do not present the results obtained over 1000 independent realizations, the proposed procedure attains the Cramer-Rao bounds. Among the 1000 realizations, a second sinusoid is detected in 127 realizations (about 13 percent of the realizations) and the MDL-BIC criterion rejected it in 41 of these 127 realizations.
CONCLUDING REMARKS
We have presented an algorithm that allows to simultaneously detect the number of sinusoids present in the observations and to identify their characteristics. Its performance are excellent for SNR's around 0dB and a few hundreds of observations and to our knowledge very few methods having similar performances exist. Especially so if one takes into account the fact that the proposed procedure also applies in case of arbitrary sampling schemes, i.e. for non equispaced data samples. We have shown that for the detection of a single sinusoid, it can be seen as achieving a generalized likelihood ratio test. Since, in the present context, the likelihood ratio test corresponds to the matched filter, it is indeed fair to call a procedure that corresponds to the generalized likelihood ratio test, the Global (or Generalized) Matched Filter (GMF), a term that we introduced in [3] for this type of algorithms.
