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Resumen: Se consideran ecuaciones en derivadas parciales del tipo parabólico de la forma  𝑤𝑡−(𝑤𝑥)𝑥 = 𝑟(𝑥, 𝑡) bajo   
las condiciones  𝑤(𝑎1, 𝑡) = 𝑘1(𝑡)  ;  𝑤(𝑏1, 𝑡) = 𝑘2(𝑡)  y 𝑤(𝑥, 𝑎2) = ℎ1(𝑡)  sobre una región  𝐸 = {𝑎1 < 𝑥 < 𝑏1, 𝑡 > 𝑎2}. 
Veremos que se puede encontrar una solución aproximada utilizando las técnicas de problema inverso generalizado de 
momentos y encontrar cotas para el error de la solución estimada. 
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1. INTRODUCCIÓN 
El problema de momentos generalizados [2], [6] consiste en encontrar una función )(xf sobre un dominio Ω ⊂
𝑅𝑑 que satisface la sucesión de ecuaciones 
)1(                                           )()(                                             Nidxxfxgii  

       
donde N es el conjunto de los números naturales,  (𝑔𝑖) es una  sucesión dada de funciones en 𝐿2(Ω) linealmente 
independientes conocidas y la sucesión de números reales {𝜇𝑖}𝑖𝜖𝑁 son datos conocidos. 
El problema de momentos de Hausdorff  [2], [3] es un ejemplo clásico de un problema de momentos, consiste 
en encontrar una función 𝑓(𝑥) en (𝑎, 𝑏) tal que 
                                                                   𝜇𝑖 = ∫ 𝑥𝑖
𝑏
𝑎
𝑓(𝑥)𝑑𝑥         𝑖 𝜖 𝑁. 
En este caso  𝑔𝑖(𝑥) = 𝑥𝑖  con i perteneciente  al conjunto N.  
Si el intervalo de integración es (0, ∞) se tiene el problema de momentos de Stieltjes; si el intervalo de inte-
gración es (−∞, ∞) se tiene el problema de momentos de Hamburger [2], [3].  
El problema de momentos es un problema mal condicionado en el sentido que puede no existir solución y de 
existir no hay dependencia continua sobre los datos dados [2], [6]. Hay varios métodos para construir solucio-
nes regularizadas. Uno de ellos es el método de la expansión truncada [6].  
Dicho método consiste en aproximar (1) con el problema finito de momentos 
                                         𝜇𝑖 = ∫ 𝑔𝑖(𝑥)𝑓(𝑥)𝑑𝑥        𝑖 = 1, 2, … , 𝑛,                                    (2)Ω      
donde se considera como solución aproximada de 𝑓(𝑥) a  𝑝𝑛(𝑥) = ∑ 𝜆𝑖𝑛𝑖=0 𝜑𝑖(𝑥) , y las funciones )(xi
resultan de ortonormalizar 𝑔1, 𝑔2, … , 𝑔𝑛 siendo 𝜆𝑖  los coeficientes en función de los datos 𝜇𝑖. En el subespacio 
generado por 𝑔1, 𝑔2 , … , 𝑔𝑛  la solución es estable. Si n ∈ 𝑁 es elegido en forma apropiada entonces la solución 
de (2) se aproxima a la solución del problema original (1). 
En el caso en que los datos 𝜇1, 𝜇2, … , 𝜇𝑛 sean inexactos se deben aplicar teoremas de convergencia y estima-
ciones del error para la solución regularizada (pág. 19 a 30 de [6]).  
Otro método es el método de Tikhonov (pág. 18 de [6]). En este método se escribe (1) en la forma 𝐴𝑓 = 𝜇 con 
                                             𝐴𝑓 = (∫ 𝑔1𝑓, ∫ 𝑔2𝑓, …   ΩΩ ),        𝜇 = (𝜇1, 𝜇2, … ) 
y se debe encontrar 𝑓 𝜖 𝐿2(Ω) que satisfaga la ecuación variacional 
𝛽(𝑓, 𝑣)𝐿2(Ω) + (𝐴𝑓, 𝐴𝑣)𝑙2 = (𝑓, 𝐴𝑣)𝑙2  ,   ∀𝑣 ∈  𝐿
2(Ω), 
donde (. , . )𝐿2(Ω)  𝑦  (. , . )𝑙2  son los productos internos usuales de 𝐿2(Ω) y 𝑙2 respectivamente y 𝛽 > 0. 
 
2. RESOLUCIÓN DE LA ECUACIÓN EN DERIVADAS PARCIALES PARABÓLICA. 
Se considera la ecuación en derivadas parciales del tipo parabólico de la forma 
                                                              𝑤𝑡−(𝑤𝑥)𝑥 = 𝑟(𝑥, 𝑡)                                                          (3) 
sobre una región 𝐸 = {𝑎1 < 𝑥 < 𝑏1, 𝑡 > 𝑎2}, con 𝑟(𝑥, 𝑡)  conocida,  bajo las condiciones de contorno 
                                                 w(𝑎1, 𝑡) = 𝑘1(𝑡)        𝑤(𝑏1, 𝑡) = 𝑘2(𝑡)        
y 
                                                                       𝑤(𝑥, 𝑎2) = ℎ1(𝑡). 
Consideramos el campo vectorial 𝐹∗ = (𝐹1(𝑤), 𝐹2(𝑤)) = (𝑤𝑥 , −𝑤), y notemos que  𝑑𝑖𝑣(𝐹∗) = 𝑤𝑥𝑥 − 𝑤𝑡 =
−𝑟(𝑥, 𝑡).  
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Tomamos una función auxiliar 𝑢(𝑚, 𝑧, 𝑥, 𝑡) = 𝑒−(𝑚+1)𝑥−(𝑧+1)𝑡. 
 Entonces      
             ∬ 𝑢 𝑑𝑖𝑣(𝐹∗)𝑑𝐴 = ∬ 𝑑𝑖𝑣(𝑢 𝐹∗)𝑑𝐴 − ∬ 𝐹∗. ∇𝑢𝑑𝐴
𝐸𝐸𝐸
                                                                    (4) 




= ∬ ((𝑢𝑤𝑥)𝑥𝐸 − (𝑢 𝑤)𝑡)  𝑑𝐴 = ∬ 𝑢 𝑑𝑖𝑣( 𝐹
∗)𝑑𝐴
𝐸
+ ∬ (𝑢𝑥𝐸 𝑤𝑥 − 𝑢𝑡  𝑤) 𝑑𝐴 .       (5)  
Entonces de (4) y (5) se puede deducir que  
                        ∬ (𝑢𝑥𝐸 𝑤𝑥 − 𝑢𝑡  𝑤) 𝑑𝐴 ∬ 𝐹
∗. ∇𝑢𝑑𝐴
𝐸
 .                                                                                       (6) 
Por otro lado, luego de realizar varios cálculos, (6) se puede escribir como 
























y,  si hacemos 𝑧 = 𝑚,  se llega a  
 





(𝑥, 𝑡))𝑢(𝑚, 𝑚, 𝑥, 𝑡)𝑑𝑡𝑑𝑥 =




+ ∫ (𝑤(𝑏1, 𝑡)𝑢(𝑚, 𝑚, 𝑏1, 𝑡) − 𝑤(𝑎1, 𝑡)𝑢(𝑚, 𝑚, 𝑎1, 𝑡))𝑑𝑡
∞
𝑎2
  .                                                  (7) 
El término de la derecha es una expresión conocida que anotamos 𝜑1(𝑚). 
Ahora tomamos una base {𝜓𝑖(𝑚)}𝑖  de 𝐿2(𝑎2, ∞) y entonces (7) puede ser transformado en un problema de 
momentos generalizado al multiplicar ambos miembros de (7)  por 𝜓𝑖(𝑚) e integrar con respecto a m: 





(𝑥, 𝑡))𝐻𝑖(𝑥, 𝑡)𝑑𝑡𝑑𝑥 = 𝜇𝑖                         𝑖 = 0,1,2, …                                      (8) 
donde  




y los momentos 𝜇𝑖 son  




Aplicamos el método de expansión truncada detallado en [3] y generalizado en [4] y [5] con el fin de  encontrar 
una aproximación 𝑝𝑛(𝑥, 𝑡)  de  𝑓(𝑥, 𝑡) = 𝑤𝑥 − 𝑤𝑡  para el correspondiente problema finito con 𝑖 = 0, 1, … , 𝑛; 
donde n es el número de momentos 𝜇𝑖  que se consideran. Para aplicar el método sea 𝜙𝑖(𝑥, 𝑡)  𝑖 = 0, 1, 2 … la 
base obtenida al ortonormalizar  𝐻𝑖(𝑥, 𝑡)     𝑖 = 0,1,2, … , 𝑛   y adicionando al conjunto resultante las funciones 
necesarias hasta alcanzar una base ortonormal. 
Mediante el método de la expansión truncada aproximamos la función 𝑤𝑥 − 𝑤𝑡  con [4] , [5]: 
                                       , ,....,2 ,1 ,0    
0 0










     
Y C ij son los coeficientes de una matriz   𝐶  que verifican  
                                       
































Y los términos de la diagonal son           . ,...,1 ,0          ),( 1 nitxiCii 

   
 
El siguiente teorema da una cota de la exactitud de la aproximación. 
Teorema   Sea el conjunto de números reales  {𝜇𝑖}𝑖=0𝑛   y  supongamos que 𝑓(𝑥, 𝑡)   en 𝐿2(𝐸)    verifica para 
algún  𝑛, 𝜀 𝑦 𝑀 (dos números positivos): 
                    ∑ |∬ 𝐻𝑖𝐸 (𝑥, 𝑡)𝑓(𝑥, 𝑡)𝑑𝑡 − 𝜇𝑖|
2
≤ 𝜀2                  𝑛𝑖=0 y       ∬ (𝑥𝐸 𝑓𝑥
2 + 𝑡 𝑓
𝑡
2 ) 𝐸𝑥𝑝[𝑥 + 𝑡]𝑑𝑡𝑑𝑥 ≤ 𝑀2       
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Se debe cumplir que 
                                           𝑡𝑖𝑓(𝑥, 𝑡) → 0     si     𝑡 → ∞      para todo    𝑖 ∈ 𝑁 .▪ 
 
Si aplicamos el método de expansión truncada para resolver (8), considerando   𝑖 = 0,1,2, … , 𝑛    obtendríamos 
una aproximación 𝑝𝑛(𝑥, 𝑡)  para 𝑓(𝑥, 𝑡) = 𝑤𝑥 − 𝑤𝑡.  
Se tiene entonces una ecuación en derivadas parciales de primer orden de la forma 
𝑤𝑥 − 𝑤𝑡 = 𝑝𝑛(𝑥, 𝑡). 
Esta ecuación se  resuelve con el método detallado en [1], es decir, se puede probar que resolver esta ecuación 
es equivalente a resolver la ecuación integral 





 𝑤(𝑥, 𝑡)(𝑡 − 𝑥)𝑑𝑡𝑑𝑥 = 𝜑2(𝑚, 𝑧)                              (9) 
donde 
                         𝜑2(𝑚, 𝑧) = ∫ (𝑢(𝑚, 𝑧, 𝑏1
∞
𝑎2
, 𝑡)𝑤(𝑏1, 𝑡) − 𝑢(𝑚, 𝑧, 𝑎1, 𝑡)𝑤(𝑎1, 𝑡))𝑑𝑡 − 
                                            − ∫ 𝑢(𝑚, 𝑧, 𝑥, 𝑎2)𝑤(𝑥, 𝑎2)
𝑏1
𝑎1







y    𝑢(𝑚, 𝑧, 𝑥, 𝑡) = 𝑒−(𝑚+1)(𝑥+1)−(𝑧+1)(𝑡+1).  Se multiplican ambos miembros de (9) por las funciones de una 
base {𝜓𝑖𝑗(𝑚, 𝑧)}𝑖𝑗  de 𝐿
2(𝐸) e integramos con respecto a 𝑚  y  𝑧. Entonces (9) puede ser transformado en un 
problema de momentos generalizado. Considerando el correspondiente problema de momentos finito se aplica 
el método de expansión truncada y encontramos una solución aproximada para 𝑤(𝑥, 𝑡) . 
                                    
3.    EJEMPLO NUMÉRICO 
Se considera la ecuación   
𝑤𝑥𝑥(𝑥, 𝑡) − 𝑤𝑡(𝑥, 𝑡) =
1 + 𝐸𝑥𝑝[−𝑥 − 𝑡](1 + 𝑡2(2 + 𝑥𝐸𝑥𝑝[𝑥])
1 + 𝑡2
 
y condiciones  
                                        𝑤(0, 𝑡) = 𝐸𝑥𝑝[−𝑡]  ;              𝑤(1, 𝑡) = (𝐸𝑥𝑝[−1] + 1)𝐸𝑥𝑝[−𝑡]    
                                                                      𝑤(𝑥, 0) = 𝑥 + 𝐸𝑥𝑝[−𝑥]. 
1º Paso: se aproxima 𝑓(𝑥, 𝑡) = 𝑤𝑥(𝑥, 𝑡) − 𝑤𝑡(𝑥, 𝑡). 
Se toma la base 𝜓𝑖(𝑚) = 𝑚𝑖−1 𝐸𝑥𝑝[−𝑚]        𝑖 = 1, … ,5. 
Teniendo en cuenta el Teorema anterior calculamos la exactitud: 





𝑑𝑡𝑑𝑥 = 0.409962 como una forma de comparar 𝑓(𝑥, 𝑡)  y   𝑝5(𝑥, 𝑡)  [3]. 
Se ilustra en la Figura 1 la solución exacta y la solución aproximada. 
 










                                                                                 Figura 1 
 
2º Paso: se aproxima 𝑤(𝑥, 𝑡). 
Se toma la base 𝜓𝑖𝑗(𝑚, 𝑧) = 𝑚𝑖−1 𝑧𝑗−1𝐸𝑥𝑝[−𝑚 − 𝑧]        𝑖 = 1,2,3    𝑗 = 1,2,3. 
Nuevamente teniendo en cuenta el Teorema anterior calculamos la exactitud: 





𝑑𝑡𝑑𝑥 = 0.131406 como una forma de comparar 𝑤(𝑥, 𝑡)  y   𝑝9(𝑥, 𝑡)  [3]. 
En la Figura 2 se observan la solución exacta y la solución aproximada. 
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                                                                                    Figura 2 
 
4.   CONCLUSIONES 
Una ecuación en derivadas parciales parabólica de la forma   𝑤𝑡−(𝑤𝑥)𝑥 = 𝑟(𝑥, 𝑡)  bajo las condiciones  
                                                  𝑤(𝑎1, 𝑡) = 𝑘1(𝑡)           𝑤(𝑏1, 𝑡) = 𝑘2(𝑡)                
                                                                        𝑤(𝑥, 𝑎2) = ℎ1(𝑡)                
sobre una región 𝐸 = {𝑎1 < 𝑥 < 𝑏1, 𝑡 > 𝑎2},  se puede resolver en forma aproximada en dos pasos: primero se 






 (𝑤𝑥(𝑥, 𝑡) − 𝑤𝑡(𝑥, 𝑡))𝑑𝑡𝑑𝑥 = 𝜑1(𝑚)       𝜑1(𝑚) conocida. 
Se la transforma en un problema de momentos generalizados, y luego mediante el método de la expansión 







 𝑤(𝑥, 𝑡)(𝑡 − 𝑥)𝑑𝑡𝑑𝑥 = 𝜑2(𝑚, 𝑧)           𝜑2(𝑚, 𝑧)   conocida. 
Se la transforma en un problema de momentos generalizados, y nuevamente aplicamos el método de la expan-
sión truncada para obtener una solución aproximada para 𝑤(𝑥, 𝑡). Se observa que no se utiliza en los cálculos 
a la función 𝑟(𝑥, 𝑡), pero está implícitamente considerada en las condiciones de contorno. De esta forma sería 
posible resolver, por ejemplo, el problema de hallar 𝑤(𝑥, 𝑡) tal que satisfaga la ecuación  
                                                       𝑤𝑡−(𝑤𝑥)𝑥 = 𝑝(𝑡)𝑤(𝑥, 𝑡) + Φ(𝑥, 𝑡)       
bajo las condiciones   
                                                    𝑤(0, 𝑡) = 𝑘1(𝑡)            𝑤(1, 𝑡) = 𝑘2(𝑡)                
                                                       
                                                                       𝑤(𝑥, 0) = ℎ1(𝑡)                
 
sobre una región  𝐸 = {0 < 𝑥 < 1, 𝑡 > 0},  con  𝑝(𝑡)  desconocida y Φ(𝑥, 𝑡) conocida. 
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