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Sum mary
A collimator is a very important part of a gamma camera. There are many types 
of collimator, but the most common collimator used for general type of imaging is a 
multihole collimator. Despite its good resolution, the multihole collimator is heavy and 
bulky, therefore it is difficult to handle. In order to tackle this problem, this thesis 
introduces a practical model of a lighter wire-mesh collimator and finds the optimal 
configuration for it.
The gamma camera and the collimator are simulated using the MCNPX code. First, 
we simulate the multihole collimator gamma camera and use the results from these 
experiments as the standard images to be compared with those produced with the 
wire-mesh collimator. The sources that we used are a point source, a planar square 
source and two point sources, and for all the cases, photons at 140keV are simulated.
We show that the proposed hardware design in conjunction with image processing can 
produce images of comparable quality with those of the full collimator with only 39.5% 
of its weight. The image processing method we use is based on Wiener filtering. Wiener 
filtering relies on the estimation of the power spectra of the noise and the ideal image. 
The analysis on the estimation of power spectra is also included in this thesis, and we 
showed that the combination of the Goodman and Belsher technique with a constant, 
is the optimum method to be used with the Wiener filtering technique.
K ey  w ords; Wire-mesh Collimator, Multihole Collimator, Camma Camera, Wiener 
Filter.
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Chapter 1
Introduction
Medical imaging is used for visualizing the internal organs of a patient, often for the pur­
pose of diagnosis. There are many alternative methods of medical imaging, for instance, 
nuclear imaging. X-ray imaging, magnetic resonance imaging (MRI) and ultrasound. 
Each technique has its own advantages and disadvantages, and is used for different 
purposes. Figure 1.1 shows some example images produced by these techniques.
In this thesis, we concentrate on nuclear medicine imaging. Primarily, nuclear imag­
ing has been developed to show the physiological function of an organ and the body 
system using tracers. These substances are injected to the patient, and based on the 
photons that are emitted from the patient, a hot spot^ can be determined^. One of the 
applications of nuclear imaging is in tumour or cancer diagnostic.
The photons emitted from the patient’s body are detected by an apparatus called 
gamma camera. It is undeniable that gamma cameras have evolved rapidly since the 
first gamma camera was developed by Anger [6]. Much work has been done to improve 
the efficiency of the gamma camera. In fact, this whole research project hopes to add 
to this knowledge by focussing on one crucial part of the gamma camera known as the 
collimator. The collimator plays the role of the lens in a conventional camera.
 ^Cells or organs that have a high growth rate receive more blood and as the nuclear tracer is in the
blood, they emit more photons.
^This is known as an in vivo procedure.
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a) Nuclear medicine scan of
a brain [109]
(c) MKl scan oi a head [107]
X-rays scan of a hand [108]
(d) Ultrasound scan of pregnancy 
[106]
Figure 1.1: Examples of scanned images produced by (a) nuclear imaging, (b) X-rays imaging,
(c) MRI scan and (d) ultrasound.
1.1 M otivation  and aim
There are many types of collimator, but for a more universal use, the multihole collima­
tor is the most common type. However, the problem with this collimator is its weight. 
The multihole collimator is too heavy and bulky, and therefore, it is very difficult to 
handle. For example, the collimator of a Toshiba GCA-7100A gamma camera at the 
Royal Surrey County Hospital, Guildford weighs up to 115kg. Hence, the aim of this 
thesis is to solve this problem. We intend to introduce a light collimator, with similar 
or better performance as that of the multihole collimator.
The analysis of the nuclear medicine images can be done either in 2D or in 3D. In 
this thesis, we limit ourselves to two dimensional planar imaging only. We choose this 
type of imaging because our project is developed at a basic collimator production level. 
Therefore, we need our technique to work at the lowest level first before expanding it
1.2. Thesis outline
to the ease of a three dimensional imaging, known as single photon emission computed 
tomography (SPECT).
The basis of this thesis is a wire-mesh collimator, that was introduced recently by 
Chamberlain [34] and Ogawa and Kato [112,113]. This collimator is made from a series 
of wire grids to reduce the collimator’s weight. However, the performance of the wire- 
mesh collimator reported in the literature is still inadequate to match the performance 
of the multihole collimator. Even Chamberlain [34] described that the work on the wire- 
mesh collimator as a replacement for the multihole collimator is a “dead end route” . 
On the contrary, based on the work reported in [112,113] we think that the wire-mesh 
collimator has a possibility to replace the multihole collimator, and this whole thesis is 
written to demonstrate this potential.
Two steps are taken in this thesis: the first step is finding the optimal configuration of 
the wire-mesh collimator, and the second step is finding the best method to improve the 
captured images. Finally, we investigate whether we are able to replace the multihole 
collimator with the combination of the best configuration of the wire-mesh collimator 
and the best method of image improvement.
1.2 T hesis ou tline
Apart from this chapter, there are eight more chapters. Chapter 2 provides the back­
ground information and literature review. In this chapter, we introduce a gamma 
camera and the main subject of this thesis, i.e. the collimator. We also discuss the 
wire-mesh collimator, and include review of previous work on this subject. Further, we 
review the image restoration methods and discuss the possibility of using the Wiener 
filtering technique to improve the images captured by a gamma camera.
Next, in chapter 3, we present a brief introduction to radiation physics. Then, in 
chapter 4, we present our simulated realistic gamma camera. The simulated realistic 
gamma camera in this thesis is modelled and validated against a Toshiba GCA-7100A 
gamma camera at the Royal Surrey County Hospital, Guildford (see figure 1.2).
In chapter 5, we locate a low energy high resolution (LEHR) multihole collimator on
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top of the realistic model of the gamma camera and simulate a number of sources. 
This chapter provides the benchmark images that we used to assess the performance of 
the wire-mesh collimator. In this chapter, we also investigate image restoration using 
various techniques, and provide a comparative study for them.
Figure 1.2: The single head Toshiba GCA-7100A gamma camera at the Royal Surrey County 
Hospital. The picture shows the scanning procedure.
We investigate the possibility of producing an optimal configuration of a wire-mesh 
collimator in chapters 6 and 7. The “optimal” configuration is defined as the lightest 
configuration of the wire-mesh collimator that we may be able to come up with, without 
compromising its performance in comparison with the multihole collimator. In chapter 
6, we present our algorithm based on dividing the thickness of the septa equally to thin 
septa (masks) and inter-mesh space. The raw and restored images are compared with 
the multihole collimator and the decision on the optimal wire-mesh collimator is taken 
based on that comparison.
Next in chapter 7, we improve upon this design by examining other factors that could 
influence the performance of the wire-mesh collimator, such as the use of entrance and 
exit walls, the radius of the wire used and the size of the holes.
In addition to the cases of ideal sources, in chapter 8, we test the wire-mesh configura­
tions that we obtain in chapters 6 and 7 with a realistic phantom of a tumour.
Finally, in chapter 9, we discuss and conclude the findings of all the chapters, and
1.3. Achievements
present some plans of expanding our research in the future.
1.3 A ch ievem ents
There are a few achievements tha t have been produced from with this work:
• In chapter 4, we managed to produce a realistic platform for a gamma camera. 
This platform can be used with any type of collimator or coded aperture. In 
chapter 5, we used this model together with a LEHR multihole collimator, and 
we validated the results by comparing them with real experimental gamma camera 
images from the Royal Surrey County Hospital, Guildford. The validation step 
is very important for this study due to the use of the Monte Carlo simulation 
paclcage.
• A comparative study of various methods of image restoration is given in chapter 5. 
Based on this study, we found that the original Wiener filter supercedes all other 
presented techniques used for nuclear image restoration. Also, in this chapter, 
we investigate the use of various techniques to estimate the power spectra of 
the images from the gamma camera. Our results showed that the Goodman 
and Belsher method [57] is the best method to estimate the power spectrum of 
the gamma camera images. We also managed to show that by combining the 
Goodman and Belsher method with the method that assumes the ratio of the 
spectrum of the noise to the spectrum of the perfect image to be constant, we 
could obtain better images than the ones shown in [73].
• We propose a collimator design which has only the 51.2% the weight of the full 
multihole collimator and produces unprocessed images of comparable quality with 
those produced by the full collimator. Using Wiener filtering post processing 
improves the quality of the produces images further. A wire-mesh collimator, with 
only 39.5% the weight of the full collimator, in conjunction with Wiener filtering, 
produces images of comparable quality with the unfiltered images produced by 
the full collimator. Thus, we show that careful hardware design with proper 
image processing may allow one to replace the 115kg collimator with a 45kg one.
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The list of publications that came from this research can be found in the last page of 
this thesis.
Chapter 2
Background Inform ation and 
Literature R eview
This chapter provides the background information for this thesis. This can be divided 
into two parts; information concerning the hardware part and information concerning 
the software part. The hardware part consists of the description of a gamma camera 
and an introduction to the vital part of such a camera, namely the collimator. We also 
discuss the coded aperture technique, as an alternative approach to using a collimator. 
Finally, in the hardware section, we introduce the wire-mesh collimator and discuss 
previous work in this particular area.
For the software part, we start by giving a brief introduction to the software tool 
that we shall use to model the gamma camera, i.e. the Monte Carlo N-Particles Code 
(MCNP). The version tha t we use in this thesis is MCNPX. Then, we continue this 
chapter with the image restoration section and present some methods of image restora­
tion that have been previously developed. These methods can be categorised based on 
the image formation functions that they use, either treating the problem as a coded 
aperture problem, in which case the use of correlation is appropriate, or treating the 
problem as an imaging problem with a shift invariant point spread function and using 
deconvolution to improve the image. For the latter case, we review some techniques, for 
instance, inverse filtering, Wiener filtering, Metz filtering and power spectrum equal­
ization filtering.
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2.1 A  gam m a cam era
A gamma camera is an instrument for nuclear imaging using gamma rays. It was first 
discovered and assembled by Anger [6] in 1956 at the University of California. This was 
to be a major discovery in nuclear imaging. Anger’s camera consisted of one single­
crystal scintillation camera compared with the multi-crystal scintillation camera that 
we have now. This 10cm crystal camera allowed the simultaneous collection of gamma 
rays from all regions of a small organ. This is the reason why sometimes a scintillation 
camera is also referred to as a gamma camera or an Anger camera [6,7,70].
It was then, realizing the great potential of gamma cameras, that the Nuclear-Chicago 
Incorporation [64] began their research to develop a better gamma camera for com­
mercial use. The first commercial scintillation camera was installed at Ohio State 
University in 1962. Prom there onwards, more complex gamma cameras were built 
until the situation today, when three dimensional images captured by single photon 
emission computed tomography (SPECT) are widely used.
Imaging with a gamma camera is possible because of the presence of radionuclides and 
the interaction of photons with matter. These subjects are covered in the next chapter. 
The function of a gamma camera is to take an image of the radiation distribution from 
a radioactive source, i.e. a radio-labelled pharmaceutical injected into the patient. 
If Technetium-99m (Tc-99m) is used, then the energy of the emitted gamma rays is 
140 keV. The gamma camera is used to determine the distribution of the radionuclide 
within the patient, and from this, infer the distribution of the radiopharmaceutical. If 
quantitative information is required (rather than a raw image interpreted by a clinician), 
then various corrections are applied to account for attenuation scatter, etc.
2.1 .1  C om p on en ts
This section presents the structure of a gamma camera and discusses all its components. 
The structure of a gamma camera can best be described schematically by figure 2.1. The 
gamma camera may be divided into four major sections: the collimator, the scintillator 
or detector, the photomultiplier tubes array and the Anger logic used for position
2.1. A  gamma camera
decoding (it comprises the pulse arithmetic and the pulse height analyzer). This thesis 
focusses on the collimator section, and the discussion on it is presented explicitly in 
section 2.2.
Collimator Photomiitiplier tube array
Incident 
photon from 
the source
Scintillator PulseArithmetic PulseHeight
Analyser
Workstation
F ig u re  2.1: The basic structure of a gamma camera. The incident photon travels from 
the patient through the collimator and is absorbed in the crystal. Source: Farr and Allisy-
Roberts [48].
i) D e tec to r
The detector is located directly behind the collimator. There are many types of de­
tector, but the discussion in this report concentrates on Sodium Iodide (Nal) doped 
with Thallium [7,103,115,140,142,144,150]. This detector is an inorganic scintillation 
type of detector. The bonding of Sodium atom and Iodine atom in the detector is in 
a three dimensional lattice relationship, known as a crystal [134]. Therefore, some­
times the detector is also referred to as the crystal. The interaction of photons with 
the detector produces light pulses (light photons) [99,100]. Referring to figure 2.1, an 
incident photon is stopped in the detector and produces light photons (indicated by 
the dotted lines). The number of optical photons produced is generally proportional 
to the energy deposited. In Nal(Tl), approximately 1000 optical photons are produced 
per 100 keV of absorbed energy. Then, these optical photons are detected by an array 
of photomultiplier tubes.
Impurities known as the activators ai'e sometimes added to the detector. The activator 
used by Sodium Iodide is Thallium, The function of the activator is to improve the 
scintillation processes by providing extra energy states within the energy gap in Sodium
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Iodide. Referring to figure 2.2, without Thallium, the energy gap is bigger, i.e. no 
activator states.
Conduction band
Activator excited states
Energy gap
Activator ground states
Valence band
F ig u re  2.2: The energy gap between the conduction band and the valence band. The activator
narrows the energy gap.
ii) P h oto m u ltip lier
The photomultiplier tubes array (PMT) is located behind the detector (see figure 2.1). 
Each PMT consists of a photo-cathode. The photo-cathode converts light photons to 
electrons. Between the PMT and the detector lies a light guide, made from glass. The 
light guide is used to protect the detector because the detector is very fragile and also 
to guide light photons to the PMT. Referring to figure 2.1, due to the interaction of 
photons in the detector, there are impulses created in PMT 2, PMT 3 and PMT 4. 
However, since the interaction occurred nearer to PMT 3 compared to PMT 2 and 
PMT 4, PMT 3 would record the highest amplitude in its pulse because it received the 
most light photons produced by the interaction.
iii) P u lse  A rith m etic
As PMT converts the light photons into electrical signals, pulse arithmetic or Anger 
logic is used to decode the X  and Y  coordinates of the interaction. Basically, this part 
consists of a microprocessor chip. The outputs from this section are: X , Y  and Z, 
X  and Y  are the coordinates of the exact location of the interaction while Z  has the 
energy of the incident photon. The energy information is proportional to the summed 
electrical pulse heights in the PMT.
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iv ) P u lse  H eigh t A n alyzer
The values of X  and Y  are transferred directly to the workstation. However, Z  has to be 
processed by the pulse height analyzer or PEA  which may be located inside the camera, 
or in modern systems, in an associated workstation in order to be user configurable. 
Figure 2.3 shows a typical energy spectrum generated in the detector [48,150]. Referring 
to this figure, part A  occurs due to Compton scattering, peak B  is due to backscattering 
in the crystal, part C due to multiple Compton scattering, often due to scattering in the 
object being imaged, and pealc D  is the photopeak. However, there are other dominant 
pealcs such as the Iodine escape peak. These matters are explained in the next chapter. 
The Gaussian tail on the left and right of the photopealc is due to the statistical 
fluctuations principally due to the number of electrons produced in PMT for each 
gamma ray detected. The function of the PEA is to provide an energy threshold and 
reject the low energy scattered particles. The common method to determine the energy 
window is by taking a 20% range of the photopeak [40,48]. For information, there are 
also some other window sampling tediniques, as those used in [29,35,78, 111, 114,141].
Number of particles
1 2 6  1 4 0  1 5 4
Energy deposited (keV)
F ig u re  2.3: The energy deposited at the detector. A 20% window from 126 keV to 154 keV
is used in this figure.
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2 .1 .2  R eso lu tio n
One important characteristic of a gamma camera is its resolution: energy resolution 
and spatial resolution [48,70,76].
2.1.2.1 Energy resolution
Farr and Allisy-Roberts [48] suggested that energy resolution is the ability of the gamma 
camera to distinguish between two gamma rays that deposited two different energies. 
An ideal detector produces a delta pulse for each incident photon. However, due to 
the statistical variations in the PMT, the deposited energies are spread. This spread of 
energies makes real detectors to produce a Gaussian pulse instead of a delta one [76]. 
Figure 2.4 shows two example situations. The spread of energies in each case that 
caused the Gaussian-like spread to occur is due the statistical fluctuations mainly in 
the number of electrons in the photomultiplier tube array by each interaction in the 
crystal.
N um ber of particles
Energy deposited (keV)
F ig u re  2.4; Peak A is the pseudo ideal detector response wherein the response tends towards 
a delta-hke shape. Peak B schematically represents a more realistic detector response, where 
the statistical variation in photoelectron production broadens the energy response. Note that 
the width of this response is the energy deposited at the detector.
The width of this response may be described in several ways. However, conventionally, 
the simplest measure is the full-width-half-maximum (FWHM) value of the pulse at
2.1. A  gamma camera 13
the photopeak. The full-width-half-maximum value for a Gaussian^ response is simply 
the width of the energy deposited taken at half the peak value of the pulse^. In order 
to measure the FWHM, a Gaussian function is fitted to the data. Figure 2,5 illustrates 
the definition of the full-width-half-maximum. The energy resolution of the gamma 
camera can be calculated as [76]:
Resolution(%), R =  x 100 (2 .1)
where Eg is the energy at the Gaussian pealc. The acceptable range of values of energy 
resolution for a Nal(Tl) detector is between 10% to 20% [76,123,129].
Number of particles
Maximum
Haif maximum0 .5 y
Energy deposited
F ig u re  2.5: Measuring the full-width-half-maximum (FWHM). The FWHM in this case is
x2  — æ l.
2.1.2.2 Spatial resolution
Another important aspect in the gamma camera is its spatial resolution. Spatial resolu­
tion is the ability of the gamma camera to distinguish between two point sources in the 
resulting image [48,70]. Again, this is often modelled as a Gaussian-like response, with
^Note, that for a Gaussian-like pulse, FWHM 2.35 x a, where <r is the standard deviation.
^We approximate the detector response to be Gaussian-like, although strictly speaking we are ob­
serving a discrete Poisson process.
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a characteristic FWHM. The spatial resolution represents the limit at which two point 
sources can be distinguished. Note, however, that in a collimated imaging system, the 
spatial resolution depends geometrically on the distance from the source.
There are a number of factors that affect spatial resolution, which can be categorised 
into two sets: intrinsic and system. The intrinsic factors happen due to the behaviour of 
the photons when they interact inside the detector, and the multiplication of electrons 
in the photomultiplier tubes array.
The system factors are due to the overall effect of the presence of the collimator and 
the patient. The collimator affects the spatial resolution because it rejects wide angle 
photons, but at the same time it contributes to the background energy due to scattering 
inside it. On the other hand, the presence of the patient creates scattering inside their 
body. This produces a loss of contrast, because of the varying scatter background, 
upon which the true unscattered distribution is superimposed. The net effect is loss of 
resolution.
2.2 C ollim ators
A collimator is a section of a gamma camera that selects the direction of gamma rays 
[6,90,94,102]. The distribution of radiation in a person’s body must be related directly 
to the true origin of gamma rays and this is the responsibility of the collimator (see 
figure 2.1). The collimator is located between the detector and the patient. There are 
four types of basic collimator: the parallel multihole collimator, the pinhole collimator, 
the converging collimator and the diverging collimator. Among materials that have 
been used as a collimator are: lead, tungsten, tantalum, gold and uranium [52]. Figure
2.6 shows the basic types of collimator.
The parallel multihole collimator has many cylinders and each cyhnder is separated 
by a septal. A gamma ray emitted from the patient’s body propagates towards the 
detector through one of the holes. Figure 2.6(a) shows the structure of the parallel 
multihole collimator. This is the universal type of collimator used in a planar gamma 
camera and SPECT. This type of colHmator is the focus of this thesis.
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F ig u re  2.6: Four basic types of collimator: (a)the parallel multihole collimator, (b)the pinhole 
collimator, (c)the converging collimator and (d)the diverging collimator.
The second type of the basic collimator is the pinhole collimator. This type of collimator 
has only a pinhole type of aperture. Basically, this type of collimator is designed to 
obtain a high-resolution image from a small object. However, the pinhole collimator has 
a limited field of view because once the source is out of a certain angle, all gamma rays 
will be deterred by the collimator. As shown in figure 2.6(b), the pinhole collimator acts 
exactly as the pinhole camera, where the image is formed reversed and the magnifying 
factor can be determined by the distance of the hole from the detector and the distance 
of the source from the hole.
The converging collimator is designed to improve the resolution for organs smaller than 
the size of the crystal. The septa are designed to form an inwards pattern towards the 
source, and thus, more holes are available as possible paths for the gamma rays to reach
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the detector. Figure 2.6(c) shows the structure of the converging collimator.
The last type of the basic collimator is the diverging collimator. This type of collimator 
allows the camera to form an image region larger than the size of the crystal. The septa 
are designed in an outward pattern as shown in figure 2.6(d) to allow gamma rays that 
propagate from wide angles to reach the detector.
2.3 C oded apertures
The first coded aperture was actually introduced to produce an image of faint stars 
in astronomy. This was done by Mertz and Young [93]. They used a method called 
Fresnel zone coded for their purposes, which is shown in figure 2.7(a). The first effort to 
bring this application into nuclear medicine imaging was done by Barrett and Horrigon 
[12]. Barrett and Horrigon [12] and Barrett [11] tried to adapt the use of the Fresnel 
zone coded aperture method to remove reliance on a pinhole collimator. The idea 
was subsequently developed for other types of higher performance coded aperture. 
Among other types of coded aperture are: uniformly redundant arrays (URA) [49,50], 
hexagonal URA (HURA) [51] and modified URA (MURA) [58].
(a) Fresnel zone [11,12,92,93] (b) MURA [58
Figure 2.7: Examples of the coded apertures.
The basic principle of the coded aperture technique is the use of an open coded aperture 
instead of collimators, located between the patient and the camera. Each point of the 
radioactive source casts a unique shadow from the aperture onto the detector. Different
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shadows are formed due to differences of depth, and vertical and horizontal positions. 
In order to locate the original sizes and positions, the image has to be decoded.
Using the coded aperture to replace the conventional collimator has solved the weight 
problem of the gamma camera. Unfortunately, this method is not reliable enough 
to be used yet, because the corresponding images are still largely affected by false 
artifacts [1, 2,145]. Also, the output images are lacking quality, in comparison with 
those produced by the multihole collimator.
2.4 T he w ire-m esh collim ator
The wire-mesh collimator is a new concept of semi-collimator and semi-coded aperture. 
It was introduced recently, in two separate works of Chamberlain [34] and Ogawa and 
Kato [112,113]. There are two ways in which the wire-mesh collimator may be treated. 
First, it may be considered as a coded-aperture, and second, it may also be considered 
as a collimator. Either way, the purpose of introducing the wire-mesh collimator is the 
same, that is to reduce the weight of the multihole collimator. Both of these studies were 
performed in conjunction with the LEHR multihole collimator with Tc-99m sources of 
140 keV photons.
The wire-mesh collimator proposed by Chamberlain [34] is an arrangement of three 
grids or masks. Figure 2.8 shows the structure of a mesh collimator proposed by 
Chamberlain. From this figure, we can see that there are three grids which act as 
collimators for the camera. However, since Chamberlain only used three masks, not all 
wide angle photons were stopped. The unstoppable photons created side-lobe pealcs, 
and it needs image processing to decode the image.
In order to find the optimal configuration, Chamberlain [34] analysed the modulation 
transfer function. According to him, the optimal configuration of the wire-mesh colli­
mator is indicated by the smoothest response of the corresponding modulation transfer 
function. Afterwards, the output image is restored. Although the proposed structure 
reduced by 97.1% the weight of the multihole collimator, the output images were far 
worse than those produced by the multihole collimator. Hence, Chamberlain concluded
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that the wire-mesh collimator was not capable of replacing the multihole collimator [34]. 
However, from our perspective, this technique was not able to match the performance 
of the multihole collimator because Chamberlain restricted his structure to only three 
grids. Therefore, in this thesis, we impose no limitations on the number of grids, as 
long as the wire-mesh collimator is able to compete with the multihole collimator.
S ource
G am m a ray s  have to  find th ree  
aligned ho les in th e  m a sk s  before 
reaching  th e  d e tec to r
M ask 1
M ask 3
D etecto r
F ig u re  2.8: Three masks of the wire-mesh collimator as proposed by Chamberlain [34].
Another method developed within this field was proposed by Ogawa and Kato [112,113]. 
However, instead of tungsten wires, they built their collimator using tungsten rods. But, 
since the cross section of the rods used by them was similar to the cross section of the 
wire, i.e. round, and it also was layered, we categorised this structure as a wire-mesh 
collimator too.
Whilst the wire-mesh collimator proposed by Chamberlain is strictly developed using 
three grids of wires, Ogawa and Kato [112,113] suggested otherwise. In fact, they used 
a different approach than Chamberlain, where they intended the wire-mesh collimator 
to operate as a collimator, without having to use image post-processing. There are 
three structures proposed by them, with weight reduction of 58.3%, 79.0% and 57.7%,
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respectively. The dimensions of these configurations are described explicitly in chapter 
6 . They suggested that their point spread functions are very similar with those of 
the multihole collimator. However, their study was performed using a small detector, 
i.e. 11x11 pixels^ with dimension 2.53x2.53 cm^. For this reason, we performed 
a preliminary experiment using our 128x128 pixels^ detector with dimension 40x40 
cm^. Fi'om this experiment, we found that there are side-lobe pealcs that cannot be 
detected in [112,113]. In summary, the configurations reported in [112,113] are not 
yet able to replace the multihole collimator, but we think that this slightly imperfect 
result reported in [112,113] indicates tha t the wire-mesh collimator has a potential to 
be explored.
2.5 M onte Carlo N -P artic le  (M C N P ) code
The Monte Carlo technique is a numerical method for obtaining an estimate of the 
solution of a problem which depends on a random process, such as the distribution of 
photons emitted by a radioactive material and recorded by a gamma camera. Nowa­
days, there is a wide range of applications utilising the Monte Carlo technique in many 
areas, in particular in those that involve modelling stochastic processes in statistical, 
physical and biological sciences. This method was developed by von Neumann, Ulam 
and Fermi in the secret M anhanttan Project at Los Alamos during World War II [80]. It 
was named from the fame of the casino at Monte Carlo which involved a lot of random 
activities in its operation [85].
In the same sense, the term “Monte Carlo simulation" means any simulation which 
utilizes random numbers in the algorithms. The Monte Carlo model is relevant to the 
simulation of gamma camera imaging systems because the gamma ray imaging involves 
the random behaviour associated with radioactive decay and quantifies parameters that 
are difficult or impossible to calculate by experimental physical measurements [5,30, 
83,124,160]. There are many types of the Monte Carlo simulation code available such 
as MCNP [27,34,84,148], EGS4 [21,84], GATE [9], SIMSET [84], GEANT [4,20,33], 
SIMIND [42] and PETSIM [84]. In this research, we simulate the gamma camera by 
using the MCNP Code version MCNPX. The MCNP code was released by the Los
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Alamos National Laboratory. In this reseai’ch, we do not analyse the Monte Carlo 
numerical methods in detail, but we only use the code to model and simulate the 
gamma camera.
Monte Carlo physics simulation packages attempt to provide essentially a “physics- 
library” of possible interactions. The user is required to specify the geometry of the 
system to be modelled, the source(s) to be used and the manner in which the resulting 
data are to be recorded. In the case of the MCNP code, we can define various geometric 
primitives, set up our source as a 140 keV gamma source and use one of the many 
tallies (see table 2 .1 ) to record the resulting data. We may specify the total number of 
events for the simulation to take place. During execution, the MCNP code generates 
individual photons and tracks them through the user-defined geometry recording the 
various interactions occurring. Many such “photon histories” are then simulated in 
order to build up a statistically valid result, which may be in the form of an image 
or a deposited energy spectrum. In the experiments presented in this thesis, we were 
using tally F 8  in order to get the number of pulses recorded by the detector. In order 
to determine the exact location of the photon in the detector, we use another useful 
feature of the MCNP code: Particle Track Output Card (PTRAC). The PTRAC gives 
the location of every interaction which occurs in the detector and the energy deposited 
at that particular position. The PTRAC file is linked with tally F 8  to produce a short 
version of the output file and to save time.
T able 2.1: Summary of the tallies in the MCNP code [27]
Tally Mnemonic Description
FI Surface current
F2 Surface flux
F4 Track length estimate of cell flux
F5 Flux at a point
F 6 Track length estimate of energy deposition
F7 Track length estimate of fission energy deposition
F 8 Energy deposition of pulses created in the detector
2.6. Image restoration 21
For a Monte Carlo simulation like this, we have two types of termination order that 
can be used. The order is either a fixed number of photons captured by the detector, 
or a fixed number of photons emitted from the source. In this work, we chose the 
latter option because of two reasons: first, by doing this, we are able to do a direct 
comparison of the various configurations in terms of the sensitivity of the camera, and 
second, we may investigate the effect of Poisson noise on the output images.
The reliability of the Monte Carlo simulation is low. Therefore, it is always “dangerous” 
to use the package without any validating experiments. Thus, in chapter 5, we shall 
compare our results using also real data.
2.6 Im age restoration
Image restoration is the process by which we improve the visual qualities of an image, 
using known attributes of the image degradation process [14]. There are many reasons 
for which one may obtain a degraded image, such as an imperfect camera, motion of 
the objects and imaging system limitations. By using the appropriate digital image 
processing, the damage in the image may be reversed.
Although the standard image used by clinicians is often just the raw image, many 
attempts have been reported to improve the quality of the images captured by gamma 
cameras [22, 41, 65, 6 6 , 73, 75, 97]. In this thesis, we investigate and compare these 
methods of improving the captured image. The best method will also be used for the 
images captured with the wire-mesh collimator.
For the coded aperture, two major techniques to decode the images have been reported 
in the literature. First, by correlating the output image with the pattern of the mask [1 , 
2,49,50,69,131,145], and second by using a deconvolution function [121,155], including 
Wiener filtering.
2.6 .1  Im age form ation  m od ellin g  for cod ed  ap ertu res
Correlating the output image with the effective mask pattern was suggested by Fen- 
imore [49], and Fenimore and Cannon [50]. They applied this technique for their
22 Chapter 2. Background Information and Literature Review
uniformly redundant array. According to them, the recorded picture at the detector 
can be represented by:
y )  =  f i x ,  y )  • y) +  n{x, y) (2 .2 )
where g{x,y)  is the recorded image, f {x , y )  is the original source image, a{x,y)  is the 
pattern of the mask with values zero at the opaque pixels and ones at the hole pixels, 
n{x, y) is the noise field and finally • denotes the correlation function.
With this method, the estimated original image, /(æ, y) can be restored as follows:
f i x ,  y) = gix, y) • p(z, y) (2.3)
where p{x, y) is a postprocessing function. Substituting equation (2.2) in the above 
equation leads to:
f i x ,  y) = R { f i x ,  y)} • {a{x, y) • p{x, y)) +  n{x, y) # p{x, y) (2,4)
where R  is introduced as a reflective operator, defined as i î{ /(+ æ ,-f?/)} =  f i ~ x ,  —y). 
The reflective operator is needed because an output image is correlated to an object in 
a reflective way on an aperture, as in the pinhole collimator (see figure 2 .6 (b)).
The coded aperture is constructed so that we can find a{x, y) •pix,  y) as an approxima­
tion of a delta function. A common technique to choose p{x, y) is the so called balance 
correlation method, given in [50], where we take value 1 where a{x,y) is opaque and — 1 
where a{x, y) has a hole. Based on this information, the above equation can actually 
be written as:
f {x , y)  = R{ f { x , y ) }  + nix ,y)mp{x,y)  (2.5)
Hence the original source image is restored apart from the presence of noise.
This method is used widely for the coded aperture, especially for the uniformly redun­
dant array’s type of coded aperture, because it capables to decode the cyclic images 
at the detector. However, one disadvantage of this method is the creation of arti­
facts [50,145]. This problem has also been demonstrated for the case of the wire-mesh 
collimator in Chamberlain’s work [34]. Therefore, in this thesis, we apply another image 
formation model, namely the one based on the use of the concept of the shift invariant 
point spread function.
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2 .6 .2  Im age form ation  m od ellin g  u sin g  sh ift invariant p o in t spread  
fu n ction
If a linear model is adopted with a shift invariant point spread function, the degraded 
image, g{x,y)  can be expressed as the result of the convolution of the desired image, 
f{x' ,  y') and the point spread function (PSF), h{x—x', y~y ' )  of the degradation process 
contaminated by additive noise, n{x,y)  from various sources:
g{x, y) =  h{x - x ' , y -  y') 0  f{x' ,  y') +  n(æ, y) (2 .6 )
which leads to:
G(^, u) = H{p,  v>)F{p, v) -f N{g., v) (2.7)
where G{pL,y), F{fj,,y) and N{fi ,y)  are the Fourier transforms of g(x,y),
f ( x , y )  and n{x,y),  respectively.
This model is used in many studies such as [23,24,26,36,41,47,65,66,73-75,87,97,98, 
105,125,126,151]. For this linear case, the damage and restoration process is shown in 
figure (2.9).
For an ideal case without the noise field, we may consider as the Fourier transform
of the filter, with which we must multiply the Fourier transform of the degraded image 
in order to restore it. This technique is known as inverse filtering [121]. However, for 
the frequencies for which H{jj.,y) takes values near zero, G{jj,, y) will not be zero due 
to the presence of even very low levels of noise y). Then, the ratio instead
of being ^ i.e. indeterminate, which would indicate that in the restored image only 
these particular frequencies would have been missing, it will be a very large number, 
which indicates that in the restored image these particular frequencies will dominate, 
with amplitudes which have nothing to do with the real image. That is why this 
method is considered one of the worst for linear image restoration, as concluded by 
Chamberlain [34].
A popular method used to avoid the above problem is by using Wiener filtering, which 
was introduced by Norbert Wiener in 1949 [154]. The introduction of Wiener filtering 
to the area of nuclear medicine dates back to 1983 by King et al. [73]. The Wiener filter
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h (x -x ',y -y ') Restoring and filtering process
n(x.y)
F ig u re  2.9; The block diagram of projection of an original image f {x ' ,y ' )  which is convolved 
with the point spread function h{x — x ' , y —y‘), and then contaminated by additive noise n(æ, y). 
Next, the image a t the detector g{x^ y) is restored before the output image is taken f {x,  y) as
an estimate of the original image.
was developed so that it minimizes the error of the restored image, =  E{[f{x,y)  — 
f{x,y)]^}.  A step by step derivation of this filter can be found in [121]. The Fourier 
transform of the Wiener filter is given by:
(2.8)
where * denotes complex conjugate and ^  is the ratio of the power spectrum of the 
noise field over the power spectrum of the original image. Basically, the power spectrum 
can be calculated by modulus square of the Fourier transforms function. It is also a 
Fourier transform of autocorrelation function.
Multiplying the numerator and denominator of the above equation by iï(/z, z/), we 
obtain [1 2 1 ]:
Ww.ener(p, •') = (2-9)
Actually, for the case of a perfect imaging system without noise (i.e. when Sw  =  0), 
the above equation is reduced to be. inverse filtering.
In the above equation, the two unknown functions are the power spectrum of the noise 
field and the power spectrum of the object. There are several ways of estimating the 
power spectra. The most common and easiest way is to use a constant to replace the 
ratio. This is the method used in [26,121,137]. Other methods have been proposed 
by Press et al. [1 2 2 ] and Goodman and Belsher [57]. The analysis and a comparative 
study of these methods are presented in chapter 5. The Wiener filter is not only used
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for a planar gamma camera image, but also for a SPECT image, and it can be used 
either before or after the three dimensional reconstruction [23].
Some other filtering methods have also been developed based on Wiener filtering. 
Among them are the modified Wiener filter by Demers and Stein [41] and by Miller 
and Rollins [97], and the combination of the Wiener filter with the low-pass filter by 
Honda et al. [6 6 ]. In chapter 5, these methods are used to restore the images of the 
multihole collimator, and the best method among all is determined.
Among other filtering techniques that could be used to improve the nuclear medicine 
images is the one based on the Metz filter [74,75,95]. The Metz filter is defined as:
(2 .10)
where X  is the factor that controls how different this filter is from the inverse filter. 
X  is not necessarily an integer. King et al. [74] proposed that X  should depend 
on the total count of the photons that form the image, in the following way: X  = 
1.081 In (count) — 8.899.
However, Penney et al. [120], King et al. [75] and Eng and Stein [47] showed tha t the 
Wiener filter performs better than the Metz filter. This is because, the Wiener filter 
depends on both the object and the noise power spectrum, whereby the Metz filter 
depends on to the noise power spectrum via X  whidi is related only to the power 
spectrum of the noise [75].
The Wiener filtering approach has also been compared with power spectrum equaliza­
tion (PSE) filtering in several references such as [26,31,65]. The PSE filter is defined
W^p s e ( m > — (2.11)
However, in all the above papers, it is shown that the Wiener filter yields better restored 
images than PSE.
Other than that, we may also find a comparison between the Wiener filter and the 
homomorphic filter in [151] and between low-pass filtering and band-pass filtering in 
[98]. In both works, again Wiener filtering is shown to be the better method.
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2.7 C onclusions
There are two main conclusions that may be drawn from this chapter. First, by review­
ing the hardware of the gamma camera, we realised that the collimator is an important 
part of the gamma camera, and that is the reason that so much research has been con­
ducted to improve this part. Although this project concentrates on a two-dimensional 
planar gamma camera, the outcome of this thesis, i.e. the design of a wire-mesh colli­
mator, may also be extended and used for three-dimensional SPECT imaging.
Second, although the wire-mesh collimator may be considered as a semi-coded aperture 
mask, we have seen that the image correlation technique is not suitable for its decoding, 
because it creates artifacts in the reconstructed images. So, the degradation of the 
created image has to be treated as due to a shift invariant point spread function. After 
looking at several options of filtering, we concluded that the Wiener filter has the best 
potential to improve the captured images compared with the Metz filter, the power 
spectrum equalization filter, the homomorphic filter and the low pass and band pass 
filters. Indeed, with careful modelhng of the power spectra of the output images, we 
may be able to produce better results than those reported in the literature. This aspect 
of the work is covered in chapter 5.
Chapter 3
A B rief Introduction to  
R adiation Physics
3.1 In troduction
The objective of this chapter is to provide basic information on the radiation physics 
that is essential in order to understand the gamma camera. We start this chapter with 
an introduction of a simple atomic model, followed by an interaction of photons with 
matter and finally a discussion on attenuation. These factors are important because 
they describe the behaviour of photons and electrons in an atom which make imaging 
with a gamma camera possible. This section is also needed in order to  understand the 
results of the simulations that are obtained from the MCNP code.
3.2 A  sim ple atom ic m odel
This description largely follows the simple Bohr model of the atom [28], wherein an 
atom consists of a nucleus surrounded by shells or orbits, in which electrons are orbiting 
about it. The mass of the atom which is represented by A, concentrates on the nucleus. 
The nucleus comprises neutrons and protons. The atomic number (Z),  represents the 
number of protons. The number of neutrons can be calculated as (A — Z).  Z  also
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represents the number of electrons, because in an atom, the total charge is neutral, 
thus the negative charge has to be equal to the positive charge. The maximum number 
of electrons in shell n can be calculated as 2n^. However, the maximum number of 
electrons that the outermost shell of an atom (also known as the valence shell) can 
accommodate is eight. For instance, the configuration of electrons in a Radon atom 
(Z  =  8 6 ) is 2 , 8 , 18, 32, 18 and 8 . Table 3.1 shows some information on the fundamental 
atomic particles.
T able 3.1; Properties of the fundamental particles [13]
Particle Relative Charge Mass (x 10 kg)
Electron (e) - 1 0.0009109
Proton(p) + 1 1.6726231
Neutron (n) 0 1.6749286
A representation symbol of atom X  is Prom this symbol, one can extract the 
information of the number of neutrons, protons and electrons of the atom. For example, 
the number of neutrons for Sodium (23X 0 ) is 12 while the number of protons and 
electrons is 11. Therefore, in Sodium, three shells are needed to accomodate these 
electrons: the first shell (K shell ) consists of two electrons, the second shell (L shell) 
consists of eight electrons and the outermost shell (M shell) consists of one electron [91]. 
Figure 3.1 shows the atom model for Sodium. In order to achieve stability, an isolated 
atom needs to either have zero or eight electrons in the valence shell i.e. the outermost 
shell needs to be either completely full or completely empty. Since the current number 
of electrons that lies in the valence shell is one and this number is nearer to zero than 
eight, then, Sodium prefers to release an electron in order to achieve stability. This 
process is called atomic ionization and the Sodium atom is this way ionized to a Sodium 
ion with a positive charge The charge of the ion is positive because the number
of protons is now higher than the number of electrons. In some cases where the number 
of electrons in the valence shell is nearer to eight than zero, the atom prefers to accept 
unbound electrons and produce an ion negatively charged. This is the case of an Iodine 
atom wherein the valence shell in the atom contains seven electrons. In this condition.
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the atom prefers to accept an unbound electron to complete its shell. Thus, in the case 
of Sodium Iodide (Nal), the Sodium atom donates an electron that is to be accepted 
by the Iodine atom. Sodium Iodide is the most commonly used detector compound in 
a gamma camera.
Nucleus
'h=3 'n=2 n=l
Eiecnon
F ig u re  3.1; The model of a Sodium atom. The nucleus is in the middle of the structure and 
there are three shells in which electrons are orbiting the nucleus. The first shell consists of only 
two electrons, followed by eight in the second shell and only one in the last shell. These shells 
are named K, L and M. These labels may be continued as N, O, P and Q for the case of more
than three shells.
The nucleus of an atom contains neutrons and protons. In some atoms, the nucleus 
contains more neutrons than protons. For instance, Uranium has 146 neutrons and 
92 protons. This composition makes the atom unstable. Such atoms are known as 
radioactive nuclei [48]. In order to achieve stability, the atom needs to give off particles 
or packets of energy such as gamma rays (7 ), and these materials are called radioactive 
or metastable [71]. An example is Technetium- 9 9  [8 ], which is the main radioisotope 
used in nuclear medical imaging.
3.3 B ind ing energies
A fundamental knowledge on the binding energies [48] is necessary to understand the 
emission of X-rays [32] due to the interaction of photons with electrons in an atom’s
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shells. By definition, the binding energy of an electron is the energy required to allow 
an electron to be freed and move away from the nucleus. Each electron at each shell has 
its own binding energy [15]. The level of the binding energy depends on the distance 
of the electron from the nucleus and it is different from one atom to the next. The 
binding energy in the K shell is greater than the binding energy in the L shell and so 
on (Ek  > E l > E m  > ‘ For example, the binding energies for tungsten {Z = 74) 
are: E k  ~  70 keV, E l ^ 1 1  keV and E m  ^  2 keV [48] [15].
In order to have some effect on a bound electron, an incident photon interacting with 
the electron must have a higher energy than the binding energy of the electron. If it 
does, then the electron will be released from the orbit (see figure 3.2) and it will be 
ejected from the valence band to the conduction band (see figure 3.3). Since there 
is a vacancy in the particular shell, an electron from the outer shell will fill the hole. 
This process happens due to the difference of energy, and tha t difference will then be 
converted to characteristic X-rays known as Ka  (from L shell to K shell), (from M 
shell to L shell), (from N shell to M shell) etc. (see figure 3.2).
M
Photoelectron
Nucleus
Incident photon
X-raysHole
F ig u re  3.2: The binding energies in an atom that has three shells. The incident photon needs 
to have higher energy than the binding energy of an electron in the K shell for the latter to be 
released and leave a hole behind. The hole in the K shell then will be occupied by an electron 
from the L shell and the hole in the L shell will be occupied by an electron from the M shell. 
This creates a hole in the M shell. This hole will then be occupied by another unbound electron 
from outside the atom, for example, donated by the lattice.
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F ig u re  3.3: As the incident photon interacts with an electron, the electron gains energy to 
move from the valence band to the conduction band and creates a hole. That hole is filled with
an electron from the outer shell.
3.4 Interaction  o f photons w ith  m atter
Gamma rays and X-rays are parts of the electromagnetic spectrum. They have very 
high frequencies (5 x 10® —120 x 10® THz), very short wavelengths (60—2.5 pm) and very 
high energies (20 — 500 keV) [48]. These unique characteristics make gamma rays very 
useful in medical applications. Gamma rays are quite similar to X-rays, the obvious 
difference being only in terms of their production and range of energies. In a medical 
imaging context, gamma rays are most often found emitted from radioactive nuclei such 
as Technetium-99m or Iodine-131 [3] (also known as radionuclides [48]) while X-rays 
are emitted by the deceleration of electrons in X-ray tubes [46] although radioactive 
sources emitting characteristic X-rays may also be found. The emission of gamma rays 
from the decaying process of Technetium-99m can be shown as: ®®"^ Tc — Tc  -}- 7 .
This radionuclide is the most common radioisotope used in medical imaging. The 
reasons behind the selection of Technetium-99m are its property to release photons with 
energy 140 keV and its short half life ( 6  hours). Gamma imaging involves gamma rays 
emitted from inside the subject after administration of a radioactive compound, like 
Technetium-99m. It is possible because at 100 — 200 keV the photons have high enough 
energy to exit the patient and they can also easily be collimated and subsequently 
detected by absorption in a high density crystal inside the gamma camera [48]. Other 
radionuclides that may also be used in medical nuclear imaging are shown in table 3.2.
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The behaviour of photons (gamma rays and X-rays) may be discussed in terms of their 
interaction mechanisms with matter and in terms of attenuation.
T able 3.2; Common clinical nuclides [44] use in nuclear medicine.
Nuclide Gamma energy (keV) Half life
Chromium 320 27.7 days
simKrypton 159 13.0 seconds
^®Molybdenum 740 6 6 .0  hours
9®"^Technetium 140 6 ,0  hours
^^®Iodine 159 13.2 hours
^®^Iodine 364 8 . 0  days
^®®Xenon 81 5.2 days
3.4 .1  In tera ctio n  m echanism s
The interaction of photons with matter applies to gamma rays and X-rays. There are 
three main possible behaviours of any given photon [3,7,40,44,48,71,76] in the energy 
range 100-200 keV :
•  The photon is transmitted through the material without interaction, i.e. without 
losing energy and with no change in direction. This is also known as direct 
radiation (see figure 3.4).
• The photon is absorbed totally by the material. It transfers all its energy to the 
absorber. This type of interaction is known as photoelectric absorption (see figure
3.4).
• The photon is scattered to a new direction. It loses some of its energy due to 
scattering. This type of interaction is known as Compton scattering (see figure
3.4).
Apart of these interactions, there are also several other interactions such as pair- 
production and Rayleigh effect. However, pair-production only occurs at energies higher
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than 1 .2  MeV. On the other hand, Rayleigh scattering is not considered here, as it only 
involves the changes of photon direction and not the energy. The probability of the 
particles interactions is based on the cross section tables of the material. Appendix B 
shows the cross section plots of Sodium Iodide, Pyrex and Tungsten use in this thesis 
to model the gamma camera. These are given by the MCNPX code.
Transmitted through 
material
AbsorbedIncident
photons
ScatteredBackscattered
Absorber
F ig u re  3.4: The figure shows the interaction of photons with an absorber, 
a) Photoelectric Absorption
In photoelectric absorption, the energy that is carried by an incident photon is com­
pletely transferred to the absorber and it disappears. A small portion of the energy is 
used to overcome the binding energy of the electron. Then, the rest of the energy is 
transformed to kinetic energy of the released electron (known as a photoelectron). The 
mathematical equation for this process is [76]:
(3.1)
where Eg- is the kinetic energy that is carried by the photoelectron, hu is the energy 
carried by the incident photon and E^ is the binding energy of the electron, h is 
a Planck’s constant with value 6.626 x Js or 4.135 x 10“ ^^  eVs and u is the
radiation frequency [15,48,76]. If Technetium-99m is used as the source, then hu = 140 
keV. Figure 3.5 shows the release of an electron from the K shell by the photoelectric 
absorption process. Photoelectric absorption may also happen to the L shell [44].
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Photoelectron Nucleus
Electron from 
L shellIncident photon
Hole
F ig u re  3.5: The interaction mechanism of photoelectric absorption. The hole created in the 
outermost shell will be occupied by an unbound electron from outside.
Prom equation (3.1), if photons of 140 keV are used, initially the scintillator^ will 
only capture electrons with kinetic energy (140 — Ef,) keV, that is less than 140 keV. 
However, as discussed in page 30, the lost electron from a given shell will be replaced 
by an electron from a subsequent outer shell and an X-ray photon will be emitted 
in the process. The energy carried by the photon produced is equal to the energy 
difference between the two shells. Since the energies carried by such X-rays are relatively 
low, these photons often are subsequently stopped in another photoelectric absorption 
nearby but involving a less-bounded electron. This interaction occurs at almost the 
same location as the original photoelectric absorption because of the low energy carried 
by the X-rays, Since this processes occurs in a very localised position, and over a 
very short timescale (of the order of nano seconds), then only a single optical pulse is 
produced in the scintillator. For example, the binding energies for Iodine are: E k  ^  33 
keV, E l ^  b keV, E m  ^  0.9 keV, E k  «  0.1 keV and E q 0.003 keV. Then, a 
particular cascade of events could be: first, an incident photon hits an electron in the 
K shell and deposits energy 140 — 33 =  107 keV in the detector. Then, an X-ray of 
33 — 5 =  28 keV is produced due to the emission process of an electron from the L shell 
to the K shell. Some of these X-rays are stopped in another photoelectric absorption 
processes. Instantly, other X-rays are produced due to the ejection of electrons from
type of detector that produces visible or ultraviolet light due to the interactions of photons with 
matter. Sodium Iodide is a type of scintillator.
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the M shell to the L shell, from the N shell to the M shell and from the O shell to 
the N shell, at 5 — 0.9 =  4.1 keV, 0.9 — 0.1 =  0.8 keV, 0.1 — 0.003 =  0.097 keV and 
0.003 — 0 =  0.003 keV. The last photon was reduced by 0 keV because we assumed 
that the electron that filled the hole in the O shell was an unbound electron. The total 
deposited energy is 107 +  28 +  4.1 +  0.8 +  0.097 +  0.003 =  140 keV.
Sometimes, this interaction can also produce an “Auger electron” [76]. The Auger 
electron is produced if the X-ray photon collides with a bound electron in the same 
atom. The collision releases the bound electron and that electron is known as the Auger 
electron. This process is possible whereby the energy carried by the X-ray photon is 
enough to overcome the binding energy of the bound electron (see figure 3.6). Using 
equation (3.1) where the energy of the incident photon is — Ef,Li we may compute 
the energy carried by the Auger electron as:
E a  =  E f ) K  —  E } ) L  —  = >  E a  =  -  2 E b L (3.2)
where E a  is the energy of the Auger electron, EbK is the binding energy of the K shell 
and EbL is the binding energy of the L shell.
Auger electron
K  shell
F ig u re  3.6: The production of the Auger electron due to photoelectric absorption [44].
b) Com pton Scattering
Figure 3.4 shows the possibility the incident photon to be diverted and having a new 
direction. This type of interaction is known as Compton scattering. The Compton 
scattering only occurs with unbound or loosely-bound electrons in the outer shell. The
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binding energies of these electrons are very small compared with the energies of the 
incident photons. The diverted electron is known as a recoil electron. The diverted 
photon looses some of its energy that is transferred to the recoil electron. The new 
energy of the photon can be calculated as [76]:
where hi/' is the new energy, hi/ is the initial energy that the incident photon had, moc^ 
is the rest mass energy of the electron (511 keV) and 6 is the angle of diversion of the 
photon from its original direction.
There are a few special cases that can be derived from this equation. If there is no 
change in direction {Ô = 0°), according to equation (3.3), hi/' =  hv. Thus, there 
is no change in the photon energy (direct radiation). Next, for the case B is 90°, 
hz/' =  y ttSet- III this case, the photon of Technetium-99m which has hz/ =  140 keV, 
retains 110 keV. At B equal 180°, photons will completely turn around towards their 
initial trajectory with energy hi/' = ' . For this case, the energy of Technetium-mQC^99m is 90 keV, having deposited in the material energy 50 keV. This case is known as 
the backscatter point of the photon [37]. Figure 3.7 shows the interaction of photons 
and electrons by Compton scattering and figure 3.8 shows the energy deposited in the 
detector due to this interaction.
There are cases when the incident photon faces more than one Compton scattering 
(see figure 3.9) before it is absorbed by the detector. This interaction is referred to as 
multiple Compton scattering. Multiple Compton scattering may also contribute X-rays 
between the backscattering peak (for the case of 180° interaction) and the photopeak.
3.4 .2  A tten u a tio n
Attenuation refers to the number of photons that have been lost due to travelling 
through a material [8 6 ]. This is frequently modelled as a parallel beam geometry i.e. all 
rays are assumed parallel to one another. The coefficient that relates the initial incident 
number of photons and the number successfully transmitted through the material can
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Incident photon Direct radiation
•  ) ,—
0 = 0°
(a) Compton scattering at 0 =  0° (direct radiation)
Incident photon 
------
Recoil electron
8=90
Scattered photon
(b) Compton scattering at 0 =  90°
Incident photon Recoü electron  ► ——
Scattered photon 8 =180°
(c) Compton scattering at  ^— 180°
Figure 3.7; Three different cases of Compton scattering that are shown here.
Num ber of photons
5 0 140
Energy deposited (keV)
Figure 3.8: Energy deposited in the detector. The component lying below 50 keV arises 
due to Compton scattering. The counts stop at 50 keV corresponding to the 180° backscatter 
case. The peak at 140 keV occurs because of photoelectric absorption as discussed earlier. In 
practice, energy deposition spectra are normally blurred due to Poisson noise associated with
the detector physics.
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F ig u re  3.9: Multiple Compton scattering. In this example, there were two Compton scatter­
ings before the photon was absorbed by the detector.
easily be determined for simple parallel beam configurations. There are two types of 
attenuation coefficients: linear attenuation coefficient and mass attenuation coefficient.
a) Linear A ttenuation Coefficient
The linear attenuation coefficient (/i) measures the attenuation due to 1 unit thickness 
of material. The common thickness unit used is cm [44,71]. The reduction in the 
number of photons occurs either due to photopeak absorption or Compton scattering. 
Therefore, one can write the linear attenuation coefficient as [76]:
(3.4)
where pT is the total linear attenuation coefficient, ppE is the linear attenuation coef­
ficient due to photoelectric absorption and p c s  is the linear attenuation coefficient due 
to Compton scattering, px  makes no assumption about the mechanics of photon loss, 
it merely reflects the removal of photons from a parallel beam.
The relationship between the initial number of photons and the number of transmitted 
photons may be written as [44]:
—  =lo (3.5)
where It  is the number of transmitted photons, Iq is the number of initial photons, 
Pt  is the total linear attenuation coefficient and t is the thickness of the material. 
Therefore, if the initial number of photons and the number of photons transmitted
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through the absorber are known, pp  may be determined. The value of the attenuation 
coefficient for photons ranging from 10 keV to 100 MeV may be found in [59].
b) M ass A ttenuation Coefficient
Even though the material of the absorber is identical, the linear attenuation coefficient 
does not consider the density of the material. Thus, the mass attenuation coefficient 
deals with this problem by taking the density of the absorber into consideration. The 
mass attenuation coefficient may be determined as [76];
Mass attenuation coefficient — —  (3.6)
where pp  is the linear attenuation coefficient and p is the density of the absorber. For 
a compound or mixture. Knoll [76] suggested that the mass attenuation coefficient is:
where Wi is the weight fraction of the i component.
3.5 C onclusions
In this chapter, we provide the basic introduction to the radiation physics. The discus­
sion is started with the basic atomic model. The understanding of the atomic model 
makes the discussion on the photons behaviour easier. We also discussed two main 
elements that makes imaging with gamma camera is possible: the photoelectric ab- 
sorbtion and the Compton scattering. Finally, this chapter also discusses about the 
attenuation, and two types of attenuation coefficient: the linear attenuation coefficient 
and the mass coefficient. In the next chapter, we will use this aspect of knowledge build 
a realistic model of the gamma camera using the MCNPX code.
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Chapter 4
M odelling o f a R ealistic Gam m a  
Camera
4.1 Background
The objective of the work presented in this report is to simulate a realistic gamma 
camera with a Sodium Iodide crystal and describe the associated physical model un­
derlying the simulation process. The tools that were used are the Monte Carlo N- 
Particles (MCNP) code version MCNPX and Matlab 6.1. Following the work by Vries 
et al. [40], all the main parts of the gamma camera are simulated and all probable 
events of photons and electrons are taken into consideration. The purpose of building 
a realistic gamma camera is to provide a platform for the next level of this research i.e. 
the development of a wire-mesh collimator.
This chapter starts with an introduction a gamma camera and explanations of each 
part of the camera. This section also discusses the energy resolution and the spatial 
resolution of the gamma camera. In section 4.3, the MCNP code used to simulate such 
a camera is presented. Finally, the simulation experiments are presented in section 4.4. 
Four such experiments were conducted:
•  Experiment 1: This experiment simulated an isotropic point source of 140 keV 
presented to an infinitely thin detector plane. The purpose of this experiment
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was to investigate the most idealised conditions under which the detector may 
operate without any scattering or attenuation process.
• Experiment 2: This experiment simulated an isotropic point source of 140 keV 
presented to a detector comprising a planar Sodium Iodide slab, which is the 
most common detector material used. The purpose of this experiment was to 
investigate the scattering and attenuation processes that occur due to realistic 
matter inside the detector. The results obtained by this experiment should be 
compared with those of experiment 1 for understanding the effects of the scatter­
ing processes in the detector.
• Experiment 3: This experiment is similar to experiment 2 but with an effec­
tive backscatter compartment simulating backscattering from the photomultiplier 
tubes array located behind the Sodium Iodide slab. The purpose of this experi­
ment is to investigate the effect of backscatter on the energy spectrum obtained 
by the detector.
• Experiment 4: The blurring model of energy spectrum in experiment 3 is demon­
strated in this experiment. Also, the energy resolution for the spectrum is deter­
mined and the final realistic output image is generated.
4.2 A  realistic m odel o f  a gam m a cam era
The structure of a simulated gamma camera needs to be built as realistic as necessary 
to produce similar performance with that of a real gamma camera. In order to achieve 
that, we are using a combination of MCNPX code and Matlab. The simulated gamma 
camera is shown in figure 4.1. As shown in the figure, the gamma camera is bounded 
by a box boundary used to define the limits of the simulated environment and this is 
referred to as the MCNPX calculation boundary. This boundary makes MCNPX run 
faster because the software does not need to measure any photon tha t escapes from 
this boundary.
The first part of the gamma camera is the collimator which can be geometrically mod­
elled by the MCNP code. However, in this experiment, no collimator is used because
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calculation
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DetectorEfifective
Backscattering
Element
M ono energetic 
isotropic 
point source
F ig u re  4.1: The gamma camera simulated by the MCNP code. The box outside the detector 
and the effective backscattering compartment is the MCNP calculation boundary. It has no 
material and does not offer any interaction with photons.
this experiment is mainly concerned with the interaction of photons in the detector.
The second structure of gamma camera is the detector. The detector block that is used 
in this experiment is filled with Sodium Iodide with density 3.67 g/cm^ (except for 
experiment 1 where no material is added into the detector). The size of the detector is 
400 X  400 mm and its thickness^ is 0.9525 cm.
In this thesis, the whole PMT is not explicitly modelled. However, a block of Pyrex is 
located directly behind the detector to provide the approximate medium for photons 
to hit the PMT and return to the detector. This block is modelled by the MCNP code.
Next, the Anger logic section is simulated by using Matlab. The MCNP code is used to 
provide the information of the position of interaction and the particle weight to Matlab. 
Other than that, we use the Matlab Gaussian random number generator to create 
photons with energy distributed according to a Gaussian probability density function 
with chosen parameters. Moreover, the code also provides the energy threshold, and 
only the photons that lie within the windowing threshold are accepted.
A realistic relationship between the energy deposited in the detector and the FWHM 
of the response is needed in order to determine the realistic blurring function. In the 
literature, there are three functions that relate the full-width-half-maximum with the
^These are the specifications of the Toshiba GCA-7100A camera at the Royal Surrey County Hos­
pital, Guildford, Surrey.
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energy. Beattie [16] suggested that:
FWHM =  fci X (4,1)
where E  is the energy deposited in the detector, fci =  2.02 and k2 — 0.43. However, 
Westmore [152] suggested two different combinations: ki — 0.29, k2 = 0.23 and k\ = 
0.50, k2 — 0.33.
A preliminary experiment was conducted at the Royal Surrey County Hospital to de­
termine these values and based on that results, we chose k\ = 0.35 and k2 = 0.23. 
The graph in figure 4.2 shows the various relationship of the full-width-half-maximum 
versus the energy deposited in the detector.
1
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Beattie and Byrne
Westmore 2
,110
Westmore 1
1 0 .3.2 1 0 '1 0 '
Energy (keV)
F ig u re  4.2: Various relationships between the fuU-width-half-maximum and the energy.
A realistic gamma camera suffers from spatial distortion of the generated image [44]. 
This problem is due to an incorrect image registration by the PMT, so the true position 
is distorted. In this work, we model this phenomenon by spreading the true locations 
into a Gaussian distribution. The standard deviation, a used by this function is based
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on the intrinsic resolution^ of the gamma camera at the Royal Surrey County Hospital
that is 0.1574 { F W H M  2.35(7 a FWHM2.35  - 7-  (7 ~  2.35
the positions of the windowed photons are determined and arranged into a form of 
matrix. To display it as an image, we normalised it from 0 to 255 (8 bit greyscale 
image). The summary of the tools used to simulate the various sections of the gamma 
camera is shown in table 4.1. A flow chart of the Matlab programme that is used in 
this experiment is shown in figure 4.3.
0.37 _=  0.1574). Finally,
T able 4.1: Summary of the simulated gamma camera
Component Tool used
Collimator MCNP code
Detector MCNP code
PMT MCNP code
Pulse arithmetic MCNP code and Matlab
PEA MCNP code and Matlab
Energy blurring Matlab
Spatial distortion Matlab
Image builder Matlab
^Intrinsic resolution is 0.37 (provided by the manufacturer)
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PTRAC file 
generated by 
MCNP Code
Bypass file headers
Read a photon 
history
Type of 
interaction AbsorbScatter
Inside
the
detector
Inside
the
detector
Terminate
Yes Yes
Calculate the total 
energy deposited Record the energy deposited
Record the energy 
deposited
Record the interaction 
position
Calculate the actual 
interaction position
Record the interaction 
position
Final photoiK  No 
history /
Yes
F ig u re  4.3; A flow chart of the Matlab program.
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Bins the energies
Create random numbers from normal 
distribution for every bins (energy blurring)
Throw a random number,
/1 26 < 154^
(Energy window)
Yes
Create random numbers 
from normal distribution 
for position blurring
Throw a random number
Decide a new blurred position
Final photon 
history y
Yes
Convert into a matrix form
Convert into an image
Display and save the image
F ig u re  4.3; The Matlab program (continued).
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4.3 E xperim ents and results
There are four experiments that are presented in this chapter. These experiments were 
undertaken using the MCNP code [27,60,67,84,148]. All experiments used the same 
initial photon projection but with different specifications for the detector.
The number of initial photon histories used in these experiments is 1 milhon events. 
The incident photon travels through vacuum (we ignore interactions in air as they 
are negligible) and then interacts with the detector. The source of the photons is an 
isotropic point source emitter.
The first experiment is an experiment with an ideaHsed detector represented by an 
infinitely thin plane. Thus, we merely record the incident flux distribution. Then, a 
Sodium Iodide block is used as a physical detector for the second experiment. In the 
third experiment, an effective backscatter compartment is added behind the detector 
in order to simulate the effect of the glass material in the PMT. Finally, in experiment 
4, we broadened the energy in experiment 3, determined the energy resolution, blurred 
the position and generated an output image.
4 .3 .1  D e tec to r  w ith  no  m ateria l
In this experiment, the detector that was used had not been filled with any material. 
The aim of this experiment is to investigate a perfect energy distribution collected by 
the detector without the effects of scattering.
Figure 4.4 shows the energy deposited in the detector in this experiment. The result 
shows that there was only one energy level deposited in the detector that is at 140 
keV (peak A). The reason is because the detector was not filled by anything, and so 
there was no interaction inside the detector and there was no attenuation or scattering 
modelled.
4 .3 .2  S od iu m  Iod id e  d etec to r
The aim of this experiment is to investigate the energy deposited in the detector due 
to the scatterings that occur inside it. Thus a detector of dimensions 400 x 400 filled
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F ig u re  4.4; Recorded incident energy flux passing through an infinitely thin detector plane. 
Energy deposited to the detector without any material. This is the set up used by Chamberlain
[34]
with Nal (density =  3.76 g/cm^) was used to investigate detector scatter.
The result is shown in figure 4.5. As expected, the energy deposited in the detector is 
no longer monoenergetic as in experiment 1. The graph shows various features in the 
deposited energy which have been labelled from A to J  to make the explanation easier. 
Section A  extends from 0 to 50 keV where Compton scattering takes place. Then, peak 
B  at 50 keV shows the edge of Compton scattering where this is the point of photons 
having 180° angle of scattering, known as backscattering. As explained in page 35, for 
the case of ^ =  180°, the photons retain 90 keV and deposit 50 keV in the crystal, 
hence this is the value of peak B.  Next, C  and G are due to the effect of multiple 
Compton scattering [76].
The observed peaks D, E  and F  are attributed to X-rays that escape the crystal, known
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F ig u re  4.5: Energy deposited when the Sodium Iodide detector is used.
as the Iodine escape peaks [64,71]. It is easier to explain F  first, followed by E  and 
D. The binding energy of Iodine for the K shell is E ^  % 33 keV, the L shell is Ef, % 5 
keV, the M shell is E m % 0.9 keV, the N shell is En  ~  0.1 keV and the O shell is 
Eo  % 0.003 keV. Thus, when a photon with 140 keV hits an electron in the K shell, the 
kinetic energy in the released photoelectron is 140 — 33 =  107 keV. The difference (33 
keV) should be deposited by the transmission of X-rays due to the ejection of electrons 
from the O shell to the N shell, the N shell to the M shell, the M shell to the L shell 
and the L shell to the K shell. On the contrary, sometimes X-rays from the L shell to 
the K shell may escape, hence in this interaction, 33 — 5 =  28 keV of energy is lost in 
the form of X-rays. Therefore, only an electron of kinetic energy 140 — 28 =  112 keV 
is deposited in the detector and this is shown as peak F  in the graph.
Next, for the case of interaction nearer the surface of the detector compared with the 
interaction shown by peak F , X-rays transmitted due to the ejection of electrons from
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the M to L shells and from the L to K shells escape. In this case, 33 — 5 =  28 kev 
and 5 — 0.9 =  4.1 keV are lost. Therefore, the energy deposited in the crystal is 
140 — 32.1 =  107.9 keV and this is peak E.
On the surface of the detector, X-rays originating from electron transitions between the 
N shell to the M shell, the M to L shells and the L to K shells might escape. Thus, the 
total escaped energy is 33 — 5 =  28 keV plus 5 — 0.9 =  4.1 keV plus 0.9 — 0.1 =  0.8 keV 
and equals to 32.9 keV. Therefore, the detector only detects 140 — 32.9 =  107.1 keV 
shown as peak D  in the graph. The schematic explanation of these effects is shown in 
figure 4.6.
As mentioned in the photoelectric absorption section, the absorption may have occurred 
either in the K shell or the L shell. In the case of a photon interacting with an electron 
in the L shell, and X-rays due to the ejection of electron from the M shell to the L shell 
escape, the energy deposited in the crystal is 140 — 5 =  135 keV and this is shown as 
peak H.
O
Photoelectron ^
Incident photon
X-ray 1 
X-ray 2 
X-ray 3 
X-ray 4
F ig u re  4.6: The movement of electrons from one shell to another shell in an Iodine atom. The 
emitted X-rays may escape and create the Iodine escape peak.
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4 .3 .3  Sod iu m  Iod id e d e tec to r  w ith  an effective  b ack scatter  com p art­
m ent
The third experiment concerns the backscattering effect due to the photomultiplier tube 
array. In experiments 1 and 2, some photons were transmitted through the material 
without interaction (direct radiation) or were lost after an initial scatter inside the 
detector. This simple approach neglected the effects of backscatter from the glass 
envelopes of the individual PMTs. In a real gamma camera, the PMT lies behind the 
detector (see figure 2.1). The aim of this experiment is to investigate the effects of this 
phenomenon.
In this work, we used a method introduced by Vries et al. [40] for modelling an effective 
backscatter compartment. The compartment used a density of 6 6 % of the Pyrex® or 
1.4718 g/cm^ with 6 .6 cm thickness. Figure 4.7 shows the backscattering inside the 
crystal and the backscattering due to the PMT simulated in this experiment. In this 
figure, A shows the backscattering effect inside the crystal. The incident photon hits 
the detector and deposited 90 keV. However, due to the PMT, photon B looses 50 keV 
in the PMT and deposited 90 keV in the detector.
Detector
Incident
photons
Effective
backscattering
compartment
F ig u re  4.7: The difference of backscattering inside the crystal and backscattering due to the
effective backscattering compartment.
The effect of modelling this extra compartment is to produce an increased of deposited 
energy between 50 keV (the intrinsic backscatter peak from intra-crystal backscatter) 
up to 140 keV. The energy deposited in the detector for this experiment is shown in
4.3. Experiments and results 53
figure 4.8. The structure in this spectrum is almost similar to the spectrum in exper­
iment 2 except that we have another secondary peak at 90 keV and the area between 
50 keV and 140 keV is increased. The 90 keV peak occurs due to the backscattering 
from the PMT array. As explained in figure 4.7, photons retain 90 keV due to the 
backscattering and deposit it in the detector. Thus, this peak represents this effect at 
90 keV in the graph.
Sodium Iodide detector with an effective backscattering compartment
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Figure 4.8: Energy deposited when the Sodium Iodide detector is used with Pyrex® as the
effective backscattering compartment.
4 .3 .4  E n ergy  and p o sitio n  b lurring
This experiment used the result obtained from experiment 3. Based on that, we broad­
ened the spectrum by allowing the incident photons to have a spectrum of energy values. 
The purpose of this experiment is to observe the energy spectrum of the gamma camera 
before and after broadening. In addition, we are also going to determine the energy
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resolution of the gamma camera. Finally, the actual position of interaction is blurred 
(to model the spatial distortion) and the output image is obtained.
Figure 4.9 shows the energy spectrum of the gamma camera after broadening. If we 
compare this result with figure 4.8, we can see that the delta pulses (real events) in that 
figure were transformed into Gaussian-like pulses. This happened due to the statistical 
fluctuations as have been discussed previously. In this figure, the backscatter peak at 
90 keV was not obvious because of the broadened energy at the Iodine escape peak. 
The energy resolution of the simulated camera may be calculated by using equation 
(2.1). We found that the energy resolution was 14.2%, which is within the acceptable 
limits of 1 0 -2 0 %.
Next, the position of interaction for photons that lie between 126 keV and 154 keV is 
blurred by using the same method we used before to blur the energy. Also, the 8  bit 
greyscale realistic output image is generated as shown in figure 4.10.
Energy spectrum of Technetium-99m with GEB
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Figure 4.9: The blurred energy spectrum of figure 4.8.
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F ig u re  4.10: The output image of the isotropic point source located 10 cm above the detector. 
1 million photon history is used in this experiment.
4.4 D iscussion
In experiment 1, we have seen the energy spectrum for an idealised detector. There 
was no material inside the detector, therefore there was no scattering and attenuation. 
The recorded energy for every photon was simply equal to their initial energy (in our 
case, it was 140 keV). This is the set up used by Chamberlain [34]. However, in the 
real world, this is not possible at all.
Therefore, in order to investigate the effect of scattering and attenuation, we decided 
to use a Sodium Iodide detector. The energy spectrum produced from this experiment 
reflects the behaviour of photons when they interacted with matter. If we compare this 
result with those in experiment 1, we notice a big difference between them. However, 
the set up for this experiment is not realistic yet, because we did not simulate the 
backscattering due to the PMT array.
The method used by Vries et al [40] to model the PMT by using Pyrex was used in 
experiment 3. The presence of the Pyrex caused the increment of energy levels between 
50 keV and 140 keV. Again, this set up was not realistic yet because we did not model 
the statistical fluctuations.
Thus, we used a spread of energies of the incident photons. Every particular energy
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peak was blurred and finally, we obtained a realistic energy spectrum for the simulated 
gamma camera. We used the similar technique to model the spatial misplacement that 
affecting the position of interaction. Finally, a realistic output image is obtained.
4.5 C onclusions
The results of four experiments are reported in this chapter.
The conclusions from experiment 1 are:
• When the detector does not have any material, there is no scattering or attenua­
tion occurring in the detector.
• The point source is monoenergetic, i.e. it delivers photons with 140 keV.
The conclusions from experiment 2 are:
• Material inside the detector causes the scatterings inside the detector,
• The scatterings cause the shape of the energy curve recorded by the detector and 
shown in the graph.
The conclusions from experiment 3 are:
• There are some photons that may escape the detector and interact with the PMT 
behind the detector.
• The presence of PMT behind the detector caused backscattering creating a peak 
at 90 keV appearing in the energy spectrum recorded by the detector.
The conclusions from experiment 4 are:
• The Gaussian random numbers in Matlab may be used to model the energy and 
position blurring in the gamma camera.
• The energy resolution for the simulated gamma camera in this project is 14.2%.
Next, this model is been used together with the multihole collimator in the next chapter, 
and also with the wire-mesh collimator in chapters 6 , 7 and 8 .
Chapter 5
Im aging w ith  a M ultihole  
Collim ator G am m a Camera
5.1 B  ackgr ound
In chapter 2, the collimator was introduced as an important part of a gamma camera, 
used to reject the wide angle photons. This function ensures that only the gamma 
rays inside a narrow stereo angle in the field of view of the detector to reach the 
detector. There are many types of collimator, but in this work, the discussion of the 
collimator is restricted to the multihole collimator (also known as a straight parallel 
holes collimator [94] or a multichannel collimator [6 ]). The multihole collimator is vital 
to this project, because it is the basic structure of the construction of the wire-mesh 
collimator. Hence, in this chapter, we simulate the multihole collimator and obtain 
images which are to be used as the reference images against which images captured 
with the wire-mesh collimator will have to be compared. We also intend to determine 
the resolution of the images produced by the simulation. The aim of this action is 
to observe the difference in image resolution caused by hardware (i.e. the multihole 
collimator) and software (i.e. the restoration process with Wiener filtering). All images 
produced in this chapter are of size 128x128 pixels with 256 grey levels. To define the 
quality of the images, we use the image fidelity criteria discussed in the next section.
This chapter has two more sections. In the second section, the structure of the multihole
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collimator is introduced. This model is used to acquire images from different types of 
source. Three types of source are used: an ideal point source, a square source and two 
point sources close to each other. For the ideal point source, we simulate a point source 
in air and in a water cylinder, and we evaluate the quality of the images produced 
using the equations worked out by Anger [6 ] and Webb [150]. We compare the images 
produced with those produced by the MCNPX multihole collimator gamma camera 
model proposed by Chamberlain [34]. In addition, we compare the simulated images 
with some real experimental images obtained with the real gamma camera of the Royal 
Surrey County Hospital, Cuildford, Surrey. The second type of the source we use is a 
square source. Photons are projected from a plane square source inside air and inside 
a water cylinder. The purpose of this experiment is to provide the image of a realistic 
phantom object to be used for restoration. Finally, two point sources are used, also 
inside air and inside a water cylinder. This configuration is used to determine the 
critical point of image resolution of the imaging system, using a separability criterion 
and the Rayleigh criterion. In all these experiments, a 20% energy window of the 
photopeak is used. All sources are mono-energetic 140 keV of gamma rays from a 
Tc-99m source.
In the final section, the square source images and the two point source images are re­
stored using the Wiener filtering technique. The objective of this step is to suppress 
noise and improve image resolution. The implementation of the Wiener filtering tech­
nique is done using several ways proposed in the literature: the straight-forward use 
of Wiener filtering [65,73,139], the modified Wiener filtering with pre-processing [41], 
the combination of Wiener filtering with other low-pass filtering [6 6 ] and the modified 
Wiener filtering by Miller and Rollins [97]. Apart from that, we also tackle the prob­
lem of estimation of the power spectrum of noise and the power spectrum of the object 
in several ways: the commonly-used technique of assuming that the spectrum of the 
noise is a constant multiple of the spectrum of the restored image [26], Press et al.'s 
technique [122] and Goodman and Belsher’s technique [57].
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5.2 Im aging w ith  a m ultihole collim ator gam m a cam era
Monte Carlo simulations have become a popular approach in nuclear medical imaging 
due to their potential to model accurately imaging apparatuses [88,101,124,160]. A lot 
of research has been done to simulate and validate medical imaging devices using Monte 
Carlo calculations, for instance, the planar gamma camera model by Vries et al. [40], 
single photon emission computed tomography (SPECT) by Yanch and Dobrzeniecki 
[156,157] and Yanch et al. [158], a positron emission tomography (PET) camera by 
Paclopoulos and Tzanakos [117], and X-ray mammography by Spyrou et al. [135] and 
Ay et al. [10].
To construct the simulated model of the multihole collimator gamma camera, we use the 
realistic MCNPX model of the gamma camera that we have introduced in chapter 4 and 
place a low energy high resolution (LEHR) multihole collimator on top of the detector. 
The colhmator is a slab with square holes and its septa are filled with tungsten of density
19.3 g/cm^ [104]. Although most of the collimators nowadays are of the hexagonal 
type, Vries and Moore [38,39] and Cruber et al. [60] have done a comparative study 
and concluded that a hexagonal type of collimator may be approximated by a square 
type of collimator. In this section, we perform an indirect comparison of the two types 
of hole by comparing our simulated images produced with a square collimator with 
the images obtained from the Royal Surrey County Hospital which uses a hexagonal 
collimator. Figure 5.1 illustrates the simulated multihole collimator gamma camera 
modelled by the MCNPX code that we use throughout the whole thesis.
5.2 .1  Im age fid e lity  cr iter ia
It is always difficult to judge the quality of the nuclear medical images, because at the 
end, what matters is the visual judgement of the clinician. However, to help us decide 
the best image, the following objective measurements are used: double source sepa­
rability, the Rayleigh criterion, the signal-to-noise ratio (SNR), the mean-square-error 
(MSB) and a measure of locality. The double source separability, Rayleigh criterion 
and good locality are specifically used for the images of the two point sources, while the 
SNR and the MSB may also be used to evaluate the camera performance with respect
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Figure 5.1: The MCNPX model of the multihole collimator gamma camera. The geometrical 
boundary describes the spatial extent to which photons are tracked. Those which intersect the
boundary are discarded.
to other types of source.
a) Two point source separability
The separability of two point sources may be determined by examining a cross-section 
of the created image. Based on figure 5.2, the two point sources are considered to be 
resolved when the two peaks, B  and C  have greater intensity than A. However, this 
criterion only uses the information of whether the two point source image consists of a 
single peak, or two separate peaks corresponding to the two point sources. This crite­
rion does not guarantee that the two sources can be seen as two separate blobs by visual 
inspection. Therefore, another objective measure is needed to take into consideration 
the specifications needed for the two sources to be seen as two blobs.
b) Rayleigh Criterion
In optics, the Rayleigh criterion is used to describe the resolution limit of the human 
eye. According to Hall [61] and Kopeika [77], the Rayleigh criterion states that two 
equally bright points or parallel lines can just be resolved from their image when the 
central maximum of the image of one of the sources coincides with the first minimum 
of the image of the second of the sources. In order to apply this to our images, we 
assume that both point sources have identical brightness profiles. We model these 
profiles by Gaussians, following the assumption by Yokoi et al. [159] and Suthaharan
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F ig u re  5.2: The separability of two peaks that correspond to two point sources.
and Zhang [137], that a point source is imaged by a gamma camera as a blob with a 
Gaussian profile.
Since Gaussian functions do not have zeros, we have conducted an experiment to de­
termine the brightness value of their perceived boundary, based on visual inspection. 
In order to do that, we printed the image of a bright blob with Gaussian brightness 
profile and asked 10 students of the University of Surrey to draw the outer boundary of 
the blob. The image had size 128x128 pixels. The Gaussian had a standard deviation 
a of 10 and its centre was placed at point (64,64). Then, the image was printed in 
size 16xl6cm^. Each participant was asked to draw a circle that they considered to 
be the boundary of the blob. Then, the mean and the standard deviation of the grey 
values of the drawn circles at orientations 0°, 45°, 90°, 135°, 180°, 225°, 270° and 315° 
with respect to the horizontal axis, were computed for each subject. The Gaussian 
blob image used and its brightness profile are shown in figure 5.3. The results of the 
survey are shown in Appendix C. The mean brightness value of the outer boundary of 
the blob over all subjects was estimated to 12.81 with standard deviation 8.93. As a 
consequence, we decided to take the grey value of 13 as the minimum of the Gaussian 
blob, approximately at pixel 39 as shown in figure 5.3(b). We also may observe that
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Figure 5.3: The image of a Gaussian blob with standard deviation 10 and mean at (64,64) in 
(a) and the image profile along the x axis at y=64.
the distance between pixel 39 and the center of the Gaussian is actually 2.5cr, and 
according to the 68-95-99.7 rule [45], we may conclude that between 95% to 99.7% of 
the total brightness of the blob is within this radius.
c) Signal-to-noise ratio (SNR )
Another criterion that we use to quantify the quality of the image is the signal-to-noise 
ratio (SNR). The SNR is defined using the contrast of the image, as the ratio between 
the grey value of the source to the average grey value outside the source^;
Average value inside the sourceSNR = Average value outside the source (5.1)
d) M ean-square error (MSE)
We also use the mean-square-error (MSE) to judge the quality of the images. The MSE 
can be defined as follows [136]:
N N
MSE = x = ly=l__________________N  X N (5.2)
where f {x ,y )  is the original imaged object and g{x,y) is the output image. f{x ,y )  in 
this equations is defined based on the ideal brightness values of the simulated source,
^Also known as the image contrast criterion [61]
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while g{x, y) is the brightness values of the output images, either the projected images 
or the restored images.
e) Locality
We may also analyze the locality of the peaks by calculating the Euclidean distance 
between the ideal position of the peaks and the obtained peaks in the experiments. 
Let say that the true location of a peak is (æ, y) and the obtained location of the peak 
is Hence, the Euclidean distance of the two coordinates may be calculated as
follows:
Locality = \J{x — x 'Y  +  (y -  y 'Y  (5.3)
If Locality =  0, then we may conclude that the true location is preserved, while if 
Locality > 0, the peak has been displaced.
5 .2 .2  D eterm in a tio n  o f  th e  p o in t spread  fu n ction  (P S P )
In this section, the point spread function (PSF) of the realistic model of the multihole 
coUimator gamma camera is determined. Many techniques have been developed to 
measure the PSF either from the geometrical point of view, such as the ray-tracing 
codes by Lewis et al. [82], or from an output image, for instance the technique proposed 
by Reimann et al. [126].
In this thesis, we obtain the PSF by projecting gamma rays from a single point source 
in air or in a non-radioactive water cylinder. The image produced in the detector is the 
PSF of the system. This is also a method used by several other authors, such as Yokoi 
et al. [159], Pan et al. [116] and Boulfelfel et al. [25]. In order to evaluate our results, 
we compare them with the predictions of the theoretical equations, a simulation of the 
ideal detector and real experimental images from the Royal Surrey County Hospital.
Another common way in the literature to determine the PSF is by analyzing a one 
dimensional line spread function (LSF) [61]. This method is used by Hon et al. [65],
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Beekman and Viergever [17], Larsson [81] and Jaszczak et al. [6 8 ]. The relationship 
between the PSF and the LSF can be shown to be [96,121,130]:
/oo h{x, y)dy (5.4)
-oo
where l{x) is the LSF and h{x,y) is the PSF.
One important concept that is related to the PSF is the modulation transfer function 
(MTF) [53,55,77,94,126,133]. The MTF is defined to be the absolute value of the 
Fourier transform of the PSF. It may be calculated as follows:
M T F{p ,v )  = \H{p,y)\ (5.5)
where H{fi, i/) is the Fourier transform of the PSF. Also, we may use the LSF to model 
the one dimensional MTF as:
MTF{n)  =  |L(/t)l (5.6)
where L{fi) is the Fourier transform of the LSF.
The MTF gives a clear definition of the quality of the imaging system. Figure 5.4 
shows some examples of MTF functions, where each of them reflects a different imaging 
condition. For example, line a in figure 5.4 is the ideal MTF line without any blurring 
effects, line h reflects a medium blurring effect and line c reflects a high blurring effect 
[71).
MTF
Frequency (crrf^ )
F ig u re  5.4: A few MTFs corresponding to different imaging situations. In general, the nar­
rower the curve, the more blurred the output image, as it will be deprived of high frequencies.
5.2. Imaging with a multihole collimator gamma camera 65
5.2.2.1 A point source in air
a) Experim ental set-up
A point source was located in various distances above the collimator i.e. 10cm, 15cm, 
20cm, 25cm and 50cm to obtain the PSF. The number of photons used in each experi­
ment was 10^. A close-view of the structure of the multihole collimator gamma camera 
is shown in figure 5.5 and the values of the parameters used are given in table 5.1.
::e
(a) Top-view of the camera (b) Side-view of the camera
F ig u re  5.5: Two closed-up views of one small section of the camera. Please note that the 
figure is not drawn up to the true scale. The values of the marked parameters are given in table
5.1.
From the experiments, the spatial resolution of the image can be determined by mea­
suring the full width half maximum (FWHM) of the image. Then, we may compare the 
results with the spatial resolution equation proposed by Anger [6 ] and Webb [150], and 
also with the results from the ideal plane detector as proposed by Chamberlain [34]. 
Referring to figure 5.5, Anger suggested that the FWHM of the multihole collimator 
is:
F W H M  = b{c + f  + g) (5.7)
where in our case, b = 0.15cm, c =  4.0cm, /  is the distance of the source to the 
collimator (10, 15, 20, 25 and 50cm) and g = 0.575cm (the distance from the collimator 
to the thickness center of the detector). Replacing the parameters with their real values, 
the equation becomes F W H M  = 0.038/ -I- 0.172.
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T able 5.1: The parameters used to model the multihole collimator gamma camera. These 
values correspond to the Toshiba GCA-7100A camera at the Royal Surrey County Hospital.
Specifications Values (cm)
Septa thickness (a) 0 .0 2
Hole size {h) 0.15
Collimator depth (c) 4.00
Detector thickness (d) 0.95
Collimator to detector distance (e) 0.05
Source to collimator distance ( /) 10, 15, 20, 25 and 50
Detector size 40.0 by 40.0
Pixel size 0.3125
Another equation in the literature was proposed by Webb [150], and also used in [156, 
157]. According to them, the relationship between the resolution and the collimator 
parameters can be shown to be:
b(c +  / )F W H M  = =  0 .038 /+  0.150 (5.8)
Prom both these equations, we may conclude that the relationship of the spatial reso­
lution with the source to the collimator distance is linear [25,116,159].
In addition to all these, we also simulated the detector model used by Chamberlain. 
The difference between our model of detector and Chamberlain’s model is that Cham­
berlain’s detector model is only geometrical and it does not use the physical properties 
of materials that fill the devices. The purpose of this experiment, is to observe the 
effect of having material inside the detector that causes attenuation and scattering.
b) R esults and discussion
The brightness profiles of the images captured for various distances of the source from 
the detector are shown in figure 5.6. For better visualisation, each profile is zoomed in, 
and only pixel values of the central 20 positions are displayed. The results from these
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experiments are the most ideal images of point sources that the multihole collimator 
gamma camera could obtain. This is because we are using air as the scattering medium. 
In a real tumour scanning, there are a lot of scattering materials such as human bones 
and body liquid that attenuate and scatter the gamma rays from the source. This 
problem will be investigated in the next experiments, when we locate the source inside 
a water cylinder.
In figure 5.7 we plot the theoretical lines defined by equations (5.7) and (5.8) as well 
as the experimental data obtained for Chamberlain’s and our model. The least squares 
error lines fitted to the experimental data have equations F W H M  =  0.039/ +  0.210 
for our model and F W H M  = 0 .038 /+  0.190 for Chamberlain’s model. The differences 
between our model and the other models can be explained in terms of the structure 
of the modelled gamma camera. For the Anger and Webb cases, the models were con­
structed using geometrical reasoning only. Everything that happens after the photons 
reach the detector was neglected. Our model took other realistic factors into account, 
such as septal penetration [1 0 2 ], septal scattering, and binning of photons into pixels. 
The difference of our model from Chamberlain’s model, is due to having the detector 
filled with material and the fact that our detector was made to have finite thickness 
as opposed to being infinitely thin, i.e. planar. These two factors cause scattering and 
possible escape of the photons, and because of that, the resolution becomes worse.
In addition to these comparisons, we also compare our results with the ones from the 
Royal Surrey County Hospital, shown in figure 5.8. This comparison is for the cases 
of 25cm and 50cm distances from source to collimator. The FWHM of the simulated 
image in figure 5.8(a) is 1.19cm while the FWHM of the real experimental image is 
1.22cm, and in figure 5.8(b), the FWHMs are 2.15cm and 2.21cm, respectively. The 
difference between the corresponding brightness profiles shown is very small, and it can 
be explained in terms of a slightly different experimental set-up between the simulation 
and the real experiment at the hospital. For the actual physical experiment, we used 
a %lcm^ drop of Tc-99m, as a close approximation of a point source. Despite these 
differences, we can still see that the simulated curve follows the real curve closer.
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Figure 5.6: The brightness profiles of the point spread function of the multihole collimator 
gamma camera. The point source is located at 10cm, 15cm, 20cm, 25cm and 50cm above the 
collimator and the scattering medium is air. The red lines are the fitted Gaussian functions, 
and the black horizontal lines are the way we measure the FWHM.
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F ig u re  5.7: Comparison of the spatial resolution in terms of the FWHM between Anger, 
Webb, Chamberlain and our model. Better spatial resolution corresponds to smaller values of
FWHM of the PSF.
5.2.2.2 A point source in water
a) Experim ental set-up
In this experiment, we located a point source in a non-radioactive water cylinder. In 
practice, photons emitted from a patient’s body are scattered by body tissues, body 
liquids and human bones. As much as 60% of our body components is liquid water 
[132,149,153]. Therefore, the use of the water cylinder is a simple approach to model 
the scattering events in our body [72]. In this experiment, the FSFs at 10cm, 15cm, 
20cm, 25cm and 50cm above the detector are determined. For this purpose, the size of 
the water cylinder is set to 20cm in length and 10cm in diameter (1570cm^). Figure 5.9 
shows the set-up of this experiment. The point source is located exactly in the middle 
of the cylinder and 1 0  ^ counts are used for each experiment.
In addition, we also simulated two more phantoms of different sizes for the purpose of 
compai’ing our model with the results of the image brightness profiles reported in [29].
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F ig u re  5.8: Brightness profile of a real point source imaged with the real Royal Surrey County 
Hospital camera and of the simulated source imaged by the simulated camera. The source to 
collimator distances are (a)25cm and (b)50cm. The differences of the FWHM between the 
simulated and the real images in (a) is 2.5% and in (b) is 2.7%.
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F ig u re  5.9: The simulated set-up for the experiments with the non-radioactive water cylinder. 
The cylinder is positioned horizontally to represent a patient’s body that lies on the bed during
the imaging process.
The sizes of these two cylinders were 21cm in length with 3.5cm diameter (202cm^), 
and 26cm in length with 6.5cm diameter (863cm^), respectively. The source to the 
collimator distance for this experiment was 30cm.
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b) R esu lts  an d  discussion
We start by presenting the PSFs of a point source inside the 1570cm^ water cylinder 
placed at distances of 10cm, 15cm, 20cm, 25cm and 50cm above the collimator. The 
results are shown in figure 5.10. By having a water cylinder as the scattering medium, 
the FWHM of the image is generally wider than the one without the water cylinder. 
In addition, the point spread functions have long noisy tails, which do not occur in the 
case of the point source in air.
To study the degree of the blurring in each case, we may compare the differences 
between the PSF for the source in air and the PSF for the source in water by using 
their MTFs. Figure 5.11 presents the comparisons between the two MTFs for the 
source at 10cm, 15cm, 20cm, 25cm and 50cm from the collimator. Looking at this 
figure, we may conclude that the PSF for the source in water causes more blurring 
than the PSF when the source is in air. All the MTFs produced by the source in water 
are dropping off at a position closer to the y axis than the MTFs for the source in 
air. Another conclusion from this comparison is that, as the source to the collimator 
distance increases, the image is getting more blurred, both for the source in air and in 
water.
Next, we present in figure 5.12 a comparison between our results and the images of 
real point sources in a water cylinder [29]. The reasons of the differences in terms of 
the brightness profiles shown in this figure have been discussed in page 67. If we look 
carefully at these results, we can see that there is almost no fluctuation due to noise 
surrounding the main peak, as there was in the results shown in figure 5.10. This is 
because the water cylinder used in those experiments was larger than the one used in 
this particular experiment.
5 .2 .3  A  s q u a re  so u rc e
a) E x p erim en ta l se t-u p
This experiment uses a uniformly distributed source of gamma rays in the shape of a 
flat square, placed in air and in a non-radioactive water cylinder. The square source 
is 4cm X  4cm in size and is located 10cm, 15cm and 20cm above the collimator. The
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Figure 5 .1 0 ; The point spread function of the multihole collimator gamma camera. The source 
was located at 10cm, 15cm, 20cm, 25cm and 50cm above the collimator and the scattering 
medium was a non-radioactive water cylinder. The red lines are the fitted Gaussian functions 
and the black horizontal lines are the way we measure the FWHM.
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F ig u re  5.11: Comparison of the MTFs for a source in air and in a water cylinder. The source 
to collimator distances are 10cm in (a), 15cm in (b), 20cm in (c), 25cm in (d) and 50cm in (e).
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F ig u re  5.12: Comparison between the brightness profile of the simulated point source and a 
real point sources as discussed in [29]. The differences are due to the difference of the source
volume and shape.
water cylinder is 20cm in length and 10cm in diameter (1570cm^). The output images 
are the degraded images that will be restored in the next section of this chapter. This 
experiment uses 1 0  ^ photons.
b) R esults and discussion
The results of this experiment are presented in figures 5.13 and 5.14. By visual inspec­
tion, we can see that the images from the source in air (figure 5,13) are generally better 
than the images from the source in water, shown in figure 5.14. We can quantify this 
by comparing the SNR and the MSE of the two images. This is due to Poisson noise. 
When the distance of the source from the collimator increases, more photons are lost 
to the surrounding environment, and since the total initial number of photons used is 
fixed, the loss of photons increases the noise of the image.
5 .2 .4  T w o p o in t sources
a) Experim ental set-up
Two adjacent point sources are located at 20cm above the collimator. Then, the two 
sources are moved further away from each other. First, we locate the first point source
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(a) Source at 10cm in air, 
SNR=952.89, MSE=62.4592
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(b) 3D plot of (a)
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(d) 3D plot of (c)
250
200
150
100
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(f) 3D plot of (e)
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F ig u re  5.13; The images from a square source in air at 10cm above the collimator (a), 15cm 
above the collimator (c) and 20cm above the collimator (e).
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(a) Source at 10cm in water, 
SNR-193.2052, M SE-110.9098 20 — 20 
(b) 3D plot of (a)
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(c) Source at 15cm in water, 
SNR-115.4930, MSE-120.8028
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(d) 3D plot of (c)
(e) Source at 20cm in water, 
SN R -114.9027, MSE-139.4993 20  ^  20 (f) 3D plot of (e)
Figure 5.14: The images of a square source in a 1570cm^ water cylinder. The source to 
collimator distance is 10cm in (a) 15cm in (c) and 20cm in (e). Poisson noise is present in these 
images, and the effect can be seen at the plateau of the square images. Comparing this figure 
with figure 5.13, we can see the noise surrounding the main square plateau, caused by the water
cylinder acting as the scattering medium.
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at æ=Ocm and ?/=Ocm and the second point source at ar=0 .6 cm and y=Ocni (the relative 
displacement is along the x  axis only). Then, the second source is placed at æ=0.7cm, 
0.8cm, 0.9cm, 1.0cm, 1.1cm, 1.2cm, 1.3cm and 1.4cm. Throughout the experiments, 
the total number of photons used was 2 x 10^. In this experiment, we also used two 
different scattering materials: air and a water cylinder (1570cm^).
b) R esults and discussion
The horizontal cross sections of the output images at pixel y =  65 for the sources in 
air and for the two point sources in a 1570cm^ water cylinder are shown in figure 5.15.
For the case of the sources in air (figures 5.15(a) to 5.15(i)), we can see that the two 
sources are starting to be resolved at distance 1.0cm from each other. Table 5.2 shows 
the quality of the images in terms of their separability, the Rayleigh criterion and the 
locality. Based on the table, we may see that although the sources are starting to be 
resolved at distance of 1.0cm, according to the Rayleigh criterion these two sources are 
not seen as two distinct blobs until at a distance of 1.3cm from each other. For all 
the experiments, the positions of the sources recorded at the detector were preserved, 
and this is given by the zero values of the locality measure. For the case of 1.0cm 
distance between the two point sources, the SNR is 31.2587 while the MSE is 38.0675. 
These values are going to be compared with those after reconstruction, and with the 
wire-mesh collimator in the next chapter.
Next, figures 5.15(j) to 5.15(r) present the cross sections of two point sources in a 
1570cm^ water cylinder. We can see that the two sources are starting to be resolved at 
a distance of 1.2cm. The SNR for this case is 25.1002 and the MSE is 41.0324. Next, 
based on table 5.2, according to the Rayleigh criterion the sources only can be seen at 
a distance of 1.4cm. As expected, the separability and the Rayleigh criterion in air are 
better than in water, so as their SNR and MSE.
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Figure 5.15: Continued.
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Figure 5.15; Continued...
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Figure 5.15; The cross sections of the images of two point sources located in air (from (a) to 
(i)) and in water (from (j) to (q)). The profiles are zoomed between pixel 55 to 80, for viewing
purposes.
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Table 5.2: Comparison of the quality of the images in terms of their separability, the Rayleigh 
criterion, locality, SNR and MSE, at various distances of the two point sources in air and in a
1570cm  ^water cylinder.
Separation distance Separability Rayleigh criterion Locality
Two point sources in air:
0 .6 cm 1 peak 1  point 0
0.7cm 1 peak 1 point 0
0 .8 cm 1 peak 1 point 0
0.9cm 1 peak 1 point 0
1 .0 cm 2  pealc 1 point 0
l.lcm 2  pealcs 1 point 0
1 .2 cm 2  peaks 1 points 0
1.3cm 2  peaks 2  points 0
1.4cm 2  peaks 2  points 0
Two point sources in a 1570cm^ water cylinder:
0 .6 cm 1  peal{ 1  point 0
0 .7 cm 1 pealc 1 point 0
0 .8 cm 1 pealc 1 point 0
0.9cm 1 peak 1 point 0
1 .0 cm 1 peak 1 point 0
l.lcm 1 peaks 1 point 0
1 .2 cm 2  peaks 1 points 0
1.3cm 2  peaks 1 points 0
1.4cm 2  peaks 2  points 0
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5.3 Im age restoration w ith  W iener filtering technique
5.3 .1  In trod u c tion
Wiener filtering is one of the most popular technique for restoring a blurred and noisy 
image. The use of Wiener filtering in medical imaging goes back to 1980’s [43,65,73,97], 
for example in restoring nuclear cardiac images [41,47] and liver images [75]. From 
chapter 2 , we may recall that an image could be restored as follows;
y) =  (5.9)
where F  is the Fourier transform of the desired restored image, W  is the Wiener filter 
and G is the Fourier transform of the corrupted image. The Wiener filter may be 
calculated as follows [56,121]:
where ^  is the ratio of the power spectrum of the noise field and the power spectrum 
of the undegraded image, and I I  is the Fourier transform of the point spread function.
5.3 .2  E stim a tio n  o f  pow er sp ec tra
Prom equation (5.10), we can see that the only unknown parameters in the Wiener filter 
formulae are the power spectrum of the noise, and the power spectrum of the perfect 
image. A good estimation of ^  will give us a good restored image. Thus, this section 
is dedicated to finding the best estimation of the power spectra. The discussion on the 
best approximation of the power spectra is not only limited to the gamma camera, but 
also to images of other modalities, such as X-rays computed tomography (GT) [72,127] 
and optical natural images [143].
The sources of degradation in nuclear images are several: the collimation system [159], 
the count-statistical noise (Poisson noise) [25,138], the distance between the source and 
the imaging instrument [116] and the physical scattering medium [1 1 0 ], e.g. internal 
organs of the body or, in our case, the non-radioactive water cylinder. In order to sup­
press the noise, the gamma camera itself is equipped with a sliding energy window, and
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one can choose the limitation of the energy window with reference to the photopeak. 
In this project, the width of the energy window is fixed to the ±10% of the photopeak^, 
which is the usual energy window used at the hospital. Therefore, by fixing this param­
eter, we can investigate the performance of the Wiener filtering technique to improve 
the degraded image.
The assumptions on the noise characteristics that corrupt an image produced in nuclear 
imaging has a split opinion between researchers. Riederer et al. [127] and Kijewski and 
Judy [72] assumed that the noise of a CT image is uncorrelated. Meanwhile, Boulfelfel 
et al. [23] and Boardman [22] did not agreed with that, and assumed that the noise 
is correlated with the image. In terms of the type of noise, Boardman also disagreed 
that the noise is additive, while the majority of the authors, including Belfelfel et al. 
and Hanson and Boyd [62] have done their work with the assumption that the noise is 
additive.
There are many ways to estimate the power spectrum of the noise and the power spec­
trum  of the perfect image. The most common and easiest way is by treating it as 
a constant. Here, we also investigate the estimation techniques proposed by Press et 
al. [122] and Goodman and Belsher [57], and compare all of these approaches. The 
significance of having a good estimation of the spectra towards the error it produces in 
Wiener restoration is discussed in [119] and [146].
a) Taking ^  as a constant
It is a common practice to replace ^  in the Wiener filter by a constant (known as P 
for the rest of this discussion) [56,121]. This method has also been implemented in the 
gamma camera-based nuclear medicine images by Boulfelfel et al. [26]. In order to find 
the best value of F, Boulfelfel et al. used a trial and error method.
Another teclinique to find the best value of F is by using a genetic algorithm, as pro­
posed by Suthaharan and Zhang [137]. This technique uses the image fidelity criteria 
to evaluate the best value of F. This algorithm runs iteratively until the best value of
^The photopealc of Tc-99m is at 140 keV. Therefore, the acceptable energy range is between 136 
keV and 154 keV. Also known as a 20% energy window.
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r  is found.
b) Estim ation of ^  based on Press et al.
We start by assuming that the noise in the gamma camera images is uncorrelated i.e. 
white. The power spectrum of the white noise is a constant [1 2 1 ]. Continuing from 
here, we may estimate the power spectrum of the undegraded image as [1 2 2 ]:
~  ±  Svv{fJ,, p) Sff{fX, p) =  Sgg{p, p) — P) (5,11)
and:
(5.12)
where Sgg is the power spectrum of the recorded image.
It is a common practice to assume that the power spectrum of the noise dominates the 
total power spectrum at high frequencies [121,122,147], Then, we can estimate the 
value of from the high frequencies of the power spectrum of the degraded image by 
taking its average.
c) E stim ation o f ^  based on Goodm an and Belsher
For a photon limited imagery such as nuclear medicine images, the approach adopted 
by Goodman and Belsher [57] is widely acceptable [65,73]. This approach is based on 
the theoretical analysis reproduced in Appendix D. According to this analysis, we may 
write:
^gg{u,y) =  \H {p,p)?Sff{jj.,p)+ Svy{ii,p) (5.13)
Hence:
^//(P ,»/) =  (5.14)
Another important conclusion made by Goodman and Belsher is that, is indepen­
dent from the spatial frequency and can be estimated by the total number of photons 
N  detected by the camera. This conclusion is also derived in Appendix D.
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5 .3 .3  M e th o d o lo g y
Four types of Wiener-related filtering tediniques are used in this thesis: the original 
Wiener filtering [56,73,121], the modified Wiener filtering with pre-processing [41], the 
combination of the Wiener filtering with other low-pass filtering [6 6 ] and the modified 
Wiener filter by Miller and Rollins [97].
The original Wiener filter is a straight-forward use of equation (5.10). We used three 
types of power spectrum estimation using this filter, that is the constant method, the 
Press et al. method [122] and the Goodman and Belsher method [57]. The constant 
method and the Goodman and Belsher method were applied to the nuclear medicine 
images by Boulfelfel et al. [26] and King et al. [73] respectively, while the application of 
the Press et al. method to nuclear medicine images has not been found in the literature. 
In [73] and [65], the Goodman and Belsher approach was employed until at a chosen cut­
off frequency. Then, for the rest of the power spectrum, 5 / /  was estimated by Sgg—Syy, 
where Sgg and Sw  were taken at the cut-off frequency. Also, in [73], it was reported 
that the ratio of ^  was almost constant after the cut-off frequency. Therefore, instead 
of using the constant value of Sgg — Sw  taken at the cut-off frequency, we may also 
use the trial and error method to find a better constant to represent after the 
cut-off frequency (for the rest of this work, we refer to this method as a combination 
of the Goodman and Belsher technique with the constant technique). By doing this 
small adjustment, we reckon tha t the Wiener filter will perform better than the one 
in [65,73].
Then, Demers and Stein [41] proposed a pre-filtering stage for the PSF and the recorded 
image, before processed by Wiener filtering. The pre-filtering used was mean filtering 
[56] with a 3 X  3 window. Then, they used the modified Wiener filter defined as follows:
=  +  (5.15)
where is the filtered point spread function, K  and a  are some user-defined
constants and e is the root mean square (rms) value of the noise. Since both a  and s are 
independent from the spatial frequency, we know that we can simply take a constant 
to represent the product of those two constants, and that constant is none other than
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r  that we have introduced earlier. K  is introduced to equalize the mean value in the 
restored image with the original image for a comparative displaying purpose. Therefore, 
we may drop K  in our work, because in our work, all images are scaled to 8  bit grey 
images. So, this method is nothing else than the original Wiener filtering approach 
with the extra step of smoothing the PSF and the recorded image with a rather bad 
low pass filter to reduce noise. It is a crude method that is not expected to perform 
well.
Next, we present the combination of Wiener filtering with low-pass filtering, as proposed 
by Honda et al. [6 6 ]. It can be represented as follows:
~  (5.16)
where WwienerifJ'i /^) is the Wiener filter given by equation (5.10) and WiowpassilJ'  ^ is 
the Butterworth low-pass filter given by [56,66]:
where (/ic> %^c) is the chosen cut-off frequency and n  is the order of the Butterworth 
filter. In their work, Honda et al. proposed that the optimum low-pass filtering to be 
used in this case is the 8 th  order of the Butterworth filter with 0.5 fm  cut-off frequency, 
where fm  is the maximum frequency.
The final method of filtering presented in this work is given by Miller and Rollins [97]. 
They reported that the filter can be split into three basic parts as follows:
for /  «  /e
0  for /  »  fc
Based on this equation, we can see that Miller and Rollins assumed that after the cut­
off frequency {fc = y/Vf+~i^), all the frequency components are mainly due to noise. 
The first part of this approach is actually an inverse filter and this filter is not robust 
against noise. Therefore, it is only been used before the cut-off frequency, whereby the 
Wiener filter takes place. In this case, the cut-off frequency, fc was chosen by trial and 
error. Moreover, the Wiener filter that is used in this approach is altered, so that the
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filter yields W(/Lic, i^ c) =  0.5. The alteration is derived using the combination of the 
Goodman and Belsher method with results obtained by King et al. in [73]. According 
to Miller and Rollins, the results presented in [73] may be approximated by a natural 
log-exponential function as follows:
log Sgg =  -  1 ) +  log Sw
Sgg =  exp[a(exp(-fcy/x2 ±  i/g) -  (5.19)
where a and k are some constants the values of which were chosen so that W (/c) =
0.5. The value of Sw  is approximated by the total number of photons detected by 
the camera. Then, substituting Sgg in equation (5.14) with the above equation, they 
obtained:
) S f f  exp[a(exp(-fcV^IiTT^) - 1 )] - 1  ^ ^
where the right values of a, k and /c, will yield W{fc) — 0.5. Those values were obtained 
using trial and error.
5 .3 .4  R esu lts  and d iscu ssion
In this section, we use various approaches of the Wiener filtering technique that we 
have previously discussed to restore the raw recorded images that we have obtained 
in section 2. We divided the results into two parts: square source images and two 
points source images. In this experiment, we used the trial and error method to get 
the best value of F, except for the Press et al, method and the Goodman and Belsher 
method. The same method also has been used to get the best value of a, k and the 
cut-off frequency of the Wiener filter by Miller and Rollins. For the combination of the 
Wiener filter with the low-pass filter, we used 0.5/^, as the cut-off frequency, following 
the work in [6 6 ]. One may also use an automatic technique to find the best cut-off 
frequency as given in [18,19].
Chapter 5. Imaging with a Multihole Collimator Gamma Camera
a) R estoring a square source image
Table 5.3 shows the assesment on the quality of the restored square source images. 
Apparently, we can see that all filters managed to produce better results than the raw 
recorded images (please see figures 5.13 and 5.14). However, among all the filtering 
methods, we can conclude that the original Wiener filtering yielded the best results. 
This is followed by the Miller and Rollins method, the combination of the Wiener 
filtering with low-pass filtering and lastly, the Wiener filter with mean filtering, and we 
can see that this order is remained consistent throughout all experiments.
In this result, we can see that the smoothing filtering functions used by Honda et al. [6 6 ] 
and Demers and Stein [41] did not work as well as the other methods. For the Demers 
and Stein method, it is quite understandable to us that once the PSF is smoothed 
using the mean filter, it no longer preserves the original information that we need in 
order to built the Wiener filter. As for using low-pass filtering to smooth the Wiener 
filter as done by Honda et al, the results are much better than the Demers and Stein 
approach, but unfortunately they are not as good as those of the other methods. Next, 
we found that the Miller and Rollins approach delivers a better result than Honda et 
al. and Demers and Stein method, apparently because their approach does not use any 
smoothing functions to be incorporated with the Wiener filter. However, according to 
this comparative study, modifying the Wiener filter to fulfill W{fic,Pc) =  0.5, does not 
make the results any better than the original Wiener filter.
Based on the results obtained in this experiment, we learned that in all four types of 
the square image, the original Wiener filter is the most competent technique amongst 
all other presented methods in this thesis. The reason is because, the Wiener filter 
is constructed to find the best estimation of the output image based on the PSF of 
an imaging apparatus [121] and if the PSF is changed like in the Demers and Stein 
method, the Wiener filter is no longer built based on the correct PSF. Also, unlike 
the Honda et al. method and the Miller and Rollins method, with the original Wiener 
filter, we do not force the filter to zero at some points after the cut-off frequency. The 
response of the original Wiener filter depends on the characteristic of the PSF and it is 
not compulsory that we only have zeros after the cut-off frequency, as reflected by the 
best result of all.
5.3. Image restoration with Wiener ûltering technique
Between many estimation methods used by the original Wiener filter, we found that 
the Goodman and Belsher method is the best way to estimate F compared with the 
constant method and the Press et al. method. The results also unveiled that by using a 
constant after the cut-off frequency (refer to the table as the Wiener filter with Good­
man and Belsher method + constant), we are able to slightly improve the results over 
the ones that are in [73]. In figure 5.16, we show the images of the best results obtained 
by the best method in this thesis, i.e. the combination of the Goodman and Belsher 
method with a constant. Comparing these images with the original square source im­
ages in figures 5.13 and 5.14, we can see that the restored images have sharper edges 
and less noise.
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Table 5.3: Comparison of the restored square source images using different estimation tech­
niques of the power spectrum, and different approaches of the Wiener filtering in terms of the 
SNR and MSB. The values of F shown in this result are the best ones obtained using the trial
and error method.
Type of filters SNR MSB
i. A square source in air, 10cm distance:
Wiener with constant F =  0.03
Wiener with Press et al. method
Wiener with Goodman and Belsher method
Wiener with Goodman and Belsher -f constant (F =  0.12)
Wiener with mean filter
Wiener with low-pass filter
Wiener by Miller and Rollins
1.18 X 10  ^
1.20 X 10%
1.31 X 10^
1.32 X 103 
997.1347 
1.11 X 103 
1.14 X 103
42.9436
41.9402
40.2634
40.1628
58.2450
51.7942
45.9087
ii. A square source in air, 15cm distance:
Wiener with constant F =  0.03
Wiener with Press et al. method
Wiener with Goodman and Belsher method
Wiener with Goodman and Belsher +  constant (P =  0.32)
Wiener with mean filter
Wiener with low-pass filter
Wiener by Miller and Rollins
951.0422
987.5373
1.13 X 1Q3
1.13 X 103 
729.4329 
908.9253 
923.0415
51.5647
50.9031
48.9136
48.2102
70.3204
60.9385
54.5093
Hi. A square source in air, 20cm distance:
Wiener with constant F =  0.07
Wiener with Press et al. method
Wiener with Goodman and Belsher method
Wiener with Goodman and Belsher -t- constant (P =  0.36)
Wiener with mean filter
830.5082
835.4203
850.0426
856.8821
618.9328
67.3251
67.0002
66.2383
66.2109
83.0381
continue on the next page
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continued from the previous page
Type of filters SNR MSB
Wiener with low-pass filter 
Wiener by Miller and Rollins
798.3672
819.5303
77.8957
70.9076
iv. A square source in a 1570cm^ water cylinder, 10cm distance:
Wiener with constant F =  0.11
Wiener with Press et al. method
Wiener with Goodman and Belsher method
Wiener with Goodman and Belsher +  constant (F =  0.27)
Wiener with mean filter
Wiener with low-pass filter
Wiener by Miller and Rollins
320.0093
320.9275
325.8001
330.7927
209.9302
309.2414
315.0931
81.2214
80.9981
80.7840
80.4239
89.0941
83.3092
82.5510
V. A square source in a 1570cm^ water cylinder, 15cm distance:
Wiener with constant F =  0.11
Wiener with Press et al. method
Wiener with Goodman and Belsher method
Wiener with Goodman and Belsher +  constant (F =  0.38)
Wiener with mean filter
Wiener with low-pass filter
Wiener by Miller and Rollins
268.1263
269.6417
272.6246
274.0351
164.3419
239.5354
254.8355
88.9854
88.0081
84.2204
84.2053
92.7317
89.6558
89.2141
vi. A square source in a 1570cm^ water cylinder, 20cm distance:
Wiener with constant F =  0.15
Wiener with Press et al. method
Wiener with Goodman and Belsher method
Wiener with Goodman and Belsher +  constant (F =  0.43)
Wiener with mean filter
Wiener with low-pass filter
Wiener by Miller and Rollins
234.2839
245.4102
259.0258
260.5546
140.3424
219.0455
230.9890
91.0002
90.3889
88.3521
88.3441
97.5164
95.2540
91.2344
b) R estoring a tw o point source image
In this section, we present the results obtained after we restored the two point source
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(c) Restored square source image of a source at 20cm in air
F ig u re  5.16: The best images produced using the combination of the Goodman and Belsher’s 
technique and a constant. These images may be compared with those in figure 5.13.
5.3. Image restoration with Wiener filtering technique 93
200
100
20  ^  20
(d) Restored square source image of a source at 10cm in water
® 100
Pixels Pixels
(e) Restored square source image of a source at 15cm in water
®  100
Pixels Pixels
120
■MSI
120
I
1250
200
150
100
50
0
1250
200
150
100
50
120
250
200
150
100
50
(f) Restored square source of image a source at 20cm in water
F ig u re  5.16: The restored images of a square source (continued). These images may be
compared with those in figure 5.14.
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images. This is the most important part of this chapter where we determine whether 
the restoration process does actually increase the image resolution in terms of the 
separability and the Rayleigh criterion. As shown in table 5.4, again, the best results 
are given by the combination of the Goodman and Belsher method with a constant. For 
the case of the two point sources in air, the combination of the Goodman and Belsher 
method with a constant decreases the separable point and the Rayleigh criterion point 
from 1.0cm down to 0.7cm, and from 1.3cm to 0.8cm, respectively. Meanwhile, for the 
case of the water cylinder, our best method of filtering gives us 0.9cm separable point 
and 1.1cm Rayleigh criterion point compared with 1.2cm separable point and 1.4cm 
Rayleigh criterion point given by the original unprocessed image, respectively. Also, 
from the context of the locality, we have found that all the techniques preserved the 
original corresponding location of the sources.
(a) The restored image of two sources at 
0.7cm from each other (in air)
(c) The restored image of two sources at 
0.9cm from each other (in water)
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O 100
Pixels
(b) Cross-section of (a)
60 65 70 75Pixels(d) Cross-section of (c)
o  100
F ig u re  5.17: The restored two point source images at the critical separation point obtained 
using the combination of the Goodman and Belsher technique with a constant.
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Table 5.4: Comparison of the quality of the restored two points source images using several 
types of Wiener filtering. The separability and the Rayleigh criterion are measured in cm. Also, 
note that the SNR and the MSE refer to the separability, not the Rayleigh criterion.
Type of filters Separability RC“ SNR MSE
i. Two point sources in air:
Original recorded image 1 .0 1.3 31.2587 38.0675
Wiener with constant T =  0.01 0 .8 0.9 65.9412 17.4784
Wiener with Press et al. method 0 .8 0.9 65.5215 16.5980
Wiener with Goodman and Belsher 
method
0.7 0 . 8 67.5620 13.5876
Wiener with Goodman and Belsher +  
constant (T =  0.03)
0.7 0 .8 68.2515 12.8437
Wiener with mean filter 0.9 1 .2 44.7982 21.8346
Wiener with low-pass filter 0 .8 1 .0 55.0124 20.5472
Wiener by Miller and Rollins 0 .8 1 .0 55.1288 20.0920
ii. Two point sources in a 1570cm^ water cylinder:
Original recorded image 1 .2 1.4 25.1002 41.0324
Wiener with constant P =  0.03 0.9 1 .1 32.9309 30.3437
Wiener with Press et al. method 0.9 1 .1 32.9981 30.3285
Wiener with Goodman and Belsher 
method
0.9 1 .1 33.0023 30.0983
Wiener with Goodman and Belsher 4 - 
constant (P =  0.06)
0.9 1 .1 34.6251 30.0507
Wiener with mean filter 1 .1 1.3 28.2052 40.4308
Wiener with low-pass filter 1 .0 1 .2 29.4656 33.1428
Wiener by Miller and Rollins 0.9 1 .1 30.5744 30.4653
“Rayleigh criterion
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Figure 5.17 shows the best restored image with its cross section. Comparing the cross 
sections in figure 5.17(b) and figure 5.17(d) with their original recorded images in figure 
5.15(b) and figure 5.15(m), respectively, we can see that the filter managed to separate 
the two point sources whilst the original images still have one merged peak. However, 
since we have two point sources, much information also lies in the high frequencies part 
of the power spectrum, and this makes the estimation of V more difficult. This is shown 
by the secondary peaks shown by the brightness cross sections of the images in figure 
5.17. However, from the images, we can see that these peaks are visually negligible 
while the two main peaks are still greatly dominating our attention.
5.4 Sum m ary and conclusions
Based on the results presented in this chapter, there are a few conclusions that can 
be made. First, we have found in section 2, tha t the point spread functions of air and 
water, and the modulation transfer functions of our realistic models, comply with the 
theoretical results. Second, from our comparative study on restoring a square source 
image, we found that the original Wiener filter superseded other presented methods 
in this chapter. We also learned that by using the Goodman and Belsher estimation 
method, combined with the constant method, we could obtain the best result of all 
the estimation techniques. In this chapter, we also found that by using the original 
Wiener filtering method in combination with the Goodman and Belsher method for the 
estimation of the constant F, we could decrease the values of the separable point and 
the Rayleigh criterion from 1.0cm and 1.2cm in air and water respectively, to 0.7cm 
and 0.9cm, for two point sources.
All in all, based on the results presented in this chapter, the resolution of the images 
produced by the square-type multihole collimator gamma camera can be improved 
using Wiener filtering.
In the next chapter, we will use the multihole collimator as our basis to develop the 
wire-mesh collimator and use the results of this chapter as the bench mark in order to 
determine the quality of the images produced by the mesh collimator, in conjunction 
with Wiener filtering.
Chapter 6
Im aging w ith  a W ire-M esh  
Collim ator Gam m a Camera
6.1 In troduction
In chapter 5, we produced the benchmark images that will be used to compare with 
the output images produced in this chapter. Also, we learnt that the best method to 
restore the original images is the original Wiener filtering, and the best estimation of 
the power spectra is by the combination of the Goodman and Belsher method [57] with 
a constant spectral ratio. These results will be used to help us achieve the objective of 
this chapter.
The main objective of this chapter is finding the lightest possible configuration of the 
wire-mesh collimator that is able to match the performance of the multihole collimator,
i.e. the optimal configuration of the wire-mesh collimator. Therefore, the quantity that 
we shall have to maximise in this chapter is the weight loss. The weight loss is measured 
by comparing the reduced weight of the wire-mesh collimator with the total weight of 
the multihole collimator.
There are two ways of how this objective may be achieved. The first is when the wire- 
mesh collimator has totally similar characteristics as a multihole collimator, and the 
second is when the images produced by the wire-mesh collimator need post-processing
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to match in quality those of the multihole collimator.
This chapter is divided into five sections. Section one is this introduction. Next, in 
section two, we introduce the structures that will be used in this chapter. First in 
the section, we present the works of Chamberlain [34] and Ogawa and Kato [112,113]. 
Afterwards, we present our algorithms in finding the optimal configuration of the wire- 
mesh collimator. Next, in section three, we focus our effort into finding the optimal 
configuration of the wire-mesh collimator. The analysis is done using a point source, 
a planar square source and two point sources. Based on the results, we determine the 
best configuration of the wire-mesh collimator that the presented algorithm is capable 
of achieving. The final section contains the conclusions of this chapter.
6.2 H ardware configurations
In this section, we present the structure of the wire-mesh collimator that will be used 
in this chapter.
6.2 .1  C ham berla in’s configuration
To our knowledge, Chamberlain [34] is perhaps the first person to actually publish the 
idea of a wire-mesh collimator. In his research, Chamberlain [34] suggested that the 
optimal configuration of the wire-mesh collimator is a wire of radius 0.03cm, with the 
hole size corresponding to the pixel size of the detector. This configuration is limited to 
three layers of wire grids, with the total depth of 3cm. The separation distance between 
the bottom grid and the central grid is 2.06cm^, while the separation distance between 
the central grid from the top grid is 0.88cm. The schematical view of this hardware is 
shown in figure 6 .1 .
In order to find the optimal configuration, Chamberlain [34] analysed the modulation 
transfer function as a function of the collimator depth and parameters a and c, and 
he took the smoothest response of all, as corresponding to the optimal configuration.
^The distance of the first mask to the second mask is determined based on 68.75% of the total depth 
of the collimator.
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F ig u re  6.1: A cross sectional view of the three layers of the wire-mesh collimator, as proposed 
by Chamberlain [34]. a is the wire diameter, b is the septal thickness, which in this case has 
the same value as a because they are made from wires, and c is the hole size.
However, his results showed that the optimal configuration he came up with, did not 
produce images even near the quality of images produced by the multihole collimator. 
Since the configuration in [34] was limited to three masks only, it was suggested that 
more layers are needed, and having three layers only is just too optimistic.
6 .2 .2  O gaw a and K a to ’s con figu ration
Another work in this field is that of by Ogawa and Kato [112,113]. Using the multi­
hole collimator as guidance, they tried to replicate the structure using tungsten rods. 
These rods were placed in the x  and y directions alternately. There were three types of 
configuration that they proposed in their work. The first configuration was published 
in [112,113] while the second and the third were published in [113] and [112], respec­
tively. The specifications of their collimators are shown in table 6.1 and the schematic 
representations can be found in figure 6.2. In [112,113], the diameter of the rods used 
had various sizes: 0.02cm, 0.05cm and 0.01cm. These values were chosen to correspond 
to the multihole collimator that they used as their reference. In this thesis, since the 
multihole collimator used has a 0 .0 2 cm septa thickness, we changed the value of the
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rod diameter to 0 .0 2 cm.
Table 6.1: The specifications of the wire-mesh colhmators as proposed by Chamberlain [34]
and Ogawa and Kato [112,113].
Chamberlain
[34]
Ogawa and 
Kato 1 [112,113]
Ogawa and 
Kato 2 [113]
Ogawa and 
Kato 3 [112]
Hole size 0 .2 0 cm 0.15cm 0.15cm 0.15cm
Wire diameter 0.03cm 0 .0 2 cm 0 .0 2 cm 0 .0 2 cm
Septa types wire rods rods rods
Total septa depth 3cm 4cm 4cm 4cm
Number of grids 3 2 0 0 1 0 0 198
Inter-mesh
distance
2.06cm“,
0 .8 8 cm^
0 cm 0 .0 2 cm 0 cm
Weight loss 97.1% 58.3% 79.0% 57 J%
“The first mask to the second mask. 
*’The second mask to the third mask.
0.15cm
0.02cm"
Z7-Z7
zzzzzzz
Z 2 3 Z Z
çy-çr-çr
I h r z A
4cm
^■ÆFTOr
jlLO' U  ^'XT(a) First configuration
z z z z
spacesi
Z7Z70.02cr
b rx y 7Œ 7
I h n A ^ p , 
b '-t r i à î i
(b) Second configuration
0.02cm
Œ%y,/Œ:A 
,Œvür../Œ7( 
. O'
(c) Third configuration
F ig u re  6.2: The three configurations as proposed by Ogawa and Kato [112,113]. The width 
of the spaces in (b) is 0.02cm, i.e. the same as the diameter of the rods. In (c) we also show
the two walls they used.
The first configuration proposed by them is shown in figure 6.2(a). In this configuration.
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the rods are located in alternate directions without any spaces between the layers. The 
respective dimensions are shown in table 6.1. The rod diameter is determined based 
on the size of the real septa of the multihole collimator. Then, they tried to reduce 
the weight more by taking off a layer of rod alternately, as shown in figure 6 .2 (b). The 
spaces between the layers were equal to the size of the rod diameter (0.02cm). Finally, 
they introduced an entrance and an exit wall as shown in figure 6.2(c). By providing 
these walls, they were able to reduce the number of wide angle photons in comparison 
with the first configuration.
6.2 .3  T h e  p rop o sed  con figu ration
This thesis concentrates on the development of the wire-mesh collimator using meshes 
of wires instead of rods, following Chamberlain’s method [34]. The algorithm that we 
used in order to find the best configuration is as follows:
We start by dividing the whole block of the collimator into three thick sections. In our 
case, first we divide a 4cm collimator into 3 sections, with 2 septa and 1 inter-mesh 
space. This is the first configuration we consider. Next, we divide the collimator into 5 
sections, with 3 septa and 2 inter-mesh spaces. This is our second possible configuration. 
This process is repeated until the depth of the septa equals the thickness of the septa.
This way the possible configurations we consider are in reality a series of walls fike those 
used by Ogawa and Kato [112,113], with decreased thickness. However, we prefer to 
call them masks, and reserve the term “walls” for the two structures used at the two 
ends of the collimator, just like Ogawa and Kato [112,113] did. The final configuration 
of this series of configurations consists of masks made up by wires with square cross 
sections with size equal to the size of the septa of the multihole collimator. We note 
that this method will reduce the overall weight of the collimator by at most 50%. Such 
wires with square cross sections can be replaced by wires with circular cross sections. 
We show in the experiments section that such a replacement bears no effect on the 
quality of image produced and of course results in a structure that can be more easily 
constructed in practice. Using the circular cross sections also reduces the weight by 
more than 50% of the original multihole collimator.
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As Ogawa and Kato [112,113] showed, the use of walls thicker than the masks at the 
two ends of the collimator may significantly improve the performance of the system. 
We shall explore this option in the next chapter, where certain number of masks at 
either end of each of our collimator configurations will be replaced by walls,
6.3 D eterm in ation  o f th e  op tim a l configuration: resu lts  
and discussion
The set of experiments presented in this chapter are conducted in conjunction with the 
previous chapter: a point source, a planar square source and two point sources are used. 
Using the results from these experiments, the optimal configuration of the wire-mesh 
collimator will be determined. The point source images are also the PSPs. This PSP 
has two roles: the first is to be compared with the PSP of the multihole collimator and 
the second is to be used to build the Wiener filter.
6.3 .1  A  p o in t source
When the wire-mesh collimator is operated as a collimator (as opposed to being as a 
coded aperture), the optimal configuration can be determined by just using the charac­
teristics of the point spread function. We start the experiments using the configuration 
as proposed by Chamberlain [34] and Ogawa and Kato [112,113]. 10^ photons are 
emitted from a point source in air. Afterwards, we follow the steps described in section 
6.2.3, in order to search for the optimal configuration. The analysis of this experiment 
can be done using the criteria of sensitivity and shape of the PSP.
The sensitivity of the imaging system is determined by the number of photons detected 
by the detector. To find the optimal configuration of the wire-mesh collimator, the 
number of photons detected by the detector must be within the acceptable range of 
statistical counting fluctuation, also known as a counting error. This statistical counting 
fluctuation happens due to the nature of the radioactive source. In this thesis, we do 
not have a pool of data for the same set of experiments that allow us to have a good 
distribution function. Hence we may directly follow the method of estimating the
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precision of a single measurement as demonstrated in [71,76]- This method explains 
that if we have only a single measurement a, then we may assume that a is also 
the mean of the measurement (ô =  a). But this is only valid if we assume that the 
distribution function is Poisson or normal. For these two types of distribution, the 
predicted variance is =  â. Then, we may conclude that the standard deviation of 
the distribution is <j =  y/a. For a normal distribution, according to the 68-95-99.7 
rule [45], a deviation of Icr will be giving a 68% of the true value. By assuming that the 
distribution of photon counts in the gamma camera may be approximated by a normal 
distribution, we may conclude that the acceptable range of the value of sensitivity is 
[a — (T, a -b cr], where a is the phantom count of the multihole collimator.
Next, we may also analyse our collimator based on the characteristics of the PSPs, 
as done by Chamberlain [34] and Ogawa and Kato [112,113]. There are two factors 
tha t can be investigated. The first is the size of the PSF and the second is the error 
difference of the MTF. The size of the PSF is worth investigating based on the results 
of Ogawa and Kato [112,113]. In their work, they claimed that their configuration of 
the wire-mesh collimator is able to match the performance of the multihole collimator. 
However, from the results presented in the next section, we shall see that the PSFs 
obtained by their configurations have side-lobe peaks^, that they did not observe due 
to the small size of the detector that they were using.
In chapter 5, we used the FWHM to assess the performance the multihole collimator. 
In this chapter, the FWHM alone is not enough. This is because, the FWHM is not 
sensitive to the presence of the side-lobe peaks. Hence we use the MTF to measure 
the difference in expected performance between the structures. As we know, the MTF 
is very sensitive to blurring and noise in the imaging system. Chamberlain [34] used 
this criterion to determine his optimal configuration. To see the difference between the 
structures, we may calculate the error between the MTF produced by the wire-mesh 
collimator and the MTF produced by the multihole collimator using the mean square 
error^ criterion.
The initial results presented in this section are obtained for the case of the point source
^Or known as false artifacts.
^Taking the value of the multihole collimator as the mean.
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located at 10cm above the collimator in air. Afterwards, we also investigate different 
positions of the point source, i.e. at 15cm, 20cm, 25cm and 50cm, We also conducted 
the experiment in a water cylinder that has 10cm radius for the case of the source being 
placed at 10cm, 15cm, 20cm, 25cm and 50cm above the collimator.
6.3.1.1 Cham berlain’s, and Ogawa and K ato’s configurations
First, we present the results obtained by the structures of the wire-mesh collimator 
proposed by Chamberlain [34] and Ogawa and Kato [112,113]. They are for the case of 
a point source at 10cm above the collimator. Table 6.2 shows the sensitivity, the SNR 
and the MTF error obtained from these structures. The MTF error is a criterion that we 
used to find the error difference between the wire-mesh collimator and the multihole 
collimator. For this purpose, we set the value of the MTF error for the multihole 
collimator as zero (as our mean), and then we calculate the error difference between 
mean and the wire-mesh collimator. The corresponding images and their profiles are 
shown in figure 6.3, The image profiles were taken along the x  axis at y = 64.
T able 6.2: The sensitivity and the SNR, of the original multihole collimator and the wire-mesh
collimator, as published by the authors.
Structure Total number 
of photons 
detected
PSF area 
(pixeP)
MTF error 
(%)
Multihole collimator 3381 6 x 6 0 *
Chamberlain [34] 85819 128 X 128 24.558
Ogawa and Kato 1 [112,113] 8109 1 0 0  X 1 0 0 1.297
Ogawa and Kato 2 [113] 12276 106 X 106 9.122
Ogawa and Kato 3 [112] 7887 100 X 100 0.512
“The MTF of the multihole collimator is taken as the mean value.
From this table, we can see that the results produced from Chamberlain’s structure 
cannot match the performance of the multihole collimator, indicated by the sensitivity 
(total number of photons detected) and the huge difference of the MTFs. This led
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to a conclusion that this structure is totally unsuitable to replace the multihole colli­
mator. This is confirmed by comparing the image profile produced by Chamberlain’s 
structure in figure 6.3(b) with the image profile produced by the multihole collimator 
in figure 5.6(a) of chapter 5. We can see that the point spread function produced by 
Chamberlain’s structure is spread too widely and it is hugely affected by noise.
The structure produced by Ogawa and Kato [112,113] yielded far better results than 
those of Chamberlain’s [34], Prom all three configurations produced by them, we can 
see that the third configuration is the best, because it gave the nearest total number 
of photons detected and the smallest error margin of the MTF, in comparison with the 
multihole collimator. However, from the image profiles shown in figures 6.3(d), 6.3(f) 
and 6.3(h), we can see tha t there are some side-lobe peaks occuring mainly between 
the 15th and the 40th pixels. These image profiles are taken along the x  axis at y =  64. 
As we have discussed in the literature review section, Ogawa and Kato [112,113] built 
their wire-mesh collimator purposely for a gamma camera with a small field of view, 
i.e. 11x11 pixels^ with the size of each pixel being 0.23cm. Due to this, they could not 
observed these side-lobe peaks.
6.3.1.2 The proposed configuration
In this section, we follow the steps presented in section 6.2.3, in quest of the optimal 
configuration of the wire-mesh collimator. The results are shown in table 6.3. We 
started our experiment by dividing the whole 4cm septal depth of the multihole colli­
mator, to three parts consisting of two masks and one inter-mesh space. Next, in the 
second configuration, we divide the 4cm collimator into five sections of three masks and 
two inter-mesh spaces. The process is continued by dividing the collimator into 7, 9, 
11, 13, 15, 17, 19, 21, 23, 31, 39, 61, 79, 121 and 201 sections. We do not consider all 
possible divisions we could make, because the difference in weight loss is not significant 
between successive divisions when the numbers involved are large. For example, we 
jumped from dividing the collimator to 61 sections straight to 79 sections, because the 
weight loss margin is only 0.2%. The final configuration for the proposed algorithm in 
this chapter is by dividing the colhmator into 201 parts of 101 masks and 100 inter-
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(e) A point source image of Ogawa and 
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Figure 6.3: A point source images of the wire-mesh collimator, with their image profiles 
accross the centre of each image, from the left edge to the right edge of the image. Continue in
the next page.
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F ig u re  6.3: Continued from the previous page.
mesh spaces. At this point, the total depth of the collimator is actually 4.02cm and 
the size of each masks and inter-mesh space is 0.02cm, i.e. the depth of the mask is 
the same as the thickness of the mask. Therefore, as explained in the previous section, 
we may also convert the masks into wires with circular cross sections.
As shown in table 6.3, in terms of the number of detected photons and the error of 
the MTF, we may see that the closest result to the multihole collimator, is given by 
dividing the collimator to 201 parts (experiment 17). This configuration really helped 
to collimate the incoming photons in comparison with the other type of configuration 
in this step. However, the number of photons detected by this configuration is outside 
the acceptable range of the statistical counting fluctuations of the multihole collimator, 
i.e. [3323-3439] (3381 ±58.15). The size of the PSF given in this experiment is also very 
large, i.e. 98 x 98, due to the side-lobe peaks. But this unwanted signal is practically 
small, and that is depicted by the very small value of the MTF error. Having not 
fulfilled all the criteria, we decided that this configuration is not a direct replacement 
for the multihole collimator, because it does not collimate the photons as well as the 
multihole collimator. However, there is still hope that using image restoration might 
improve the quality of the images, and this step is presented in the next section.
In experiment 18, we changed the septa shape from the square type septa to the cir­
cular type septa. We found that there is not much difference between those two con­
figurations. Moreover, the number of photons detected in experiments 17 and 18 are
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T able 6.3: The sensitivity and the error margin of the PSFs produced by the proposed wire-
mesh collimator.
Structure Weight 
loss (%)
Total number 
of photons 
detected
PSF area 
(pixel^)
MTF
error
(%)
1. Divide by 3 33.3 14937 11 X 11 7.552
2. Divide by 5 40.0 16657 1 6 x 16 10.182
3. Divide by 7 42.8 22136 21 X 21 11.434
4. Divide by 9 44.4 22149 22x2% 11.790
5. Divide by 11 45.5 20613 26x2# 11.870
6. Divide by 13 46.2 18341 26 X 26 12.163
7. Divide by 15 46.7 17944 32 X 32 12.452
8. Divide by 17 47.1 16375 32 X 32 12.645
9. Divide by 19 47.4 15863 39x39 12.739
10. Divide by 21 47.6 11247 44 X 44 13.907
11. Divide by 23 47.8 11188 47 X 47 14.052
12. Divide by 31 4&4 9649 60 X 60 12.033
13. Divide by 39 48.7 9003 80 X 80 11.240
14. Divide by 61 49.2 7670 81 X 81 7.456
15. Divide by 79 49.4 6125 82 X 82 1.520
16. Divide by 121 49.6 4454 87x87 0.126
17. Divide by 201 (square) 49.8 3787 98x98 0.010
18. Divide by 201 (circular) 60.5 3806 98x98 0.015
approximately similar, and also the difference of the error between the two MTFs is 
very small, i.e. 0.005%. However, the configuration of experiment 18 has a huge ad­
vantage over the configuration of experiment 17, because it reduces by a massive 60.5% 
the total weight, based on the fact that wire with circular cross section has less volume 
than the mask with square cross section.
Finally, we also investigate various distances of the source from the collimator, similar
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to what we have done in chapter 5. There are two scattering media that we present 
here, air and water. For the case of air, we simulate the source to collimator distances 
of 10cm, 15cm, 20cm, 25cm and 50cm, while for the water cylinder, we simulate 10cm, 
15cm, 20cm, 25cm and 50cm. For this experiment, we just used four structures, i.e. the 
multihole collimator, the Chamberlain’s structure, the third structure given by Ogawa 
and Kato and the optimal structure as in experiment 18. In the case of Ogawa and 
Kato, we only cliose the third structure because that is the best structure proposed by 
them. The results are presented in figure 6.4.
The first two panels (a) and (b), are the results of sensitivity, measured by the number 
of photons. As we can see, the closest curve to the multihole collimator is given by our 
proposed structure, and the worst is given by Chamberlain’s structure. If we compare 
figures 6.4(a) and 6.4(b), we can see that using the water cylinder as the scattering 
medium reduced the number of recorded photons. This is because more photons are 
scattered and stopped in the cylinder.
Next, panels 6.4(c) and (d) show the area of the PSF recorded by the detector. For both 
figures, PSFs given by Chamberlain’s structure occupy the whole size of the detector. 
In our work, the size of the detector used was 128x128 pixels. For Ogawa and Kato’s 
structure, as the source is placed further away from the collimator, the size of the 
PSF gets bigger and fills the whole detector. Among all the presented configurations, 
the closest results to the multihole collimator are given by our proposed structure. 
However, there is a huge variation between them. In some cases, the PSF obtained by 
our structure covers the whole area of the detector due to its side-lobe pealcs.
Finally, we also observe the difference between the MTF of the multihole collimator, 
and the MTFs of the other structures. In panels (e) and (f) is shown that, the difference 
of the MTF between our structure and the multihole collimator is less than 0.1% in 
air and less than 0.2% in water. The second best result is the Ogawa and Kato. The 
worst result is given by Chamberlain’s structure, but we did not plot it in these figures 
because it is over 20% and it malces harder to see the difference between the other 
curves. We may also noted that as the water cylinder is used as the scattering medium, 
the error difference especially for Chamberlain’s structure is increased.
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Figure 6.4: The sensitivity, the MSE of the MTFs and the size of the PSFs for different 
locations of a point source. For the graph of the MTF error, we omitted the results from 
Chamberlain’s structure because the error was too high and above the limit of the y axis that
we set.
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As a summary, in this section, we have shown that the optimal structure proposed by 
us has better characteristics than the ones proposed by Chamberlain [34] and Ogawa 
and Kato [112,113]. However, comparing the proposed structure with the multihole 
collimator, we found that there are unacceptable differences between them. Therefore, 
in the next section, we will use the Wiener filtering technique to improve the quality 
of the images.
6 .3 .2  A  p lanar square sou rce
In this section, we conduct the experiments using a planar square source in air and 
water, and use image processing to restore the images. The image restoration that we 
use in this thesis is Wiener filtering, and the estimation of the power spectra is done 
based on the combination of the Goodman and Belsher’s method [57] with a constant 
ratio of the spectra. We start the analysis using the hardware given by Chamberlain [34] 
and Ogawa and Kato [112,113], before we proceed to follow the steps presented in 
section 6.2.3. The test source that we used in this experiment is a planar square source 
of size 4cmX 4cm, located at 10cm above the collimator and in air. The number of 
photons used is 10^. In chapter 5, we have shown that both SNR and MSE show good 
agreement when used to measure the quality of the images. Hence we could use either 
of these two fidelity criteria, and in this diapter we choose to use the SNR to judge 
the images. Using the SNR as the reference, the optimal configuration is decided when 
the restored image of the wire-mesh collimator has approximately the same, or better 
quality than the raw image of the multihole collimator.
6.3.2.1 Cham berlain’s, and Ogawa and K ato’s configurations
First, we start this experiment with the structures proposed by Chamberlain [34] and 
Ogawa and Kato [112,113]. The measurement of the image quality is shown in table 6.4. 
This table indicates tha t neither the restored images of Chamberlain’s [34] nor Ogawa 
and Kato’s [112,113] were able to match the performance of the multihole collimator, 
even the raw image of the multihole collimator. As we predicted, the worst method 
is given by Chamberlain’s configuration, thus there is no surprise when Chamberlain
112 Chapter 6. Imaging with a Wire-Mesh Collimator Gamma Camera
concluded that replacing the multihole collimator with the wire-mesh collimator is 
impossible [34]. The structure proposed by Ogawa and Kato [112,113] yielded fairly 
good results, especially their third configuration, but it is not good enough to replace 
the multihole collimator.
The images before and after the restoration are shown in figure 6.5. Judging from the 
images only, we can see that the structure proposed by Chamberlain [34] produced the 
worst image of all, while the images produced by Ogawa and Kato 1 and 3 [112,113] 
are looking quite similar to the images of the multihole collimator as shown in figure 
5.16(a) in the previous chapter. However, a close inspection may reveal some artifacts 
due to the side-lobes surrounding the main peak of the PSF. This is confirmed by the 
image profiles, taken across the x  axis, at the highest peak of the square images. The 
Wiener filtering technique managed to suppress the artifacts, but it is still insufficient 
to match the image quality of the multihole collimator.
Table 6.4: The SNR of the images produced by Chamberlain’s and Ogawa and Kato’s config­
urations, before and after the image restoration.
Total photons detected SNR Before SNR After
Multihole collimator 92016 952.89 1.32 X 10%
Chamberlain [34] 8.22 X 10^ 3.37 21.45
Ogawa and Kato 1 [112,113] 125953 285.82 531.25
Ogawa and Kato 2 [113] 301267 58.14 206.44
Ogawa and Kato 3 [112] 119057 308.51 581.29
6.3.2.2 The proposed configuration
Next, we use the structures of table 6.3 to capture the square images. The square 
images are then to be restored, and we shall see if the SNR after the restoration is able 
to match the SNR of the multihole collimator. The results of these experiments are 
shown in table 6.5.
From the table, we can see that the first configuration that is able to produce a better 
restored image than the raw image of the multihole collimator is the configuration of
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experiment 16, but the best quality of restored image, is given by experiment 17. How­
ever, taking the factor of the weight loss into our account, the structure of experiment 
18 is decided as our optimal configuration.
The images and their image profiles of experiment 18 are shown in figure 6.6. Prom 
this figure, we may see that the restored image of experiment 18 has a small number of 
artifacts. However, since it has been assigned a higher SNR value than the raw image 
of the multihole collimator, this means that it has a greater average value at the square 
plateau, and the small artifacts are negligible.
Prom the results of table 6.5, we may also notice that the results of the Wiener filtering 
technique are varied. For example, comparing experiment 10 with experiment 11, we 
can see that the raw image of experiment 10 is better than 11, but after restoration, 
the result is reversed. This happens due to the fact that the Wiener filtering technique 
depends on the estimation of the power spectrum of the noise field and the power 
spectrum of the original image. This case demonstrates that the estimation of the 
power spectrum in experiment 11 may be closer to the correct values than that of 
experiment 10.
Next, like in chapter 5, we also conducted additional experiments for various source to 
collimator distances, i.e. source placed at 10cm, 15cm and 20cm above the collimator. 
The scattering media used are air and water. Figure 6.7 shows the results of these cases 
for the various structures. Comparing the leftside figures with the rightside figures, we 
can see that the Wiener filtering technique was able to improve the SNR of the images. 
All the images of the optimal configuration need the image processing step in order 
to obtain better SNR than the unprocessed images of the multihole collimator. Also 
in this figure, we can see that the water cylinder used in this experiment has hugely 
degraded the images. In this case, even the image restoration is incapable of producing 
images as good as the ones produced when using air as the scattering medium.
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(a) A square image from Chamberlain 
(before restoration)
(c) A square image from Chamberlain 
(after restoration)
(e) A square image from Ogawa and 
Kato 1 (before restoration)
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F ig u re  6.5; The square images before and after restoration, obtained by the multihole colli­
mator and the structures proposed in the literature (continued on the next 2 pages).
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(g) A square image from Ogawa and 
Kato 1 (after restoration)
(i) A square image from Ogawa and 
Kato 2 (before restoration)
(k) A square image from Ogawa and 
Kato 2 (after restoration)
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F ig u re  6.5: Continued from the previous page.
116 Chapter 6. Imaging with a Wire-Mesh Collimator Gamma Camera
250
250
200
200
1150 rO 100
100
50
50
0
0
(m) A squsire image from Ogawa and 
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6 .3 .3  T w o p o in t sources
The next step is to investigate the limit of the resolution of the optimal configuration. 
The set-up for this experiment is similar to that in chapter 5. In section 6.3.2, we 
also showed that by implementing the Wiener filtering technique, with the appropri­
ate estimation of the power spectrum, we were able to obtain better output images 
than the unrestored multihole collimator ones, using the structure of experiment 18 in 
table 6.5. Hence, this is the first optimal structure proposed by this thesis. In this 
section, we shall test this configuration using two point sources. Again, these results 
will be compared with those of the multihole collimator as in chapter 5. In addition 
to this result, we also investigate the separability criterion of the structures proposed
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Table 6.5: The SNR of the images produced by the configuration proposed by this thesis,
before and after image restoration.
Experiments Weight
loss
(%)
Total
photons
detected
SNR
Before
SNR
After
Step 1: Divide the septa
1. Divide by 3 33.3 297190 381.11 891.78
2. Divide by 5 40.0 411067 216.72 623.11
3. Divide by 7 42.8 524190 126.73 377.16
4. Divide by 9 44.4 900303 107.98 329.12
5. Divide by 11 45.5 578990 81.30 306.88
6. Divide by 13 46.2 376656 65.13 288.02
7. Divide by 15 46.7 361274 57.14 251.78
8. Divide by 17 47.1 344196 56.23 224.39
9. Divide by 19 47.4 328081 53.24 202.73
10. Divide by 21 47.6 316443 49.77 181.78
11. Divide by 23 47.8 300526 49.76 192.82
12. Divide by 31 48.4 226143 56.74 232.61
13. Divide by 39 48.7 209438 67.62 290.83
14. Divide by 61 49.2 156137 117.73 379.84
15. Divide by 79 49.4 133592 223.02 663.55
16. Divide by 121 49.6 105057 455.04 1.01 X 10%
17. Divide by 201 (square) 4&8 97925 741.76 1.25 X 10^
18. Divide by 201 (circular) 60.5 98121 739.11 1.24 X 10^
by Chamberlain [34] and Ogawa and Kato [112,113]. Recalling the results we obtained 
for the multihole collimator, the separation points before restoration are 1.0cm and 
1.2cm, in air and water, respectively, and after restoration are 0.7cm and 0.9cm, in air 
and water, respectively. The Rayleigh criterion points before restoration are 1.3cm and 
1.4cm, in air and water, respectively, and 0.8cm and 1.1cm after restoration.
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(a) A square image from experiment 18 
(before restoration)
(c) A square image from experiment 18 
(after restoration)
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F ig u re  6.6: The square images before and after restoration, obtained by the structure in
experiment 18.
The results of the experiment of the separability are shown in table 6.6, while the 
results for the Rayleigh criterion are shown in table 6.7. From these results, we can 
see that the optimal configuration and the third structure of Ogawa and Kato perform 
identically. In the experiments before this, we have seen that the structures proposed 
by Ogawa and Kato [112,113] have problems with side-lobe peaks, and that affected 
the MTF and the SNR of any images produced by this structure. However, in this 
experiment, since we are only concerned with the main spike, the side-lobe peaks have 
not affected the separation point and the Rayleigh criterion point. When we fit the two 
blobs using the normal function, the side-lobe peaks do not affect the fitting. However, 
according to the analysis of the SNR shown in table 6.8, the images produced by the
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Figure 6.7: The results of the SNR of difiFerent source to collimator distances when a planar 
square source is simulated in air and water.
Ogawa and Kate's structure contain more noise, mostly due to the side-lobe peaks of 
their PSP. Finally, in terms of the peak location, for all the images, the locality shift 
is zero, i.e. all the recorded peaks are at their true locations.
6.4 C onclusions
The work done by Chamberlain [34] and Ogawa and Kato [112,113] shows the potential 
of the wire-mesh collimator to be used as a replacement for the multihole collimator. 
However, in this chapter, we have shown tha t these structures lack quality in comparison 
with the standard that we used in this thesis, i.e. the multihole collimator. In this 
chapter, we realised the potential of a wire-mesh collimator and worked beyond the
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Table 6.6; The results of the two point sources simulation of the separation point using the
wire-mesh collimator.
Structure Before restoration After restoration
Separability 
in air (cm)
Separability 
in water (cm)
Separability 
in air (cm)
Separability 
in water (cm)
Multihole collimator 1.0 1.2 0.7 0.9
Wire-mesh 1 1.0 1.3 0.8 1.0
Chamberlain 1.6 2.2 1.4 2.0
Ogawa and Kato 3 1.0 1.3 0.8 1.0
Table 6.7: The results of the two point sources simulation of the Rayleigh criterion (RC) point
using the wire-mesh collimator.
Structure Before restoration After restoration
RC RC RC RC
in air (cm) in water (cm) in air (cm) in water (cm)
Multihole collimator 1.3 1.4 0.8 1.1
Wire-mesh 1 1.4 1.6 1.1 1.3
Chamberlain 1.9 2.6 1.8 2.4
Ogawa and Kato 3 1.4 1.6 1.1 1.3
Table 6.8: The SNR of the separation point before and after the restoration.
Structure Before restoration After restoration
Air Water Air Water
Multihole collimator 31.2587 25.1002 68.2515 34.6251
Wire-mesh 1 28.3142 21.7000 54.0139 32.2267
Chamberlain 1.0209 1.0625 1.2750 1.2142
Ogawa and Kato 3 23.1008 20.6183 53.7855 30.1793
limitations set by the previous works.
Using the algorithm that we presented in this chapter, we identified an optimal config-
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uration of the wire-mesh collimator. This unique configuration of the wire-mesh colli­
mator is able to reduce by 60.5% the weight, of the multihole collimator, and in fact, it 
is lighter than the best configuration of Ogawa and Kato [112,113]. This configuration 
provides more sensitivity, but unfortunately it has less resolution compared with the 
multihole collimator. However, this problem can be solved using the Wiener filtering 
technique. Our results showed that using this technique, we are able to obtain better 
images than the raw images of the multihole collimator, and therefore, this optimal 
configuration of the wire-mesh is capable of competing with the multihole collimator, 
with the appropriate image post-processing.
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Chapter 7
Im proving the D esign of the  
W ire-M esh Collim ator
7.1 In troduction
Chapter 6 has opened the door towards the possibility of using a series of wire-masks 
as a replacement to the multihole collimator. The optimal configuration proposed in 
that chapter has hugely reduced the total weight of the collimator by more than half its 
original weight. In this chapter, we investigate other influential factors that might have 
impact in the process to obtain the optimal configuration of the wire-mesh collimator.
This chapter has two objectives. The first objective is to find a lighter configuration 
than the one proposed in the previous chapter. The algorithm presented in the previous 
chapter limits the thickness of the holes to be the same as the thickness of the masks. 
This chapter discusses whether more weight could be reduced without compromising 
the quality of the images.
Also, in chapter 6, the use of image restoration to improve the image of the optimal 
configuration is compulsory. W ithout this, the unrestored image is worse than the stan­
dard image. Therefore, the second objective of this chapter is to find the structure that 
will be acting as a direct replacement for the multihole collimator, i.e. the unrestored 
image has the same quality as those of the multihole collimator.
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7.2 E xperim enta l set-up
There are two sets of experiments that we present in this chapter. The first set of 
experiments are conducted to obtain a lighter configuration than the current optimal 
configuration, and the second set of experiments are conducted to obtain a configuration 
that has approximately the same characteristics as the multihole collimator.
For the first experiment, there are three factors that we consider. The first factor is the 
inter-mesh distance. In chapter 6, the optimal configuration that we found is bounded 
to the algorithm tha t we presented in section 6.2.3. By implementing this algorithm, 
the thickness of the masks will always equal the thickness of the gap between the masks, 
i.e. the holes. In our case, tha t size was 0.02cm. Therefore, in this chapter, we increase 
the inter-mesh distance to 0.03cm. The output image will be restored, and then the 
image quality will be compared.
The second factor that we consider to make a lighter wire-mesh collimator is the wire 
radius. The wire radius used in the previous chapter was 0.02cm. In this experiment, 
we assess the quality of the images when the wire radius is reduced to 0.01cm.
The third and final aspect of the hardware that we consider for the first set of experi­
ments is the spaces between the septa or the hole size. Previously, the spaces between 
the septa were 0.15cm. The spaces can be increased to 0.16cm for more weight reduc­
tion.
Next, in the second set of experiments, we consider using the entrance and the exit 
walls because this feature is found to be useful in [112,113]. However, our entrance and 
exit walls are slightly different from theirs. They used the walls to cover the area that 
can not be covered by the rods, but in our case, we use the walls to occupy the spaces 
between the masks. The entrance and the exit walls are added until the characteristics 
of the point spread function of that particular configuration can match those of the 
multihole collimator. Figure 7.1 shows the structure that we set up. Alternatively, 
instead of filling the entrance and exit areas, we may also try  to put the walls in the 
middle and observe the difference between them.
There are three types of source that we used in this experiment: a point source, a
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F ig u re  7.1: The experimental set-up to investigate the effect of using the entrance and exit 
walls on the performance of the wire-mesh collimator.
planar square source and two point sources. For the experiment using a point source 
and a planar square source, just like in chapter 6, we start by placing a point source 
at 10cm in air. Next, we also vary the location of the source and also use a water 
cylinder as a scattering medium. For the experiment with two point sources, we locate 
two point sources at 20cm above the collimator, and find the limit of the resolution.
7.3 R esu lts and d iscussion
7.3 .1  A  p o in t source
The results are shown in table 7.1. In terms of sensitivity, for the configuration with 
14 or more walls, the number of photons detected is within the acceptable range of 
the statistical counting fluctuations, i.e. 3323-3439 (3381 ±  58.15). However, we can 
see that in terms of the size of the PSF, only by having 30 or 32 walls or more, one 
will be able to have the same size PSFs as the multihole collimator. For these two 
experiments, the difference of their MTFs from the MTF of the multihole collimator is 
nearly zero. Since we intend to find the lightest structure of the wire-mesh collimator, 
the configuration with 30 walls is picked, and this is our second optimal configuration 
proposed by this thesis.
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Based on these results, we see that this configuration can match the performance of 
the multihole collimator, with weight loss of 48.8% of the original multihole collimator. 
The point source image of this experiment and its profile are shown in figure 7.2. From 
this figure, we can see that it is hard to distinguish between this image profile and the 
image profile from the multihole collimator in figure 5.6(a). The small differences occur 
only due to the random processes in capturing the image. Comparing this image with 
the optimal configuration proposed by Ogawa and Kato [112,113], we can see that our 
configuration does not produce any side-lobe peaks such as theirs.
Next, figure 7.3 shows the MTFs extracted from the PSF of the multihole collimator, the 
structure proposed by Chamberlain [34], the best configuration of Ogawa and Kato [112] 
and the second optimal configuration proposes by this thesis. In this figure, we can 
see that the configuration given by Chamberlain [34] and Ogawa and Kato [112] are 
obviously different from the one of the multihole collimator. Meanwhile, the result from 
our configuration follows the multihole collimator very closely and it is really hard to 
observe the difference between those two, reflected by the difference of the MTFs given 
in table 7.1.
250
200
150
100
300
250
200I> 150
rC5 100
60
Pixels
(a) A point source image (b) Image profile of (a)
F ig u re  7.2: A point source image produced from the configuration of having 30 entrance and
exit walls.
In addition to these results, we also have located the point source at various distances 
above the collimator. The results that compare our second optimal configuration with 
the multihole collimator is shown in figure 7.4. In this experiment, we showed that 
our structure has the same characteristics as the multihole collimator, in terms of
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Table 7.1; The sensitivity, the size of the PSFs and the error of the MTF, of various configu­
rations of the wire-mesh collimator.
Experiment Weight 
loss (%)
Total number 
of photons
PSF size MTF error 
(%)
Increase the inter-mesh distance. The original distance is 0.02cm.
Distance 0.03cm 78.7 10921 110 X  110 1.298
Increase the space between the septa. The original hole size is 0.15cm.
Hole size 0.20cm 73.3 11457 119 X  119 5.067
Decrease the wire diameter. The original wire diameter is 0.02cm
Diameter 0.01cm 70.9 19993 110 X  110 2.332
Add the entrance and exit walls
Add 2 walls 5 9 J 3643 9 7 x 9 7 0.005
Add 4 walls 58.9 3560 12 X  12 0.002
Add 6 walls 58.2 3527 12 X  12 0.006
Add 8 walls 57.4 3515 12 X  12 0.008
Add 10 walls 56.6 3504 12 X  12 0.008
Add 12 walls 55.8 3483 12 X  12 0.008
Add 14 walls 55.1 3420 12 X  12 0.006
Add 16 walls 54.3 3421 11 X  11 0.004
Add 18 walls 53.5 3399 11 X  11 0.005
Add 20 walls 52.7 3328 11 X  11 0.001
Add 22 walls 51.9 3409 11 X  11 0.003
Add 24 walls 51.2 3400 11 X  11 0.001
Add 26 walls 5&4 3369 9 x 9 0.008
Add 28 walls 49.6 3410 9 x 9 0.009
Add 30 walls 48.8 3339 6 x 6 !%0
Add 32 walls 48.0 3341 6 x 6 «0
32 middle walls 48.0 3390 7 x 7 %0
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Figure 7.3: The MTFs of the multihole colhmator, the structure given by Chamberlain [34], 
the best configuration produced by Ogawa and Kato [112], that is their third configuration, 
and the second optimal configuration proposed by this thesis.
producing almost the same size PSF and allow the detection of almost the same number 
of photons. There are many reasons for the small difference between our structure 
and the multihole collimator, such as the spatial distortion occuring at the detector. 
However, the difference is small and negligible.
As a summary, in this section, we have shown that the second optimal structure pro­
posed by us has similar characteristics as the multihole collimator. Therefore, it offers 
a direct replacement for the multihole collimator.
7 .3 .2  A  p lanar square source
Next, in this section, we present the results of a planar square source in table 7.2. 
Based on this table, we can see that our effort to reduce more the weight from the 
first optimal configuration has failed. By increasing the inter-mesh distance, the space 
between the septa and by decreasing the wire diameter, more noise has been created. 
In this case, even when we used the Wiener filter, the SNR of the restored image was
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Figure 7.4: The results of sensitivity and the size of the PSF, in air and water, of our second 
optimal configuration and the multihole collimator.
still lower than that of the raw image of the multihole collimator. Therefore, the first 
optimal configuration as we proposed in chapter 6 is still the best configuration that we 
can find that has a higher SNR than the multihole collimator for the restored images.
In the meantime, we use the second optimal configuration to collimate photons from a 
planar square source. As shown in table 7.2, the SNR of the square image, before and 
after restoration is similar to that of the multihole collimator. This is our strongest 
argument in claiming that our second optimal configuration is a direct replacement for 
the multihole collimator. The image and its profile are shown in figure 7.5.
We also observe the SNR before and after restoration, for different locations of the 
source with respect to the collimator. The result is shown in figure 7.6, Again, we can 
see that the second optimal configuration proposed by us is in the same class as the
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multihole collimator. All the results is this figure imply that both structures share the 
same characteristics.
Tkble 7.2: The SNR of the images produced by the configuration proposed by this thesis,
before and after image restoration.
Experiments Weight loss 
(%)
Total number of 
photons detected
SNR Before SNR After
Increase the inter-mesh distance. The original distance is 0.02cm.
0.03cm 78.7 115917 309.58 705.61
Increase the hole size. The original hole size is 0.15cm.
Hole size 0.20cm 73.3 121178 298.23 623.32
Decrease the wire diameter. The original wire diameter is 0.02cm
Diameter 0.01cm 70.9 142420 78.72 309.87
Add the entrance and exit walls.
Add 30 walls 48.8 91995 953.20 1.32x10^
7 .3 .3  T w o p o in t sources
In this section, we use two point sources and try to search the limit of the resolution 
for our second optimal configuration. For the separability criterion, this configuration 
yields 1.0cm and 1.2cm in air and water, respectively. After restoration, the resolution 
is increased to 0.7cm and 0.9 cm in air and water, respectively. The SNR before restora­
tion is 31.6525 in air and 25.7913 in water. Using image restoration does increased these 
values to 68.1249 in air and 33.9931 in water.
Meanwhile, for the Rayleigh criterion, the values are 1.3cm and 1.4cm in air and water, 
respectively. Afterwards, the Wiener filtering improves the resolution to 0.8cm and 
1.1cm in air and water, respectively.
It is interesting to see that these results are actually similar to those of the multihole 
collimator. This is another reason to convince us that this structure acts as the multi­
hole collimator. With the weight reduced to almost half the original weight, the second
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F ig u re  7.5: The square images before and after restoration, obtained by our second optimal
configuration.
optimal configuration proposed by us has an advantage over the original multihole 
collimator.
7.4 C onclusions
In this chapter, we proposed a second configuration of the wire-mesh collimator that 
reduces 48.8% of the original collimator weight. This configuration has more weight 
than the one that we proposed in chapter 6, but it has the same characteristics as the 
multihole collimator, hence, it can directly replace the multihole collimator.
In this chapter, we also tried to reduce more weight of the first configuration by reducing
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Figure 7.6: The results of the SNR of different source to collimator distances when a planar 
square source is simulated in air and water. Wire-mesh 2 is the second optimal configuration
proposed by this thesis.
the wire diameter, by increasing the inter-mesh distance and by increasing the space 
between the septa. However, in all our trials, we failed to obtain a better image than 
the multihole collimator.
Chapter 8
R ea listic Phantom  A pp lication
8.1 In troduction
In this drapter, we shall use the optimal wire-mesh collimator configuration that we ob­
tained as well as the multihole collimator and test both configurations with simulations 
of a realistic phantom.
Before we claim that our wire-mesh collimator has the potential to replace the multihole 
collimator gamma camera, there are two factors that have to be checked. First is the 
model of the camera itself realistic, and second is the model of the source realistic? The 
first issue has been answered throughout our work because we used a realistic model 
of a gamma camera, but the latter issue has yet to be resolved. Without this, all the 
results that we have presented in this thesis are less meaningful because they cannot 
be applied to a real case of detecting tumours. Therefore, in this section, we simulate 
a reahstic phantom and compare the projected image of the wire-mesh collimator with 
that of the multihole collimator, and observe the differences between them, if there are 
any.
8.2 E xperim enta l set-up
In chapter 5, we introduced the use of a water cylinder to investigate the response 
of Wiener filtering to the noise produced from scattering inside the cylinder. In this
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section, we expand that model by using a hot water cylinder^ instead of the non­
radioactive water cylinder in chapter 5. The function of the hot water cylinder is to 
provide the background radiation of the system. The size of the cylinder is identical 
to the size of that in chapter 5, that is it has a 10cm diameter and is 20cm in length, 
but to decrease the running time of the MCNPX code, we place the cylinder directly 
on top of the collimator.
To model the tumour itself, we use a spherical lesion filled with soft tissues, with various 
tumour-to-background ratios (TBR) [60,89,128]. The TBR indicates a tumour level of 
activity. For example, a 5:1 tumour is less active than a 10:1 tumour. In this thesis, the 
background radiation is fixed to 2 x 10  ^ photons, and based on this, we may calculate 
the number of photons that are projected by the tumour, depending on its TBR. The 
TBR is calculated based on the ratio of the source concentration, as follows [128]:
TBR =  ^  (8.1)
where As is the number of photons from the tumour per cm^ and Ai, is the number of 
photons from the background per cm^.
There are two factors that influence the quality of the produced image, and which we 
wish to investigate in this work: the TBR and the size of the lesion. For the first 
set of experiments (namely experiment A), we fixed the size of the lesion to 1cm in 
diameter, and we simulated the 2:1, 3:1, 4:1, 5:1, 6:1, 7:1 and 8:1. TBR cases. For the 
second experiment (namely experiment B), we fixed the TBR to 10:1, and observe the 
results of 0.5cm, 0.6cm, 0.7cm and 0.8cm lesion diameters. For all the experiments, the 
location of the lesion was 1cm away from the collimator and inside the cylinder. The 
experimental set-up is shown in figure 8.1. The image quality measure we use is the 
MSB. In this chapter, the MSB is used because it can handle the fluctuations of the 
background radiation.
^The water cylinder is filled with uniformly distributed sources of 140keV photons.
8.3. Results and discussion 135
Hot cylinder
10cm
Tumour
1cm, 1cm
Collimator
Detector
F ig u re  8.1: The cross section of the experimental set-up of experiment A and experiment B. 
The tumour is located 1cm above the colhmator and inside the cylinder.
8.3 R esu lts and d iscussion
Unlike in chapter 5, the experiments in this chapter are done in two steps; one simu­
lation with a hot cylinder and a cold lesion for the background radiation, and another 
simulation with a hot lesion and a cold cylinder for the tumour^. To model the complete 
source, the number of detected photons from the first step is added to the number of 
detected photons from the second step. In this experiment, the background radiation 
is simulated only once for each configuration using 2 x 10  ^ photons, but the number of 
photons from the tumour varies, depending on the TBR and the size of the lesion.
There are three structures that we used to capture the photons: the multihole collima­
tor, the first optimal configuration as proposed in chapter 6 that reduces the collimator 
weight by a massive 60.5% and the second optimal configuration as in chapter 7 that 
reduced the weight by 48.8%. The background radiation for each configuration is shown 
in figure 8.2. The cross sections of the images are taken through the centre of the image 
from left to right.
In chapter 5, there is only one experiment; a hot source inside the cold water cylinder.
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Figure 8.2; The background radiation obtained from three different structures. The number 
of photons detected in (a) is 100869, (b) is 176393 and (c) is 100796.
8.3.1 D ép en d an ce  o f  th e  resu lts  on th e  T B R s
First, we present the results of experiment A. In this experiment, we fixed the size of the 
lesion to 1cm in diameter and located it at 1cm distance from the collimator inside the
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cylinder. The TBRs tha t we simulated are 2:1, 3:1, 4:1, 5:1, 6:1, 7:1 and 8:1. The results 
are shown in figures 8.3, 8.5 and 8.7, for the images obtained by the multihole collimator, 
the first optimal configuration and the second optimal configuration, respectively. The 
corresponding image profiles are shown in figures 8.4, 8.6 and 8.8, respectively.
For the multihole collimator, as shown in figure 8.3, we can see that the tumour starts 
to be visible for the case of the restored image of a 3:1 TBR. W ithout using the Wiener 
filtering technique, the tumour can only be seen for the cases of 4:1 and above. It turns 
out that the visibility of the tumour depends on the quality of the displaying device. 
These results are printed using a HP Color Laser Jet 3800 printer. Figures E .l and E.2 
in Appendix E show the same result as figure 8.3, and they are printed using Xerox 
Phaser 8400DP and HP Laser Jet 4100DTN, respectively. In both figures, the tumour 
is hardly visible even at 4:1. For a consistent analysis, we printed all the results using 
the HP Color Laser Jet 3800 printer.
In general, based on the image profile shown in 8.4, we can see that the Wiener filtering 
method increased the contrast of the tumour and at the same time, it smoothed the 
fluctuations of the background radiation. For the cases of TBR 2:1 and 3:1, we can see 
tha t the main peak that corresponds to a tumour does not reach the maximum value 
of 255 grey level. This indicates that there is another pixel in these images that has 
more brightness than the tumour itself, and this could lead to a false diagnostic. With 
the Wiener filtering technique, the brightness of the main peak is increased and the 
false peaks are suppressed, as shown in figure 8.4.
For the first and the second optimal configuration of the wire-mesh collimator, the 
tumour also starts to be visible at TBR 3:1 after the restoration process. The results 
can be seen at figures 8.5 and 8.7. However, our first configuration creates more noise 
than the second configuration. This is understandable because of its PSF as discussed 
in the previous chapter. The image profiles for this result can be seen at figures 8.6 
and 8.8 for the first and the second configurations, respectively.
To quantify the difference between the results, graph 8.9 is plotted. Fi’om figure 8.9(a), 
we can see that the multihole collimator and our second optimal configuration detected 
almost the same number of photons, because the configuration is purposely chosen to
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match the performance of the multihole collimator. In this aspect, our first configu­
ration detected more photons from the tumour than the rest of the configurations. In 
the second graph, in terms of the MSB, we can see that the worst result is given by 
the first optimal configuration. Due to its PSF, the first optimal configuration does 
not work well in the presence of background radiation. This structure allows the wide- 
angle photons to be detected by the detector, and create side-lobe peaks. Therefore, 
it increases the value of the MSB. Meanwhile, although figure 8.9(b) implies that our 
second configuration is better than the multihole collimator, this is actually a trivial 
result. The reason that makes the difference between these two lines is mainly due to 
the random background radiation. It is just happened randomly that the background 
radiation of the second configuration is slightly less fluctuated than the background 
radiation of the multihole collimator, therefore produces a lower value of the MSB.
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(a) TBR 2:1 (b) TBR 2:1 (restored)
(c) TBR 3:1 (d) TBR 3:l(r^tored)
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(e) TBR 4:1 (f) TBR 4:1 (restored)
(g) TBR 5:1 (h) TBR 5:1 (restored)
Figure 8.3: Experiment Al: The images obtained by the multihole collimator gamma camera
with various TBRs. The size of the lesion is fixed to 1cm in diameter and its location to 1cm
inside the water cylinder. The image profiles can be seen in figure 8.4
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(i) TBR 6:1 (j) TBR 6:1 (restored)
(k) TBR 7:1 (1) TBR 7:1 (restored)
(m) TBR 8:1 (n) TBR 8:1 (restored)
Figure 8.3: Continued from the previous page.
8.3. Results and discussion 141
250
200
■s 150
C5 100
20 40 100 120Pixels(a) TBR 2:1
260
200
^  ISO
(3 100
100 120Pixels(b) TBR 2:1 (restored)
250 250
200 200
I  150 ■i 150
o 100 <5 100
100 120 40 8060Pixels 100 120Pixels(c) TBR 3:1 (d) TBR 3:1 (restored)
250
200
■i ISO
(3 100
40 60Pixels 80 100 120(e) TBR 4:1
250
200
M ISO
50
100 120Pixels(f) TBR 4:1 (restored)
250
200
^150
(3 100
100 120Pixels(g) TBR 5:1
250
200
ilS O
(3 100
20 100 12040 80Pixels(h) TBR 5:1 (restored)
Figure 8.4: The image profile of experiment Al (continue on the next page).
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Figure 8.4: Continued from the previous page.
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Figure 8.5: Experiment A2: The images obtained by the first optimal configuration of the
wire-mesh collimator with various TBRs. The image profiles can be seen in figure 8.6.
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Figure 8.5; Continued from the previous page.
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Figure 8.6: The image profile of experiment A2 (continue for the next page).
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Figure 8.6; Continued from the previous page.
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Figure 8.7; Experiment A3: The images obtained by the second optimal configuration of the
wire-mesh collimator with various TBRs. The image profiles can be seen in figure 8.8.
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F ig u re  8.7: Continued from the previous page.
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Figure 8.8: The image profile of experiment A3 (continue for the next page).
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Figure 8.8; Continued from the previous page.
8 .3 .2  D ép en d an ce  o f  th e  resu lts  on  th e  size o f  th e  lesion
The results presented in figures 8.10, 8.12 and 8.14 are the images produced from the 
multihole collimator, the first optimal configuration and the second optimal configu­
ration, respectively, for the case of a fixed TBR but different lesion size. The cross
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Figure 8.9: Experiment A: The number of photons detected solely from tumour in (a), and 
the MSE in (b). In(b), abbreviation MC is for the multihole collimator, WM-1 is for the 
first optimal configuration of the wire-mesh collimator, and WM-2 is for the second optimal
configuration of the wire-mesh collimator.
sections of the images can be found in figures 8.11, 8.13 and 8.15, respectively. For 
the first experiment, using the multihole collimator, close inspection shows that the 
tumour becomes visible when it is at least 0.7cm in diameter. However, as we can see 
in figure 8.10, there are some other false peaks that might lead to false diagnosis. In 
comparison, the tumour of 0.8cm in diameter is clearly visible, especially in the image 
after the restoration process. In terms of visual inspection, similar results have been 
produced by our first and second optimal configurations.
To quantify the differences between the various results, we plotted graphs 8.16. In the 
first graph, we can see that the sensitivity is very low for a small size lesion, owing to 
the low number of photons emitted from the sphere. Again, in this graph, we can see 
that the multihole collimator and our collimator are in a good agreement in terms of 
sensitivity. In the second graph, we can see that the MSE of the images follows the 
same trend as in experiment A. Again, the implementation of the Wiener filtering is 
shown to decrease the value of the MSE of the output image, i.e. the restored image 
has less background fluctuation compared with the raw one.
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8.4 C onclusions
There are two conclusions that can be drawn from this chapter. The first conclusion 
is about the ability of the collimator that we proposed to match the performance of 
the multihole collimator. In this aspect, we have seen that our first configuration (as 
used in experiment A2 and experiment B2) creates more noise and has more sensitivity 
than the rest of the configurations. W ith the presence of the background radiation, 
this configuration is unable to match the performance of the multihole collimator, even 
with Wiener filtering. However, in terms of visual inspection, the results given by this 
configuration are similar to those of the other configurations.
The second conclusion is about the ability of the Wiener filtering to improve the images 
and increase the visibility of the tumour. In this case, our results have shown that by 
using the appropriate estimation of the power spectra of the object and noise, we are 
able to improve the images, therefore it becomes easier to spot the tumour.
Obviously, our first optimal configuration is the worst due to the side-lobe peaks in 
its PSF. But, this scenario has been expected, because the image of the first configu­
ration depends on the Wiener filter to improve the quality of the images it produces. 
Meanwhile, the difference between the multihole collimator and our second optimal con­
figuration may fully to be attributed to the random processes involved in the gamma 
camera. For example, although our second optimal configuration appears to work bet­
ter than the multihole collimator, we cannot claim that this will always be the case, as 
there is no scientific reason to expect better performance. Our aim (and claim) was to 
build a configuration of comparable performance, but lighter.
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Figure 8.10: Experiment Bl: The images obtained by the multihole collimator with TBR
fixed to 10:1. The image profiles can be seen in figure 8.11.
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Figure 8.11: The image profiles of experiment Bl.
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F ig u re  8.12: Experiment B2: The images obtained by the second optimal configuration with
TBR fixed to 10:1. The image profiles can be seen in figure 8.13.
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F ig u re  8.14: Experiment B3: The images obtained by the first optimal configuration with
TBR fixed to 10:1. The image profiles can be seen in figure 8.15.
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Figure 8.15: The image profiles of experiment B3.
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Figure 8.16: Experiment B: The number of photons detected solely from the tumour in (a),
and the MSE in (b).
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Chapter 9
Sum m ary and Conclusions
This thesis intends to join the war against cancer by producing a lighter and cheaper 
solution for a multihole collimator, without compromising the quality of the images. 
This work used the concept of many layers of wire-meshes, instead of using a compact 
block of multihole collimator. The first potential of this method is shown by Cham­
berlain [34], but he failed to develop a realistic model of the wire-mesh collimator that 
can compete with the performance of the multihole collimator. The same goes for 
Ogawa and Kato [112,113]. In this thesis, we proposed two possible configurations of 
the wire-mesh collimator, modelled using the MCNPX code.
The wire-mesh collimator could be used with or without the image processing unit. 
For the coded aperture, the common method to decode the image is by using the 
standard correlation technique. However, this method is known to create artifacts, and 
we dismissed it. Therefore, we could consider another method of image processing,
i.e. using image deconvolution. Pi*om our literature review, we found that the Wiener 
filtering technique has a good prospect to be used in this work, in comparison with 
the inverse filtering technique, the Metz filtering technique and the power spectrum 
equalization filtering technique. This discussion was presented in chapter 2.
The realistic model of the gamma camera was developed using the MCNPX code, 
presented in chapter 4. In this chapter, we concluded that there is a difference between 
the ideal model of the gamma camera as proposed by Chamberlain [34] and the realistic
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model of the gamma camera as proposed by this thesis. We also included the effect of 
having a backscatter compartment, made from Pyrex, to model the backscatter effect 
due to the photomultiplier tubes array [40], Finally, we presented the results of energy 
spectra to complete our realistic model of the gamma camera.
The multihole collimator is used as a basic structure of the wire-mesh collimator. In 
chapter 5, we concluded that the resolution of our simulated model of the multihole 
collimator complied with the theoretical results from Anger [6] and Webb [150], The 
simulated model of the gamma camera was also compared with the Toshiba GCA- 
7100A gamma camera at the Royal Surrey County Hospital, Guildford and the results 
showed a good agreement between them. Next, we simulated a planar square source 
and two point sources in order to investigate the capability of the Wiener filtering to 
improve the resolution of the images.
In order to apply the formulae, we needed to determine the ratio between the power 
spectrum of the object and the power spectrum of the noise. In this problem, there 
are several ways of doing it: replacing it by a constant method, estimating it using the 
approach by Press et al. [122] or that by Goodman and Belsher [57], In our work, we 
have shown that the method by Goodman and Belsher [57] gave the best result among 
all presented techniques. We have also shown that by combining the Goodman and 
Belsher [57] method with a constant, the results can be improved.
In the previous works, people had also tried to manipulate the Wiener filter, like the 
modified Wiener filter by Demers and Stein [41], the combination of the Wiener filter 
with the low-pass filter by Honda et al. [66] and the modified Wiener filter by Miller and 
Rollins [97], In this work, we have shown that the original Wiener filter still produced 
better results than those of the previous works. In chapter 5, we also showed that 
using the original Wiener filter with the combination of the Goodman and Belsher [57] 
method and a constant, could decrease the values of the source separability point and 
the Rayleigh criterion from 1.0cm and 1.2cm in air and water respectively, to 0.7cm 
and 0.9cm, for the case of the two point sources.
The results of chapter 5 are used as the benchmark images in chapter 6. Chapter 6 
provides the discussion of the wire-mesh collimator. First, in this chapter, we have
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shown that the optimal configurations of the wire-mesh collimator as proposed in the 
previous literature had some problems. The images of a square source obtained by 
the structure proposed by Chamberlain [34] have a lot of noise, and even with the 
restoration process, the SNR of the image is much worse than the raw image of the 
multihole collimator. Meanwhile, the structures proposed by Ogawa and Kato [112,113] 
have a problem with side-lobe peaks, which they did not observe in their work.
There are two types of configurations that we propose in this thesis. The first con­
figuration is shown in chapter 6 where the output image has worse quality than that 
of the multihole collimator, but with the restoration process, we managed to obtain a 
better image than the raw image of the multihole collimator. In this case, the original 
collimator weight is reduced by 60.5%. The second optimal configuration is shown in 
chapter 7. This structure offers a direct replacement of the multihole collimator, be­
cause even without restoration, the quality of its images is comparable with those of 
the multihole collimator. In this case, 48.8% of the collimator weight is reduced.
Finally, in chapter 8, we tested the proposed configurations using more realistic sources. 
The results indicate that in terms of visualizing a hot spherical lesion inside a hot water 
cylinder, all three configurations (the multihole collimator and both our proposed wire- 
mesh configurations), managed to detect the lesion at 3:1 TBR after the restoration 
process. Also, in terms of the size of the lesion, all configurations were able to detect a
0.7cm diameter lesion, with the help of Wiener filtering. The only difference between 
these results is the quality of the images.
All in all, what is the real advantage of the wire-mesh collimator? Other than it is 
actually lighter and cheaper than the multihole collimator, the wire-mesh collimator 
offers a trade-off between weight, sensitivity and resolution. In this thesis, we have 
demonstrated that the wire-mesh collimator is capable of replacing the multihole colli­
mator, either as a direct replacement of the collimator, or in conjunction with the use 
the Wiener filtering technique to match the performance of the multihole collimator.
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9.1 Future research directions
From here, there are plenty of opportunities to be explored in the future. The plans 
can be summarised as follows;
1. In this thesis, the configurations that we proposed are restricted to a low energy 
high resolution (LEHR) type of collimator^. In the near future, we could find 
the optimal configuration of the wire-mesh collimator to serve the purposes of 
other types of multihole collimator, such as the medium energy high resolution 
(MEHR) and the ultra low energy high resolution (ULEHR).
2. We could also expand this project for a three dimensional SPECT camera. The 
performance of the collimator is an important aspect that affects the performance 
of the SPECT [68]. Therefore, we may construct a model of SPECT camera using 
the MCNPX code, and investigate the performance of our optimal configuration 
for use with the SPECT camera. In addition to this, we may also implement 
the Wiener filtering technique for use either as a 2D pre-processing filter or a 
3D post-processing filter [63]. We may also implement the combination of the 
Coodman and Belsher technique with a constant, in order to estimate the power 
spectrum of the images.
3. The optimal configuration of the wire-mesh collimator that we proposed in this 
thesis is strictly based on the a 40cm x 40cm detector. For a small detector, we 
may be able to reduce more weight. This was shown by the work of Ogawa and 
Kato [112,113]. Therefore, we may able to utilise this feature, and design a small 
gamma camera (used to image a small animal) that can exclude the side-lobes 
peaks and has the same performance of the multihole collimator.
4. Practically, the production of the wire-mesh collimator can be made so that the 
number of layers are flexible, and the masks could be inserted in empty slots. 
The entrance and the exit walls are designed also from wires, therefore, for those 
who prefer to have the performance of the multihole collimator, they could insert
^Generally defined as below than 150keV.
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more masks as we did for our second configuration. On the other hand, for those 
who prefer a lightweight collimator, they could insert a smaller number of masks, 
and use the Wiener filtering technique to improve the quality of the images, as in 
our first optimal configuration. This thesis has demonstrated that this flexibility 
is an advantage of the wire-mesh collimator.
5. In terms of image reconstruction, one may also explore the use of other image 
reconstruction algorithms in order to lift more weight of the wire-mesh collimator. 
In this thesis, we concentrated our work on using image deconvolution using 
the Wiener filtering technique. We have shown that by using various ways of 
estimating the power spectra, we may improve the results. Therefore, we can 
see that in the future, we may try  two things: first improving the estimation 
of the power spectrum, and second using a totally different method of image 
reconstruction.
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Appendix A
Im age form ation function
In this appendix, we shall derive the 3D imaging function and we shall show that the 
one used by Chamberlain in his thesis [34] is wrong.
Let us consider a point source. The imaging device we use will create an image from 
this point source. The image of a point source is called the point spread function (PSF) 
of the imaging device. If we consider that the imaged scene consists of a collection of 
point sources, then the image created will be the superposition of blobs created by 
the individual sources. Therefore, if h(z, y, x', y') is the point spread function of the 
imaging device and /(æ ', y') is the imaged object, the created image is:
/+00 ^ + 00/ h{x ,y,x ' ,y ' ) f{x \y ')dx'dy'  (A.l)
-00 J—00
As we can see, the point spread function expresses how much the brightness of source 
point {x\y ')  contributes to the recorded brightness value at pixel (æ,y). If we assume 
that this contribution is shift invariant, then we may write:
h{x,y,x ' ,y ' )  = h { x ~ x \ y ~ y ' )  (A.2)
/ + 0 0  /'+ 00/ h{x - x \ y -  y' )f{x',  y')dx'dy' (A.3)-00 J—00
Then the integral of equation (A.l) becomes a convolution integral:
f OO -
-00 J—00
This equation assumes that the imaged object is fiat, i.e. the collection of imaged point 
sources f ( x ' ,y ' )  are distributed in a plane.
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Chamberlain [34] extended this equation to the case of a three dimensional object 
distribution being collapsed to a two dimensional image distribution:
/ +CX) f + O O  f + O O/ / h { x -  x', y -  y', z) f{x ' ,  y', z)dx'dy'dz-oo J —oo J —oo
(A.4)
We can see that f { x \  y', z) is the three dimensional object distribution. In this equation, 
he assumed that the spatial invariance of h is only valid for the (x, y) plane. Clearly, h 
now depends on z as well, and as the distance between source and detector increases, 
h obviously changes. Collimators are constructed so that they reduce the spread of 
the image of a point source on the image plane, so they help image point sources as 
points as much as possible. We may say, therefore, that the point spread function of 
a collimator is given by h{x,y,z)  = 0{x,y), where 5(x,y) is the ideal delta function 
defined as:
1 ifæ ,y  =  0S{x,y) = (A.5)
0 if æ, y 7^  0
However, for gamma cameras, h is not ideal and thus, it cannot be represented by a 
delta function. Chamberlain [34], introduced a new point spread function in order to 
model the effects of the mesh collimator, denoted by m(æ, y, x', y', z). He also assumed 
that this function is shift invariant in the (x, y) plane. Thus, in this system, we have 
two transfer functions: first is the point spread function, h{x,x ' ,y ,y ' , z)  which models 
the blurring of the system without any grid and second is the point spread function, 
m{x, x \  y, y', z) which models the effect of the grids on the gamma rays that have been 
spread by h.
We call k{x,y)  the convolution of f{x^y,z)  and h{x,y,z):
/ -f-oo r+oo p+OO/ / h { x - x ' , y -y 'yz ) f {x ' ,y ' , z )dx 'dy 'd z  (A.6)
“OO * /— OO </ — CO
Then, to get the desired image of g{x,y), we convolve k{x', y') with m{x — x ' ,y  — y% z) 
as follows:
/+00 p+oo p+oo/ / m{x - X  , y - y  , z)k{x , y )dx dy dz-oo J —oo J —oo
(A.7)
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If we substitute equation (A.6) in the above equation, the complete form of the image 
function of the mesh collimator is:
/+00 p+oo p+oo p+oo p+oo p+oo/  /  /  /  /  m { x ~ x ' , y - y \ z " )-OO J —OO J —oo o o  J —oo J —OQ
h{x' — æ", y' — y", z ) f { x ' \  y ' \  z)dx”dy"dz”dx'dy'dz
(A.8)
where we changed z to z” in (A.7) so that it is not confused with dummy variable z of 
equation (A.6).
The Fourier transform of k{x',y')  is:
/+00 r+oo  -OO J —oo
(A.9)
Substituting equation (A.6) inside the above equation leads to:
/4-00 p+oo p+oo p+oo f+OO/  /  /  /  - y ' \ ^ ) f { x ' ' , y " , z )-oo J —oo J —oo J —oo J —oo
dx” dy" dzdx' dy'
(A.IO)
Now, let us say that the Fourier transform of h(æ', y% z) is i7(^, r/, v). Then, according 
to the shifting property of the Fourier transform, the Fourier transform H (//, z/, v) of 
h{x' — x", y' -  y", z) is:
(A .ll)
Therefore, in terms of its Fourier transform, h{x' — æ", y' — y", z) can be written as:
/ -Foo p+oo p+oo -OO J —OO J —oo
(A.12)
On the other hand, /(æ", y", z) in terms of its Fourier transform can be written as:
f{ x" ,y" ,z )  =  r ° °  F(t i,u,v)e^'"i^'+' '^'+^‘'>dijdvdv
J — OO J — oo J —oo
(A. 13)
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Substituting equations (A.12) and (A.13) into (A.IO), we obtain:
/ -f-CXD f+OO P+OO P+OO p+oo/ / / /-OO J —oo J —oo J —oo J —oo
r-koo r+oo -  -^g2;r;0w/+P%/+Ca;)g-2;r:f(#''+i^^^
J —oo J —oo J —oo
J —OO J —oo J —oo
Q-'^'^jii^^'+'^y')dx"dy"dzdx'dy'/+00 r+oo p+oo p+oo p+oo p+oo p+oo p+oo p+oo p+oo p+oo-oo J —oo J —oo J —oo J —oo J —oo J —oo J —oo J —oo J —oo J —oo 
H ( j i ,  0 ,  v ) F i ( i ,  V ,
g27rj {vz+vz)  g27rj (iix"-p,x") {vy" -Dy")
dx" dy" dzdx'dy'dpdDdvdfidùdv
(A.14)
where we used dummy variables (/t, z>, v) and (/z, P, v)  instead of (/z, z/, v) in integrals 
(A.12) and (A.13) respectively to avoid confusion.
The integrals inside the equation, can be separated as follows:
'+00 r+oo r+oo r+oo r+oo r+oo/+CX3 r-l-oo p+oo r-t-oo r-hoo r-^oo/  /  /  /  /  H(Ji,û,v)F(jL,ù,v)-oo J —oo J —oo J —oo J —oo J —oo
^2itjinx'-!xx')^x' ^2iTj{Dy'-vy')^yt ^27rj{vz+vz)
J —OO J — o o  J —o o
f^°° ^27rj{Dy"-Dy") ^y/f
J —oo J —oodjldiJdvdfidùdv
(A.15)
We observe that:
r ° °  <y  =  (5(A -  A)J —oo
d y '  =  d { v  -  p )
J —oo
r ° °  e'^^^^^+^>dz = 6{v +  v)
J —oo
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[  =  S { f i  -  f t )J— OO
r ° °  d,y" =  S{Ù -  P )
J —oo
(A.16)
If we substitute tbe above integrals inside equation (A.15), we obtain:
/+CXD r + c x 3  r+oo r+oo r+oo r+oo/  /  /  /  /  H(fi ,P,v)F((i ,ù,v)-O O  J —OO J —oo J —oo J —oo J —oo
5{Ji — jj,)6{p — p)6{v -f v)S{fL — }l)S{ù — z>) 
djidpdvdfidpdv
(A.17)
Then, we can rearrange the above equation to perform the integration with respect to 
dfi, dù and dv\
e+oo r+oo r+oo/ -f-oo r-f-oo r-f-oo/  /  H{ÿ..û,v)-oo J — OO J — oo/+00 r+oo r+oo/ / F(/l, z>, v)S{fi — p)5{ù — î>)5{v +  v)d(j,dùdv-oo J —oo J —oo FifM,D,-v)
5{fi — jj,)0(p — p)djldDdv
0+00 r+oo r+oo/-f-oo -f-o -f-o/ /  i/, z), -  /z)<^ (z/ -  z/)d/zdz>df)-oo J —oo J —oo
(A.18)
Next, we perform the integration with respect to dp, and dî>:
/+00 H{fj,,p^v)F{}j.,p,—v)dv  (A. 19)-oo
This is equation (A.IO) written in terms of the Fourier transforms of the imaged object 
and the transfer function.
The Fourier transform of y(æ,y) is:
= j  f  g{x,y)e~ '^^^ y^‘^ '^ '^ y^ dxdy
V — OO J— OO
(A.20)
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Substituting equation (A.7) into the above equation leads to:
/+00 r+oo r+oo r+oo r+oo/  /  /  /  m ( x - x ' , y - y ' , z ) k ( x ' , y ' )-OO J —OO J —oo J —oo J —oo
ç - 2’ïïj{nx+uy) dx'dy'dzdxdy
(A.21)
Next, we may say that the Fourier transform of m(x,  y, z) is M (/i, p, v). Thus, according 
to the shifting property of the Fourier transform, the Fourier transform M(p,  z/, v) of 
m(x — x ' ,y  — y \  z) is:
M(p,p ,v )  =  (A.22)
Then, m(x — x ' ,y  — y', z) can be written as:
-  æ', y -  y% z )  =  M (/z , z/,J —OO J —OO J —oo
(A.23)
On the other hand, k ( x ' y ‘) in terms of its Fourier transform can be written as: 
k(x',T/) =  r ° °
J — OO J —OQ
(A.24)
Substituting equation (A.23) and (A.24) into (A.21) we obtain:
e+oo r+oo r+oo r+oo r+oo/ -i-oo r+oo r+oo r+oo r-I-oo J — OO J —oo J — o o  J — 
r+oo r+oo
J —OO J —oo J —oo/*4“Oo /  K  (/z, dpdùe~^'^^^y'^'^”y^  dx'dy'dzdxdy
-OO J — o o (A.25)
where we used dummy variables ( p ,  z>, ü) and (/x, z>) instead of ( p ,  z/, v )  and ( p ,  p )  in the 
integrals (A.23) and (A.24) respectively to avoid confusion.
Then, the above equation can be simplified as:
/+00 r+oo r+oo r+oo r+oo r+oo r+oo r+oo r+oo r+oo/ / / / / / / / /-oo J —oo J —oo J —oo J —oo J —oo J —oo J —oo J —oo J —oo
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(A.26)
We observe that we can separate the integrals as follows:
'+00 r+oo r+oo r+oo r+oo/ /  /  /  /  M{H,0,v)K{fi.,C')-00 J —OO J —oo J —oo J —oo
J —oo J —oo J —oo
7+"^g27rj(Aæ'-M(^/
J —00 J —00dpdvdvdpdP
The integrals of the exponential functions are:
^+00/ -hOOg2,r,(/i-rtx^^ =  i(/i -  m)
-00
e'i-^Hÿ-<')ydy = s { v - v )
J —00
r ° °  =  0{v)
J —00
7+°° g2irj(A-AX^/ ^
J —00
dy' = 0{P -  p)
J —00
(A.27)
(A.28)
If we substitute the above integrals into equation (A.27), we obtain:
/+00 r+oo r+oo r+oo r+oo/  /  /  /  M{jj.,i),v)Kifi,0)-00 J —OO J —OO J —oo J —oo 
5{p, — /j,)S{v — v)S(v)ô(fi — p)S{v — v)djld0dvdp,dp
(A.29)
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This can be reshuffled to perform the integration with respect to dp, and dP first:
p+oo r+oo r+oo/+00 /  /  M { ’p,P,v)-oo J —oo J —oo/+00 r+oo/ K(p,  P)5{p — p)5{P — P)dpdi-oo J —oo
0{p — p)0{P — p)0{v)dpdPdv/+00 r+oo r+oo/ / M{p,P,v)K(p,P)0{p — p)0{P — p)0{v)dpdPdv-oo J —oo J —oo
(A.30)
Next, we can perform the integration with respect to dp, dP and dvi
G{p,p) = M{p,P,0)K{p,p)  (A.31)
If we substitute equation (A. 19) into the above equation, we obtain the complete image
function in the Fourier domain for the mesh collimator:
/+00 H  ( / X ,  p, v)F{p, p , - v ) d v  (A.32)-oo
Since M{p, p ,  0) is independent from frequency v, we may write:
r+ooG{p, p ) =  M ( / X ,  p, Q)H( / X ,  p, v)F(p,  P,  -v )d \J —OO (A.33)
where we changed the dummy variable of integration from v to v.
However, according to Chamberlain [34], the image function of the mesh collimator is:
r+ooG {p,p )=  / M{p,p ,v)H{p,p ,v)F{p ,p ,v )dv  (A. 34)
J —oo
This is different from equation (A.33), and so it is wrong.
For a two dimensional planar gamma camera, the analysis can be done by neglecting 
dv in equation (A.33), and by using just one shift invariant PSF to model the whole 
blurring process [79]: — M{p,p)H{p,p) .  So, the imaging equation in the
Fourier domain (in the absence of noise) reduces to:
G{p, p) =  iïm(M, p) (A.35)
This is the equation used throughout this thesis.
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Figure B .l:  Cross section of Nal. The black line is the Compton scattering, the blue line is the 
Rayleigh effect, the red line is the photoelectric absorbtion, the green line is the pair-production 
and the purple line is the total cross section.
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Figure B.2: Cross section of tungsten.
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Appendix C
R esu lts of the survey of visua l 
exam ination on the boundary of 
a G aussian
20 40 60  80 100 120(a) Subject 1: 21.50±4.44 20 40 60 80 100 120(b) Subject 2: 7.63±2.83
F ig u re  C .l :  The results of the survey with their mean±standard deviation.
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Gaussian
' 0  20 40 60 80 100 120(c) Subject 3; 2.00±1.41 0 20 40 60 80 100 120(d) Subject 4: 18.00±2.62
0 20 40 60 80 100 120(e) Subject 5: 7.13±1.73 0 20 40 60 80 100 120(f) Subject 6: 13.75±5.20
□
20 40 60 80 100 120(g) Subject 7: 6.00±1.93 0 20 40 60 80 100 120(h) Subject 8; 19.25±5.42
□
0 20 40 60 80 100 120(i) Subject 9: 28.38±4.84
0  20 40 60 80 100 120
(j) Subject 10: 4.50±1.31
Figure C.l: The results of the survey (continued).
Appendix D
M odelling the P ho ton  Lim ited  
Im agery
This model was introduced by Goodman and Belsher [57] in their work to model the 
atmospherically degraded images. This type of image shares one common characteristic 
with the images produced by a gamma camera: both types of image are degraded 
mainly due to the photon Poisson process. To derive this model, Goodman and Belsher 
assumed that blurring (caused by diffraction, fixed aberations, motion, etc.) and the
Poisson noise are two separate processes. In the derivation shown below, only the
Poisson noise is taken into the account.
The model of the detected image p(æ, y) may be written as:
N
9{x,y) = ' ^ 5 { x - x n , y - y n )  (D.l)
n = l
where 5 is a two dimensional delta function, (xn,yn) is the original location of the 
photon and N  is the total number of photons detected by the camera. In this 
derivation, N ,  Xn and y^ are regarded as random variables.
According to the semi-classical theory of photodetection [54], the probability of N  
photons occurring in an A area (assumed as the surface plane of the detector) may be 
modelled by a Poisson process [118], as follows:
( /  /  A (x ,  v ) é c d y ) ^  _  r r
Pa (N) =     e ^ (D.2)
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where A(æ,y) is the rate that relates to the original image intensity f{ x ,y )  through:
= (D.3)
where 77 the quantum efficiency of the detector, h Planck’s constant, v  is the mean 
optical frequency and r  is the detector integration time.
We also note that for every X{x,y), the (xn,yn) are independent random variables for 
different n  locations, with a common probability density function:
Pi^n.Vn) =   (D.4)J I  X{x,y)dxdy
First, the Fourier transform of equation (D.l) is:
N
G{py %/) =  ^  e x p { -2 7 r j{ p x n  +  % ) )  (D .5)
n = l
Therefore, we may calculate the power spectrum of g{x ,  y )  as:
= =  G{p,,u)G*{jx,v)
N N
=  exp ( -  2nj{fJ,{Xn ~  Xm) +  -  ym))j (D.6)
n =l  m = l
Next, we regard N  and A as some known quantities and take the expectation over 
(Xn ,yn)  and ( Xm ,y m) ,  as follows:
N N
Enm['3gg] — X ]  ^ n m  j^exp  ^— 27rj(^p(Xn — Xm) +  l^{yn ~~ 2/m))^ j (D .7)
n = l  m = l
Then, the above equation may be divided into two parts: the first part consists of the 
N  terms for which n  = m,  and the second part consists of the — N  terms for which 
n ^  m. The first part will consist of N  Is, so it will produce an output term N.  For 
the second part, ( x n , y n )  and {xm ,y m )  are treated as independent random variables, 
and their probability can be shown as follows:
P (x n , yn- ,X^,  m )  =    (D .8)
/  /  X { x n , y n )d x d y  J  f  X (x m ,y m )d x d y
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Therefore, we may write the estimation of the second part as:
[exp  ^-  2Trj[fM{Xn -  Xm) +  i^iVn ~  2/m)])] 
oo/  /  X{x,y)exp{-27Tj(iJ,Xn-\-iyyn)dxdy 2
I  I  X(x,y)dxdy (D.9)
Prom the above equation, we may see that the numerator is actually the Fourier trans­
form of X(jLi, p). Thus, the outcome of averaging Sgg over yn) and {xmi 2/m) becomes:
2
S n m [S 's9 ]= iV + (iV 2 -//) (D.IO)A(0,0)
where A{jj.,u) is the Fourier transform of X{fj,,u). Next, we may find the expectation 
value over N  by assuming X{py p) as a known quantity:
E[N^ - N ]  = {Nx)‘ (D .ll)
where N \  is the conditional mean of N  with known A(jU, p ) ,  and it equals to:
oo
iVx =  y  y* X{x, y)dxdy ~  A{0,0) (D.12)
—GO
Therefore, the expectation value of Sgg over {xn,yn}^ {xm^ym) and N  becomes:
^nmN[Sgg] — N \  +  |A(/i, p)Ÿ' (D.13)
Finally, by taldng the average of A(/z, i/), we get:
Sgg =  + (D.14)
where N  is the unconditional mean of N  and is the power spectrum of A(/x, p ) .
To relate this equation with the original imaged object f{x^y),  we take the normaliza­
tion of $A as:
$A(0,0) (D.15)
then, we have:
Sgg = N  + (D.16)
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Since A(x,y) is proportional to f {x ,y) ,  we should have:
p) =  Sf f (p,  p) (D.17)
where S/ f {p,p)  is the power spectrum of the original image normalized to unity at 
p = p = 0. Thus, the final result is:
Sgg{^i, i ^ ) = N  + u) (D.18)
Please note that in the above derivation, blurring is neglected. Therefore, if blurring is 
taken into the consideration, Goodman and Belsher showed that the above equation, 
may be modified to:
Sggip., v) = N  + u)Ÿâ!;{y., u) (D.19)
where Hh{p-,p) is the point spread function causing the blurring only. However, in
the experimental approach, we can never separate the blurring from the noise field,
because the image produced by the gamma camera is already blurred and is sufferring 
from Poisson noise. Therefore, the above equation is simplified to [65,73,97]:
Sgg(y,, v) = N  + v)\^Sf}(y„ v) (D.20)
where U{p,  p) is the point spread function modelling blurring and the Poisson noise.
As a conclusion from this derivation, we can see that from equation (D.18), the power 
spectrum of noise is actually independent from the frequency, and it equals the total 
number of photons detected by the imaging apparatus.
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Figure E.l: The images of experiment Al, but printed using Xerox Phaser 8400DP.
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Figure E.2: The images of experiment A l, but printed using HP Laser Jet 4100DTN.
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