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Abstract
In this two-part study we develop a unified approach to the analysis of
the global exactness of various penalty and augmented Lagrangian func-
tions for constrained optimization problems in finite dimensional spaces.
This approach allows one to verify in a simple and straightforward man-
ner whether a given penalty/augmented Lagrangian function is exact, i.e.
whether the problem of unconstrained minimization of this function is
equivalent (in some sense) to the original constrained problem, provided
the penalty parameter is sufficiently large. Our approach is based on the
so-called localization principle that reduces the study of global exactness
to a local analysis of a chosen merit function near globally optimal solu-
tions. In turn, such local analysis can usually be performed with the use
of sufficient optimality conditions and constraint qualifications.
In the first paper we introduce the concept of global parametric exact-
ness and derive the localization principle in the parametric form. With
the use of this version of the localization principle we recover existing sim-
ple necessary and sufficient conditions for the global exactness of linear
penalty functions, and for the existence of augmented Lagrange multipliers
of Rockafellar-Wets’ augmented Lagrangian. Also, we obtain completely
new necessary and sufficient conditions for the global exactness of general
nonlinear penalty functions, and for the global exactness of a continuously
differentiable penalty function for nonlinear second-order cone program-
ming problems. We briefly discuss how one can construct a continuously
differentiable exact penalty function for nonlinear semidefinite program-
ming problems, as well.
1 Introduction
One of the main approaches to the solution of a constrained optimization prob-
lem consists in the reduction of this problem to an unconstrained one (or a se-
quence of unconstrained problems) with the use ofmerit (or auxiliary) functions.
Such merit functions are usually defined as a certain convolution of the objective
function and constraints, and they almost always include the penalty parameter
that must be properly chosen for the reduction to work. This approach led to
the development of various penalty and barrier methods [50, 4, 6, 3], primal-
dual methods based on the use of augmented Lagrangians [10] and many other
methods of constrained optimization.
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There exist numerous results on the duality theory for various merit func-
tions, such as penalty and augmented Lagrangian functions. A modern general
formulation of the augmented Lagrangian duality for nonconvex problems based
on a geometric interpretation of the augmented Lagrangian in terms of subgradi-
ents of the optimal value function was proposed by Rockafellar and Wets in [92],
and further developed in [61, 127, 62, 89]. Let us also mention several exten-
sions [55, 15, 128, 122, 129, 14, 130, 110] of this augmented Lagrangian duality
theory aiming at including some other augmented Lagrangian and penalty func-
tions into the unified framework proposed in [92]. A general duality theory for
nonlinear Lagrangian and penalty functions was developed in [94, 97, 90, 109].
Another general approach to the study of duality based on the image space
analysis was systematically studied in [48, 56, 57, 85, 69, 132, 133, 116].
In contract to duality theory, few attempts [119, 47, 29, 22, 49] have been
made to develop a general theory of a global exactness of merit functions, despite
the abundance of particular results on the exactness of various penalty/augmented
Lagrangian functions. Furthermore, the existing general results on global ex-
actness are unsatisfactory, since they are very restrictive and cannot be applied
to many particular cases.
Recall that a penalty function is called exact iff its points of global minimum
coincide with globally optimal solutions of the constrained optimization problem
under consideration. The concept of exactness of a linear penalty function was
introduced by Eremin [45] and Zangwill [120] in the mid-1960s, and was further
investigated by many researches (see [91, 46, 7, 59, 64, 93, 84, 17, 115, 2, 20,
19, 21, 28, 29, 23, 121, 39] and the references therein). A class of continuously
differentiable exact penalty functions was introduced by Fletcher [51] in 1970.
Fletcher’s penalty functions was modified and thoroughly investigated in [51, 52,
88, 58, 11, 8, 60, 26, 27, 77, 18, 54, 1]. Di Pillo and Grippo proposed to consider
an exact augmented Lagrangian function [24] in 1979. This class of augmented
Lagrangian functions was studied and applied to various optimization problems
in [30, 25, 76, 35, 33, 34, 32, 31, 44, 43, 78, 36, 53], while a general theory of
globally exact augmented Lagrangian functions was developed by the author in
[42]. The theory of nonlinear exact penalty functions was developed by Rubinov
and his colleagues [96, 98, 95, 97, 118] in the late 1990s and the early 2000s.
Finally, a new class of exact penalty functions was introduced by Huyer and
Neumaier [63] in 2003. Later on, this class of penalty functions was studied
by many researchers, and applied to various optimization problems, including
optimal control problems [9, 106, 68, 82, 71, 65, 70, 83, 124, 38, 37, 41].
It should be noted that the problem of the existence of global saddle points
of augmented Lagrangian functions is closely related to the exactness property
of these functions. This problem was studied for general cone constrained op-
timization problems in [100, 131], for mathematical programming problems in
[73, 108, 72, 80, 126, 113, 107, 104, 105], for nonlinear second order cone pro-
gramming problems in [125], for nonlinear semidefinite programming problems
in [114, 79], and for semi-infinite programming problems in [99, 16]. A general
theory of the existence of global saddle point of augmented Lagrangian functions
for cone constrained optimization problems was presented in [42]. Finally, there
is also a problem of the existence of augmented Lagrange multipliers, which can
be viewed as the study of the global exactness of Rockafellar-Wets’ augmented
Lagrangian function. Various results on the existence of augmented Lagrange
multipliers were obtained in [100, 131, 40, 99, 66, 67, 16].
2
The anaylsis of the proofs of the main results of the aforementioned papers
indicates that the underlying ideas of these papers largely overlap. Our main
goal is to unveil the core idea behind these result, and present a general theory
of the global exactness of penalty and augmented Lagrangian functions for fi-
nite dimensional constrained optimization problems that can be applied to all
existing penalty and augmented Lagrangian functions. The central result of our
theory is the so-called localization principle. This principle allows one to reduce
the study of the global exactness of a given merit function to a local analysis
of the behaviour of this function near globally optimal solutions of the origi-
nal constrained problem. In turn, such local analysis can be usually performed
with the use of sufficient optimality conditions and/or constraint qualifications.
Thus, the localization principle furnishes one with a simple technique for proving
the global exactness of almost any merit function with the use of the standard
tools of constrained optimization (namely, constraint qualifications and opti-
mality conditions). The localization principle was first derived by the author
for linear penalty functions in [39], and was further extended to other penalty
and augmented Lagrangian functions in [42, 41, 40]
In order to include almost all imaginable penalty and augmented Lagrangian
functions into the general theory, we introduce and study the concept of global
exactness for an arbitrary function depending on the primal variables, the
penalty parameter and some additional parameters, and do not impose any
assumptions on the structure of this function. Instead, natural assumptions on
the behaviour of this function arise within the localization principle as necessary
and sufficient conditions for the global exactness.
It might seem natural to adopt the approach of the image space analysis
[56, 57, 85, 69, 132, 133, 116] for the study of global exactness. However, the
definition of separation function from the image space analysis imposes some
assumptions on the structure of admissible penalty/augmented Lagrangian func-
tions, which create some unnecessary restrictions. In contrast, our approach to
the global exactness avoids any such assumptions.
Finally, let us note that there are several possible ways to introduce the con-
cept of the global exactness of a merit function. Each part of this two-part study
is devoted to the analysis of one of the possible approaches to the definition of
global exactness. In this paper we study the so-called global parametric exact-
ness, which naturally arises during the study of various exact penalty functions
and augmented Lagrange multipliers.
The paper is organized as follows. In Section 3 we introduce the definition
of global parametric exactness and derive the localization principle in the para-
metric form. This version of localization principle is applied to the study of
the global exactness of several penalty and augmented Lagrangian in Section 4.
In particular, in this section we recover existing necessary and sufficient condi-
tions for the global exactness of linear penalty function, and for the existence
of augmented Lagrange multipliers. We also obtain completely new necessary
and sufficient conditions for the global exactness of a continuously differentiable
penalty function for nonlinear second-order cone programming problems, and
briefly discuss how one can define a globally exact continuously differentiable
penalty function for nonlinear semidefinite programming problems. Necessary
preliminary results are given in Section 2.
3
2 Preliminaries
Let X be a finite dimensional normed space, and M,A ⊂ X be nonempty sets.
Throughout this article, we study the following optimization problem
min f(x) subject to x ∈M, x ∈ A, (P)
where f : X → R ∪ {+∞} is a given function. Denote by Ω = M ∩A the set of
feasible points of this problem. From this point onwards, we suppose that there
exists x ∈ Ω such that f(x) < +∞, and that there exists a globally optimal
solution of (P).
Our aim is to somehow “get rid” of the constraint x ∈ M in the problem
(P) with the use of an auxiliary function F (·). Namely, we want to construct
an auxiliary function F (·) such that globally optimal solutions of the problem
(P) can be easily recovered from points of global minimum of F (·) on the set
A. To be more precise, our aim is to develop a general theory of such auxiliary
functions.
Remark 2.1. It should be underlined that only the constraint x ∈M is incorpo-
rated into an auxiliary function F (·), while the constraint x ∈ A must be taken
into account explicitly. Usually, the set A represents “simple” constrains such
as bound or linear ones. Alternatively, one can utilize one auxiliary function in
order to “get rid” of one kind of constraints, and then utilize a different type
of auxiliary functions in order to “get rid” of other kind of constraints. Over-
all, the differentiation of the constraints onto the main ones (x ∈ M) and the
additional ones (x ∈ A) gives one more flexibility in the choice of the tools for
solving constrained optimization problems.
Let Λ be a nonempty set of parameters that are denoted by λ, and let c > 0
be the penalty parameter. Hereinafter, we suppose that a function F : X × Λ×
(0,+∞) → R ∪ {+∞}, F = F (x, λ, c), is given. A connection between this
function and the problem (P) is specified below.
The function F can be, for instance, a penalty function with Λ being the
empty set or an augmented Lagrangian function with λ being a Lagrange mul-
tiplier. However, in order not to restrict ourselves to any specific case, we call
F (x, λ, c) a separating function for the problem (P).
Remark 2.2. The motivation behind the term “separating function” comes from
a geometric interpretation of many penalty and augmented Lagrangian function
as nonlinear functions separating some nonconvex sets. This point of view on
penalty and augmented Lagrangian functions is systematically utilized within
the image space analysis [56, 57, 85, 69, 78, 132, 133, 116].
Remark 2.3. Let us note that since we consider only separating functions de-
pending on the penalty parameter c > 0, the so-called objective penalty functions
(see, e.g., [49, 87, 86]) cannot be considered within our theory.
3 A General Theory of Parametric Exactness
In the first part of our study, we consider the simplest case when one minimizes
the function F (x, λ, c) with respect to x, and views λ as a tuning parameter.
Let us introduce the formal definition of exactness of the function F (x, λ, c) in
this case.
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Definition 3.1. The separating function F (x, λ, c) is said to be globally para-
metrically exact iff there exist λ∗ ∈ Λ and c∗ > 0 such that for any c ≥ c∗ one
has
argmin
x∈A
F (x, λ∗, c) = argmin
x∈Ω
f(x).
The greatest lower bound of all such c∗ > 0 is called the least exact penalty
parameter of the function F (x, λ∗, c), and is denoted by c∗(λ∗), while λ∗ is
called an exact tuning parameter.
Thus, if F (x, λ, c) is globally parametrically exact and an exact tuning pa-
rameter λ∗ is known, then one can choose sufficiently large c > 0 and minimize
the function F (·, λ∗, c) over the set A in order to find globally optimal solu-
tions of the problem (P). In other words, if the function F (x, λ, c) is globally
exact, then one can remove the constraint x ∈ M with the use of the function
F (x, λ, c) without loosing any information about globally optimal solutions of
the problem (P).
Our main goal is to demonstrate that the study of the global parametric
exactness of the separating function F (x, λ, c) can be easily reduced to the
study of a local behaviour of F (x, λ, c) near globally optimal solutions of the
problem (P). This reduction procedure is called the localization principle.
At first, let us describe a desired local behaviour of the function F (x, λ, c)
near optimal solutions.
Definition 3.2. Let x∗ be a locally optimal solution of the problem (P). The
separating function F (x, λ, c) is called locally parametrically exact at x∗ iff there
exist λ∗ ∈ Λ, c∗ > 0 and a neighbourhood U of x∗ such that for any c ≥ c∗ one
has
F (x, λ∗, c) ≥ F (x∗, λ∗, c) ∀ x ∈ U ∩ A.
The greatest lower bound of all such c∗ > 0 is called the least exact penalty
parameter of the function F (x, λ∗, c) at x∗, and is denoted by c∗(x∗, λ∗), while
λ∗ is called an exact tuning parameter at x∗.
Thus, F (x, λ, c) is locally parametrically exact at a point x∗ with an exact
tuning parameter λ∗ iff there exists c∗ > 0 such that x∗ is a local (uniformly
with respect to c ∈ [c∗,+∞)) minimizer of the function F (·, λ∗, c) on the set A.
Observe also that if the function F (x, λ, c) is nondecreasing in c, then F (x, λ, c)
is locally parametrically exact at x∗ with an exact tuning parameter λ∗ iff there
exists c∗ such that x∗ is a local minimizer of F (·, λ∗, c∗) on the set A.
Recall that c > 0 in F (x, λ, c) is called the penalty parameter ; however, a
connection of the parameter c with penalization is unclear from the definition
of the function F (x, λ, c). We need the following definition in order to clarify
this connection.
Definition 3.3. Let λ∗ ∈ Λ be fixed. One says that F (x, λ, c) is a penalty-type
separating function for λ = λ∗ iff there exists c0 > 0 such that if
1. {cn} ⊂ [c0,+∞) is an increasing unbounded sequence;
2. xn ∈ argminx∈A F (x, λ
∗, cn), n ∈ N;
3. x∗ is a cluster point of the sequence {xn},
then x∗ is a globally optimal solution of the problem (P).
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Roughly speaking, F (x, λ, c) is a penalty-type separating function for λ = λ∗
iff global minimizers of F (·, λ∗, c) on the set A tend to globally optimal solutions
of the problem (P) as c → +∞. Thus, if the separating function F (x, λ, c) is
of penalty-type, then c plays the role of penalty parameter, since an increase of
c forces global minimizers of F (·, λ∗, c) to get closer to the feasible set of the
problem (P).
Note that if the function F (·, λ∗, c) does not attain a global minimum on
the set A for any c greater than some c0 > 0, then, formally, F (x, λ, c) is a
penalty-type separating function for λ = λ∗. Similarly, if all sequences {xn},
such that xn ∈ argminx∈A F (x, λ
∗, cn), n ∈ N and cn → +∞ as n → ∞, do
not have cluster points, then F (x, λ, c) is a penalty-type separating function
for λ = λ∗, as well. Therefore we need an additional definition that allows
one to exclude such pathological behaviour of the function F (x, λ, c) as c→∞
(see [39], Sections 3.2–3.4, for the motivation behind this definition).
Recall that A is a subset of a finite dimensional normed space X .
Definition 3.4. Let λ∗ ∈ Λ be fixed. The separating function F (x, λ, c) is said
to be non-degenerate for λ = λ∗ iff there exist c0 > 0 and R > 0 such that for
any c ≥ c0 the function F (·, λ
∗, c) attains a global minimum on the set A, and
there exists x(c) ∈ argminx∈A F (x, λ
∗, c) such that ‖x(c)‖ ≤ R.
Roughly speaking, the non-degeneracy condition does not allow global mini-
mizers of F (·, λ∗, c) on the set A to escape to infinity as c→∞. Note that if the
set A is bounded, then F (x, λ, c) is non-degenerate for λ = λ∗ iff the function
F (·, λ∗, c) attains a global minimum on the set A for any c large enough.
Now, we are ready to formulate and prove the localization principle. Recall
that Ω is the feasible set of the problem (P). Denote by Ω∗ the set of globally
optimal solutions of this problem.
Theorem 3.1 (Localization Principle in the Parametric Form I). Suppose that
the validity of the condition
Ω∗ ∩ argmin
x∈A
F (x, λ∗, c) 6= ∅ (1)
for some λ∗ ∈ Λ and c > 0 implies that F (x, λ, c) is globally parametrically
exact with the exact tuning parameter λ∗. Let also Ω be closed, and f be l.s.c.
on Ω. Then the separating function F (x, λ, c) is globally parametrically exact if
and only if there exists λ∗ ∈ Λ such that
1. F (x, λ, c) is of penalty-type and non-degenerate for λ = λ∗;
2. F (x, λ, c) is locally parametrically exact with the exact tuning parameter
λ∗ at every globally optimal solution of the problem (P).
Proof. Suppose that F (x, λ, c) is globally parametrically exact with an exact
tuning parameter λ∗. Then for any c > c∗(λ∗) one has
argmin
x∈A
F (x, λ∗, c) = Ω∗.
In other words, for any c > c∗(λ∗) every globally optimal solution x∗ of the prob-
lem (P) is a global (and hence local uniformly with respect to c ∈ (c∗(λ∗),+∞))
minimizer of F (·, λ∗, c) on the set A. Thus, F (x, λ, c) is locally parametrically
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exact with the exact tuning parameter λ∗ at every globally optimal solution of
the problem (P).
Fix arbitrary x∗ ∈ Ω∗. Then for any c > c(λ∗) the point x∗ is a global min-
imizer of F (·, λ∗, c), which implies that F (x, λ, c) is non-degenerate for λ = λ∗.
Furthermore, if a sequence {xn} ⊂ A is such that xn ∈ argminx∈A F (x, λ
∗, cn)
for all n ∈ N , where cn → +∞ as n→∞, then due to the global exactness of F
one has that for all n large enough the point xn coincides with one of the globally
optimal solution of (P), which implies that xn ∈ Ω, and f(xn) = minx∈Ω f(x).
Hence applying the facts that Ω is closed and f is l.s.c. on Ω one can easily verify
that a cluster point of the sequence {xn}, if exists, is a globally optimal solution
of (P). Thus, F (x, λ, c) is a penalty-type separating function for λ = λ∗.
Let us prove the converse statement. Our aim is to verify that there exist
c > 0 and x∗ ∈ Ω∗ such that
inf
x∈A
F (x, λ∗, c) = F (x∗, λ∗, c). (2)
Then taking into account condition (1) one obtains that the separating function
F (x, λ, c) is globally parametrically exact. Arguing by reductio ad absurdum,
suppose that (2) is not valid. Then, in particular, for any n ∈ N one has
inf
x∈A
F (x, λ∗, n) < F (x∗, λ∗, n) ∀x∗ ∈ Ω∗. (3)
By condition 1, the function F (x, λ, c) is non-degenerate for λ = λ∗. Therefore
there exist n0 ∈ N and R > 0 such that for any n ≥ n0 there exists xn ∈
argminx∈A F (x, λ
∗, n) with ‖xn‖ ≤ R.
Recall that X is a finite dimensional normed space. Therefore there exists
a subsequence {xnk} converging to some x
∗. Consequently, applying the fact
that F (x, λ, c) is a penalty-type separating function for λ = λ∗ one obtains that
x∗ ∈ Ω∗. By condition 2, F (x, λ, c) is locally parametrically exact at x∗ with the
exact tuning parameter λ∗. Therefore there exist c0 > 0 and a neighbourhood
U of x∗ such that for any c ≥ c0 one has
F (x, λ∗, c) ≥ F (x∗, λ∗, c) ∀x ∈ U ∩ A. (4)
Since the subsequence {xnk} converges to x
∗, there exists k0 such that for any
k ≥ k0 one has xnk ∈ U . Moreover, one can suppose that nk ≥ c0 for all k ≥ k0.
Hence with the use of (4) one obtains that
F (xnk , λ
∗, nk) ≥ F (x
∗, λ∗, nk),
which contradicts (3) and the fact that xnk ∈ argminx∈A F (x, λ
∗, nk). Thus,
F (x, λ, c) is globally parametrically exact.
Remark 3.1. (i) Condition (1) simply means that in order to prove the global
parametric exactness of F (x, λ, c) it is sufficient to check that at least one glob-
ally optimal solution of the problem (P) is a point of global minimum of the func-
tion F (·, λ∗, c) instead of verifying that the sets Ω∗ and argminx∈A F (x, λ
∗, c)
actually coincide. It should be pointed out that in most particular cases the
validity of condition (1) is equivalent to global parametric exactness. In fact,
the equivalence between (1) and global parametric exactness automatically, i.e.
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without any additional assumptions, holds true in all but one example (see sub-
section 4.4 below) presented in this article. Note, finally, that condition (1) is
needed only to prove the “if” part of the theorem.
(ii) The theorem above describes how to construct a globally exact separating
function F (x, λ, c). Namely, one has to ensure that a chosen function F (x, λ, c)
is of penalty-type (which can be guaranteed by adding a penalty term to the
function F (x, λ, c)), non-degenerate (which can usually be guaranteed by the
introduction of a barrier term into the function F (x, λ, c)) and is locally exact
near all globally optimal solutions of the problem (P), which is typically done
with the use of constraint qualifications (metric (sub-)regularity assumptions)
and/or sufficient optimality conditions. Below, we present several particular
examples illustrating the usage of the previous theorem.
(iii) Note that the previous theorem can be reformulated as a theorem describing
necessary and sufficient conditions for a tuning parameter λ∗ ∈ Λ to be exact.
It should also be mentioned that the theorem above can be utilized in order
to obtain necessary and/or sufficient conditions for the uniqueness of an exact
tuning parameter, In particular, it is easy to see that a globally exact tuning
parameter λ∗ is unique, if there exists x∗ ∈ Ω∗ such that a locally exact tuning
parameter at x∗ is unique.
The theorem above can be vaguely formulated as follows. The separating
function F (x, λ, c) is globally parametrically exact iff it is of penalty-type, non-
degenerate and locally exact at every globally optimal solution of the problem
(P). Thus, under natural assumptions the function F (x, λ, c) is globally exact
iff it is exact near globally optimal solutions of the original problem. That is
why Theorem 3.1 is called the localization principle.
Let us reformulate the localization principle in the form that is slightly more
convenient for applications.
Theorem 3.2 (Localization Principle in the Parametric Form II). Suppose that
the validity of the condition
Ω∗ ∩ argmin
x∈A
F (x, λ∗, c) 6= ∅
for some λ∗ ∈ Λ and c > 0 implies that F (x, λ, c) is globally parametrically
exact with the exact tuning parameter λ∗. Let also the sets A and Ω be closed,
the objective function f be l.s.c. on Ω, and the function F (·, λ, c) be l.s.c. on
A for all λ ∈ Λ and c > 0. Then the separating function F (x, λ, c) is globally
parametrically exact if and only if there exists λ∗ ∈ Λ such that
1. F (x, λ, c) is of penalty-type for λ = λ∗;
2. there exist c0 > 0, x
∗ ∈ Ω∗ and a bounded set K ⊂ A such that
S(c, x∗) :=
{
x ∈ A | F (x, λ∗, c) < F (x∗, λ∗, c)
}
⊂ K ∀c ≥ c0; (5)
3. F (x, λ, c) is locally parametrically exact at every globally optimal solution
of the problem (P) with the exact tuning parameter λ∗.
Proof. Suppose that F (x, λ, c) is globally parametrically exact with the exact
tuning parameter λ∗. Then, as it was proved in Theorem 3.1, F (x, λ, c) is a
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penalty-type separating function for λ = λ∗, and F (x, λ, c) is locally parametri-
cally exact with the exact tuning parameter λ∗ at every globally optimal solution
of the problem (P). Furthermore, from the definition of global exactness it fol-
lows that S(c, x∗) = ∅ for all c > c∗(λ∗) and x∗ ∈ Ω∗, which implies that (5) is
satisfied for all c0 > c
∗(λ∗), x∗ ∈ Ω∗ and any bounded set K.
Let us prove the converse statement. By our assumption there exist c0 > 0
and x∗ ∈ Ω∗ such that for all c ≥ c0 the sublevel set S(c, x∗) is contained in a
bounded set K and, thus, is bounded. Therefore taking into account the facts
that the function F (·, λ∗, c) is l.s.c. on A, and the set A is closed one obtains
that F (·, λ∗, c) attains a global minimum on the set A at a point x(c) ∈ K
(if S(c, x∗) = ∅ for some c ≥ c0, then x(c) = x
∗). From the fact that K is
bounded it follows that that there exists R > 0 such that ‖x(c)‖ ≤ R for all
c ≥ c0, which implies that F (x, λ, c) is non-degenerate for λ = λ∗. Consequently,
applying Theorem 3.1 one obtains the desired result.
Note that the definition of global parametric exactness does not specify how
the optimal value of the problem (P) and the infimum of the function F (·, λ∗, c)
over the set A are connected. In some particular cases (see subsection 4.4
below), this fact might significantly complicate the application of the localization
principle. Therefore, let us show how one can incorporate the assumption on
the value of infx∈A F (x, λ
∗, c) into the localization principle.
Definition 3.5. The separating function F (x, λ, c) is said to be strictly glob-
ally parametrically exact if F (x, λ, c) is globally parametrically exact, and there
exists c0 > 0 such that
inf
x∈A
F (x, λ∗, c) = f∗ ∀c ≥ c0, (6)
where λ∗ is an exact tuning parameter, and f∗ = infx∈Ω f(x) is the optimal
value of the problem (P). An exact tuning parameter satisfying (6) is called
strictly exact.
Arguing in a similar way to the proofs of Theorems 3.1 and 3.2 one can easily
extend the localization principle to the case of strict exactness.
Theorem 3.3 (Strengthened Localization Principle in the Parametric Form I).
Suppose that the validity of the conditions
Ω∗ ∩ argmin
x∈A
F (x, λ∗, c) 6= ∅, min
x∈A
F (x, λ∗, c) = f∗ (7)
for some λ∗ ∈ Λ and c > 0 implies that F (x, λ, c) is strictly globally parametri-
cally exact with λ∗ being a strictly exact tuning parameter. Let also Ω be closed,
and f be l.s.c. on Ω. Then the separating function F (x, λ, c) is strictly globally
parametrically exact if and only if there exists λ∗ ∈ Λ such that
1. F (x, λ, c) is of penalty-type and non-degenerate for λ = λ∗;
2. F (x, λ, c) is locally parametrically exact at every globally optimal solution
of the problem (P) with the exact tuning parameter λ∗;
3. there exists c0 > 0 such that F (x
∗, λ∗, c) = f∗ for all x∗ ∈ Ω∗ and c ≥ c0.
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Theorem 3.4 (Strengthened Localization Principle in the Parametric Form II).
Suppose that the validity of the conditions
Ω∗ ∩ argmin
x∈A
F (x, λ∗, c) 6= ∅, min
x∈A
F (x, λ∗, c) = f∗
for some λ∗ ∈ Λ and c > 0 implies that F (x, λ, c) is strictly globally paramet-
rically exact with λ∗ being a strictly exact tuning parameter. Let also the sets
A and Ω be closed, the objective function f be l.s.c. on Ω, and the function
F (·, λ, c) be l.s.c. on A for all λ ∈ Λ and c > 0. Then the separating function
F (x, λ, c) is strictly globally parametrically exact if and only if there exist λ∗ ∈ Λ
and c0 > 0 such that
1. F (x, λ, c) is of penalty-type for λ = λ∗;
2. there exists a bounded set K such that{
x ∈ A
∣∣∣ F (x, λ∗, c) < f∗} ⊂ K ∀c ≥ c0;
3. F (x, λ, c) is locally parametrically exact with the exact tuning parameter
λ∗ at every globally optimal solution of the problem (P);
4. F (x∗, λ∗, c) = f∗ for all x∗ ∈ Ω∗ and c ≥ c0.
4 Applications of the Localization Principle
Below, we provide several examples demonstrating how one can apply the lo-
calization principle in the parametric form to the study of the global exactness
of various penalty and augmented Lagrangian functions.
4.1 Example I: Linear Penalty Functions
We start with the simplest case when the function F (x, λ, c) is affine with respect
to the penalty parameter c and does not depend on any additional parameters.
Let a function ϕ : X → [0,+∞] be such that ϕ(x) = 0 iff x ∈M . Define
F (x, c) = f(x) + cϕ(x).
The function F (x, c) is called a linear penalty function for the problem (P).
Remark 4.1. In order to rigorously include linear penalty functions (as well as
nonlinear penalty functions from the following two examples) into the theory of
parametrically exact separating functions one has to define Λ to be a one-point
set, say Λ = {−1}, introduce a new separating function F̂ (x,−1, c) ≡ F (x, c),
and consider the separating function F̂ (x, λ, c) instead of the penalty function
F (x, c). However, since this transformation is purely formal, we omit it for the
sake of shortness. Moreover, since in the case of penalty functions the parameter
λ is absent, it is natural to omit the term “parametric”, and say that F (x, c) is
globally/locally exact.
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Let us obtain two simple characterizations of the global exactness of the
linear penalty function F (x, c) with the use of the localization principle (Theo-
rems 3.1 and 3.2). These characterizations were first obtained by the author in
([39], Therems 3.10 and 3.17).
Before we formulate the main result, let us note that F (x∗, c) = f∗ for any
globally optimal solution x∗ of the problem (P) and for all c > 0. Therefore, in
particular, the linear penalty function F (x, c) is globally parametrically exact
iff it is strictly globally parametrically exact.
Theorem 4.1 (Localization Principle for Linear Penalty Functions). Let A and
Ω be closed, and let f and ϕ be l.s.c. on A. Then the linear penalty function
F (x, c) is globally exact if and only if F (x, c) is locally exact at every globally
optimal solution of the problem (P) and one of the following two conditions is
satisfied
1. F is non-degenerate;
2. there exists c0 > 0 such that the set {x ∈ A | F (x, c0) < f∗} is bounded.
Proof. Note that F (x∗, c) = f(x∗) = f∗ for any x∗ ∈ Ω∗ and c > 0. Therefore
Ω∗ ∩ argmin
x∈A
F (x, c) 6= ∅ =⇒ Ω∗ ⊂ argmin
x∈A
F (x, c).
Note also that if x /∈ M , then either F (x, c) is strictly increasing in c or
F (x, c) = +∞ for all c > 0. On the other hand, if x ∈M , then F (x, c) = f(x).
Consequently, if for some c0 > 0 one has Ω
∗ ⊂ argminx∈A F (x, c), then for any
c > c0 one has Ω
∗ = argminx∈A F (x, c). Thus, the validity of the condition
Ω∗ ∩ argminx∈A F (x, c) 6= ∅ for some c > 0 implies the global exactness of
F (x, c).
Our aim, now, is to verify that F is a penalty-type separating function. Then
applying Theorems 3.1 and 3.2 one obtains the desired result.
Indeed, let {cn} ⊂ (0,+∞) be an increasing unbounded sequence, xn ∈
argminx∈A F (x, c) for all n ∈ N, and let x
∗ be a cluster point of the sequence
{xn}. By [39], Proposition 3.5, one has ϕ(xn) → 0 as n → ∞. Hence taking
into account the facts that A is closed and ϕ is l.s.c. on A one gets that x∗ ∈ A
and ϕ(x∗) = 0. Therefore x∗ is a feasible point of the problem (P).
As it was noted above, for any y∗ ∈ Ω∗ one has F (y∗, c) = f(y∗) for all c > 0.
Hence taking into account the definition of xn and the fact that the function ϕ
is non-negative one gets that f(xn) ≤ f(y∗) for all n ∈ N. Consequently, with
the use of the lower semicontinuity of f one obtains that f(x∗) ≤ f(y∗), which
implies that x∗ is a globally optimal solution of the problem (P). Thus, F (x, c)
is a penalty-type separating function.
Let us also give a different formulation of the localization principle for linear
penalty functions in which the non-degeneracy condition is replaced by some
more widely used conditions.
Corollary 4.1. Let A and Ω be closed, and let f and ϕ be l.s.c. on A. Suppose
also that one of the following conditions is satisfied:
1. the set {x ∈ A | f(x) < f∗} is bounded;
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2. there exist c0 > 0 and δ > 0 such that the function F (·, c0) is bounded
from below on A and the set {x ∈ A | f(x) < f∗, ϕ(x) < δ} is bounded;
3. there exist c0 > 0 and a feasible point x0 of the problem (P) such that the
set {x ∈ A | F (x, c0) ≤ f(x0)} is bounded;
4. the function f is coercive on the set A, i.e. f(xn) → +∞ as n → ∞ for
any sequence {xn} ⊂ A such that ‖xn‖ → +∞ as n→∞;
5. there exists c0 > 0 such that the function F (·, c0) is coercive on the set A;
6. the function ϕ is coercive on the set A and there exists c0 > 0 such that
the function F (·, c0) is bounded from below on A.
Then F (x, c) is globally exact if and only if it is locally exact at every globally
optimal solution of the problem (P).
Proof. One can easily verify that if one of the above assumptions holds true,
then the set {x ∈ A | F (x, c0) < f∗} is bounded for some c0 > 0. Then
applying the localization principle for linear penalty functions one obtains the
desired result.
Remark 4.2. The corollary above provides an example of how one can refor-
mulate the localization principle in a particular case with the use of some well-
known and widely used conditions such as coercivity or the boundedness of a
certain sublevel set. For the sake of shortness, we do not provide such reformu-
lations of the localization principle for particular separating function F (x, λ, c)
studied below. However, let us underline that one can easily reformulate the lo-
calization principle with the use of coercivity-type assumptions in any particular
case.
For the sake of completeness, let us also formulate simple sufficient conditions
for the local exactness of the function F . These conditions are well-known (see,
e.g. [39], Theorem 2.4 and Proposition 2.7) and rely on an error bound for the
penalty term ϕ.
Proposition 4.1. Let x∗ be a locally optimal solution of the problem (P), and f
be Ho¨lder continuous with exponent α ∈ (0, 1] in a neighbourhood of x∗. Suppose
also that there exist τ > 0 and r > 0 such that
ϕ(x) ≥ τ
[
dist(x,Ω)
]α
∀x ∈ A : ‖x− x∗‖ < r,
where dist(x,Ω) = infy∈Ω ‖x − y‖. Then the linear penalty function F (x, c) is
locally exact at x∗.
4.2 Example II: Nonlinear Penalty Functions
Let a function ϕ : X → [0,+∞] be as above. For the sake of convenience,
suppose that the objective function f is non-negative onX . From the theoretical
point of view this assumption is not restrictive, since one can always replace the
function f with the function ef(·). Furthermore, it should be noted that the
non-negativity assumption on the objective function f is standard in the theory
of nonlinear penalty functions (cf. [96, 98, 95, 97, 118]).
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Let a function Q : [0,+∞]2 → (−∞,+∞] be fixed. Suppose that the restric-
tion of Q to the set [0,+∞)2 is strictly monotone, i.e. Q(t1, s1) < Q(t2, s2) for
any (t1, s1), (t2, s2) ∈ [0,+∞)
2 such that t1 ≤ t2, s1 ≤ s2 and (t1, s1) 6= (t2, s2).
Suppose also that Q(+∞, s) = Q(t,+∞) = +∞ for all t, s ∈ [0,+∞].
Define
F (x, c) = Q
(
f(x), cϕ(x)
)
.
Then F (x, c) is a nonlinear penalty function for the problem (P). This type of
nonlinear penalty functions was studied in [96, 98, 95, 97, 118].
The simplest particular example of nonlinear penalty function is the function
F (x, c) of the form
F (x, c) =
((
f(x)
)q
+
(
cϕ(x)
)q) 1q
(8)
with q > 0. Here
Q(t, s) =
(
tq + sq
) 1
q
.
Clearly, this function is monotone. In this article, the function (8) is called the
q-th order nonlinear penalty function for the problem (P). Let us note that
the least exact penalty parameter of the q-th order nonlinear penalty function
is often smaller than the least exact penalty parameter of the linear penalty
function f(x) + cϕ(x) (see [98, 97] for more details).
Let us obtain a new simple characterization of global exactness of the non-
linear penalty function F (x, c), which does not rely on any assumptions on the
perturbation function for the problem (P) (cf. [98, 97]). Furthermore, to the
best of author’s knowledge, exact nonlinear penalty functions has only been
considered for mathematical programming problems, while our results are ap-
plicable in the general case.
Theorem 4.2 (Localization Principle for Nonlinear Penalty Functions). Let
the set A be closed, and the functions f , ϕ and F (·, c) be l.s.c. on the set
A. Suppose also that Q(0, s) → +∞ as s → +∞. Then the nonlinear penalty
function F (x, c) is globally exact if and only if it is locally exact at every globally
optimal solution of the problem (P) and one of the two following assumptions
is satisfied:
1. the function F (x, c) is non-degenerate;
2. there exists c0 > 0 such that the set {x ∈ A | Q(f(x), c0ϕ(x)) < Q(f∗, 0)}
is bounded.
Proof. From the fact that Q is strictly monotone it follows that for any c > 0
one has
F (x, c) = Q(f(x), cϕ(x)) = Q(f(x), 0) > Q(f∗, 0) ∀x ∈ Ω \Ω∗.
Furthermore, if for some c0 > 0 one has
inf
x∈A
F (x, c0) := inf
x∈A
Q(f(x), c0ϕ(x)) = Q(f
∗, 0),
then applying the strict mononicity of Q again one obtains that for any c > c0
the following inequality holds true
F (x, c) = Q(f(x), cϕ(x)) > Q(f∗, 0) ∀x ∈ A \ Ω.
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Therefore the validity of the condition Ω∗ ∩ argminx∈A F (x, c0) 6= ∅ for some
c0 > 0 is equivalent to the global exactness of F (x, c) by virtue of the fact that
for any c > 0 and x∗ ∈ Ω∗ one has F (x∗, c) = Q(f∗, 0).
Let us verify that F is a penalty-type separating function. Then applying
Theorems 3.1 and 3.2 one obtains the desired result.
Indeed, let {cn} ⊂ (0,+∞) be an increasing unbounded sequence, xn ∈
argminx∈A F (x, cn) for all n ∈ N, and let x
∗ be a cluster point of the sequence
{xn}. Let us check, at first, that ϕ(xn) → 0 as n → ∞. Arguing by reduc-
tio ad absurdum, suppose that there exist ε > 0 and a subsequence {xnk} of
the sequence {xn} such that ϕ(xnk ) > ε for all k ∈ N. Hence applying the
monotonicity of Q one obtains that
F (xnk , cnk) := Q
(
f(xnk), cnkϕ(xnk)
)
≥ Q(0, cnkε) ∀k ∈ N.
Consequently, taking into account the fact that Q(0, s)→ +∞ as s→ +∞ one
gets that F (xnk , cnk)→ +∞ as k →∞, which contradicts the fact that
inf
x∈A
F (x, c) ≤ F (y∗, c) = Q(f∗, 0) < +∞ ∀c > 0, y∗ ∈ Ω∗ (9)
(the inequality Q(f∗, 0) < +∞ follows from the strict monotonicity of Q). Thus,
ϕ(xn) → 0 as n → ∞. Applying the fact that A is closed and ϕ is l.s.c. on A
one gets that the cluster point x∗ is a feasible point of the problem (P).
Note that from (9) and the monotonicity of Q it follows that f(xn) ≤ f∗ for
all n ∈ N. Hence taking into account the fact that f is l.s.c. on A one obtains
that f(x∗) ≤ f∗, which implies that x∗ is a globally optimal solution of (P).
Thus, F (x, c) is a penalty-type separating function.
Let us also obtain new simple sufficient conditions for the local exactness of
the function F (x, c) which can be applied to the q-th order nonlinear penalty
function with q ∈ (0, 1). Note that since the function Q is strictly monotone, the
point (0, 0) is a global minimizer of Q on the set [0,+∞]× [0,+∞]. Therefore,
if x∗ is a locally optimal solution of (P) such that f(x∗) = 0, then x∗ is a global
minimizer of F (·, c) on A for all c > 0, which implies that F (x, c) is locally exact
at x∗. Thus, it is sufficient to consider the case f(x∗) > 0.
Theorem 4.3. Let x∗ be a locally optimal solution of the problem (P) such that
f(x∗) > 0. Suppose that f is Ho¨lder continuous with exponent α ∈ (0, 1] near
x∗ , and there exist τ > 0 and r > 0 such that
ϕ(x) ≥ τ [dist(x,Ω)]α ∀x ∈ A : ‖x− x∗‖ < r. (10)
Suppose also that there exist t0 > 0 and c0 > 0 such that
Q
(
f(x∗)− t, c0t
)
≥ Q(f(x∗), 0) ∀t ∈ [0, t0). (11)
Then the nonlinear penalty function F (x, c) is locally exact at x∗.
Proof. Since f is Ho¨lder continuous with exponent α near the locally optimal
solution x∗ of the problem (P), there exist L > 0 and δ < r such that
f(x) ≥ f(x∗)− L
[
dist(x,Ω)
]α
≥ 0 ∀x ∈ A : ‖x− x∗‖ < δ
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([39], Proposition 2.7). Consequently, applying (10) and the fact that Q is
monotone one obtains that for any x ∈ A with ‖x− x∗‖ < δ one has
Q
(
f(x), cϕ(x)
)
≥ Q
(
f(x∗)− L
[
dist(x,Ω)
]α
, cτ
[
dist(x,Ω)
]α)
.
Hence with the use of (11) one gets that there exists t0 > 0 and c0 > 0 such
that for any c ≥ Lc0/τ one has
Q
(
f(x), cϕ(x)
)
≥ Q(f(x∗), 0) ∀x ∈ A : ‖x− x∗‖ < min
{
δ,
(
t0
L
)1/α}
,
which implies that F (x, c) is locally exact at x∗ and c∗(x∗) ≤ c0/τ .
Remark 4.3. Assumption (11) always holds true for the q-th order nonlinear
penalty function with 0 < q ≤ 1. Indeed, applying the fact that the function
ω(t) = tq is Ho¨lder continuous with exponent q and the Ho¨lder coefficient C = 1
on [0,+∞) one obtains that(
f(x∗)− t
)q
+ cqtq ≥ f(x∗)q − tq + cqtq ≥ f(x∗)q
for any t ∈ [0, f(x∗)) and c ≥ 1. Hence
Q(f(x∗)− t, ct) ≥ Q(f(x∗), 0) ∀t ∈ [0, f(x∗)) ∀c ≥ 1,
which implies the required result.
Remark 4.4. Note that assumption (11) in the theorem above cannot be strength-
ened. Namely, one can easily verify that if the nonlinear penalty function F is
locally exact at a locally optimal solution x∗ for all Lipschitz continuous func-
tions f and all function ϕ satisfying (10), then (11) holds true (one simply has
to define f(x) = −L dist(x,Ω) and ϕ(x) = dist(x,Ω)). Note also that the q-th
order nonlinear penalty function does not satisfy assumption (11) for q > 1.
4.3 Example III: Continuously Differentiable Exact Penalty
Functions
In this section, we utilize the localization principle in order to improve exist-
ing results on the global exactness of continuously differentiable exact penalty
functions. A continuously differentiable exact penalty function for mathemat-
ical programming problems was introduced by Fletcher in [51, 52]. Later on,
Fletcher’s penalty function was modified and thoroughly investigated by many
researchers [29, 22, 88, 58, 11, 8, 60, 26, 27, 77, 18, 54, 1]. Here, we study
a modification of the continuously differentiable penalty function for nonlin-
ear second-order cone programming problems proposed by Fukuda, Silva and
Fukushima in [54]. However, it should be pointed out that the results of this
subsection can be easily extended to the case of any existing modification of
Fletcher’s penalty function.
Let X = A = Rd, and suppose that the set M has the form
M =
{
x ∈ Rd
∣∣∣ gi(x) ∈ Qli+1, i ∈ I, h(x) = 0,}
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where gi : X → Rli+1, I = {1, . . . , r}, and h : X → Rs are given functions, and
Qli+1 =
{
y = (y0, y) ∈ R× Rli
∣∣ y0 ≥ ‖y‖}
is the second order (Lorentz) cone of dimension li + 1 (here ‖ · ‖ is the Eu-
clidean norm). In this case the problem (P) is a nonlinear second-order cone
programming problem.
Following the ideas of [54], let use introduce a continuously differentiable
exact penalty function for the problem under consideration. Suppose that the
functions f , gi, i ∈ I and h are twice continuously differentiable. For any
λ = (λ1, . . . , λr) ∈ Rl1+1 × . . .× Rlr+1 and µ ∈ Rs denote by
L(x, λ, µ) = f(x) +
r∑
i=1
〈λi, gi(x)〉+ 〈µ, h(x)〉,
the standard Lagrangian function for the nonlinear second-order cone program-
ming problem. Here 〈·, ·〉 is the inner product in Rk.
For a chosen x ∈ Rn consider the following unconstrained minimization
problem, which allows one to obtain an estimate of Lagrange multipliers:
min
λ,µ
∥∥∇xL(x, λ, µ)∥∥2 + ζ1 r∑
i=1
(
〈λi, gi(x)〉
2 + ‖(λi)0gi(x) + (gi)0(x)λi‖
2
)
+
ζ2
2
(
‖h(x)‖2 +
r∑
i=1
dist2
(
gi(x), Qli+1
))
·
(
‖λ‖2 + ‖µ‖2
)
, (12)
where ζ1 and ζ2 are some positive constants, λi = ((λi)0, λi) ∈ R×R
li , and the
same notation is used for gi(x). Observe that if (x
∗, λ∗, µ∗) is a KKT-point of
the problem (P), then (λ∗, µ∗) is a globally optimal solution of problem (12)
(see [54]). Moreover, it is easily seen that for any x ∈ Rd there exists a globally
optimal solution of this problem, which we denote by (λ(x), µ(x)). In order to
ensure that an optimal solution is unique one has to utilize a proper constraint
qualification.
Recall that a feasible point x is called nondegenerate ([13], Def. 4.70), if
Jg1(x)
...
Jgr(x)
Jh(x)
Rd +

linTQl1+1
(
g1(x)
)
...
lin TQlr+1
(
gr(x)
)
{0}
 =

Rl1+1
...
Rlr+1
Rs
 ,
where Jgi(x) is the Jacobian of gi(x), “lin” stands for the lineality subspace
of a convex cone, i.e. the largest linear space contained in this cone, and
TQl1+1
(
g1(x)
)
is the contingent cone to Qli+1 at the point gi(x). Let us note
that the nondegeneracy condition can be expressed as a “linear independence-
type” condition (see [54], Lemma 3.1, and [12], Proposition 19). Furthermore,
by [13], Proposition 4.75, the nondegeneracy condition guarantees that if x is a
locally optimal solution of the problem (P), then there exists a unique Lagrange
multiplier at x.
Suppose that every feasible point of the problem (P) is nondegenerate. Then
one can verify that a globally optimal solution (λ(x), µ(x)) of problem (12) is
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unique for all x ∈ Rd, and the functions λ(·) and µ(·) are continuously differen-
tiable ([54], Proposition 3.3).
Now we can introduce a new continuously differentiable exact penalty func-
tion for nonlinear second-order cone programming problems, which is a simple
modification of the penalty function from [54]. Namely, choose α > 0 and κ ≥ 2,
and define
p(x) =
a(x)
1 +
∑r
i=1 ‖λi(x)‖
2
, q(x) =
b(x)
1 + ‖µ(x)‖2
, (13)
where
a(x) = α−
r∑
i=1
distκ
(
gi(x), Qli+1
)
, b(x) = α− ‖h(x)‖2.
Finally, denote Ωα = {x ∈ Rd | a(x) > 0, b(x) > 0}, and define
F (x, c) = f(x)
+
c
2p(x)
r∑
i=1
[
dist2
(
gi(x) +
p(x)
c
λi(x), Qli+1
)
−
p(x)2
c2
‖λi(x)‖
2
]
+ 〈µ(x), h(x)〉 +
c
2q(x)
‖h(x)‖2, (14)
if x ∈ Ωα, and F (x, c) = +∞ otherwise. Let us point out that F (x, c) is,
in essence, a straightforward modification of the Hestenes-Powell-Rockafellar
augmented Lagrangian function to the case of nonlinear second-order cone pro-
gramming problems [74, 75, 125] with Lagrange multipliers λ and µ replaced by
their estimates λ(x) and µ(x). One can easily verify that the function F (·, c) is
l.s.c. on Rd, and continuously differentiable on its effective domain (see [54]).
Let us obtain first simple necessary and sufficient conditions for the global
exactness of continuously differentiable penalty functions.
Theorem 4.4 (Localization Principle for C1 Penalty Functions). Let the func-
tions f , gi, i ∈ I, and h be twice continuously differentiable, and suppose that
every feasible point of the problem (P) is nondegenerate. Then the continuously
differentiable penalty function F (x, c) is globally exact if and only if it is locally
exact at every globally optimal solution of the problem (P) and one of the two
following assumptions is satisfied:
1. the function F (x, c) is non-degenerate;
2. there exists c0 > 0 such that the set {x ∈ R | F (x, c0) < f∗} is bounded.
In particular, if the set {x ∈ Rd | f(x) < f∗+ γ, a(x) > 0, b(x) > 0} is bounded
for some γ > 0, then F (x, c) is globally exact if and only if it is locally exact at
every globally optimal solution of the problem (P).
Proof. Our aim is to apply the localization principle in the parametric form
to the separating function (14). To this end, define G(·) = (g1(·), . . . , gr(·)),
K = Ql1+1 × . . .×Qlr+1, and introduce the function
Φ(x, c) = min
y∈K−G(x)
(
−p(x)〈λ(x), y〉 +
c
2
‖y‖2
)
. (15)
17
Note that the minimum is attained at a unique point y(x, c) due to the facts
K − G(x) is a closed convex cone, and the function on the right-hand side of
the above equality is strongly convex in y. Observe also that
F (x, c) = f(x) +
1
p(x)
Φ(x, c) + 〈µ(x), h(x)〉 +
c
2q(x)
‖h(x)‖2 (16)
(see [100], formulae (2.5) and (2.7)). Consequently, the function F (x, c) is non-
decreasing in c.
From (15) and (16) it follows that F (x, c) ≤ f(x) for any feasible point x
(in this case y = 0 ∈ K −G(x)). Let, now, (x∗, λ∗, µ∗) be a KKT-point of the
problem (P). Then by [54], Proposition 3.3(c) one has λ(x∗) = λ∗ and µ(x∗) =
µ∗, which, in particular, implies that λi(x
∗) ∈ (Qli+1)
∗ and 〈λi(x∗), gi(x∗)〉 = 0,
where (Qli+1)
∗ is the polar cone of Qli+1. Then applying the standard first
order necessary and sufficient conditions for a minimum of a convex function on
a convex set one can easily verify that the infimum in
dist2
(
gi(x
∗) +
p(x∗)
c
λi(x
∗), Qli+1
)
= inf
z∈Qli+1
∥∥∥∥gi(x∗) + p(x∗)c λi(x∗)− z
∥∥∥∥2
is attained at the point z = gi(x
∗). Therefore F (x∗, c) = f(x∗) for all c > 0
(see (14)). In particular, if x∗ is a globally optimal solution of the problem (P),
then F (x∗, c) ≡ f∗.
Suppose that for some c0 > 0 one has
Ω∗ ∩ argmin
x∈Rd
F (x, c0) 6= ∅. (17)
Then
min
x
F (x, c) = f∗ = F (x∗, c) ∀c ≥ c0 ∀x
∗ ∈ Ω∗ (18)
due to the fact that F (x, c) is nondecreasing in c. Thus, for all c ≥ c0 one has
Ω∗ ⊆ argminx∈Rd F (x, c).
Let, now, c > c0 and x
∗ ∈ argminx F (x, c) be arbitrary. Clearly, if h(x
∗) 6=
0, then F (x∗, c) > F (x∗, c0), which is impossible. Therefore h(x
∗) = 0. Let,
now, y(x∗, c) be such that
Φ(x∗, c) = −p(x∗)〈λ(x∗), y(x∗, c)〉+
c
2
‖y(x∗, c)‖2
(see (15)). From the definitions of x∗ and c0 it follows that
f∗ = F (x∗, c0) = f(x
∗) +
1
p(x∗)
Φ(x∗, c0)
≤ f(x∗) +
1
p(x∗)
(
−p(x∗)〈λ(x∗), y〉+
c0
2
‖y‖2
)
for any y ∈ K −G(x∗). Hence for any y ∈ (K −G(x∗)) \ {0} one has
f(x∗) +
1
p(x∗)
(
−p(x∗)〈λ(x∗), y〉+
c
2
‖y‖2
)
> f∗.
Consequently, taking into account the first equality in (18) and the definition
of x∗ one obtains that y(x∗, c) = 0 and Φ(x∗, c) = 0, which yields that 0 ∈
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K −G(x∗), i.e. x∗ is feasible, and F (x∗, c) = f(x∗) = f∗. Therefore x∗ ∈ Ω∗.
Thus, argminx∈Rd F (x, c) = Ω
∗ for all c > c0 or, in other words, the validity of
condition (17) implies that the penalty function F (x, c) is globally exact.
Let us now check that F (x, c) is a penalty-type separating function. Then
applying Theorems 3.1 and 3.2 we arrive at the required result.
Indeed, let {cn} ⊂ (0,+∞) be an increasing unbounded sequence, xn ∈
argminx F (x, cn) for all n ∈ N, and x
∗ be a cluster point of the sequence {xn}.
As it was noted above, F (y∗, c) = f∗ for any globally optimal solution of the
problem (P). Therefore F (xn, cn) ≤ f∗ for all n ∈ N. On the other hand,
minimizing the function ω(x, t) = −‖µ(x)‖t + ct2/2q(x) with respect to t one
obtains that
F (xn, cn) ≥ f(xn)−
r∑
i=1
p(xn)
2cn
‖λi(xn)‖
2−
q(xn)
2cn
‖µ(xn)‖
2 ≥ f(xn)−
α
cn
. (19)
Hence passing to the limit as n→ +∞ one obtains that f(x∗) ≤ f∗. Therefore
it remains to show that x∗ is a feasible point of the problem (P).
Arguing by reductio ad absurdum, suppose that x∗ is not feasible. Let, at
first, h(x∗) 6= 0. Then there exist ε > 0 and a subsequence {xnk} such that
‖h(xnk)‖ ≥ ε for all k ∈ N. Note that since {xn} is a convergent sequence and
the function µ(·) is continuous, there exists µ0 > 0 such that ‖µ(xn)‖ ≤ µ0
for all n ∈ N. Furthermore, it is obvious that ‖h(xn)‖2 < α for all n ∈ N.
Consequently, one has
F (xnk , cnk) ≥ f(xn)−
α
2cnk
− µ0α+
cnkε
2
2(α− ε2)
.
(clearly, one can suppose that ε2 < α). Therefore lim supn→∞ F (xn, cn) = +∞,
which is impossible. Thus, h(x∗) = 0.
Suppose, now, that gi(x
∗) /∈ Qli+1 for some i ∈ I. Then there exist
ε > 0 and a subsequence {xnk} such that dist(gi(xnk), Qli+1) ≥ ε for all
k ∈ N. Note that p(x)‖λi(x)‖/c < α/c. Consequently, one has dist(gi(xnk) +
p(xnk)λi(xnk )/cnk , Qli+1) ≥ ε/2 for any sufficiently large k ≥ n. Therefore
F (xnk , cnk) ≥ f(xnk) +
cnkε
2
2(α− εκ)
−
α
cnk
for any k large enough (obviously, we can assume that εκ < α). Passing to
the limit as k → ∞ one obtains that lim supn→∞ F (xn, cn) = +∞, which is
impossible. Thus, x∗ is a feasible point of the problem (P).
Finally, note that from (19) it follows that{
x ∈ Rd
∣∣ F (x, c) < f∗} ⊆ {x ∈ Rd ∣∣ f(x) < f∗ + γ, a(x) > 0, b(x) > 0}
for all c > α/γ.
Remark 4.5. (i) Let us note that the local exactness of penalty function (14)
at a globally optimal solution of the problem (P) can be easily established with
the use of second sufficient optimality conditions (see [54], Theorem 5.7).
(ii) Note that from the proof of the theorem above it follows that F (x∗, c) =
f(x∗) for any KKT-point (x∗, λ∗, µ∗) of the problem (P).
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Following the underlying idea of the localization principle and utilizing some
specific properties of continuously differentiable penalty function (14) we can
obtain stronger necessary and sufficient conditions for the global exactness of
this function than the ones in the theorem above. These conditions does not
rely on the local exactness property and, furthermore, strengthen existing suffi-
cient conditions for global exactness of continuously differentiable exact penalty
functions for nonlinear second-order cone programming problems ([54], Propo-
sition 4.9). However, it should be emphasized that these conditions heavily rely
on the particular structure of the penalty function under consideration.
Theorem 4.5. Let the functions f , gi, i ∈ I, and h be twice continuously dif-
ferentiable, and suppose that every feasible point of the problem (P) is nondegen-
erate. Then the continuously differentiable penalty function F (x, c) is globally
exact if and only if there exists c0 > 0 such that the set {x ∈ Rd | F (x, c0) < f∗}
is bounded. In particular, it is exact, if there exists γ > 0 such that the set
{x ∈ Rd | f(x) < f∗ + γ, a(x) > 0, b(x) > 0} is bounded.
Proof. Denote S(c) = {x ∈ Rd | F (x, c) < f∗}. If F (x, c) is globally exact,
then, as it is easy to check, one has S(c) = ∅. Therefore it remains to prove the
“if” part of the theorem.
If S(c) = ∅ for some c > 0, then F (x, c) ≥ f∗ for all x ∈ Rd, and arguing
in the same way as at the beginning of the proof of Theorem 4.4 one can easily
obtain the desired result. Thus, one can suppose that S(c) 6= ∅ for all c > 0.
Choose an increasing unbounded sequence {cn} ⊂ [c0,+∞). Taking into
account the facts that F (·, c) is l.s.c. and nondecreasing in c, and applying
the boundedness of the set S(c0) one obtains that for any n ∈ N the function
F (·, cn) attains a global minimum at a point xn ∈ S(cn) ⊆ S(c0). Applying the
boundedness of the set S(c0) once again one obtains that there exists a cluster
point x∗ of the sequence {xn}. Replacing, if necessary, the sequence {xn} with
its subsequence we can suppose that xn converges to x
∗. As it was shown in
Theorem 4.4, F (x, c) is a penalty-type separating function. Therefore x∗ is a
globally optimal solution of the problem (P), and F (x∗, c) = f∗ for all c > 0.
From the fact that xn is a point of global minimum of F (·, cn) it follows that
∇xF (xn, cn) = 0. Then applying a direct modification of [54], Proposition 4.3
to the case of penalty function (14) one obtains that for any xn in a sufficiently
small neighbourhood of x∗ (i.e. for any sufficiently large n ∈ N) the triplet
(xn, λ(xn), µ(xn)) is a KKT-point of the problem (P). Hence taking into account
Remark 4.5 one gets that F (xn, cn) = f(xn) ≥ f∗ for any sufficiently large
n ∈ N, which contradicts our assumption that S(c) 6= ∅ for all c > 0 due to the
definition of xn. Thus, the penalty function F (x, c) is globally exact.
Let us note that the results of this subsection can be easily extended to the
case of nonlinear semidefinite programming problems (cf. [42], Sections 8.3 and
8.4). Namely, suppose that A = Rd, and let
M =
{
x ∈ Rd
∣∣∣ G(x)  0, h(x) = 0},
where G : X → Sl and h : X → Rs are given functions, Sl is the set of all l × l
real symmetric matrices, and the relation G(x)  0 means that the matrix G(x)
is negative semidefinite. We suppose that the space Sl is equipped with the
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Frobenius norm ‖A‖F =
√
Tr(A2). In this case the problem (P) is a nonlinear
semidefinite programming problem.
Suppose that the functions f , G and h are twice continuously differentiable.
For any λ ∈ Sl and µ ∈ Rs denote by
L(x, λ, µ) = f(x) + Tr(λG(x)) + 〈µ, h(x)〉,
the standard Lagrangian function for the nonlinear semidefinite programming
problem. For a chosen x ∈ Rn consider the following unconstrained minimiza-
tion problem, which allows one to compute an estimate of Lagrange multipliers:
min
λ,µ
∥∥∇xL(x, λ, µ)∥∥2 + ζ1Tr(λ2G(x)2)
+
ζ2
2
(
‖h(x)‖2 +
r∑
i=1
dist2
(
G(x), Sl
−
))
·
(
‖λ‖2F + ‖µ‖
2
)
, (20)
where ζ1 and ζ2 are some positive constants, and S
l
−
is the cone of l × l real
negative semidefinite matrices. One can verify (cf. [42], Lemma 4) that for
any x ∈ Rd there exists a unique globally optimal solution (λ(x), µ(x)) of this
problem, provided every feasible point of the problem (P) is non-degenerate,
i.e. provided for any feasible x one has[
DG(x∗)
Jh(x∗)
]
R
d +
[
linTSl
−
(
G(x∗)
)
{0}
]
=
[
S
l
Rs
]
.
(see [13], Def. 4.70). Let us note that, as in the case of second order cone
programming problems, the above nondegeneracy condition can be rewritten as
a “linear independence-type” condition (see [13], Proposition 5.71).
Now we can introduce first continuously differentiable exact penalty function
for nonlinear semidefinite programming problems. Namely, choose α > 0 and
κ ≥ 1, and define
p(x) =
a(x)
1 + Tr(λ(x)2)
, q(x) =
b(x)
1 + ‖µ(x)‖2
,
where
a(x) = α− Tr
(
[G(x)]2+
)κ
, b(x) = α− ‖h(x)‖2,
and [·]+ denotes the projection of a matrix onto the cone of l×l positive semidef-
inite matrices. Denote Ωα = {x ∈ Rd | a(x) > 0, b(x) > 0}, and define
F (x, c) = f(x) +
1
2cp(x)
(
Tr
(
[cG(x) + p(x)λ(x)]2+
)
− p(x)2 Tr(λ(x)2)
)
+ 〈µ(x), h(x)〉 +
c
2q(x)
‖h(x)‖2, (21)
if x ∈ Ωα, and F (x, c) = +∞ otherwise. Let us point out that F (x, c) is, in
essence, a direct modification of the Hestenes-Powell-Rockafellar augmented La-
grangian function to the case of nonlinear semidefinite programming problems
[103, 101, 123, 102, 111, 81, 112, 114, 117] with Lagrange multipliers λ and µ
replaced by their estimates λ(x) and µ(x). One can verify that the function
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F (·, c) is l.s.c. on Rd, and continuously differentiable on its effective domain.
Furthermore it is possible to extend Theorems 4.4 and 4.5 to the case of contin-
uously differentiable penalty function (21), thus obtaining first necessary and
sufficient conditions for the global exactness of C1 penalty functions for nonlin-
ear semidefinite programming problems. However, we do not present the proofs
of these results here, and leave them to the interested reader.
4.4 Example IV: Rockafellar-Wets’ Augmented Lagrangian
Function
The separating functions studied in the previous examples do not depend on
any additional parameters apart from the penalty parameter c. This fact does
not allow one to fully understand the concept of parametric exactness. In order
to illuminate the main features of parametric exactness, in this example we
consider a separating function that depends on additional parameters, namely
Lagrange multipliers. Below, we apply the general theory of parametrically
exact separating functions to the augmented Lagrangian function introduced
by Rockafellar and Wets in [92] (see also [100, 61, 62, 131, 40, 99, 66, 67, 16]).
Let P be a topological vector space of parameters. Recall that a function
Φ: X ×P → R∪ {+∞}∪{−∞} is called a dualizing parameterization function
for f iff Φ(x, 0) = f(x) for any feasible point of the problem (P). A function
σ : P → [0,+∞] such that σ(0) = 0 and σ(p) > 0 for all p 6= 0 is called an
augmenting function. Let, finally, Λ be a vector space of multipliers, and let the
pair (Λ, P ) be equipped with a bilinear coupling function 〈·, ·〉 : Λ× P → R.
Following the ideas of Rockafellar and Wets [92], define the augmented La-
grangian function
L (x, λ, c) = inf
p∈P
(
Φ(x, p)− 〈λ, p〉 + cσ(p)
)
, (22)
We suppose that L (x, λ, c) > −∞ for all x ∈ X , λ ∈ Λ and c > 0. Let us
obtain simple necessary and sufficient conditions for the strict global parametric
exactness of the augmented Lagrangian function L (x, λ, c) with the use of the
localization principle. These conditions were first obtained by the author in
[40].
Remark 4.6. It is worth mentioning that in the context of the theory of aug-
mented Lagrangian functions, a vector λ∗ ∈ Λ is a strictly exact tuning param-
eter of the function L (x, λ, c) iff λ∗ supports an exact penalty representation
of the problem (P) (see [92], Definition 11.60). Furthermore, if the infimum in
(22) is attained for all x, λ and c, then the strict global parametric exactness of
the augmented Lagrangian function L (x, λ, c) is equivalent to the existence of
an augmented Lagrange multiplier (see [92], Theorem 11.61, and [40], Proposi-
tion 4 and Corollary 1). Furthermore, in this case λ∗ is a strictly exact tuning
parameter iff it is an augmented Lagrange multiplier.
Remark 4.7. Clearly, the definitions of strict global parametric exactness and
global parametric exactness do not coincide in the case of the augmented La-
grangian function L (x, λ, c) defined above. For example, let P be a normed
space, Λ be the topological dual of P , σ(p) = ‖p‖2, and
Φ(x, p) =
{
f(x) + max{−1,−‖p‖}, if x ∈ Ω,
+∞, if x /∈ Ω.
,
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Then, as it easy to check, L (x, λ, c) is globally parametrically exact with the
exact tuning parameter λ∗ = 0 and c∗(λ∗) = 0, but it is not strictly globally
parametrically exact, since L (x, λ, c) < f(x) for all x ∈ Ω, λ ∈ Λ and c > 0.
When one compares strict global parametric exactness and global parametric
exactness in the case of the augmented LagrangianL (x, λ, c), it appears that the
strict global parametric exactness is more natural in this case. Apart from the
fact that there exist many connections of the strict global parametric exactness
with existing results on augmented Lagrangian function L (x, λ, c) pointed out
above, the application of the localization principle leads to simpler results in the
case of the strict global parametric exactness. In particular, it is rather difficult
to verify that the validity of the condition Ω∗ ∩ argminx∈A L (x, λ
∗, c) 6= ∅
implies the global parametric exactness, while the condition
Ω∗ ∩ argmin
x∈A
L (x, λ∗, c) 6= ∅, min
x∈A
L (x, λ∗, c) = f∗ (23)
is equivalent to the strict global parametric exactness of L (x, λ, c) under some
natural assumptions (see Theorem 4.6 below).
Recall that the augmenting function σ is said to have a valley at zero iff for
any neighbourhood U ⊂ P of zero there exists δ > 0 such that σ(p) ≥ δ for
any p ∈ P \U . The assumption that the augmenting function σ has a valley at
zero is widely used in the literature on augmented Lagrangian functions (see,
e.g., [15, 129, 130, 131]).
Theorem 4.6 (Localization Principle for Augmented Lagrangian Functions).
Suppose that the following assumptions are valid:
1. A and Ω are closed;
2. f and L (·, λ, c) for all λ ∈ Λ and c > 0 are l.s.c. on A;
3. Φ is l.s.c. on A× {0};
4. σ has a valley at zero;
5. there exists r > 0 such that for any c ≥ r, x ∈ A and λ ∈ Λ one has
argmin
p∈P
(
Φ(x, p)− 〈λ, p〉+ cσ(p)
)
6= ∅
i.e. the infimum in (22) is attained.
Then the augmented Lagrangian function L (x, λ, c) is strictly globally paramet-
rically exact if and only if there exist λ∗ and c0 > 0 such that L (x, λ, c) is
locally parametrically exact at every globally optimal solution of the problem (P)
with the exact tuning parameter λ∗,
L (x∗, λ∗, c) = f∗ ∀x∗ ∈ Ω∗ ∀c ≥ c0,
and one of the following two conditions is valid:
1. the function L (x, λ, c) is non-degenerate for λ = λ∗;
2. the set {x ∈ A
∣∣∣ L (x, λ∗, c0) < f∗} is bounded.
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Proof. The fact that the validity of (23) is equivalent to strict global parametric
exactness of the function L (x, λ, c) follows directly from [40], Proposition 4 and
Corollary 1. Furthermore, by [40], Proposition 8, the function L (x, λ, c) is a
penalty-type separating function for any λ ∈ Λ. Then applying Theorems 3.3
and 3.4 one obtains the desired result.
Remark 4.8. Note that under the assumptions of the theorem the multipliers λ∗
is a strictly exact tuning parameter if and only if it is an augmented Lagrangre
multiplier [40]. Thus, the theorem above, in essence, contains necessary and
sufficient conditions for the existence of augmented Lagrange multipliers for
the problem (P). See [40] for applications of this theorem to some particular
optimization problems.
Note that from the localization principle it follows that for the strict global
parametric exactness of the augmented Lagrangian L (x, λ, c) it is necessary
that there exists a tuning parameter λ∗ ∈ Λ such that λ∗ is a locally exact
tuning parameter at every globally optimal solution of the problem (P). One
can give a simple interpretation of this condition in the case when L (x, λ, c)
is a proximal Lagrangian. Namely, let L (x, λ, c) be the proximal Lagrangian
(see [92], Example 11.57), and suppose that it is strictly globally parametrically
exact with a strictly exact tuning parameter λ∗ ∈ Λ. By the definition of strict
global exactness, any globally optimal solution x∗ of the problem (P) is a global
minimizer of the function L(·, λ∗, c) for all sufficiently large c. Then applying
the first order necessary optimality condition to the function L (·, λ, c) one can
easily verify that under natural assumptions the pair (x∗, λ∗) is a KKT-point of
the problem (P) for any x∗ ∈ Ω∗ (see [100], Proposition 3.1). Consequently, one
gets that for the strict global parametric exactness of the augmented Lagrangian
function L (x, λ, c) it is necessary that there exists a Lagrange multiplier λ∗
such that the pair (x∗, λ∗) is a KKT-point of the problem (P) for any globally
optimal solution x∗ of this problem. In particular, if there exist two globally
optimal solutions of the problem (P) with disjoint sets of Lagrange multipliers,
then the proximal Lagrangian cannot be strictly globally parametrically exact.
For the sake of completeness, let us mention that in the case of augmented
Lagrangian functions, sufficient conditions for the local exactness are typically
derived with the use of sufficient optimality conditions. In particular, the valid-
ity of the second order sufficient optimality conditions at a given globally optimal
solution x∗ guarantees that the proximal Lagrangian is locally parametrically
exact at x∗ with the corresponding Lagrange multiplier being a locally exact
tuning parameter (see, e.g., [5], Theorem 9.3.3; [104], Theorem 2.1; [72], Theo-
rem 2; [107], Theorem 2.3; [80], Theorems 3.1 and 3.2; [126], Theorem 2.8; [131],
Proposition 3.1; [125], Theorem 2.3; [114], Theorem 3, etc.).
5 Conclusions
In this paper we developed a general theory of global parametric exactness of
separating function for finite-dimensional constrained optimization problems.
This theory allows one to reduce a constrained optimization problem to an
unconstrained one, provided an exact tuning parameter is known. With the use
of the general results obtained in this article we recovered existing results on the
global exactness of linear penalty functions and Rockafellar-Wets’ augmented
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Lagrangian function. We also obtained new simple necessary and sufficient
conditions for the global exactness of nonlinear and continuously differentiable
penalty functions.
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