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The power and efficiency of many-body heat engines can be boosted by performing cooperative
non-adiabatic operations in contrast to the commonly used adiabatic implementations. Here, the
key property relies on the fact that non-adiabaticity is required in order to allow for cooperative
effects, that can use the thermodynamic resources only present in the collective non-passive state
of a many-body system. In particular, we consider the efficiency of an Otto cycle, which increases
with the number of copies used and reaches a many-body bound, which we discuss analytically.
Introduction – From a classical perspective, adia-
batic processes are those that do not inject heat into
the system [1]. Within the context of heat engines [2–4]
this means that by maximizing the energetic variation of
an adiabatic driving protocol, the work output is opti-
mized. Adiabatic processes are typically associated with
slow transformations, where slow is defined in term of the
system equilibration time, such that an adiabatic process
could be actually quite fast, as long as the system is ther-
mally isolated. At the quantum level, the question of the
adiabatic process speed is answered by the quantum adi-
abatic theorem (QAT), e.g. [5–9]. The QAT warrants
that a (typically slow enough) Hamiltonian transforma-
tion results in a quantum adiabatic (QA) process, defined
by constant populations of time-dependent energy levels.
However, for any unitary (and thereby isentropic) trans-
formation, any energy difference resulting from it can be
reversed and therefore does not involve irreversible losses.
In this letter, we discuss an equality for the efficiency
with quantum-information measures which shows that
cooperative many-body heat engines that violate the
QAT by a non-QA (NQA) process during their isentropic
strokes can have larger efficiency and power than their
slow QA or non cooperative counterparts [10, 11]. In con-
trast to other methods to increase the power or the effi-
ciency [12–17], our results are based on the non-passivity
of the collective state for which QA transformations are
suboptimal for work extraction and efficiency.
The analyzed effect can be understood from two ba-
sic properties of QA processes performed on an initially
thermal system: i) for a single system an inhomogeneous
shift of the energy levels [18, 19] produces a non-thermal
state with zero ergotropy [20, 21], i.e., for cyclic Hamil-
tonian modulations, its energy cannot be reduced by a
unitary transformation. Thus, work cannot be extracted
from it unless they are coupled to a non-equilibrium sys-
tem (e.g. two thermal baths at different temperatures or
chemical potentials) or the Hamiltonian is modified in a
non-cyclic way. This state is called passive [20, 22–24]; ii)
A collective state formed by identical copies of a passive
state may be non-passive [22] (see Fig. 1(a)), i.e., it may
have positive ergotropy and therefore extractable work.
In order to exploit the extra work that resides in the
collective nature of the system, the Hamiltonian modula-
tion should be a NQA process, allowing population trans-
fers among different copies of the working fluid (WF),
such that the collective state at the end of the isentropic
stroke is passive. This strategy reduces the stroke time
and increases the extracted work, thereby boosting both
power and efficiency, which is still limited by the Carnot
bound (see Appendixes A and B).
Passive states– We start by analyzing an isolated
quantum system initially at thermal equilibrium that
undergoes a QA Hamiltonian transformation. Assum-
ing that the system has discrete energy levels, the ini-
tial population of level n is Pn(0) = Z
−1e−βEn(0), where
En(0) is the initial energy of level n, β =
1
kBT
and Z is
a normalization constant. If the energy levels are altered
homogeneously (i.e., for every level En(tf ) = qEn(0),
where q > 0 is the same for all the levels and the process
ends at time tf ), the final QA state would be a thermal
state of the final energies, En(tf ), but with inverse tem-
perature βq , i.e., Pn(tf ) = Z
−1e−
β
qEn(tf ). For a general
modulation, the energy level scaling is not homogeneous.
As it has been shown in [18], for inhomogeneous energy
level transformations classically inconceivable heat en-
gines can be realized such as those operating with an
incompressible working fluid. Under this type of trans-
formations, the final state is not thermal but passive. In
practice, passivity means that the state is diagonal in
the eigenenergy basis and the populations of the levels
decrease with the energy without necessarily following a
Boltzmann distribution.
Quantum and classical systems can both be at pas-
sive states [25], which we denote by an overbar (e.g. ρ¯).
Nevertheless, their behavior drastically diverges when we
consider several copies of the same passive state. For
classical systems – having a continuous energy spectrum
– a passive state ρ¯cl, whose two-copies-state ρ¯cl2 = ρ¯
cl⊗ρ¯cl
is also passive, always produces a multi-copy passive state
ρ¯clN = ⊗N ρ¯cl. In contrast, quantum systems – having dis-
crete energy levels – are different: ⊗N ρ¯qm could be non-
passive independently of the passivity for N = 1, 2 [25].
Quantum Otto cycle. – We study the Otto cy-
cle [10, 11, 26, 27], see Fig. 1(b), undergone by a WF.
It has 4 stages: At point A its Hamiltonian is HA and its
nth energy level is EA,n. The WF is at thermal equilib-
rium with the cold bath at inverse temperature βc, i.e.,
ρA ∝ e−βcHA . The isentropic “compression” stroke con-
nects A and B: The WF is isolated and the Hamiltonian
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2Figure 1: (a) Multiple copies (left) of a thermal state always
create a collective thermal state (middle), whereas multiple
copies of a passive state may produce a collective non-passive
state (right). (b) A non-interacting many body system un-
dergoes an Otto cycle (black closed loop) achieving subopti-
mal work extraction and efficiency due to non-passive states
(green solid circles). When interactions, denoted as f(t), are
allowed, passive states (dash-dotted cirlces) are created at B
and D, reducing the energy at these points and increasing
the work extraction by changing the heat exchange (bottom
axis) and efficiency. The thermal reference states ωB and ωD
(orange solid circles) define a working cycle with optimal ef-
ficiency at fixed Hamiltonians at B and D (dashed lines, see
Appendix C), providing a tighter bound than the second law
(angles (^) at A and C, see Appendix B).
becomes time-dependent. It generates the Hamiltonian
HB , with tracked energies denoted by EB,n. Since we
also consider NQA protocols, in general ρB could have
different populations than ρA in the eigenbases of HB
and HA, respectively. The second stroke, hot equilibra-
tion, involves a constant Hamiltonian and the coupling of
the WF to a hot bath, with inverse temperature βh, until
the WF reaches thermal equilibrium at the bath temper-
ature. This point is denoted as C and ρC ∝ e−βhHC with
HC = HB . The third stroke is the isentropic “expan-
sion”, where the WF is isolated again, and the Hamil-
tonian HB is transformed to HD = HA in a reversed
fashion. This stroke ends at point D, where the popula-
tions of ρD in general differ from ρC . The cold equilibra-
tion stroke closes the cycle by coupling the WF to the
cold thermal bath until it thermally equilibrates with it,
returning to point A.
The work per cycle is the exchanged energy during the
isentropic strokes, i.e.,
W = Tr[HBρB ]−Tr[HAρA]+Tr[HAρD]−Tr[HBρC ], (1)
and the heats exchanged with the hot and cold bath are
Qh = Tr[HB(ρC − ρB)]; Qc = Tr[HA(ρA − ρD)]. (2)
The sign convention is that energy flowing in (out) of
the WF is positive (negative). The efficiency is the ratio
between work extracted (W < 0) and incoming heat, i.e.,
η = −W/Qh = 1− |Qc|/Qh. Thus, a smaller heats ratio
|Qc|/Qh, results on a larger efficiency, which is bounded
by Carnot efficiency ηC .
Performing QA transformations that homogeneously
scale the energy levels by construction produces ther-
mal states at the end of the isentropic strokes, which
correspond to the minimal energy state of an isentropic
process. In general, minimizing the energy at points B
and D of the cycle optimizes the extracted work and ef-
ficiency. But if instead the energy levels are inhomoge-
neously scaled, the state of a many body WF after a QA
transformation could diverge from the minimal energy
state at constant entropy.
As shown in the Appendix C, the full efficiency of the
Otto cycle is given by
η = 1−
[
1 +
D(ρD||ωD)
β
(ω)
D (−Q(ω)c )
] ∞∑
n=0
Dn(ρB ||ωB)[
β
(ω)
B Q
(ω)
h
]n
[
−Q(ω)c
Q
(ω)
h
]
,
(3)
where D(ρ||ω) ≥ 0 is the quantum relative entropy be-
tween two density matrices. The density matrix ωB(D)
denotes a constructed thermal density matrix with a ref-
erence temperature β
(ω)
B(D), uniquely defined for all density
matrices with the same entropy S and a Hamiltonian,
via the Gibbs-state with the same von-Neumann entropy
S(ρB(D)) = S(ωB(D)) [28]. Consistently, Q
(ω)
c(h) is the cor-
responding cold (hot) heat using the constructed thermal
density matrix ωB(D) instead of ρB(D) in (2). The values
Q
(ω)
c(h)do not depend explicitly on all properties of ρD and
ρB , but only on their entropies as well as on the Hamil-
tonians at B and D. As the von-Neumann entropy is con-
stant under unitary operations S(ρB/D) = S(ρA/C), the
thermal reference heats and temperatures are the same
for all protocols that connect the fixed Hamiltonians Hν ,
which allows to increase efficiency by minimizing the dis-
tances D(ρB/D||ωB/D). In the heat-engine regime one
has Q
(ω)
c < 0 and Q
(ω)
h > 0, and we see that approach-
ing the reference states optimizes the heat exchanges, see
bottom axis in Fig. 1(b). For a WF composed of a sin-
gle copy, a QA protocol brings the WF to the respective
passive state, ρ¯B(D) which is the closest to ωB(D) one can
reach using unitary transformations. For WF composed
of multiple identical copies the collective energy levels
may cross during the isentropic transformations. Then,
the QA protocol results in a collective non-passive state
ρB(D). In comparison to a passive state ρ¯B(D), such a
3non-passive state increases the quantum relative entropy,
i.e., D(ρB(D)||ωB(D)) > D(ρ¯B(D)||ωB(D)). As shown be-
low, D can be decreased by performing swap operations
which create a passive state.
Single copy protocol – To illustrate different aspects
of Eq. (3), we consider first a simple example: a WF com-
posed of a single three level system (qutrit, QT) with
constant energy eigenstates {|0〉 , |1〉 , |2〉} and Hamilto-
nian
HQT(t) = E0 |0〉 〈0|+ E1(t) |1〉 〈1|+ E2 |2〉 〈2| , (4)
where only the energy E1(t) is changed during the isen-
tropic stages such that E0 < E1(t) < E2. Thus, even
though the energy levels of a single QT do not cross, the
modulation corresponds to an inhomogeneous scaling of
the energy levels. Further, since [HQT(t), HQT(t
′)] = 0,
it is always a QA transformation, and the final states at
points B and D are not thermal, but passive and effi-
ciency is maximized.
Multiple copy protocol – Now we consider that the
WF is composed of several copies of the same system.
Even though during the Hamiltonian modulation the en-
ergy levels of the single copy of the WF do not cross
each other, the collective energy levels may do so. If
this is the case, QA transformations (no transitions be-
tween smoothly connected eigenvalues) result in a collec-
tive non-passive state at points B and D, even though
the single system state is passive.
As a concrete example, consider that – despite non-
crossing single system energy levels – during the isen-
tropic stroke two collective energy levels of the WF,
E~n={n1,n2,..} and E~m={m1,m2,..}, cross each other, where
ni and mj ∈ {0, 1, 2}. Particularly, assume that the col-
lective Hamiltonian is
HN (t) =
N∑
i=1
HiQT(t) + f(t) (|~n〉 〈~m|+ |~m〉 〈~n|) , (5)
where HiQT(t) is the ith copy single system Hamilto-
nian (4), f(t) is an additional interaction which we
explain later in details and HN (tν) = Hν for ν ∈
{A,B,C,D}. At times when f(t) = 0, the collective
energies are combinations of the energies of the single
copy, i.e., E~n={n1,n2,...} =
∑
iEni .
For our example, we decompose the isentropic com-
pression stroke into two substrokes. In the first, the
first excited state energy of the single system evolves for
t ∈ [tA, tAB ] (with tA < tAB < tB) as a linear ramp
E1(t) = E1(tA) + ∆E1(t− tA)/(tAB − tA), (6)
and remains at E1(tAB) = E1(tA)+∆E1 = E1(tB) (inde-
pendent of tAB) for the rest of the full isentropic stroke.
Since this substroke is always of QA type, to speed up the
protocol, tAB → tA can be assumed. The reverse trans-
formation is performed during the isentropic expansion.
In presence of collective level crossings, the final state of
the isentropic substroke is non-passive.
Figure 2: (a) Relative occupation p~k of levels ~n = {1, 1}
and ~m = {0, 2} at point B, (b) WF energy difference, (c) and
efficiency of the whole cycle in units of Carnot efficiency as
a function of τ for a WF formed by two copies. Inset (b)
shows the level populations for the limits τ → 0 (left dotted
arrow) and τ → ∞ (right dotted arrow). Part (d) shows the
efficiency and work extracted for a WF formed by three copies
which has no classical counterpart. Parameters: (a) - (c)
βhE2 = 3.28, βcE2 = 6.66, E0 = 0, E1(0) = 1/3E2,∆E1 =
1/3E2, (d)βhE2 = 1.09, βcE2 = 2.22, E1(0) = 0.57E2,∆E1 =
0.35E2.
To compensate for this, in a second substroke, an in-
teraction f(t) between the QTs is activated after tAB
for a time duration τ = tB − tAB . This interaction al-
lows population transfer between energy levels |~n〉 and
|~m〉, producing a collective passive state at the end of the
isentropic strokes for ideal swapping (see Fig. 2(a)-(b)).
Such population exchanges decrease the total energy and
the quantum relative entropy D in Eq. (3). The energy
difference between these final states and the correspond-
ing non-passive states at the end of the QA processes
(see Fig. 1(b)) is an extra supplementary work based on
cooperative effects that can only be extracted in NQA
strokes. Both cases are captured by the following choice
for f(t) during the isentropic compression
f(t) =
pi2
4τ
sin [pi(t− tAB)/τ ] , for tAB ≤ t ≤ tB , (7)
where f(t) = 0 else and
∫
f(t)dt = pi2 . For τ → 0, the
protocol (5) with f(t) exactly implements the swap be-
tween |~n〉 and |~m〉 populations, creating a passive state at
point B. In contrast, for τ → ∞, (5) approaches a QA
operation and populations stay constant. Then, since
f(tA) = f(tAB) = f(tB) = 0, the resulting state at point
B is non-passive.
To simulate the cycle, we solve the von-Neumann-Eq.
with time-dependent HN (t) during A to B and with re-
versed protocol during C to D. Figure 2 shows exemplary
results of our approach for different limits of τ for a WF
made by two (a-c) and three (d) copies. Panel (a) demon-
strates the τ dependency of the level swap operation at
point B. For τ  1 the final level occupation |~n〉 = |1, 1〉
and |~m〉 = |0, 2〉 does not change in comparison to the
protocol without swap, such that due to the presence of
level crossing the state is not passive any-more (see 2(b)-
4right inset). In contrast, reducing τ the occupations of
the levels |~n〉 and |~m〉 start to swap, yielding a perfect
swap for τ → 0. In this limit, the total energy at point B
is reduced and the state becomes passive (see Fig. 2(b)).
Fig. 2(c) shows the Otto cycle efficiency as function of
τ . For the chosen parameters, for τ  1 the efficiency
tends to the efficiency of the single copy engine or the
two independent copies engine. In contrast, for τ → 0,
cooperative effects between copies are included by our
protocol, which perfects the swap quality, exchanges the
corresponding level populations, giving a boost to the
extracted work and efficiency, which increases up to 0.25
ηc. This particular example could also be realized using
a classical (continuous energy spectrum) WF. Neverthe-
less, the example shown on figure 2(d) does not have a
classical counterpart and requires a quantum WF (dis-
crete energy spectrum): In this last example, the WF is
formed by three copies of the same system, such that its
QA version for a WF composed of only single and double
copy produces a passive states at points B and D. If the
WF was classical, the three, four, etc. copies of the WF
would result in a passive state and there would not be any
enhancement when going from the QA to the NQA limit.
An efficiency increase starting for a non-adiabatic three
(or more) copies WF is therefore a signature of quantum
behavior [19, 29].
Size scaling – In order to explore the collective be-
havior, we analyze how the extracted work and efficiency
scale with the size of the WF, parametrized by the num-
ber of copies N . If the QTs act independently, i.e., non-
cooperatively (ncp), the extracted work is just N times
the work of a single (sgl) copy W ncp = NW sgl. Be-
cause the heats have the same scaling (Qncph(c) = NQ
sgl
h(c))
the efficiency is independent of the system size N in this
case. For our protocol, this corresponds to QA proto-
cols, where cooperative effects are suppressed. During
QA cycles, ρB,N and ρA,N have the same populations
given by the product state ∝ ⊗N exp (−βcHQT(tA)) (as
f(tA) = f(tB) = 0, the energy eigenbases of HA and HB
are identical for our example protocol). Also ρD and ρC
have the same populations given by the product state
∝ ⊗N exp (−βhHQT(tB)) in QA cycles. This generates a
linear – non-cooperative – energy scaling
Tr[HN (tν)ρν,N ]QA = NTr[HQT(tν)ρν,1 ] (8)
for ν ∈ {A,B,C,D}. According to Eq. (3), the efficiency
would not change increasing N .
But for the appropriate NQA modulation, coopera-
tive effects produce passive collective states at B and D.
For finite-size passive states the energy scaling is sublin-
ear [28], i.e., for ν ∈ {B,D}
Tr[HN (tν)ρ¯ν,N ]NQA ≤ NTr[HQT(tν)ρ¯ν,1 ]; . (9)
This produces the following behavior for the cooperative
(cp) work and heats W cp, Qcph and Q
cp
c as the WF size is
increased: i) the extracted work per copy increases, i.e.,
W cp/N becomes more negative, so |W cp| > N |W sgl|; ii)
Figure 3: Work (circles) and normalized efficiency (squares)
as function of the number of copies N of the QT for a NQA
heat engine with multiple perfect population swaps. The
dot-dashed orange line shows the many-body efficiency limit
which is asymptotically reached as the number of copies in-
creases. Parameters: βhE2 = 1.71, βcE2 = 1.85, E0 = 0,
E1(0) = 0.595E2, ∆E1 = 0.125E2.
the incoming heat from the hot bath per copy increases,
i.e., Qcph /N becomes more positive, thus Q
cp
h > NQ
sgl
h ;
iii) the heat flowing to the cold bath per copy de-
creases, i.e., Qcpc /N which is negative, tends to zero, so
|Qcpc | < N |Qsglc |. Finally, we obtain as consequence of ii
and iii that the cooperative behaviour of the collective
system enhances the efficiency ηcp > ηncp. The maxi-
mum efficiency is reached at large N , where a collective
passive state tends to a thermal state [28] and W cp, Qcph
and Qcpc become linear with the size of the WF. As shown
in Fig. 3(a), the efficiency converges to a many-body
limit (orange line). For perfect swaps, in the infinite-copy
limit one has limN→∞D(ρD(B)||ωD(B))/Q(ω)DA(BC) → 0 in
Eq. (3), and the efficiency converges to the many-body
limit (see SI D)
lim
N→∞
ηcp → 1 +Q(ω)c /Q(ω)h ≤ ηC . (10)
Conclusions – The lack of passivity of collective
states represents a thermodynamic resource that, as we
have shown, can be used to boost the work and efficiency
of a heat engine when NQA operations are used during
the isentropic strokes. Although we have used an exter-
nal field to exploit the cooperative effects, the exchange
of population among different components could be part
of the intrinsic WF dynamics. When the WF is a mul-
tipartite system, it is tempting to look for indications of
entanglement [28] in the transformation from the non-
passive to the passive state. Nevertheless, in general this
is not required [30], although quantum discords may be
actually needed [31]. In some cases, the non-passivity
of the collective state [25] requires a quantum WF in or-
der to boost the efficiency (see Fig, 2d). Future research
paths could explore the relation between quantum dis-
cords and the need of a quantum WF in order to boost
5the efficiency.
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Appendix A: Carnot bound for perfect swaps
In this supplement we will prove that the efficiency of a
quantum heat engine that involves the population swaps
is still limited by the Carnot bound. Assume that N
energy levels contribute to the work extraction,
WN =
N∑
n,m
Anm;
Anm = (En(tA)− Em(tB))(e
−βhEm(tB)
Zh,tB
− e
−βcEn(tA)
Zc,tA
).
(A1)
There are N different Anm and the sum is over n and
m, which can take any value from 1 to N , as long as
each energy level, that is En(tA) and Em(tB), appears
only once in the sum. Zi,tJ =
∑
n e
=βiEn(tJ ).
An element with n = m indicates an energy level with-
out population swap. If n 6= m, then the populations
where swapped during the isentropic stages. In a similar
way, we write the heat coming from the hot bath as
QN,h =
N∑
n,m
Bnm;
Bnm = Em(tB)(
e−βhEm(tB)
Zh,tB
− e
−βcEn(tA)
Zc,tA
). (A2)
Notice that ifN = 1 the work and the heat is composed
of a single element,
W1 = An0m0 =
(En0(tA)− Em0(tB))(
e−βhEm0 (tB)
Zh,tB
− e
−βcEn0 (tA)
Zc,tA
);
Q1h = Bn0m0 =
(Em0(tB))(
e−βhEm0 (tB)
Zh,tB
− e
−βcEn0 (tA)
Zc,tA
).
The condition for work extraction, e.g., W1 ≤ 0, is
1 ≥ En0(tA)
Em0(tB)
≥ βh
βc
.
Under this condition Q1h > 0 and the efficiency is
limited by the Carnot bound
η1 =
−W1
Q1h
= 1− En0(tA)
Em0(tB)
< 1− βh
βc
= ηC . (A3)
Notice that this proof is independent if the levels where
swapped (n0 6= m0) or not.
Next, we will use induction to prove that in the case
where N levels contribute to work extraction, also the
efficiency, ηN , is limited by the Carnot bound. Assume
−WN−1
QN−1,h
= ηN−1 ≤ ηC , now we calculate WN and QN,h,
which we define as
WN = WN−1 +An0m0 ; QN,h = QN−1 +Bn0m0 .
Now, we calculate if ηN is larger than ηC . For this, we
write ηN as
ηN =
−WN−1 −An0m0
QN−1,h +Bn0m0
= ηC + x
and look what is required for having x > 0.
x =
−WN−1 −An0m0 − ηC(QN−1,h +Bn0m0)
QN−1,h +Bn0m0
.
Using −WN−1 − ηCQN−1,h ≤ 0, we can bound x,
x ≤ −An0m0 − ηCBn0m0
QN−1,h +Bn0m0
.
By definition the incoming heat is positive, QN−1,h +
Bn0m0 > 0. Then, in order to violate the Carnot bound
(x > 0) we need
0 < −An0m0 − ηCBn0m0 (A4)
There are two cases that we need to consider:
1. For
En0 (tA)
Em0 (tB)
≥ βhβc ⇒ Bn0m0 > 0, and Eq. A4 can
be rewritten as
ηC <
−An0m0
Bn0m0
= 1− En0(tA)
Em0(tB)
which is a contradiction because
En0 (tA)
Em0 (tB)
≥ βhβc .
2. For
En0 (tA)
Em0 (tB)
≤ βhβc ⇒ Bn0m0 ≤ 0, Eq. A4 can be
rewritten as
ηC >
−An0m0
Bn0m0
= 1− En0(tA)
Em0(tB)
which is a contradiction because
En0 (tA)
Em0 (tB)
≤ βhβc .
Therefore, we can conclude that x < 0 and the heat
engine efficiency is limited by the Carnot bound.
6Appendix B: General Carnot bound
Denoting the complete time evolution operator trans-
ferring the system from A to B by U , we can express the
work (Eq. (1) of the main text) as
W = Tr
{
(U†HBU −HA)ρA
}
+ Tr
{
(UHAU
† −HB)ρC
}
. (B1)
Likewise, the heats from the hot and cold reservoirs (Eq.
(2) of the main text) become
Qh = Tr
{
HB(ρC − UρAU†)
}
,
Qc = Tr
{
HA(ρA − U†ρCU)
}
. (B2)
By adding all these contributions, we obtain the first law
of thermodynamics for a cyclic process W +Qh+Qc = 0.
Furthermore, the sole purpose of the whole construction
is to extract work WAB + WCD < 0 by utilizing the
incoming heat from the hot reservoir Qh > 0, such that
we define an efficiency as
η =
−W
Qh
= 1− −Qc
Qh
. (B3)
To estimate the entropic balance, we first consider that
trivially, during the isentropic strokes the von-Neumann
entropy does not change ∆SAB = 0 = ∆SCD . In
contrast, during the equilibration strokes, the WF von-
Neumann entropy changes due to the influx of heat from
the hot reservoir or the outflux of heat to the cold reser-
voir
∆SBC = S(ρC)− S(UρAU†) = S(ρC)− S(ρA) ,
∆SDA = S(ρA)− S(U†ρCU) = S(ρA)− S(ρC) . (B4)
However, the second law of thermodynamics now dictates
that the change of WF entropy is bounded during the
equilibration strokes
∆SBC − βhQh ≥ 0 , ∆SDA − βcQc ≥ 0 . (B5)
This bounds the slopes of the cycle during the equilibra-
tion strokes in Fig. 1(b) of the main text, denoted by bold
angles there. These inequalities can be explicitly shown
for quite general maps (Lindblad-Davies maps [32]) but
also general unitary evolutions [33].
Now, the condition that for cyclic operation, the total
WF entropy change must cancel ∆SBC + ∆SDA = 0, re-
lates the heats with each other. From Qc ≤ β−1c ∆SDA =
−β−1c ∆SBC we can immediately conclude that
−Qc ≥ β−1c ∆SBC =
βh
βc
β−1h ∆SBC ≥
βh
βc
Qh . (B6)
The cycle efficiency can therefore be universally (i.e.,
protocol-independent) bounded by Carnot efficiency
η ≤ 1− βh
βc
= 1− Tc
Th
. (B7)
This efficiency is hardly ever reached in actual scenarios.
Appendix C: Generalized efficiency expression
For general density matrices ρν at point ν ∈
{A,B,C,D}, see Fig. 1 in the main text, and Hamilto-
nians Hν = HN (tν), the heat exchange Qc and Qh from
Eq. 2 of the main text) can be re-expressed in terms of
the quantum relative entropy between the actual state ρ
and thermal reference states
ων =
exp(−β(ω)ν Hν)
Tr
{
exp(−β(ω)ν Hν)
} . (C1)
Here, the reference temperature β
(ω)
ν is unambiguously
fixed via the (nonlinear) condition S(ρν) = S(ων) with
S(ρ) = −Tr {ρ ln ρ} denoting the von-Neumann entropy
of ρ. With this definition, we see that the standard quan-
tum relative entropy can be expressed by energy differ-
ences between the actual state and the reference state
D(ρν ||ων) = Tr {ρν ln ρν − ρν lnων}
= β(ω)ν [Tr(Hνρν)− Tr(Hνων)] . (C2)
The heat exchange with the reservoirs can then be re-
expressed using the corresponding reference states at
each point of the protocol
Qh = Tr {HBωC} − Tr {HBωB}
− Tr {HB(ωC − ρC)}+ Tr {HB(ωB − ρB)}
= Q
(ω)
h − (β(ω)B )−1D(ρB , ωB) + (β(ω)C )−1D(ρC , ωC),
(C3)
Qc = Q
(ω)
c + (β
(ω)
A )
−1D(ρA, ωA)− (β(ω)D )−1D(ρD, ωD).
(C4)
Here, Q
(ω)
h(c) = Tr
{
HB(A)ωC(A)
}− Tr{HB(A)ωB(D)} de-
note the heat exchange with hot (cold) baths for thermal
reference states, compare the axes in Fig. 1(b) in the
main text. With Eq. (C3) the efficiency η yields
7η = 1− −Qc
Qh
= 1−
[
1 +
D(ρD||ωD)
β
(ω)
D (−Q(ω)c )
− D(ρA||ωA)
β
(ω)
A (−Q(ω)c )
]
· 1
1− D(ρB ||ωB)
β
(ω)
B (−Q(ω)h )
+ D(ρC ||ωC)
β
(ω)
C (−Q(ω)h )
· −Q
(ω)
c
Q
(ω)
h
. (C5)
In the main text we assume that ρA and ρC are ther-
mal distributions, thus they would coincide with the cor-
responding thermal reference states, i.e. ρA = ωA and
ρC = ωC, and the corresponding relative entropies van-
ish. The equation above then reduces to Eq. (3) in the
main text.
If the cycle is actually performed with the thermal ref-
erence states, the second-law inequalities (B5) still hold
with Qc/h → Q(ω)c/h and temperatures as well as entropy
differences unchanged, which can be used to show that
also in this limit the efficiency is bound by Carnot effi-
ciency. In particular, the slopes of the dashed lines in
Fig. 1(b) in the main text are given by
∆SBC
Q
(w)
h
=
∆SBC
Qh + [β
(ω)
B ]
−1D(ρB ||ωB)
,∣∣∣∣∣∆SDAQ(w)c
∣∣∣∣∣ =
∣∣∣∣∣ ∆SDAQc + [β(ω)D ]−1D(ρD||ωD)
∣∣∣∣∣ , (C6)
which shows that the slope of the hot reference equili-
bration stroke decreases, whereas (due to Qc < 0) the
slope of the cold reference equilibration stroke increases
in comparison to the original slope (dashed lines versus
solid lines in Fig. 1(b) of the main text). Most impor-
tant however, since the thermal reference states have the
minimum energy for a given entropy and Hamiltonian,
their Otto cycle curve is extremal, and no other isen-
tropic process with the same Hamiltonians can have a
more optimal heat balance.
Appendix D: Many-body limit of efficiency ηcp
In the following we show that Eq. 3 in the main text
converges for our protocol to a simple limit in case of
infinitely many copies. For simplicity, we also assume
a perfect swap after the level ramp, such that ρB → ρ¯B
and ρD → ρ¯D. The swap exchanges the populations of all
levels with crossing and will be represented by the unitary
U (note the difference to Sec. B). Doing so, the system
state just after the level ramp (first substroke) ρAB =
⊗Nj=1ρ(j)A,1 is non-passive, where ρA,1 denotes the single
qutrit density matrix at point A of the Otto cycle. After
the swap, it becomes passive ρ¯B = UρABU
†. Further, at
point B a thermal reference state ωB (of N copies) can
be defined with reference temperature β
(ω)
B as explained
in Eq. (C1). Since the Hamiltonian HB is additive due
to f(tB) = 0, this thermal reference state is just given by
the tensor product of the single-qutrit reference states.
Hence, the conditions in the work by R. Alicki and M.
Fannes [28] are met.
In their notation, σ⊗Nρ denotes a passive state of N
copies which was created by a unitary from a density
matrix ρ, and ωβ¯ denotes the (single-copy) thermal ref-
erence state of ρ with reference temperature β¯. From
Eqns. (16) and (17) of their work we obtain that – for a
non-interacting many-body Hamiltonian composed of N
identical contributions H1 each, i.e., H
(N) =
∑N
j=1H
(j)
1
– one can write
Tr
{
σ⊗nρH(N)
}
N→∞→ NTr{ωβ¯H1}+ o(N) , (D1)
where we employ the notation o(x) to express that the re-
mainder term grows slower than x, i.e., limN→∞
o(N)
N =
0. Thus, the value for the energy in a passive state ap-
proaches the energy in the corresponding thermal refer-
ence state. Alternatively, this can be also seen combining
Eqns. (20) and (21) of Ref. [28]. Applying this result to
our notation we get consequently,
D(ρ¯B ||ωB)
β
(ω)
B
= Tr {ρ¯BHB} − Tr {ωBHB}
= Tr
{
UρABU
†HB
}− Tr {ωBHB}
→ N · Tr {ωAB,1HB,1} −N · Tr {ωB,1HB,1}
+ o(N)
= o(N) , (D2)
where in the last step we have used that as before and
after the swap both entropy and Hamiltonian are the
same, the thermal reference states are equal: As the
Hamiltonian at tAB and tB is non-interacting, they are
thus tensor products of identical single-copy states, i.e.,
ωAB,1 = ωB,1. Also, by construction, the quantityQ
(ω)
BC is
extensive, since HB is additive, such that both the ther-
mal reference state ωB and final state ρC are product
states. Thus, we obtain
D(ρ¯B ||ωB)
β
(ω)
B (−Q(ω)BC)
N→∞→ 0 , (D3)
and using similar arguments for the cold reservoir
D(ρ¯D||ωD)
β
(ω)
D (−Q(ω)DA)
N→∞→ 0 . (D4)
In total, Eq. 3 in the main text simplifies in the many-
body limit to
lim
N→∞
ηcp = 1− −Q
(ω)
DA
Q
(ω)
BC
, (D5)
8which corresponds to a system which reaches at each
point in the protocol the thermal reference state. Nat-
urally, this tightens the Carnot bound (B7) and shows
that the thermal reference states are a useful concept.
Appendix E: Qubit implementation
For a number of qubits described by Pauli matrices
σiα with α ∈ {x, y, z} and i ∈ {1, 2, . . .}, we define the
large-spin operators Jα = 1/2
∑
i σ
i
α and the correspond-
ing ladder operators J± =
∑
i σ
i
±. The first is just the
z component of the total angular momentum operator,
and one can directly check that [J−, J+] = −2Jz. Fur-
thermore, we introduce the angular momentum eigen-
states as Jz |m〉 = m |m〉. Such large spin operators may
arise in the fully symmetric subspace of two qubits, which
naturally implements a qutrit. In this case we have Jz =
(σz1 + σ
z
2)/2 and J+ = σ
+
1 + σ
+
2 with σ
+
i = (σ
x
i + iσ
y
i )/2.
Next, we note that the time-dependent Hamiltonian
H0(t) = Ω
[
Jz + b(t)
(
J2z − 1
)]
=
 −Ω 0 00 −b(t)Ω 0
0 0 +Ω

(E1)
only moves the m = 0 level and secondly, commutes with
itself at different times, as exemplified by Eq. (4) in the
main text. This implies that the corresponding time evo-
lution operator
U(t) = τˆ exp
{
−i
∫ t
0
H0(t
′)dt′
}
=
 + exp(iΩt) 0 00 exp(iΩ ∫ t
0
b(t′)dt′) 0
0 0 exp(−iΩt)

(E2)
is diagonal and thereby does not induce transitions be-
tween the time-independent eigenstates, no matter how
fast b(t) changes, i.e., it is always a QA protocol. The
only effect of this ramp is thus a change of the system
energy while the middle level is moved.
We now apply such a quench of the intermediate level
to two qutrits (denoted by 1 and 2), initially prepared in
identical thermal states.
H0(t) = Ω
[
Jz,1 + b(t)
(
(Jz,1)
2 − 1)]
+ Ω
[
Jz,2 + b(t)
(
(Jz,2)
2 − 1)] . (E3)
Afterwards, the resulting state need not be pas-
sive anymore, since energies between the subsys-
tems are additive but populations are multiplica-
tive. The desired swap operation S, which ex-
changes |m1 = 0〉 〈m1 = 0| ⊗ |m2 = 0〉 〈m2 = 0| with
|m1 = −1〉 〈m1 = −1|⊗|m2 = +1〉 〈m2 = +1| can now be
implemented by a unitary operation of the form
S = e−ipiHsw ,
Hsw =
1
4
[
J−(1− J2z )
]
1
⊗ [J+(1− J2z )]2
+
1
4
[
(1− J2z )J+
]
1
⊗ [(1− J2z )J−]2
− 1
2
[
1− J2z
]
1
⊗ [1− J2z ]2
− 1
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[
J2z − Jz
]
1
⊗ [J2z + Jz]2 . (E4)
We note that when e.g. the qutrit is implemented in the
symmetric subspace of two physical qubits, the swap will
act non-trivially on the other subspaces of vanishing to-
tal angular momentum. This means that to make the
protocol work with qubits, they should only be prepared
in the fully symmetric subspace. Alternatively, a penalty
Hamiltonian could be used to separate the undesired sub-
spaces energetically.
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