Many authors have speculated about a close relationship between vocal expression of emotions and musical expression of emotions, but evidence bearing on this relationship has unfortunately been lacking. This review of 104 studies of vocal expression and 41 studies of music performance reveals similarities between the 2 channels concerning (a) the accuracy with which discrete emotions were communicated to listeners and (b) the emotion-specific patterns of acoustic cues used to communicate each emotion. The patterns are generally consistent with K. R. Scherer's (1986) theoretical predictions. The results can explain why music is perceived as expressive of emotion, and they are consistent with an evolutionary perspective on vocal expression of emotions. Discussion focuses on theoretical accounts and directions for future research. -Rainer Maria Rilke, "To Music"
that proposals about a close relationship between vocal expression and music have a long history (Helmholtz, 1863 (Helmholtz, /1954 Rousseau, 1761 Rousseau, /1986 Spencer, 1857) . In a classic article, "The Origin and Function of Music," Spencer (1857) argued that vocal music, and hence instrumental music, is intimately related to vocal expression of emotions. He ventured to explain the characteristics of both on physiological grounds, saying they are premised on "the general law that feeling is a stimulus to muscular action" (p. 400). In other words, he hypothesized that emotions influence physiological processes, which in turn influence the acoustic characteristics of both speech and singing. This notion, which we refer to as Spencer's law, formed the basis of most subsequent attempts to explain reported similarities between vocal expression and music (e.g., Fónagy & Magdics, 1963; Scherer, 1995; Sundberg, 1982) .
Why should anyone care about such cross-modal similarities, if they really exist? First, the existence of acoustic similarities between vocal expression of emotions and music could help to explain why listeners perceive music as expressive of emotion (Kivy, 1980, p. 59) . In this sense, an attempt to establish a link between the two domains could be made for the sake of theoretical economy, because principles from one domain (vocal expression) might help to explain another (music). Second, cross-modal similarities would support the common-although controversialhypothesis that speech and music evolved from a common origin (Brown, 2000; Levman, 2000; Scherer, 1995; Storr, 1992, chap. 1; Zucker, 1946) .
A number of researchers have considered possible parallels between vocal expression and music (e.g., Fónagy & Magdics, 1963; Scherer, 1995; Sundberg, 1982) , but it is fair to say that previous work has been primarily speculative in nature. In fact, only recently have enough data from music studies accumulated to make possible a systematic comparison of the two domains. The purpose of this article is to review studies from both domains to determine whether the two modalities really communicate emotions in similar ways. The remainder of this article is organized as follows: First, we outline a theoretical perspective and a set of predictions. Second, we review parallels between vocal expression and music performance regarding (a) the accuracy with which different emotions are communicated to listeners and (b) the acoustic means used to communicate each emotion. Finally, we consider theoretical accounts and propose directions for future research.
An Evolutionary Perspective
A review needs a perspective. In this overview, the perspective is provided by evolutionary psychology (Buss, 1995) . We argue that this approach offers the best account of the findings that we review, in particular if the theorizing is constrained by findings from neuropsychological and comparative studies (Panksepp & Panksepp, 2000) . In this section, we outline theory that serves to support the following seven guiding premises: (a) emotions may be regarded as adaptive reactions to certain prototypical, goalrelevant, and recurrent life problems that are common to many living organisms; (b) an important part of what makes emotions adaptive is that they are communicated nonverbally from one organism to another, thereby transmitting important information; (c) vocal expression is the most phylogenetically continuous of all forms of nonverbal communication; (d) vocal expressions of discrete emotions usually occur in similar types of life situations in different organisms; (e) the specific form that the vocal expressions of emotion take indirectly reflect these situations or, more specifically, the distinct physiological patterns that support the emotional behavior called forth by these situations; (f) physiological reactions influence an organism's voice production in differentiated ways; and (g) by imitating the acoustic characteristics of these patterns of vocal expression, music performers are able to communicate discrete emotions to listeners.
Evolution and Emotion
The point of departure for an evolutionary perspective on emotional communication is that all human behavior depends on neurophysiological mechanisms. The only known causal process that is capable of yielding such mechanisms is evolution by natural selection. This is a feedback process that chooses among different mechanisms on the basis of how well they function; that is, function determines structure (Cosmides & Tooby, 2000, p. 95) . Given that the mind acquired its organization through the evolutionary process, it may be useful to understand human functioning in terms of its adaptive significance (Cosmides & Tooby, 1994) . This is particularly true for such types of behavior that can be observed in other species as well (Bekoff, 2000; Panksepp, 1998) .
Several researchers have taken an evolutionary approach to emotions. Before considering this literature, a preliminary definition of emotions is needed. Although emotions are difficult to define and measure (Plutchik, 1980) , most researchers would probably agree that emotions are relatively brief and intense reactions to goal-relevant changes in the environment that consist of many subcomponents: cognitive appraisal, subjective feeling, physiological arousal, expression, action tendency, and regulation (Scherer, 2000, p. 138) . Thus, for example, an event may be appraised as harmful, evoking feelings of fear and physiological reactions in the body; individuals may express this fear verbally and nonverbally and may act in certain ways (e.g., running away) rather than others. However, researchers disagree as to whether emotions are best conceptualized as categories (Ekman, 1992) , dimensions (Russell, 1980) , prototypes (Shaver, Schwartz, Kirson, & O'Connor, 1987) , or component processes (Scherer, 2001) . In this review, we focus mainly on the expression component of emotion and adopt a categorical approach.
According to the evolutionary approach, the key to understanding emotions is to study what functions emotions serve (Izard, 1993; Keltner & Gross, 1999) . Thus, to understand emotions one must consider how they reflect the environment in which they developed and to which they were adapted. On the basis of various kinds of evidence, Oatley and Jenkins (1996, chap. 3) suggested that humans' environment of evolutionary adaptedness about 200,000 years ago was that of seminomadic hunter-gatherer groups of 10 to 30 people living face-to-face with each other in extended families. Most emotions, they suggested, are presumably adapted to living this kind of way, which involved cooperating in activities such as hunting and rearing children. Several of the activities are associated with basic survival problems that most organisms have in common-avoiding predators, finding food, competing for resources, and caring for offspring. These problems, in turn, required specific types of adaptive reactions. A number of authors have suggested that such adaptive reactions were the prototypes of emotions as seen in humans (Plutchik, 1994, chap. 9; Scott, 1980) . This view of emotions is closely related to the concept of basic emotions, that is, the notion that there is a small number of discrete, innate, and universal emotion categories from which all other emotions may be derived (e.g., Ekman, 1992; Izard, 1992; Johnson-Laird & Oatley, 1992) . Each basic emotion can be defined, functionally, in terms of an appraisal of goal-relevant events that have recurred during evolution (see Power & Dalgleish, 1997, pp. 86 -99) . Examples of such appraisals are given by Oatley (1992, p. 55) : happiness (subgoals being achieved), anger (active plan frustrated), sadness (failure of major plan or loss of active goal), fear (self-preservation goal threatened or goal conflict), and disgust (gustatory goal violated). Basic emotions can be seen as fast and frugal algorithms (Gigerenzer & Goldstein, 1996) that deal with fundamental life issues under conditions of limited time, knowledge, or computational capacities. Having a small number of categories is an advantage in this context because it avoids the excessive information processing that comes with too many degrees of freedom (Johnson-Laird & Oatley, 1992) .
The notion of basic emotions has been the subject of controversy (cf. Ekman, 1992; Izard, 1992; Ortony & Turner, 1990; Panksepp, 1992) . We propose that evidence of basic emotions may come from a range of sources that include findings of (a) distinct brain substrates associated with discrete emotions (Damasio et al., 2000; Panksepp, 1985 Panksepp, , 2000 Table 9 .1; Phan, Wager, Taylor, & Liberzon, 2002) , (b) distinct patterns of physiological changes (Bloch, Orthous, & Santibañez, 1987; Ekman, Levenson, & Friesen, 1983; Fridlund, Schwartz, & Fowler, 1984; Levenson, 1992; Schwartz, Weinberger, & Singer, 1981) , (c) primacy of development of proposed basic emotions (Harris, 1989) , (d) crosscultural accuracy in facial and vocal expression of emotion (Elfenbein & Ambady, 2002) , (e) clusters that correspond to basic emotions in similarity ratings of affect terms (Shaver et al., 1987) , (f) reduced reaction times in lexical decision tasks when priming words are taken from the same basic emotion category (Conway & Bekerian, 1987) , and (g) phylogenetic continuity of basic emotions (Panksepp, 1998, chap. 1-3; Plutchik, 1980; Scott, 1980) . It is fair to acknowledge that some of these sources of evidence are not strong. In the case of autonomic specificity especially, the jury is still out (for a positive view, see Levenson, 1992 ; for a negative view, see Cacioppo, Berntson, Larsen, Poehlmann, & Ito, 2000) . 1 Arguably, the strongest evidence of basic emotions comes from studies of communication of emotions (Ekman, 1973 (Ekman, , 1992 .
Vocal Communication of Emotion
Evolutionary considerations may be especially relevant in the study of communication of emotions, because many researchers think that such communication serves important functions. First, expression of emotions allows individuals to communicate important information to others, which may affect their behaviors. Second, recognition of emotions allows individuals to make quick inferences about the probable intentions and behavior of others (Buck, 1984, chap. 2; Plutchik, 1994; chap. 10) . The evolutionary approach implies a hierarchy in the ease with which various emotions are communicated nonverbally. Specifically, perceivers should be attuned to that information that is most relevant for adaptive action (e.g., Gibson, 1979) . It has been suggested that both expression and recognition of emotions proceed in terms of a small number of basic emotion categories that represent the optimal compromise between two opposing goals of the perceiver: (a) the desire to have the most informative categorization possible and (b) the desire to have these categories be as discriminable as possible (Juslin, 1998; cf. Ross & Spalding, 1994) . To be useful as guides to action, emotions are recognized in terms of only a few categories related to life problems such as danger (fear), competition (anger), loss (sadness), cooperation (happiness) and caregiving (love).
2 By perceiving expressed emotions in terms of such basic emotion categories, individuals are able to make useful inferences in response to urgent events. It is arguable that the same selective pressures that shaped the development of the basic emotions should also favor the development of skills for expressing and recognizing the same emotions. In line with this reasoning, many researchers have suggested the existence of innate affect programs, which organize emotional expressions in terms of basic emotions (Buck, 1984; Clynes, 1977; Ekman, 1992; Izard, 1992; Lazarus, 1991; Tomkins, 1962) . Support for this notion comes from evidence of categorical perception of basic emotions in facial and vocal expression (de Gelder, Teunisse, & Benson, 1997; de Gelder & Vroomen, 1996; Etcoff & Magee, 1992; Laukka, in press ), more or less intact vocal and facial expressions of emotion in children born deaf and blind (Eibl-Eibesfeldt, 1973) , and crosscultural accuracy in facial and vocal expression of emotion (Elfenbein & Ambady, 2002) .
Phylogenetic continuity. Vocal expression may be the most phylogenetically continuous of all nonverbal channels. In his classic book, The Expression of the Emotions in Man and Animals, Darwin (1872 Darwin ( /1998 reviewed different modalities of expression, including the voice: "With many kinds of animals, man included, the vocal organs are efficient in the highest degree as a means of expression" (p. 88).
3 Following Darwin's theory, a number of researchers of vocal expression have adopted an evolutionary perspective (H. Papoušek, Jürgens, & Papoušek, 1992) . A primary assumption is that there is phylogenetic continuity of vocal expression. Ploog (1992) described the morphological transformation of the larynx-from a pure respiratory organ (in lungfish) to a respiratory organ with a limited vocal capability (in amphibians, reptiles, and lower mammals) and, finally, to the sophisticated instrument that humans use to sing or speak in an emotionally expressive manner.
Vocal expression seems especially important in social mammals. Social grouping evolved as a means of cooperative defense, although this implies that some kind of communication had to develop to allow sharing of tasks, space, and food (Plutchik, 1980) . Thus, vocal expression provided a means of social coordination and conflict resolution. MacLean (1993) has argued that the limbic system of the brain, an essential region for emotions, underwent an enlargement with mammals and that this development was related to increased sociality, as evident in play behavior, infant attachment, and vocal signaling. The degree of differentiation in the sound-producing apparatus is reflected in the organism's vocal behavior. For example, the primitive condition of the soundproducing apparatus in amphibians (e.g., frogs) permits only a few innate calls, such as mating calls, whereas the highly evolved larynx of nonhuman primates makes possible a rich repertoire of vocal expressions (Ploog, 1992) .
The evolution of the phonatory apparatus toward its form in humans is paralleled not only by an increase in vocal repertoire but also by an increase in voluntary control over vocalization. It is possible to delineate three levels of development of vocal expression in terms of anatomic and phylogenetic development (e.g., Jürgens, 1992 Jürgens, , 2002 . The lowest level is represented by a completely genetically determined vocal reaction (e.g., pain shrieking). In this case, neither the motor pattern producing the vocal expression nor the eliciting stimulus has to be learned. This is referred to as an innate releasing mechanism. The brain structures responsible for the control of such mechanisms seem to be limited mainly to the brain stem (e.g., the periaqueductal gray).
The following level of vocal expression involves voluntary control concerning the initiation and inhibition of the innate expressions. For example, rhesus monkeys may be trained in a vocal operant conditioning task to increase their vocalization rate if each 1 It seems to us that one argument is often overlooked in discussions regarding physiological specificity, namely that this may be a case in which positive results count as stronger evidence than do negative results. It is generally agreed that there are several methodological problems involved in measuring physiological indices (e.g., individual differences, timedependent nature of measures, difficulties in providing effective stimuli). Given the error variance, or "noise," that this produces, it is arguably more problematic for the no-specificity hypothesis that a number of studies have obtained similar and reliable emotion-specific patterns than it is for the specificity hypothesis that a number of studies have failed to yield such patterns. Failure to obtain patterns may be due to error variance, but how can the presence of similar patterns in several studies be explained?
2 Love is not included in most lists of basic emotions (e.g., Plutchik, 1994, p. 58) , although some authors regard it as a basic emotion (e.g., Clynes, 1977; MacLean, 1993; Panksepp, 2000; Scott, 1980; Shaver et al., 1987) , as have philosophers such as Descartes, Spinoza, and Hobbes (Plutchik, 1994, p. 54) . 3 In accordance with Spencer's law, Darwin (1872 Darwin ( /1998 noted that vocalizations largely reflect physiological changes: "Involuntary . . . contractions of the muscles of the chest and the glottis . . . may first have given rise to the emission of vocal sounds. But the voice is now largely used for various purposes"; one purpose mentioned was "intercommunication" (p. 89).
vocalization is rewarded with food (Ploog, 1992) . Brain-lesioning studies of rhesus monkeys have revealed that this voluntary control depends on structures in the anterior cingulate cortex, and the same brain region has been implicated in humans (Jürgens & van Cramon, 1982) . Neuroanatomical research has shown that the anterior cingulate cortex is directly connected to the periaqueductal region and thus in a position to exercise control over the more primitive vocalization center (Jürgens, 1992) .
The highest level of vocal expression involves voluntary control over the precise acoustic patterns of vocal expression. This includes the capability to learn vocal patterns by imitation, as well as the production of new patterns by invention. These abilities are essential in the uniquely human inventions of language and music. Among the primates, only humans have gained direct cortical control over the voice, which is a prerequisite for singing. Neuroanatomical studies have indicated that nonhuman primates lack the direct connection between the primary motor cortex and the nucleus ambiguus (i.e., the site of the laryngeal motoneurons) that humans have (Jürgens, 1976; Kuypers, 1958) .
Comparative research. Results from neurophysiological research that indicate that there is phylogenetic continuity of vocal expression have encouraged some researchers to embark on comparative studies of vocal expression. Although biologists and ethologists have tended to shy away from using words such as emotion in connection with animal behavior (Plutchik, 1994, chap. 10; Scherer, 1985) , a case could be made that most animal vocalizations involve motivational states that are closely related to emotions (Goodall, 1986; Hauser, 2000; Marler, 1977; Ploog, 1986; Richman, 1987; Scherer, 1985; Snowdon, 2003) . The states usually have to be inferred from the specific situations in which the vocalizations occurred. "In most of the circumstances in which animal signaling occurs, one detects urgent and demanding functions to be served, often involving emergencies for survival or procreation" (Marler, 1977, p. 54) . There is little systematic work on vocal expression in animals, but several studies have indicated a close correspondence between the acoustic characteristics of animal vocalizations and specific affective situations (for reviews, see Plutchik, 1994, chap. 9 -10; Scherer, 1985; Snowdon, 2003) . For instance, Ploog (1981 Ploog ( , 1986 ) discovered a limited number of vocal expression categories in squirrel monkeys. These categories were related to important events in the monkeys' lives and included warning calls (alarm peeps), threat calls (groaning), desire for social contact calls (isolation peeps), and companionship calls (cackling).
Given phylogenetic continuity of vocal expression and crossspecies similarity in the kinds of situations that generate vocal expression, it is interesting to ask whether there is any evidence of cross-species universality of vocal expression. Limited evidence of this kind has indeed been found (Scherer, 1985; Snowdon, 2003) . For instance, E. S. Morton (1977) noted that "birds and mammals use harsh, relatively low-frequency sounds when hostile, and higher-frequency, more pure tonelike sounds when frightened, appeasing, or approaching in a friendly manner" (p. 855; see also Ohala, 1983) . Another general principle, proposed by Jürgens (1979) , is that increasing aversiveness of primate vocal calls is correlated with pitch, total pitch range, and irregularity of pitch contours. These features have also been associated with negative emotion in human vocal expression (Davitz, 1964b; Scherer, 1986) .
Physiological differentiation.
In animal studies, descriptions of vocal characteristics and emotional states are necessarily imprecise (Scherer, 1985) , making direct comparisons difficult. However, at the least these data suggest that there are some systematic relationships among acoustic measures and emotions. An important question is how such relationships and examples of crossspecies universality may be explained. According to Spencer's law, there should be common physiological principles. In fact, physiological variables determine to a large extent the nature of phonation and resonance in vocal expression (Scherer, 1989) , and there may be some reliable differentiation of physiological patterns for discrete emotions (Cacioppo et al., 2000, p. 180) .
It might be assumed that distinct physiological patterns reflect environmental demands on behavior: "Behaviors such as withdrawal, expulsion, fighting, fleeing, and nurturing each make different physiological demands. A most important function of emotion is to create the optimal physiological milieu to support the particular behavior that is called forth" (Levenson, 1994, p. 124) . This process involves the central, somatic, and autonomic nervous systems. For example, fear is associated with a motivation to flee and brings about sympathetic arousal consistent with this action involving increased cardiovascular activation, greater oxygen exchange, and increased glucose availability (Mayne, 2001) . Many physiological changes influence aspects of voice production, such as respiration, vocal fold vibration, and articulation, in welldifferentiated ways. For instance, anger yields increased tension in the laryngeal musculature coupled with increased subglottal air pressure. This changes the production of sound at the glottis and hence changes the timbre of the voice (Johnstone & Scherer, 2000) . In other words, depending on the specific physiological state, one may expect to find specific acoustic features in the voice.
This general principle underlies Scherer's (1985) component process theory of emotion, which is the most promising attempt to formulate a stringent theory along the lines of Spencer's law. Using this theory, Scherer (1985) made detailed predictions about the patterns of acoustic cues (bits of information) associated with different emotions. The predictions were based on the idea that emotions involve sequential cognitive appraisals, or stimulus evaluation checks (SECs), of stimulus features such as novelty, intrinsic pleasantness, goal significance, coping potential, and norm or self compatibility (for further elaboration of appraisal dimensions, see Scherer, 2001 ). The outcome of each SEC is assumed to have a specific effect on the somatic nervous system, which in turn affects the musculature associated with voice production. In addition, each SEC outcome is assumed to affect various aspects of the autonomous nervous system (e.g., mucous and saliva production) in ways that strongly influence voice production. Scherer (1985) did not favor the basic emotions approach, although he offered predictions for acoustic cues associated with anger, disgust, fear, happiness, and sadness-"five major types of emotional states that can be expected to occur frequently in the daily life of many organisms, both animal and human" (p. 227). Later in this review, we provide a comparison of empirical findings from vocal expression and music performance with Scherer's (1986) revised predictions.
Although human vocal expression of emotion is based on phylogenetically old parts of the brain that are in some respects similar to those of nonhuman primates, what is characteristic of humans is that they have much greater voluntary control over their vocaliza-tion (Jürgens, 2002) . Therefore, an important distinction must be made between so-called push and pull effects in the determinants of vocal expression (Scherer, 1989) . Push effects involve various physiological processes, such as respiration and muscle tension, that are naturally influenced by emotional response. Pull effects, on the other hand, involve external conditions, such as social norms, that may lead to strategic posing of emotional expression for manipulative purposes (e.g., Krebs & Dawkins, 1984) . Vocal expression of emotions typically involves a combination of push and pull effects, and it is generally assumed that posed expression tends to be modeled on the basis of natural expression (Davitz, 1964c, p. 16; Owren & Bachorowski, 2001, p. 175; Scherer, 1985, p. 210) . However, the precise extent to which posed expression is similar to natural expression is a question that requires further research.
Vocal Expression and Music Performance: Are They Related?
It is a recurrent notion that music is a means of emotional expression (Budd, 1985; S. Davies, 2001; Gabrielsson & Juslin, 2003) . Indeed, music has been defined as "one of the fine arts which is concerned with the combination of sounds with a view to beauty of form and the expression of emotion" (D. Watson, 1991, p. 8) . It has been difficult to explain why music is expressive of emotions, but one possibility is that music is reminiscent of vocal expression of emotions.
Previous perspectives. The notion that there is a close relationship between music and the human voice has a long history (Helmholtz, 1863 (Helmholtz, /1954 Kivy, 1980; Rousseau, 1761 Rousseau, /1986 Scherer, 1995; Spencer, 1857; Sundberg, 1982) . Helmholtz (1863 Helmholtz ( / 1954 )-one of the pioneers of music psychology-noted that "an endeavor to imitate the involuntary modulations of the voice, and make its recitation richer and more expressive, may therefore possibly have led our ancestors to the discovery of the first means of musical expression" (p. 371). This impression is reinforced by the voicelike character of most musical instruments: "There are in the music of the violin . . . accents so closely akin to those of certain contralto voices that one has the illusion that a singer has taken her place amid the orchestra" (Marcel Proust, as cited in D. Watson, 1991, p. 236) . Richard Wagner, the famous composer, noted that "the oldest, truest, most beautiful organ of music, the origin to which alone our music owes its being, is the human voice" (as cited in D. Watson, 1991, p. 2) . Indeed, Stendhal commented that "no musical instrument is satisfactory except in so far as it approximates to the sound of the human voice" (as cited in D. Watson, 1991, p. 309) . Many performers of blues music have been attracted to the vocal qualities of the slide guitar (Erlewine, Bogdanov, Woodstra, & Koda, 1996) . Similarly, people often refer to the musical aspects of speech (e.g., Besson & Friederici, 1998; Fónagy & Magdics, 1963) , particularly in the context of infantdirected speech, where mothers use changes in duration, pitch, loudness, and timbre to regulate the infant's level of arousal (M. Papoušek, 1996) .
The hypothesis that vocal expression and music share a number of expressive features might appear trivial in the light of all the arguments by different authors. However, these comments are primarily anecdotal or speculative in nature. Indeed, many authors have disputed this hypothesis. S. Davies (2001) observed that it has been suggested that expressive instrumental music recalls the tones and intonations with which emotions are given vocal expression (Kivy, 1989) , but this . . . is dubious. It is true that blues guitar and jazz saxophone sometimes imitate singing styles, and that singing styles sometimes recall the sobs, wails, whoops, and yells that go with ordinary occasions of expressiveness. For the general run of cases, though, music does not sound very like the noises made by people gripped by emotion. (p. 31) (See also Budd, 1985, p. 148; Levman, 2000, p. 194.) Thus, awaiting relevant data, it has been uncertain whether Spencer's law can provide an account of music's expressiveness.
Boundary conditions of Spencer's law. It does actually seem unlikely that Spencer's law can explain all of music's expressiveness. For instance, there are several aspects of musical form (e.g., harmonic progression) that have no counterpart in vocal expression but that nonetheless contribute to music's expressiveness (e.g., Gabrielsson & Juslin, 2003) . Consequently, Spencer's law cannot be the whole story of music's expressiveness. In fact, there are many sources of emotion in relation to music (e.g., ) including musical expectancy (Meyer, 1956) , arbitrary association (J. B. Davies, 1978) , and iconic significationthat is, structural similarity between musical and extramusical features (Langer, 1951) . Only the last of these sources corresponds to Spencer's law. Yet, we argue that Spencer's law should be part of any satisfactory account of music's expressiveness. For the hypothesis to have explanatory power, however, it must be constrained. What is required, we propose, is specification of the boundary conditions of the hypothesis.
We argue that the hypothesis that there is an iconic similarity between vocal expression of emotion and musical expression of emotion applies only to certain acoustic features-primarily those features of the music that the performer can control (more or less freely) during his or her performance such as tempo, loudness, and timbre. However, the hypothesis does not apply to such features of a piece of music that are usually indicated in the notation of the piece (e.g., harmony, tonality, melodic progression), because these features reflect to a larger extent characteristics of music as a human art form that follows its own intrinsic rules and that varies from one culture to another (Carterette & Kendall, 1999; Juslin, 1997c) . Neuropsychological research indicates that certain aspects of music (e.g., timbre) share the same neural resources as speech, whereas others (e.g., tonality) draw on resources that are unique to music (Patel & Peretz, 1997 ; see also Peretz, 2002) . Thus, we argue that musicians communicate emotions to listeners via their performances of music by using emotion-specific patterns of acoustic cues derived from vocal expression of emotion (Juslin, 1998) . The extent to which Spencer's law can offer an explanation of music's expressiveness is directly proportional to the relative contribution of performance variables to the listener's perception of emotions in music. Because performance variables include such perceptually salient features as speed and loudness, this contribution is likely to be large.
It is well-known that the same sentence may be pronounced in a large number of different ways, and that the way in which it is pronounced may convey the speaker's state of emotion. In principle, one can separate the verbal message from its acoustic realization in speech. Similarly, the same piece of music can be played in a number of different ways, and the way in which it is played may convey specific emotions to listeners. In principle, one can sepa-rate the structure of the piece, as notated, from its acoustic realization in performance. Therefore, to obtain possible similarities, how speakers and musicians express emotions through the ways in which they convey verbal and musical contents should be explored (i.e., "It's not what you say, it's how you say it").
The origins of the relationship. If musical expression of emotion should turn out to resemble vocal expression of emotion, how did musical expression come to resemble vocal expression in the first place? The origins of music are, unfortunately, forever lost in the history of our ancestors (but for a survey of theories, see various contributions in Wallin, Merker, & Brown, 2000) . However, it is apparent that music accompanies many important human activities, and this is especially true of so-called preliterate cultures (e.g., Becker, 2001; Gregory, 1997) . It is possible to speculate that the origin of music is to be found in various cultural activities of the distant past, when the demarcation between vocal expression and music was not as clear as it is today. Vocal expression of discrete emotions such as happiness, sadness, anger, and love probably became gradually meshed with vocal music that accompanied related cultural activities such as festivities, funerals, wars, and caregiving. A number of authors have proposed that music served to harmonize the emotions of the social group and to create cohesion: "Singing and dancing serves to draw groups together, direct the emotions of the people, and prepare them for joint action" (E. O. Wilson, 1975, p. 564) . There is evidence that listeners can accurately categorize songs of different emotional types (e.g., festive, mourning, war, lullabies) that come from different cultures (Eggebrecht, 1983) and that there are similarities in certain acoustic characteristics used in such songs; for instance, mourning songs typically have slow tempo, low sound level, and soft timbre, whereas festive songs have fast tempo, high sound level, and bright timbre (Eibl-Eibesfeldt, 1989, p. 695) . Thus, it is reasonable to hypothesize that music developed from a means of emotion sharing and communication to an art form in its own right (e.g., Juslin, 2001b; Levman, 2000, p. 203; Storr, 1992, p. 23; Zucker, 1946, p. 85) .
Theoretical Predictions
In the foregoing, we outlined an evolutionary perspective according to which music performers are able to communicate basic emotions to listeners by using a nonverbal code that derives from vocal expression of emotion. We hypothesized that vocal expression is an evolved mechanism based on innate, fairly stable, and universal affect programs that develop early and are fine-tuned by prenatal experiences (Mastropieri & Turkewitz, 1999; Verny & Kelly, 1981) . We made the following five predictions on the basis of this evolutionary approach. First, we predicted that communication of basic emotions would be accurate in both vocal and musical expression. Second, we predicted that there would be cross-cultural accuracy of communication of basic emotions in both channels, as long as certain acoustic features are involved (speed, loudness, timbre). Third, we predicted that the ability to recognize basic emotions in vocal and musical expression develops early in life. Fourth, we predicted that the same patterns of acoustic cues are used to communicate basic emotions in both channels. Finally, we predicted that the patterns of cues would be consistent with Scherer's (1986) physiologically based predictions.
These five predictions are addressed in the following empirical review.
Definitions and Method of the Review

Basic Issues and Terminology in Nonverbal Communication
Vocal expression and music performance arguably belong to the general class of nonverbal communication behavior. Fundamental issues concerning nonverbal communication include (a) the content (What is communicated?), (b) the accuracy (How well is it communicated?), and (c) the code usage (How is it communicated?). Before addressing these questions, one should first make sure that communication has occurred. Communication implies (a) a socially shared code, (b) an encoder who intends to express something particular via that code, and (c) a decoder who responds systematically to that code (e.g., Shannon & Weaver, 1949; Wiener, Devoe, Rubinow, & Geller, 1972) . True communication has taken place only if the encoder's expressive intention has become mutually known to the encoder and the decoder (e.g., Ekman & Friesen, 1969) . We do not exclude that information may be unwittingly transmitted from one person to another, but this would not count as communication according to the present definition (for a different view, see Buck, 1984, pp. 4 -5) .
An important aspect of the communicative process is the coding of the nonverbal signs (the manner in which information is transmitted through the signal). According to Ekman and Friesen (1969) , the nature of the coding can be described by three dimensions: discrete versus continuous, probabilistic versus invariant, and iconic versus arbitrary. Nonverbal signals are typically coded continuously, probabilistically, and iconically. To illustrate, (a) the loudness of the voice changes continuously (rather than discretely); (b) increases in loudness frequently (but not always) signify anger; and (c) the loudness is iconically (rather than arbitrarily) related to the intensity of the felt anger (e.g., the loudness increases when the felt intensity of the anger increases; Juslin & Laukka, 2001 , Figure 4 ).
The Standard Content Paradigm
Studies of vocal expression and studies of music performance have typically been carried out separately from each other. However, one could argue that the two domains share a number of important characteristics. First, both domains are concerned with a channel that uses patterns of pitch, loudness, and duration to communicate emotions (the content). Second, both domains have investigated the same questions (How accurate is the communication?, What is the nature of the code?). Third, both domains have used similar methods (decoding experiments, acoustic analyses). Hence, both domains have confronted many of the same problems (see the Discussion section).
In a typical study of communication of emotions in vocal expression or music performance, the encoder (speaker/performer in vocal expression/ music performance, respectively) is presented with material to be spoken/ performed. The material usually consists of brief sentences or melodies. Each sentence/melody is to be spoken/performed while expressing different emotions prechosen by the experimenter. The emotion portrayals are recorded and used in listening tests to study whether listeners can decode the expressed emotions. Each portrayal is analyzed to see what acoustic cues are used in the communicative process. The assumption is that, because the verbal/musical material remains the same in different portrayals, whatever effects that appear in listeners' judgments or acoustic measures should primarily be the result of the encoder's expressive intention. This procedure, often referred to as the standard content paradigm (Davitz, 1964b) , is not without its problems, but we temporarily postpone our critique until the Discussion section.
Criteria for Inclusion of Studies
We used two criteria for inclusion of studies in the present review. First, we included only studies focusing on nonverbal aspects of speech or performance-related aspects of music. This is in accordance with the boundary conditions of the hypothesis discussed above. Second, we included only studies that investigated the communication of discrete emotions (e.g., sadness). Hence, studies that focused on emotional arousal in general (e.g., Murray, Baber, & South, 1996) or on emotion dimensions (e.g., Laukka, Juslin, & Bresin, 2003) were not included in the review. Similarly, studies that used the standard paradigm but that did not use explicitly defined emotions (e.g., Cosmides, 1983) or that used only positive versus negative affect (e.g., Fulcher, 1991) were not included. Such studies do not allow for the relevant comparisons with studies of music performance, which have almost exclusively studied discrete emotions.
Search Strategy
Emotion in vocal expression and music performance is a multidisciplinary field of research. The majority of studies have been conducted by psychologists, but contributions also come from, for instance, acoustics, speech science, linguistics, medicine, engineering, computer science, and musicology. Publications are scattered among so many sources that even many review articles have not surveyed more than a subset of the literature. To ensure that this review was as complete as possible, we searched for relevant investigations by using a variety of sources. More specifically, the studies included in the present review were gathered using the following Internet-based scientific databases: PsycINFO, MEDLINE, Linguistics and Language Behavior, Ingenta, and RILM Abstracts of Music Literature. Whenever possible, the year limits were set at articles published since 1900. The following words, in various combinations and truncations, were used in the literature search : emotion, affective, vocal, voice, speech, prosody, paralanguage, music, music performance, and expression. The goal was to include all English language publications in peer-reviewed journals. We have also included additional studies located via informal sources, including studies reported in conference proceedings, in other languages, and in unpublished doctoral dissertations that we were able to locate. It should be noted that the majority of studies in both domains correspond to the selection criteria above. We located 104 studies of vocal expression and 41 studies of music performance in our literature search, which was completed in June 2002.
Emotional States and Terminology
We review the findings in terms of five general categories of emotion: anger, fear, happiness, sadness, and love-tenderness, primarily because these are the only five emotion categories for which there is enough evidence in both vocal expression and music performance. They roughly correspond to the basic emotions described earlier. 4 These five categories represent a reasonable point of departure because all of them comprise what are regarded as typical emotions by lay people (Shaver et al., 1987; Shields, 1984) . There is also evidence that these emotions closely correspond to the first emotion terms children learn to use (e.g., Camras & Allison, 1985) and that they serve as basic-level categories in cognitive representations of emotions (e.g., Shaver et al., 1987) . Their role in musical expression of emotions is highlighted by questionnaire research (Lindström, Juslin, Bresin, & Williamon, 2003) in which 135 music students were asked what emotions can be expressed in music. Happiness, sadness, fear, love, and anger were among the 10 most highly rated words of a list of 38 words containing both basic and complex emotions.
An important question concerns the exact words used to denote the emotions. A number of different words have been used in the literature, and there is little agreement so far regarding the organization of the emotion lexicon (Plutchik, 1994, p. 45) . Therefore, it is not clear how words such as happiness and joy should be distinguished. The most prudent approach to take is to treat different but closely related emotion words (e.g., sorrow, grief, sadness) as belonging to the same emotion family (e.g., the sadness family; Ekman, 1992) . Table 1 shows how the emotion words used in the present studies have been categorized in this review (for some empirical support, see the analyses of emotion words presented by Johnson-Laird & Oatley, 1989; Shaver at al., 1987) .
Studies of Vocal Expression: Overview
Darwin (1872/1998) discussed both vocal and facial expression of emotions in his treatise. In recent years, however, facial expression has received far more empirical research than vocal expression. There are a number of reasons for this, such as the problems associated with the recording and analysis of speech sounds (Scherer, 1982) . The consequence is that the code used in facial expression of emotion is better understood than the code used in vocal expression. This is unfortunate, however, because recent studies using self-reports have revealed that, if anything, 4 Most theorists distinguish between passionate love (eroticism) and companionate love (tenderness; Hatfield & Rapson, 2000, p. 660) , of which the latter corresponds to our love-tenderness category. Some researchers suggest that all kinds of love originally derived from this emotional state, which is associated with infant-caregiver attachment (e.g., Eibl-Eibesfeldt, 1989, chap. 4; Oatley & Jenkins, 1996; p. 287; Panksepp, 1998, chap. 13 (Planalp, 1998) . Fortunately, the field of vocal expression of emotions has recently seen renewed interest (Cowie, Douglas-Cowie, & Schröder, 2000; Cowie et al., 2001; Johnstone & Scherer, 2000) . Thirty-two studies were published in the 1990s, and already 19 studies have been published between January 2000 and June 2002. Table 2 provides a summary of 104 studies of vocal expression included in this review in terms of authors, publication year, emotions studied, method used (e.g., portrayal, manipulated portrayal, induction, natural speech sample, synthesis), language, acoustic cues analyzed (where applicable), and verbal material. Thirty-nine studies presented data that permitted us to include them in a meta-analysis of communication accuracy (detailed below). The majority of studies (58%) used English-speaking encoders, although as many as 18 different languages, plus nonsense utterances, are represented in the studies reviewed. Twelve studies (12%) can be characterized as more or less cross-cultural in that they included analyses of encoders or decoders from more than one nation. The verbal material features series of numbers, letters of the alphabet, nonsense syllables, or regular speech material (e.g., words, sentences, paragraphs). The number of emotions included ranges from 1 to 15 (M ϭ 5.89). Ninety studies (87%) used emotion portrayals by actors, 13 studies (13%) used manipulations of portrayals (e.g., filtering, masking, reversal), 7 studies (7%) used mood induction procedures, and 12 studies (12%) used natural speech samples. The latter comes mainly from studies of fear expressions in aviation accidents. Twenty-one studies (20%) used sound synthesis, or copy synthesis.
5 Seventy-seven studies (74%) reported acoustic data, of which 6 studies used listeners' ratings of cues rather than acoustic measurements.
Studies of Music Performance: Overview
Studies of music performance have been conducted for more than 100 years (for reviews, see Gabrielsson, 1999; Palmer, 1997) . However, these studies have almost exclusively focused on structural aspects of performance such as marking of the phrase structure, whereas emotion has been ignored. Those studies that have been concerned with emotion in music, on the other hand, have almost exclusively focused on expressive aspects of musical composition such as pitch or mode (e.g., Gabrielsson & Juslin, 2003) , whereas they have ignored aspects of specific performances. That performance aspects of emotional expression did not gain attention much earlier is strange considering that one of the great pioneers in music psychology, Carl E. Seashore, made detailed proposals about such studies in the 1920s (Seashore, 1927) . Seashore (1947) later suggested that music researchers could use the same paradigm that had been used in vocal expression (i.e., the standard content paradigm) to investigate how performers express emotions. However, Seashore's (1947) plea went unheard, and he did not publish any study of that kind himself. After slow initial progress, there was an increase of studies in the 1990s (23 studies published). This seems to continue into the 2000s (10 studies published 2000 -2002) . The increase is perhaps a result of the increased availability of software for digital analysis of acoustic cues, but it may also reflect a renaissance for research on musical emotion . Figure 1 illustrates the timeliness of this review in terms of the studies available for a comparison of the two domains. Table 3 provides a summary of the 41 studies of emotional expression in music performance included in the review in terms of authors, publication year, emotions studied, method used (e.g., portrayal, manipulated portrayal, synthesis), instrument used, number and nationality of performers and listeners, acoustic cues analyzed (where applicable), and musical material. Twelve studies (29%) provided data that permitted us to include them in a meta-analysis of communication accuracy. These studies covered a wide range of musical styles, including classical music, folk music, Indian ragas, jazz, pop, rock, children's songs, and free improvisations.
The most common musical style was classical music (17 studies, 41%). Most studies relied on the standard paradigm used in studies of vocal expression of emotions. The number of emotions studied ranges from 3 to 9 (M ϭ 4.98), and emotions typically included happiness, sadness, anger, fear, and tenderness. Twelve musical instruments were included. The most frequently studied instrument was singing voice (19 studies), followed by guitar (7), piano (6), synthesizer (4), violin (3), flute (2), saxophone (2), drums (1), sitar (1), timpani (1), trumpet (1), xylophone (1), and sentograph (1-a sentograph is an electronic device for recording patterns of finger pressure over time-see Clynes, 1977) . At least 12 different nationalities are represented in the studies (Fónagy & Magdics, 1963 , did not state the nationalities clearly), with Sweden being most strongly represented (39%), followed by Japan (12%) and the United States (12%). Most of the studies analyzed professional musicians (but see Juslin & Laukka, 2000) , and the performances were usually monophonic to facilitate measurement of acoustic parameters (for an exception, see Dry & Gabrielsson, 1997) . (Monophonic melody is probably one of the earliest forms of music, Wolfe, 2002 .) A few studies (15%) investigated what means listeners use to decode emotions by means of synthesized performances. Eighty-five percent of the studies reported data on acoustic cues; of these studies, 5 used listeners' ratings of cues rather than acoustic measurements.
Results
Decoding Accuracy
Studies of vocal expression and music performance have converged on the conclusion that encoders can communicate basic emotions to decoders with above-chance accuracy, at least for the five emotion categories considered here. To examine these data closer, we conducted a meta-analysis of decoding accuracy. Included in this analysis were all studies that presented (or allowed computation of) forced-choice decoding data relative to some independent criterion of encoding intention. Thirty-nine studies of vocal expression and 12 studies of music performance met this criterion, featuring a total of 73 decoding experiments, 60 for vocal expression, 13 for music performance.
One problem in comparing accuracy scores from different studies is that they use different numbers of response alternatives in the decoding task. Rosenthal and Rubin's (1989) effect size index for one-sample, multiple-choice-type data, pi (), allows researchers to transform accuracy scores involving any number of response alternatives to a standard scale of dichotomous choice, on which .50 is the null value and 1.00 corresponds to 100% correct decoding. Ideally, an index of decoding accuracy should also take into account the response bias in the decoder's judgments (Wagner, 1993) . However, this requires that results be presented in terms of a confusion matrix, which very few studies have done. Therefore, we summarize the data simply in terms of Rosenthal and Rubin's pi index.
Summary statistics. Table 4 summarizes the main findings from the meta-analysis in terms of summary statistics (i.e., unweighted mean, weighted mean, median, standard deviation, (text continues on page 786) 5 Copy synthesis refers to copying acoustic features from real emotion portrayals and using them to resynthesize new portrayals. This method makes it possible to manipulate certain cues of an emotion portrayal while leaving other cues intact (e.g., Juslin & Madison, 1999; Ladd et al., 1985; Schröder, 2001 ). Also indicated is the number of encoders (speakers or performers) and studies on which the estimates are based. The estimates for within-cultural vocal expression are generally based on more data than are those for cross-cultural vocal expression and music performance. As seen in Table 4 , overall decoding accuracy is high for all three sets of data ( ϭ .84 -.90). Indeed, the confidence intervals suggest that decoding accuracy is typically significantly higher than what would be expected by chance alone ( ϭ .50) for all three types of stimuli. The lowest estimate of overall accuracy in any of the 73 decoding experiments was .69 (Fenster, Blake, & Goldstein, 1977) . Overall decoding accuracy across within-cultural vocal expression and music performance was .89, which is equivalent to a raw accuracy score of .70 in a forced-choice task with five response alternatives (the average number of alternatives across both channels; see, e.g., Table 1 of Rosenthal & Rubin, 1989) . However, overall accuracy was significantly higher, t(58) ϭ 3.14, p Ͻ .01, for within-cultural vocal expression ( ϭ .90) than for cross-cultural vocal expression ( ϭ .84). The differences in overall accuracy between music performance ( ϭ .88) and within-cultural vocal expression and the differences between music performance and cross-cultural vocal expression were not significant. The results indicate that musical expression of emotions was about as accurate as vocal expression of emotions and that vocal expression of emotions was cross-culturally accurate, although cross-cultural accuracy was 7% lower than within-cultural accuracy in the present results. Note also that decoding accuracy for vocal expression was well above chance for both emotion portrayals and natural expressions.
Table 2
Summary of Studies on Vocal Expression of Emotion Included in the Review
The patterns of accuracy estimates for individual emotions are similar across the three sets of data. Specifically, anger ( Ͼ .88, M ϭ .91) and sadness ( Ͼ .91, M ϭ .92) portrayals were best decoded, followed by fear ( Ͼ .82, M ϭ .86) and happiness portrayals ( Ͼ .74, M ϭ .82). Worst decoded throughout was tenderness ( Ͼ .71, M ϭ .78), although it must be noted that the estimates for this emotion were based on fewer data points. Further analysis confirmed that, across channels, anger and sadness were significantly better communicated (t tests, p Ͻ .001) than fear, happiness, and tenderness (remaining differences were not significant). This pattern of results is consistent with previous reviews of vocal expression featuring fewer studies (Johnstone & Scherer, 2000) but differs from the pattern found in studies of facial expression of emotion, in which happiness was usually better decoded than other emotions (Elfenbein & Ambady, 2002) .
The standard deviation of decoding accuracy across studies was generally small, with the largest being for tenderness in music performance. (This is also indicated by the small confidence intervals for all emotions except tenderness in the case of music performance.) This finding is surprising; one would expect the accuracy to vary considerably depending on the emotions studied, the encoders, the verbal or musical material, the decoders, the procedure, and so on. Yet, the present results suggest that the estimates of decoding accuracy are fairly robust with respect to these factors. Consideration of the different measures of central tendency (unweighted mean, weighted mean, and median) shows that they differed little and that all indices gave the same patterns of findings. This suggests that the data were relatively homogenous. This impression is confirmed by plotting the distribution of data on decoding accuracy for vocal expression and music performance (see Figure 2 ). Only eight (11%) of the experiments yielded accuracy estimates below .80. These include three cross-cultural vocal expression experiments (two that involved natural expression), four vocal expression experiments using emotion portrayals, and one music performance experiment using drum playing as stimuli.
Possible moderators. Although the decoding data appear to be relatively homogenous, we investigated possible moderators of decoding accuracy that could explain the variability. Among the moderators were the year of the study, number of emotions encoded (this coincided with the number of response alternatives in the present data set), number of encoders, number of decoders, recording method (dummy coded, 0 ϭ portrayal, 1 ϭ natural sample), response format (0 ϭ forced choice, 1 ϭ rating scales), laboratory (dummy coded separately for Knower, Scherer, and Juslin labs; see Table 5 ), and channel (dummy coded separately for cross-cultural vocal expression, within-cultural vocal expression, and music performance). Table 5 presents the correlations among the investigated moderators as well as their correlations with overall decoding accuracy. Note that overall accuracy was negatively correlated with year of the study, use of natural expressions (recording method), and cross-cultural vocal expression, whereas it was positively correlated with number of emotions. The latter finding is surprising given that one would expect accuracy to decrease as the number of response alternatives increases (e.g., Rosenthal, 1982) . One possible explanation is that certain earlier studies (e.g., those by Knower's laboratory) reported very high accuracy estimates (for Knower's studies, mean ϭ .97) although they used a large number of emotions (see Table 5 ). Subsequent studies featuring many emotions (e.g., Banse & Scherer, 1996) have reported lower accuracy estimates. The slightly lower overall accuracy for music performance than for within-cultural vocal expression could be related to the fact that more studies of music performance than studies of vocal expression used rating scales, which typically yield lower accuracy. In general, it is surprising that recent studies tended to include fewer encoders, decoders, and emotions.
A simultaneous multiple regression analysis (Cohen & Cohen, 1983 ) with overall decoding accuracy as the dependent variable and six moderators (year of study, number of emotions, recording method, response format, Knower laboratory, and cross-cultural vocal expression) as independent variables yielded a multiple correlation of .58 (adjusted R 2 ϭ .27, F[6, 64] ϭ 5.42, p Ͻ .001; N ϭ 71 with 2 outliers, standard residual Ն 2 ⌺, removed). Cross-cultural vocal expression yielded a significant beta weight (␤ ϭ -.38, p Ͻ .05), but Knower laboratory (␤ ϭ .20), response format (␤ ϭ -.19), recording method (␤ ϭ -.18), number of emotions (␤ ϭ .17), and year of the study (␤ ϭ .07) did not. These results indicate that only about 30% of the variability in decoding data can be explained by the investigated moderators.
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Individual differences. The present results indicate that communication of emotions in vocal expression and music performance was relatively accurate. The accuracy (mean across data sets ϭ .87) was well beyond the frequently used criterion for correct response in psychophysical research (proportion correct [P c ] ϭ .75), which is midway between the levels of pure guessing (P c ϭ .50) and perfect detection (P c ϭ 1.00; Gordon, 1989, p. 26) . However, studies in both domains have yielded evidence of considerable individual differences in both encoding and decoding accuracy (see Banse & Scherer, 1996; Gabrielsson & Juslin, 1996; Juslin, 1997b; Juslin & Laukka, 2001; Scherer, Banse, Wallbott, & Goldbeck, 1991; Wallbott & Scherer, 1986 ; for a review of gender differences, see Hall, Carter, & Horgan, 2001 ). Particularly, encoders differ widely in their ability to portray specific emotions. This problem has probably contributed to the noted inconsistency of data concerning code usage in earlier research (Scherer, 1986) . Because many researchers have not taken this problem seriously, several studies have investigated only one speaker or performer (see Tables 2 and 3 ).
Individual differences in decoding accuracy have also been reported, though they tend to be less pronounced than those in encoding. Moreover, even when decoders make incorrect responses their errors are not entirely random. Thus, error distributions are informative about the subjective similarity of various emotional expressions (Davitz, 1964a; van Bezooijen, 1984) . It is of interest that the errors made in emotion decoding are similar for vocal expression and music performance. For instance, sadness and tenderness are commonly confused, whereas happiness and sadness are seldom confused (Baars & Gabrielsson, 1997; Davitz, 1964a; Davitz & Davitz, 1959; Dawes & Kramer, 1966; Fónagy, 1978; Juslin, 1997c) . Similar error patterns in the two domains 7 It may be argued that in many studies of vocal expression, estimates are likely to be biased because of preselection of effective portrayals before inclusion in decoding experiments. However, whether preselection of portrayals is a moderator of overall accuracy was not examined because only a minority of studies stated clearly the extent of preselection carried out. However, it should be noted that decoding accuracy of a comparable level has been found in studies that did not use preselection of emotion portrayals (Juslin & Laukka, 2001 ). Rosenthal and Rubin's (1989) provide a first indication that there could be similarities between the two channels in terms of acoustic cues. Developmental trends. The development of the ability to decode emotions from auditory stimuli has not been well researched. Recent evidence, however, indicates that children as young as 4 years old are able to decode basic emotions from vocal expression with better than chance accuracy (Baltaxe, 1991; Friend, 2000 ; J. B. Morton & Trehub, 2001) , at least when the verbal content is made unintelligible by using utterances in a foreign language or filtering out the verbal information (Friend, 2000) . 8 The ability seems to improve with age, however, at least until school age (Dimitrovsky, 1964; Fenster et al., 1977; McCluskey & Albas, 1981; McCluskey, Albas, Niemi, Cuevas, & Ferrer, 1975) and perhaps even until early adulthood (Brosgole & Weisman, 1995; McCluskey & Albas, 1981) .
Table 4 Summary of Results From Meta-Analysis of Decoding Accuracy for Discrete Emotions in Terms of
Similarly, studies of music suggest that children as young as 3 or 4 years old are able to decode basic emotions from music with better than chance accuracy (Cunningham & Sterling, 1988; Dolgin & Adelson, 1990; Kastner & Crowder, 1990 ). Although few of these studies have distinguished between features of performance (e.g., tempo, timbre) and features of composition (e.g., mode), Dalla Bella, Peretz, Rousseau, and Gosselin (2001) found that 5-year-olds were able to use tempo (i.e., performance) but not mode (i.e., composition) to decode emotions in musical pieces. Again, decoding accuracy seems to improve with age (Adachi & Trehub, 2000; Brosgole & Weisman, 1995; Cunningham & Sterling, 1988; Terwogt & van Grinsven, 1988 ; but for exceptions, see Giomo, 1993; Kratus, 1993) . It is interesting to note that the developmental curve over the life span appears similar for vocal expression and music but differs from that of facial expression. In a cross-sectional study, Brosgole and Weisman (1995) found that the ability to decode emotions from vocal expression and music improved during childhood and remained asymptotic through age 43. Then, it began to decline from middle age onward (see also McCluskey & Albas, 1981) . It is hard to determine whether emotion decoding occurs in children younger than 2 years old, as they are unable to talk about their experiences. However, there is preliminary evidence that infants are at least able to discriminate between some emotions in vocal and musical expressions (see Gentile, 1998; Mastropieri & Turkewitz, 1999; Nawrot, 2003; Singh, Morgan, & Best, 2002; Soken & Pick, 1999; Svejda, 1982) .
Code Usage
Most early studies of vocal expression and music performance were mainly concerned with demonstrating that communication of emotions is possible at all. However, if one wants to explore communication as a process, one cannot ignore its mechanisms, in particular the code that carries the emotional meaning. A large number of studies have attempted to describe the cues used by speakers and musicians to communicate specific emotions to listeners. Most studies to date have measured only a small number of cues, but some recent studies have been more inclusive (see Tables 2 and 3 ). Before taking a closer look at the patterns of acoustic cues used to express discrete emotions in vocal expression and music performance, respectively, we need to consider the various cues that were used in each modality. Table 6 shows how each acoustic cue was defined and measured. The measurements were usually carried out using advanced computer software for digital analysis of speech signals. The cues extracted involve the basic dimensions of frequency, intensity, and duration, plus vari-8 This is because the verbal content may interfere with the decoding of the nonverbal content in small children (Friend, 2000) . ous combinations of these dimensions (see Table 6 ). For a more extensive discussion of the principles underlying production of speech and music and associated measurements, see Borden, Harris, and Raphael (1994) and Sundberg (1991) , respectively. In the following, we divide data into three sets: (a) cues that are common to vocal expression and music performance, (b) cues that are specific to vocal expression, and (c) cues that are specific to music performance. The common cues are of main importance to this review, although channel-specific cues may suggest additional aspects of potential overlap that can be explored in future research.
Comparisons of common cues. Table 7 presents patterns of acoustic cues used to express different emotions as reported in 77 studies of vocal expression and 35 studies of music performance. Very few studies have reported data in such detail to permit inclusion in a meta-analysis. Furthermore, it is usually difficult to compare quantitative data across different studies because studies use different baselines (Juslin & Laukka, 2001, p. 406) . 9 The most prudent approach was to summarize findings in terms of broad categories (e.g., high, medium, low), mainly according to the interpretation of the authors of each study but (whenever possible) with support from actual data provided in tables and figures. Many studies provided only partial reports of data or reported data in a manner that required careful analysis to extract usable data points. In the few cases in which we were uncertain about the interpretation of a particular data point, we simply omitted this data point from the review. In the majority of cases, however, the scoring of data was straightforward, and we were able to include 1,095 data points in the comparisons.
Starting with the cues used freely in both channels (i.e., in vocal expression/music performance, respectively: speech rate/tempo, voice intensity/sound level, and high-frequency energy), there are relatively similar patterns of cues for the two channels (see Table  7 ). For example, speech rate/tempo and voice intensity/sound level were typically increased in anger and happiness, whereas they were decreased in sadness and tenderness. Furthermore, the highfrequency energy was typically increased in happiness and anger, whereas it was decreased in sadness and tenderness. Although less data were available concerning voice intensity/sound level variability, the results were largely similar for the two channels. The variability increased in anger and fear but decreased in sadness and tenderness. However, there were differences as well. Note that fear was most commonly associated with high intensity in vocal expression, albeit low intensity (sound level) in music performance. One possible explanation of this inconsistency is that the results reflect various intensities of the same emotion (e.g., strong fear and weak fear) or qualitative differences among closely related emotions. For example, mild fear may be associated with low voice intensity and little high-frequency energy, whereas panic fear may be associated with high voice intensity and much high-frequency energy (Banse & Scherer, 1996; Juslin & Laukka, 2001 ). Thus, it is possible that studies of music performance have studied almost exclusively mild fear, whereas studies of vocal expression have studied both mild fear and panic fear. This explanation is clearly consistent with the present results when one considers our findings of bimodal distributions of intensity and high-frequency energy for vocal expression as compared with unimodal distributions of sound level and high-frequency energy for music performance (see Table 7 ). However, to confirm this interpretation one would need to conduct studies of music performance that systematically manipulate emotion intensity in expressions of fear. Such studies are currently underway (e.g., . Overall, however, the results were relatively similar across the channels for the three major cues (speech rate/tempo, vocal intensity/sound level, and high-frequency energy), although there were relatively 9 Baseline refers to the use of some kind of frame of reference (e.g., a neutral expression or the average across emotions) against which emotionspecific changes in acoustic cues are indexed. The problem is that many types of baseline (e.g., the average) are sensitive to what emotions were included in the study, which renders studies that included different emotions incomparable. Dusenbury and Knower (1939) and Knower (1941 Knower ( , 1945 . b This includes the following studies: Banse and Scherer (1996) ; Johnson, Emde, Scherer, and Klinnert (1986) ; Scherer, Banse, and Wallbott (2001) ; Scherer, Banse, Wallbott, and Goldbeck (1991); and Wallbott and Scherer (1986) . c This includes the following studies: Juslin (1997a Juslin ( , 1997b Juslin ( , 1997c , Laukka (2000, 2001) , and Juslin and Madison (1999) . * p Ͻ .05. (Scherer, 1982) . F0 contour Intonation contour The F0 contour is the sequence of F0 values across an utterance. Besides changes in pitch, the F0 contour also contains temporal information. The F0 contour is hard to operationalize, and most studies report only qualitative classifications (Cowie et al., 2001 ). Jitter Pitch perturbations Jitter is small-scale perturbations in F0 related to rapid and random fluctuations of the time of the opening and closing of the vocal folds from one vocal cycle to the next. Extracted by computerized tracking algorithms (Scherer, 1989) . Intensity Intensity Loudness of speech Intensity is a measure of energy in the acoustic signal, and it reflects the effort required to produce the speech. Usually measured from the amplitude acoustic waveform. The standard unit used to quantify intensity is a logarithmic transform of the amplitude called the decibel (dB; Scherer, 1982) . Attack Rapidity of voice onsets
The attack refers to the rise time or rate of rise of amplitude for voiced speech segments. It is usually measured from the amplitude acoustic waveform (Scherer, 1989) .
Temporal aspects
Speech rate Velocity of speech The rate can be measured as overall duration or as units per duration (e.g., words per min). It may include either complete utterances or only the voiced segments of speech (Scherer, 1982) . Pauses Amount of silence in speech
Pauses are usually measured as number or duration of silences in the acoustic waveform (Scherer, 1982) . Voice quality High-frequency energy Voice quality High-frequency energy refers to the relative proportion of total acoustic energy above versus below a certain cut-off frequency (e.g., Scherer et al., 1991) . As the amount of high-frequency energy in the spectrum increases, the voice sounds more sharp and less soft (Von Bismarck, 1974) . It is obtained by measuring the long-term average spectrum, which is the distribution of energy over a range of frequencies, averaged over an extended time period. Formant frequencies Voice quality Formant frequencies are frequency regions in which the amplitude of acoustic energy in the speech signal is high, reflecting natural resonances in the vocal tract. The first two formants largely determine vowel quality, whereas the higher formants may be speaker dependent (Laver, 1980) . The mean frequency and the width of the spectral band containing significant formant energy are extracted from the acoustic waveform by computerized tracking algorithms (Scherer, 1989) . Precision of articulation Articulatory effort The vowel quality tends to move toward the formant structure of the neutral schwa vowel (e.g., as in sofa) under strong emotional arousal (Tolkmitt & Scherer, 1986) . The precision of articulation can be measured as the deviation of the formant frequencies from the neutral formant frequencies.
Glottal waveform
Voice quality The glottal flow waveform represents the time air is flowing between the vocal folds (abduction and adduction) and the time the glottis is closed for each vibrational cycle. The shape of the waveform helps to determine the loudness of the sound generated and its timbre. A jagged waveform represents sudden changes in airflow that produce more high frequencies than a soft waveform. The glottal waveform can be inferred from the acoustical signal using inverse filtering (Laukkanen et al., 1996) .
Music performance Pitch F0 Pitch Acoustically, F0 is defined as the lowest periodic cycle component of the acoustic waveform. One can distinguish between the macro pitch level of particular musical pieces, and the micro intonation of the performance. The former is often given in the unit of the semitone, the latter is given in terms of deviations from the notated macro pitch (e.g., in cents; Sundberg, 1991) .
F0 contour
Intonation contour F0 contour is the sequence of F0 values. In music, intonation refers to manner in which the performer approaches and/or maintains the prescribed pitch of notes in terms of deviations from precise pitch (Baroni et al., 1997) .
few data points in some of the comparisons. It must be noted that these cues account for a large proportion of the variance in listeners' judgments of emotional expression in synthesized sound sequences (e.g., Juslin, 1997c; Juslin & Madison, 1999; Scherer & Oshinsky, 1977) . The present results are not as clear cut as one would hope for, but some inconsistency in the data is only what should be expected given that there were large individual differences among encoders and that many studies included only a single encoder. (Further explanation of the inconsistency in these findings is provided in the Discussion section.) In addition to the converging findings for the three major cues, there are also similarities with regard to some other cues. It can be seen in Table 7 that the degree to which emotion portrayals display microstructural regularity versus irregularity (with respect to frequency, intensity, and duration) can discriminate between certain emotions. Specifically, it would appear that positive emotions (happiness, tenderness) are more regular than negative emotions (anger, fear, sadness). That is, irregularities in frequency, intensity, and duration seem to be signs of negative emotion. This hypothesis, mentioned by Davitz (1964a) , deserves more attention in future research.
Another cue that has been little studied so far is voice onsets/ tone attack. Sundberg (1999) observed that perceptual stimuli that change are easier to process than quasi-stationary stimuli and that the beginning and the end of a sound may be particularly revealing. Indeed, the limited data available suggest that voice onsets and tone attacks differed depending on the emotion expressed. As can be seen in Table 7 , studies of music performance suggest that fast tone attacks were used in anger and happiness, whereas slow tone attacks were used in sadness and tenderness. (Kotlyar & Morozov, 1976) . Temporal aspects Tempo Velocity of music The mean tempo of a performance is obtained by dividing the total duration of the performance until the onset of its final note by the number of beats and then calculating the number of beats per min (bpm; Bengtsson & Gabrielsson, 1980) . Articulation a Proportion of sound to silence in successive notes
The mean articulation of a performance is typically obtained by measuring two durations for each tone-the duration from the onset of a tone until the onset of the next tone (d ii ), and the duration from the onset of a tone until its offset (d io ). These durations are used to calculate the d io :d ii ratio (the articulation) of each tone (Bengtsson & Gabrielsson, 1980) . These values are averaged across the performance and expressed as a percentage. A value around 100% refers to legato articulation; a value of 70% or lower refers to staccato articulation (Woody, 1997) . Timing
Tempo and rhythm variation Timing variations are usually described as deviations from the nominal values of a musical notation. Overall measures of the amount of deviations in a performance may be obtained by calculating the number of notes whose deviation is less than a given percentage of the note value. Another index of timing changes concerns so-called durational contrasts between long and short notes in rhythm patterns. Contrasts may be played with "sharp" durational contrasts (close to or larger than the nominal ratio) or with "soft" durational contrasts (a reduced ratio; Gabrielsson, 1995) . Timbre High-frequency energy Timbre High-frequency energy refers to the relative proportion of total acoustic energy above versus below a certain cut-off frequency in the frequency spectrum of the performance (Juslin, 2000) . In music, timbre is in part a characteristic of the specific instrument. However, different techniques of playing may also influence the timbre of many instruments, such as the guitar (Gabrielsson & Juslin, 1996 ). Singer's formant Timbre The singer's formant refers to a strong resonance around 2500-3000 Hz and is that which adds brilliance and carrying power to the voice. It is attributed to a lowered larynx and widened pharynx, which forms an additional resonance cavity (Sundberg, 1999) .
a This use of the term articulation should be distinguished from its use in studies of vocal expression, where articulation refers to the settings of the articulators (lips, tongue, lower jaw, pharyngeal sidewalls) that determine the resonant characteristics of the vocal tract (Sundberg, 1999) . To avoid confusion in this review, we use the term articulation only in its musical sense, whereas vocal expression articulation is considered only in terms of its consequences for voice quality (e.g., in the term precision of articulation). (1, 4, 6, 9, 13, 16, 18, 19, 24, 27, 28, 42, 48, 55, 64, 69, 70, 71, 72, 80, 82, 83, 89, 92, 97, 99, 100, 103) Fast (2, 4, 7, 8, 9, 10, 13, 14, 16, 18, 19, 20, 22, 23, 25, 26, 29, 34, 37, 41) (3, 4, 9, 10, 13, 16, 18, 28, 33, 47, 48, 51, 63, 64, 71, 72, 80, 82, 83, 89, 95, 96, 97, 103) Fast (2, 8, 10, 23, 25, 26, 27, 32, 37) Happiness Fast (4, 6, 9, 10, 16, 19, 20, 24, 33, 37, 42, 53, 55, 71, 72, 75, 80, 82, 83, 97, 99, 100) Fast (1, 2, 3, 4, 7, 8, 9, 12, 13, 14, 15, 16, 18, 19, 20, 22, 23, 26, 27, 29, 34, 37, 41) (3, 4, 6, 9, 10, 13, 16, 18, 19, 20, 24, 27, 28, 37, 48, 55, 64, 69, 71, 72, 75, 80, 82, 83, 89, 92, 97, 99, 100, 103) Slow (2, 3, 4, 7, 8, 9, 10, 13, 15, 16, 18, 19, 20, 21, 22, 23, 25, 26, 27, 29, 32, 34, 37) Tenderness Fast (1, 2, 7, 8, 10, 13, 14, 16, 19, 27, 41) Voice intensity (M)
Fast
Slow
Sound level (M)
Anger High (1, 3, 6, 8, 9, 10, 18, 24, 27, 33, 42, 43, 44, 47, 50, 51, 55, 56, 61, 63, 64, 70, 72, 82, 89, 91, 95, 97, 99, 101) High (2, 5, 7, 8, 9, 13, 14, 15, 16, 18, 19, 20, 22, 23, 25, 26, 27, 29, 32, 34, 35, 36, 41) Medium ( (3, 4, 6, 18, 45, 47, 50, 63, 79, 82, 89) High Medium (70, 95, 97) Medium (27) Low (9, 10, 33, 42, 43, 51, 56, 64) Low (2, 7, 13, 18, 19, 20, 22, 23, 25, 26, 32) Happiness High (3, 4, 6, 8, 10, 24, 43, 44, 45, 50, 51, 52, 56, 72, 82, 88, 89, 97, 99, 101) High (1, 2, 7, 13, 14, 26, 41) Medium (18, 42, 55, 70, 91, 95) Medium (5, 8, 16, 18, 19, 20, 22, 23, 25, 27, 29, 32, 34) Low Low Low (1, 3, 6, 8, 9, 10, 18, 24, 27, 44, 45, 47, 50, 51, 52, 55, 56, 61, 63, 64, 70, 72, 82, 88, 89, 91, 97, 99, 101) Low (5, 7, 8, 9, 13, 15, 16, 19, 20, 21, 22, 23, 26, 27, 28, 29, 32, 34, 36) Tenderness High High Medium Medium Low (4, 24, 33, 95) (1, 7, 8, 12, 13, 14, 16, 19, 27, 28, 41) Voice intensity variability (51, 61, 64, 70, 80, 82, 89, 95, 101) High ( (4, 6, 16, 18, 24, 33, 35, 38, 42, 47, 50, 51, 54, 56, 63, 65, 73, 82, 83, 91, 97, 103) High (8, 10, 13, 15, 16, 19, 20, 22, 26, 36, (15, 19, 20, 22, 26, 36) Happiness High (4, 42, 50, 51, 52, 54, 56, 73, 82, 83, 88, 91, 97) High (15) Medium (6, 18, 24)
High
Low
Sound level variability Anger
High
Low
Medium (8, 10, 12, 13, 16, 19, 20, 22, 26, 36) Low ( (4, 6, 16, 18, 24, 38, 50, 51, 52, 54, 56, 63, 73, 82, 83, 88, 91, 97, 103) Low (8, 10, 19, 20, 22, 26, 35, 36, 37) Tenderness High (3, 6, 10, 14, 16, 19, 24, 27, 29, 32, 34, 36, 45, 46, 48, 51, 55, 61, 63, 64, 65, 71, 72, 73, 74, 79, 82, 83, 95, 97, 99, 101, (1, 4, 6, 12, 16, 17, 18, 29, 43, 45, 47, 48, 50, 53, 60, 63, 65, 70, 71, 72, 74, 82, 83, 87, 89, 93, 97, 
High
Happiness High (1, 3, 4, 6, 10, 14, 16, 19, 20, 24, 32, 33, 37, 43, 44, 45, 46, 47, 50, 51, 52, 53, 55, 64, 71, 74, 75, 80, 82, 86, 87, 88, 97, 99) Sharp (8, 26, 32) High (Hevner, 1937; Rigg, 1940; Wedin, 1972) (3, 4, 6, 10, 14, 16, 19, 20, 24, 27, 29, 32, 37, 44, 45, 46, 47, 50, 51, 52, 55, 61, 63, 64, 71, 72, 73, 74, 75, 79, 82, 83, 86, 88, 89, 92, 95, 99, 101, 103) Flat (4, 13, 16, 26, 32, 37) Low (Gundlach, 1935; Hevner, 1937; Rigg, 1940; K. B. Watson, 1942; Wedin, 1972) Tenderness High (1, 4, 6, 9, 13, 14, 16, 18, 24, 29, 33, 36, 42, 47, 51, 55, 56, 63, 70, 71, 72, 74, 89, 95, 97, 99, 103) High ( (4, 13, 16, 18, 29, 56, 80, 89, 103) High (32) Medium (47, 72, 74, 82, 95, 97) Medium Low (1, 3, 6, 10, 32, 33, 42, 47, 50, 51, 63, 64, 70, 71, 80, 83, 96) Low (12, 37)
Low
High
Happiness High (3, 4, 6, 9, 10, 13, 16, 18, 20, 32, 33, 37, 42, 44, 47, 48, 50, 51, 55, 56, 64, 71, 72, 74, 75, 80, 82, 83, 86, 89, 95, 97, 99) High ( (3, 4, 9, 13, 14, 16, 18, 29, 32, 37, 44, 47, 50, 51, 55, 56, 63, 64, 70, 71, 72, 74, 75, 80, 82, 86, 89, 95, 97, 99, 103) Low ( Note. Numbers within parantheses refer to studies, as indicated in Table 2 (vocal expression) and Table 3 (music performance) respectively. Text in bold indicates the most frequent finding for respective acoustic cue and modality. F0 ϭ fundamental frequency.
Low
a As regards F0 (M) in music, one should distinguish between the micro intonation of the performance, which may be sharp (higher than prescribed pitch), precise (prescribed pitch), or flat (below prescribed pitch) and the macro pitch level (e.g., high, low) of specific pieces of music (see Table 6 ). The additional studies cited here focus on the latter aspect. Table 7 (continued )
COMMUNICATION OF EMOTIONS
The data for studies of vocal expression are less convincing. However, only three studies have reported data on voice onsets thus far, and these studies used different methods (synthesized sound sequences and listener judgments in Scherer & Oshinsky, 1977, vs . measurements of emotion portrayals in Fenster et al., 1977, and Laukka, 2001) . In this review, we chose to concentrate on those features that may be independently controlled by speakers and performers almost regardless of the verbal and musical material used. As we noted, a number of variables in musical compositions (e.g., harmony, scales, mode) do not have any direct counterpart in vocal expression, and vice versa. However, if we broaden the perspective for one moment, there is actually one aspect of musical compositions that has an approximate counterpart in vocal expression, namely, the pitch level. The pitch level in musical compositions might be compared with the fundamental frequency (F0) in vocal expression. Thus, it is interesting to note that low pitch was associated with sadness in both vocal expression and musical compositions (see Table 7 ), whereas high pitch was associated with happiness in both vocal expression and musical compositions (for a review of the latter, see Gabrielsson & Juslin, 2003) . The cross-modal evidence for the other three emotions is still provisionary, although studies of vocal expression suggest that anger and fear are primarily associated with high pitch, whereas tenderness is primarily associated with low pitch. A study by Patel, Peretz, Tramo, and Labreque (1998) suggests that the same neural resources may be involved in the processing of F0 contours in speech and melody contours in music; thus, there may also be similarities regarding pitch contours. For example, rising F0 contours may be associated with "active" emotions (e.g., happiness, anger, fear), whereas falling contours may be associated with less active emotions (e.g., sadness, tenderness; Cordes, 2000; Fónagy, 1978; M. Papoušek, 1996; Scherer & Oshinsky, 1977; Sedláček & Sychra, 1963) . This hypothesis is supported by the present data (Table 7) in that anger, fear, and happiness were associated with a higher proportion of upward pitch contours than were sadness and tenderness. Further research is needed to confirm these preliminary results, because most of the data were based on informal observations or simple acoustic indices that do not capture the complex nature of F0 contours in vocal expression. (For an attempt to develop a more sensitive measure of F0 contour using curve fitting, see Katz, Cohn, & Moore, 1996.) Cues specific to vocal expression. Table 8 presents additional data for acoustic cues measured specifically in vocal expression. These cues, by and large, have not been investigated systematically, but some tendencies can still be observed. For instance, there is fairly strong evidence that portrayals of sadness involved a large proportion of pauses, whereas portrayals of anger involved a small proportion of pauses. (Note that the former relationship has been considered as an acoustic correlate to depression; see Ellgring & Scherer, 1996 .) The data were less consistent for portrayals of fear and happiness, and pause distributions in tenderness have been little studied thus far. As regards measurements of formant frequencies, the results were, again, most consistent for anger and sadness; beginning with precision of articulation, Table 8 shows that anger was associated with increases in precision of articulation, whereas sadness was associated with decreases. Similarly, results so far indicate that Formant 1 (F1) was raised in anger and happiness but lowered in fear and sadness. Furthermore, the data indicate that F1 bandwidth (bw) was narrowed in anger and happiness but widened in fear and sadness. Clearly, though, these findings must be regarded as preliminary.
It should be noted that the results for F1, F1 (bw), and precision of articulation may be partly explained by intercorrelations that reflect the underlying vocal production (Borden et al., 1994) . A tense voice leads to pharyngeal constriction and tensing, as well as a shortening of the vocal tract, which leads to a rise in F1, a more narrow F1 (bw), and stronger high-frequency resonances. This pattern was seen in anger portrayals. Sadness portrayals, on the other hand, appear to have involved a lax voice, with unconstricted pharynx and lower subglottal pressure, which yields lower F1, precision of articulation, and high-frequency but wider F1 (bw). It has been found that formant frequencies can be affected by facial expression. Smiling tends to raise formant frequencies (Tartter, 1980) , whereas frowning tends to lower them (Tartter & Braun, 1994) . A few studies have measured glottal waveform (see, in particular, Laukkanen, Vilkman, Alku, & Oksanen, 1996) , and again the results were most consistent for portrayals of anger and sadness: Anger was associated with steep glottal waveforms, whereas sadness was associated with rounded waveforms. Results regarding jitter (F0 perturbation) are still preliminary, partly because of the problems involved in reliably measuring jitter. As seen in Table 8 , the results do not yet allow any definitive conclusions other than the possible tendency for anger portrayals to show more jitter than sadness portrayals. It is quite possible that jitter is a voice cue that is difficult to manipulate for actors and therefore that more consistent results require the use of natural samples of vocal expression (Bachorowski & Owren, 1995) .
Cues specific to music performance. Table 9 shows additional data for acoustic cues measured specifically in music performance. One of the fundamental cues in music performance is articulation (i.e., the relative proportion of sound to silence in note values; see Table 6 ). Staccato articulation means that there is much air between the notes, whereas legato articulation means that the notes are played continuously. The results concerning articulation were relatively consistent. Anger, fear, and happiness were associated primarily with staccato articulation, whereas sadness and tenderness were associated primarily with legato articulation. One exception is that guitar players tended to play anger with legato articulation (see, e.g., Juslin, 1993 Juslin, , 1997b Juslin, , 2000 , suggesting that the code is not entirely invariant across musical instruments. Both the mean value and the standard deviation of the articulation can be important, although the two are intercorrelated to some extent (Juslin, 2000) such that when the articulation becomes more staccato the variability increases as well. This is explained by the fact that certain notes in the musical structure are performed legato regardless of the expression. Therefore, when the remaining notes are played staccato, the variability automatically increases. However, this intercorrelation is not perfect. For instance, anger and happiness expressions were both associated with staccato mean articulation, but only happiness expressions were associated with large articulation variability (Juslin & Madison, 1999 ; see Table  9 ). Closer study of the patterns of articulation within musical performances may provide important clues about characteristics associated with various emotions (Juslin & Madison, 1999; Madison, 2000b) .
The data regarding use of vibrato (i.e., periodic changes in the pitch of a tone) were relatively inconsistent (see Table 9 ) and suggest that music performers did not use vibrato systematically to communicate particular emotions. Large vibrato extent in anger portrayals and slow vibrato rate in sadness portrayals were the only consistent tendencies, with the possible addition of fast vibrato rate in fear and happiness. It is still possible that extent and rate of vibrato is consistently related to listeners' judgments of emotion because it has been shown that listeners can correctly decode emotions like anger, fear, happiness, and sadness from single notes that feature vibrato (Konishi, Imaizumi, & Niimi, 2000) . Because music is usually performed according to a metrical framework, it is meaningful to describe the nature of a performance in terms of its microstructural deviations from prescribed note values (Gabrielsson, 1999) . Data concerning timing variability suggest that fear portrayals showed most timing variability, followed by anger, sadness, and tenderness portrayals. Happiness portrayals showed the least timing variability of all. Moreover, limited findings regarding durational contrasts between long and short notes indicate that the contrasts were increased (sharp) in anger and fear portrayals, whereas they were reduced (soft) in sadness and tenderness portrayals. The results for happiness portrayals were still equivocal. Finally, a few studies measured the singer's formant as a function of emotional expression, although more data are needed before any definitive conclusions can be drawn (see Table 9 ).
Relative importance of different cues. What is the relative importance of the different acoustic cues in vocal expression and music performance? The findings from a number of studies have shown that speech rate/tempo, voice intensity/sound level, voice quality/timbre, and F0/pitch are among the most powerful cues in terms of their effects on listeners' ratings of emotional expression (Juslin, 1997c (Juslin, , 2000 Juslin & Madison, 1999; Lieberman & Michaels, 1962; Scherer & Oshinsky, 1977) . In particular, studies that used synthesized sound sequences indicate that speech rate/tempo was of primary importance for listeners' judgments of emotional expression (Juslin, 1997c; Scherer & Oshinsky, 1977 ; see also Gabrielsson & Juslin, 2003) , but in music performance, the impact of tempo was decreased if listeners were required to judge different melodies with different associated baselines of tempo (e.g., Juslin, 2000) . Similar effects may also occur with regard to different baselines of speech rate for different speakers.
It is interesting to note that when researchers of nonverbal communication of emotion have investigated how people use various nonverbal channels to infer emotional states in everyday life, they most frequently report vocal cues. They particularly mention using loudness and speed of talking (e.g., Planalp, 1998) , the same cues (i.e., sound level and tempo) that explain most variance in listeners' judgments of emotional expression in musical performances (Juslin, 1997c (Juslin, , 2000 Juslin & Madison, 1999) . There is further indication that cue levels (e.g., mean tempo) have a larger influence on listeners' judgments than do patterns of cue variability (e.g., timing patterns; Figure 1 of Madison, 2000a) .
Comparison with Scherer's (1986) predictions. Table 10 presents a comparison of the summarized findings in vocal expression and music performance with Scherer's (1986) theoretical predictions. Because of the problems associated with establishing a precise baseline, we compare results and predictions simply in terms of direction of effect rather than in terms of specific degrees of effect. Table 10 shows the data for eight voice cues and four emotions (Scherer, 1986 , did not make predictions for lovetenderness), for a total of 32 comparisons. The comparisons are made in regard to Scherer's (1986) predictions for rage-hot anger, fear-terror, elation-joy, and sadness-dejection because these correspond best, in our view, with the emotions most frequently investigated. Careful inspection of Table 10 reveals that 27 (84%) of the predictions match the present results. Predictions and results did not match in the cases of F0 (SD) and F1 (M) for fear, as well as in the case of F1 (M) for happiness. However, the findings are generally consistent with Scherer's (1986) physiologically based predictions.
Discussion
The empirical findings reviewed in this article generally support the theoretical predictions made at the outset. First, it is clear that communication of emotions may reach an accuracy well above the accuracy that would be expected by chance alone in both vocal expression and music performance-at least for broad emotion categories corresponding to basic emotions (i.e., anger, sadness, happiness, fear, love). Decoding accuracy for individual emotions showed similar patterns for the two channels. Anger and sadness were generally better communicated than fear, happiness, and tenderness. Second, the findings indicate that vocal expression of emotion was cross-culturally accurate, although the accuracy was lower than for within-cultural vocal expression. Unfortunately, relevant data with regard to music performance are still lacking. Third, there is preliminary evidence that the ability to decode basic emotions from vocal expression and music performance develops in early childhood at least, perhaps even in infancy. Fourth, the present findings strongly suggest that music performance uses largely the same emotion-specific patterns of acoustic cues as does vocal expression. Table 11 presents the hypothesized emotion-specific patterns of cues according to this review, which could be subjected to direct tests in listening experiments using synthesized and systematically varied sound sequences.
10 However, the review has also revealed many gaps in the data base that must be filled in further research (see Tables 7-9) . Finally, the emotion-specific patterns of acoustic cues were mainly consistent with Scherer's (1986) predictions, which presumed a correspondence between emotion-specific physiological changes and voice production.
11 Taken together, these findings, which are 10 It may be noted that the pattern of cues for sadness is fairly similar to the pattern of cues obtained in studies of vocal correlates of clinical depression (see Alpert, Pouget, & Silva, 2001; Ellgring & Scherer, 1996; Hargreaves et al., 1965; Kuny & Stassen, 1993; Nilsonne, 1987; Stassen, Kuny, & Hell, 1998) .
11 Note that these findings are consistent both with basic emotions theory and component process theory in showing that there are emotionspecific patterning of acoustic cues over and above what would be predicted by a dimensional approach involving the dimensions activation and valence. However, these studies did not test the most important of the component theory's assumptions, namely that there are highly differentiated, sequential patterns of cues that reflect the cumulative result of the adaptive changes produced by a specific appraisal profile (Scherer, 2001) . See Johnstone (2001) for an attempt to test this notion. based on the most extensive review to date, strongly suggestcontrary to some previous reviews (e.g., Russell, Bachorowski, & Fernández-Dols, 2003) -that there are emotion-specific patterns of acoustic cues that can be used to communicate discrete emotions in both vocal and musical expression of emotion.
Theoretical Accounts
Accounting for cross-modal similarities. Similarities between vocal expression and music performance in terms of the acoustic cues used to express specific emotions could, on a superficial level, be interpreted in five ways. First, one could argue that these parallels are merely coincidental-a matter of sheer chance. However, because we have discovered a large number of similarities regarding many different aspects, this interpretation seems far fetched. Second, one might argue that the obtained similarities are due to some third variable-for instance, that both vocal expression and music performance are based on principles of body language. However, that vocal expression and music performance share many characteristics that are unique to acoustic signals (e.g., timbre) renders this explanation less than optimal. Furthermore, an account in terms of body language is less parsimonious than Spencer's law. Why evoke an explanation through a different perceptual modality when there is an explanation within the same modality? Vocal expression of emotions mainly reflects physiological responses associated with specific emotions that have a direct and differentiated impact on the voice organs. Third, one could argue that speakers base their vocal expressions of emotions on how performers express emotions in music. To support this hypothesis one would have to demonstrate that music performers' use of the code logically precedes its use in vocal expression.
However, given phylogenetic continuity of vocal expression of emotion, involving subcortical parts of the brain that humans share with other social mammals (Panksepp, 2000) , and that music seems to involve specialized neural networks that are more recent and require cortical mediation (e.g., Peretz, 2001 ), this hypothesis is implausible. Fourth, one could argue, as indeed some authors have, that both channels evolved in parallel without one preceding the other. However, this argument is similarly inconsistent with neuropsychological results that suggest that those parts of the brain that are concerned with vocal expressions of emotions are probably phylogenetically older than those parts concerned with the processing of musical structures. Finally, one could argue that musicians communicate emotions to listeners on the basis of the principles of vocal expression of emotion. This is the explanation that is advocated here. Human vocal expression of emotion is organized and initiated by evolved affect programs that are also present in nonhuman primates. Hence, vocal expression is the model on which musical expression is based rather than the other way around, as postulated by Spencer's law. This evolutionary perspective is consistent with the present findings that (a) vocal expression of emotions is cross-culturally accurate and (b) decoding of vocal expression of emotions develops early in ontogeny. However, it is crucial to note that our argument applies only to the nonverbal aspects of vocal communication. In our estimation, it is likely that vocal expression of emotions developed first and that music performance developed concurrently with speech (Brown, 2000) or even prior to speech (Darwin, 1872 (Darwin, /1998 Rousseau, 1761 Rousseau, /1986 .
Accounting for inconsistency in code usage. In a previous review of vocal expression published in this journal, Scherer 2, 7, 8, 9, 10, 13, 14, 19, 23, 29) Legato (16, 18, 20, 22, 25) Fear Staccato (2, 7, 13, 18, 19, 20, 22, 23, 25 ) Legato (16) Happiness Staccato (1, 7, 8, 13, 14, 16, 18, 19, 20, 22, 23, 29, 35 ) Legato (9, 25) Sadness Staccato Legato (2, 7, 8, 9, 13, 16, 18, 19, 20, 21, 22, 23, 25, 29 ) Tenderness Staccato Legato (1, 2, 7, 8, 12, 13, 14, 16, 19) Articulation ( (1986) observed the apparent paradox that listeners are successful at decoding emotions from vocal expressions despite researchers' having found it difficult to identify acoustic cues that reliably differentiate among emotions. In the present review, which has benefited from additional data collected since Scherer's (1986) review, we have found evidence of emotion-specific patterns of cues. Even so, some inconsistency in code usage remains (see Table 7 ) and requires explanation. We argue that part of this explanation should be sought in terms of the coding of the communicative process.
Studies of vocal expression and studies of music performance have shown that the relevant cues are coded probabilistically, continuously, and iconically (e.g., Juslin, 1997b; Scherer, 1982) . Furthermore, there are intercorrelations between the cues, and these correlations are of about the same magnitude in both channels (Banse & Scherer, 1996; Juslin, 2000; Juslin & Laukka, 2001) . These features of the coding could explain many characteristics of the communicative process in both vocal expression and music performance. To capture these characteristics, one might benefit from consideration of Brunswik's (1956) conceptual framework (Hammond & Stewart, 2001 ). Specifically, it has been suggested that Brunswik's lens model may be useful to describe the communicative process in vocal expression (Scherer, 1982) and music performance (Juslin, 1995 (Juslin, , 2000 . The lens model was originally intended as a model of visual perception, capturing relations between an organism and distal cues.
12 However, it was later used mainly in studies of human judgment.
Although Brunswik's (1956) lens model failed as a full-fledged model of visual perception, it seems highly appropriate for describing communication of emotion. Specifically, the lens model can be used to illustrate how encoders express specific emotions by using a large set of cues (e.g., speed, intensity, timbre) that are probabilistic (i.e., uncertain) though partly redundant. The emotions are recognized by decoders, who use the same cues to decode the emotional expression. The cues are probabilistic in that they are not perfectly reliable indicators of the expressed emotion. Therefore, decoders have to combine many cues for successful communication to occur. This is not simply a matter of pattern matching, however, because the cues contribute in an additive fashion to decoders' judgments. Brunswik's concept of vicarious functioning can be used to capture how decoders use the partly interchangeable cues in flexible ways by occasionally shifting Note. Numbers within parantheses refer to studies as numbered in Table 3 . Text in bold indicates the most frequent finding for respective acoustic cue. d io ϭ duration of time from the onset of tone until its offset; d ii ϭ the duration of time from the onset of a tone until the onset of the next tone.
from a cue that is unavailable to one that is available (Juslin, 2001a) . The findings reviewed in this article are consistent with Brunswik's (1956) lens model. First, it is clear that the cues are probabilistically related only to encoding and decoding. The probabilistic nature of the cues reflects (a) individual differences between encoders, (b) structural constraints of the verbal or musical material used, and (c) that the same cue can be used in the same way in more than one expression. For instance, fast speed can be used in both happiness and anger, and therefore speech rate is not a perfect indicator of either emotion. Second, evidence confirms that cues contribute in an additive fashion to listeners' judgments, as shown by a general lack of cue interactions (Juslin, 1997c; Ladd, Silverman, Tolkmitt, Bergmann, & Scherer, 1985; Scherer & Oshinsky, 1977) , and that emotions can be communicated successfully on different instruments that provide relatively different, though partly interchangeable, acoustic cues to the performer's disposal. (If a performer cannot vary the timbre to express anger, he or she compensates this by varying the loudness even more.) Each cue is neither necessary nor sufficient, but the larger the number of cues used, the more reliable the communication (Juslin, 2000) . Third, a Brunswikian conceptualization of the communicative process in terms of separate cues that are integrated-as opposed to a "Gibsonian" (Gibson, 1979) conceptualization, which conceives of the process in terms of holistic higher ordervariables-is supported by studies on the physiology of listening. Handel (1991) noted that speech and music seem to involve similar perceptual mechanisms. The auditory pathways involve different neural representations for various aspects of the acoustic signal (e.g., timing, frequency), which are kept separate until later stages of analysis. Perception of both speech and music requires the integration of these different representations, as implied by the lens model. Fourth, and as noted above, there is strong evidence of intercorrelations (i.e., redundancy) among acoustic cues. The redundancy between cues largely reflects the sound production mechanisms of the voice and of musical instruments. For instance, an increase in subglottal pressure (i.e., the air pressure in the lungs driving the speech) increases not only the intensity but also the F0 to some degree. Similarly, a harder string attack produces a tone that is both louder and sharper in timbre (the occurrence of these effects partly reflects fundamental physical principles, such as nonlinear excitation; Wolfe, 2002) .
The coding captured by Brunswik's (1956) lens model has one particularly important implication: Because the acoustic cues are intercorrelated to some degree, more than one way of using the cues might lead to a similarly high level of decoding accuracy (e.g., Dawes & Corrigan, 1974; Juslin, 2000) . The lens model might explain why we found accurate communication of emotions in vocal expression and music performance (see findings of metaanalysis in Results section) despite considerable inconsistency in code usage (see Tables 7-9); multiple cues that are partly redundant yield a robust communicative system that is forgiving of deviations from optimal code usage. Performers are thus able to communicate emotions to listeners without having to compromise their unique playing styles (Juslin, 2000) . Similarly, it may be expected that different actors communicate emotions successfully in different ways, thereby avoiding stereotypical portrayals of emotions in theater. However, this robustness comes with a price. The redundancy of the cues means that the same information is conveyed by many cues. This limits the information capacity of the channel (Juslin, 1998 ; see also Shannon & Weaver, 1949) . This may explain why encoders are able to communicate broad emotion categories but not finer nuances within the categories (e.g., Dowling & Harwood, 1986, chap. 8; Greasley, Sherrard, & Waterman, 2000; Juslin, 1997a; L. Kaiser, 1962; London, 2002) . A communication system of this type shows "compromise and a falling short of precision, but also the relative infrequency of drastic error" (Brunswik, 1956, p. 145 ). An evolutionary perspective may explain this characteristic: It is ultimately more important to avoid making serious mistakes (e.g., mistaking anger for sadness) than to be able to make more subtle discriminations between emotions (e.g., detecting different kinds of anger). Redundancy in the coding helps to counteract the degradation of acoustic signals during transmission that occur in natural environments because of factors such as attenuation and reverberation (Wiley & Richards, 1978) .
Accounting for induction of emotions. This review has revealed similarities in the acoustic cues used to communicate emotions in vocal expression and music performance. Can these find- ings also explain induction of emotions in listeners? We propose that listeners can become "moved" by music performances through a process of emotional contagion (Hatfield, Cacioppo, & Rapson, 1994) . Evidence suggests that people easily "catch" the emotions of others when seeing their facial expressions or hearing their vocal expressions (see Neumann & Strack, 2000) . If performances of music express emotions in ways similar to how voices express emotions, it follows that people could get aroused by the voicelike aspect of music. 13 Evidence that individuals do react emotionally to music as they do to vocal expressions of emotion comes from investigations using facial electromyography and self-reports to measure emotion (Hietanen, Surakka, & Linnankoski, 1998; Lundqvist, Carlsson, & Hilmersson, 2000; Neumann & Strack, 2000; Witvliet & Vrana, 1996; Witvliet, Vrana, & Webb-Talmadge, 1998) .
Some authors, however, have argued that music performances do not sound very much like vocal expressions, at least superficially (Budd, 1985, chap. 7) . Why, then, should individuals respond to music performances as if they were vocal expressions? One explanation is that expressions of emotion are processed by domain-specific and autonomous "modules" of the brain (Fodor, 1983) , which react to certain acoustic features in the stimulus. The emotion perception modules do not recognize the difference between vocal expressions and other acoustic expressions and therefore react in much the same way (e.g., registering anger) as long as certain cues (e.g., high speed, loud dynamics, rough timbre) are present in the stimulus. The modular view of information processing has been the subject of much debate in recent years (cf. Coltheart, 1999; Geary & Huffman, 2002; Ö hman & Mineka, 2001; Pinker, 1997) , although even some of its most ardent critics have admitted that special-purpose modules may indeed exist at the subcortical level of the brain, where much of the processing of emotion occurs (Panksepp & Panksepp, 2000) .
Although a modular theory of emotion perception in music remains to be fully investigated, limited support for such a theory in terms of Fodor's (1983) proposed characteristics of modules (see also Coltheart, 1999) comes from evidence (a) of brain dissociations between judgments of musical emotion and of musical structure (Peretz, Gagnon, & Bouchard, 1998 ; modules are domain-specific), (b) that judgments of musical emotions are quick ; modules are fast), (c) that the ability to decode emotions from music develops early (Cunningham & Sterling, 1988 ; modules are innately specified), (d) that processing in the perception of emotional expression is primarily implicit (Niedenthal & Showers, 1991 ; modules are autonomous), (e) that it is impossible to relearn how to associate expressive forms with emotions (Clynes, 1977, p. 45 ; modules are hard-wired), (f) that emotion induction through music is possible even if listeners do not attend to the music (Västfjäll, 2002 ; modules are automatic), and (g) that individuals react to music performances as if they were expressions of emotion (Witvliet & Vrana, 1996) despite knowing that music does not literally have emotions to express (modules are information capsulated).
One problem with the present approach is that it seems to ignore the unique value of music (Budd, 1985, chap. 7) . As noted by several authors, music is not only a tool for communicating emotion. Therefore, we must reach beyond this notion and explain why people listen to music specifically, rather than to just any expression of emotion. One way around this problem would be to identify ways in which musical expression is special (apart from occurring in music). Juslin (in press) argued that what makes a particular music performance of, say, the violin, so expressive is the fact that it sounds a lot like the human voice while going far beyond what the human voice can do (e.g., in terms of speed, pitch range, and timbre). Consequently, we speculate that many musical instruments are processed by brain modules as superexpressive voices. For instance, if human speech is perceived as angry when it has fast rate, loud intensity, and harsh timbre, a musical instrument might sound extremely angry in virtue of its even higher speed, louder intensity, and harsher timbre. The "attention" of the emotion-perception module is gripped by the music's voicelike nature, and the individual becomes aroused by the extreme turns taken by this voice. The emotions evoked in listeners may not necessarily be the same as those expressed and perceived but could be empathic or complementary (Juslin & Zentner, 2002) . We admit that these ideas are speculative, but we think that they merit further study given that similarities between vocal expression and music performance have been obtained. We emphasize that this is only one of many possible sources of musical emotions (Juslin, 2003; Scherer & Zentner, 2001 ).
Problems and Directions for Future Research
In this section, we identify important problems and suggest directions for future research. First, given the large individual differences in encoding accuracy and code usage, researchers must ensure that reasonably large samples of encoders are used. In particular, researchers must avoid studying only one encoder, because doing so may cause serious threats to the external validity of the study. For instance, it may be impossible to know whether the obtained findings for a particular emotion can be generalized to other encoders.
Second, researchers should pay closer attention to the precise contents to be communicated, preferably basing choices of emotion labels on theoretical grounds (Juslin, 1997b; Scherer, 1986) . Studies of music performance, in particular, have frequently included emotion labels without any consideration of what contents are theoretically or musically plausible. The results, both in terms of communication accuracy and consistency of code usage, are likely to differ greatly, depending on the emotion labels used (Juslin, 1997b) . This point is brought home by the low accuracy reported in studies that used more abstract labels, such as deep or sophisticated (Senju & Ohgushi, 1987) . Moreover, the use of more well-differentiated emotion labels, in terms of both quantity (Juslin & Laukka, 2001 ) and quality (Banse & Scherer, 1996) of emotion, could help to reduce some of the inconsistency in empirical findings.
Third, we recommend that researchers study encoding and decoding in a combined fashion such that the two aspects may be related. Only if encoding and decoding processes are analyzed in 13 Many authors have proposed that vocal and musical expression of emotion is especially effective in causing emotional contagion (EiblEibesfeldt, 1989, p. 691; Lewis, 2000, p. 270) . One possible explanation may be that hearing is the perceptual modality that develops first. In fact, because hearing is functional even prior to birth, some relations between acoustic patterns and emotional states may reflect prenatal experiences (Mastropieri & Turkewitz, 1999, p. 205). combination can a more complete understanding of the communicative process be reached. This is a prerequisite if one intends to improve communication (Juslin & Laukka, 2000) . Brunswik's (1956) lens model and the accompanying lens model equation (Hursch, Hammond, & Hursch, 1964) could be useful tools in attempts to relate encoding to decoding in vocal expression (Scherer, 1978 (Scherer, , 1982 and music performance (Juslin, 1995 (Juslin, , 2000 . The lens model shows that the success of any communicative process depends equally on the encoder and the decoder. Uncertainty is an unavoidable aspect of this process, and multiple regression analysis may be suitable for capturing the uncertain relationships among encoders, cues, and decoders (e.g., Hargreaves, Starkweather, & Blacker, 1965; Juslin, 2000; Roessler & Lester, 1976; Scherer & Oshinsky, 1977) .
Fourth, much remains to be done concerning the measurement of acoustic cues. There is an abundance of studies that analyze only a few cues, but there is an urgent need for studies that try to describe the complete set of cues. If not all relevant cues are captured, researchers run the risk of leaving out important aspects of the code. Estimates of the relative importance of cues are then likely to be grossly misleading. A challenge for future research is to go beyond the classic cues (pitch, speed, intensity) and try to analyze more subtle cues, such as continuously varying patterns of speed and dynamics. For assistance, researchers may use computer programs that allow them to extract characteristic timing patterns from emotion portrayals. These patterns might be used in synthesized sound sequences to examine their effects on listeners' judgments (Juslin & Madison, 1999) . Finally, researchers should take greater care in reporting the data for all acoustic cues and emotions. Many articles provide only partial reports of the data. This problem prevented us from conducting a meta-analysis of the results regarding code usage. By more carefully reporting data, researchers could contribute to the development of more precise quantitative predictions.
Fifth, studies of vocal expression and music performance have primarily been conducted in tightly controlled laboratory settings. Far less is known about these phenomena as they occur in more ecologically valid settings. In studies of vocal expression, a crucial question concerns how similar emotion portrayals are to natural expressions (Bachorowski, 1999) . Unfortunately, the number of studies that have used natural speech is too small to permit definitive conclusions. As regards music, certain authors have cautioned that performances recorded under experimental conditions may lead to different results than performances made under natural conditions, such as concerts (Rapoport, 1996) . Again, relevant evidence is still lacking. To conduct ecologically valid studies without sacrificing internal validity represents a challenge for future research.
Sixth, findings from analyses of acoustic cues should be evaluated in listening experiments using synthesized sound sequences to test specific hypotheses (Table 11 ). Because cues in vocal expression and music performance are probabilistic and intercorrelated to some degree, only by using synthesized sound sequences that are systematically manipulated in a factorial design can one establish that a given cue really has predictable effects on listeners' judgments of expression. Synthesized sound sequences may be regarded as computational models, which demonstrate the validity of proposed hypotheses by showing that they really work (Juslin, 1996; Juslin, 1997c; Juslin, Friberg, & Bresin, 2002; Murray & Arnott, 1993 . It should be noted that although encoders may not use a particular cue (e.g., vibrato, jitter) in a consistent fashion, the cue might still be reliably associated with decoders' emotion judgments, as indicated by listening tests with synthesized stimuli. The opposite may also be true: encoders may use a given cue in a consistent fashion, but decoders may fail to use this cue. This highlights the importance of studying both encoding and decoding aspects of the communicative process (see also Buck, 1984, chap. 5-7) .
Seventh, a greater variety of verbal or musical materials should be used in future research to maximize its generalizability. Researchers have often assumed that the encoding proceeds more or less independently of the material, but this assumption has been questioned (Cosmides, 1983; Juslin, 1998; Scherer, 1986) . Although some evidence of a dissociation between linguistic stress and emotion has been obtained (McRoberts, Studdert-Kennedy, & Shankweiler, 1995) , it seems unlikely that variability in cues (e.g., fundamental frequency, timing) that function linguistically as semantic and syntactic markers in speech (Scherer, 1979) and music performance (Carlson, Friberg, Frydén, Granström, & Sundberg, 1989) leaves the emotional expression completely unaffected. On the contrary, because most studies have included only one set of verbal or musical material, it is possible that inconsistency in previous data reflects interactions between materials and acoustic cues. Future research would arguably benefit from a closer study of such interactions (Cowie et al., 2001; Juslin, 1998, p. 50) .
Eighth, the use of forced-choice formats has been criticized on the grounds that listeners are provided with only a small number of response alternatives to choose from (Ekman, 1994; Izard, 1994; Russell, 1994) . It may be argued that listeners manage the task by forming exclusion rules or guessing, without thinking that any of the response alternatives are appropriate to describe the expression (e.g., Frick, 1985) . Those studies that have used free labeling of emotions, rather than forced-choice formats, indicate that communication is still possible, though the accuracy is slightly lower (e.g., Juslin, 1997a; L. Kaiser, 1962) . Juslin (1997a) suggested that what can be communicated reliably are the basic emotion categories but not specific nuances within these categories. It is desirable to use a wider variety of response formats in future research (see also Greasley et al., 2000) .
Finally, the two domains could benefit from studies of the neurophysiological substrates of the decoding process (Adolphs, Damasio, & Tranel, 2002) . For example, it would be interesting to explore whether the same neurological resources are used in decoding of emotions from vocal expression and music performance (Peretz, 2001) . It must be noted that if the neural circuitry used in decoding of emotion from vocal expression is also involved in decoding of emotion from music, this should primarily apply to those aspects of music's expressiveness that are common to speech and music performance; that is, cues like speed, intensity, and timbre. However, music's expressiveness does not derive solely from those cues but also from intrinsic sources of emotion (see having to do with the structure of the piece of music (e.g., harmony). Thus, it would not be surprising if perception of emotion in music involved neural substrates over and above those involved in perception of vocal expression. Preliminary evidence that perception of emotion in music performance involves many of the same brain areas as perception of emotion in vocal expression was reported by Nair, Large, Steinberg, and Kelso (2002) .
Concluding Remarks
Research on communication of emotions might lead to a number of important applications. First, research on vocal cues might be used to develop instruments for the diagnosis of different psychiatric conditions, such as depression and schizophrenia (S. Kaiser & Scherer, 1998) . Second, results regarding code usage might be used in teaching of rhetoric. Pathos, or emotional appeal, is considered an important means of persuasion (e.g., Lee, 1939) , and this article offers detailed information about the practical means to convey specific emotions to an audience. Third, recent research on communication of emotion might be used by music teachers to enhance performers' expressivity (Juslin, Friberg, Schoonderwaldt, & Karlsson, in press; Juslin & Persson, 2002) . Fourth, communication of emotions can be trained in music therapy. Proficiency in emotional communication is part of the emotional intelligence (Salovey & Mayer, 1990 ) that most people take for granted but that certain individuals lack. Music provides a way of training encoding and decoding of emotions in a fairly nonthreatening situation (for reviews, see Saperston, West, & Wigram, 1995) . Finally, research on vocal communication of emotion has implications for human-computer interaction, especially automatic recognition of emotion and synthesis of emotional speech (Cowie et al., 2001; Murray & Arnott, 1995; Schröder, 2001) .
In conclusion, a number of authors have speculated about an intimate relationship between vocal expression and music performance regarding communication of emotions. This article has reached beyond the speculative stage and established many similarities among the two channels in terms of decoding accuracy, code usage, development, and coding. It is our strong belief that continued cross-modal research will provide further insights into the expressive aspects of vocal expression and music performance-insights that would be difficult to obtain from studying the two domains in separation. In particular, we predict that future research will confirm that music performers communicate emotions to listeners by exploiting an acoustic code that derives from innate brain programs for vocal expression of emotions. In this sense, at least, music may really be a form of heightened speech that transforms feelings into "audible landscape."
