Jensen's inequality is important for obtaining inequalities for divergence between probability distribution. By applying a refinement of Jensen's inequality (Horváth et al. in Math. Inequal. Appl. 14:777-791, 2011) and introducing a new functional based on an f -divergence functional, we obtain some estimates for the new functionals, the f -divergence, and Rényi divergence. Some inequalities for Rényi and Shannon estimates are constructed. The Zipf-Mandelbrot law is used to illustrate the result. In addition, we generalize the refinement of Jensen's inequality and new inequalities of Rényi Shannon entropies for an m-convex function using the Montgomery identity. It is also given that the maximization of Shannon entropy is a transition from the Zipf-Mandelbrot law to a hybrid Zipf-Mandelbrot law.
Introduction and preliminary results
The most commonly used words, the largest cities of countries, income of a billionaire can be described in terms of Zipf 's law. The f -divergence means the distance between two probability distributions by making an average value, which is weighted by a specified function. As f -divergence, there are other probability distributions like Csiszar fdivergence [12, 13] , some special case of which are Kullback-Leibler-divergence used to find the appropriate distance between the probability distributions (see [20, 21] ). The notion of distance is stronger than that of divergence because it gives the properties of symmetry and triangle inequalities. Probability theory has applications in many fields, and the divergence between probability distributions has many applications in these fields.
Many natural phenomena, like distribution of wealth and income in a society, distribution of Facebook likes, distribution of football goals, follow the power law distribution (Zipf 's law). Like above phenomena, the distribution of city sizes also follows the power law distribution. In [4] Auerbach was the first who gave the idea that the distribution of city sizes can be well approximated by using the Pareto distribution (power law distribution). Many researchers refined this idea. However, Zipf [29] has done notable work in this field. Rosen and Resnick [27] , Black and Henderson [5] , Ioannides and Overman [19] , Soo [28] , Anderson and Ge [3] , and Bosker et al. [6] investigated the distribution of city sizes of the urban economics. It means that the product of the rank appears and city sizes are roughly constant. This shows that population of the nth city is 1 n of the largest city population. This rule is named rank, size rule and is also called Zipf 's law. Hence Zipf 's law does not only show that the city size distribution follows the Pareto distribution.
By using an f -divergence functional, Horváth et al. in [17] introduced a new functional and obtained some estimates for that functional, the Rényi divergence, and f -divergence applying a cyclic refinement of Jensen's inequality. Also they obtained some new inequalities for Shannon and Rényi entropies; also they used the Zipf-Mandelbrot law to illustrate some results.
The inequalities involving higher order convexity are used by many physicists in higher dimension problems since the founding of higher order convexity by Popoviciu (see [25, p. 15] ). It is quite an interesting fact that there are some results that are true for convex functions, but when we discuss them in higher order convexity, they do not remain valid.
In [25, p. 16] , the following criterion is given to check the m-convexity of the function: If f (m) exists, then f is m-convex if and only if f (m) ≥ 0.
In recent years many researchers have generalized the inequalities for m-convex functions; for example, Butt et al. generalized the Popoviciu inequality for an m-convex function using Taylor's formula, Lidstone polynomial, Montgomery identity, Fink's identity, Abel-Gonstcharoff interpolation, and Hermite interpolating polynomial (see [7] [8] [9] [10] [11] ).
Since many years Jensen's inequality has received great interest. The researchers have given the refinement of Jensen's inequality by defining some new functions (see [16, 18] ). Like many researchers Horváth and Pecarić in [14, 18] (see also [15, p. 26] ) gave a refinement of Jensen's inequality for convex functions. They defined some essential notions to prove the refinement given as follows:
Suppose X to be a set, P(X) denotes the power set of X, |X| denotes the number of elements of X, and N denotes the nonnegative integers.
Consider q ≥ 1 and r ≥ 2 to be fixed integers. For each I ∈ P({1, . . . , q} r ), let
(H 1 ) Let n, m be fixed positive integers such that n ≥ 1, m ≥ 2, and let I m be a subset of {1, . . . , n} m such that
Introduce the sets I l ⊂ {1, . . . , n} l (m -1 ≥ l ≥ 1) inductively by
Obviously, the sets I 1 = {1, . . . , n} by (H 1 ) and this ensures that α
For m ≥ l ≥ 2, and for any (j 1 , . . . , j l-1 ) ∈ I l-1 , let
With the help of these sets, they define the functions η I m ,l :
They define some special expressions for 1 ≤ l ≤ m as follows: 
By using the differences of inequalities in (1), we define some new functionals as follows:
Under the assumptions of Theorem 1.1, we have
Inequalities (4) are reversed if f is concave on I. The Montgomery identity via Taylor's formula is given in [1] and [2] .
Then the following identity holds:
where
whereR
In case m = 1, the sum m-2 k=0 . . . is empty, so (5) and (7) reduce to the well-known Montgomery identity (see [24] )
where p(x, u) is the Peano kernel defined by
Inequalities for Csiszár divergence
In [12, 13] Csiszár introduced the following notion.
Definition 1 Let f : R
+ → R + be a convex function, let r = (r 1 , . . . , r n ) and q = (q 1 , . . . , q n ) be positive probability distributions. Then the f -divergence functional is defined by
And he stated that by defining
we can also use the nonnegative probability distributions. In [17] , Horvath et al. gave the following functional on the basis of previous definition.
Definition 2 Let I ⊂ R be an interval, and let f : I → R be a function, let r = (r 1 , . . . , r n ) ∈ R n and q = (q 1 , . . . , q n ) ∈ (0, ∞) n such that r s q s ∈ I, s = 1, . . . , n.
Then we define the sum asÎ f (r, q) aŝ
We apply Theorem 1.1 toÎ f (r, q).
Theorem 2.1 Assume (H 1 ), let I ⊂ R be an interval, and let r = (r 1 , . . . , r n ) and q = (q 1 , . . . , q n ) be in (0, ∞) n such that r s q s ∈ I, s = 1, . . . , n.
If f is a concave function, then the inequality signs in (12) are reversed.
where 
And taking the sum n s=1 q i , we have (12). (ii) Using f := id f (where "id" is the identity function) in Theorem 1.1, we have 
On taking sum n s=1 q s on both sides, we get (14).
Inequalities for Shannon entropy
Definition 3 (See [17] ) Let r = (r 1 , . . . , r n ) be a positive probability distribution, the Shannon entropy of r is defined by
n , and suppose that the base of log is greater than 1, then
And in case log is between 0 and 1, then the reverse sign of inequalities holds in (19) . (ii) Suppose that the base of log is greater than 1, if q = (q 1 , . . . , q n ) is a positive probability distribution, then
Proof (i) Using f := log and r = (1, . . . , 1) in Theorem 2.1(i), we get (19) .
(ii) It is the special case of (i).
Definition 4 (See [17] ) Let r = (r 1 , . . . , r n ) and q = (q 1 , . . . , q n ) be positive probability distributions, the Kullback-Leibler divergence between r and q is defined by 
And in case log is between 0 and 1, then the reverse sign of inequalities holds in (23). (ii)
Suppose that the base of log is greater than 1, if r = (r 1 , . . . , r n ) and q = (q 1 , . . . , q n ) are two positive probability distributions, then
And in case log is between 0 and 1, then the reverse sign of inequalities holds in (24) .
Proof (i) On taking f := log in Theorem 2.1(ii), we get (23).
(ii) It is a special case of (i).
Inequalities for Rényi divergence and entropy
In [26] Rényi divergence and entropy is given as follows.
Definition 5
Let r := (r 1 , . . . , r n ) and q := (q 1 , . . . , q n ) be positive probability distributions, and let λ ≥ 0, λ = 1.
(a) The Rényi divergence of order λ is defined by
(b) The Rényi entropy of order λ of r is defined by
The Rényi divergence (25) and the Rényi entropy (26) can also be extended to nonnegative probability distributions. Note that lim λ→1 D λ (r, q) = D(r, q) and lim λ→1 H λ (r) = S.
The next two results are given for Rényi divergence.
Theorem 4.1 Assume (H 1 ), let r = (r 1 , . . . , r n ) and q = (q 1 , . . . , q n ) be probability distributions.
, and the base of log is greater than 1, then
m,m ≤ A [7] m,m-1 ≤ · · · ≤ A [7] m,2 ≤ A [7] m,1 = D μ (r, q), (27) where
And in case log is between 0 and 1, then the reverse sign of inequalities holds in (27) . (ii) If the base of log is greater than 1 and μ > 1, then
Here, the exp and log functions have the same bases, and if the base of log is in the interval (0, 1), then the reverse sign of inequalities holds in (28) . (iii) If 0 ≤ λ < 1, and the base of log is greater than 1, then D λ (r, q) ≤ A [9] m,m ≤ A [9] m,m-1 ≤ · · · ≤ A [9] m,2 ≤ A [9] m,1 = D 1 (r, q), (29) where
Proof By taking I = (0, ∞), f : (0, ∞) → R, f (t) := t 
if either 0 ≤ λ < 1 < β or 1 < λ ≤ μ, and the reverse inequality in (31) holds if 0 ≤ λ ≤ β < 1. By raising to power 
Since the log function is increasing for the base greater than 1, therefore on taking log in (32) we get (29) . And the log function is decreasing for the base between 0 and 1, in this case on taking log in (32) we get the reverse sign in (27) . If λ = 1 and β = 1, we have (ii) and (iii) respectively by taking limit. [10] m,1 ≤ A [10] m,2 ≤ · · · ≤ A [10] m,m-1 ≤ A [10] m,m
where A [10] m,m = 1 (λ -1) The inequalities in (33) are reversed if either 0 ≤ λ < 1 and the base of log is between 0 and 1, or 1 < λ and the base of log is greater than 1.
Proof Here we prove for 0 ≤ λ < 1 and base when the base of logis greater than 1, the other case can be proved by following similar steps. Since 
and this gives the upper bound for D λ (r, q).
Since x → x log(x) (x > 0) is a convex function for base of log log log log greater than 1, also ) be a discrete probability distribution. (H 1 ), let r = (r 1 , . . . , r n ) and q = (q 1 , . . . , q n ) be positive probability distributions.
Corollary 4.3 Assume
(i) If 0 ≤ λ ≤ μ, λ, μ = 1, and the base of log is greater than 1, then
m,m ≥ A [12] m,m ≥ · · · ≥ A [12] m,2 ≥ A (ii) If 1 < μ and the base of log is greater than 1, then
m,m ≥ A [13] m,m-1 ≥ · · · ≥ A [13] m,2 ≥ A [13] 
The inequalities in (38) are reversed if the base of log is between 0 and 1.
, then from (25) we have
therefore we have
Now, using Theorem 4.1(i) and (41), we get
(ii) and (iii) can be proved similarly. (H 1 ) and let r = (r 1 , . . . , r n ) and q = (q 1 , . . . , q n ) be positive probability distributions.
Corollary 4.4 Assume
If either 0 ≤ λ < 1 and the base of log is greater than 1, or 1 < λ and the base of log is between 0 and 1, then
The inequalities in (43) are reversed if either 0 ≤ λ < 1 and the base of log is between 0 and 1, or 1 < λ and the base of log is greater than 1.
Proof The proof is similar to Corollary 4.3 by using Theorem 4.2.
Inequalities by using Zipf-Mandelbrot law
In [22] the Zipf-Mandelbrot law is defined as follows.
Definition 6
The Zipf-Mandelbrot law is a discrete probability distribution depending on three parameters q ∈ [0, ∞), N ∈ {1, 2, . . .}, and t > 0, and it is defined by
The inequalities in (49) are reversed if the base of log is between 0 and 1.
Shannon entropy, Zipf-Mandelbrot law and hybrid Zipf-Mandelbrot law
Here we maximize the Shannon entropy using the method of Lagrange multiplier under some equation constraints and get the Zipf-Mandelbrot law. Remark 6.2 Observe that the Zipf-Mandelbrot law and Shannon entropy can be bounded from above (see [23] ). 
Proof First consider J = {1, . . . , N}, we set the Lagrange multiplier and consider the expres- Remark 6.4 Observe that for the Zipf-Mandelbrot law, Shannon entropy can be bounded from above (see [23] ). Under the assumption of Theorem 2.1(i), define the nonnegative functionals as follows:
Under the assumption of Theorem 2.1(ii), define the nonnegative functionals as follows:
Under the assumption of Corollary 3.1(i), define the following nonnegative functionals:
Under the assumption of Corollary 3.1(ii), define the following nonnegative functionals given as
Under the assumption of Corollary 3.2(i), let us define the nonnegative functionals as follows:
Under the assumption of Corollary 3.2(ii), define the nonnegative functionals as follows:
Under the assumption of Theorem 4.1(i), consider the following functionals:
m,r -A [7] m,k , 1≤ r < k ≤ m.
Under the assumption of Theorem 4.1(ii), consider the following functionals:
Under the assumption of Theorem 4.1(iii), consider the following functionals:
m,r -A [9] m,k , 1≤ r < k ≤ m.
Under the assumption of Theorem 4.2, consider the following nonnegative functionals:
Under the assumption of Corollary 4.3(i), consider the following nonnegative functionals:
Under the assumption of Corollary 4.3(ii), consider the following functionals:
m,r , r = 1, . . . , m,
Θ 28 (f ) = A [13] m,k -A [13] m,r , 1≤ r < k ≤ m.
Under the assumption of Corollary 4.3(iii), consider the following functionals:
Θ 30 (f ) = A [14] m,k -A [14] m,r , 1≤ r < k ≤ m.
Under the assumption of Corollary 4.4, define the following functionals:
Θ 31 = A [15] m,r -H λ (r), r = 1, . . . , m,
Θ 32 = A [15] m,r -A [15] m,k , 1≤ r < k ≤ m,
Θ 33 = H λ (r) -A [16] m,r , r = 1, . . . , m,
Θ 34 = A [16] m,k -A [16] m,r , 1≤ r < k ≤ m,
Θ 35 = A [15] m,r -A [16] m,k , r = 1, . . . , m, k = 1, . . . , m.
7 Generalization of the refinement of Jensen's, Rényi, and Shannon type inequalities via Montgomery identity
We construct some new identities with the help of the generalized Montgomery identity (5).
(ii) By using the linearity of Θ i (f ), we can write the right-hand side of (84) in the form Θ i (λ). As λ is supposed to be convex, therefore the right-hand side of (84) is nonnegative, so Θ i (f ) ≥ 0. 
Proof Using (7) in (2), (3), and (50)- (82), we get identity (85). Remark 7.6 We can get a similar result as that given in Theorem 7.3.
Remark 7.7 We can give related mean value theorems, also construct the new families of m-exponentialy convex functions and Cauchy means related to the functionals Θ i , i = 1, . . . , 35, as given in [7] .
