This article is concerned with domain decomposition for kinetic and hydrodynamic equations. Coupling conditions at the interface between the equations are developed and investigated. In particular for nonequilibrium situations at the interface new coupling conditions are developed by considering interface layers. This leads to kinetic linear half space problems. A fast procedure to solve these problems is given.
Introduction
Kinetic equations are used for example to model hypersonic gas ows, neutron transport phenomena and ultra integrated semiconductor devices. However, when the mean free path of the particles becomes small, all numerical methods for kinetic equations become exceedingly expensive in computing time. Therefore, the usual hydrodynamic equations, which are computationally much cheaper, should be used whenever possible. In other words they should be used near local equilibrium states, in situations where the local mean free path is small and outside of shock and boundary layers. These considerations prompt the use of domain decomposition strategies, where the kinetic equation is to be solved only in regions others than those mentioned above. First the regions described by the hydrodynamic equations have to be determined. This is usually done using a rough a priori knowledge of the physical situation. There are also some approaches to an automatic detection of the interface region. The next major problem is the matching of the kinetic domain with the hydrodynamic domain. This question is far from being an easy one, as the equations to couple and the numerical schemes used to solve them are of very di erent nature. The approach usually employed in numerical procedures to solve the coupling problem for kinetic and hydrodynamic equations is the following: The coupling conditions at the interface are determined by equalizing the moments or uxes at the interface between kinetic and hydrodynamic regions. These conditions lead to a reasonable coupled solution for near equilibrium situations at the interface. However, in general the location of the regions, where the macroscopic equations are strictly valid, is not known exactly. Moreover, in applications one tries to extend the region, where the macroscopic equations are solved, as much as possible to gain computing time. This leads in general to a location of the interface in regions, where the distribution function is not near a local equilibrium state. The macroscopic equations are not strictly valid there. In this case the above conditions do not lead to accurate enough results and different conditions should be used. For work on the coupling of Boltzmann-and gas dynamics equations, see (among other references
The present paper is organized as follows: In section 2 we state the equations and the domain decomposition problem. In section 3 we consider near equilibrium states at the interface. Section 4 is concerned with nonequilibrium states at the interface. Here the matching requires a more exact analysis. As a general principle, the matching can be done by modelling the interface region by a transition layer where some \intermediate equation" (e.g., the linearized Boltzmann equation) is solved, see 6] and 7]. This leads to a kinetic linear half space problem. The asymptotic values and the outgoing ux of the solution of this problem determine the coupling conditions at the interface. Obviously the direct solution of the half space problem would be much too expensive. Moreover from the above we see that only the asymptotic states and the outgoing uxes are really required. This leads to the development of a fast numerical scheme which computes approximately these two things by a Chapman Enskog type expansion procedure. It makes the approach reasonable from a numerical point of view. We describe it roughly in section 5. In the last section numerical examples for the 3-dimensional BGK model and for a kinetic semiconductor equation with relaxation time approximation are shown, comparing the di erent types of coupling conditions. where K is an integral operator and = (v). Q has 5 collision invariants. See e.g. 8] for an exact statement and a discussion of the equation.
In the second case we consider the equations
The collision operator is of the same form as above, however, there is only one collision invariant. Moreover a di erent space time scaling is used. An electric eld E 2 R 3 is included in the equation. This equation is used in the semiconductor or neutron transport case, see 9]. The global kinetic solution is then de ned by the solution of the above equations in D i with appropriate initial and boundary conditions. We assume that the kinetic solution is continuous at the interface, i.e. we do not attempt to match the two equations in regions, where the kinetic solution allows for discontinuities. The interface condition is therefore simply continuity of the distribution functions forx 2 I f 1 (x; v; t) = f 2 (x; v; t):
The mean free path 2 = in D 2 is now assumed to be small such that an approximation of the kinetic equation by its associated hydrodynamic equation is valid there. In the rst case this is the linearized Euler equation, see 10]. In the second case it is the drift di usion equation, see 9]. The Euler equation linearized around the constant state (1; u; T ) is
with (x; t) = ( ; u; T )(x; t) and for example (4) is solved with the appropriate initial and boundary conditions. Equiping these equations with coupling conditions at the interface I will lead to a properly stated problem. The solution depends however strongly on the type of coupling conditions employed. In the next sections we discuss several possibilities and investigate them. in the rst case, i.e. for equation (1) coupled with (3). In the second case, i.e. equation (2) where h = (h 1 ; h 2 ; h 3 ) and h i is the solution of
Using a zeroth order approximation in the second case leads to obviously wrong results as can be seen by simple examples. Using these functions, one determines the boundary conditions for the hydrody- the equality of uxes. Due to the number of necessary boundary conditions for the Euler equations one has to choose the correct number of conditions in the rst case. The ingoing function for the Boltzmann region is for (v + u) n < 0 choosen as f 1 (x; v; t) = f macro (x; v; t): In the second case only the rst equation of the above systems with u = 0 is used, the ingoing function for v n < 0 is also f macro . The solution of equation (1) or (2) in D 1 and (3) or (4) in D 2 with the initial, boundary and coupling conditions as above is the solution of the coupling problem. It can be found numerically by a standard iteration procedure.
Coupling Conditions for Nonequilibrium States
In contrast to section 3 non equilibrium situations might prevail here at the interface between the two domains. As mentioned before the above coupling conditions usually do not lead to accurate enough results. In particular, the equality of moments condition may lead even in simple cases to not very good results. See 2] for the simple, but practically relevant example of planar Couette ow.
We use here not only an asymptotic expansion in the bulk of the domain, but also on the boundaries and interfaces to develop the correct conditions. This includes an analysis of the interface layer between the two domains.
Moreover, we remark that for the situations considered in the last section the conditions developed there and the conditions found in this section yield the same results.
Proceeding similarly as in the usual boundary layer treatment, see 11, 12, 13, 14, 9] , one assumes the macroscopic distribution function in D 2 to be the same as in the last section plus an additional interface layer term concentrated around the interface I with a thickness of the order of a mean free path: for (v + u) n(x) > 0. This follows from the assumption of continuity of the distribution functions at the interface: f 1 (x; v; t) = f new macro (x; v; t): We mention again, that we are not considering discontinuities of the kinetic distribution function at the interface.
We start by considering the rst case (Equations (1) and (3)). One needs atx for the Euler system 0; 1; 4 or 5 boundary conditions for the characteristic variables according to the value of u n , i.e. u n < ?c; ?c < u n < 0; 0 < u n < c or u n > c. Here and in the following we assume u n 6 = 0; c; ?c. We discuss the procedure in more detail for j u nj > c. For u n < ?c the situation is more simple. We do not need any boundary condition atx for Eulers equation in D 2 . To solve the half space problem, however, 5 constraints on the solution are necessary. Comparing the above function f macro with parameters ; u; T given by the solutions of Eulers equations, with the asymptotic value (1; v; t), we get the necessary number of constraints. We can then solve the half space problem, which yields f 1 (x; v; t) = (0; v; t); (v + u) n < 0. Restricting in the second case (Equations (2) and (4)) for simplicity of writing to E = 0 we solve (5) with u = 0 without any constraints and with the ingoing function f 1 . After some calculation it can be seen that one has to compare the asymptotic value (1; v; t) = a 1 (t) M (v) with
where L(x; k( )) M (v) is the asymptotic value of the half space problem (5) with u = 0 atx with ingoing function k. This means, that the boundary condition for the drift di usion equation is given by (x; t) = a 1 (t) + L(x; h( )) r x (x; t)
The ingoing function for the kinetic region is forx 2 I and v n(x) < 0 f 1 (x; v; t) = (0; v; t) ? h(v) r x (x; t) For a derivation of these coupling conditions see 7, 16] as well as for a proof of their validity.
The main task is now to nd a computationally reasonable -remark that the half space problem has to be solved at each point of the interface -yet accurate procedure to determine asymptotic states and outgoing distribution of the halfspace problem. This will be done in the next section.
We mention nally, that the scheme developed in the next section contains the equality of uxes conditions as a rst step. In this way these conditions can be viewed as a rst approximation to the solution of the above layer problem. We restrict in the following to u 1 > 0 and assume for simplicity T = 1. As already stated in the last section we need for u 1 > c no additional condition for the equation to obtain a unique solution. For 0 < u 1 < c one condition is We will develop now a numerical scheme to compute a 1 ; b 1 ; c 1 .
We consider (6) with the condition, that which is the closest analogue to the conditions following equation (8) .
This procedure can be iterated and we end up with an approximating series 1 + : : : + n . During the iteration steps inhomogeneous second order equations have to be solved instead of the above NavierStokes system. By transforming v ! ?v and u 1 ! ? u 1 backwards we get an approximation for the solution (y; v)of (7) . The invariance in y of < (v 1 + u 1 ) (y; v) (y; v) M ?1 >; which can be easily seen using the selfadjointness of the collision operator Q, and the invariance of 6 Numerical Examples
In this section we investigate the coupling conditions in Section 2 and 3 numerically. The coupling conditions obtained by the analysis of the kinetic half space problem are determined by the rst step of the numerical scheme mentioned in the introduction and described roughly in section 5.
We consider a slab D between x 1 = 0 and x 1 = 1 and as mentioned above a situation with equal mean free paths in both domains. In the rst two gures the 3-dimensional BGK model is considered. In D 1 , i.e. x 1 2 0; 0:02] we consider equation (1) is considered. The electric eld E was taken as E = (3; 0; 0). As before a stationary state is shown. We plot again the global kinetic solution with mean free paths 1 = 0:01 = 2 . Moreover the solution of the coupling problem is shown, i.e., the solution of the kinetic equation (2) The advantage of a more exact analysis at the interface is clearly seen in both cases. 
