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SYMPLECTIC CURVATURE FLOW REVISTED
CASEY LYNN KELLEHER
Abstract. We continue studying a parabolic flow of almost Ka¨hler structures introduced by
Streets and Tian which naturally extends Ka¨hler–Ricci flow onto symplectic manifolds. In the
system of primarily the symplectic form, almost complex structure, Chern torsion and Chern con-
nection, we establish new formulas for the evolutions of canonical quantities, in particular those
related to the Chern connection. Using this, we give an extended characterization of fixed points
of the flow originally performed in [ST11].
1. Introduction
In [ST11] Streets and Tian introduced a curvature flow to investigate the topology and geometry of
symplectic manifolds. In this work, we continue their analysis with a focus on further understand-
ing the flow and corresponding evolutions of canonical quantities by providing new formulations
and perspectives.
We first recall the fundamentals of this particular flow. For a given symplectic manifold
(
M2n, ω
)
,
one can choose a compatible almost complex structure to form an almost Ka¨hler manifold (M2n, J, ω).
The symplectic curvature flow is a coupled degenerate parabolic system given by{
∂ωt
∂t = −Pt ω0 = ωt|t=0
∂Jt
∂t = −
[
P2,0+0,2t −2Jt Rc
2,0+0,2
t
]
g−1t J0 = Jt|t=0 ,
where P is the curvature form of the Hermitian connection on the anticanonical bundle induced by
the Chern connection. By Chern–Weil theory P is closed and a multiple of the representative of
c1 (M,J). The resultant metric evolution is
(1.1) ∂gt∂t = −2Rct+2Bt g0 ≡ gt|t=0 ,
where
(1.2) B , 14 B
1−12 B
2, B1ij , g
klgmn (DiJ
m
k ) (DjJ
n
l ) , B
2
ij , g
klgmn (DkJ
m
i )
(
DlJ
n
j
)
.
In [ST11], the authors demonstrate short time existence and characterize the long time existence
obstruction in terms of the behavior of the Riemannian tensor (cf. [ST11] Theorems 1.6, 1.10) and
classify generalizations of fixed points in dimCM = 2 (cf. Corollary 9.5 of [ST11]).
This work proceeds with an underlying theme of reexamining symplectic curvature flow primarily
in terms of the Chern connection (Chern derivatives, curvature and torsion). We provide useful
perspectives on identities in Ka¨hler geometry, particularly along the flow, and showcase naturality
and tractability of symplectic curvature flow while setting crucial groundwork for future pursuits.
Date: August 30, 2018.
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1.1. Outline of paper and statement of main results. In §2, after pinning down conventions,
we establish curvature identities relating Levi–Civita and Chern quantities. These all are indepen-
dent of the flow and are generally useful for computations in almost Ka¨hler geometry. In §3, we
establish general variational formulas for curvature and torsion quantities. In §4, we explore vari-
ations of canonical objects along the flow. A key consequence of our Chern connection framework
is a drastic simplification of Proposition 6.1 of [ST11] (reducing the J flow from 11 terms to 1):
Proposition A. Along symplectic curvature flow the almost complex structure evolves by(
∂J
∂t
)k
i
= 4ωre
(
∇rτ
k
ei
)
.(1.3)
Interestingly, the quantity by which J flows appears in the variation of |τ |2 (cf. Lemma 3.2). This
yields a clean expression for the evolution of |τ |2 along symplectic curvature flow (cf. Proposition
7.8 of [ST11]).
Theorem B. Along symplectic curvature flow the norm of the Chern torsion tensor evolves by(
∂
∂t −∆
)
|τ |2 = |B|2 − 2 |∇τ |2 − 4gapgbqgdrΩerpq (τedcτabc + τcdeτacb + τcedτacb) ,
and in particular, when dimCM = 2,(
∂
∂t −∆
)
|τ |2 = −2 |∇τ |2 − 4gdrgapgbqΩerpq (τedcτabc + 2τcedτacb) .
Corollary B. Let
(
M4, ω0, J0
)
be an almost Ka¨hler manifold. There is a unique solution to
symplectic curvature flow on a maximal time interval [0, σ). Furthermore, if σ <∞ then
lim sup
t→σ
|Ω|C0 =∞.
Since the Chern connection naturally ties together g and J , one may consider this demonstration
of ‘Chern control’ (in contrast to control by the Riemannian curvature in Theorem 1.10 of [ST11])
to be more natural. An application of Theorem B lies within the evolution computation of Chern
scalar curvature.
Theorem C. Along symplectic curvature flow the Chern scalar curvature evolves by(
∂
∂t −∆
)
̺ = 4 |Rc−B|2 + 2∆ |τ |2 + 4gipgjq (∇j∇i Bpq) + 16g
apgregbqgrc (∇a∇rτebc) τpqr.(1.4)
The variations of τ and J along the flow play a key role in §5 regarding our rigidity result, where
we build on Corollary 9.5 of [ST11] concerning the classification of static structures of the flow (cf.
Proposition 5.1) by utilizing Sekigawa’s formula.
Acknowledgements. The author thanks Gang Tian and Jeffrey Streets for motivating her to
explore this topic and for their endless support. She thanks Yury Ustinovskiy for stimulating
conversations.
2. Background
Since an almost Ka¨hler manifold (M,g, J) is almost Hermitian, we have that the presence of g-
compatibility and a symplectic form ω, given respectively by (with local coordinate representation):
g (X,Y ) = g (JX, JY ) gij = J
a
i J
b
j gab,
ω (X,Y ) , g (JX, Y ) ωij = J
a
i gja.
(2.1)
We adhere to the conventions of Gauduchon and Kobayashi–Nomizu ([KN96], [Gau97] pp.259 above
(1.1.3)). In coordinates, resultant identities are:
gij = J
s
i ωjs g
ij = J isω
js ωij = J isg
js, J
j
i
= ωjsgis = ωisg
js ωacωcb = δ
a
b.(2.2)
SYMPLECTIC CURVATURE FLOW REVISTED 3
Recall the following decomposition of elements of (T ∗M)⊗2 into two types:
A
2,0+0,2
ij =
1
2
(
Aij − J
s
i J
u
j Asu
)
,
A
1,1
ij
= Aij −A
2,0+0,2
ij
= 12
(
Aij + J
s
i J
u
j Asu
)
.
(2.3)
We introduce the coordinate expression of the Nijenhuis tensor. In accordance with ([KN96] pp.123-
124), set
(2.4) N ijk , 2
(
J
p
j
(
∂pJ
i
k
)
− Jpk
(
∂pJ
i
j
)
− J ip
(
∂jJ
p
k
)
+ J ip
(
∂kJ
p
j
))
.
Set Nijk , N
l
ijglk and note N is type (3, 0 + 0, 3), and so (2, 0 + 0, 2) in each pair of indices:
(2.5) Nijk = −NibcJ
b
j J
c
k = −J
a
i J
b
jNabk.
Since (M,g, J) is almost Ka¨hler, we have that ω is closed.
(2.6) 0 = (dω)ijk = ∂iωjk + ∂jωki + ∂kωij.
This small fact is the crucial underpinning of many facts. One consequence is a characterization of
the Chern connection for almost Ka¨hler manifolds as the unique connection ∇ = ∂ +Υ such that
(2.7) ∇ω ≡ 0, ∇J ≡ 0, τ1,1∇ ≡ 0,
where τ∇ denotes the torsion tensor of ∇, a section of Λ
2 ⊗ TM , and τ1,1∇ is the projection of
the vector valued torsion two-form onto the space of (1, 1)-forms. The latter identity expressed in
coordinates is
τkij , Υ
k
ij −Υ
k
ji = −J
a
i J
b
j τ
k
ab.
Denote the negative contorsion tensor of the Chern connection (the gap between Levi-Civita and
Chern connections) by
(2.8) Θkij , (D −∇)
k
ij = (Γ−Υ)
k
ij = −
1
2
(
DiJ
k
p
)
J
p
j .
From [KN96] we may identify N as a Levi-Civita derivative of ω, which yields a characterization
of Θ:
Proposition 4.2 of [KN96] (AK). 1Suppose
(
M2n, g, J
)
is an almost Ka¨hler manifold. Then
(2.9) 4 〈(DXJ)Y,Z〉 = 〈N (Y,Z) , JX〉 , that is, N
k
ij = 4ω
kp (Dpωij) and Diωjk =
1
4ωipN
p
jk
.
Corollary 2.1. From (2.8) it follows that
(2.10) 8Θijk = Njki.
Proof. We carefully compute
Θyni = −
1
2
(
DnJ
y
p
)
J
p
i (2.8)
Θnim = −
1
2
(
DnJ
y
p gym
)
J
p
i (multiply by g)
= −12 (Dnωpm) J
p
i (2.1)
= −18ωneN
e
pmJ
p
i Proposition 4.2 of [KN96]
= −18
(
JevωneN
v
umJ
u
p
)
J
p
i (2.5)
= 18Nimn,
relabeling yields the result. 
This characterization results in an identification of the Nijenhuis tensor with the Chern torsion.
1We mark results in the literature which are restricted to the almost Ka¨hler setting with an ‘(AK)’.
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Theorem 3.4 of [KN96]. If (M,g, J) is almost Ka¨hler then N = 8τ .
Corollary 2.2. The torsion tensor is of type (3, 0 + 0, 3) and thus (2, 0 + 0, 2) in pairwise indices,
so
τijk = −τjik, τijk = −τisrJ
s
j J
r
k = −J
p
i J
q
j τpqk.
Corollary 2.3. The following contractions are type (1, 1):
gabgcdτiacτjbd g
abgcdτiacτjdb g
abgcdτaciτbdj
ωabgcdτiacτjbd ω
abgcdτiacτjdb ω
abgcdτaciτbdj.
Remark 2.4. This fact comes from Lemma 2.2 combined with (2.1), and represents all combina-
tions of two Chern torsion tensors in (T ∗M)⊗2.
The combination of Proposition 4.2 of [KN96], Corollary 2.1 and Theorem 3.4 of [KN96] yield,
roughly speaking, equivalence between DJ , N , Θ and τ . We phrase our work primarily in terms
of τ .
Proposition 2.5. An almost Ka¨hler manifold such that τ∇ ≡ 0 is Ka¨hler.
We close this discussion with some useful identities regarding the Chern torsion tensor.
Lemma 2.6. Any trace of τ , with respect to g, ω, or J , is zero. More precisely
gabτabc = g
bcτabc = ω
abτabc = ω
bcτabc = J
b
aτ
a
cb ≡ 0.
Proof. This follows from type arguments via (2.1) and Corollary 2.2. 
Lastly we state a crucial Bianchi type identity for torsion which will be key to many manipulations.
Proposition 2 of [Gau97] (AK). For an almost Ka¨hler manifold
0 ≡ τijk + τjki + τkij.
2.1. Identities of B terms. Using the preliminaries above, we record Chern expressions of the B
terms featured in (1.2) from [ST11], as they are prevalent throughout our work.
Lemma 2.7. We have that
B1ij = 4g
klgwvτvkiτwlj, B
2
ij = 4gmng
wvτnivτ
m
jw, Bij = −2τ
w
ikτ
k
jw.
Proof. We will first manipulate B2. In this case we have that
B2ij = g
klgmn (DkJ
m
i )
(
DlJ
n
j
)
(1.2)
= gklgmn (2ω
vmτvik) (2ω
wnτwjl) Corollary 4.2 of [KN96]
= 4gklgwvτvikτwjl (2.1)
= 4gmng
wvτnivτ
m
jw.
Next we manipulate B1, first generating the expression described above and then characterizing B.
1
2 B
1
ij =
1
2g
klgmn (DiJ
m
k ) (DjJ
m
l ) (1.2)
= 12g
klgmn (2ω
vmτvki) (2ω
wnτwlj) Proposition 4.2 of [KN96]
= 2gklgwvτvkiτwlj
= −2gklgwv (τkiv + τivk) τwlj Proposition 2 of [Gau97]
= 4gklτwikτwlj
= −4gklτwik (τljw + τjwl) Proposition 2 of [Gau97]
= B2ij −4τ
w
ikτ
k
jw. (1.2)
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Therefore
1
2 B
1
ij −B
2
ij = −4τ
w
ikτ
k
jw , 2Bij ,
which concludes the result. 
Corollary 2.8. We have that
|τ |2 = 14g
ij B1ij =
1
4g
ij B2ij = −
1
2g
ij Bij .
We lastly recall a result which demonstrates the convenient structure of B terms in dimC(M) = 2.
Lemma 4.10 of [Dai16]. Suppose
(
M4, J, ω
)
is almost Ka¨hler. There exists a local unitary frame
such that
g =


1
1
1
1

 and J =


1
−1
1
−1

 ,
and furthermore in such coordinates
B1 =


2 |τ |2
2 |τ |2
0
0

 , B2 =


|τ |2
|τ |2
|τ |2
|τ |2

 .
2.2. Chern curvature identities. Here we record some main identities concerning the Chern
connection’s associated curvature Ω∇ and torsion τ∇.
Lemma 2.9. Let
(
M2n, g, J
)
be almost Hermitian. Then
Ωijkl = −Ωjikl = −Ωijlk = ΩijabJ
a
kJ
b
l .
Aspects of the Riemann curvature tensor translate with some residual torsion terms. Define Chern–
Ricci curvature (P), twisted Chern–Ricci curvature (S), and twisted Ricci curvature (Q, often
referred to as Rc(ω)) by
Pab , ω
cdΩabcd = J
e
c J
f
d ω
cdΩabef = J
e
c g
cfΩabef = J
e
cΩ
c
abe
Scd , ω
abΩabcd, Qcd , ω
abRmabcd Vab , Ω
r
rab,
and finally, the Chern scalar curvature is
̺ , ωba Pab = ω
dc Scd .
This differs from Riemannian scalar curvature R by a multiple of |τ |2 (cf. Corollary 2.17).
2.3. Analogues of Riemannian symmetries. We compute parallel identities to the Riemannian
case using the Chern curvature, keeping track of the torsion tensor quantities.
Lemma 2.10. We have that
[∇a,∇b]A
p1···pn
q1···qn = Σ
n
i=1Ω
pi
abdA
p1···p̂id···pn
q1···qn − Σ
m
j=1Ω
d
abqjA
p1···pn
q1···q̂jd···qn
− τ eab
(
∇eA
p1···pn
q1···qn
)
,
where here pˆi, qˆj denotes the excision of these indices.
Theorem III.5.3 of [KN96]. The following identities hold.
Ωkabc +Ω
k
cab +Ω
k
bca =
(
∇aτ
k
bc +∇bτ
k
ca +∇cτ
k
ab
)
−
(
τkasτ
s
bc + τ
k
csτ
s
ab + τ
k
bsτ
s
ca
)
,(2.11)
∇aΩ
k
bcj +∇bΩ
k
caj +∇cΩ
k
abj = Ω
k
aijτ
i
bc +Ω
k
bijτ
i
ca +Ω
k
cijτ
i
ab.(2.12)
Corollary 2.11. By tracing through (2.12), following identities hold.
∇aPbc+∇b Pca+∇c Pab = Pai τ
i
bc + Pbi τ
i
ca + Pci τ
i
ab.
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The next identity is another ’translation’ of a Riemannian curvature symmetry to Chern curvature.
This identity is crucial for computing remarkably clean identities curvature quantities.
Lemma 2.12. The following holds:
Ωbdac − Ωacbd = (∇aτbdc +∇bτcad +∇cτdba +∇dτacb)
− (τasdτ
s
bc + τbscτ
s
da + τdscτ
s
ab + τasbτ
s
cd)
, Tbdac,
(2.13)
which implies the following symmetries of T :
(2.14) Tabij = −Tbaij = −Tabji, Tabij = −Tijab.
Proof. Starting from Theorem III.5.3 of [KN96] we write out
Ωabcd +Ωcabd +Ωbcad = (∇aτbcd +∇bτcad +∇cτabd)− (τasdτ
s
bc + τcsdτ
s
ab + τbsdτ
s
ca)
Ωdabc +Ωabdc +Ωbdac = (∇dτabc +∇aτbdc +∇bτdac)− (τdscτ
s
ab + τascτ
s
bd + τbscτ
s
da)
Ωcdab +Ωdacb +Ωacdb = (∇cτdab +∇dτacb +∇aτcdb)− (τcsbτ
s
da + τdsbτ
s
ac + τasbτ
s
cd)
Ωbcda +Ωdbca +Ωcdba = (∇bτcda +∇cτdba +∇dτbca)− (τbsaτ
s
cd + τcsaτ
s
db + τdsaτ
s
bc) .
We sum together each line. First we approach the higher order terms
Σ12i=1
(
Qi
)
abcd
= ∇aτbcd +∇bτcad +∇cτabd +∇dτabc +∇aτbdc +∇bτdac
+∇cτdab +∇dτacb +∇aτcdb +∇bτcda +∇cτdba +∇dτbca.
Via Proposition 2 of [Gau97]
Q1 +Q9 = Q5, Q6 +Q10 = Q2, Q3 +Q7 = Q11, Q4 +Q12 = Q8.
Thus all that remains is
Σ12i=1
(
Qi
)
abcd
= 2 (∇aτbdc +∇bτcad +∇cτdba +∇dτacb) .
Likewise for the quadratic τ terms we have that
Σ12i=1
(
Ri
)
abcd
= − (τasdτ
s
bc + τcsdτ
s
ab + τbsdτ
s
ca)− (τdscτ
s
ab + τascτ
s
bd + τbscτ
s
da)
− (τcsbτ
s
da + τdsbτ
s
ac + τasbτ
s
cd)− (τbsaτ
s
cd + τcsaτ
s
db + τdsaτ
s
bc) .
We manipulate the following four terms using Proposition 2 of [Gau97] and relabelling.
(
R5 +R11
)
abcd
= − (τasc − τcsa) τ
s
bd
= − (τasc + τsca) τ
s
bd
= τcasτ
s
bd.
(
R3 +R8
)
abcd
= − (τbsd − τdsb) τ
s
ca
= − (τbsd + τsdb) τ
s
ca
= τdbsτ
s
ca.
It follows that
0 ≡ R3 +R5 +R8 +R11.
We manipulate the remaining terms using Proposition 2 of [Gau97] and Corollary 2.2,
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(
R1 +R12
)
abcd
= − (τasd + τdsa) τ
s
bc
= − (−τsad + τdsa) τ
s
bc
= − (2τdsa + τads) τ
s
bc
= −2τdsaτ
s
bc − τadsτ
s
bc.(
R2 +R4
)
abcd
= − (τcsd + τdsc) τ
s
ab
= − (τcsd − τsdc) τ
s
ab
= − (2τcsd + τdcs) τ
s
ab
= −2τcsdτ
s
ab − τdcsτ
s
ab.
(
R6 +R7
)
abcd
= − (τbsc + τcsb) τ
s
da
= − (τbsc − τscb) τ
s
da
= − (2τbsc + τcbs) τ
s
da
= −2τbscτ
s
da − τcbsτ
s
da.(
R9 +R10
)
abcd
= − (τasb + τbsa) τ
s
cd
= − (τasb − τsba) τ
s
cd
= − (2τasb + τbas) τ
s
cd
= −2τasbτ
s
cd − τbasτ
s
cd.
Summing these up and rearranging accordingly yields
−12Σ
12
i=1
(
Ri
)
abcd
= (τdsaτ
s
bc + τbscτ
s
da + τcsdτ
s
ab + τasbτ
s
cd)
+ (τadsτ
s
bc + τdcsτ
s
ab)
= (τasdτ
s
bc + τbscτ
s
da + τdscτ
s
ab + τasbτ
s
cd) , Proposition 2 of [Gau97]
which concludes the result. 
2.4. Riemannian curvature conversion. We relate Riemannian curvature quantities to Chern
connection counterparts.
Lemma 2.13. We have that
Rmijkl = Ωijkl + (∇iτklj)− (∇jτkli) + τsli
(
gsdτkdj
)
− τslj
(
gsdτkdi
)
+ τ cijτklc.(2.15)
Proof. We compute, whittling down to connection coefficients
Rmlijk = ∂iΓ
l
jk − ∂jΓ
l
ik + Γ
l
isΓ
s
jk − Γ
l
jsΓ
s
ik
=
(
∂iΥ
l
jk − ∂jΥ
l
ik +Υ
l
isΥ
s
jk −Υ
l
jsΥ
s
ik
)
+
(
∂iΘ
l
jk − ∂jΘ
l
ik +Θ
l
isΘ
s
jk −Θ
l
jsΘ
s
ik
)
+ΥlisΘ
s
jk −Υ
l
jsΘ
s
ik +Θ
l
isΥ
s
jk −Θ
l
jsΥ
s
ik. (2.8)
We manipulate two terms
∂iΘ
l
jk − ∂jΘ
l
ik =
(
∇iΘ
l
jk +Υ
c
ijΘ
l
ck +Υ
c
ikΘ
l
jc −Υ
l
icΘ
c
jk
)
−
(
∇jΘ
l
ik +Υ
c
jiΘ
l
ck +Υ
c
jkΘ
l
ic −Υ
l
jcΘ
c
ik
)
=
(
∇iΘ
l
jk −∇jΘ
l
ik
)
+ τ cijΘ
l
ck −
(
ΥcjkΘ
l
ic −Υ
c
ikΘ
l
jc +Υ
l
icΘ
c
jk −Υ
l
jcΘ
c
ik
)
.
Inserting this into our expression for Rm it follows that
Rmlijk = Ω
l
ijk +∇iΘ
l
jk −∇jΘ
l
ik +Θ
l
isΘ
s
jk −Θ
l
jsΘ
s
ik + τ
c
ijΘ
l
ck
= Ωlijk + g
lq (∇iτkqj)− g
lq (∇jτkqi) +
(
glqτsqi
)(
gsdτkdj
)
−
(
glqτsqj
)(
gsdτkdi
)
+ glqgcpτ
p
kqτ
c
ij .
(2.16)
Lastly, lowering the last index by multiplication by g yields the result. 
Corollary 2.14. By tracing through Lemma 2.13,
Rcjk = Vjk +g
il (∇iτklj)− g
sdτsljτ
l
kd + g
liτ cijτklc.
Lemma 2.15. We have that
Vjk =
1
2J
a
k Pja−g
ur (∇rτukj)− τ
s
jeτ
e
ks.
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Proof. We manipulate
Vjk = g
reΩrjke = J
a
kJ
b
eg
reΩrjab Lemma 2.9
= Jakω
brΩrjab
= −Jakω
br (Ωjarb +Ωarjb)
+ Jakω
br (∇jτarb +∇aτrjb +∇rτjab)
− Jakω
brgbs
(
τ sreτ
e
ja + τ
s
jeτ
e
ar + τ
s
aeτ
e
rj
)
Theorem III.5.3 of [KN96]
= Jak Pja−J
a
kω
brΩarjb + J
a
kω
br (∇rτjab)
+ JakJ
r
s
(
τ sjeτ
e
ar + τ
s
aeτ
e
rj
)
= Jak Pja−J
a
kω
brΩarjb −
(
∇rτ
r
jk
)
− 2τ sjeτ
e
ks. Corollary 2.2
Note that for the second term we have that
−Jakω
brΩarjb = −J
a
kω
brTarjb − J
a
kω
brΩjbar Lemma 2.12
= −Jakω
brTarjb − J
a
kω
brΩrjab.
Now we have that
(2.17) Vjk =
1
2J
a
k Pja−
1
2J
a
kω
brTarjb −
1
2
(
∇rτ
r
jk
)
− τ sjeτ
e
ks.
Now we compute out
ωbrTarjb = ω
br (∇bτraj +∇bτrja +∇jτarb −∇aτjbr)
− ωbr
(
gamτ
m
jsτ
s
br + gjmτ
m
rsτ
s
ab + grmτ
m
bs τ
s
ja + gbmτ
m
asτ
s
rj
)
− ωbrgsm
(
τ sajτ
m
br + τ
s
abτ
m
jr
)
Lemma 2.12
= ωbr (∇bτraj −∇bτjra)− ω
br
(
gjmτ
m
rsτ
s
ab + gbmτ
m
asτ
s
rj
)
− ωbrgsmτ
s
abτ
m
jr . Proposition 2.6
We first simplify the lower order terms.[
ωbrTarjb
]
τ∗τ
= −ωbr
(
gjmτ
m
rsτ
s
ab + gbmτ
m
asτ
s
rj + gsmτ
s
abτ
m
jr
)
= −ωbr
(
τrsjτ
s
ab + τasbτ
s
rj + τabmτ
m
jr
)
= −ωbr
(
−τsjrτ
s
ab − τjrsτ
s
ab + τasbτ
s
rj + τabmτ
m
jr
)
Proposition 2 of [Gau97]
= −ωbr
(
−τsjrτ
s
ab + τasbτ
s
rj
)
= ωbrτsjrτ
s
ab − ω
brgscτasbτrjc
= ωbrτsjrτ
s
ab + J
y
r ω
brJzc g
scτasbτyjz Corollary 2.2
= ωbrτsjrτ
s
ab + ω
zsτyasτyjz
= ωbrτsjrτ
s
ab + ω
rbτ sabτsjr. (relabel)
Thus it follows that
−Jakω
brTarjb −
(
∇rτ
r
jk
)
= −Jakω
br (∇bτraj +∇bτrja)−
(
∇rτ
r
jk
)
= −Jakω
br (∇bτraj)− J
a
kω
br (∇bτrja)− g
ru (∇rτjku)
= gur (∇rτkuj)− g
ur (∇rτujk)− g
ru (∇rτjku) Corollary 2.2
= −2gur (∇rτukj) .
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Inserting this into (2.17) yields the result. 
Corollary 2.16. We have that
Rcjk =
1
2J
a
k Pja−2g
ur (∇rτukj)− 2τ
s
jeτ
e
ks.
Proof. Inserting the result of Lemma 2.15 into Corollary 2.14 yields
Rcjk =
1
2J
a
k Pja−2g
ur (∇rτukj)− τ
s
jeτ
e
ks − gjpg
sdτpseτ
e
kd − g
mngcpτ
c
jmτ
p
kn.
We perform one more manipulation to our lower order terms,
−gjpg
sdτpseτ
e
kd = −g
sdτsejτ
e
kd
= gsd (τejs + τjse) τ
e
kd. Proposition 2 of [Gau97]
Inserting this in yields the result. 
Corollary 2.17. We have that R = 12̺− |τ |
2.
Proof. Trace Corollary 2.16 and apply Corollary 2.8 to the last term. 
Corollary 2.18. We have that
Bij = Rc
1,1
ij −
1
2J
s
i P
1,1
js .
Proof. This follows by projecting Corollary 2.16 onto the (1, 1) part. 
Lemma 2.19. We have that
V2,0+0,2ab = −g
mq (∇mτqab)
Proof. With this identity for T above we also have that
Vab = g
erΩrabe
= gerJpb J
q
eΩrapq Lemma 2.9
= gerJpb J
q
eΩpqra + g
erJ
p
b J
q
e (Trapq) Lemma 2.12
= gerJpb J
q
e J
w
r J
z
aΩpqwz + g
erJ
p
b J
q
e (Trapq) Lemma 2.9
= gwqJpb J
z
aΩpqwz + g
erJ
p
b J
q
e (Trapq)
= greJvaJ
w
b Ωrvwe + g
wqJ
p
b J
z
a (Tpqwz) + g
erJ
p
b J
q
e (Trapq) . Lemma 2.12
= JvaJ
w
b Vvw −g
wqJ
p
b J
z
a (Twzpq) + ω
qwJ
p
b (Twapq) . (2.14)
We expand out each contracted version of T . First, we have that
gwqJ
p
b J
z
aTwzpq = g
wqJ
p
b J
z
a (∇pτwzq +∇wτqpz +∇qτzwp +∇zτpqw)
− gwqJpb J
z
a
(
τpszτ
s
wq + τwsqτ
s
zp + τzsqτ
s
pw + τpswτ
s
qz
)
(2.13)
= gwqJpb J
z
a (∇wτqpz +∇qτzwp)
− Jpb J
z
a
(
τwzsτ
s
pw + τ
q
psτ
s
qz
)
Lemma 2.6
= gwqJpb J
z
a (∇wτqpz +∇wτzqp)
= −gwqJpb J
z
a (∇wτpzq) Proposition 2 of [Gau97]
= gwq (∇wτbaq) . Corollary 2.2
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Next we compute
ωqwJ
p
b (Twapq) = ω
qwJ
p
b (∇pτwaq +∇wτqpa +∇qτawp +∇aτpqw)
− ωqwJpb
(
τpsaτ
s
wq + τwsqτ
s
ap + τasqτ
s
pw + τpswτ
s
qa
)
(2.13)
= ωqwJpb (∇wτqpa +∇qτawp)− ω
qwJ
p
b
(
τasqτ
s
pw + τpswτ
s
qa
)
Lemma 2.6
= ωqwJpb∇w (τqpa − τaqp)− ω
qwJ
p
b
(
τasqτ
s
pw + τpswτ
s
qa
)
= −Jeqω
qwJcpJ
p
b∇w (τeca − τaec)
− ωqwJpb
(
−JeqJ
m
s τameτ
n
cwJ
s
nJ
c
p − J
c
pJ
m
s τcmwJ
e
qJ
s
nτ
n
ea
)
Corollary 2.2
= gqw∇w (−τqba + τaqb) .
Adding these together and applying Proposition 2 of [Gau97] yields
−gwqJpb J
z
a (Twzpq) + ω
qwJ
p
b (Twapq) = g
qw∇w (−τbaq − τqba + τaqb) = −2g
qw (∇wτqab) .
The result follows. 
Lemma 2.20. We have that
P2,0+0,2ab = 2ω
mn (∇mτabn) .
Proof. First we manipulate P.
Pab = ω
mnΩabmn
= ωmnΩmnab + ω
mnTabmn Lemma 2.12
= JvaJ
w
b ω
mnΩmnvw + ω
mnTabmn Lemma 2.9
= JvaJ
w
b ω
mn (Ωvwmn + Tmnvw) + ω
mnTabmn Lemma 2.12
= JvaJ
w
b Pvw +J
v
aJ
w
b ω
mnTmnvw + ω
mnTabmn.
For the first T type term, we apply (2.13), the formula for T , and simplify.
JvaJ
w
b ω
mnTmnvw = J
v
aJ
w
b ω
mn (∇vτmnw +∇mτwvn +∇wτnmv +∇nτvwm)
− JvaJ
w
b ω
mn (τvsnτ
s
mw + τmswτ
s
nv + τnswτ
s
vm + τvsmτ
s
wn) (2.13)
= JvaJ
w
b ω
mn (∇mτwvn +∇nτvwm) Lemma 2.6
− JvaJ
w
b ω
mn (τvsnτ
s
mw + τmswτ
s
nv − τmswτ
s
vn − τvsnτ
s
wm)
= 2JvaJ
w
b ω
mn (∇mτwvn)− 2J
v
aJ
w
b ω
mn (τvsnτ
s
mw + τmswτ
s
nv)
= −2ωmn (∇mτban)− 2J
v
nJ
w
mω
mn (τasvτ
s
wb + τwsbτ
s
va) Corollary 2.2
= −2ωmn (∇mτban) + 2ω
vw (τasvτ
s
wb + τwsbτ
s
va) . (2.2)
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For the second term, we have
ωmnTabmn = ω
mn (∇mτabn +∇aτnmb +∇nτbam +∇bτmna)
− ωmn (τmsbτ
s
an + τasnτ
s
bm + τbsnτ
s
ma + τmsaτ
s
nb) (2.13)
= ωmn (∇mτabn +∇nτbam) Lemma 2.6
− ωwv (τwsbτ
s
av + τasvτ
s
bw − τbswτ
s
va − τvsaτ
s
wb)
= 2ωmn (∇mτabn)
− ωwv (τwsbτ
s
av + τasvτ
s
bw) + ω
wv (τbswτ
s
va + τvsaτ
s
wb)
= 2ωmn (∇mτabn)− ω
wv (τwsbτ
s
av + τasvτ
s
bw)
+ ωwv (− (τswb + τwbs) τ
s
va − (τavs + τsav) τ
s
wb) Proposition 2 of [Gau97]
= 2ωmn (∇mτabn)− ω
wv (τwsbτ
s
av + τasvτ
s
bw)
− ωwvτswbτ
s
va − ω
wvτwbsτ
s
va − ω
wvτavsτ
s
wb
− ωwvτsavτ
s
wb
= 2ωmn (∇mτabn)− 2ω
vw (τwsbτ
s
va + τasvτ
s
wb) .
Summing together these quantities, we note that the τ∗2 terms cancel out. 
Corollary 2.21. We have that
Rc2,0+0,2jk = −g
ur∇r (τujk + τukj) .
Proof. Starting from Corollary 2.14, we compute the (2, 0 + 0, 2) projection:
Rc2,0+0,2jk = Ω
2,0+0,2
jk + g
il (∇iτklj) Corollaries 2.2, 2.3
= gil (∇iτjlk) + g
il (∇iτklj) . Lemma 2.19
The result follows. 
3. Variation formulas
We now examine general variation formulas of canonical objects in the almost Ka¨hler setting: the
Chern scalar curvature and the norm squared of the Chern torsion. We note it is substantially easier
to consider scalar quantities, as much of the cumbersome terms are removed via the orthogonality
of types.
3.1. Torsion variation. Here we compute the variation of the torsion tensor and the resultant
variation of the norm squared of the torsion.
Lemma 3.1. We have that
τ˙ ijk =
1
4J
p
j
(
∇pJ˙
i
k −∇kJ˙
i
p
)
− 14J
p
k
(
∇pJ˙
i
j −∇jJ˙
i
p
)
+ 12 J˙
d
p
(
J
p
k τ
i
jd − J
p
j τ
i
kd + J
i
dτ
p
jk
)
.(3.1)
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Proof. To determine this we compute the variation of N , the Nijenhuis tensor, using formula (2.4),
and convert this to be in terms of the Chern connection
4τ˙ ijk = J˙
p
j
(
∂pJ
i
k
)
− J˙pk
(
∂pJ
i
j
)
− J˙ ip
(
∂jJ
p
k
)
+ J˙ ip
(
∂kJ
p
j
)
+ Jpj
(
∂pJ˙
i
k
)
− Jpk
(
∂pJ˙
i
j
)
− J ip
(
∂j J˙
p
k
)
+ J ip
(
∂kJ˙
p
j
)
differentiate (2.4)
= J˙pj
(
∇pJ
i
k +Υ
d
pkJ
i
d −Υ
i
pdJ
d
k
)
− J˙pk
(
∇pJ
i
j +Υ
d
pjJ
i
d −Υ
i
pdJ
d
j
)
− J˙ ip
(
∇jJ
p
k +Υ
d
jkJ
p
d −Υ
p
jdJ
d
k
)
+ J˙ ip
(
∇kJ
p
j +Υ
d
kjJ
p
d −Υ
p
kdJ
d
j
)
+ Jpj
(
∇pJ˙
i
k +Υ
d
pkJ˙
i
d −Υ
i
pdJ˙
d
k
)
− Jpk
(
∇pJ˙
i
j +Υ
d
pjJ˙
i
d −Υ
i
pdJ˙
d
j
)
− J ip
(
∇j J˙
p
k +Υ
d
jkJ˙
p
d −Υ
p
jdJ˙
d
k
)
+ J ip
(
∇kJ˙
p
j +Υ
d
kjJ˙
p
d −Υ
p
kdJ˙
d
j
)
∂ = ∇−Υ
= J˙pj
(
ΥdpkJ
i
d −Υ
i
pdJ
d
k
)
− J˙pk
(
ΥdpjJ
i
d −Υ
i
pdJ
d
j
)
− J˙ ip
(
ΥdjkJ
p
d −Υ
p
jdJ
d
k
)
+ J˙ ip
(
ΥdkjJ
p
d −Υ
p
kdJ
d
j
)
+ Jpj
(
∇pJ˙
i
k +Υ
d
pkJ˙
i
d −Υ
i
pdJ˙
d
k
)
− Jpk
(
∇pJ˙
i
j +Υ
d
pjJ˙
i
d −Υ
i
pdJ˙
d
j
)
− J ip
(
∇j J˙
p
k +Υ
d
jkJ˙
p
d −Υ
p
jdJ˙
d
k
)
+ J ip
(
∇kJ˙
p
j +Υ
d
kjJ˙
p
d −Υ
p
kdJ˙
d
j
)
. (2.7)
The highest order terms simply group up as
4
[
τ˙ ijk
]
J∗∇J˙
= Jpj
(
∇pJ˙
i
k
)
− Jpk
(
∇pJ˙
i
j
)
− J ip
(
∇J˙pk
)
+ J ip
(
∇kJ˙
p
j
)
.
For the lower order terms we rearrange and label for easy combination
4
[
τ˙ ijk
]
J˙∗Υ∗J
=
[
J˙
p
jΥ
d
pkJ
i
d
]
A
[
−J˙pj J
d
kΥ
i
pd
]
B
[
−J˙pkΥ
d
pjJ
i
d
]
C
[
+J˙pkJ
d
j Υ
i
pd
]
D[
−ΥdjkJ
p
d J˙
i
p
]
E
[
+JdkΥ
p
jdJ˙
i
p
]
F
[
+ΥdkjJ
p
d J˙
i
p
]
E
[
−JdjΥ
p
kdJ˙
i
p
]
G[
+JpjΥ
d
pkJ˙
i
d
]
G
[
−Jpj J˙
d
kΥ
i
pd
]
D
[
−JpkΥ
d
pjJ˙
i
d
]
F
[
+Jpk J˙
d
j Υ
i
pd
]
B[
−ΥdjkJ˙
p
dJ
i
p
]
H
[
+J˙dkΥ
p
jdJ
i
p
]
C
[
+ΥdkjJ˙
p
dJ
i
p
]
H
[
−J˙djΥ
p
kdJ
i
p
]
A
.
Using this labelling scheme, for each of the following we relabel indices and combine.
A : J˙pjΥ
d
pkJ
i
d − J˙
d
j Υ
p
kdJ
i
p = J˙
d
j Υ
p
dkJ
i
p − J˙
d
j Υ
p
kdJ
i
p = J˙
d
j τ
p
dkJ
i
p
B : Jpk J˙
d
jΥ
i
pd − J˙
p
j J
d
kΥ
i
pd = J˙
p
j J
d
kΥ
i
dp − J˙
p
j J
d
kΥ
i
pd = J˙
p
j J
d
k τ
i
dp
C : J˙dkΥ
p
jdJ
i
p − J˙
p
kΥ
d
pjJ
i
d = J˙
p
kΥ
d
jpJ
i
d − J˙
p
kΥ
d
pjJ
i
d = J˙
p
k τ
d
jpJ
i
d
D : J˙pkJ
d
jΥ
i
pd − J
p
j J˙
d
kΥ
i
pd = J˙
p
kJ
d
j Υ
i
pd − J˙
p
kJ
d
j Υ
i
dp = J˙
p
kJ
d
j τ
i
pd
E : ΥdkjJ
p
d J˙
i
p −Υ
d
jkJ
p
d J˙
i
p = τ
d
kjJ
p
d J˙
i
p
F : JdkΥ
p
jdJ˙
i
p − J
p
kΥ
d
pjJ˙
i
d = J
d
kΥ
p
jdJ˙
i
p − J
d
kΥ
p
djJ˙
i
p = J
d
k τ
p
jdJ˙
i
p
G : JpjΥ
d
pkJ˙
i
d − J
d
j Υ
p
kdJ˙
i
p = J
d
j Υ
p
dkJ˙
i
p − J
d
j Υ
p
kdJ˙
i
p = J
d
j τ
p
dkJ˙
i
p
H : ΥdkjJ˙
p
dJ
i
p −Υ
d
jkJ˙
p
dJ
i
p = τ
d
kjJ˙
p
dJ
i
p.
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We further combine our remaining terms
A+B = J˙dj τ
p
dkJ
i
p + J˙
p
j J
d
k τ
i
dp = −J˙
d
j τ
i
dpJ
p
k + J˙
p
j J
d
k τ
i
dp = 2J˙
p
j J
d
k τ
i
dp Corollary 2.2
C +D = J˙pk τ
d
jpJ
i
d + J˙
p
kJ
d
j τ
i
pd = −J˙
p
k τ
i
dpJ
d
j + J˙
p
kJ
d
j τ
i
pd = 2J˙
p
kJ
d
j τ
i
pd Corollary 2.2
E +H = τdkjJ
p
d J˙
i
p + τ
d
kjJ˙
p
dJ
i
p = τ
d
kjJ
p
d J˙
i
p − τ
d
kjJ
p
d J˙
i
p = 0
{
J, J˙
}
= 0
F +G− Jdk τ
p
jdJ˙
i
p + J
d
j τ
p
dkJ˙
i
p = J
d
j τ
p
dkJ˙
i
p + J
d
j τ
p
dkJ˙
i
p = 2J
d
j τ
p
dkJ˙
i
p. Corollary 2.2
We then combine these remaining three terms
4
[
τ˙ ijk
]
J˙∗Υ∗J
= 2J˙pj J
d
k τ
i
dp + 2J˙
p
kJ
d
j τ
i
pd + 2J
d
j τ
p
dkJ˙
i
p
= 2J˙pj J
d
p τ
i
kd + 2J˙
p
kJ
d
p τ
i
dj − 2J˙
i
pJ
p
dτ
d
jk Corollary 2.2
= −2Jpj J˙
d
p τ
i
kd − 2J
p
k J˙
d
p τ
i
dj + 2J
i
pJ˙
p
d τ
d
jk
{
J, J˙
}
= 0
= 2J˙dp
(
J
p
k τ
i
jd − J
p
j τ
i
kd + J
i
dτ
p
jk
)
,
combining yields the result. 
While the variation of τ is not so clean, the formula for the variation of |τ |2 is comparatively simple.
We note the appearance below of precisely the form of the evolution of J along symplectic curvature
flow featured in Proposition A, which hints to the naturality of such evolution.
Lemma 3.2. We have that
δ |τ |2 = 〈g˙,B〉+ 2gapωbwτbae
(
∇pJ˙
e
w
)
= 〈g˙,B〉 − 12geyg
uw (4ωpv (∇pτ
y
vu)) J˙
e
w + 2∇p
[
gapωbwτbaeJ˙
e
w
]
.
(3.2)
Proof. Using Corollary 2.8, we compute
1
2δ |τ |
2 = δ
[
gijτwieτ
e
jw
]
= −g˙cdg
cigdjτwieτ
e
jw + 2g
ijτwie τ˙
e
jw.
We examine the second term:
2gijτwie τ˙
e
jw =
1
2g
ijτwieJ
p
j
(
∇pJ˙
e
w −∇wJ˙
e
p
)
− 12g
ijτwieJ
p
w
(
∇pJ˙
e
j −∇jJ˙
e
p
)
(Row 1)
+ gijτwie J˙
d
p
(
Jpwτ
e
jd − J
p
j τ
e
wd + J
e
dτ
p
jw
)
. (Row 2)
For (Row 1) we first simplify the terms hitting the quantities in parantheses.
(3.3) gijτwieJ
p
j = ω
piτwie g
ijτwieJ
p
w = −g
ijτpweJ
w
i = −ω
wjτpwe.
Thus, for (Row 1):
(Row 1) = 12g
ijτwieJ
p
j
(
∇pJ˙
e
w −∇wJ˙
e
p
)
− 12g
ijτwieJ
p
w
(
∇pJ˙
e
j −∇jJ˙
e
p
)
= 12ω
piτwie
(
∇pJ˙
e
w −∇wJ˙
e
p
)
+ 12ω
wjτpwe
(
∇pJ˙
e
j −∇jJ˙
e
p
)
(3.3)
= 12ω
piτwie
(
∇pJ˙
e
w −∇wJ˙
e
p
)
+ 12ω
ipτwie
(
∇wJ˙
e
p −∇pJ˙
e
w
)
= 12ω
piτwie
(
∇pJ˙
e
w −∇wJ˙
e
p
)
+ 12ω
piτwie
(
∇pJ˙
e
w −∇wJ˙
e
p
)
= ωpiτwie
(
∇pJ˙
e
w −∇wJ˙
e
p
)
.
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We manipulate the first term of this quantity further:
ωpiτwie
(
∇pJ˙
e
w
)
= ωpigwcτiec
(
∇pJ˙
e
w
)
= ωpigwc
(
−Jai J
b
c τaeb
)(
∇pJ˙
e
w
)
Corollary 2.2
= −gapωbwτaeb
(
∇pJ˙
e
w
)
= gapωbw (τbae + τeba)
(
∇pJ˙
e
w
)
Proposition 2 of [Gau97]
= gapωbwτbae
(
∇pJ˙
e
w
)
+ ωbwτpeb
(
∇pJ˙
e
w
)
= gapωbwτbae
(
∇pJ˙
e
w
)
+ ωpiτwie
(
∇wJ˙
e
p
)
.
Therefore we have that
(Row 1) = gapωbwτbae
(
∇pJ˙
e
w
)
.
For (Row 2) we compare the first and last term. Manipulating the last, we get that
gijτwie J˙
d
pJ
e
dτ
p
jw = g
ijτ
p
iwJ˙
d
pJ
e
dτ
w
je
= −gijτpiwJ
d
p J˙
e
dτ
w
je
{
J, J˙
}
= 0
= −gijτwieJ
p
wJ˙
d
p τ
e
jd.
Therefore,
gijτwie τ˙
e
jw = −
1
2g
ijτwie J˙
d
pJ
p
j τ
e
wd =
1
2ω
ipτwieτ
e
wdJ˙
d
p .
We argue that additionally the last term vanishes. To see this, we note that ω−1 is type (1, 1).
Comparatively, the remainder of this term is type (2, 0 + 0, 2). To see this observe that
Jai J
b
pτ
w
aeJ˙
d
b τ
e
wd = −J
a
i J˙
b
pτ
w
aeJ
d
b τ
e
wd
{
J, J˙
}
= 0
= Jai J˙
b
pτ
w
ae
(
Jedτ
d
wb
)
Corollary 2.2
= J˙bp (J
a
i τ
w
aeJ
e
d) τ
d
wb
= −J˙bpτ
w
idτ
d
wb Corollary 2.2
= −J˙dp τ
w
ieτ
e
wd.
Thus (Row 2) = 0, which yields the first line of the (3.2). The second line follows by shifting the
Chern derivative at the expense of a divergence term, then applying Corollary 2.2. 
3.2. Scalar curvature variation. In this section we begin computing variations of curvature
objects. Recall the evolution for the Riemannian scalar curvature is
(3.4) R˙ = −gipgqj g˙pq Rcij −∆D
(
gij g˙ij
)
+ gipgjqDjDig˙pq,
where here ∆D is the Levi–Civita rough Laplacian, given in coordinates by ∆D (·) := g
ijDiDj (·).
We convert the second and third terms of (3.4) to be in terms of the Chern connection.
Proposition 3.3. We have that
R˙ = −〈g˙,Rc〉 −∆(trg g˙) + g
ipgjq (∇j∇ig˙pq)− g
dwgqj∇j
[
g˙pdτ
p
qw
]
.
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Proof. We convert each piece of (3.4). First,
−∆D
(
gij g˙ij
)
= −guv
(
DuDvg
ij g˙ij
)
= −guv
(
Du∇vg
ij g˙ij
)
= −guv
(
∇u∇vg
ij g˙ij
)
+ guvΘduv
(
∇dg
ij g˙ij
)
= −∆
(
gij g˙ij
)
.
Next we have
gipgjqDjDig˙pq = g
ipgjqDj
(
∇ig˙pq −Θ
d
ipg˙dq −Θ
d
iq g˙pd
)
(2.8)
= gipgjq∇j
(
∇ig˙pq −Θ
d
ipg˙dq −Θ
d
iqg˙pd
)
− gipgjqΘejq
(
∇ig˙pe −Θ
d
ipg˙de −Θ
d
ieg˙pd
)
(2.8)
= gipgjq∇j
(
∇ig˙pq −Θ
d
iq g˙pd
)
Lemma 2.6
= gipgjq (∇j∇ig˙pq)−∇j
(
Θdiq g˙pd
)
= gipgjq (∇j∇ig˙pq)− g
jqgdw∇j
[
τpqwg˙pd
]
. (2.8)
The result follows. 
4. Evolutions along symplectic curvature flow
Here we provide evolutions along symplectic curvature flow of key quantities. We simplify the
evolution equation of J (Proposition A), and derive evolution equations for the norm of Chern
torsion and scalar curvature (Theorem B, C).
4.1. Almost complex structure evolution. Recall that the J evolution along symplectic cur-
vature flow is given in ([ST11], in the proof of Lemma 9.2) by(
∂J
∂t
)k
i
= −
(
P2,0+0,2iw −2J
e
i Rc
2,0+0,2
ew
)
gwk.(4.1)
Proof of Proposition A. We compute
2Jej Rc
2,0+0,2
el −P
2,0+0,2
jl = −2J
e
j g
ur (∇uτrel +∇uτrle) + 2ω
rk∇rτjlk. Corollary 2.21, Lemma 2.20
= −2ωyu (∇uτyjl +∇uτylj) + 2ω
rk∇rτjlk. Corollary 2.2
= −2ωmr (∇rτmjl +∇rτmlj) + 2ω
rm∇rτjlm.
= −2ωmr (∇rτmjl) + 2ω
mr∇r (τlmj + τjlm) .
= −4ωmr (∇rτmjl) . Proposition 2 of [Gau97]
Raising by g−1 yields the desired result. 
Thus, symplectic curvature flow can be written alternatively using the following evolution equations
(4.2)


(
∂ω
∂t
)
ij
= −Pij(
∂J
∂t
)k
i
= 4ωre
(
∇rτ
k
ei
)(
∂g
∂t
)
ij
= −Jsi Pjs+4g
ra (∇rτaij) .
Remark 4.1. Note H1 mentioned in ([ST11], (6.4)) vanishes identically. Compared to [ST11] there
is a conventional factor of 2 difference from the definition of N (cf. [ST11] (2.1)).
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4.2. Chern norm squared evolution. We now approach the evolution of the Chern torsion
norm squared. We begin with a lemma which gives an alternate form for a key term in the proof
of Theorem B.
Lemma 4.2. We have that
∆ |τ |2 = −2
〈
Rc1,1,B
〉
+ |B|2 + 8gapgbqgcs (∇a∇rτrbc) τpqs + 2 |∇τ |
2
+ 4gapgbqgdrgesΩrpqs (τedcτabc + τcdeτacb + τcedτacb) .
Proof. Since we have removed all J , ω from this context, all contractions are in terms of g, so we
may simplify our notation: matching indices denotes contraction by the metric. Noting that
∆ |τ |2 = 2 (∆τabc) τabc + 2 |∇τ |
2 ,
we manipulate the first term.
2 (∆τabc) τabc = 2 (∇d∇dτabc) τabc
= −2∇d (∇aτbdc +∇bτdac) τabc
+ 2∇d (Ωabdc +Ωdabc +Ωbdac) τabc
+ 2∇d (τascτ
s
bd + τbscτ
s
da + τdscτ
s
ab) τabc Theorem III.5.3 of [KN96]
= −4 (∇d∇aτbdc) τabc + 2 (∇dΩabdc) τabc
= −4 (∇a∇dτbdc) τabc − 4 ([∇d,∇a] τbdc) τabc
+ 2 (∇dΩabdc) τabc. Lemma 2.10
The first term is in the desired form. We now manipulate the last curvature quantity,
2 (∇dΩabdc) τabc = −2 (∇aΩbddc +∇bΩdadc) τabc
+ 2 (Ωamdcτbdm +Ωbmdcτdam +Ωdmdcτabm) τabc Theorem III.5.3 of [KN96]
= −4 (∇aΩbddc) τabc + 4Ωamdcτbdmτabc + 2Ωdmdcτabmτabc
= −4
(
∇aV
2,0+0,2
bc
)
τabc + 4Ωamdcτbdmτabc −
1
2
〈
V1,1,B1
〉
Lemma 2.7
= 4 (∇a∇rτrbc) τabc + 4Ωamdcτbdmτabc −
1
2
〈
V1,1,B1
〉
. Lemma 2.19
We now expand out the commutator.
−4 ([∇d,∇a] τbdc) τabc = 4 (Ωdabeτedc +Ωdadeτbec +Ωdaceτbde + τdae∇eτbdc) τabc Lemma 2.10
= 4
(
Ωdabeτedc −V
1,1
ae τbec +Ωdaceτbde
)
τabc Corollary 2.3
=
〈
V1,1,B2
〉
+ 4Ωdabe (τedcτabc + τcdeτacb) . Lemma 2.7
Adding these all together combining B type terms using (1.2) and simplifying yields
2 (∆τabc) τabc = −2
〈
V1,1,B
〉
+ 8 (∇a∇rτrbc) τabc + 4Ωdabe (τedcτabc + τcdeτacb + τcedτacb) .
Now let’s take a look at V1,1. Projecting Corollary 2.14 onto the (1, 1) part gives
(4.3) Rc1,1jk = V
1,1
jk −τdljτkdl − τjdcτkdc.
The last term is a multiple of B2. Now we take a moment to observe that
τdljτkdl = −τdlj (τdlk + τlkd) Lemma 2 of [Gau97]
= −τdljτdlk − τdljτlkd
= −12τdljτdlk (identify with start term)
= −18 B
1
jk . Lemma 2.7
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Then updating (4.3) produces the following equality
Rc1,1jk = V
1,1
jk +
1
8 B
1
jk−
1
4 B
2
jk = V
1,1
jk +
1
2 Bjk .
Combining yields the result. 
Proof of Theorem B. We have that
∂
∂t |τ |
2 = 2gapωbwτbae
(
∇p
(
∂J
∂t
)e
w
)
+
〈
∂g
∂t ,B
〉
Lemma 3.2
= 8gapωbwωuvτbae (∇p∇uτ
e
vw)− 2 〈Rc,B〉+ 2 |B|
2 (4.2)
= −8gapJmw ω
bwJnv ω
uvτbae (∇p∇uτ
e
nm)− 2 〈Rc,B〉+ 2 |B|
2 Corollary 2.2
= 8τpbe (∇p∇uτube)− 2 〈Rc,B〉+ 2 |B|
2
= ∆ |τ |2 + |B|2 − 2 |∇τ |2 − 4gapgbqgdrgesΩrpqs (τedcτabc + τcdeτacb + τcedτacb) , Lemma 4.2
which yields the first result of Theorem B. We analyze the last term using reduced notation again
(so contractions by g will be denoted by matching indices).
(4.4) (⋆) = −4Ωdabe (τedcτabc + τcdeτacb + τcedτacb) .
Let’s consider
Ωdabeτcdeτacb = − (Ωabde +Ωbdae) τcdeτacb
− (τaseτbds + τbseτdas + τdseτabs) τcdeτacb Theorem III.5.3 of [KN96]
= −Ωbdaeτcdeτacb − τdseτabsτcdeτacb.
= Q1 +Q2.
We manipulate the first term
Q1 = −Ωbdaeτcdeτacb = −Ωdaebτcabτecd
= Ωdabeτcabτecd Lemma 2.9
= Ωdabeτacbτced. Corollary 2.2
Next we have that
Q2 = − (τdseτcde) (τabsτacb) = (τsdeτcde) (− (τsab + τbsa) τacb) Proposition 2 of [Gau97]
= 14 B
2
sc
(
1
4 B
2
sc+
1
2 Bsc
)
Lemma 2.7
= 14
(
1
8
〈
B2,B1
〉)
.
Therefore updating (4.4) we have
(⋆) = −4Ωdabe (τedcτabc + 2τcedτacb)−
1
8
〈
B2,B1
〉
.
We recall that, using (1.2),
|B|2 =
∣∣1
4 B
1−12 B
2
∣∣2 = 116 ∣∣B1∣∣2 + 14 ∣∣B2∣∣2 − 14 〈B1,B2〉 .
Thus for dimCM = 2, via Lemma 4.10 of [Dai16], we have
(4.5)
∣∣B1∣∣2 = 8 |τ |4 , ∣∣B2∣∣2 = 4 |τ |4 , 〈B1,B2〉 = 4 |τ |4 , so |B|2 = 12 |τ |4 + |τ |4 − |τ |4 = 12 |τ |4 .
Incorporating these identities in, the second result of Theorem B for dimCM = 2 follows. 
Proof of Corollary B. Referring to (4.2) for symplectic curvature flow in terms of Chern connection
quantities, it is clear that one needs appropriate control of |∇τ |2, which follows naturally from a
combination of the assumed control of Ω and the subsequent control of |τ |2 combined with Theorem
7.10 of [ST11]. 
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4.3. Scalar curvature evolution. We now give the evolution of the corresponding Chern scalar
curvature.
Proof of Theorem C. Using Corollary 2.17 we divide the variation into two pieces.
1
2
∂̺
∂t =
∂ R
∂t +
∂
∂t |τ |
2 .
First we have that, considering the variation of g as a modified Ricci flow,
∂R
∂t = ∆R+2∆ |τ |
2 + 2 |Rc|2 − 2 〈B,Rc〉+ 2gipgjq (∇j∇iBpq) Proposition 3.3
= ∆R+2∆ |τ |2 +
(
2 |Rc|2 − 4 〈B,Rc〉+ 2 |B|2
)
+ 2 〈B,Rc〉 − 2 |B|2 + 2gipgjq (∇j∇iBpq) (insert/remove |B|
2, 〈B,Rc〉)
= ∆R+2∆ |τ |2 + 2 |Rc−B|2 + 2 〈B,Rc〉 − 2 |B|2
+ 2gipgjq (∇j∇iBpq) .
Combining with Theorem B we note the convenient combination of terms
1
2
∂̺
∂t =
∂
∂t
(
R+ |τ |2
)
= ∆R+2 |Rc−B|2 + 2∆ |τ |2 + 2gipgjq (∇j∇iBpq)
+ ∆ |τ |2 − 2 |∇τ |2 + 2 〈B,Rc〉 − |B|2
− 4gapgbqgdrgesΩrpqs (τedcτabc + τcdeτacb + τcedτacb)
= 12∆̺+ 2 |Rc−B|
2 +∆ |τ |2 + 2 (∇j∇iBij) + 8 (∇a∇rτrbc) τabc. Lemma 4.2
The result follows. 
5. Rigidity result
We now give an improvement of the following classification of static points of [ST11].
Corollary 9.5 of [ST11]. A compact static structure
(
M4, ω, J
)
is Ka¨hler–Einstein.
By static the authors mean a solution to symplectic curvature flow for which there exists a λ ∈ R
such that {
∂ωt
∂t = −λωt ω0 = ωt|t=0 ,
∂Jt
∂t = 0 J0 = Jt|t=0 .
(5.1)
The first condition arises for solutions where one rescales by the metric, while the second is a
natural assumption since one cannot scale almost complex structures. Static structures are expected
smooth limit points of symplectic curvature flow. The method for proving Corollary 2.5 of [ST11]
relies on Theorem 2 of [AAD02], which is highly dependent on the dimensional and compactness
assumptions. In certain cases we will extend this with a straightforward strategy which removes
the compactness assumption.
Proposition 5.1. Suppose
(
M4, ω, J
)
is a complete almost Ka¨hler manifold which is a static
structure in the sense of (5.1) for λ ≥ 0. Suppose further that there is some C0 > 0 such that
(5.2) Vol(BR) ≤ C0R
4, ||Rm||2L2 ≤ C0.
Then
(
M4, ω, J
)
is Ka¨hler–Einstein.
Remark 5.2. While we cannot make a statement for static points with λ < 0, we improved on the
result of [ST11] by upgrading ‘compactness’ assumption to ‘completeness’. This requires breaking
away from using the third Gray condition as in [ST11] and directly analyzing the evolution of the
L2-norm of torsion.
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Remark 5.3. Note that for λ ≥ 0 we have that Rc ≥ 0, so by Bishop–Gromov volume comparison
theorem limR→∞
Vol(BR)
R4 is monotonically decreasing. In particular, the imposed volume growth
condition (5.2) in the statement of Theorem 5.1 agrees with this.
5.1. Reformulation of Sekigawa’s formula. We examine the key ingredient to the proof of
Proposition 5.1 called Sekigawa’s formula, which was first featured in [Sek87] and further explored
in [ADM01], [Kir04], etc. On any almost Ka¨hler manifold, by Chern–Weil theory the first Pontrjagin
class has two representatives: p1 [D] and p1 [∇]. Their difference is exact so by Stokes theorem:∫
M
(p1 [D]− p1 [∇]) ∧ ω
∧(n−2) = 0.
Sekigawa explicitly computed each term and from this derived an integral formula which he used to
address the case of R ≥ 0 in the Goldberg Conjecture (stating ‘A compact almost Ka¨hler Einstein
manifold is Ka¨hler’ in [Gol69]). We state and utilize the pointwise version featured in [ADM01].
Proposition 1 of [ADM01]. For any almost Ka¨hler manifold (M,J, ω),
∆ (R−R⋆) = 18 |φ|
2 + 12 |∆Dω|
2 + 2
∣∣W2,0+0,2∣∣2 − 2 ∣∣Rc2,0+0,2∣∣2
− 2giagjb
(
∆Dωab +
1
2φab
) (
Jsi Rc
1,1
js
)
− 4gpigqaDi
[
J jpDa
[
Jbq Rc
2,0+0,2
jb
]]
− 2guvDu
[(
Dvω
ij
)
Qij
]
,
(5.3)
where R⋆ , 12ω
jiωklRmijkl is star-scalar curvature, φ (X,Y ) , 〈DJXω,DY ω〉, ∆D is the Levi-
Civita rough Laplacian, and W is the Weyl tensor.
While computationally nontrivial, the proof is a natural analysis of Bochner formulas. Note that
the constants of the statement are modified to match with our conventions, in contrast to the
constants of [ADM01]. To prove Proposition 5.1, we convert (5.3) into a more suitable format for
our purposes.
Corollary 5.4. Equivalently for any almost Ka¨hler manifold (M,g, J, ω),
−2
〈
B,Rc1,1
〉
=
∣∣Rc2,0+0,2∣∣2 − ∣∣W2,0+0,2∣∣2 − 14 ∣∣P2,0+0,2∣∣2 − 14 ∣∣B2∣∣2 − 116 ∣∣B1∣∣2
− guvDu
[(
Dvω
ij
)
Qij
]
− 2gpigqaDi
[
J jpDa
[
Jbq Rc
2,0+0,2
jb
]]
+∆ |τ |2 .
To prove Corollary 5.4, we need to take a moment to convert the necessary parts of the original
formula.
Lemma 3.4 of [ST11] (AK). We have that ∆Dωij = −P
2,0+0,2
ij −4ω
ueτiuwτ
w
je.
Remark 5.5. We note that we can further manipulate the second term to obtain
−4ωueτiuwτ
w
je = 4J
y
i J
v
uω
ueτyvwτ
w
je Corollary 2.2
= −4Jyi gwmg
veτmyvτ
w
je
= −Jyi B
2
yj . Lemma 2.7
Therefore we have that
(5.4) ∆Dωij = −P
2,0+0,2
ij −J
s
i B
2
sj .
Lemma 5.6. We have that
φij = 4ω
mkgldτmliτkdj = J
v
i B
1
vj .
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Proof. We have that
φij = 4
(
gseωiyτ
y
le
)
Jps
(
gldωjwτ
w
pd
)
Proposition 4.2 of [KN96]
= 4gldτyleτ
w
pdω
peωiyωjw
= 4gld (Jyuτ
u
lmJ
m
e )
(
Jwq τ
q
kdJ
k
p
)
ωpeωiyωjw Corollary 2.2
= 4gldτmliτkdjω
mk
= −4gldJumJ
v
i τulvτkdjω
mk Corollary 2.2
= 4gldgukJvi τulvτkdj
= Jvi B
1
vj . Lemma 2.7
The result follows. 
Proof of Corollary 5.4. First, by tracing through Lemma 2.15 we have that
R−R⋆ = −2 |τ |2 .
Lemma 5.6 deals with the first term on the right hand side of (5.3). For the second term we
decompose by types using (5.4). For the second row of (5.3) we combine Lemma 5.6 and (5.4):
∆Dωab +
1
2φab =
(
−P2,0+0,2ab −J
s
a B
2
sb
)
+ 12J
s
a B
1
sb = −P
2,0+0,2
ab +2J
s
a Bsb . (1.2)
Thus it follows that the second row of (5.3) is equal to precisely
−2giagjb
(
∆Dωab +
1
2φab
) (
Jsi Rc
1,1
js
)
= 4
〈
Rc1,1,B
〉
.
Rearranging and dividing through by a factor of 2 yields the result. 
We next express a term in Corollary 5.4 using Chern quantities to prepare to prove Proposition
5.1.
Lemma 5.7. We have that
1
2g
uvDu
[(
Dvω
ij
)
Qij
]
= −2grsgja∇u
[
τuas
(
∇mτ
m
rj
)]
.
Proof. First observe that
Dvω
ij = gibgja (Dvωab) = 2g
ibgjaωvsτ
s
ab Proposition 4.2 of [KN96]
= 2gibgjaJevτabe.
Therefore we have that
1
2
(
Dvω
ij
)
Qij = g
ibgjaJevτabe P
2,0+0,2
ij
= 2gibgjaJevτabeω
mn (∇mτijn) Lemma 2.20
= 2gibgjaJev (−J
w
e J
s
b τasw)ω
mn
(
−Jri J
l
n∇mτrjl
)
Corollary 2.2
= −2grsgjaτasv
(
∇mτ
m
rj
)
.
Differentiating once more and contracting an index yields the result. 
Proof of Proposition 5.1. Since we are working on a setting that is potentially noncompact but
complete, we let η = ηR be a cutoff function satisfying
(5.5) supp η = B2R, η ≡ 1 on BR, thus |∇η| ≤
C
R .
We will denote the weighted L2 norm using our cuttoff function (to sufficiently high power) by
(5.6) dVηg , η
p dVg ||f ||L2,η ,
∫
M
|f |2 dVηg .
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First we have that
(5.7) ∂∂t
[∫
M
|τ |2 dVηg
]
=
∫
M
∂|τ |2
∂t dV
η
g +
∫
M
|τ |2 ∂∂t
[
dVηg
]
.
Since (M,gt, Jt) is a static structure, it follows that Rc
2,0+0,2 ≡ 0, and P2,0+0,2 ≡ 0 (cf. Lemma 9.2
of [ST11]). Using Lemma 3.2, and applying the fact that ∂J∂t ≡ 0 for static structures.
∂
∂t |τ |
2 =
〈
∂g
∂t ,B
〉
− 12
∣∣∂J
∂t
∣∣2 + 2∇p [gapωbwτbae ∂Jew∂t ]
= 〈−λg,B〉
= λ |τ |2 . Corollary 2.8
So updating (5.7),
λ ||τ ||2L2,η +
∫
M
|τ |2 ∂∂t
[
dVηg
]
= ∂∂t ||τ ||
2
L2,η .
We will examine the left hand side an alternate way. We have
− ∂∂t |τ |
2 = 2 〈Rc,B〉 − 2 |B|2 + 12
∣∣∂J
∂t
∣∣2 + 8∇p [gapgubτbaegmr (∇rτ emu)] Lemma 3.2
= 116
∣∣B1∣∣2 + 14 ∣∣B2∣∣2 − 2 |B|2 + ∣∣W2,0+0,2∣∣2
+ 12∆ |τ |
2 +∇u
[
−2guvgrsgjaτasv
(
∇mτ
m
rj
)]
. Corollary 5.4, Lemma 5.7
We observe that, updating our constant C at each step,∫
M
∇ (∇τ ∗ τ) η2 dVg ≤ C
∫
M
|∇τ | |τ | |∇η| η dVg
≤ C ||τ ||L4(AR) ||∇τ ||L2(AR) ||∇η||L4(AR) Ho¨lder’s inequality
≤ C ||τ ||L4(AR) ||∇τ ||L2(AR)
((
C
R
)4
Vol (AR)
)1/4
(5.5)
≤ C ||τ ||L4(AR) ||∇τ ||L2(AR) (5.2)
≤ C ||Rm||L2(AR) Lemmata 5.8, 5.9
We clarify the usage of Lemma 5.9: take a partition of unity {φi} covering AR, and apply this lemma
to each region designated by φi. Taking the sum over the partition yields the desired estimate.
Note by the assumed finiteness of ||Rm||L2 that limR→∞ ||Rm||L2(AR) ≡ 0, thus this above quantity
is essentially negligible. We observe that if dimCM = 2, then using (4.5) yields
1
16
∣∣B1∣∣2 + 14 ∣∣B2∣∣2 − 2 |B|2 = 12 |τ |4 .
It follows that
−λ ||τ ||2L2,η −
∫
M
|τ |2 ∂∂t
[
dVηg
]
= 12 ||τ ||
4
L4,η +
∣∣∣∣W2,0+0,2∣∣∣∣2
L2,η
+
∫
M
∇ (∇τ ∗ τ) dVηg −
∫
M
|τ |2 ∂∂t
[
dVηg
]
.
Sending R→∞ and rearranging and simplifying yields that
0 = 12 ||τ ||
4
L4 +
∣∣∣∣W2,0+0,2∣∣∣∣2
L2
+ λ ||τ ||2L2 .
Thus τ ≡ N ≡ 0, and thus M4 is Ka¨hler. Furthermore, B = 0 and thus
−λg ≡ ∂g∂t = −2Rc+2B = −2Rc .
Thus the only static structures with λ ≥ 0 of symplectic curvature flow are Ka¨hler–Einstein. 
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5.2. Bounds on torsion by curvature. We provide Chern torsion bounds used for Proposition
5.1.
Lemma 5.8. For an almost Ka¨hler manifold, we have that
sup
M
|τ |2 ≤ CdimCM ||Rm||C0(g) .
Proof. We consider τ in the form of DJ via Corollary 4.2 of [KN96]. Observe that
0 = ∆D1 = ∆D |J |
2
= 2 〈∆DJ, J〉+ 2 |DJ |
2
= 2 〈∆DJ, J〉+ 8 |τ |
2 .
(5.8)
For the first term we compute out, using that ω is harmonic (thus Dω ≡ 0, ∗ω = 0),
∆DJ
b
a = g
ijDiDjJ
b
a = g
bcgijDiDjωac
= −gbcgijDi (Daωcj +Dcωja)
= −gbcgij ([Di,Da]ωcj + [Di,Dc]ωja)
= −gbcgij
(
−Rmdiac ωdj −Rm
d
iaj ωcd − Rm
d
icj ωda − Rm
d
ica ωjd
)
= Rmbiae ω
ei +Rcda J
b
d +Rc
b
e J
e
a +Rm
b
aei ω
ei.
(5.9)
Therefore we have that
〈∆DJ, J〉 = gbug
avJuv
(
∆DJ
b
a
)
= −Jab
(
∆DJ
b
a
)
= −Jab Rm
b
iae ω
ei − Jab Rc
d
a J
b
d − J
a
b Rc
b
e J
e
a − J
a
b Rm
b
aei ω
ei
= 2Jab Rm
b
aie ω
ei + 2R .
Applying this to (5.8) and manipulating yields that
|τ |2 = 12J
a
b Rm
b
aic ω
ei + 12 R,
from which the result follows. 
Lemma 5.9. Assume the bounds of (5.2). Suppose that φ = φR is a cutoff function satisfying
(5.10) suppφ = B2R, φ ≡ 1 on BR,
There exists some CdimCM > 0 such that
||∇τ ||2L2,φ ≤ CdimCM
(
||Rm||
1/2
L2,φ
+ 1
)
||Rm||
3/2
L2,φ
.
Proof. We first observe that
∇τ = Dτ +Θ ∗ τ (2.8)
= −12D (JDJ) + τ
∗2 (2.10)
= J (DDJ) + (DJ)∗2 + τ∗2.
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Keeping Proposition 4.2 of [KN96] in mind, it is sufficient to focus on analyzing the behavior of
the first term. We compute out, first with pointwise terms,
|DDJ |2 = gadg
bcgimgjn (DiDjJ
a
b )
(
DmDnJ
d
c
)
= −gimgjn (DiDjJ
c
d)
(
DmDnJ
d
c
)
= −gimgjn ([Di,Dj ]J
c
d)
(
DmDnJ
d
c
)
− gimgjn (DjDiJ
c
d)
(
DmDnJ
d
c
)
= A1 +A2.
For the first term we integrate against dVφg , which is defined in the same manner of dV
η
g of the
proof of Proposition 5.1, (cf. (5.5)). Within this, we compute the commutator terms and apply the
weighted Ho¨lder’s inequality
∫
M
A1 dVφg = −
∫
M
gimgjn ([Di,Dj ]J
c
d)
(
DmDnJ
d
c
)
dVφg
=
∫
M
gimgjn
(
Rmsijd J
c
s − Rm
c
ijs J
s
d
) (
DmDnJ
d
c
)
dVφg
≤ C
∫
M
|Rm ∗DDJ | dVφg
≤ Cǫ ||Rm||
2
L2,φ + ǫ ||DDJ ||
2
L2,φ .
We then integrate the second term, perform integration by parts and then Levi-Civita derivatives.
∫
M
A2 dV
φ
g =
∫
M
gimgjn (DiJ
c
d)
(
DjDmDnJ
d
c
)
dVφg
+
∫
M
gimgjn (DiJ
c
d)
(
DmDnJ
d
c
)
(Djη) dV
φ
g
=
∫
M
gimgjn (DiJ
c
d)
(
[Dj ,Dm]DnJ
d
c
)
dVφg
+
∫
M
gim (DiJ
c
d)
(
Dm∆DJ
d
c
)
dVφg
+
∫
M
gimgjn (DiJ
c
d)
(
DmDnJ
d
c
)
(Djφ) dV
φ
g
= A21 +A22 +A23.
For the first term of A2 we have
A21 ≤ C
∫
M
∣∣∣(DJ)∗2 ∗ Rm∣∣∣dVφg
≤ C
∫
M
|τ |2 |Rm|dVφg Proposition 4.2 of [KN96]
≤ C ||Rm||2L2,φ . Lemma 5.8
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Next we compute A22, applying integration by parts followed by a Ho¨lder’s inequality
A22 = −
∫
M
(∆DJ
c
d)
(
∆DJ
d
c
)
φdVφg
−
∫
M
gim (DiJ
c
d)
(
∆DJ
d
c
)
(Dmφ) dV
φ
g
≤ C ||∆DJ ||
2
L2,φ + C
∫
M
|DJ | |∆DJ | |Dφ|dV
φ
g
≤ C ||Rm||2L2,φ + C
∫
M
|τ | |Rm| |Dφ| dVφg (5.9), Proposition 4.2 of [KN96]
≤ C ||Rm||2L2,φ + C ||τ ||L4(AR) ||Rm||L2(AR) ||Dφ||L4(AR)
≤ C ||Rm||2L2,φ + C ||τ ||L4(AR) ||Rm||L2(AR)
((
C0
R
)4
Vol (AR)
)1/4
(5.10),(5.2)
≤ C ||Rm||2L2,φ + C ||Rm||
3/2
L2(AR)
. Lemma 5.8
Lastly we have, applying Ho¨lder’s inequality twice
A23 ≤ C
∫
M
|(DJ) ∗ (DDJ) ∗Dφ| dVηg
≤ C ||τ ||L4(AR) ||DDJ ||L2(AR) ||Dφ||L4(AR)
≤ C ||τ ||L4(AR) ||DDJ ||L2(AR)
((
C0
R
)4
Vol (AR)
)1/4
(5.10),(5.2)
≤ Cǫ ||τ ||
2
L4(AR)
+ ǫ ||DDJ ||2L2(AR)
≤ Cǫ ||Rm||L2(AR) + ǫ ||DDJ ||
2
L2(AR)
. Lemma 5.8
Combining these various estimates together it follows that
||DDJ ||2L2,φ ≤
C
ǫ ||Rm||
2
L2,φ + ǫ ||DDJ ||
2
L2,φ + C ||Rm||
2
L2,φ + C ||Rm||
2
L2,φ + C ||Rm||
3/2
L2(AR)
+ Cǫ ||Rm||L2(AR) + ǫ ||DDJ ||
2
L2(AR)
≤ C
(
||Rm||
1/2
L2,φ
+ 1
)
||Rm||
3/2
L2,φ
+ 2ǫ ||DDJ ||2L2,φ .
The result follows. 
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