ABSTRACT In this paper, we propose a method of extracting feature descriptors from discrete spherical images using convolutional neural networks (CNNs). First, a captured full-view image is mapped to a discrete spherical image. Second, the features-from-accelerated-segment test algorithm is used to extract feature points in the discrete spherical image. Finally, an unsupervised CNN is used to obtain the descriptors of patches around each feature point. In the experiments, we compare these descriptors' performance to the closest existing state-of-the-art feature descriptors of discrete spherical images, spherical oriented FAST and rotated BRIEF (SPHORB), for image pairs having different camera rotation, noise levels, and general motions. The experimental results demonstrate that our proposed CNN-based discrete spherical image feature descriptors clearly outperform SPHORB both in accuracy and robustness.
I. INTRODUCTION
A larger camera field-of-view (FOV) allows for more visual information to be observed. A full-view image can observe the entire surrounding environment. Usually, a full-view image is represented as a cube map, a pair of hemispherical FOV fisheye images, or an equirectangular image, among others. Fig. 1 shows an example of a full-view image, captured by a spherical camera, Theta [1] , which is composed of two fisheye cameras. The two hemispherical FOV fisheye images are represented by an equirectangular image via a spherical projection model.
Suppose that we have a mobile robot mounted with a full-view image sensor. Feature matching between full-view images is a basic function for many tasks such as target tracking, objection recognition, and simultaneous localization and mapping. As feature matching is carried out via feature descriptors, the fundamental challenge of the computer vision field is determining ways to generate effective feature descriptors to cope with the changes caused by camera motion and noise appearing in the image.
However, a full-view image cannot be projected to a single plane without significant distortion. As shown in Fig. 2 , the shape of the local feature region in equirectangular images may be significantly distorted owing to camera rotation. Therefore, achieving feature matching between two such equirectangular images through conventional methods developed for perspective images may be difficult.
The content in a spherical image is invariant to the rotation of a spherical camera. Thus, a promising approach for feature matching between full-view images is to map them onto a sphere and generate feature descriptors. Because we use digital computers to perform spherical image processing, this means that we need to sample a sphere, i.e., we need to generate and match feature descriptors in a discrete spherical image, which is usually also called a Gaussian image [2] , [11] .
In this paper, we propose a novel method that performs feature matching for full-view images, as shown in Fig. 3 . First, a captured full-view image is mapped to a discrete spherical image. Then, the FAST algorithm is run on a discrete spherical image to extract feature points [3] , [5] . Finally, an unsupervised convolutional neural network (CNN) is used to obtain descriptors of patches around each feature point [16] . As expected, the descriptors generated on a spherical image by the proposed CNN approach clearly outperforms the existing state-of-the-art feature descriptor of discrete spherical imaging, spherical oriented FAST and rotated BRIEF (SPHORB) [5] , both in accuracy and robustness, using realworld image tests.
FIGURE 1.
An example of a full-view image, which is captured by a spherical camera, Theta [1] , which is composed of two fisheye cameras, and represented by equirectangular image via a spherical projection model.
FIGURE 2.
A pair of equirectangular images with pure camera rotation.
II. RELATED RESEARCH
In this section, we present related research and classify it into two categories: CNN-based full-view image processing methods and feature descriptor generation methods for discrete spherical images.
A. CNN-BASED FULL-VIEW IMAGE PROCESSING METHODS
CNNs are widely used in computer vision [22] - [25] . Recently, they have also been applied to full-view image processing. Because conventional CNNs for image processing are trained on datasets of perspective images, and a fullview image cannot be projected onto a plane perspectively, conventional CNNs cannot be directly applied to full-view image processing. To cope with this problem, the following three approaches are proposed.
• Process a single planar image projected from a full-view image as perspective images. In this approach, a fullview image is projected to a single planar image, such as the equirectangular image shown in Fig. 1 . Then, the CNNs are applied to the planar images. Because a projected planar image contains distortion, these methods cannot achieve high accuracy [6] , [7] .
• Process a large amount of tangent planar images projected perspectively from a full-view image. To exploit the CNNs trained on perspective images, an alternative method is to generate perspective images from fullview images. Then, we apply the CNNs to the generated perspective images for all processing. Obviously, the computation of this approach costs a great amount of time [8] - [10] .
• In [21] , a spherical convolutional network is trained to translate a planar CNN to process a full-view image directly in its equirectangular projection. This approach trains the CNN to reproduce the flat filter outputs on full-view image data so that it copes with the varying distortion effects of the equirectangular image.
Note that all the approaches mentioned above use either repeatedly project perspective images or a distorted single equirectangular image generated from a captured full-view image. They do not start from a discrete spherical image.
B. FEATURE DESCRIPTOR FOR DISCRETE SPHERICAL IMAGE
Geodesic-division-based tessellation of a sphere results in quasi-uniform cells [2] , [11] . Fig. 4 shows an icosahedron and its 1-level subdivision and 2-level subdivision. The vertices of the initial icosahedron are indicated in black. The vertices appearing during the 1st-level subdivision are indicated in red. Those appearing during the 2nd-level subdivision are indicated in green. As shown in the lower part of Fig. 4 , each vertex has six neighboring vertices, except for 12 having five neighboring vertices. The 12 vertices correspond to the original icosahedron. Thus, nearly all the pixel cells at the vertices are hexagonal in shape.
Three data structures have been proposed to represent a discrete spherical image obtained by repeatedly dividing the triangles of an icosahedron. One is a hierarchical tree structure [2] , [12] ; one is a spherical array data structure composed of five connected parallelograms, obtained by flattening an icosahedron, as shown in Fig. 4 [13] ; and one is a compact 2D array data structure [14] . Because the five-parallelogram data structure, shown in Fig. 5 , makes it easier and more efficient to find the corresponding cell, given a view direction, and to find the neighboring cells given a cell on a tessellated sphere, this spherical array data structure is often used in discrete spherical image processing [5] . We also use this data structure in this paper.
Until now, some feature detectors and descriptors, based on perspective images (e.g., gradient operator, Laplacian operator, optical flow, Harris corner detector, scale-invariant feature transform (SIFT), features-fromaccelerated-segment (FAST), oriented FAST and rotated brief (ORB) are reported to be implemented on spherical images [26] - [30] , [15] , [3] , [5] . The feature descriptor, SPHORB, which modifies the ORB on a discrete spherical image, is reported to have better feature-matching performance for full-view images [5] .
C. PROPOSED METHOD
Recently, CNNs have been widely used in computer vision. In [4] , a CNN was used to generate feature descriptors of a perspective image. It outperformed other conventional methods, including SIFT. Building on the research of [4] , we apply CNN to a discrete spherical image for the generation of a feature descriptor. The characteristics of this proposal are as follows.
• We propose a method of extracting feature descriptors from discrete spherical images using CNN. Although CNNs are used to process full-view images, this research is the first to apply to a discrete spherical image [6] - [9] , [18] , [11] .
• As expected, the proposed feature descriptors generated on a discrete spherical image by CNN clearly outperform other methods. Compared to SPHORB [5] , the results show that the proposed method not only achieves a higher matching accuracy but also is more robust. This is our proposed CNN-based discrete spherical image descriptor (CNN-DSID) method.
III. CNN-BASED DISCRETE SPHERICAL IMAGE DESCRIPTOR METHOD A. EXTRACTION OF PATCHES
Equirectangular images have inevitable deformations in different regions. Therefore, we do not detect feature points on equirectangular images. Instead, we detect them on discrete spherical images. We first project an equirectangular image to the sphere model. Then, the data structure shown in Fig. 5 is used to divide the image into five parallelograms parts. Pixels of each parallelogram are approximately evenly distributed. Fig. 6 shows the five-parallelogram subimages of the discrete spherical image obtained from the equirectangular image of Fig. 2 . Finally, the spherical FAST detector [3] , [5] is used to detect feature points on each parallelogram. In each scale space, patches of 30 × 30 pixels around each feature point are extracted. The details of the spherical FAST detector can be found in [3] and [5] .
For an extracted patch, its feature descriptor direction can be acquired using FAST. However, this direction is relative to each parallelogram in our method. To obtain a unified direction standard in a discrete spherical image, we must know the direction of each patch, relative to the scale space sphere where it is located. To compare our method with the existing method more easily, we use the same approach as SPHORB to define the direction by selecting the south pole as the universal reference point [5] . First, we project the direction vector calculated by FAST onto the sphere, and the arc connecting the feature point to the south pole. Let θ be the rotation angle of, and let φ be the angle between and. Then, the direction angle of the patch is defined as θ = θ − φ. Afterwards, the descriptors of all extracted patches are computed by the CNN.
B. CNN
In many studies, CNNs are used for object recognition [17] , [18] or classification [19] , [20] . For these tasks, huge labeled datasets are necessary to train CNN models, and expensive manual annotation is required. Fischer's et al. [4] research proved that class labels are not as valuable in a descriptor matching as in a classification task. They are even disadvantageous. Therefore, in this study, a pre-trained unsupervised CNN model is used to extract descriptors from all patches. This model was proposed by Dosovitskiy et al. [16] , consisting of three convolutional layers, each with 92, 256, and 512 filters and a fully connected layer with 1,024 units. In this model, all convolutional filters' size is 5 × 5. For the first and the second convolutional layer, a 2 × 2 max-pooling layer follows. Rectified linear units and dropout are also used.
The network is trained on 16,000 surrogate classes with 100 samples from the STL-10 dataset. We first randomly sample 16,000 seed patches of size 32 × 32 pixels from different images at varying positions and scales. Next, 16,000 surrogate classes are created for each of the seed patches. Then, 100 random transformation combinations are applied to each seed patch, resulting in transformed patches sharing the same label as the seed patch. The combinations of transformations include translation, scale variation, contrast variation, color variation, rotation, and blur at different levels. Thus, a surrogate labeled dataset is obtained to train this CNN. The details on the training of the CNN model can be found in Alexey's paper [16] .
C. EXTRACTION OF DESCRIPTORS
We input each patch into the pre-trained CNN model, and extract output vectors of all three convolutional layers and the fully connected layer as descriptors for the patches. For convenience, we called these layers Layer1, Layer2, Layer3, and Layer4.
Before inputting them, we preprocess the patches. The FAST detector returns circular patches of the neighborhood radius, r = 15. We then determine which size input into the CNN model achieves the best description performance, For planar images, Alexey tested descriptors' matching performance when patch sizes were 69, 91,113, and 157. He found that size 113 has the best performance for Layer2, Layer3, and Layer4, whereas size 91 has the best performance for Layer1. In this study, we normalize all patch sizes to 96 × 96 pixels and input them to the CNN model to extract descriptors. For SPHORB, we use the original circular patches from FAST as input. The parameters are same as described in their paper.
IV. EXPERIMENTAL RESULTS
In this section, we compare the descriptors learned by the pre-trained unsupervised CNN-DSID with SPHORB [5] . The comparison consists of two aspects: pure camera rotation and general camera motion. To evaluate the robustness of the generated descriptors, Gaussian noise of different intensity was added to images for the situation of rotation. Various illumination conditions or moving objects were included in images for the situation of general motion. The CNN-DSID was implemented with Caffe and its MATLAB interface, which is one of the most popular open-source deep learning frameworks.
A. DATASETS
To assess pure camera rotation, we first selected 100 basic full-view images from the SUN360 database [31] ; both indoor and outdoor scenes were included. Then, each image was rotated around the principal axis of the camera. Considering rotational symmetry, we used only 19 rotation angles, evenly distributed in [0 • , 180 • ] for our rotation evaluation experiment. Moreover, six Gaussian noise levels were added to the rotated images. The noise intensity was evenly distributed at 0 dbw and 25 dbw. Hence, we obtained 100 × 19 × 6 = 11, 400 transformed images. For each of the 100 base images, we matched all the transformed ones of the image to the original, which resulted in 11,400 matching pairs. Fig. 7 shows some of base full-view images from the SUN360 database. VOLUME 6, 2018 FIGURE 7. Some basic images from the SUN360 database, used to generate the rotation image dataset of this paper.
FIGURE 8. Some pairs of full-view images of general camera motion.
For the assessment of general camera motion, we used realworld images, captured by a RICOH Theta S camera around Hiroshima City University. Both indoor and outdoor scenes were included. These pictures including moving objects were taken under different illumination conditions. This dataset includes 57 pairs of spherical images, including 28 pairs of indoor scenes and 29 pairs of outdoor scenes. the true value of the camera motion between each pair of images is unknown. Fig. 8 shows some pair of the full-view images used.
B. EVALUATION OF MATCHING PRECISION
We first computed the descriptors of all patches by the CNN-DSID and SPHORB. Next, the nearest neighbor algorithm was used to greedily match CNN-DSID descriptors based on Manhattan distance, whereas the matching SPHORB descriptors were based on Hamming distance. We did so because the SPHORB algorithm uses a modified BRIEF algorithm to extract descriptors. The BRIEF descriptor is comprised of a string of binary digits. Therefore, the Hamming distance has the best matching performance; this setting is also same as described in [5] . The greedy matching yielded a coarse matching of patch pairs. Then, the nearest neighbor cross-validation algorithm was applied to refine match pairs. In detail, for a pair of images, we obtained two descriptor sets, called set1 and set2. We first performed the nearest neighbor search from set1 to set2 and then the nearest neighbor search from set2 to set1. Descriptor pairs, having the same match result in the two searches, were retained. This matching result is coarse matching. For a coarse matching descriptor pair, each descriptor corresponds to a feature point at the center point of the patch.
Next, we obtained the results on the evaluation of descriptor matching for the cases of pure rotation and general camera motion.
1) PURE ROTATION
For the pure rotation of the full-view images, the matching performance of descriptors from different methods for a pair of images was evaluated per the matching accuracy rate. For each coarse matching descriptor pair, we projected a feature point of the transformed image to the original image on the unit sphere. If the distance between these two points was less than 0.1, the descriptor pair was a true matching pair. The matching accuracy rate is the ratio between the number of true matching pairs and the coarse matching pairs. The comparison contains two parts: comparison under different angles of rotation and comparison under different levels of noise. In the first part, the matching accuracy of each rotation angle is the averaged precision for all six levels' Gaussian noise (i.e., 0, 5, 10, 15, 20, and 25 dBW). In the second part, the matching accuracy of each noise level is the averaged precision for all 19 rotation angles.
Before comparing with SPHORB, the matching performance of the descriptors from different CNN layers was first compared. Fig. 9 shows averaged matching precision under different angles of rotation. Fig. 10 shows the averaged matching precision under different noise levels. Higher layers have better performance on descriptor matching. However, the higher the convolution layer, the higher the dimension of the output descriptor, requiring a greater amount of computation during the matching phase.
Next, we compared descriptors from Layer3 against SPHORB descriptors because Layer3 and Layer4 have similar descriptor matching performance. Fig. 11 shows the averaged matching precision of descriptors for these two methods 20752 VOLUME 6, 2018 under different angles of rotation. Fig. 12 shows the averaged matching precision of descriptors for these two methods under different noise levels. Descriptors from CNN-DSID have better matching accuracy. Additionally, we calculated the number of coarse matching points for both methods. Figs. 13 and 14 show the number of coarse matching pairs and true matching pairs of these two methods under different rotation angles and different noise levels, respectively. SPHORB can acquire slightly more coarse matching pairs than CNN-DSID, but the number of true matching pairs between the two methods is close. Thus, there are more mismatch pairs in SPHORB. Therefore, the proposed CNN-DSID consistently outperforms SPHORB under different rotation angles, and descriptors from CNN-DSID have better robustness for Gaussian noise.
2) GENERAL CAMERA MOTION
As we do not know the exact values of translation and rotation between a pair of images, we cannot directly project feature points from one image to another without recovering camera motion.
For a pair of spherical images, we first projected coarse matching feature points in each image to a unit sphere. These two spheres are and. Then, the epipolar constraint algorithm, using RANSAC, computed the rotation matrix, R, and translation vector, T, between the two spheres based on the coarse matching feature points on the sphere. Next, the epipolar constraint errors of all coarse matching pairs were computed based on the computed R and T. For both CNN-DSID and SPHORB, we computed the average epipolar constraint errors of all coarse matching feature point pairs for each pair of images.
Before comparing CNN-DSID with SPHORB, matching performance of descriptors from different CNN-DSID layers is also compared. Fig. 15 shows the averaged epipolar constraint error of all image pairs under different CNN-DSID layers, based on the R and T computed by their own coarsematching pairs. Like pure rotation, descriptors from the higher layer have better performance for matching tasks because they have smaller averaged epipolar constraint errors.
Moreover, we compared the descriptors from Layer3 with SPHORB descriptors. Figs. 16 and 17 show the number of coarse matching pairs of the two methods for indoor and outdoor scenes, respectively. For general camera motion, CNN-DSID had more coarse matching pairs than SPHORB in most instances.
Figs. 18 and 19 show the evaluation results of the image pairs of the indoor environment. Fig. 18 shows the average epipolar constraint errors of CNN-DSID descriptors and SPHORB descriptors of coarse matching feature point pairs in each pair of images under the motion computed by the coarse matching feature point pairs of the CNN-DSID method. Fig. 19 shows the average epipolar constraint errors of CNN-DSID descriptors and SPHORB descriptors of coarse matching feature point pairs in each pair of images under the motion computed by the coarse matching feature point pairs of SPHORB method. The CNN-DSID method always has smaller epipolar constraint errors than SPHORB under the camera motion computed by either method. Moreover, the curves of the two graphs are very consistent. This means that the camera motion calculated by two methods are very similar. Thus, the computed camera motion is credible. Fig. 20 and Fig. 21 are the evaluation results of the image pairs of outdoor environment. For the 25th pair of images, the SPHORB method has smaller errors of average epipolar constraint than CNN-DSID under the camera motion computed via coarse-matching feature point pairs of the SPHORB method. This is because the camera motion computed by coarse matching feature point pairs of SPHORB method contains larger errors, caused by too many mismatched pairs in the coarse matching result. For example, Fig. 22 shows the matching results of two pairs of images for CNN-DSID and SPHORB methods.
3) COMPUTATIONAL TIME
We compared the computational time of the proposed CNN-DSID and the existing SPHORB methods for feature descriptor generation and matching on a computer with an Intel Core i7-7700 3.6 GHz processor and a NVIDIA GeForce GTX 1080 Ti 11G GPU. The number of feature points from the test was 1,035. Computation times per image are shown in Table 1 .
V. CONCLUSION
proposed a method of extracting feature descriptors from discrete spherical images using CNN, called CNN-DSID. Although CNNs are used to process full-view images, this research is the first to apply to a discrete spherical image. We also compared its descriptor-matching performance with SPHORB in two aspects: pure rotation and general camera motion. The experimental results demonstrate that CNN-DSID outperforms SPHORB with higher accuracy of descriptor matching and more robustness to added Gaussian noise at the expense of computation time.
The proposed method can be applied to such as featurematching-based target tracking, objection recognition, and simultaneous localization and mapping. Using the extracted feature descriptors to carry out place recognition from fullview images is our future work to do.
