Abstract: We construct free modules over an associative conformal algebra. We establish Composition-Diamond lemma for associative conformal modules. As applications, Gröbner-Shirshov bases of the Virasoro conformal module and module over the semidirect product of Virasoro conformal algebra and current algebra are given respectively.
Introduction
The subject of conformal algebras is closely related to vertex algebras (see, V. Kac [27] ). Implicitly, vertex algebras were introduced by Belavin, Polyakov, and Zamolodchikov in 1984 [1] . Explicitly, the definition of vertex algebras was given by R. Borcherds in 1986 [3] , which led to his solution of the Conway-Norton conjecture in the theory of finite simple groups [4, 24] . As pointed out by Kac [27, 28] , conformal and vertex algebras provide a rigorous mathematical study of the locality axiom which came from Wightmans axioms of quantum field theory [38] . M. Roitman studied free (Lie and associative) conformal and vertex algebras in [36] . Free vertex algebras were mentioned in the original paper of Borcherds [3] . Since conformal and vertex algebras are not varieties in the sense of universal algebra (see, P.M. Cohn [22] ), the existence of free conformal and free vertex algebras is not guaranteed by the general theory and should be proved. It was done by
Associtive (Lie) conformal algebras
We begin with the formal definition of a conformal algebra.
Definition 2.1 ( [13, 14, 16, 27, 36] A conformal algebra C is called associative if the following identity holds for all a, b, c ∈ C, m, n ∈ Z ≥0 , (a (n) b) (m) c = t≥0 (−1) t n t a (n−t) (b (m+t) c).
A conformal algebra L = L, [n], n ∈ Z ≥0 , D is called a Lie conformal algebra if L satisfies the following two axioms:
• (Anti-commutativity) a [n] b = −{b [n] a}, where
• (Jacobi identity) Definition 2.2 ( [20, 27, 35] ) Let C be an associative (Lie, resp.) conformal algebra. An associative (Lie, resp.) conformal module C M is a k[D]-module M endowed with a series of operations (n) : C × M → M, n ∈ Z ≥0 , such that for any a, b ∈ C and v ∈ M,
Modules over a Lie or associative conformal algebra

(i) (locality) there exists a nonnegative integer N(a, v) such that a (n) v = 0 for n ≥ N(a, v) (N(a, v) is called the order of locality of a and v);
(ii) D(a (n) v) = Da (n) v + a (n) Dv for n ∈ Z ≥0 ; (iii) Da (n) v = −na (n−1) v for n ∈ Z ≥0 , and Da (0) v = 0;
(iv) (a (n) b) (m) v = t n t (a (n−t) (b (m+t) v) − b (m+t) (a (n−t) v)) if C is Lie.
A submodule M 1 of a conformal module C M is a k[D]-submodule such that for all n ∈ Z ≥0 , C (n) M 1 ⊆ M 1 . If S ⊆ C M, subm(S) means the submodule of C M generated by S.
3 Free associative conformal modules In this section, we construct the free associative conformal module generated by a set Y .
Double free associative conformal modules
Let C(B, N) be the free associative conformal algebra generated by B with the locality function N(−, −) : B × B −→ Z ≥0 over a field k of characteristic 0. Let Y be a set. We construct the free module over C(B, N) generated by Y which is called double free associative conformal module.
We extend the mapping
We call k + 1 the length of u, denoted by |u|. Note that [ ] means right normed bracketing.
Denote
We will make span k [U] to be a C(B, N)-module.
Note that the set [T ] := {[a] | a ∈ T } a k-basis of the free associative conformal algebra C(B, N).
We define a scheme of algorithm for
Proof. If 0 ≤ n < N(b, y) or i = 1, the result follows from the definition. We may assume that n ≥ N(b, y) and i > 1. Induction on n. Let N := N(b, y). The left hand side of (1) is
where
The right hand side of (1) is
So the result holds for n = N. Assume that n > N. Then the left hand side of (1) is
and the right hand side of (1) is
By induction, we complete the proof.
Proof. Induction on |a|.
we have
(−1)
Proof. Assume first |a| = 1 and [a] = D i b. By definition, the left hand side of (2) is
While the right hand side of (2) is
Hence (2) is true.
Lemma 3.5 For any a ∈ T, u ∈ U, m ≥ 0, we have
Proof. 
So the left hand side of (3) is
The right hand side of (3) is
Next, we use induction on |u|. Assume that |u| > 2 and the result is true for |u| < l. Let |u| = l. Then, we can repeat the argument by induction on m, and get the identity
. By induction on |a| + |u|, the left hand side of (3) is
the identity (3) is true. (4) follows from the definition.
Let n ≥ N(b, b ′ ). When i = 0, the left hand side of identity (4) is equal to 0, while the right hand side of identity (4) contains the summand
Hence the right hand side of identity (4) is 0 as well. Induction on i. Suppose that i ≥ 1. The left hand side of identity (4) is equal to
The right hand side of identity (4) is equal to
Hence, identity (4) is true for [a] = b, |c| = 1.
(ii) We prove that identity (4) 
We denote the right hand side of identity (4) is A 1 +A 2 where
We make a transformation
where i, j, l are nonnegative integers, and so i + j + l = N + m + p. Then A becomes a sum of the expressions
Next, do a similar transformation
where i, j, l are nonnegative integers, and so i + j + l = N + m + p. Then
where i, j, l are nonnegative integers, and so i + j + l = N + m + p. Then (4) is equal to
Therefore, identity (4) holds for |a| = 1.
(iv) Assume that |a| > 1. In this case, we write
Then the left hand side of identity (4) is equal to
Do a transformation on the indices
where i, j, l are nonnegative integers, and so i + j + l = n + m + q. Then
Denote the right hand side of identity (4) as A ′ . Then
where (i, j, l) = (q − t, n − k + t, m + k). Therefore, we complete the proof of identity (4). 
such that the following diagram is commutative:
Thus, the result is true.
Free associative conformal C-modules
Let C = (C, N(−, −), (n), n ∈ Z ≥0 ) be an arbitrary associative conformal algebra. Then C is an epimorphic image of some free associative conformal algebra C(B, N). Thus, C has an expression C = C(B, N|S) := C(B, N)/Id(S) generated by B with defining relations S, where Id(S) is the ideal of C(B, N) generated by S. Let S ⊂ C(B, N), C = C(B, N|S) and mod C(B,N ) (Y ) be the C(B, N)-module constructed as above. Denote
For any left C-module C M, we also can regard C M as a C(B, N)-module in a natural way: for any f ∈ C(B, N), n ≥ 0, v ∈ M,
Proof. Let C M be a C-module and ε : Y → M be a map such that c (n) ε(y) = 0 for any n ≥ N(c, y), c ∈ C, y ∈ Y . By Theorem 3.7, there exists a unique C(B, N)-
Hence, there exists a unique C(B, N)-module homomorphism ϕ :
Noting that ϕ is also a C-module homomorphism, we complete the proof. 
A word in mod C(B,N ) (Y ) is a polynomial of the form (u) (with some bracketing of u),
A monomial ordering
Let Y, B be well-ordered sets. We order elements of U according to the lexicographical ordering of their weights. For any
where |u| = k + 1 is the length of u. Then for any u, v ∈ U, define
It is clear that such an ordering is a well ordering on U. We will use this ordering in the sequel. For f ∈ mod C(B,N ) (Y ), the leading term of f is denoted byf andf ∈ U.
Proof
Assume that |a| > 1 and
Since m < N,
(ii) This part follows from (i).
(iii) Induction on |u|. The result is obvious for |u| = 1.
(iv) This part follows from (iii).
Thus, the ordering > on U is a monomial ordering in a sense of (ii) and (iv) in Lemma 4.1.
S-words and normal S-words
Let S ⊂ mod C(B,N ) (Y ) be a set of monic polynomials, (u) be a word in mod C(B,N ) (Y ), where
(ii) If (u) D i s is an S-word of S-length k, and (a) is any word in C(B, N) of length l, then (a) (n) (u) D i s is an S-words of S-length k + l.
The S-length of an S-word (u) D i s will be denoted by |u|
is called a right normed S-word, and it is a normal S-word, denoted by [u]
, and applying Lemma 4.1, we get
If
We complete the proof by induction on |u| D i s . 
Lemma 4.3 Any S-word (u)
D i s can be presented as a linear combination of right normed S-word such that the length of the leading term of each term is less or equal to |(u)
Thus, (5) is right normed and we are done. Let |a| > 1 and (a) = (a 1 ) (n) (a 2 ). Then
). Now, the result follows from the induction on |a|.
Compositions
Let S ⊂ mod C(B,N ) (Y ) with each polynomial in S monic, w ∈ U and f, g ∈ S.
We have three kinds of compositions.
•
which is a composition of inclusion.
• If w =f D i = a (n)ḡ , i > 0 and a ∈ T with a D-free, then define
which is a composition of intersection.
• If b ∈ B and n ≥ N, then b (n) f is referred to as a composition of left multiplication.
Let S ⊂ mod C(B,N ) (Y ) be a set of monic polynomials and h ∈ mod C(B,N ) (Y ). Then h is said to be trivial modulo S, denoted by
is a normal S-word and
The set S is called a Gröbner-Shirshov basis in mod C(B,N ) (Y ) if all compositions of elements of S are trivial modulo S. In particular, if S is D-free, then we call S a D-free Gröbner-Shirshov basis.
The set S is said to be closed under the composition of left multiplication if any composition of left multiplication of S is trivial modulo S. That S is closed under the composition of inclusion and intersection is similarly defined. 
Lemma 4.4 Let S ⊂ mod C(B,N ) (Y ) with each polynomial in S monic and [u]
(ii) Let |u| D i s = 1 and n = N. Then
where α t = (−1)
. By induction on n, the result is true for |u| D i s = 1.
Assume that |u| D i s > 1 and the result holds for any n ≥ N when the S-length of a normal S-word is less than |u|
Hence, the result follows from the induction on n.
Lemma 4.5 Let S be a subset of monic polynomials, closed under the composition of left multiplication. Then any S-word
, where
is a normal S-word for each j. 
. By Lemma 4.4, we can get the result.
Key lemmas
The following lemmas play a key role in the proof of the Composition-Diamond lemma, see Theorem 4.8. 
Lemma 4.6 Let S be a set of monic polynomials, closed under the compositions of inclusion and intersection, and s
, we can get the result.
Case 2. Suppose s 1 and s 2 have a nonempty intersection as a subword of w. We may assume that
Then, similar to Case 1, we can get the result.
Let S be a set of monic polynomials. Denote
. In both cases, we havef 1 <f . Thus, the result follows by induction onf . (
Composition-Diamond lemma for associative conformal modules
Proof. (i) ⇒ (ii). Let S be a Gröbner-Shirshov basis and 0 = f ∈ subm(S). Then, by Lemma 4.5, we have f =
where each α j ∈ k, s j ∈ S, l j ≥ 0. Let
We will use induction on (w 1 , t) to prove thatf = [u] D i s for some s ∈ S, i ≥ 0, where
If w 1 =f , then the result holds. Assume that w 1 >f , t ≥ 2. We have
is a normal S-word for each t and [v t ] D j t s t < w 1 . Now the result follows from the induction whenever α 1 + α 2 = 0, or t > 2, or both α 1 + α 2 = 0 and t = 2. This shows (ii).
(ii) ⇒ (iii). By Lemma 4.7, Irr(S) generates mod C(B,N ) (Y |S) as a linear space. Suppose that
it contradicts (ii).
(iii) ⇒ (i). Suppose that h is any composition of polynomial in S. Then h ∈ subm(S). Since Irr (S) is a k-basis for mod C(B,N ) (Y )/subm(S) and by Lemma 4.7, we have h ≡ 0 mod(S), i.e. S is a Gröbner-Shirshov basis.
Let C = C(B, N|S) be an arbitrary associative conformal algebra. We may assume that S is a Gröbner-Shirshov basis in C(B, N) (see [34] ). Then by Theorem 3.8, mod C(B,N ) (Y |R) = mod C(B,N |S) (Y ) is the free C-module generated by Y , where
Then it is important to find a Gröbner-Shirshov basis for subm(R) in mod C(B,N ) (Y ).
Note that for a D-free monic subset S in C(B, N), S is a Gröbner-Shirshov basis in C(B, N) if S is closed under the compositions of inclusion, intersection and left multiplication in C(B, N), see [34] .
Proof. We only need to show that R ⊆ subm(R 1 ). Since S is D-free, it is clearly that
By induction on m, we complete the proof. 
is a k-basis for the module mod C(B,N ) (Y |R), where
Since S is a D-free Gröbner-Shirshov basis, we have
Assume that n > N. By induction, we have
Therefore, R 1 is a Gröbner-Shirshov basis in mod C(B,N ) (Y ). Now, by Theorem 4.8, the set R 1 is a k-basis for the module mod C(B,N ) (Y |R).
Remark: The condition that S is D-free in Proposition 4.10 is essential. For example, let C = C(a, N = 2|S) be an associative conformal algebra, where
It is easy to check that S is a Gröbner-Shirshov basis in C(a, N = 2). Let Y be a wellordered set, mod C(B,N =2) (Y ) the double free conformal module and
Applications
Conformal modules over universal enveloping conformal algebra
Let L be a Lie conformal algebra which is a free k[D]-module with a well-ordered k[D]-basis B = {a i | i ∈ I} and a uniform bounded locality N(a i , a j ) ≤ N for all i, j ∈ I. Let the multiplication table of L on B be
Then by U(L), the universal enveloping associative conformal algebra of L with respective to B and N, one means the following associative conformal algebra, see [15] ,
where {a j (n) a i } = k≥0 (−1)
Let C be the complex field,
be the Lie conformal algebra over C (V ir is called the Virasoro conformal algebra), see [15] , and
the universal enveloping associative conformal algebra of V ir.
where [20, 27, 35] .
For any n ≥ 2, we have
From this it follows that subm(Q) = subm(R 1 ∪Q) and all left multiplication compositions in Q are trivial modulo Q. Then Q is closed under the left multiplication composition. Since Q has no composition of inclusion and intersection, Q is a Gröbner-Shirshov basis of M(∆, α). Now, by Theorem 4.8 and Proposition 3.9, the results follow.
Example 5.2 Module over the semidirect product of Virasoro conformal algebra and current algebra.
Let (g, [ ]) be a Lie algebra over C with a well-ordered C-basis {a i } i∈I and Cur(g) be the current algebra over g, where
The semidirect product of V ir and Cur(g) is
Then, see section 4.4 in [15] ,
where S (−) consists of
Let V be a g-module with a C-basis Y and ∆ ∈ {0, 1}, α ∈ C. Let
and Q = {f 1y , f 2y , f 3iy , f 4iy | i ∈ I, y ∈ Y } where [20, 27] . (−1) k+1 n k a j(n−k) (a i(k) y) ≡ 0, a j(n) f 4iy = a j(n) (a i(1) y) ≡ 0.
