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4
Introduction
Cette the`se a pour objet la classification des fonctions rationnelles re´el-e´tales de P1R = P1.
Une fonction rationnelle re´elle est une fonction qui s’e´crit comme fraction de deux polynoˆmes
a` coefficients re´els. Une telle fonction est dite re´el-e´tale si elle n’a pas de ramification au-dessus
des points re´els. Comme nous le verrons plus bas, ces fonctions sont inte´ressantes a` cause de leur
lien avec les M -surfaces. Ces dernie`res sont e´tudie´es en ge´ome´trie alge´brique re´elle, en particulier
dans la recherche sur le 16eproble`me de Hilbert (voir par exemple [Vir79, Ris80]). Notre e´tude fait
aussi le pendant de l’article [EG02] de A. Eremenko et A. Gabrielov dans lequel ils re´solvent une
conjecture de B. et M. Shapiro en dimension 1. Pour cela, ils e´tudient les fonctions rationnelles sur
P1 dont tous les points de ramification sont re´els.
Si on regardait les fonctions rationnelles re´el-e´tales a` homotopie pre`s, on pourrait passer par
des fonctions rationnelles ramifie´es au-dessus des points re´els. Cette classification est trop grossie`re.
C’est pourquoi nous e´tudierons plutoˆt les fonctions rationnelles re´el-e´tales a` isotopie pre`s. Deux
fonctions rationnelles re´el-e´tales sont isotopes si l’on peut passer de l’une a` l’autre par de´formation
continue dans l’ensemble des fonctions rationnelles re´el-e´tales de meˆme degre´.
Les fonctions rationnelles seront vues comme des morphismes non-constants de surfaces de
Klein. Ces dernie`res sont obtenues comme quotient de surface de Riemann munies d’une action
du groupe de Galois Σ = Gal(C|R). Par exemple, P1 est le quotient de la sphe`re de Riemann P1C
pour l’action de Σ par conjugaison complexe. D’apre`s l’article de J. P. Serre [Ser56], la cate´gorie
des surfaces de Klein compactes est e´quivalente a` celle des courbes alge´briques re´elles projectives.
En particulier, les endomorphismes de P1 co¨ıncident avec les fonctions rationnelles sur P1. Topo-
logiquement, un endomorphisme de P1 est un reveˆtement ramifie´ du disque ferme´ par lui-meˆme.
Une fonction rationnelle f sur P1 est re´el-e´tale si et seulement si l’image re´ciproque f−1
(
P1(R)
)
des points re´els est la re´union disjointe de cercles topologiques dans C.
P1 // P1
(a) Endomorphisme non re´el-e´tale
P1 // P1
(b) Endomorphisme re´el-e´tale
Fig. 1 – Exemples d’image re´ciproque de P1(R) par des endomorphismes de P1
Classiquement, les surfaces de Klein sont de´finies a` l’aide de cartes et d’atlas. Cependant, nous
avons pre´fe´re´ l’utilisation des espaces localement annele´s. Si on se re´fe`re a` l’ouvrage [AG71] de N.
Alling et N. Greenleaf qui, comme son nom l’indique, donne les fondements de la the´orie de ces
surfaces, la de´finition des morphismes ne´cessite l’introduction, un peu artificielle mais ne´cessaire,
d’une application ”pliage”. Le point de vue des espaces localement annele´s permet de de´finir les
morphismes de surfaces de Klein simplement comme morphismes d’espaces localement annele´s.
5
INTRODUCTION
D’autre part, nous souhaitons aussi e´tudier des familles continues et des familles analytiques re´elles
de surfaces de Klein. Les premie`res permettent d’obtenir une ”bonne” de´finition pour l’isotopie. Les
deuxie`mes interviennent dans notre e´tude des M -courbes. Le point de vue des espaces localement
annele´s facilite le travail en famille.
Les principaux objets qui interviennent dans la classification sont les arbres signe´s associe´s a`
une fonction rationnelle re´el-e´tale
f : P1 −→ P1.
Nous avons vu que l’image re´ciproque f−1
(
P1(R)
)
des points re´els de P1 est la re´union disjointe
de cercles topologiques, comme sur les figures 1(b) ou 2(a). Ces cercles sont les areˆtes de l’arbre. Les
sommets de l’arbre sont les composantes connexes de f−1
(
P1\P1(R)). Un sommet s est l’extre´mite´
d’une areˆte e si le cercle topologique e est inclus dans l’adhe´rence de s dans P1. Par exemple, l’arbre
de la figure2(b) correspond au dessin de la figure 2(a).
1
P1
2
2
1 1
2
1
1
2
(a) Image re´ciproque de P1(R) par f .
Les entiers sont les degre´s des restrictions de f aux
composantes connexes de f−1
`
P1(R)
´
•
1
•
2
@@
@@
@@
@ •
1~~
~~
~~
~
•
2
@@
@@
@@
@ •
1
•
1~~
~~
~~
~
•
2
@@
@@
@@
@ •
2~~
~~
~~
~
•
1
(b) Arbre associe´ a` f
Fig. 2 – Exemple de fonction rationnelle re´el-e´tale et d’arbre signe´ associe´
L’arbre est ponde´re´. C’est-a`-dire qu’a` chaque areˆte est associe´ un entier naturel strictement
positif. Si e est une areˆte, alors l’entier associe´ a` e est le degre´ topologique de f restreint a` e
(voir figure 2). Ce nombre est bien de´fini puisque f e´tant re´el-e´tale, la restriction de f au cercle
topologique e est un reveˆtement topologique.
De plus, une orientation sur P1 induit une orientation sur ses points re´els. On ajoute alors
au pied de l’arbre de f un signe ” + ” ou ” − ” selon que f pre´serve ou inverse respectivement
l’orientation sur P1(R). Ceci donne l’arbre signe´ de f .
Re´ciproquement, on montre que tout arbre signe´ peut eˆtre associe´ a` une fonction rationnelle
re´el-e´tale.
Nous pouvons maintenant e´noncer le re´sultat au coeur de cette the`se :
The´ore`me de classification des fonctions rationnelles re´el-e´tales de P1. Deux fonctions
rationnelles re´el-e´tales sont isotopes si et seulement si elles ont meˆme arbre signe´.
Esquisse de de´monstration. La partie la plus de´licate de la de´monstration consiste a` montrer la
re´ciproque, c’est a` dire obtenir une isotopie entre deux fonctions rationnelles re´el-e´tales f et f ′
ayant meˆme arbre signe´. Elle repose sur les trois ide´es suivantes.
Ide´e 1 Quitte a` perturber un peu f et f ′, on peut supposer qu’il s’agit de reveˆtements ramifie´s
ge´ne´riques, c’est a` dire tels que chaque fibre pour f ou f ′ admette au plus un point de
ramification et tels que tous ces points de ramification soient des points doubles.
Ide´e 2 On sait que tout home´omorphisme de P1 pre´servant l’orientation est isotope a` l’identite´.
Ceci permet d’affirmer que tout couple d’home´omorphismes h1 et h2 de P1 faisant commuter
6
le diagramme
P1
h2 //
f

P1
f ′

P1
h1 // P1
induit une isotopie entre f et f ′.
Ide´e 3 C’est la partie la plus technique de la de´monstration. L’ide´e consiste a` couper P1 le long
des composantes connexes de f−1
(
P1(R)
)
d’une part et le long des composantes connexes
de f ′−1
(
P1(R)
)
d’autre part.
Le fait que les deux fonctions f et f ′ aient meˆme arbre signe´ donne une bijection entre
l’ensemble des composantes connexes de f−1
(
P1 \ P1(R)) et l’ensemble des composantes
connexes de f ′−1
(
P1 \ P1(R)). Soit s un sommet de l’arbre signe´ de f et f ′. Soit Ds
l’adhe´rence de la composante connexe de f−1
(
P1\P1(R)) correspondant a` s etD′s l’adhe´rence
de la composante connexe de f ′−1
(
P1 \ P1(R)) correspondant a` s.
1
2
2
Ds
1 1
2
1
1
2
f // P1
1
2
2
D′s
1
1
1
1
22
f ′ // P1
Fig. 3 – Endomorphismes de meˆme arbre signe´
Par restriction de f a`Ds et de f ′ a`D′s, on se rame`ne a` des reveˆtements re´el-e´tales ge´ne´riques
de P1 par des varie´te´s home´omorphes a` un disque ferme´ prive´ de disques ouverts disjoints.
Une e´tude des syste`mes de Hurwitz associe´s a` de tels reveˆtements va permettre de trouver
un home´omorphisme pre´servant l’orientation
h1 : P1
∼−→ P1
qui se rele`ve en des home´omorphismes
hs : Ds
∼−→ D′s
entre les domaines correspondant pour f et f ′ a` un meˆme sommet s de leur arbre. Tout est
fait en sorte que les home´omorphismes hs puissent se recoller pour former l’home´omorphisme
h2 de P1 cherche´ pre´ce´demment (voir ide´e 2).
La de´monstration de l’implication directe du the´ore`me est une conse´quence des de´finitions.
Exemple. Graˆce au the´ore`me pre´ce´dent, en comptant les arbres signe´s, on obtient 13 classes
d’isotopie pour les fonctions rationnelles re´el-e´tales de degre´ 7. La liste de leurs arbres est donne´e
a` la page 70, figure 5.11.
Le the´ore`me de classification des fonctions rationnelles re´el-e´tale de P1 s’applique a` l’e´tude de
l’espace de module des M -courbes alge´briques re´elles de genre g ou, pour rester dans la cate´gorie
des surfaces de Klein, des M -surfaces de genre g. En effet, il se trouve que cet espace plutoˆt
myste´rieux est cache´ dans l’espace des fonctions rationnelles re´el-e´tales de degre´ 2g + 1.
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En effet, soit f une fonction rationnelle re´el-e´tale de degre´ d = 2g + 1 sur P1, dont l’arbre est
de la forme
• g cote´s
ferme´s
•
•
1
NNNNNNNNNNN 1
ppppppppppp
1
c’est a` dire pour lequel tous les coˆte´s ont pour poids 1 et qui a le maximum de sommets rencontrant
une seule branche. Un tel arbre est appele´M -arbre et f est appele´ unM -endomorphisme. On peut
associer de fac¸on naturelle a` f une M -surface X0 de genre g qui, topologiquement, est l’adhe´rence
de la composante connexe de f−1
(
P1 \ P1(R)) contenant P1(R).
P1
X0 f // P1
Fig. 4 – M -endomorphisme de degre´ 5
La M -surface X0 vient avec un morphisme re´el-e´tale f |X0 de degre´ g + 1 et le choix parti-
culier d’une composante connexe de son bord qui est P1(R). Ainsi, on peut associer a` un M -
endomorphisme f de P1 un triplet (
X0, f |X0 ,P1(R)
)
.
Soit Fre´t,02g+1,M l’ensemble des fonctions rationnelles re´el-e´tales de degre´ 2g + 1 modulo l’action des
automorphismes de P1 par composition a` droite. Cet espace admet une structure naturelle de
varie´te´ analytique re´elle. Soit Mre´t,1g,M l’ensemble des classes d’isomorphismes de triplets (X, f,B)
tels que X soit une M -surface de genre g, f une fonction rationnelle re´el-e´tale de degre´ g + 1 sur
X et B une composante connexe du bord de X. On de´montre que Mre´t,1g,M admet une structure
naturelle de varie´te´ a` priori semi-analytique.
The´ore`me. L’application
F
re´t,0
2g+1,M −→Mre´t,1g,M
f 7−→ (X0, f |X0 ,P1(R))
est un isomorphisme analytique re´el.
En particulier, Mre´t,1g,M admet une structure naturelle de varie´te´ analytique re´elle.
Dans le cas particulier des M -surfaces de genre 1, une e´tude plus concre`te montre que si cet
isomorphisme est naturel, il n’est pas trivial.
La de´monstration du the´ore`me pre´ce´dent passe par des espaces de Teichmu¨ller de triplets et
de M -endomorphismes. Les familles analytiques re´elles de surfaces de Klein interviennent aussi de
manie`re essentielle.
Le the´ore`me de classification des fonctions rationnelles re´el-e´tales de P1 donne une de´monstra-
tion nouvelle de la connexite´ de l’espace des modules de M -surfaces de genre g, montre´e par M.
Seppa¨la¨ et R. Silhol [SS89]. En effet, Fre´t,02g+1,M est connexe d’apre`s le the´ore`me de classification des
fonctions rationnelles re´el-e´tale de P1 ci-dessus, et le morphisme oubli
(X, f,B) 7−→ X
de Mre´t,1g,M sur l’espace des modules de M -surface de genre g est une surjection analytique re´elle.
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Organisation de la the`se
Nous commenc¸ons, chapitre 1, par l’e´tude des familles continues de surfaces de Riemann pour
lesquelles nous donnons quelques exemples (section 1.3).
Cette e´tude me`ne a` celle des familles continues de surfaces de Klein au chapitre 2. Nous y
expliquons en particulier le lien avec les familles de surfaces de Riemann.
Le chapitre 3 est surtout topologique. Il introduit des familles continues de surfaces topologiques
et de surfaces a` bord. Celles-ci seront utilise´es dans le chapitre suivant.
Dans ce chapitre 4, on commence par e´tudier les reveˆtements de familles continues de surfaces
topologiques et de surfaces a` bords. Ceci permet de ge´ne´raliser ensuite le the´ore`me d’existence
de Riemann au cas des familles continues de surfaces de Riemann (section 4.2.1) et des familles
continues de surfaces de Klein (section 4.2.3). Le the´ore`me d’existence de Riemann pour les surfaces
de Klein est l’ingre´dient principal permettant de montrer (section 5.2.3) que tout arbre signe´ est
l’arbre associe´ a` une fonction rationnelle re´el-e´tale.
Le chapitre 5 donne les ingre´dients utiles au chapitre suivant. L’arbre associe´ a` un endomor-
phisme re´el-e´tale de P1 y est de´fini. On introduit aussi la notion d’isotopie pour les reveˆtements
re´el-e´tales. Le chapitre 6 est le chapitre central de cette the`se. On y de´montre, en utilisant les
re´sultats des chapitres pre´ce´dents, le the´ore`me de classification des fonctions rationnelles re´el-
e´tales e´nonce´ pre´ce´demment. Nous menons a` la section 6.2 une e´tude des syste`mes de Hurwitz de
reveˆtements re´el-e´tales d’un disque ferme´ par un disque ferme´ prive´ de disques ouverts.
Les re´sultats du chapitre 6 sont applique´s dans le chapitre 7 a` l’e´tude des espaces des modules
de M -surfaces de genre g.
A la fin de cette the`se, le lecteur trouvera une annexe contenant des rappels succints sur les
graphes.
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Chapitre 1
Familles de surfaces de Riemann
Le but de ce chapitre est de de´finir et e´tudier les familles continues de surfaces de
Riemann. Pour cela, nous prendrons le point de vue des espaces localement annele´s.
Dans toute cette partie, B de´signe une varie´te´ topologique localement home´omorphe a`
Rr. On notera CB le faisceau des germes de fonctions complexes continues sur B. C’est
un faisceau en C-alge`bres.
Pour tout ouvert W ⊆ B × C et tout point (b0, z0) ∈W , on note
Wb0 = {z ∈ C | (b0, z) ∈W} et W z0 = {b ∈ B | (b, z0) ∈W} .
1.1 Mise en place
1.1.1 Famille de fonctions holomorphes
De´finition 1.1.1 (Famille continue de fonctions holomorphes). Soit W ⊆ B×C un ouvert.
Une famille continue de fonctions holomorphes au-dessus de B de´finie sur W est une application
continue
f :W −→ C
ve´rifiant la proprie´te´ suivante :
Pour tout (b0, z0) ⊆W , il existe un voisinage ouvert U ⊆ B de b0, R > 0 et des fonctions continues
ak ∈ CB(U), pour tout k ∈ N, tels que
f(b, z) =
+∞∑
k=0
ak(b)(z − z0)k, (1.1)
pour tout (b, z) ∈ U ×D(z0, R) ⊆W , ou` D(z0, R) ⊆ C est le disque ouvert de centre z0 et de rayon
R.
On pourra aussi parler de famille de fonctions holomorphes.
Remarque 1.1.1. Si f est une famille de fonctions holomorphes de´finie sur W au-dessus de B, pour
tout b0 ∈W , l’application
f(b0, ·) :Wb0 −→ C
z 7−→ f(b0, z),
est une fonction holomorphe.
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Exemple 1.1.1. Soit d ≥ 0 et a0, . . . , ad des fonctions continues sur B a` valeurs dans C. Alors
f : B × C −→ C
(b, z) 7−→ a0 + a1z + . . .+ adzd
est une famille de fonctions holomorphes de´finie sur B × C.
Proposition 1.1.1. Soit W ⊆ B×C un ouvert et f :W −→ C une fonction continue. La fonction
f est une famille de fonctions holomorphes si et seulement si pour tout (b0, z0) ∈W la fonction
f(b0, ·) :Wb0 −→ C
z 7−→ f(b0, z)
est holomorphe et pour tout n ∈ N, les fonctions
dn f
d zn
(·, z0) :W z0 −→ C
b 7−→ d
n f
d zn
(b, z0)
sont continues.
De´monstration. Soit U0 ⊆ B un voisinage ouvert de b0, V ⊆ C un voisinage ouvert de z0, ak ∈
CB(U), pour k ∈ N, des fonctions continues et R > 0 donne´s par la de´finition 1.1.1.
En de´rivant successivement, on obtient pour tout n ∈ N et tout (b, z) ∈ U × V
dn f
d zn
(b, z) =
∞∑
k=n
k!
(k − n)!ak(b)(z − z0)
k−n
la se´rie ayant pour rayon de convergence R(b) ≥ R. Ainsi
dn f
d zn
(·, z0) = (n!)an ∈ CB(V ).
Re´ciproquement, il existe R > 0, un disque ouvert D(z0, 2R) de centre z0 et de rayon 2R et un
voisinage ouvert U ⊆ B de b0 tels que U ×D(z0, 2R) ⊆W . Pour tout b ∈ U , la fonction complexe
f(·, b) est holomorphe sur D(z0, 2R), donc sur le disque ferme´ D(z0, R). D’apre`s un the´ore`me de
de´veloppement en se´ries (voir par exemple [Lan99, V,§1] ou [Rem91]), on a pour tout z ∈ D(z0, R)
f(b, z) =
∞∑
k=0
ak(b)(z − z0)k,
et le rayon de convergence R(b) de la se´rie
∑∞
k=0 ak(b)z
k ve´rifie R(b) ≥ R > 0.
En de´rivant successivement, on obtient comme pre´ce´demment pour tout n ∈ N et tout (b, z) ∈
U ×D(z0, R)
an =
1
n!
dn f
d zn
(·, z0) ∈ CB(V ).
Ainsi an est continue pour tout n ∈ N.
Proposition 1.1.2. Soit W ⊆ B × C et f : W −→ C une fonction continue. La fonction f est
une famille de fonctions holomorphes si et seulement si pour tout b0 ∈ B la fonction
f(b0, ·) :Wb0 −→ C
z 7−→ f(b0, z)
est holomorphe.
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De´monstration. Par de´finition, si f est une famille de fonctions holomorphes, pour tout b0 ∈ B la
fonction f(b0, ·) est holomorphe.
D’apre`s la proposition 1.1.1 et la remaque 1.1.1, il suffit de montrer que pour tout z0 ∈ C et tout
n ∈ N, la fonction dn fd zn (·, z0) est continue. Pour cela, nous allons montrer que d
n f
d zn est continue sur
W pour tout n ∈ N. Comme c’est une proprie´te´ locale, on peut supposer (b0, z0) ∈ W ⊆ Rr × C.
Il existe R > 0 et un voisinage ouvert U ⊆ B de b0 tels que U × D(z0, 2R) ⊆ W . On note
C = ∂D(z0, R) le cercle de centre z0 et de rayon R. D’apre`s la formule de Cauchy sur le disque
ferme´ D(z0, R), pour tout b ∈ U et tout z ∈ D(z0, R), on a
dn
d zn
f(b, z) =
n!
2ipi
∫
C
f(b, w)
(w − z)n+1 dw =
n!
2ipi
∫ 2pi
0
f(b, z0 +Reiθ)Reiθ
(z0 − z +Reiθ)n+1 d θ.
La fonction (
(b, z), θ
) 7−→ f(z0 +Reiθ, b)Reiθ
(z0 − z +Reiθ)n+1
est continue sur U×D(z0, R)×[0, 2pi]. D’apre`s le the´ore`me de continuite´ des inte´grales a` parame`tre,
la fonction d
n
d zn f est continue sur U ×D(z0, R), donc en (z0, b0).
On en de´duit les deux corollaires imme´diats suivant.
Corollaire 1.1.3. Soit W ⊆ B × C. Si f : W −→ C est une famille de fonctions holomorphes,
alors pour tout n ∈ N, la fonction dn fd zn est une famille de fonctions holomorphes.
Corollaire 1.1.4. Soit f1 : W1 → C et f2 : W2 → C deux familles de fonctions holomorphes
au-dessus de B de´finies respectivement sur des ouverts W1 et W2 de B×C. Si f1(W1) ⊆W2, alors
la fonction
f :W1 −→ C
(b, z) 7−→ f2
(
b, f1(b, z)
)
est une famille de fonctions holomorphes au-dessus de B.
1.1.2 Plan complexe et surface de Riemann au-dessus de B
De´finition 1.1.2 (Plan complexe au-dessus de B). Le plan complexe au-dessus de B est
la varie´te´ topologique B × C munie du faisceau des germes de familles continues de fonctions
holomorphes au-dessus de B. D’apre`s la proposition 1.1.2, ce dernier est un faisceau en C-alge`bres
locales.
Ainsi le plan complexe au-dessus de B est l’espace localement annele´
(B × C,OB×C)
tel que pour tout ouvert W ∈ B × C, les e´le´ments f ∈ OB×C(W ) sont les familles de fonctions
holomorphes f :W → C au-dessus de B de´finies sur W .
Remarque 1.1.2. L’application
pr1 : (B × C,OB×C) −→ (B, CB)
(b, z) 7−→ b
est un morphisme d’espaces localement annele´s.
De´finition 1.1.3 (Famille de surfaces de Riemann). Une famille continue de surfaces de
Riemann au-dessus de B est un morphisme d’espaces localement annele´s
p : (X,OX) −→ (B, CB),
tel que (X,OX) soit localement isomorphe au plan complexe au-dessus de B l’isomorphisme local
respectant la projection.
En d’autres termes, p doit ve´rifier :
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(i) (X,OX) est un espace localement annele´ dont le faisceau est un faisceau muni d’une structure
de C-alge`bre,
(ii) p : X −→ B est une application continue,
(iii) ∀x ∈ X, ∃W 3 x voisinage ouvert, ∃W ′ ⊆ B × C ouvert et un isomorphisme
ϕ : (W, OX |W ) ∼−→ (W ′, OB×C|W ′)
faisant commuter le diagramme
(W, OX |W )
ϕ
∼ //
p
&&MM
MMM
MMM
MM
(W OB×C|W ′)
pr2wwppp
ppp
ppp
pp
(B, CB)
On parlera aussi de surface de Riemann au-dessus de B qui pourra eˆtre note´e (X, p).
On appelle les morphismes
ϕ : (W, OX |W ) ∼−→ (W ′, OB×C|W ′)
des morphismes de structure de Riemann.
La varie´te´ topologique B est la base de la famille de surfaces de Riemann et le morphisme p la
projection de la famille sur la base.
1.1.3 Morphismes
De´finition 1.1.4 (Morphisme). Soit (X, p) et (Y, q) deux surfaces de Riemann au-dessus de B.
Un morphisme de familles de surfaces de Riemann est un morphisme d’espaces localement annele´s
ϕ : (X,OX) −→ (Y,OY )
faisant commuter le diagramme :
(X,OX)
ϕ //
p
%%KK
KK
KK
KK
K
(Y,OY )
q
yyttt
tt
tt
tt
(B, CB)
On notera Hom(X,Y ) l’ensemble des morphismes de surfaces de Riemann au-dessus de B de
(X, p) dans (Y, q).
Proposition 1.1.5. On note pr2 : (b, z) 7→ z. Pour tout ouvert W ⊆ B × C, l’application
Hom(W,B × C) −→ OB×C(W )
F 7−→ F ](pr2),
est une bijection.
De´monstration. L’application pr2 e´tant une section globale du faisceau OB×C, si F ∈ Hom(W,B×
C), alors F ](pr2) est une section globale sur W . En particulier F s’e´crit
F :W −→ B × C
(b, z) 7−→ (b, F ](pr2)(b, z))
Re´ciproquement, soit une famille de fonctions holomorphes f ∈ OB×C(W ). On peut lui associer
le morphisme de familles de surfaces de Riemann
F :W −→ B × C
(b, z) 7−→ (b, f(b, z))
qui ve´rifie F ](pr2) = f .
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1.2 Foncteur de changement de base
Dans toute cette partie, B et B′ de´signeront des varie´te´s topologiques localement home´o-
morphes a` Rr et Rr′ respectivement. On notera CB (resp. CB′) le faisceau des germes
de fonctions complexes continues sur B (resp. B′).
1.2.1 Pour le plan complexe
Conside´rons le plan complexe au-dessus de B et une fonction continue
β : B′ −→ B.
Dans la cate´gorie des espaces topologiques, le produit fibre´ de B × C par B′ au-dessus de B n’est
autre que B′ ×C. Si l’on munit B′ ×C de sa structure de surfaces de Riemann au-dessus de B′, on
obtient le diagramme commutatif :
(B′ × C,OB′×C)
pr2

bβ // (B × C,OB×C)
pr2

(B′, CB′)
β
// (B, CB)
ou` β̂ : (B′ × C,OB′×C) −→ (B × C,OB×C) est donne´ par :
β̂ : B′ × C −→ B × C et β̂](W ) : OB×C(W ) −→ OB′×C
(
β̂−1(W )
)
(b′, z) 7−→ (β(b′), z) f 7−→ f ◦ β̂
pour tout W ouvert de B × C.
Ainsi, le morphisme
β : (B′, CB′) −→ (B, CB)
permet un changement de base pour le plan complexe et induit un morphisme d’espaces localement
annele´s entre (B′ × C,OB′×C) et (B × C,OB×C).
Soit un morphisme de surfaces de Riemann au-dessus de B
ϕ : B × C −→ B × C.
La proprie´te´ universelle pour les produits fibre´s donne une unique application continue
β?ϕ : B′ × C −→ B′ × C
faisant commuter le diagramme :
B′ × C
β?ϕ

bβ //
pr1 ##F
FF
FF
FF
FF
B × C
pr1
||yy
yy
yy
yy
y
ϕ

B′ β // B
B′ × C
bβ //
pr1
;;xxxxxxxxx
B × C
pr1
bbEEEEEEEEE
Elle s’e´crit
β?ϕ : B′ × C 7−→ B′ × C
(b′, z) 7−→ (b′, ϕβ(b′)(z))
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ou` ϕb(z) = pr2
(
ϕ(b, z)
)
pour tout b ∈ B.
Soit W ∈ B′ × C un ouvert. A tout f ∈ OB′×C(W ) on associe l’application
f ◦ β?ϕ : (β?ϕ)−1(W ) −→ C.
Alors avec le corollaire 1.1.4, il est clair que f ◦ β?ϕ ∈ OB′×C
(
(β?ϕ)−1(W )
)
.
Ainsi β?ϕ est un morphisme de surfaces de Riemann au-dessus de B′.
De´finition 1.2.1 (Morphisme induit ou pull-back). Le morphisme β?ϕ est le morphisme
induit par β a` partir de ϕ ou pull-back de ϕ par β.
Remarque 1.2.1. Par construction, si ϕ1, ϕ2 : B×C→ B×C sont deux morphismes de surfaces de
Riemann au-dessus de B, on a :
β?(ϕ2 ◦ ϕ1) = β?ϕ2 ◦ β?ϕ1.
1.2.2 Pull-back pour les familles de surfaces de Riemann
Espace topologique. Conside´rons (X,OX , p) une surface de Riemann sur B et β : B′ → B une
fonction continue. On note
β?X = B′ ×B X
le produit fibre´ de X par B′ au-dessus de B dans la cate´gorie des espaces topologiques. On a alors
des applications continues
p′ : β?X −→ B′ et β̂ : β?X −→ X
faisant commuter le diagramme :
β?X
p′

bβ // X
p

B′
β
// B
Nous allons munir β?X d’un faisceau β?OX qui fasse de (β?X,β?OX) une surface de Riemann
au-dessus de B′.
Faisceau sur des ouverts. Soit x′0 ∈ β?X et x0 = β̂(x′0). On conside`re un morphisme de
structure de Riemann
h : (U, OX |U ) ∼−→ (V, OB×C|V )
pour (X, p). Le produit fibre´ U ′ = B′ ×B U est un voisinage ouvert de x′0 dans β?X et le produit
fibre´ V ′ = B′ ×B V est un ouvert de B′ × C. On a le diagramme commutatif :
V ′
bβC //
pr1   A
AA
AA
AA
A V
pr1 



B′ β // B
U ′
bβ //
p′
>>}}}}}}}}
U
p
__???????
o h
OO
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Par proprie´te´ universelle du produit fibre´, on obtient un morphisme h′ = β?h : U ′ → V ′ ainsi
qu’un morphisme re´ciproque et le diagramme commutatif suivant :
V ′
bβC //
pr1   A
AA
AA
AA
A V
pr1 



B′ β // B
U ′
h′ o
OO
bβ //
p′
>>}}}}}}}}
U
p
__???????
o h
OO
L’isomorphisme h′ permet alors de munir U ′ d’un faisceau OU ′ qui fait de celui-ci une surface de
Riemann au-dessus de B′.
Recollement. Supposons que l’on ait deux morphismes de structure de Riemann
hi : (Ui, OX |Ui)
∼−→ (Vi, OB×C|Vi),
i = 1, 2, pour (X, p) au voisinage de x0. Ils induisent deux isomorphismes
h′i : (U
′
i ,OU ′i )
∼−→ (V ′i , OB′×C|V ′i ).
Notons W ′i = h
′
i(U
′
1 ∩ U ′2) ⊆ V ′i . Les restrictions gi = h′i|U ′1∩U ′2 sont des isomorphismes de U
′
1 ∩ U ′2
sur W ′i et on a :
U ′1 ∩ U ′2
g1
∼
{{www
ww
ww
ww g2
∼
##G
GG
GG
GG
GG
p′

W ′1
pr1
##H
HH
HH
HH
HH
W ′2
pr1
{{vv
vv
vv
vv
v
B′
Ainsi g = g1 ◦ g−12 de´finit un isomorphisme de W ′2 sur W ′1 qui commute avec les projections sur B′.
Ceci permet de recoller les faisceaux (U ′i ,OU ′i ) le long de U
′
1 ∩ U ′2.
Pull-back. On obtient ainsi sur β?X un faisceau β?OX qui fait de β?p = p′ : (β?X,β?OX) →
(B′, CB′) une famille de surface de Riemann. Elle vient avec un morphisme d’espaces localement
annele´s
β̂ : (β?X,β?OX) −→ (X,OX)
qui commute avec les projections sur B′ et B
De´finition 1.2.2 (Surface induite par pull-back). La famille de surfaces de Riemann
β?(X,OX , p) = (β?X,β?OX , β?p)
au-dessus de B′ est la surface de Riemann au-dessus de B′ induite par β ou pull-back de la famille
de surfaces de Riemann (X,OX , p) par β.
Morphisme induit. Soit un morphisme de surfaces de Riemann au-dessus de B
ϕ : (X, p) −→ (Y, q).
La proprie´te´ universelle pour les produits fibre´s donne une unique application continue
β?ϕ : β?X −→ β?Y
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faisant commuter le diagramme :
β?X
β?ϕ

bβX //
β?p !!D
DD
DD
DD
D X
p
 



ϕ

B′ β // B
β?Y
bβY //
β?q
==zzzzzzzz
Y
q
__????????
Cette application continue de´finit en fait un morphisme de surfaces de Riemann au-dessus de B′.
Ceci se voit localement. Pour cela, on utilise des morphismes de structure de Riemann pour (X, p)
au voisinage de x0 et pour (Y, q) au voisinage de y0 ainsi que les morphismes de structure pour
β?(X, p) et β?(Y, q) obtenus comme dans la section 1.2.2. L’unicite´ dans la proprie´te´ universelle
du produit fibre´ permet de conclure.
De´finition 1.2.3 (Morphisme induit ou pull-back). Le morphisme β?ϕ est le morphisme
induit par β a` partir de ϕ ou pull-back de ϕ par β.
Remarque 1.2.2. Comme pour le cas des plan complexe, par construction, si ϕ1 : X0 → X1 et
ϕ2 : X1 → X2 sont deux morphismes de surfaces de Riemann au-dessus de B, on a :
β?(ϕ2 ◦ ϕ1) = β?ϕ2 ◦ β?ϕ1.
1.2.3 Applications
Restriction de la base. Soit (X, p) une surface de Riemann au-dessus de B et B′ un ouvert de
B. La surface de Riemann sur B′ induite par l’inclusion i : B′ ↪→ B n’est autre que la famille
p|B′ : (X|p−1(B′) , OX |p−1(B′)) −→ (B′, CB|B′)
Famille de surfaces de Riemann. Soit (X, p) une famille de surfaces de Riemann au-dessus
B et ∗ un point.
Pour tout point b ∈ B, il existe une fonction continue
ιb : ∗ −→ B
telle que ιb(∗) = b. Par pull-back, on obtient une famille de surfaces de Riemann au-dessus de
(∗,C), c’est-a`-dire une surface de Riemann Xb, la fibre de X au-dessus de b.
Famille de surfaces constante Soit (S,OS) une surface de Riemann. Une famille de surfaces
de Riemann sur B est dite constante engendre´e par S si elle est isomorphe a` la famille pi?S induite
par l’application constante
pi : B −→ ∗,
ou` S est la famille de surface de Riemann p : S → ∗ au-dessus d’un point ∗.
Exemple 1.2.1. Le plan complexe au-dessus de B est la famille de surfaces de Riemann constante
pi?(C,OC), ou` (C,OC) est le plan complexe muni de son faisceau de fonctions holomorphes a` valeur
dans C.
1.3 Exemple : surfaces de Riemann de genre 1
1.3.1 Avec les R-bases de C
Soit (ω, ω′), une R-base de C. Le quotient de C par le re´seau ωZ + ω′Z est une surface de
Riemann de genre 1
C/(ωZ+ ω′Z).
En faisant varier la R-base (ω, ω′), nous allons obtenir une famille de surfaces de Riemann.
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Base. On peut identifier l’ensemble des R-bases de C au groupe topologique Gl2(R), celui-ci
e´tant muni de la topologie des fonctions continues a` valeur dans C. Pour tout B ∈ Gl2(R), on note
(ωB , ω′B) la R-base de C associe´e a` B. On note aussi XB = C/(ωBZ+ω′BZ) la surface de Riemann
de genre 1 correspondante et
qB : C −→ XB
l’application quotient.
L’espace topologique Gl2(R) sera la base de la famille de surfaces de Riemann.
Espace total. L’ensemble
E = {(B, x) | B ∈ Gl2(R) et x ∈ XB}
sera l’ensemble des points de la famille. Cet ensemble vient avec la projection
p = pr1 : E −→ Gl2(R)
(B, x) 7−→ B.
Il faut maintenant munir E d’une topologie et d’un faisceau en C-alge`bres.
Action de groupe. On a une action de Z2 sur le plan complexe Gl2(R)×C au-dessus de Gl2(R).
Elle est donne´e par
(B, z) · (m,n) = (B, z +mωB + nω′B)
pour tout (m,n) ∈ Z2 et tout (B, z) ∈ Gl2(R)× C. La fonction
Gl2(R)× C −→ E
(B, z) 7−→ (B, qB(z))
est une application quotient pour l’action de Z2 sur Gl2(R)×C et induit donc une bijection naturelle
entre E et (Gl2(R)×C)/Z2. Elle va nous permettre de munir E d’une structure naturelle de famille
de surfaces de Riemann au-dessus de Gl2(R).
Proposition 1.3.1. L’action de Z2 sur Gl2(R)×C est une action proprement discontinue et sans
point fixe.
De´monstration. Il est clair que cette action est sans point fixe.
Pour tout B ∈ Gl2(R) et tout z ∈ C, on note PB(z) l’inte´rieur du paralle´logramme de cote´s ωB
et ω′B centre´ en z. Autrement dit,
PB(z) =
{
z + λωB + λ′ω′B | λ, λ′ ∈]− 12 , 12 [
}
.
On note aussi
P (z) =
⋃
B∈Gl2(R)
PB(z).
P (z) est alors un voisinage ouvert non vide de z dans Gl2(R)× C.
Il est connu que pour tout z ∈ C, PB(z) est un domaine fondamental pour l’action de Z2 sur C
donne´e par z · (m,n) = z +mωB + nω′B pour tout (m,n) ∈ Z2 et tout z ∈ C. En regardant ce qui
se passe fibre par fibre au-dessus de Gl2(R), on voit que pour tout (m,n) ∈ Z2 on a(
P (z) · (m.n)) ∩ P (z) 6= ∅ ⇐⇒ (m,n) = (0, 0).
On en de´duit le re´sultat suivant.
Corollaire 1.3.2. Il existe sur le quotient E = (Gl2(R)×C)/Z2 une unique structure topologique
et un unique faisceau OE faisant de (E ,OE , pE) une famille de surfaces de Riemann au-dessus de
Gl2(R), la projection pE e´tant de´finie par pE(B, x) = B.
Remarque 1.3.1. Sachant que deux courbes elliptiques ne sont pas forcement isomorphes, ceci donne
un exemple de famille de surfaces de Riemann non constante.
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1.3.2 Avec le demi-plan de Poincare´
Cette fois, les courbes elliptiques vont former une famille de surfaces de Riemann EH◦
au-dessus de H◦ = {z ∈ C | Im z > 0}, l’inte´rieur du demi-plan de Poincare´. Cela va
nous permettre d’obtenir un exemple de pull-back.
A tout point τ ∈ H◦, on associe la surface de Riemann de genre 1, C/(Z+ τZ). On de´finit alors
l’ensemble
EH◦ = {(x, τ) | τ ∈ H◦ et x ∈ C/(Z+ τZ)}
et l’application
pH◦ : EH◦ −→ H◦
(x, τ) 7−→ τ
Nous allons munir l’ensemble EH◦ d’une structure de famille de surfaces de Riemann au-dessus de
H◦.
L’inte´rieur du demi-plan de Poincare´ est home´omorphe au sous-espace des matrices de Gl+2 (R)
de la forme (
1 a1
0 a2
)
avec a2 > 0.
On obtient ainsi une fonction continue
h : H◦ −→ Gl2(R).
Par pull-back, on obtient une famille de surfaces de Riemann h?(E ,OE , pE) au-dessus de H◦.
On voit que h?E = EH◦ .
Retour au-dessus de Gl2(R). On conside`re l’application continue
β : Gl2(R) −→ H◦
B 7−→ τ =

ωB
ω′B
B ∈ Gl+2 (R)
ω′B
ωB
B ∈ Gl−2 (R)
.
Remarque 1.3.2. On a h ◦ β = idH◦ et β|Gl+2 (R) ◦ h = idGl+2 (R).
Par pull-back, on obtient une famille de surfaces de Riemann β?(EH◦ ,OEH◦ , pH◦) au-dessus de
Gl2(R). On voit que (E ,OE , pE) est isomorphe a` β?(EH◦ ,OEH◦ , pH◦) par l’isomorphisme
E −→ β?EH◦
(B, x) 7−→

(B,
x
ωB
) B ∈ Gl+2 (R)
(B,
x
ω′B
) B ∈ Gl−2 (R)
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Familles de surfaces de Klein
Notations
On note Σ = {Id, σ} le groupe de Galois Gal(C|R). Si Σ agit sur un espace E , on notera
Eˇ = E/Σ l’espace quotient (sauf s’il y a risque de confusion) et ΠE : E −→ Eˇ , l’application quotient
(ou simplement Π s’il n’y a pas de confusion possible).
Si Σ agit sur deux espaces E et E ′, un morphisme ϕ : E −→ E ′ sera dit e´quivariant si ϕ◦σ = σ′◦ϕ.
Il induit alors un morphisme ϕˇ : Eˇ −→ Eˇ ′ tel que le diagramme suivant commute :
E
Π

ϕ // E ′
Π′

Eˇ
ϕˇ // Eˇ ′
Dans le cas particulier ou` E = C, on a une action de Σ par conjugaison complexe. On notera
σC : C −→ C
z 7−→ z.
et H le quotient
H = Cˇ = C/Σ =
{{z, z} | Im z ≥ 0}.
La section
h : H −→ C
{z, z} 7−→ z
du passage au quotient ΠC : C→ H permet d’identifier H avec le demi-plan de Poincare´
{z ∈ C | Im z ≥ 0}
et le bord ∂H de H avec R. On notera H l’image de la section
h : H −→ C
{z, z} 7−→ z
du passage au quotient ΠC : C→ H.
Dans tout ce qui suit, B de´signe une varie´te´ topologique localement home´omorphe a` Rr, On la
munira ou bien de son faisceau CB de germes de fonctions continues a` valeurs dans C, ou bien de
son faisceau RB de germes de fonctions continues a` valeurs dans R.
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Les surfaces de Riemann peuvent eˆtre de´finies comme des varie´te´s analytiques ou bien
comme espaces localement annele´s. De meˆme, les surfaces de Klein, traditionnellement
de´finies en tant que varie´te´s dianalytiques, vont pouvoir eˆtre de´finies comme espaces
localement annele´s (voir [Hui02]). C’est cette approche que nous allons utiliser pour
de´finir les familles continues de surfaces de Klein.
La de´finition des familles de surfaces de Klein suit le meˆme processus que la de´finition
des familles de surfaces de Riemann. Ainsi, de meˆme que le plan complexe au-dessus
de B sert de mode`le local aux familles de surfaces de Riemann, le demi-plan de Klein
au-dessus de B, obtenu comme quotient du plan complexe pour l’action de Σ par conju-
gaison complexe, servira de mode`le local aux familles de surfaces de Klein.
2.1 Actions de Σ
2.1.1 Sur le plan complexe au-dessus de B
Le groupe de Galois Σ agit sur B × C en posant pour tout (b, z) ∈ B × C
σ · (b, z) = (b, z).
Le quotient (B × C)/Σ n’est autre que l’espace topologique B ×H. On note
ΠC : B × C −→ B ×H
l’application continue de passage au quotient.
On obtient alors une action sur le plan complexe (B × C,OB×C) au-dessus de B donne´e pour
tout ouvert U ∈ B × C et toute section f ∈ OB×C(U) par
σ · f : U −→ C.
(b, z) 7−→ f(b, z)
On a σ · f ∈ OB×C(σ · U).
De´finition 2.1.1 (Demi-plan de Klein au-dessus de B). Le demi-plan de Klein au-dessus de
B est l’espace localement annele´ :
(B ×H,OB×H) =
(
(B × C) /Σ, (ΠC∗OB×C)Σ
)
.
La projection
pr1 : (B × C,OB×C) −→ (B, CB)
(b, z) 7−→ b
est un morphisme d’espaces localement annele´s qui respecte la structure de C-alge`bre sur les fais-
ceaux. Par passage au quotient, il induit un morphisme d’espaces localement annele´s
pr1 : (B ×H,OB×H) −→ (B,RB)
(b, z) 7−→ b
qui respecte la structure de R-alge`bre des faisceaux.
Soit W ⊆ B × C un ouvert invariant pour l’action de Σ. Alors Σ agit de fac¸on naturelle sur
Hom(W,B × C) par conjugaison en posant pour tout F ∈ Hom(W,B × C)
σ · F = σB×C ◦ F ◦ σB×C :W −→ B × C.
Comme pre´ce´demment, il agit aussi sur OB×C(W ). La proposition suivante pre´cise alors la propo-
sition 1.1.5.
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Proposition 2.1.1. Pour tout ouvert W ⊆ B × C tel que W = σ(W ), la bijection
Hom(W,B × C) −→ OB×C(W )
F 7−→ F ](pr2),
est e´quivariante pour l’action de Σ sur Hom(W,B × C) et OB×C(W ). En particulier, elle fait
correspondre sections invariantes pour l’action de Σ et morphismes e´quivariants.
De´monstration. C’est une conse´quence imme´diate de la proposition 1.1.5 et des de´finitions de
l’action de Σ sur Hom(W,B × C) et OB×C(W ).
2.1.2 Sur les familles de surfaces de Riemann
De´finition 2.1.2 (Faisceau et famille de surfaces de Riemann conjugue´s). Soit (X,OX)
une surface de Riemann au-dessus de B. Le faisceau conjugue´ OX de OX est le faisceau de´fini sur
tout ouvert U de X par
OX(U) = OX(U) =
{
f : U −→ C | f ∈ OX(U)
}
.
Il fait de (X,OX , p) une famille de surfaces de Riemann au-dessus de B appele´e conjugue´e
de (X,OX , p) Le conjugue´ du plan complexe au-dessus de B est appele´ plan complexe conjuge´
au-dessus de B.
Au niveau des morphismes, on obtient la proposition suivante.
Proposition 2.1.2. Soit (X,OX , p) et (Y,OY , q) deux familles de surfaces de Riemann au-dessus
de B. Si
F : (X,OX , p) −→ (Y,OY , q)
est un morphisme de familles de surfaces de Riemann, alors
F : (X,OX , p) −→ (Y,OY , q)
est un morphisme de familles de surfaces de Riemann.
De´monstration. Comme q◦F = p, il suffit de ve´rifier que F : (X,OX)→ (Y,OY ) est un morphisme
d’espaces localement annele´s.
Soit V ⊆ Y un ouvert et f ∈ OY (V ). Alors f ∈ OY (V ) et comme F est un morphisme d’espaces
localement annele´s, on a
f ◦ F |F−1(V ) = f ◦ F |F−1(V ) ∈ OX(F−1(V )).
Donc f ◦ F ∈ OX
(
F−1(V )
)
.
Remarque 2.1.1.
σB×C : (B × C,OB×C) −→ (B × C,OB×C)
est un isomorphisme de familles de surface de Riemann.
De´finition 2.1.3 (Action de Σ). Une action de Klein de Σ sur une famille de surfaces de
Riemann (X,OX , p) au-dessus de B est la donne´e d’une involution continue
σX : X −→ X
telle que dans la de´finition 1.1.3, on puisse choisir les isomorphismes de structure
ϕ : (U, OX |U ) ∼−→ (V, OB×C|V )
e´quivariants.
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Par la suite, sauf pre´cision, toute action de Σ sur une famille de surfaces de Riemann
sera suppose´e eˆtre une action de Klein.
Proposition 2.1.3. Si σX : X → X donne une action de Σ sur (X,OX , p), alors
σX : (X,OX) −→ (X,OX)
est un isomorphisme de familles de surfaces de Riemann.
De´monstration. Cela vient du fait que pour le plan complexe,
σB×C : (B × C,OB×C) −→ (B × C,OB×C)
est un isomorphisme de familles de surfaces de Riemann (voir remarque 2.1.1).
Par e´quivariance des morphismes de structure, le quotient Xˇ = X/Σ est une varie´te´ topologique
localement home´omorphe a` B ×H.
Σ agit sur le faisceau OX de la fac¸on suivante :
σ · f = σC ◦ f ◦ σX ,
pour tout ouvert U ⊆ X et toute section f ∈ OX(U). Comme f ◦ σX ∈ OX (σX(U)) (proposi-
tion 2.1.3), on a σC ◦ f ◦σX ∈ OX (σX(U)) . Ceci permet de construire l’espace localement annele´ :(
Xˇ, OˇX
)
=
(
X/Σ, (ΠX∗OX)
Σ
)
.
Si (X,OX , p) et (Y,OY , q) sont deux familles de surfaces de Riemann au-dessus de B, un mor-
phisme e´quivariant
f : (X,OX , p) −→ (Y,OY , q)
induit un morphisme d’espace localement annele´
fˇ :
(
X/Σ, (ΠX∗OX)
Σ
)
−→
(
Y/Σ, (ΠY ∗OY )
Σ
)
.
2.2 Familles de surfaces de Klein.
2.2.1 Surfaces de Klein
De´finition 2.2.1 (Famille de surfaces de Klein). Une famille continue de surfaces de Klein
au-dessus de B est un morphisme d’espaces localement annele´s
p : (X,OX) −→ (B,RB),
tel que (X,OX) soit localement isomorphe au demi-plan de Klein au-dessus de B, l’isomorphisme
local respectant la projection.
En d’autres termes, p doit ve´rifier :
(i) (X,OX) est un espace localement annele´ ou` OX est un faisceau en R-alge`bres locales,
(ii) p : X −→ B est une fonction continue,
(iii) ∀x ∈ X, ∃U 3 x voisinage ouvert, ∃V ⊆ B ×H ouvert et un isomorphisme
ϕ : (U, OX |U ) ∼−→ (V, OB×H|V )
respectant la structure de R-alge`bres et faisant commuter le diagramme
(U, OX |U )
ϕ
∼ //
p
&&LL
LLL
LLL
LL
(V, OB×H|V )
pr1xxppp
ppp
ppp
p
(B,RB)
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On parlera aussi de surface de Klein au-dessus de B qui pourra eˆtre note´e (X, p).
Les isomorphismes
ϕ : (U, OX |U ) ∼−→ (V, OB×H|V )
sont appele´s morphismes de structure de Klein. La varie´te´ topologique B est la base de la famille
de surfaces de Klein et le morphisme p la projection de la famille sur la base.
Proposition 2.2.1. Soit (X,OX , p) une surface de Riemann au-dessus de B munie d’une action
de Σ. Alors
(Xˇ, OˇX , pˇ) =
(
X/Σ, (ΠX∗OX)
Σ
, pˇ
)
,
ou` pˇ est l’application continue obtenue a` partir de p par passage au quotient, est une surface de
Klein au-dessus de B.
De´monstration. Soit x ∈ Xˇ et x˜ ∈ X tel que ΠX(x˜) = x. Il existe un voisinage ouvert U ⊆ X de
x˜ et un isomorphisme
ϕ : (U, OX |U ) ∼−→ (V, OB×C|V )
tel que
ϕ ◦ σX = σB×C ◦ ϕ.
En particulier σX(U) = U et σB×C(V ) = V .
Par e´quivariance, ϕ induit un home´omorphisme
ϕˇ : U/Σ = Uˇ ⊆ Xˇ ∼−→ V/Σ = Vˇ ⊆ B ×H.
Cet home´omorphisme est un isomorphisme d’espaces localement annele´s entre
(Uˇ , OˇX
∣∣
Uˇ
) et (Vˇ , OB×H|Vˇ ).
2.2.2 Morphismes
De´finition 2.2.2 (Morphisme). Soit (X,OX , p) et (Y,OY , q) deux familles de surfaces de Klein
au-dessus de B. Un morphisme de familles de surfaces de Klein ou morphisme de surfaces de Klein
au-dessus de B est un morphisme d’espaces localement annele´s
f : (X,OX) −→ (Y,OY )
faisant commuter le diagramme :
(X,OX)
f //
p
%%KK
KKK
KKK
KK
(Y,OY )
q
yysss
ss
ss
ss
(B,RB)
On note Hom(X,Y ) l’ensemble des morphismes de surfaces de Klein de (X,OX) dans (Y,OY ).
Proposition 2.2.2. Soit (X,OX , p) et (Y,OY , q) deux familles de surfaces de Riemann munies
chacune d’une action de Σ. Un morphisme de familles de surfaces de Riemann
f : (X,OX , p) −→ (Y,OY , q)
e´quivariant induit un morphisme
fˇ : (Xˇ, OˇX , pˇ) =
(
X/Σ, (ΠX∗OX)
Σ
, pˇ
)
−→ (Yˇ , OˇY , qˇ) =
(
Y/Σ, (ΠY ∗OY )
Σ
, qˇ
)
qui est un morphisme de surfaces de Klein au-dessus de B.
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De´monstration. Par passage au quotient, le morphisme f induit un morphisme d’espaces locale-
ment annele´s
fˇ : (Xˇ, OˇX) −→ (Yˇ , OˇY ).
Celui-ci ve´rifie
qˇ ◦ fˇ = pˇ
puisque
p = p ◦ σX = q ◦ f ◦ σX = q ◦ σY ◦ f = q ◦ f.
2.3 Complexifie´ d’une famille de surfaces de Klein
Nous avons vu (propositions 2.2.1 et 2.2.2) que les familles de surfaces de Klein et
leurs morphismes pouvaient eˆtre obtenus en utilisant une action de Σ sur des familles
de surfaces de Riemann. Le but de cette section est de montrer que toute famille de
surfaces de Klein et tout morphisme de familles de surfaces de Klein provient d’une
telle action.
2.3.1 Au niveau des plans complexes et demi-plans de Klein
Remarque 2.3.1. Par de´finition, OB×H = (ΠC∗OB×C)Σ. Re´ciproquement, on a
OB×C = C⊗R Π−1C OB×H.
Proposition 2.3.1. Soit U un ouvert de B × C tel que U ∩ σB×C(U) = ∅ et
F : (U, OB×C|U ) −→ (B ×H,OB×H)
un morphisme d’espaces localement annele´s tel que pr1 ◦F = pr1. Alors il existe un unique mor-
phisme de familles de surfaces de Riemann
Fˆ : (U, OB×C|U ) −→ (B × C,OB×C)
tel que F = ΠC ◦ Fˆ .
De´monstration. Comme pr2 ∈ OB×H et F est un morphisme, alors F ](pr2) est une section de
OB×C. D’apre`s la proposition 1.1.5, cette section correspond a` un unique morphisme
Fˆ : (U, OB×C|U ) −→ (B × C,OB×C).
Par construction, ce morphisme ve´rifie F = ΠC ◦ Fˆ .
Supposons qu’il existe un autre morphisme F ′ ve´rifiant F = ΠC ◦ F . Alors si F ′ est distinct de
Fˆ , il existe un point (b0, z0) ∈ U \ (B × R) tel que Fˆ (b0, z0) = F ′ ◦ σB×C(b0, z0). Par continuite´, il
existe un voisinage U ′ de (b0, z0) sur lequel Fˆ = F ′ ◦ σB×C ce qui est impossible.
Corollaire 2.3.2. Soit U un ouvert de B ×H et
F : (U, OB×H|U ) −→ (B ×H,OB×H)
un morphisme de surfaces de Klein au-dessus de B. Il existe un unique morphisme e´quivariant de
surfaces de Riemann au-dessus de B
F˜ :
(
Π−1C (U), OB×C|Π−1C (U)
) −→ (B × C,OB×C)
faisant commuter le diagramme
Π−1C (U)
ΠC

eF // B × C
ΠC

U
F // B ×H.
(2.1)
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De´monstration. On applique la proposition 2.3.1 au morphisme
F ◦ΠC : Π−1C (U) −→ B ×H.
On obtient un unique morphisme
F˜ : Π−1C (U) −→ B × C
faisant commuter le diagrame 2.1. En particulier, le morphisme F˜ doit eˆtre e´quivariant.
Comme la proposition 1.1.5 dans le cas des familles de surfaces de Riemann, la proposition
suivante fait le lien entre les sections globales sur un ouvert U ⊆ B × H et les morphismes de U
dans B ×H.
Proposition 2.3.3. Pour tout ouvert W ⊆ B ×H, l’application
Hom(W,B ×H) −→ OB×H(W )
F 7−→ F ](pr2)
est une bijection.
De´monstration. Le corollaire 2.3.2 donne une bijection entre Hom(W,B × C) et l’ensemble des
e´le´ments e´quivariants de Hom
(
Π−1C (W ),B×C
)
. D’autre part, la proposition 2.1.1 donne une bijec-
tion entre ce derner et les sections de OB×C
(
Π−1C (W )
)
invariantes pour l’action de Σ, c’est-a`-dire
OB×H(W ).
2.3.2 Pour les familles de surfaces de Klein
Proposition 2.3.4. Soit X une surface de Klein au-dessus de B. Il existe une surface de Riemann
X˜ au-dessus de B et un morphisme
Π : X˜ −→ X
d’espaces localement annele´s au-dessus de B et une action de Σ sur X˜ tels que Π soit le morphisme
quotient pour l’action de Σ. De plus, si
ρ : Y −→ X
est un autre morphisme d’une surface de Riemann au-dessus de B dans X, alors il existe un unique
morphisme de surfaces de Riemann
f : Y −→ X˜
au-dessus de B tel que Π ◦ f = ρ.
De´monstration. Il existe des morphismes de structure de Klein
ϕi : (Ui, OX |Ui)
∼−→ (Vi, OB×H|Vi),
avec i ∈ I, tels que U = (Ui)i∈I soit un recouvrement ouvert de X. Pour tout i, j ∈ I, on note
Ui,j = Uj,i = Ui ∩ Uj Vi,j = ϕi(Ui,j)
V˜i = Π−1C (V˜i) V˜i,j = Π
−1
C (Vi,j)
D’apre`s le corollaire 2.3.2, pour tout i, j ∈ I, l’isomorphisme de familles de surfaces de Klein
ϕi,j = ϕj ◦ (ϕi|Ui,j )−1 : (Vi,j , OB×H|Vi,j )
∼−→ (Vj,i, OB×H|Vj,i)
se rele`ve de fac¸on unique en un isomorphisme e´quivariant de familles de surfaces de Riemann
ϕ˜i,j : (V˜i,j , OB×C|eVi,j ) ∼−→ (V˜j,i, OB×C|eVj,i).
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On note (X˜, O˜X) l’espace localement annele´ obtenu en recollant les espaces localement annele´s
(V˜i, OB×C|eVi) graˆce aux isomorphismes ϕ˜i,j . Les projections
pr1|eVi : V˜i −→ B
(b, z) 7−→ b
se recollent alors en un morphisme d’espaces localement annele´s
p˜ : (X˜, O˜X) −→ (B, CB).
On obtient ainsi une famille de surfaces de Riemann (X˜, O˜X , p˜) au-dessus de B qui vient avec une
action de Σ donne´e pour tout i ∈ I sur U˜i par σB×C|eUi . Par construction, le quotient de (X˜, O˜X , p˜)
pour cette action est (X,OX , p)
Soit y ∈ Y et x = f(y) ∈ X. Il existe des morphismes de structure de Riemann et de Klein
ψ : (V, OY |V ) ∼−→ (V ′, OB×C|V ′) et ϕ : (U, OX |U ) ∼−→ (U ′, OBH|U ′)
au voisinage de y et x respectivement. On peut supposer que V ′ ∩ σB×C(V ′) = ∅. Alors, d’apre`s le
corollaire 2.3.2, il existe un unique morphisme
F ′y : (V
′, OB×C|V ′) −→
(
Π−1C (U
′), OB×C|Π−1C (U ′)
)
tel que ΠC ◦ Fy = ϕ ◦ f ◦ ψ−1. Celui-ci donne un morphisme
Fy : (V, OY |V ) −→
(
Π−1X (U), O˜X
∣∣∣
Π−1X (U)
)
.
Par unicite´ de F ′y, celui-ci ne de´pend pas du choix des morphismes de structure ϕ et ψ. Le mor-
phisme F cherche´ vient alors du recollement des morphismes locaux Fy.
De´finition 2.3.1 (Complexifie´ d’une famille de surfaces de Klein). Le complexifie´ d’une
famille de surfaces de Klein (X,OX , p) est un quadruplet (X˜, O˜X , p˜, σX), ou` (X˜, O˜X , p˜) est la
surface de Riemann au-dessus de B de la proposition 2.3.4 et σX donne l’action de Σ sur (X˜, O˜X , p˜)
pour laquelle on obtient (X,OX , p) par passage au quotient.
Remarque 2.3.2. Comme dans le cas du plan complexe et du demi-plan de Klein au-dessus de B,
le faisceau O˜X s’obtient a` partir du faisceau OX comme
O˜X = C⊗R Π−1OX .
Corollaire 2.3.5. Pour tout morphisme de familles de surfaces de Klein
f : (X,OX , p) −→ (Y,OY , q)
il existe un unique morphisme e´quivariant
f˜ : (X˜, O˜X , p˜) −→ (Y˜ , O˜Y , q˜)
faisant commuter le diagramme :
X˜
ΠX

ef // Y˜
ΠY

X
f // Y
De´monstration. Il suffit d’appliquer la proprie´te´ universelle du complexifie´ au morphisme
f ◦ΠX : (X˜, O˜X) −→ (Y,OY ).
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De´finition 2.3.2 (Morphisme complexifie´). Le morphisme de familles de surfaces de Riemann
f˜ : (X˜, O˜X , p˜) −→ (Y˜ , O˜Y , q˜)
entre les complexifie´s obtenus dans le corollaire 2.3.5 pre´ce´dent est le morphisme complexifie´ du
morphisme de familles de surfaces de Klein
f : (X,OX , p) −→ (Y,OY , q).
Les liens entre complexifie´ d’une famille de surfaces de Klein et quotient d’une famille de
surfaces de Riemann muni d’une action de Σ permettent d’obtenir une e´quivalence entre la cate´gorie
des familles de surfaces de Klein au-dessus d’un espace de B et celle des familles de surfaces de
Riemann au-dessus de B munies d’une action de Σ avec les morphismes e´quivariants. Ceci permet
en particulier de voir toute surface de Klein comme une famille de surface de Klein au-dessus de
(∗,R).
2.3.3 Application pour le pull-back
On pourrait de´finir le pull-back d’une famille de surfaces de Klein de manie`re analogue au
pull-back d’une famille de surfaces de Riemann. Alors, le pull-back du complexifie´ s’identifie au
complexifie´ du pull-back. Ainsi, on peut utiliser la complexification pour de´finir le pull-back d’une
famille de surfaces de Klein comme le quotient par Σ du pull-back de son complexifie´.
Comme dans le cas des familles de surfaces de Riemann, cela permet de de´finit des familles
constantes de surfaces de Klein.
Exemple 2.3.1. Le demi-plan au-dessus de B est la famille de surfaces de Klein constante en-
gendre´e par H au-dessus de B.
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Chapitre 3
Petit de´tour topologique
Dans le chapitre 4 nous de´montrons un the´ore`me d’existence de Riemann dans le cas des
familles continues de surfaces de Riemann et des familles continues de surfaces de Klein.
Pour cela, nous avons besoin des notions de famille continue de surfaces topologiques
et famille continue de surfaces a` bord respectivement, ainsi que de reveˆtement ramifie´
de telles familles.
Dans ce chaptire B de´signera une varie´te´ topologique localement home´omorphe a` Rr.
3.1 Famille de surfaces topologiques
3.1.1 Les familles
De´finition 3.1.1 (Plan topologique au-dessus de B). Le plan topologique au-dessus de B est
l’espace topologique B × C muni de la projection sur le premier facteur,
pr1 : B × C −→ B.
(b, z) 7−→ b
De´finitions 3.1.2 (Famille de surfaces topologiques). Une famille de surfaces topologiques
au-dessus de B est une application continue
p : X −→ B
telle que X soit une varie´te´ topologique localement home´omorphe au plan topologique au-dessus
de B, l’home´omorphisme local respectant la projection. En d’autres termes, p doit ve´rifier :
∀x ∈ X, ∃U 3 x voisinage ouvert, ∃V ⊆ B×C ouvert et un home´omorphisme ϕ : U ∼→ V
faisant commuter le diagramme
U
ϕ
∼ //
p
?
??
??
??
V
pr1~~
~~
~~
~
B
On parlera aussi de surface topologique au-dessus de B qui pourra eˆtre note´e (X, p).
On appelle les home´omorphismes
ϕ : U ∼−→ V
des morphismes de structure topologique. La varie´te´ topologique B est appele´ base de la famille
topologique et l’application continue p la projection sur la base.
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Exemple 3.1.1. Si (X,OX , p) est une famille de surfaces de Riemann au-dessus de B, alors
p : X −→ B
est une famille de surfaces topologiques au-dessus de B
De´finition 3.1.3 (Morphisme de familles de surfaces topologiques). Soit (X, p) et (Y, q)
deux surfaces topologiques au-dessus de B. Un morphisme de familles de surfaces topologiques ou
morphisme de surfaces topologiques au-dessus de B est une application continue
f : X −→ Y
faisant commuter le diagramme :
X
ϕ //
p
@
@@
@@
@@
Y
q
~~
~~
~~
~
B
Exemple 3.1.2. Tout morphisme de familles de surfaces de Riemann au-dessus de B est un
morphisme de surfaces topologiques au-dessus de B.
3.1.2 Orientation relative
Les surfaces de Riemann sont des surfaces orientables. Par contre, l’espace total d’une
famille continue de surfaces de Riemann au-dessus d’une varie´te´ topologique B ne l’est
pas forcement. Par exemple si B n’est pas orientable, le plan complexe au-dessus de
B ne l’est pas non plus. Dans cette section, nous introduisons la notion de famille de
surfaces relativement orientable, dont les familles continues de surfaces de Riemann
sont un exemple.
Si V ⊆ B × C est un ouvert, pour tout b ∈ pr1(V ) ⊆ B, on note Vb ⊆ C l’ouvert
Vb = {z ∈ C | (b, z) ∈ V } ' pr−11 (b) ∩ V.
De´finition 3.1.4 (Ensemble relativement connexe). Soit E un sous-ensemble d’une varie´te´
topologique X et f : X → Y une application continue. On dira que E est relativement connexe par
rapport a` f si pour tout y ∈ Y l’ensemble f−1(y) ∩ E est connexe.
Lorsqu’il n’y a pas de confusion possible sur l’application f , on parlera de sous-ensemble connexe
relativement a` Y .
De´finition 3.1.5. Soit V et V ′ des ouverts de B × C. Un isomorphisme local
f : (V,pr1) −→ (V ′,pr1)
de familles de surfaces topologiques au-dessus de B pre´serve (resp. inverse) l’orientation relative
de B × C si pour tout b ∈ pr1(V ) = pr1(V ′) l’home´omorphisme local fb pre´serve (resp. inverse)
l’orientation naturelle de C.
Remarque 3.1.1. Soit V et V ′ des ouverts de B×C tels que V soit connexe et relativement connexe
par rapport a` pr1 et
f : (V,pr1) −→ (V ′,pr1)
un isomorphisme local de familles de surfaces topologiques au-dessus de B. Alors f pre´serve l’orien-
tation relative si et seulement si il existe b0 ∈ pr1(V ) = pr1(V ′) tel que l’home´omorphisme fb0
pre´serve l’orientation naturelle de C.
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De´finition 3.1.6 (Famille relativement orientable, orientation relative). Une famille de
surfaces topologiques (X, p) au-dessus de B est relativement orientable si on peut choisir les
home´omorphismes de structure
ϕU : U
∼−→ V,
ou` U ⊆ X et V ⊆ B × C, de sorte que les isomorphismes
ϕU2 ◦
(
ϕU1 |U1∩U2
)−1 : ϕU1(U1 ∩ U2) ∼−→ ϕU2(U1 ∩ U2)
pre´servent l’orientation relative.
Une orientation relative pour une famille de surfaces relativement orientable est la donne´e
d’home´omorphismes de structure comme pre´ce´demment. On dit alors que la famille de surfaces est
relativement oriente´e, les home´omorphismes de structure e´tant appele´s home´omorphismes d’orien-
tation.
De´finition 3.1.7. Soit un isomorphisme local
f : (X, p) −→ (Y, q)
entre familles de surfaces au-dessus de B relativement oriente´es. On dira que f pre´serve (resp.
inverse) l’orientation relative si pour tous morphismes d’orientation
ϕ : U ∼−→ V et ψ : U ′ ∼−→ V ′,
avec U ⊆ X, V ⊆ B × C, U ′ ⊆ Y et V ′ ⊆ B × C, l’ isomorphisme local ψ ◦ f ◦ ϕ−1 de familles de
surfaces au-dessus de B pre´serve (resp. inverse) l’orientation relative partout ou` il est de´fini.
Exemples 3.1.3. Un isomorphisme de surfaces de Riemann entre ouverts du plan complexe au-
dessus de B pre´serve l’orientation relative. On en de´duit qu’une famille continue de surfaces de
Riemann au-dessus de B est une famille de surfaces au-dessus de B relativement orientable et
qu’un isomorphisme local de surfaces de Riemann pre´serve l’orientation relative induite par les
morphismes de structure de Riemann.
3.2 Famille de surfaces a` bord
3.2.1 Les familles
De´finitions 3.2.1 (Demi-plan topologique au-dessus de B). Le demi-plan topologique au-
dessus de B est l’espace topologique B ×H muni de la projection sur le premier facteur :
pr1 : B ×H −→ B.
(b, z) 7−→ b
Le bord du demi-plan topologique au-dessus de B est
∂(B ×H) = {(b, z) ∈ B ×H | z ∈ R} ' B × R.
L’inte´rieur du demi-plan topologique au-dessus de B est le comple´mentaire du bord du demi-plan
topologique au-dessus de B. En d’autres termes
Int(B ×H) = {(b, z) ∈ B ×H | Im z > 0} .
De´finitions 3.2.2 (Famille de surfaces a` bord). Une famille de surfaces a` bord au-dessus de
B est une application continue
p : X −→ B
telle que X soit une varie´te´ a` bord localement home´omorphe au demi-plan topologique au-dessus
de B, l’home´omorphisme local respectant la projection. En d’autres termes, p doit ve´rifier :
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∀x ∈ X, ∃U 3 x voisinage ouvert, ∃V ⊆ B×H ouvert et un home´omorphisme ϕ : U ∼→ V
faisant commuter le diagramme
U
ϕ
∼ //
p
?
??
??
??
V
pr1~~
~~
~~
~
B
On parlera aussi de surface a` bord au-dessus de B qui pourra eˆtre note´e (X, p).
La varie´te´ topologique B est appele´e base de la famille topologique a` bord et l’application conti-
nue p la projection sur la base. L’inte´rieur de X est l’ensemble des points x ∈ X admettant un
voisinage ouvert home´omorphe a` l’inte´rieur du demi-plan topologique Int(B×H). On le note IntX.
Le bord de X est le comple´mentaire de l’inte´rieur de X, note´ ∂X.
Remarque 3.2.1. Une famille de surfaces a` bord est une famille de surfaces topologiques si et
seulement si son bord est vide.
Exemple 3.2.1. Si (X,OX , p) est une famille de surfaces de Klein au-dessus de B, alors (X, p) est
une famille de surfaces a` bord au-dessus de B.
De´finition 3.2.3 (Morphisme de familles de surfaces a` bord). Soit (X, p) et (Y, q) deux
surfaces a` bord au-dessus de B. Un morphisme de familles de surfaces a` bord ou morphisme de
surfaces a` bord au-dessus de B est une application continue
f : X −→ Y
faisant commuter le diagramme :
X
f //
p
@
@@
@@
@@
Y
q
~~
~~
~~
~
B
Exemple 3.2.2. Un morphisme de familles de surfaces de Klein est un morphisme de familles de
surfaces a` bord.
De´finition 3.2.4. Soit (X, p) une famille de surfaces topologique et (Y, q) une famille de surfaces
a` bord au-dessus de B. Un morphisme f : X → Y au-dessus de B, est localement isomorphe a`
ΠB×C si pour tout point x de X, il existe des home´omorphismes de structure ϕ : U
∼→ U ′ pour X
au voisinage de x et ψ : V ∼→ V ′ pour Y au voisinage de y tels que
f |U = ψ−1 ◦ΠB×C ◦ φ.
3.2.2 Action de Σ sur des familles de surfaces topologiques
Dans cette section, le plan topologique au-dessus de B est suppose´ muni de l’action naturelle
de Σ donne´e par σB×C(b, z) = (b, z).
De´finition 3.2.5 (Action de Σ). Soit (X, p) une famille de surfaces topologiques au-dessus de
B. Une action de Σ sur (X, p) est la donne´e d’une involution continue
σX : X −→ X
telle que dans la de´finition 3.1.2, on puisse choisir les home´omorphismes de structure e´quivariants.
Remarque 3.2.2. La projection p induit une application continue
pˇ : X/Σ −→ B.
Exemple 3.2.3. Toute famille continue de surfaces de Riemann munie d’un action de Σ peut eˆtre
vue comme une famille de surfaces topologiques munie d’une action de Σ.
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Proposition 3.2.1. Soit (X, p) une famille de surfaces topologiques au-dessus de B munie d’une
action de Σ. Alors, l’application induite
pˇ : X/Σ −→ B
est une famille de surfaces a` bord dont le bord est l’image des points fixes de X pour σX par
l’application quotient
ΠX : X −→ X/Σ.
De plus, un morphisme e´quivariant
f : (X, p) −→ (Y, q)
entre famille de surfaces topologiques au-dessus de B munies d’une action de Σ induit par passage
au quotient une application continue
fˇ : X/Σ −→ Y/Σ
qui est un morphisme de familles de surfaces a` bord au-dessus de B.
De´monstration. Par e´quivariance des morphismes de structure, le quotient X/Σ est une varie´te´
topologique localement home´omorphe a` B ×H. Pour tout morphisme de structure e´quivariant
ϕ : U ∼−→ V,
on obtient le diagramme commutatif suivant :
U
ΠX |U

p
''OO
OOO
OOO
OOO
OOO
ϕ
∼ // V
piB×C|V

pr1
wwooo
ooo
ooo
ooo
oo
B
U/Σ
pˇ
77ppppppppppppp ∼
ϕˇ
// V/Σ
pr1
ggNNNNNNNNNNNNN
ou`
ϕˇ : U/Σ ∼−→ V/Σ
est le morphisme induit par e´quivariance de ϕ.
Les home´omorphismes ϕˇ font de (X/Σ, pˇ) une famille de surfaces a` bord. Le re´sultat sur les
points fixes et le bord est donne´ par le diagramme commutatif pre´ce´dent.
Pour les morphismes e´quivariants, il suffit de montrer que pˇ = qˇ ◦ fˇ . Ceci s’obtient par passage
au quotient puisque p = q ◦ f .
3.2.3 Double d’une famille de surfaces a` bord
Le but de cette section est de montrer une re´ciproque de la proposition 3.2.1 dans le
cas des familles relativement orientables.
L’application de passage au quotient pour l’action naturelle de Σ sur B × C est note´e
ΠB×C : B × C −→ B ×H.
Lemme 3.2.2. Soit U et V des ouverts connexes de B ×H qui sont connexes relativement a` B et
un isomorphisme de familles de surfaces a` bord
h : (U,pr1)
∼−→ (V,pr1).
Celui-ci se rele`ve en un unique isomorphisme e´quivariant de familles de surfaces topologiques
h˜ : U˜ = Π−1B×C(U)
∼−→ V˜ = Π−1B×C(V )
pre´servant l’orientation relative et redonnant h par passage au quotient.
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De´monstration. Comme U est connexe et que ΠB×C est un reveˆtement double ramifie´ le long de
B × R, il n’y a que deux fac¸ons de relever h en un home´omorphisme e´quivariant de U˜ sur V˜ .
De plus, ces home´omorphismes commutent avec pr1, donc sont des isomorphismes de familles de
surfaces topologiques. D’apre`s la section 3.1.2, l’un d’entre eux pre´serve l’orientation relative alors
que l’autre l’inverse.
Proposition 3.2.3. Pour toute famille de surfaces a` bord (X, p) au-dessus de B, il existe une
famille de surfaces topologiques (X˜, p˜) au-dessus de B qui est relativement oriente´e, un morphisme
de famille de surfaces a` bord
Π : X˜ −→ X
et une action de Σ sur X˜ tels que Π soit le morphisme quotient pour l’action de Σ.
De plus, si Y est une famille de surfaces topologiques relativement oriente´e et
f : Y −→ X
est un morphisme au-dessus de B qui est localement isomorphe a` ΠB×C, il existe un unique iso-
morphisme local
fˆ : Y −→ X˜
de familles de surfaces topologiques pre´servant l’orientation relative tel que Π ◦ fˆ = f .
De´monstration. Soit U = (Ui)i∈I un recouvrement de X par des ouverts connexes relativement a`
B et connexes tel qu’il existe, pour tout i ∈ I, un isomorphisme de structure
ϕi : Ui
∼−→ Vi.
D’apre`s le lemme 3.2.2, pour tout i, j ∈ I tels que Ui ∩ Uj 6= ∅, l’isomorphisme
ϕi,j = ϕj ◦
(
ϕi|Ui∩Uj
)−1
: ϕi(Ui ∩ Uj) ∼−→ ϕj(Ui ∩ Uj)
se rele`ve en un unique isomorphisme e´quivariant
ϕ˜i,j : Π−1B×C
(
ϕi(Ui ∩ Uj)
) ∼−→ Π−1B×C(ϕj(Ui ∩ Uj))
qui pre´serve l’orientation relative et redonne ϕi,j par passage au quotient. Ceci permet de recoller
les ouverts V˜i = Π−1B×C(Vi) et Π
−1
B×C(Vj). On obtient ainsi une famille de surface topologique re-
lativement oriente´e, X˜. Elle vient avec un morphisme Π : X˜ → X, localement donne´ sur V˜i par
ϕ−1i ◦ ΠB×C|eVi qui est le morphisme quotient pour l’action de Σ induite sur X˜ par l’action de Σ
sur les ouverts V˜i.
Soit y ∈ Y et x = f(y). Il existe un home´omorphisme d’orientation
ψ :W ∼−→ Z
pour Y au voisinage de y et un home´omorphisme de structure
ϕ : U ∼−→ V
pour X au voisinage de x, tels que f |W = ϕ−1 ◦ ΠB×C ◦ ψ. On peut supposer les ouverts W et U
connexes relativement a` B et connexes. Ainsi il existe un home´omorphisme d’orientation pour X˜
ϕ˜ : Π−1(U) ∼−→ Π−1B×C(V ),
tel que ϕ−1◦ΠB×C = Π◦ϕ˜−1. L’isomorphisme local fˆy = ϕ˜−1◦ψ est le seul qui pre´serve l’orientation
relative et ve´rifie f |W = Π ◦ fˆy. Les morphismes fˆy se recollent donc en un unique isomorphisme
local fˆ pre´servant l’orientation relative et tel que Π ◦ fˆ = f .
De´finition 3.2.6 (Double). Le double d’une famille surface a` bord (X, p) est le triplet (X˜, p˜, σX)
ou` (X˜, p˜) est la surface relativement oriente´e au-dessus de B de la proposition 3.2.3 et σX donne
l’action de Σ sur (X˜, p˜) pour laquelle on obtient (X, p) par passage au quotient.
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Remarque 3.2.3. Le bord ∂X de la surface a` bord (X, p) au-dessus de B est l’image de l’ensemble
des points fixes de X˜ pour σ eX par le morphisme de passage au quotient ΠX : X˜ → X.
Corollaire 3.2.4. Pour tout morphisme de familles de surfaces a` bord
f : (X, p) −→ (Y, q)
qui est localement un isomorphisme ou isomorphe a` ΠB×C, il existe un unique isomorphisme local
f˜ : (X˜, p˜) −→ (Y˜ , q˜)
pre´servant l’orientation relative et faisant commuter le diagramme :
X˜
ΠX

ef // Y˜
ΠY

X
f // Y
De´monstration. Il suffit d’appliquer la proposition 3.2.3 au morphisme
f ◦ΠX : X˜ −→ Y.
Exemple 3.2.4. Le plan topologique B×C est le double du demi-plan topologique au-dessus de B.
Plus ge´ne´ralement, soit (X,OX , p) une famille de surfaces de Klein au-dessus de B et (X˜, O˜X , p˜, σX)
son complexifie´. Alors (X˜, p˜, σX) est le double de la famille de surfaces a` bord (X, p).
Remarque 3.2.4. Soit (X,OX , p) une famille de surfaces de Klein au-dessus de B. Nous aurions pu
montrer l’existence du complexifie´ de cette famille en munissant le double (X˜, p˜, σX) de (X, p) du
faisceau O˜X = C⊗R OX .
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Chapitre 4
Reveˆtements et existence de
Riemann en famille
4.1 Introduction des reveˆtements ramifie´s en famille
4.1.1 Notions utiles pour la suite
Ici f : X −→ Y de´signe une application continue entre varie´te´s topologiques a` bord et
E ⊆ X un sous-ensemble.
De´finition 4.1.1 (Ensemble relativement discret). On dira que E est relativement discret par
rapport a` f : X → Y si pour tout y ∈ Y l’ensemble f−1(y) ∩ E est discret. Lorsqu’il n’y a pas de
confusion possible sur l’application f , on parlera de sous-ensemble discret relativement a` Y .
Exemple 4.1.1. Les fibres d’un reveˆtement topologique f : X → Y e´tant discre`tes, tout sous-
ensemble de X est relativement discret par rapport a` Y .
De´finition 4.1.2 (Ensemble relativement fini). On dira que E est relativement fini par rapport
a` f : X → Y si pour tout y ∈ Y l’ensemble f−1(y) ∩ E est fini. Lorsqu’il n’y a pas de confusion
possible sur l’application f , on parlera de sous-ensemble fini relativement a` Y .
Remarque 4.1.1. Un sous-ensemble relativement fini par rapport a` Y est un sous-ensemble relati-
vement discret par rapport a` Y .
Remarque 4.1.2. Si f est propre, alors tout sous ensemble de X relativement discret par rapport
a` Y est relativement fini par rapport a` Y .
Exemple 4.1.2. Les fibres d’un reveˆtement topologiques fini f : X → Y e´tant finies, tout sous-
ensemble de X est relativement fini par rapport a` Y .
De´finition 4.1.3 (Pliage). Une application continue de varie´te´s a` bord
f : X −→ Y
est un pliage si ∂Y 6= ∅ et s’il existe deux ouverts disjoints X1 et X2 de X tels que
– X \ f−1(∂Y ) = X1 unionsqX2,
– pour i = 1, 2, l’application
f |Xi : Xi = Xi ∪ f−1(∂Y )
∼−→ Y,
est un home´omorphisme.
Si X et Y sont des varie´te´s a` bord, on dira que Y est un pliage de Y si il existe un pliage
f : X −→ Y.
41
CHAPITRE 4. REVEˆTEMENTS ET EXISTENCE DE RIEMANN EN FAMILLE
Remarque 4.1.3. La compose´e d’un pliage et d’un home´omorphisme est un pliage.
Exemple 4.1.3. Conside´rons l’action du groupe de Galois Σ = Gal(C|R) sur Rn donne´e par
σ : Rn −→ Rn.
(x1, . . . , xn) 7−→ (x1, . . . , xn−1,−xn)
L’application quotient pour cette action,
f : Rn −→ Rn+,
(x1, . . . , xn) 7−→
(
x1, . . . , xn−1, |xn|
)
est un pliage.
De´finitions 4.1.4 (Reveˆtement de varie´te´s a` bord). Une application continue
f : X −→ Y
entre varie´te´s a` bord est un reveˆtement de varie´te´s a` bord si pour tout y ∈ Y , il existe un voisinage
ouvert V de y tel que
f−1(V ) =
⊔
i∈Iy
Vi,
soit la re´union disjointes d’ouverts Vi ve´rifiant que pour tout i ∈ Iy,
f |Vi : Vi −→ V
est ou bien un home´omorphisme, ou bien un pliage.
Si pour tout y ∈ Y , l’ensemble Iy est fini, le reveˆtement f sera dit localement fini. Le reveˆtement
f est fini si l’application I : y 7→ card Iy, ou` card Iy de´signe le cardinal de Iy, est borne´e sur Y .
Remarque 4.1.4. Si f : X → Y est un reveˆtement de varie´te´ a` bord, alors f est surjective et la
fibre au-dessus de chaque point de Y est discre`te.
Remarque 4.1.5. Si f : X → Y est un reveˆtement de varie´te´ a` bord, alors
f |
f−1
(
Int(Y )
) : f−1(Int(Y )) −→ Int(X)
est un reveˆtement topologique.
Exemple 4.1.4. Si X et Y sont des varie´te´s topologiques, alors f : X → Y est un reveˆtement de
varie´te´ a` bord si et seulement si f est un reveˆtement topologique.
4.1.2 Reveˆtements de familles de surfaces
De´finition 4.1.5 (Reveˆtement ramifie´ de familles de surfaces topologiques). Soit (X, p)
et (Y, q) des familles de surfaces topologiques au-dessus de B. Un morphisme
f : (X, p) −→ (Y, q)
est un reveˆtement ramifie´ au-dessus de B si il existe un sous-ensemble S ⊆ Y discret relativement
a` B tel que
f |f−1(Y \S) : f−1(Y \ S) −→ Y \ S
soit un reveˆtement topologique.
Remarque 4.1.6. Soit un reveˆtement ramifie´ de familles de surfaces topologiques
f : (X, p) −→ (Y, q)
au-dessus de B. L’ensemble R ⊆ X des points x ∈ X en lesquels f ne re´alise pas un home´omor-
phisme local est le plus petit des sous-ensembles X ′ ⊆ X tel que tout point x ∈ X a un voisinage
U faisant de
f |U\X′ : U \X ′ −→ f(U \X ′)
un reveˆtement topologique.
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De´finitions 4.1.6 (Lieux de ramification et lieu singulier). On appelle R le lieu de ramifi-
cation du reveˆtement f . Son image
S = f(R) ⊆ S ⊂ Y
est le lieu singulier du reveˆtement f et le sous-ensemble de X,
R = f−1(S) ⊇ R
est le lieu de ramification e´tendu du reveˆtement f .
Lorsque R = ∅, le reveˆtement est dit non ramifie´.
Remarque 4.1.7. Un reveˆtement ramifie´ f : (X, p) → (Y, q) de familles de surfaces topologiques
au-dessus de B ve´rifie les proprie´te´s suivantes :
1. Pour tout b ∈ B, l’application continue fb induite sur les fibres au-dessus de b est un
reveˆtement ramifie´ de surfaces.
2. La fibre f−1(y) est discre`te pour tout y ∈ Y .
3. L’application f est surjective.
Exemple 4.1.5. Un morphisme surjectif de familles de surfaces de Riemann est un reveˆtement
ramifie´ de familles de surfaces topologiques.
De´finition 4.1.7 (Reveˆtement ramifie´ de familles de surfaces a` bord). Soit (X, p) et (Y, q)
des familles de surfaces a` bord au-dessus de B. Un morphisme
f : (X, p) −→ (Y, q)
est un reveˆtement ramifie´ au-dessus de B si il existe un sous-ensemble S ⊆ Y discret relativement
a` B tel que
f |f−1(Y \S) : f−1(Y \ S) −→ Y \ S
soit un reveˆtement de varie´te´s a` bord.
Remarque 4.1.8. Soit un reveˆtement ramifie´ de surfaces a` bord au-dessus de B,
f : (X, p) −→ (Y, q).
L’ensemble R ⊆ X des points x ∈ X au voisinage desquels f ne re´alise ni un pliage ni un
home´omorphisme est le plus petit des sous-ensembles X ′ ⊆ X tel que tout point x ∈ X a un
voisinage U faisant de
f |U\X′ : U \X ′ −→ f(U \X ′)
un reveˆtement de varie´te´s a` bord.
De meˆme que pour les reveˆtements ramifie´s de familles de surfaces topologiques, on de´finit les
lieu de ramification, lieu singulier et lieu de ramification e´tendu. La remarque 4.1.7 reste valable
pour les reveˆtements ramifie´s de familles de surfaces a` bord.
Exemple 4.1.6. Un morphisme de familles de surfaces topologiques est un reveˆtement ramifie´
de familles de surfaces topologiques si et seulement si c’est un reveˆtement ramifie´ de familles de
surfaces a` bord.
Exemple 4.1.7. Un morphisme surjectif de familles de surfaces de Klein est un reveˆtement ramifie´
de familles de surfaces a` bord.
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4.1.3 Equivariance et double
Reveˆtements e´quivariants
Soit (X, p) et (Y, q) des familles de surfaces topologiques au-dessus de B munies chacune d’une
action de Σ donne´e par σX et σY respectivement . On note (Xˇ, pˇ) et (Yˇ , qˇ) les familles de surfaces
a` bord obtenues par passage au quotient a` partir de (X, p) et (Y, q) respectivement et
ΠX : X −→ Xˇ et ΠY : Y −→ Yˇ
les applications de passage au quotient.
On conside`re aussi
f : (X, p) −→ (Y, q)
un reveˆtement ramifie´ de famille de surfaces topologiques e´quivariant. Par passage au quotient, il
donne un morphisme
fˇ : (Xˇ, pˇ) −→ (Yˇ , qˇ).
Proposition 4.1.1. Les lieux de ramification R, de ramification e´tendu R et lieu singulier S de
f sont invariants pour l’action de Σ sur X et Y respectivement.
De´monstration. Soit x ∈ X \ R, U ⊆ X un voisinage ouvert de x et V ⊆ Y tels que
f |U : U ∼−→ V
soit un home´omorphisme. Alors f |σX(U) = σY ◦f ◦ σX |σX(U) est un home´omorphisme au voisinage
de σX(x). Ainsi x ∈ X \R si et seulement si σX(x) ∈ X \R et R est invariant pour l’action de Σ.
Alors
σY (S) = σY ◦ f(R) = f ◦ σX(R) = f(R) = S
et
σX(R) = σX(f−1(S)) = σX(f−1(σY (S))) = f−1(S) = R,
On note
Rˇ = R/Σ = ΠX(R) ⊆ Xˇ, Rˇ = R/Σ = ΠX(R) ⊆ Xˇ et Sˇ = S/Σ = ΠY (S) ⊆ Yˇ .
Ce sont des sous-ensembles relativement discret de Xˇ et Yˇ respectivement.
Lemme 4.1.2. Soit U et V des ouverts connexes de Rr × C tels que
U ∩ σRr×C(U) = ∅ et V = σRr×C(V ).
Soit
f : (U,pr1) −→ (V,pr1),
un isomorphisme de familles de surfaces topologiques. En prolongeant f a` σRr×C(U) par conjugaison
par σRr×C, on obtient par passage au quotient un morphisme
fˇ :
(
ΠRr×C(U),pr1
) −→ (ΠRr×C(V ),pr1)
qui est un pliage.
De´monstration. Comme U ∩ σRr×C(U) = ∅, l’ouvert U est home´omorphe par ΠRr×C a` son image
Uˇ = ΠRr×C(U). Comme V est connexe et V = σRr×C(V ), l’application ΠRr×C|V est un pliage sur
son image Vˇ = ΠRr×C(V ). Ainsi fˇ est la compose´e d’un pliage ΠRr×C|V et des home´omorphismes
(ΠRr×C|U )−1 et f . C’est donc un pliage d’apre`s la remarque 4.1.3.
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Proposition 4.1.3. Pour tout reveˆtement non ramifie´ e´quivariant de familles de surfaces topolo-
giques au-dessus de B
f : (X, p) −→ (Y, q),
le morphisme induit
fˇ : Xˇ −→ Yˇ
est un reveˆtement non ramifie´ de familles de surfaces a` bord au-dessus de B.
De´monstration. Soit V = (Vi)i∈I un recouvrement de Y par des ouverts connexes relativement a`
B et connexes tel que pour tout i ∈ I,
f−1(Vi) =
⊔
j∈Ji
U ji
est la re´union disjointes d’ouverts home´omorphes a` Vi par f . On peut supposer que pour tout i ∈ I,
l’ouvert Vi ve´rifie l’une des deux conditions suivantes
σY (Vi) ∩ Vi = ∅ et σX
(
f−1(Vi)
) ∩ f−1(Vi) = ∅ (4.1)
σY (Vi) = Vi et σX
(
f−1(Vi)
)
= f−1(Vi) (4.2)
En supposant les ouverts Vi et U
j
i assez petit et en utilisant des home´omorphismes de structure
e´quivariants, on se rame`ne au cas ou` X et Y sont des ouverts de Rr × C avec σX = σY = σRr×C.
1. Dans le cas ou` Vi ve´rifie (4.1), sachant qu’un reveˆtement non ramifie´ de familles de surfaces
topologiques est un reveˆtement non ramifie´ de familles de surfaces a` bord, le re´sultat est
imme´diat. En effet, ΠY est alors un isomorphisme de familles de surfaces a` bord de Vi sur
ΠY (Vi) et de f−1(Vi) sur ΠX
(
f−1(Vi)
)
.
2. Si Vi ve´rifie (4.2), on distingue deux cas pour les U
j
i .
(a) Si σX(U
j
i ) = U
j
i , alors
f |Uji : (U
j
i , p|Uji ) −→ (Vi, q|Vi)
est un isomorphisme e´quivariant de famille de surfaces topologiques. Donc par passage
au quotient,
fˇ
∣∣
ΠX(U
j
i )
:
(
ΠX(U
j
i ), pˇ|ΠX(Uji )
) −→ (ΠY (Vi), qˇ|ΠY (Vi))
est un home´omorphisme.
(b) Sinon, σX(U
j
i ) ∩ U ji = ∅. Alors d’apre`s le lemme 4.1.2,
fˇ
∣∣
ΠX(U
j
i )
:
(
ΠX(U
j
i ), pˇ|ΠX(Uji )
) −→ (ΠY (Vi), qˇ|ΠY (Vi))
est un pliage.
Corollaire 4.1.4. Soit (X, p) et (Y, q) deux familles de surfaces topologiques au-dessus de B munies
chacune d’une action de Σ. Si
f : (X, p) −→ (Y, q)
est un reveˆtement ramifie´ e´quivariant de familles de surfaces topologiques, le morphisme
fˇ : (Xˇ, pˇ) −→ (Yˇ , qˇ)
induit par passage au quotient est un reveˆtement ramifie´ de surfaces a` bord au-dessus de B.
De plus le lieu singulier et le lieu de ramification de fˇ sont inclus dans Sˇ et Rˇ respectivement.
De´monstration. D’apre`s la proposition 4.1.1, le lieu singulier S est invariant pour l’action de Σ sur
Y . On obtient donc un reveˆtement non ramifie´ e´quivariant
f ′ = f |X′ : X ′ −→ Y ′
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ou` X ′ = f−1(Y \S) = X \R et Y ′ = Y \S. D’apre`s la proposition 4.1.3, le morphisme fˇ ′ : Xˇ ′ → Yˇ ′
est un reveˆtement non ramifie´ de famille de surfaces a` bord. Or on a
Yˇ ′ = Yˇ \ Sˇ Xˇ ′ = fˇ−1(Yˇ ′) fˇ ′ = fˇ ∣∣
Xˇ′
Ceci montre aussi que le lieu singulier de fˇ est inclus dans Sˇ.
Pour le lieu de ramification, soit x ∈ X \ R. Il existe un voisinage U de x, stable par σX sur
lequel f est un isomorphisme. En particulier, f |U est un reveˆtement non ramifie´ de famille de
surfaces topologiques sur son image. D’apre`s la proposition 4.1.3, le morphisme induit par passage
au quotient, fˇ
∣∣
ΠX(U)
est un reveˆtement non ramifie´ de familles de surfaces a` bord sur son image.
En particulier, fˇ doit eˆtre un pliage ou un home´omorphisme au voisinage de ΠX(x).
Avec les doubles
Soit (X, p) et (Y, q) des familles de surfaces a` bord au-dessus de B de doubles (X˜, p˜, σX) et
(Y˜ , q˜, σY ) respectivement. On note
ΠX : X˜ −→ X et ΠY : Y˜ −→ Y
les applications de passage au quotient pour l’action de Σ sur (X˜, p˜) et (Y˜ , q˜) respectivement.
Lemme 4.1.5. Soit (X, p) et (Y, q) des familles de surfaces a` bord au-dessus de B. Un morphisme
f : X → Y qui est un pliage est localement isomorphe a` ΠB×C.
En particulier, tout reveˆtement ramifie´ de familles de surfaces a` bord
F : X −→ Y
se rele`ve en un unique morphisme
F : X˜ −→ Y˜
pre´servant l’orientation relative des doubles.
De´monstration. Au voisinage de tout point x ∈ X \f−1(∂Y ), le morphisme f est un isomorphisme
local, donc localement isomorphe a` ΠB×C.
Soit x ∈ f−1(∂X) et y = f(x) ∈ ∂Y . On note X1 et X2 des ouverts disjoints de X qui
apparaissent dans la de´finition de pliage. Comme le re´sultat a` montrer est local, quitte a` re´duire X
et Y , on peut supposer que les ouverts Xi sont connexes et que Y est connexe relativement a` B et
connexe. On peut aussi supposer qu’il existe un ouvert V ⊆ B ×H et un morphisme de structure
ψ : Y ∼−→ V.
Alors ψ induit un home´omorphisme de ∂Y sur B × R et des isomorphismes ϕi de Xi sur V ′ =
V \ (B ×R). De plus, Π−1B×C(V ′) est la re´union de deux ouverts disjoints U1 et U2 isomorphes a` V ′
par ΠB×C|U1 et ΠB×C|U2 respectivement. Ceci permet d’obtenir des isomorphismes ϕ′i : Xi
∼→ Ui.
Sachant que Xi = Xi∪f−1(∂Y ) et U i = Ui∪Π−1B×C(V ∩B×R), les isomorphismes ϕi se prolongent
en un isomorphisme
ϕ : X ∼−→ Π−1B×C(V ).
Par construction, on a f = ψ−1 ◦ΠB×C ◦ ϕ.
Soit S le lieu singulier du reveˆtement F et R son lieu de ramification e´tendu. On note F ′ =
F |X\R : X \ R → Y \ S. D’apre`s ce qui pre´ce`de, le reveˆtement non ramifie´ de famille de surfaces
a` bord
F ′ ◦ ΠX | eX\Π−1X (R) : X˜ \Π−1X (R) −→ Y \ S
est localement isomorphe a` ΠB×C. En lui appliquant la proposition 3.2.3, on obtient un unique
morphisme
F˜ ′ : X˜ \Π−1X (R) −→ Y˜ \Π−1Y (S)
pre´servant l’orientation relative des doubles et ve´rifiant ΠY ◦ F˜ ′ = F ′ ◦ ΠX | eX\Π−1X (R).
Comme les ensembles Π−1X (R) ⊆ X et Π−1Y (S) ⊆ Y sont des sous-ensembles relativement
discrets, le morphisme F ′ se prolonge par continuite´ en un unique morphisme F˜ : X˜ → Y˜ ve´rifiant
ΠY ◦ F˜ = F ◦ΠX .
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Lemme 4.1.6. Soit U et V des ouverts connexes de Rr × C et
f : (U,pr1) −→ (V,pr1),
morphisme de familles de surfaces a` bord au dessus de B qui est un pliage. Le morphisme de
familles de surfaces topologiques pre´servant l’orientation relative
f˜ : (U˜ ,pr1) −→ (V˜ , pr1)
induit par f est un isomorphisme de chacune des composantes connexes de U˜ sur V˜ .
De´monstration. Comme f est un pliage, on a V ∩ (B ×R) 6= ∅. On note U1 et U2 les deux compo-
santes connexes de U \ f−1(B × R). Pour i = 1, 2, la restriction fi de f a` Ui est un isomorphisme
sur IntV . D’apre`s le lemme 3.2.2, il se rele`ve en un isomorphisme
f˜i = f˜
∣∣∣eUi : U˜i = Π−1B×C(Ui) −→ V˜ \ B × R.
Ceci donne un reveˆtement de degre´ 2
f˜1 ∪ f˜2 : U˜ \ f˜−1(B × R) −→ V˜ \ B × R
qui par continuite´ se prolonge a` f˜ qui est donc un isomorphisme de chacune des deux composantes
connexes de U˜ sur V˜ .
Proposition 4.1.7. Soit un reveˆtement non ramifie´ e´quivariant de familles de surfaces a` bord
au-dessus de B
f : (X, p) −→ (Y, q).
Le morphisme induit
f˜ : X˜ −→ Y˜
est un reveˆtement non ramifie´ de familles de surfaces topologiques au-dessus de B.
De´monstration. Soit V = (Vi)i∈I un recouvrement de Y par des ouverts connexes relativement a`
B et connexes tel que pour tout i ∈ I,
f−1(Vi) =
⊔
j∈Ji
U ji
est la re´union disjointes d’ouverts tels que la restriction de f a` U ji soit un pliage ou un home´omor-
phisme sur Vi. Deux cas se pre´sentent selon que pi−1Y (Vi) est ou non connexe.
– Si pi−1Y (Vi) a deux composantes connexes, alors pi
−1
X (U
j
i ) doit avoir deux composantes connexes
pour tout j. De plus f |Uji est un home´omorphisme et par unicite´ dans le corollaire 3.2.4, f |Uji
se rele`ve en un isomorphisme
f˜
∣∣∣eUji : U˜ ji = Π−1X (U ji ) −→ V˜i = Π−1Y (Vi).
– Si pi−1Y (Vi) est connexe, en supposant les ouverts Vi et U
j
i assez petits et en utilisant des
home´omorphismes de structure, on se rame`ne au cas ou` X et Y sont des ouverts de B × H
et ΠX = ΠB×C|X , ΠY = ΠB×C|Y . Si f |Uji est un pliage, d’apre`s le lemme 4.1.6, pour tout
i ∈ I et tout j ∈ Ji, le morphisme induit,
f˜
∣∣∣eUji : U˜ ji = Π−1X (U ji ) −→ V˜i = Π−1Y (Vi)
est un isomorphisme de chacune des composantes connexes de U˜ ji sur V˜i. Si f |Uji est un
home´omorphisme, par unicite´ dans le corollaire 3.2.4, il se rele`ve en un isomorphisme
f˜
∣∣∣eUji : U˜ ji = Π−1X (U ji ) −→ V˜i = Π−1Y (Vi).
Ainsi V˜i est la re´union disjointe d’ouverts home´omorphes a` V˜i par f˜ .
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Corollaire 4.1.8. Soit un reveˆtement ramifie´ de familles de surfaces a` bord au-dessus de B
f : (X, p) −→ (Y, q).
Le morphisme pre´servant l’orientation relative
f˜ : (X˜, p˜) −→ (Y˜ , q˜)
est un reveˆtement ramifie´ de familles de surfaces topologiques au-dessus de B.
De plus le lieu singulier de f˜ est inclus dans S˜ = Π−1X (S) et son lieu de ramification dans
R˜ = Π−1X (S), ou` S et R sont respectivement les lieux singulier et de ramification de f˜ .
De´monstration. On a un reveˆtement non ramifie´
f ′ = f |X′ : X ′ −→ Y ′
ou` X ′ = f−1(Y \S) = X \R et Y ′ = Y \S. D’apre`s la proposition 4.1.7, le morphisme f˜ ′ : X˜ ′ → Y˜ ′
est un reveˆtement non ramifie´ de familles de surfaces topologiques. Or on a
Y˜ ′ = Y˜ \ S˜ X˜ ′ = f˜−1(Y˜ ′) f˜ ′ = f˜
∣∣∣ eX′
Ceci montre aussi que le lieu singulier de f˜ est inclus dans S˜.
Pour le lieu de ramification, soit x ∈ X \ R. Comme c’est un re´sultat local, on peut supposer
X,Y ⊆ B×H. Il existe un voisinage U de x sur lequel f est reveˆtement non ramifie´ de familles de
surfaces a` bord. D’apre`s la proposition 4.1.7, f˜ |Π−1X (U) est un reveˆtement non ramifie´ de famille de
surfaces topologiques. En particulier, f˜ est un home´omorphisme au voisinage de chaque point de
la fibre Π−1X (x).
On de´duit des corollaires 4.1.4 et 4.1.8 les re´sultats suivants.
Proposition 4.1.9. Soit un reveˆtement e´quivariant de familles de surfaces topologiques munies
d’une action de Σ, f : (X, p)→ (Y, q), de lieu de ramification R et de lieu singulier S. Alors les lieu
de ramification et lieu singulier du reveˆtement ramifie´ induit fˇ : (Xˇ, pˇ)→ (Yˇ , qˇ) sont Rˇ = ΠX(R)
et Sˇ = ΠY (S) respectivement.
Soit un reveˆtement de famille de surfaces a` bord f : (X, p)→ (Y, q), de lieu de ramification R et
de lieu singulier S. Alors les lieu de ramification et lieu singulier du reveˆtement ramifie´ e´quivariant
induit f˜ : (X˜, p˜)→ (Y˜ , q˜) sont R˜ = Π−1X (R) et S˜ = Π−1Y (S) respectivement.
De´monstration. Supposons que le premier re´sultat ne soit pas ve´rifie´. Dans ce cas, le lieu de rami-
fication ou le lieu singulier de fˇ est strictement inclus dans Rˇ ou Sˇ respectivement. Ainsi le lieu de
ramification ou le lieu singulier de ˜ˇf = f est strictement inclus dans R = Π−1X (Rˇ) ou S = Π−1Y (Sˇ),
ce qui est impossible.
On obtient de la meˆme fac¸on le cas des reveˆtements de familles de surfaces a` bord.
4.2 The´ore`mes d’existence de Riemann
Le lecteur pourra trouver le the´ore`me d’existence de Riemann pour les surfaces dans
[AS60] ou [Ful95]. Nous montrons ici trois the´ore`mes d’existence de Riemann en famille :
1. Le premier (the´ore`me 4.2.1) traite les reveˆtements de familles de surfaces de Rie-
mann par une famille de surfaces topologiques.
2. Pour le deuxie`me (proposition 4.2.3), nous nous plac¸ons dans le cas particulier ou`
les familles sont munies d’une action de Σ.
3. Le troisie`me (the´ore`me 4.2.5) conside`re le cas deds reveˆtements de familles de
surfaces de Klein par une famille de surfaces a` bord.
Dans toute cette section, B est une varie´te´ topologique localement home´omorphe a` Rr.
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4.2.1 Pour les familles de surfaces de Riemann
The´ore`me 4.2.1 (Existence de Riemann en famille). Soit (X, p) une famille de surfaces
topologiques, (Y,OY , q) une famille de surfaces de Riemann au-dessus de B et
f : (X, p) −→ (Y, q)
un reveˆtement ramifie´ de familles de surfaces topologiques au-dessus de B.
Il existe un unique faisceau d’anneaux OX sur X faisant de (X,OX , p) une famille de surfaces
de Riemann au-dessus de B telle que
f : (X,OX , p) −→ (Y,OY , q)
soit un morphisme de familles de surfaces de Riemann au-dessus de B.
De´monstration. Soit S le lieu singulier, R le lieu de ramification et R le lieu de ramification e´tendu
de f . Alors
f |X\R : X \ R −→ Y \ S
est un reveˆtement topologique non ramifie´. Le faisceau en C-alge`bre OY |Y \S induit un unique
faisceau en C-alge`bre OX\R sur X \ R qui fait de l’application
f |X\R : (X \ R,OX\R) −→ (Y \ S, OY |Y \S)
un morphisme d’espaces localement annele´s qui respecte la structure de C-alge`bre, donc un mor-
phisme de familles de surfaces de Riemann au-dessus de B.
Nous allons prolonger le faisceau OX\R a` R. Le re´sultat e´tant local, on peut supposer que f est
un reveˆtement topologique ramifie´ au-dessus de B de B × R2 sur B × C. Pour montrer le re´sultat
cherche´, il suffit de montrer qu’une famille d’applications continues a` valeur complexe ϕ sur un
ouvert U ⊆ B×C qui est une famille continue d’applications holomorphes en dehors d’un ensemble
R discret relativement a` B est une famille d’applications holomorphes sur U tout entier.
Pour tout b ∈ pr1(U), l’application induite par ϕ sur la fibre au-dessus de b,
ϕb = ϕ(b, ·) : Ub −→ C
est une application continue qui est analytique en dehors de l’ensemble discret Ub ∩ Rb. Donc ϕb
est analytique sur Ub tout entier et c’est la seule application analytique qui prolonge ϕb|Ub\Rb .
On en de´duit que le faisceau OX\R se prolonge de fac¸on unique a` X tout entier en un faisceau
OX qui fait de (X,OX , p) une famille de surfaces de Riemann au-dessus de B et de f un morphisme
de familles de surfaces de Riemann au-dessus de B.
Le the´ore`me d’existence de Riemann pour les surfaces s’obtient alors comme corollaire du
the´ore`me pre´ce´dent.
Corollaire 4.2.2 (The´ore`me d’existence de Riemann). Soit (Y,OY ) une surface de Riemann
et un reveˆtement ramifie´ de surface
f : X −→ Y.
Il existe un unique faisceau d’anneaux OX sur X faisant de (X,OX) une surface de Riemann
et tel que
f : (X,OX) −→ (Y,OY )
soit analytique.
De´monstration. Il suffit d’appliquer le the´ore`me 4.2.1 au reveˆtement f : (X, p)→ (Y, q) de la famille
de surfaces de Riemann (Y,OY , q) au-dessus de (∗,C) par la famille de surfaces topologiques (X, p)
au-dessus d’un point ∗.
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4.2.2 Pour les familles munies d’une action de Σ
Soit (Y,OY , p) une famille de surfaces de Riemann au-dessus de B et (X, p) une famille de
surfaces topologiques au-dessus de B munies chacune d’une action de Σ donne´e par σY et σX
respectivement. Conside´rons f : (X, p)→ (Y, q) un reveˆtement topologique ramifie´ au-dessus de B
e´quivariant pour les actions de Σ. Rappelons que suivant la proposition 4.1.1, les lieu de ramification
R ⊆ X et lieu singulier S ⊆ Y du reveˆtement f sont invariants pour l’action de Σ sur X et Y
respectivement.
Proposition 4.2.3. Dans le the´ore`me 4.2.1, si de plus les familles (Y,OY q) et (X, p) sont munies
d’une action de Σ faisant de
f : (X, p) −→ (Y, q)
une application e´quivariante, alors l’action de Σ sur la famille de surfaces topologiques (X, p) est
une action de Σ sur la famille de surfaces de Riemann (X,OX , p).
Lemme 4.2.4. Avec les hypothe`ses de la proposition 4.2.3, l’action de Σ sur (X, p) e´tant donne´e
par σX , l’application
σX : (X,OX , p) −→ (X,OX , p)
est une isomorphisme de familles de surfaces de Riemann.
De´monstration. L’application continue est un reveˆtement de familles de surfaces topologiques.
D’apre`s le the´ore`me 4.2.1, il existe un unique faisceau d’anneaux O′X sur X faisant de (X,O
′
X) une
famille de surfaces de Riemann telle que
σX : (X,O′X , p) −→ (X,OX , p)
soit un morphisme de surfaces de Riemann au-dessus de B.
En dehors du lieu de ramification, graˆce a` l’e´quivariance de f ,
σX : (X,OX , p) −→ (X,OX , p)
est un isomorphisme de familles de surfaces de Riemann. On en de´duit que
OX |X\R = O′X |X\R
Or dans la preuve du the´ore`me 4.2.1, on montre que si deux faisceaux faisant de (X, p) une famille
de surfaces de Riemann co¨ıncident en dehors d’un sous-ensemble discret relativement a` p, alors ils
sont e´gaux. Ainsi O′X = OX et
σX : (X,OX) −→ (X,OX)
est un morphisme de familles de surfaces de Riemann. On montre de meˆme que
σ−1X = σX : (X,OX) −→ (X,OX)
est un morphisme de familles de surfaces de Riemann.
De´monstration de la proposition 4.2.3. Soit x ∈ X. Nous allons distinguer plusieurs cas pour trou-
ver des morphismes de structure e´quivariants. Les deux premiers cas sont imme´diats et permettent
d’obtenir le troisie`me en comblant les trous.
1. Si σX(x) 6= x, il existe un morphisme de structure pour X au voisinage de x
ϕx : (Ux, OX |Ux)
∼−→ (U ′x, OB×C|U ′x)
tels que
Ux ∩ σX(Ux) = ∅ et U ′x ∩ σB×C(U ′x) = ∅.
En prolongeant ϕx a` σX(Ux) par σB×C ◦ ϕx ◦ σX , on obtient, suivant le lemme 4.2.4, un
morphisme de structure e´quivariant pour (X,OX , p) au voisinage de x ∈ X.
50
4.2. THE´ORE`MES D’EXISTENCE DE RIEMANN
2. Si x /∈ R, alors f est un home´omorphisme local au voisinage de x et il existe un voisinage
ouvert Ux de x, stable pour l’action de Σ, tel que
f |Ux : (Ux, OX |Ux)
∼−→ (Vx, OY |Vx),
ou` Vx = f(Ux). Quitte a` restreindre Ux, il existe un morphisme e´quivariant de structure pour
(Y,OY , q)
ψy : (Vx, OY |Vx)
∼−→ (V ′x, OB×C|V ′x).
Alors
ϕx = ψy ◦ f |Ux : (Ux, OX |Ux)
∼−→ (V ′x, OB×C|V ′x)
est un isomorphisme de structure pour (X,OX , p) au voisinage de x qui est e´quivariant.
3. Le seul cas non traite´ pre´ce´demment est celui ou` x ∈ X est un point de R fixe pour l’action
de Σ sur X. Ces points forment un ensemble discret relativement a` B. Conside´rons Ux un
voisinage ouvert de x stable pour l’action de Σ et un morphisme de structure pour (X, p)
ϕx : Ux = σX(Ux)
∼−→ U ′x = σB×C(U ′x)
qui est e´quivariant. Si le morphisme de structure ϕx induit un morphisme de structure
e´quivariant
ϕx|Ux\R : (Ux \ R, OX |Ux\R)
∼−→ (f(Ux \ R), OB×C|f(Ux\R))
pour (X,OX , p), alors suivant la preuve du the´ore`me 4.2.1, l’home´omorphisme ϕx est un
isomorphisme de structure pour (X,OX , p) au voisinage de x qui est e´quivariant.
4.2.3 Pour les familles de surfaces de Klein
The´ore`me 4.2.5 (Existence de Riemann pour les familles de surfaces de Klein). Soit
(X, p) une famille de surfaces a` bord, (Y,OY , q) une famille de surfaces de Klein au-dessus de B et
f : (X, p) −→ (Y, q)
un reveˆtement ramifie´ de famille de surfaces a` bord au-dessus de B.
Il existe un unique faisceau d’anneaux OX sur X faisant de (X,OX , p) une famille de surfaces
de Klein au-dessus de B telle que
f : (X,OX , p) −→ (Y,OY , q)
soit un morphisme de familles de surfaces de Klein au-dessus de B.
Ce the´ore`me est en re´alite´ un corollaire de la proposition 4.2.3
De´monstration. On note (X˜, p˜, σX) le double de (X, p) et (Y˜ , O˜Y , q˜, σY ) le complexifie´ de (Y,OY , q).
D’apre`s le corollaire 4.1.8, sachant que (Y˜ , q˜, σY ) est le double de (Y, q), le reveˆtement f induit un
unique reveˆtement ramifie´ e´quivariant de familles de surfaces au-dessus de B
f˜ : (X˜, p˜) −→ (Y˜ , q˜)
qui respecte l’orientation le long des fibres. En appliquant le the´ore`me 4.2.1 d’existence de Riemann
en famille au reveˆtement f˜ , on obtient un unique faisceau O eX sur X˜ faisant de (X˜,O eX , p˜) une famille
de surfaces de Riemann et de
f˜ : (X˜,O eX , p˜) −→ (Y˜ , O˜Y , q˜)
un morphisme de familles de surfaces de Riemann. De plus, d’apre`s la proposition 4.2.3, l’action
de Σ sur (X˜, p˜) est une action de Σ sur (X˜,O eX , p˜).
Le faisceau sur X cherche´ est obtenu par passage au quotient pour l’action de Σ sur (X˜,O eX , p˜).
Il est unique d’apre`s la proposition 2.3.4.
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Corollaire 4.2.6 (Existence de Riemann pour les surfaces de Klein). Soit (Y,OY ) une
surface de Klein et un reveˆtement ramifie´ de surface a` bord
f : X −→ Y.
Il existe un unique faisceau d’anneaux OX sur X tel que
f : (X,OX) −→ (Y,OY )
soit un morphisme de surfaces de Klein.
De´monstration. Il suffit d’appliquer le the´ore`me 4.2.5 au reveˆtement f : (X, p) → (Y, q) de la
famille de surfaces de Klein (Y,OY , q) au-dessus de (∗,R) par la famille de surfaces a` bord (X, p)
au-dessus d’un point ∗.
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Chapitre 5
Endomorphismes re´el-e´tales de P1R
Dans ce chapitre, les surfaces de Klein sont suppose´es compactes connexes.
Nous allons e´tudier les morphismes re´el-e´tales non constants dans (P1R,OP1R) qui est
la surface de Klein obtenue comme quotient de la sphe`re de Riemann (P1C,OP1C) par
l’action naturelle de Σ. La varie´te´ topologique P1R est home´omorphe a` une demi-sphe`re,
donc au disque unite´ D de C.
Dans la suite, (P1,OP1) de´signera (P1R,OP1R). Son bord, home´omorphe au cercle unite´ de
C, sera note´ ∂P1R = P1(R) et son inte´rieur IntP1 = P1 \ ∂P1.
5.1 Morphismes re´el-e´tale
5.1.1 P1 et reveˆtements
Proposition 5.1.1. Il n’existe sur P1 qu’une unique structure de surface de Klein a` isomorphisme
pre`s.
De´monstration. Soit (P1,OP1) la surface de Klein obtenue comme quotient de la sphe`re de Riemann
(P1C,OP1C) pour l’action de Σ par conjugaison complexe note´e σC. Soit (P1,OP1) une surface de Klein
telle que P1 soit home´omorphe a` P1 et (P˜1, O˜P1 , σ1) son complexifie´. Alors P˜1 est home´omorphe
a` P1C qui n’admet qu’une unique structure de surface de Riemann a` isomorphisme pre`s. On peut
donc supposer que (P˜1, O˜P1) = (P1C,OP1C). L’ensemble des points fixes (P
1
C)
Σ1 de σ1 est une courbe
de Jordan analytique. A` isomorphisme pre`s, on peut supposer que (P1C)Σ1 = (P1C)Σ = P1C(R) et que
σ1(∞) = σC(∞) = ∞ et σ1(0) = σC(0) = 0. Pour i = 1, 2, on note Ui = {[z1 : z2] ∈ P1C | zi 6= 0}
ainsi que les morphismes de structure usuels pour (P1C ,OP1C)
ϕ1 : U2 −→ C et ϕ2 : U2 −→ C.
[z1 : z2] 7−→ z1
z2
[z1 : z2] 7−→ z2
z1
Alors pour i = 1, 2, les applications ϕ−1i ◦ σ1 ◦ ϕi et ϕ−1i ◦ σC ◦ ϕi sont des automorphismes analy-
tiques de C qui co¨ıncident sur R, donc sur C. On en de´duit que (P1,OP1) et (P1,OP1) doivent eˆtre
isomorphes.
Remarque 5.1.1. Un morphisme non constant de surfaces de Klein est surjectif.
Sachant qu’un morphisme non constant de surfaces de Klein induit un reveˆtement ramifie´
de surfaces a` bord, les de´finitions se rapportant aux reveˆtements pourront eˆtre applique´es aux
morphismes.
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De´finition 5.1.1 (Reveˆtement re´el-e´tale). Un reveˆtement ramifie´ de surfaces a` bord f : X → Y
est re´el-e´tale si le lieu singulier S ⊆ Y de f ne rencontre pas le bord ∂Y de Y . Dans ce cas, f
induit un reveˆtement topologique f |f−1(∂Y ) au-dessus du bord de Y .
De´finition 5.1.2 (Reveˆtement stricte). Un reveˆtement ramifie´ de surface a` bord, f : X → Y ,
est stricte s’il ve´rifie
f−1(∂Y ) = ∂X.
Remarque 5.1.2. Un reveˆtement stricte est un reveˆtement re´el-e´tale, mais la re´ciproque n’est pas
vraie.
5.1.2 Isotopie et e´quivalences
Soit X et Y des surfaces a` bord et
f0 : X −→ Y, f1 : X −→ Y
deux reveˆtements ramifie´s. Pour ε > 0, on note Iε l’intervalle ]− ε, 1 + ε[.
De´finition 5.1.3 (Isotopie de reveˆtements topologiques). On dira que f0 et f1 sont isotopes
s’il existe un reveˆtement ramifie´ de surfaces a` bord au-dessus de Iε,
H : Iε ×X −→ Iε × Y,
tel que les morphismes
H0 : X −→ Y et H1 : X −→ Y
x 7−→ pr2
(
H(0, x)
)
x 7−→ pr2
(
H(1, x)
)
ve´rifient H0 = f0 et H1 = f1.
Le morphisme H est appele´ isotopie entre f0 et f1. Sauf pre´cision ulte´rieure, lorsque les
reveˆtements f0 et f1 sont re´el-e´tales, une isotopie H entre f0 et f1 devra aussi eˆtre un reveˆtement
re´el-e´tale.
Remarque 5.1.3. L’isotopie de´finit une relation d’e´quivalence entre les reveˆtements.
Remarque 5.1.4. La notion d’isotopie ne de´pend pas du choix du re´el ε > 0.
Proposition 5.1.2. Une isotopie
H : Iε ×X −→ Iε × Y
entre deux reveˆtements ramifie´s f0 : X −→ Y et f1 : X −→ Y induit une homotopie
h = pr2 ◦ H|[0,1]×X : [0, 1]×X −→ Y
entre les applications f0 et f1 telle que pour tout t ∈ [0, 1], l’application
ft : X −→ Y
x 7−→ h(t, x)
soit un reveˆtement de degre´ d = deg f0.
De´monstration. Cela de´coule directement de la de´finition 5.1.3 et en particulier du fait que H soit
un reveˆtement ramifie´ au-dessus de Iε.
Corollaire 5.1.3. Dans le cas ou` f0 et f1 sont deux home´omorphismes la notion d’isotopie de la
de´finition 5.1.3 correspond avec la de´finition usuelle.
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De´monstration. Supposons les home´omorphismes f0 et f1 isotopes selon la de´finition 5.1.3. Avec
les notations de la proposition 5.1.2, les reveˆtements ft : X → Y sont de degre´ 1. Donc h est une
isotopie.
Re´ciproquement, supposons qu’il existe une isotopie h : [0, 1] ×X −→ Y suivant la de´finition
usuelle entre f0 et f1. Alors l’application continue
H : Iε ×X −→ Iε × Y
(t, x) 7−→

(
t, f0(x)
)
t ∈]− ε, 0](
t, h(t, x)
)
t ∈ [0, 1](
t, f1(x)
)
t ∈ [1, 1 + ε]
est une isotopie entre f0 et f1 selon la de´finition 5.1.3.
Proposition 5.1.4 (The´ore`me d’isotopie des disques). Tout home´omorphisme f : D ∼→ D
pre´servant l’orientation est isotope a` l’identite´.
De´monstration. La de´monstration utilise l’astuce d’Alexander. Voir par exemple [Moi77]
De´finition 5.1.4 (e´quivalence). Soit X et Y des surfaces a` bord. Deux reveˆtements
f : X −→ Y et f ′ : X −→ Y
sont e´quivalents s’il existe des home´omorphismes g : X ∼−→ X et h : Y ∼−→ Y tels que le diagramme
suivant commute :
X
f

g
∼ // X
f ′

Y
h
∼ // Y
De´finition 5.1.5 (quasi-e´quivalence). Deux reveˆtements
f : X −→ Y et f ′ : X −→ Y
sont quasi-e´quivalents s’il existe des home´omorphismes g : X ∼−→ X et h : Y ∼−→ Y tels que h ◦ f
et f ′ ◦ g soient isotopes.
5.2 Reveˆtements de P1 et graphes
Le lecteur trouvera des de´finitions concernant les graphes dans l’annexe.
5.2.1 Graphe associe´ et graphe admissible
De´finition 5.2.1 (Graphe associe´). Soit un reveˆtement re´el-e´talef : X −→ P1. Le graphe
associe´ au reveˆtement f est de´fini de la fac¸on suivante :
– les sommets sont les composantes connexes de f−1(IntP1) ;
– les areˆtes sont les composantes connexes de f−1
(
P1(R)
)
;
– chaque composante connexe de f−1(IntP1) est une extre´mite´ de ses bords.
Plus pre´cise´ment,
E = pi0
(
f−1
(
P1(R)
))
est l’ensemble des areˆtes du graphe,
S = pi0
(
f−1
(
P1 \ P1(R)))
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est l’ensemble des sommets du graphe et pour tout e ∈ E et tout s ∈ S, on a
s est un sommet de e ⇐⇒ s ∩ e 6= ∅,
ou` e de´signe l’adhe´rence de e.
Remarque 5.2.1. La plupart du temps, on identifiera les areˆtes du graphe avec leur adhe´rence.
Remarque 5.2.2. Les areˆtes ouvertes du graphe associe´ a` f sont les composantes connexes du bord
de X. En particulier, le graphe associe´ a` f est ferme´ si et seulement si ∂X = ∅.
Exemple 5.2.1. Le graphe associe´ au reveˆtement de P1 obtenu par action de Σ sur la sphe`re de
Riemann P1C est
• •
Lemme 5.2.1. Soit G le graphe associe´ a` un reveˆtement re´el-e´tale f : X −→ P1. A tout chemin
γ dans X dont les extre´mite´s ne sont pas dans f−1
(
P1(R)
)
est associe´e naturellement une unique
chaˆıne dans G. Cette dernie`re relie les sommets correspondants aux composantes connexes de
f−1(IntP1) contenant les extre´mite´s de γ.
Re´ciproquement, pour toute chaˆıne c dans G, on peut choisir un chemin γ dans X dont les
extre´mite´s ne sont pas dans f−1
(
P1(R)
)
de telle sorte que la chaˆıne induite par γ soit la chaˆıne c.
De´monstration. A` un chemin γ dans X, on associe la chaˆıne c dans G de´finie par
– la suite des areˆtes de c est la suite des composantes connexes de f−1
(
P1(R)
)
coupe´es par γ,
– la suite des sommets de c est la suites des composantes connexes de f−1(IntP1) traverse´es
par γ,
ces e´le´ments e´tant pris selon l’ordre dans lequel γ les rencontre.
Re´ciproquement, si c est une chaˆıne reliant les sommets s1 et s2, on peut choisir un point P1 dans
s1 et un point P2 dans s2 qui seront les extre´mite´s du chemin. On choisit alors dans s1 un chemin
qui relie P1 a` la composante connexe du bord de s1 correspondant a` la premie`re areˆte de la chaˆıne
incidente a` s1. Puis, tout en restant dans la composante connexe de f−1(IntP1) correspondant au
deuxie`me sommet de la chaˆıne, le chemin relie cette premie`re composante connexe de f−1
(
P1(R)
)
a` celle correspondant a` l’areˆte suivante. On continue ainsi jusqu’a` relier la composante connexe
de f−1
(
P1(R)
)
correspondant a` la dernie`re areˆte de la chaˆıne incidente a` P2. Par construction, la
chaˆıne induite par ce chemin est la chaˆıne c donne´e au de´part.
Remarque 5.2.3. Dans le cas ou` le chemin γ dans X a l’une ou l’autre de ses extre´mite´s dans
f−1
(
P1(R)
)
, on peut aussi lui associer une chaˆıne unique. Cette dernie`re e´tant la plus grande chaˆıne
obtenue lorsque l’on re´duit γ en un chemin γ′ dont les extre´mite´s ne sont pas dans f−1
(
P1(R)
)
.
De´finition 5.2.2 (Chaˆıne associe´e a` un chemin). La chaˆıne obtenue dans le lemme 5.2.1 ou
la remarque 5.2.3 sera appele´e chaˆıne associe´e au chemin γ.
Proposition 5.2.2. Le graphe associe´ a` un reveˆtement re´el-e´tale f : X → P1 est un graphe ouvert
connexe fini ayant au moins un sommet et une areˆte.
De´monstration. Le reveˆtement e´tant re´el-e´tale, chaque composante connexe de f−1
(
P1(R)
)
est
home´omorphe a` un cercle et borde au moins une et au plus deux composantes connexes de
f−1(IntP1). Ainsi chaque areˆte a au moins une et au plus deux extre´mite´s.
Comme X est suppose´ connexe et compacte, le reveˆtement f est fini, en particulier le graphe
associe´ a` f ne peut avoir qu’un nombre fini d’areˆtes et donc de sommets.
Conside´rons deux sommets s1 et s2 distincts du graphe associe´ a` f correspondant chacun a`
l’adhe´rence d’une composante connexe de f−1(IntP1). Pour toute paire de points (P1, P2) ∈ s1×s2
il existe un chemin γ reliant P1 a` P2 dans X. La chaˆıne associe´e a` γ relie les sommets s1 et s2 dans
le graphe associe´ a` f .
Deux reveˆtements re´el-e´tales de P1 par une meˆme surface X peuvent avoir meˆme graphe associe´
et eˆtre de degre´s distincts. Dans ce cas, ils ne sont ni isotopes ni e´quivalents. C’est pourquoi nous
allons faire intervenir des degre´s.
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De´finition 5.2.3 (Graphe ponde´re´ associe´ a` un reveˆtement). Soit un reveˆtement re´el-e´tale
f : X −→ P1.
On munit chaque areˆte e du graphe associe´ a` f d’un entier d(e) e´gal au degre´ du reveˆtement
topologique f |e. L’arbre ponde´re´ obtenu est le graphe ponde´re´ associe´ au reveˆtement re´el-e´tale f .
L’entier d(e) est le degre´ ou poids de l’areˆte e.
Exemple 5.2.2. En reprenant l’exemple 5.2.1, on obtient le graphe ponde´re´
• 1 •
Remarque 5.2.4. Les degre´s de f sur les areˆtes du graphe ponde´re´ induisent les degre´s de f sur les
sommets du graphe. Plus pre´cise´ment, le degre´ de f en un sommet de son graphe ponde´re´ associe´
est la somme des poids des areˆtes incidentes a` ce sommet.
Proposition 5.2.3. Conside´rons un reveˆtement re´el-e´tale f : X → P1. On note k(e) ∈ {1, 2} le
nombre d’extre´mite´s d’une areˆte e du graphe associe´ a` f . Alors le degre´ de f est donne´ par
d =
∑
e∈pi0(f−1(∂P1))
k(e)d(e).
De´monstration. Le degre´ de f est la somme des degre´s de f sur chaque sommet du graphe. Le
re´sultat est alors une conse´quence directe de la remarque 5.2.4.
De´finition 5.2.4 (Graphe ponde´re´ admissible). Nous appellerons graphe ponde´re´ admissible
ou plus simplement graphe admissible tout graphe ouvert connexe fini ponde´re´ dont les poids sont
des entiers strictement positifs et ayant au moins un sommet et une areˆte.
Remarque 5.2.5. D’apre`s la proposition 5.2.2, le graphe associe´ a` un reveˆtement re´el-e´tale est un
graphe admissible.
De´finition 5.2.5 (Graphe admissible stricte). Un graphe ponde´re´ admissible sera dit stricte
s’il ne posse`de que des areˆtes ouvertes. En particulier, il ne peut avoir qu’un seul sommet.
Remarque 5.2.6. Le graphe ponde´re´ associe´ a` un reveˆtement re´el-e´tale stricte est stricte.
De´finition 5.2.6 (Sous-graphe stricte issu d’un sommet). Soit G est un graphe admissible
et s un sommet de G. Le sous-graphe stricte issu du sommet s est le graphe admissible stricte de
sommet s dont les areˆtes ouvertes sont les areˆtes incidentes a` s dans G prive´es de leur e´ventuelle
deuxie`me extre´mite´. Les boucles du graphe G incidentes a` s induisent deux areˆtes ouvertes.
Exemple 5.2.3. Le sous-graphe stricte issu du sommet s du graphe admissible
•
5
s
1 2
7






•
•
2
2
est le graphe admissible stricte •
1
5
??????? 5s

2
7
5.2.2 De´coupages et recollements
De´finition 5.2.7 (De´coupage d’un graphe admissible). De´couper un graphe admissible au
niveau d’une de ses areˆtes ferme´es de sommets s1 et s2 revient a` remplacer cette par deux areˆtes
ouvertes de sommets respectifs s1 et s2 et a` associer a` chacune des deux areˆtes ouvertes obtenues
le meˆme poids que l’areˆte de de´part.
Remarque 5.2.7. Le sous-graphe stricte issu d’un sommet s d’un graphe admissible est obtenu en
gardant la composante connexe contenant s apre`s avoir coupe´ le graphe admissible de de´part au
niveau de toutes les areˆtes ferme´es incidentes a` s.
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Exemple 5.2.4. En coupant successivement le graphe admissible de l’exemple 5.2.3 au niveau des
areˆtes ferme´es de poids 5 et 7 incidentes au sommet s, on obtient deux graphes admissibles dont
l’un est le sous-graphe stricte issu de s (voir figure 5.1).
•
5
s
1 2
7






de´coupage au niveau
de l’areˆte de poids 5
///o/o/o/o/o/o/o/o/o •
5
AAAAAAAAs
5
}}}}}}}}
1 2
7






de´coupage au niveau
de l’areˆte de poids 7
///o/o/o/o/o/o/o/o/o •
5
AAAAAAAAs
5
}}}}}}}}
1 2
7
7






• oo recollement le long
des areˆtes de poids 5
/o/o/o/o/o/o/o/o/o • oo recollement le long
des areˆtes de poids 7
/o/o/o/o/o/o/o/o/o •
•
2
2 •
2
2 •
2
2
Fig. 5.1 – Exemple de de´coupage et recollement de graphe admissible
De´finition 5.2.8 (Recollement de graphes admissibles). Le recollement de graphes admis-
sibles le long de deux areˆtes ouvertes de meˆme poids consiste a` identifier les deux areˆtes ouvertes
pour obtenir une areˆte ferme´e dont le poids est celui de chacune des areˆtes recolle´es. Les deux
extre´mite´s de l’areˆte ferme´e obtenue sont les extre´mite´s des areˆtes ouvertes de de´part.
Remarque 5.2.8. Tout graphe admissible s’obtient comme recollement des sous-graphes strictes
issus de ses sommets.
Recollement pour les reveˆtements
Conside´rons deux reveˆtements re´el-e´tales
f1 : X1 −→ P1 et f2 : X2 −→ P1.
On suppose qu’il existe une composante connexe B1 du bord ∂X1 de X1 et une composante
connexe B2 du bord ∂X2 de X2 telles que les reveˆtements topologiques f1|B1 et f2|B2 induits par
f1 et f2 respectivement soient de meˆme degre´ d. Il est alors possible de recoller les surfaces X1 et
X2 le long de leur bord B1 et B2 en une surface X de sorte que les applications f1 et f2 se recollent
en une application continue
f : X −→ P1
ve´rifiant f |X1 = f1 et f |X2 = f2.
Proposition 5.2.4. L’application f est un reveˆtement re´el-e´tale.
Si de plus X1 et X2 sont chacune munie d’un faisceau OX1 et OX2 respectivement faisant de
f1 : (X1,OX1) −→ (P1,OP1) et f2 : (X2,OX2) −→ (P1,OP1)
des morphismes de surfaces de Klein, alors la surface X de´finie he´rite de X1 et X2 d’une structure
de surface de Klein (X,OX) telle que
OX |X1 = OX1 et OX |X2 = OX2
et faisant de f un morphisme de surfaces de Klein.
De´monstration. L’application continue f est un reveˆtement en dehors de f−1
(
P1(R)
)
.
Soit y ∈ P1(R). Comme f1 et f2 sont des reveˆtements re´el-e´tales, il existe un voisinage ouvert
connexe V de y dans P1 tel que f−11 (V ) et f
−1
2 (V ) soient la re´union disjointe d’ouverts connexes
U1i de X1 et U
2
i de X2 respectivement et tels que
f1|U1i : U
1
i −→ V et f2|U2j : U
2
j −→ V
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soient des home´omorphismes ou des pliages. Alors f−1(V ) est la re´union disjointe d’ouverts connexes
Uk qui sont ou bien des U
j
i ⊆ Xj , j = 1, 2 ou bien des re´union U1i ∪ U2j quand U1i ∩ U2j 6= ∅. Dans
le premiers cas, la restriction f |Uk est un home´omorphisme ou un pliage. Dans le dernier cas, on
doit avoir U1i ∩ U2j ⊆ B1 = B2 et les restrictions f |Uji = fj |Uji sont des home´omorphismes pour
j = 1, 2. On en de´duit que
f |Uk : U1i ∪ U2j −→ V
est un pliage. Ainsi f est un reveˆtement re´el-e´tale.
Dans le cas ou` X1 et X2 sont munies de structure de surface de Klein, d’apre`s le the´ore`me
d’existence de Riemann pour les surfaces de Klein (corollaire 4.2.6), il existe un unique faisceau
d’anneau OX sur X faisant de
f : (X,OX) −→ (P1,OP1)
un morphisme de surfaces de Klein. Sachant que f |X1 = f1 et que
f1 : (X1,OX1) −→ (P1,OP1)
est un morphisme de surfaces de Klein, par unicite´ dans ce meˆme the´ore`me, OX |X1 = OX1 . De
meˆme pour X2, f2 et OX2 .
Remarque 5.2.9. Soit f0 : X0 → P1 un reveˆtement re´el e´tale. Si B1 et B2 sont deux composantes
connexes distinctes du bord de X sur lesquelles f0 est de meˆme degre´, un recollement comme le
pre´ce´dent permet aussi de recoller X0 le long de B1 et B2.
f1
  OO
 P1
f2
>>
$$
::
f0 // P1
f // P1
///o/o/o/o ///o/o/o/o
1 • 1OO

1
•
1
1 • 1 • 1dd :: •
1
1
•
Fig. 5.2 – Exemple de recollement de reveˆtements et de graphes
Remarque 5.2.10. Les recollements pre´ce´dents le long de composantes connexes B1 et B2 corres-
pondent aux recollement de graphes des reveˆtements f1 et f2, ou du reveˆtement f0, le long des
areˆtes B1 et B2.
Proposition 5.2.5. Soit un reveˆtement re´el-e´tale f : X → P1 et X0 l’adhe´rence d’une areˆte du
graphe associe´. Alors le reveˆtement f0 = f |X0 est un reveˆtement re´el-e´tale stricte.
Supposons de plus X munie d’un faisceau OX faisant de f un morphisme de surfaces de Klein.
Alors OX induit sur X0 un faisceau faisant de f0 un morphisme re´el-e´tale stricte.
De´monstration. Par de´finition de X0, on a
f−10
(
P1(R)
)
= ∂X0. (5.1)
Donc f0 est continue et stricte. Elle induit un reveˆtement ramifie´ de surfaces f0|IntX0 = f |IntX0
et un reveˆtement topologique f0|∂X0 . On en de´duit que f0 est un reveˆtement re´el-e´tale.
D’apre`s le the´ore`me d’existence de Riemann pour les surfaces de Klein (corollaire 4.2.6), il
existe a` isomorphisme pre`s un unique faisceau OX0 faisant de
f0 : (X0,OX0) −→ (P1,OP1)
un morphisme de surfaces de Klein.
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Corollaire 5.2.6. Tout reveˆtement re´el-e´tale s’obtient comme recollement des reveˆtements re´el-
e´tales strictes.
Exemple 5.2.5. Le reveˆtement de P1 par le tore T de la figure 5.2 peut s’obtenir en recollant les
deux reveˆtements strictes de degre´ 2 de P1 par un cylindre. Ce qui donne pour les graphes :
kk ++
•gf
1
`a
1
•%$1 "#1 oo ///o/o •
1
1
•
33ss
Corollaire 5.2.7. Soit un reveˆtement re´el-e´tale f : X → P1. On conside`re une sous-varie´te´ a` bord
X ′ obtenue a` partir de X de la fac¸on suivante :
– On coupe X le long d’une ou plusieurs composantes connexes de f−1
(
P1(R)
)
.
– On prends l’adhe´rence de la surface de´coupe´e.
– On garde une composante connexe.
Alors f ′ = f |X′ : X ′ → P1 est un reveˆtement re´el-e´tale.
Si de plus X est munie d’un faisceau OX faisant de f un morphisme de surfaces de Klein, alors
X ′ he´rite d’un faisceau OX′ faisant de f ′un morphisme de surfaces de Klein.
De´monstration. La surface X ′ est obtenue comme recollement des adhe´rences des composantes
connexes de f−1(IntP1) qui la composent.
5.2.3 Existence d’un morphisme associe´ a` un graphe
Lemme 5.2.8. Pour tout graphe admissible stricte G, il existe une surface a` bord X et un
reveˆtement re´el-e´tale f : X → P1, dont le graphe associe´ est G.
De´monstration. Le graphe ponde´re´ G est de la forme
• d1
d2 
dk ?
??
??
ou` k ≥ 1 est le nombre d’areˆtes du graphe. A chacune est associe´ un entier di > 0.
Soit z1, . . . , zk des nombres complexes distincts et P ∈ C[X] de´fini par
P (X) =
k∏
i=1
(X − zi)bi .
Le polynoˆme P (X) induit un reveˆtement ramifie´ de surfaces F : P1C → P1C.
Soit D un disque ouvert de P1C contenant 0. La surface a` bord P1C \D est home´omorphe a` P1.
Pour D assez petit, l’image re´ciproque de D par F est
F−1(D) =
k⊔
i=1
Di,
ou` chacune des k composantes connexes D1,D2, . . . ,Dk est home´omorphes au disque ouvert IntD
et ve´rifie zi ∈ Di pour tout i = 1 . . . k. En notant
X = P1C \ F−1(D),
le reveˆtement F induit un reveˆtement re´el-e´tale stricte de surfaces dont le graphe ponde´re´ est le
graphe admissible stricte G.
Proposition 5.2.9. Pour tout graphe admissible G, il existe une surface a` bord X et un reveˆtement
re´el-e´tale, f : X → P1, dont le graphe associe´ est G.
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De´monstration. Selon la remarque 5.2.8, le graphe admissible G s’obtient comme recollement des
sous-graphes admissibles strictes issus de ses sommets. Le lemme 5.2.8 permet d’associer a` tout
graphe stricte Gs issu d’un sommet s de G un reveˆtement ramifie´ stricte
fs : Xs −→ P1
de graphe associe´ Gs.
En effectuant les recollements des reveˆtements re´el-e´tales fs correspondant aux recollements
de leurs graphes associe´s Gs pour obtenir le graphe G, on construit une surface a` bord X et un
reveˆtement re´el-e´tale f : X → P1 de graphe associe´ G.
Corollaire 5.2.10. Pour tout graphe admissible G, il existe une surface de Klein (X,OX) et un
morphisme re´el-e´tale
f : (X,OX) −→ (P1,OP1)
dont le graphe ponde´re´ associe´ est G.
De´monstration. Soit G un graphe admissible. D’apre`s la proposition 5.2.9, il existe une surface a`
bordX et un reveˆtement re´el-e´tale f : X → P1 de graphe associe´ G. D’apre`s le the´ore`me d’existence
de Riemann pour les surfaces de Klein (corollaire 4.2.6), il existe un faisceau d’anneaux OX sur X
faisant de (X,OX) une surface de Klein et de f un morphisme.
5.3 Pour les endomorphismes de P1
5.3.1 Le graphe associe´ est un arbre
Proposition 5.3.1. Le graphe associe´ a` un reveˆtement re´el-e´tale f : P1 → P1 est un arbre qui
admet une unique areˆte ouverte.
De´monstration. Comme le bord de P1 a une unique composante connexe, le graphe associe´ a` f
admet une seule areˆte ouverte.
Supposons que G ne soit pas un arbre. Il est alors possible de couper G au niveau d’une de
ses areˆtes ferme´es de sorte que le graphe obtenu soit toujours connexe. D’apre`s la section 5.2.2,
le de´coupage de cette areˆte correspond au de´coupage de P1 le long d’une composante connexe de
f−1
(
P1(R)
)
. Le graphe obtenu par de´coupage e´tant connexe, il doit en eˆtre de meˆme pour la surface
obtenue par de´coupage P1, ce qui est impossible. Ainsi le graphe associe´ a` f est un arbre.
De´finition 5.3.1 (Arbre admissible). Un graphe admissible qui est un arbre ayant une seule
areˆte ouverte est appele´ arbre admissible. L’areˆte ouverte est le tronc de l’arbre et son extre´mite´ le
noeud principal.
Le niveau d’un arbre admissible est la longueur de la plus grande chaˆıne simple reliant un noeud
de l’arbre a` son noeud principal. Un arbre n’ayant qu’un seul sommet est dit de niveau 0
Remarque 5.3.1. Nous identifierons les arbres admissibles isomorphes en tant qu’arbres ponde´re´s.
•e1 •e2 •e3
•
1
@@@@@@@
2
~~~~~~~ •
1
•e4
•
1
OOOOOOOOOOOO
2
1
ppppppppppp •e5
•
2
TTTTTTTTTTTTTTTTT
2
n
kkkkkkkkkkkkkkkk
1
Fig. 5.3 – Exemple d’arbre admissible de niveau 3
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De´finition 5.3.2 (Branches et extre´mite´s). Les extre´mite´s d’un arbre admissible sont les som-
mets incidents a` une unique areˆte. Toute chemin simple reliant le noeud principal a` une extre´mite´
de l’arbre est appele´e branche de l’arbre. Cette dernie`re est l’extre´mite´ de la branche.
Remarque 5.3.2. Le niveau d’un arbre admissible est la longueur de sa plus grande branche.
Exemple 5.3.1. L’arbre de la figure 5.3 a 5 extre´mite´s, les sommets e1 a` e5.
De´finition 5.3.3 (Hauteur dans l’arbre). La hauteur d’un sommet dans l’arbre est la longueur
de la plus grande chaˆıne simple le reliant au noeud principal de l’arbre. Le noeud principal est de
hauteur nulle.
Exemple 5.3.2. L’arbre de la figure 5.3 est un arbre admissible de niveau 3. Ses extre´mite´s e1,
e2 et e3 sont de hauteur 3, son extre´mite´ e4 de hauteur 2 et son extre´mite´ e5 de hauteur 1.
Proposition 5.3.2. Pour tout arbre admissible A, il existe un reveˆtement re´el-e´tale, f : P1 −→ P1
dont l’arbre associe´ est A.
De´monstration. Il suffit de ve´rifier que la surface X obtenue dans la de´monstration de la pro-
position 5.2.9 est home´omorphe a` P1 quand le graphe admissible est un arbre admissible. La
de´monstration se fait par re´currence sur le niveau n de l’arbre admissible A.
Niveau 0 : D’apre`s la de´monstration de la proposition 5.2.9, la surfaceX obtenue est home´omorphe
a` la sphe`re prive´e d’un disque ouvert, donc home´omorphe a` P1.
Niveau n > 0 : En de´coupant l’arbre au niveau des areˆtes ferme´es incidentes a` son noeud principal,
on obtient un arbre admissible Ai par areˆte coupe´e et le sous-graphe stricte issu du noeud
principal.
Les arbres admissibles Ai doivent eˆtre de niveau strictement infe´rieur a` n. Par hypothe`se de
re´currence, il existe des reveˆtements re´el-e´tales
fi : Xi −→ P1
dont le graphe associe´ est l’arbre admissible Ai et tels que Xi soit home´omorphe a` P1, donc a`
un disque ferme´. D’autre part, suivant la de´monstration de la proposition 5.2.9, le sous-graphe
stricte issu du noeud principal de A est le graphe associe´ a` un reveˆtement re´el-e´tale
f0 : X0 −→ P1
ou` X0 est home´omorphe a` la sphe`re prive´e d’un disque ouvert par branche de sous-graphe
stricte, donc a` un disque ferme´ prive´ d’un disque ouvert par branche initialement coupe´e sur
l’arbre A. Le recollement du sous-graphe stricte et des arbres admissibles Ai correspond au
recollement des disques Xi sur la surface X0. On obtient ainsi une surface X home´omorphe
a` un disque ferme´, donc a` P1.
Exemple 5.3.3 (De´coupages et recollement de la de´monstration pre´ce´dente). Pour
l’arbre de niveau 3 de la figure 5.3, on obtient par de´coupage au niveau des areˆtes incidentes
au noeud principal, deux arbres admissibles A1 et A2 ainsi que le sous-graphe stricte issu du noeud
principal :
• • •
•
1
:::::::
2
 •
1
•
•
1
LLLLLLLLLLL
2
1
tttttttttt • •
2

2
7777777
2 2 1
A2 A1
Le Recollement des surfaces est donne´ par la figure 5.4.
Corollaire 5.3.3. Si A est un arbre admissible, alors il existe morphisme de surfaces de Klein
re´el-e´tale f : (P1,OP1) −→ (P1,OP1) dont l’arbre associe´ est A.
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1
2
2
2
2 P1
f1
f2
f0
1 1
2
2
1
1
Fig. 5.4 – Recollements de surfaces
5.3.2 Ensemble d’indices pour un arbre admissible
De´finition 5.3.4. E´tant donne´ un arbre admissible A, on note B(0)(A) son tronc, b(0)(A) le poids
associe´, D(0)(A) son noeud principal et n(0)(A) le nombre de noeuds de hauteur 1. Lorsqu’il n’y a
pas de confusion possible, on notera simplement B(0), b(0), D(0) et n(0) respectivement.
Pour faciliter le travail avec les arbres, nous avons besoin d’associer a` tout arbre admissible un
ensemble d’indices ve´rifiant les proprie´te´s suivantes
(I-1) L’indice associe´ au tronc et au noeud principal est (0) ;
(I-2) les indices des sommets de hauteur p ≥ 1 sont des p-uplets distincts ;
(I-3) les sommets d’une areˆte ferme´e d’indice (I, i) ont pour indice (I) et (I, i).
De´finition 5.3.5 (Ensemble d’indices possible). Un ensemble d’indices possible pour un
arbre admissible A est la donne´e, pour chaque sommet et chaque areˆte de A, d’un p-uplet choisi
re´cursivement de la fac¸on suivante :
– L’indice associe´ au tronc et au noeud principal est (0).
– Aux n(0) areˆtes ferme´es adjacentes au noeud principal sont associe´s les indices (1) a` (n0)
et chacun des n(0) sommets de hauteur 1 a meˆme indice que l’areˆte qui le relie au noeud
principal.
– Pour i = 1 a` n(0), aux n(i) areˆtes reliant le noeud (i) a` un sommet de hauteur 2 sont associe´s
les indices (i, 1) a` (i, ni) et chacun des sommets de hauteur 2 a meˆme indice que l’areˆte qui
le relie a` un sommet de hauteur 1.
– Supposons que pour tout sommet et toute areˆte entre les sommets de hauteur p et le tronc
ait e´te´ choisi un indice ve´rifiant les proprie´te´s 1 a` 3. E´tant donne´ un sommet s de hauteur
p, soit (I) son indice. Aux n(I) areˆtes reliant le noeud s a` un sommet de hauteur p+ 1 sont
associe´s les indices (I, 1) a` (I, n(I)). Chacun des sommets de hauteur p + 1 a meˆme indice
que l’areˆte qui le relie a` un sommet de hauteur p.
Pour simplifier la re´daction, on pourra noter (0, I) ou (I, 0) l’indice (I).
E´tant donne´ un arbre admissible A et un ensemble I d’indices possibles pour A, on note D(I)
le sommet d’indice (I), B(I) l’areˆte d’indice (I) et b(I) son poids.
Soit un reveˆtement re´el-e´tale f : P1 −→ P1 d’arbre associe´ A. Un ensemble I d’indices possible
pour A permet d’associer des indices aux composantes connexes de f−1(P1(R)) et aux adhe´rences
des composantes connexes de f−1(IntP1).
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1 (0)
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(a) Indices possibles pour l’arbre
1
2
2
D(0)
D(2,2,1)
1
D(2,3)
D(2,2)1
2
1
D(2,1)
D(2,3,1)
1
2
D(2)
D(2,2,2)
D(1)
f // P1
(b) Composantes connexes D(I)
Fig. 5.5 – Exemple d’indices possibles
En identifiant l’indice (0) avec (0, 0), pour tout I ∈ I le bord de D(I) est ∂D(I) =
n(I)⊔
i=0
B(I,i).
Le degre´ du reveˆtement re´el-e´tale f |D(I) est d(I) =
∑n(I)
i=0 b(I). De plus f et son arbre admissible
ont pour degre´
d = b(0) + 2
∑
(I)∈I\{(0)}
b(I) (5.2)
(Voir proposition 5.2.3). En particulier,
d ≡ b(0) mod 2 (5.3)
Exemple 5.3.4. Le reveˆtement re´el-e´tale et l’arbre de la figure 5.5 sont de degre´
d = 1 + 2(2 + 2 + 1 + 1 + 1 + 2 + 2 + 1) = 25.
De´finition 5.3.6 (Indices induits). Soit A un arbre admissible et I un ensemble d’indices
possibles pour A. En coupant A au niveau des n(0) areˆtes ferme´es incidentes au noeud principal,
on obtient le sous-graphe stricte issu de D(0) et n(0) arbres Ai dont le tronc B(0)(Ai) est l’areˆte
obtenue en coupant B(i)(A). L’ensemble d’indices possibles pour Ai induit par I est de´fini par
la proprie´te´ suivante : Pour tout (i, I) ∈ I, on a B(i,I)(A) = B(I)(Ai), b(i,I)(A) = b(I)(Ai) et
D(i,I)(A) = D(I)(Ai).
Re´ciproquement, soit n arbres admissibles A1, . . . ,An avec des ensembles d’indices possibles
I1, . . . , In respectivement et un arbre A obtenu en recollant les arbres Ai le long d’areˆtes ai
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d’un graphe stricte. L’ensemble d’indices possibles pour A induit par I1, . . . , In est de´fini par
la proprie´te´ suivante : Pour tout (I) ∈ Ii, on a B(i,I)(A) = B(I)(Ai), b(i,I)(A) = b(I)(Ai) et
D(i,I)(A) = D(I)(Ai).
5.3.3 Construction
Remarque 5.3.3. Pour tout d ∈ N∗, il existe un seul arbre admissible de degre´ d et de niveau 0,
l’arbre de la figure 5.6(c).
•
1
(a) Arbres de degre´ 1
•
2
(b) Arbres de degre´ 2
•
d
(c) Arbres de niveau 0 et de degre´ d
Fig. 5.6 – Arbres admissibles de niveau 0
Proposition 5.3.4. Tout arbre admissible de degre´ d > 1 peut s’obtenir a` partir d’arbres admis-
sibles de degre´s strictement plus petits.
De´monstration. La construction se fait par re´currence sur le degre´ d.
d = 1 : Le seul arbre admissible possible est l’arbre de niveau 0 et de degre´ 1 (figure 5.6(a)).
Si d = 2n ≥ 2 est pair : Supposons construits les arbres admissibles de degre´ 2n− 1.
– Si Ad est un arbre admissible de degre´ pair d = 2n ≥ 2, alors en enlevant 1 a` l’entier pair
b(0)(Ad) ≥ 2, on obtient un arbre admissible de degre´ 2n− 1.
– Re´ciproquement, si Ad−1 est un arbre admissible de degre´ impair 2n−1 ≥ 1, alors en ajoutant
1 a` l’entier impair b(0)(Ad−1) ≥ 1, on retrouve un arbre admissible de degre´ d = 2n ≥ 2.
Ainsi tous les arbres admissibles de degre´ impair d = 2n s’obtiennent a` partir des arbres
admissibles de degre´ 2n− 1 en ajoutant 1 au poids b(0) de leur tronc.
Si d = 2n+ 1 > 1 est impair : Supposons construits les arbres admissibles de degre´ d′ ≤ 2n.
1. Lorsque b(0) > 1.
– Si Ad est un arbre admissible de degre´ impair d = 2n + 1 > 1 avec b(0)(Ad) ≥ 3, alors en
enlevant 1 a` b(0)(Ad), on obtient un arbre admissible de degre´ 2n− 1.
– Re´ciproquement, si Ad−1 est un arbre admissible de degre´ pair 2n ≥ 2, alors en ajoutant
1 a` l’entier b(0)(Ad−1) ≥ 2, on retrouve un arbre admissible Ad de degre´ d = 2n + 1 avec
b(0)(Ad) ≥ 3.
2. Lorsque b(0) = 1, le niveau de l’arbre Ad de degre´ d = 2n + 1 > b(0) est strictement positif.
Soit I un ensemble d’indices possibles pour Ad.
– Si on coupe l’arbre admissible Ad au niveau des areˆtes ferme´es incidentes a` son noeud
principal, on obtient le sous-graphe stricte issu du noeud principal et des arbres admissibles
Asd, pour s = 1 . . . n(0)(Ad). Ces derniers viennent avec des ensembles d’indices possibles
Is induits par I. Si on note ds le degre´ de Asd et N = n(0)(Ad), d’apre`s (5.2),
d = 2n+ 1 = 1 + 2
N∑
s=1
∑
(I)∈Is
b(I)(Asd) = 1 +
N∑
s=1
(
ds + b(0)(Asd)
)
(5.4)
– Re´ciproquement, soit N arbres admissibles A1, . . . ,AN de degre´s respectifs d1, . . . , dN
ve´rifiant l’e´quation (5.4). On note G le graphe admissible stricte a` N + 1 areˆtes ouvertes
B(0), B1, . . . , BN de poids respectifs b(0) = 1, b1 = b(0)(A1), . . . , bs = b(0)(As), . . . , bN =
b(0)(AN ).
En recollant le tronc de chacun des arbres admissibles As le long de l’areˆte ouverte Bs de
G, on obtient un arbre admissible Ad de degre´ d = 2n+ 1 tel que b(0)(A) = 1.
65
CHAPITRE 5. ENDOMORPHISMES RE´EL-E´TALES DE P1R
Algorithme La de´monstration de la proposition 5.3.4 donne un algorithme de construction de
tout arbre admissible de degre´ d a` partir d’arbres admissibles de degre´s strictement plus petits.
On peut l’utiliser pour compter les arbres admissibles de degre´ d. Ainsi, pour tout n ∈ N, il existe
autant d’arbres admissibles de degre´ 2n + 1 distincts que d’arbres admissibles de degre´ 2n + 2
distincts.
Pour tout d ∈ N∗, on de´signe par A0d l’arbre de niveau 0 et de degre´ d (figure 5.6(c)) et par
E(x) la partie entie`re d’un re´el x. Pour e´crire un algorithme simple, nous commenc¸ons par de´finir
des applications sur les arbres.
L’application shift : SH : Ad 7−→ Ad+1
Si Ad est un arbre admissible de degre´ d, alors Ad+1 = SH(Ad) est l’arbre admissible de degre´
d + 1 obtenu en augmentant de 1 le poids b(0)(Ad) du tronc de Ad. Si L est un ensemble d’arbre
admissible, SH(L) = {SH(A) | A ∈ L} .
L’application degre´ ponde´re´ : DP : A 7−→ d(A) + b(0)(A)
Le degre´ ponde´re´ d’un arbre admissible A est la somme de son degre´ d(A) et de l’entier b(0)(A)
associe´ a` son tronc. D’apre`s l’e´quation (5.3), c’est un entier pair.
L’application greffe GF : (A1, . . . ,As) 7−→ A
Si A1, . . . ,AN sont des arbres admissibles, GF (A1, . . . ,AN ) = A est l’arbre admissible de degre´
d(A) = 1 +
N∑
s=1
DP (As)
obtenu en recollant le tronc de chacun des arbres admissibles As le long de l’areˆte ouverte Bs du
graphe admissible stricte a` N+1 areˆtes ouvertes B(0), B1, . . . , BN de poids respectifs b(0) = 1, b1 =
b(0)(A1), . . . , bN = b(0)(AN ).
Algorithme ARBRES pour obtenir l’ensemble des arbres admissibles de degre´ donne´ d.
ARBRES(d)
Require: d ∈ N \ {0}
if d = 1 then (Cas d = 1)
ARBRES(d) = {A01}
else (Cas ge´ne´ral (d > 1))
ARBRES(d) = SH(ARBRES(d− 1))
if d impair then (cas impair, arbres admissibles avec b(0) = 1)
L =
d−2⋃
i=1
ARBRES(i) (arbres admissibles de degre´ i < d− 1)
for p = 2q, q = 1 a` d−12 do
Lp = {A ∈ L | DP (A) = p} (tri des arbres admissibles par degre´ ponde´re´)
end for
for all 2p1 + . . . ,+2ps = d − 1, de´composition de d − 1 comme somme d’entiers pairs
pi > 0 do
for all (A1, . . . ,As) ∈ L2p1 × . . .× L2ps do
ARBRES(d) = ARBRES(d)
⋃{GF (A1, . . . ,As)}
end for
end for
end if
end if
66
5.3. POUR LES ENDOMORPHISMES DE P1
Construction des arbres de degre´ 1 a` 8
d = 1 et d = 2 (Figures 5.6 (a) et (b) respectivement)
Voir remarque 5.3.3.
Arbres admissibles de degre´s d = 3 et d = 4 (Figures 5.7 et 5.8 respectivement)
d = 3 : Les arbres admissibles tels que b(0) ≥ 3 sont obtenus comme shift des arbres admissibles
de degre´s 2, ce qui donne un arbre admissible, A03.
Il n’existe qu’un arbre admissible de degre´ strictement infe´rieur a` d − 1 = 2, l’arbre A01
de degre´ ponde´re´ DP (A01) = 2. Comme 2 n’a qu’une seule de´composition comme somme
d’entiers strictement positifs pairs, A13 = GF (A01, 1) est le seul arbre admissible de degre´ 3
avec b(0) = 1.
ARBRES(3) =
{A03,A13}
d = 4 :
ARBRES(4) =
{A04 = SH(A03),A14 = SH(A13)} .
Arbres admissibles de degre´s d = 5 et d = 6 (Figures 5.9 et 5.10 respectivement)
d = 5 : Les arbres admissibles tels que b(0) ≥ 3 sont obtenus comme shift des arbres admissibles
de degre´s 4, ce qui donne deux arbres admissibles, A05 et A15 = SH(A14).
L’ensemble des arbres admissibles de degre´ strictement infe´rieur a` d− 1 = 4 est
L = {A01,A02,A03,A13}
de degre´s ponde´re´s :
DP (A01) = 2 DP (A02) = 4 DP (A03) = 6 DP (A13) = 4
Il y a exactement deux fac¸ons de de´composer 4 comme somme d’entiers pairs strictement
positifs :
4 = 4 et 4 = 2 + 2.
Pour la premie`re de´composition, nous pouvons utiliser les arbres admissibles A02 et A13, ce
qui donne deux arbres admissibles A1,25 = GF (A02) et A1,35 = GF (A13).
Pour la deuxie`me de´composition, nous devons utiliser A01, seul arbre admissible de degre´
infe´rieur a` 3 et de degre´ ponde´re´ 2, ce qui donne un arbre admissible A1,15 = GF (A01,A01).
Ainsi
ARBRES(5) =
{
A05,A15,A1,25 ,A1,35 ,A2,15
}
.
d = 6 : En notant AI6 = SH(AI5),
ARBRES(6) =
{
A06,A16,A1,26 ,A1,36 ,A2,16
}
.
Arbres admissibles de degre´s d = 7 et d = 8 (degre´ 7 : Figure 5.11)
d = 7 : Les arbres admissibles tels que b(0) ≥ 3 sont obtenus comme shift des arbres admissibles
de degre´s 6. On obtient ainsi 5 arbres admissibles,
{A07 = SH(A06), A17 = SH(A16), A1,27 = SH(A1,26 ), A1,37 = SH(A1,36 ), A2,17 = SH(A2,16 )}.
Les arbres admissibles de degre´ strictement infe´rieur a` d−1 = 6 ont e´te´ construits pre´ce´dem-
ment. Leur classement par degre´ ponde´re´ donne :
L2 = {A01, } L4 = {A02,A13} L6 = {A03,A14,A1,25 ,A1,35 ,A2,15 }
Il y a exactement trois fac¸ons de de´composer 6 comme somme d’entiers pairs strictement
positifs :
6 = 6 6 = 4 + 2 6 = 2 + 2 + 2.
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Fig. 5.7 – Arbres admissibles de degre´ 3
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Fig. 5.8 – Arbres admissibles de degre´ 4
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Fig. 5.9 – Arbres admissibles de degre´ 5
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Fig. 5.10 – Arbres admissibles de degre´ 6
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– Pour la premie`re de´composition, nous pouvons utiliser les arbres admissibles A03, A14, A25,
A35 et A1,15 . Ceci nous donne 5 arbres admissibles
A1,0,37 = GF (A03), A1,1,47 = GF (A14),
A1,2,57 = GF (A1,25 ), A1,3,57 = GF (A1,35 ), A1,1,57 = GF (A2,15 ).
– Pour la deuxie`me de´composition, nous devons utiliser A01 comme arbre admissible de poids
2 et nous pouvons prendre A02 ou A13 comme arbre admissible de poids 4. Nous obtenons
ainsi deux arbres admissibles supple´mentaires
A2,27 = GF (A01,A02), A2,37 = GF (A01,A13)
– Pour la troisie`me de´composition, nous devons utiliser A01, seul arbre admissible de poids
2. Nous obtenons un arbre admissible
A3,17 = GF (A01,A01,A01).
ARBRES(7) = {A07,A17,A27,A37,A1,17 A1,0,37 ,A1,1,47 ,A1,2,57 ,A1,3,57 ,A1,1,57 ,A2,27 ,A2,37 ,A3,17 }.
d = 8 : En notant AI8 = SH(AI7),
ARBRES(8) = {A08,A18,A28,A38,A1,18 A1,0,38 ,A1,1,48 ,A1,2,58 ,A1,3,58 ,A1,1,58 ,A2,28 ,A2,38 ,A3,18 }.
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Fig. 5.11 – Arbres admissibles de degre´ 7
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Chapitre 6
Classification des endomorphismes
re´el-e´tales de P1
6.1 Influences des relations sur les arbres
6.1.1 Arbre signe´
On munit P1 d’une orientation. Celle-ci induit une orientation sur son bord P1(R).
Soit un reveˆtement re´el-e´tale f : P1 −→ P1 d’arbre associe´ A. On choisi un ensemble d’indices
possibles I pour A. Pour tout indice (I) ∈ I, on munit D(I) de l’orientation induite par celle de P1
et on note f(I) = f |D(I) . L’action des reveˆtements f(I) sur l’orientation est entie`rement de´termine´e
par la longueur de l’indice (I) et l’action de f |P1(R) sur l’orientation.
En effet, pour tout indice (I) ∈ I et tout i = 1 a` n(I), les reveˆtements f(I) et f(I,i) agissent
de fac¸on oppose´e sur l’orientation. Sachant que l’action de f |P1(R) sur l’orientation est identique a`
l’action de f(0) sur l’orientation. Par re´curence sur la longueur de l’indice (I) ∈ I, l’action de f(I)
sur l’orientation est la meˆme que celle de f |P1(R) si et seulement si la longueur de (I) est paire.
De´finitions 6.1.1 (Arbres signe´s). Un arbre signe´ est un arbre admissible A auquel on attribue
un signe o = + ou o = −, appele´ signe de l’arbre A. Celui-ci est note´ comme deuxie`me noeuds au
tronc de l’arbre qui devient une areˆte ferme´e.
L’arbre signe´ associe´ a` un reveˆtement re´el-e´tale f : P1 → P1 est un arbre signe´ obtenu en
munissant son arbre associe´ du signe o tel que
o = + Si f |P1(R) pre´serve l’orientation
o = − Sinon.
Exemple 6.1.1. Conside´rons le morphisme de surfaces de Klein donne´e en coordonne´es homoge`nes
par
f : P1 −→ P1.
[z1 : z2] 7−→ [z31 + 2z21z2 − 2z1z22 − z32 : z1z2(z1 + z2)]
C’est un reveˆtement re´el-e´tale de degre´ 3 tel que f |P1(R) pre´serve l’orientation.
L’image re´ciproque du bord P1(R) de P1 par f a deux composantes connexes sur
chacune desquelles f est degre´ 1. On en de´duit l’arbre signe´ de f (voir ci-contre).
•
1
•
1
+
Proposition 6.1.1. Soit A arbre signe´. Il existe un morphisme re´el-e´tale f : (P1,OP1)→ (P1,OP1)
dont l’arbre signe´ est A.
De´monstration. L’application donne´e en coordonne´es homoge`nes par
σ : P1 −→ P1
[z1 : z2] 7−→ [−z1 : z2]
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est un isomorphisme de surfaces de Klein qui inverse l’orientation de P1 donc de son bord. Le
corollaire 5.3.3 donne l’existence d’un morphisme re´el-e´tale de surfaces de Klein dont l’arbre associe´
est A prive´ de son signe. En composant e´ventuellement avec l’isomorphisme σ, on obtient un
morphisme dont l’arbre signe´ associe´ est A.
6.1.2 Sur les arbres
Proposition 6.1.2. Deux reveˆtements re´el-e´tales isotopes f0 : P1 −→ P1 et f1 : P1 −→ P1 ont
meˆme arbre signe´.
De´monstration. Soit H : Iε × P1 → Iε × P1, une isotopie entre f0 et f1. On note A0 l’arbre signe´
associe´ a` f0 et A1 l’arbre signe´ associe´ a` f1.
Le reveˆtement H e´tant re´el-e´tale, les reveˆtements topologiques f0|P1(R) = pr2 ◦ H(0, ·)|Iε×P1(R)
et f1|P1(R) = pr2 ◦ H(1, ·)|Iε×P1(R) doivent avoir le meˆme comportement vis-a`-vis de l’orientation,
Donc les signes des arbres sont identiques.
Comme H|H−1(Iε×P1(R)) est un reveˆtement topologique, H−1
(
Iε × P1(R)
)
est la re´union dis-
jointes de composantes connexes home´omorphes a` Iε × P1(R). On obtient alors une bijection ϕ
entre les areˆtes de A0 et les areˆtes de A1 faisant correspondre les areˆtes appartenant a` la meˆme
composante connexe de H−1
(
Iε × P1(R)
)
. De plus, le degre´ de f0 sur une areˆte B de A0 e´tant
le degre´ de H sur la composante connexe de H−1
(
Iε × P1(R)
)
a` laquelle elle appartient, est e´gal
au degre´ de f1 sur l’areˆte ϕ(B) de A1. Comme la bijection ϕ s’e´tend aux sommets des arbres en
faisant correspondre ceux qui appartiennent a` la meˆme composante connexe de H−1(Iε × IntP1),
elle induit un isomorphisme entre les arbres admissibles A0 et A1.
Proposition 6.1.3. Deux reveˆtements re´el-e´tales f : P1 → P1 et f ′ : P1 → P1 e´quivalents ont
meˆme arbre associe´.
De´monstration. On note g : P1 ∼→ P1 et h : P1 ∼→ P1 des home´omorphismes tels que h ◦ f = f ′ ◦ g.
Les applications f et h ◦ f doivent avoir le meˆme arbre puisque h induit une bijection continue de
P1(R) sur lui-meˆme. On se rame`ne donc a` e´tudier les liens entre les arbres d’applications f et f ′
faisant commuter le diagramme
P1
f   B
BB
BB
BB
B
g
∼ // P1
f ′~~||
||
||
||
P1
(6.1)
ou` g : P1 ∼→ P1 est un home´omorphisme. On note A l’arbre associe´ a` f et A′ l’arbre associe´ a` f ′.
D’apre`s le diagramme commutatif (6.1), l’home´omorphisme g induit un home´omorphisme
g|f−1(P1(R)) : f−1
(
P1(R)
) ∼−→ f ′−1(P1(R)).
En particulier, si B est une composante connexe de f−1
(
P1(R)
)
, le degre´ de f sur B et le degre´
de f ′ sur B′ = g(B) doivent eˆtre identiques. De plus, si B est l’intersection de l’adhe´rence de deux
composantes connexesD1 etD2 de f−1(IntP1), alors g(B) est l’intersection de l’adhe´rence des deux
composantes connexes images g(D1) et g(D2) de f ′−1(IntP1). Ainsi, g induit un isomorphisme entre
les arbres admissibles A et A′.
Corollaire 6.1.4. Deux reveˆtements re´el-e´tales quasi-e´quivalents ont meˆme arbre associe´.
6.2 Quand deux morphismes ont meˆme arbre
Le but de cette section est de montrer que deux endomorphismes re´el-e´tales de P1 qui
ont meˆme arbre sont quasi-e´quivalents et meˆme isotopes s’ils ont meˆme arbre signe´.
Pour cela, nous nous ramenons a` des reveˆtements ge´ne´riques (De´finition 6.2.1). Le
re´sultat pour ces reveˆtements s’appuie sur une e´tude des syste`mes de Hurwitz de
reveˆtements ramifie´s ge´ne´riques strictes du disque (section 6.2.2). Celle-ci s’inspire des
me´thodes de l’article de I. Bernstein et A. Edmonds [BE84]. Le cas ge´ne´ral s’en de´duira.
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6.2.1 Reveˆtements ge´ne´riques et syste`mes de Hurwitz
De´finition 6.2.1 (Reveˆtement ramifie´ ge´ne´rique). Soit X et Y des surfaces topologiques.
Un reveˆtement ramifie´ f : X → Y de degre´ d ≥ 2 est ge´ne´rique si pour tout point y ∈ Y , la fibre
f−1(y) comporte toujours au moins d− 1 points.
Soit X une surface a` bord. Un reveˆtement re´el-e´tale f : X → P1 de degre´ d ≥ 2 est ge´ne´rique
si le reveˆtement ramifie´ f |f−1(Int P1) est un reveˆtement ge´ne´rique de surfaces topologiques.
Lemme 6.2.1. Le reveˆtement ramifie´ du disque unite´ D de C,
ρd : D −→ D
z 7−→ zd
est isotope a` un reveˆtement, fd : D→ D, re´el-e´tale ge´ne´rique de degre´ d par une isotopie H ve´rifiant
H|Iε×∂D : (t, eiθ) 7−→ (t, ediθ) =
(
t, ρd(eiθ)
)
.
De´monstration. Une fois de´fini le reveˆtement fd, l’astuce d’Alexander est utilise´e pour construire
l’isotopie.
1. L’application polynomiale de degre´ d et pre´servant l’orientation,
Pd : C −→ C
z 7−→ 1d−1
(
dz − 2d−1zd) ,
est un reveˆtement ramifie´ ge´ne´rique d’ensemble de ramification
R =
{
rk = 12e
2ikpi
d−1 , k = 1 a` d− 1
}
⊆ D.
L’image de D par Pd est home´omorphe a` D. Donc Pd induit un reveˆtement ramifie´ ge´ne´rique
gd : D −→ D qui pre´serve l’orientation et dont on peut supposer que gd(0) = 0. Comme
les restrictions gd|∂D et ρd|∂D sont des reveˆtements topologiques de degre´ d qui pre´servent
l’orientation au-dessus de S1 = ∂D, il existe un home´omorphisme hδ : ∂D ∼→ ∂D tel que
hδ ◦ gd|∂D = ρd|∂D. Ce dernier se prolonge en un home´omorphisme
h : D ∼−→ D
du disque tout entier et le reveˆtement
fd = h ◦ gd : D ∼−→ D
tel que fd(0) = 0 et qui ve´rifie les conditions cherche´es.
2. Pour t ∈]0, 1], notons
Gt : C −→ C
z 7−→ tz
l’homothe´tie de centre 0 et de rapport t. On construit une application continue
H : Iε × D→ Iε × D de la fac¸on suivante :
H|]−ε,0]×D :]− ε, 0]× D −→]− ε, 0]× D
(t, z) 7−→ (t, ρd(z))
H|[0,1]×D : [0, 1]× D −→ [0, 1]× D
(t, z) 7−→
{(
t, Gt ◦ fd ◦G−1t (z)
)
si |z| ≤ t(
t, ρd(z)
)
si |z| ≥ t
H|[1,1+ε[×D : [1, 1 + ε[×D −→ [1, 1 + ε[×D
(t, z) 7−→ (t, ρd(z))
Par construction, l’application H est une isotopie entre ρd et fd.
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Proposition 6.2.2. Soit X et Y des surfaces topologiques. Tout reveˆtement ramifie´ f : X → Y
de degre´ d ≥ 2 est isotope a` un reveˆtement ramifie´ ge´ne´rique de meˆme degre´.
De´monstration. Dans un premier temps, on obtient des points de ramification de multiplicite´ 2,
c’est-a`-dire au voisinage desquels f est de degre´ 2. Ensuite on s’assure qu’il n’y ait pas deux tels
points dans une fibre au-dessus d’un point singulier y ∈ Y .
1. Soit x un point de ramification de multiplicite´ m > 2 pour f . Il existe un voisinage ferme´ D
de x et des home´omorphismes ϕ : D → D et ψ : f(D)→ D faisant commuter le diagramme
D
f |D

ϕ
∼ // D
ρm

f(D)
ψ
∼ // D
D’apre`s le lemme 6.2.1, ρm est isotope a` un reveˆtement ramifie´ ge´ne´rique fm de degre´ m par
une isotopie n’agissant pas sur le bord de D. On en de´duit qu’il existe une isotopie entre f |D
et le reveˆtement ge´ne´rique ψ−1 ◦ fm ◦ ϕ qui n’agit pas sur le bord de D et donc se prolonge,
par l’identite´, en une isotopie non ramifie´e le long du bord.
En re´ite´rant ce proce´de´ pour chaque point de ramification de multiplicite´ strictement supe´-
rieure a` 2, on obtient une isotopie entre f et un reveˆtement f ′ n’ayant que des points de
ramification de multiplicite´ 2.
2. Supposons qu’il existe un point singulier y ∈ Y de f ′ dont la fibre contienne deux points
de ramification x et x′. Soit D un voisinage ferme´ de x dont l’intersection avec le lieu de
ramification e´tendu de f est re´duite a` x. Pour D assez petit, il existe des home´omorphismes
ϕ : D → D et ψ : f(D)→ D faisant commuter le diagramme
D
f |D

ϕ
∼ // D
ρ2

f(D)
ψ
∼ // D
En particulier ϕ(x) = ψ(y) = 0. Il existe un home´omorphisme h de D tel que h|∂D = id∂D et
h(0) = 12 . L’home´omorphisme h est isotope a` l’identite´ par une isotopie du disque n’agissant
pas sur le bord. On en de´duit que ρ2 est isotope a` h ◦ ρ2.
Ainsi f |D est isotope a` g = ψ−1 ◦ h ◦ ρ2 ◦ ϕ qui est une application ve´rifiant
g|∂D = f |∂D et g(x) = ψ−1 ◦ h ◦ ρ2(0) = ψ−1( 12 ) 6= y.
On peut donc prolonger l’isotopie entre f |D et g en une isotopie entre f et un reveˆtement
ramifie´ ayant des points de ramification de multiplicite´ 2 et un point singulier de plus que f.
En re´ite´rant ce proce´de´, on obtient un reveˆtement ge´ne´rique isotope a` f ′ donc a` f .
Corollaire 6.2.3. Soit X une surface a` bord. Tout reveˆtement re´el-e´tale f : X → P1 de degre´
d ≥ 2 est isotope a` un reveˆtement re´el-e´tale ge´ne´rique de meˆme degre´.
Syste`me de Hurwitz : Soit D une surface a` bord home´omorphe au disque D prive´ de n
disques ouverts d’adhe´rences disjointes. Le bord de D comporte n + 1 composantes connexes
B0 = ∂D, B1, . . . , Bn, chacune home´omorphe au cercle S1. Soit un reveˆtement re´el-e´tale stricte
de degre´ d
f : D −→ D.
Si on note S son lieu singulier etR son lieu de ramification e´tendu, alors f est entie`rement de´termine´
par le reveˆtement non ramifie´ associe´
f |D\R : D \ R −→ D \ S.
74
6.2. QUAND DEUX MORPHISMES ONT MEˆME ARBRE
Le nombre k de points singuliers du reveˆtement est donne´ par la formule de Riemann-Hurwitz :
1− n = d− k. (6.2)
Soit y0 ∈ D \ S un point de base. Nume´roter la fibre f−1(y0) = {x1, . . . , xd} e´quivaut a` donner
une bijection de celle-ci sur {1, . . . , d}. Tout lacet α de D\S commenc¸ant en en y0 se rele`ve a` partir
d’un point xi ∈ f−1(y0) en un chemin dont l’autre extre´mite´ est un xτ(i). Ainsi α de´termine une
permutation τ de {1, . . . , d}. Alors le reveˆtement f est de´termine´ par un morphisme de groupes
ρ : pi1(D \ R, y0) −→ Sd,
ou` Sd le groupe syme´trique a` d e´le´ments.
Remarque 6.2.1. La repre´sentation ρ est de´termine´e a` endomorphisme inte´rieur de Sd pre`s par le
choix de la bijection
f−1(y0) −→ {1, . . . , d}.
Notons s1, . . . , sk, les k points singuliers de f . Chacun est contenu dans l’inte´rieur d’un petit
disque ne rencontrant pas ceux qui entourent les autres points et dont on oriente le bord ci dans
le sens des aiguilles d’une montre. On choisit k chemins r1, . . . , rk d’inte´rieurs disjoints et reliant
y0 a` chacun des k cercles ci ainsi qu’un chemin r0 d’inte´rieur disjoint de l’inte´rieur des ri reliant
y0 au bord c0 = ∂D de D. L’indexation des ri se fait de sorte que les chemins partent de y0 dans
le sens des aiguilles d’une montre (voir figure 6.1).
ci
ci+1
c0y0
ck
rk
r2
c2
r1
c1
r0
Fig. 6.1 – Chemins ri et cercles ci
Pour i = 0 a` k, on note
γi = ricir−1i , τ = ρ(γ0), σi = ρ(γi) pour i 6= 0.
Ainsi le groupe fondamental de D \ S base´ en y0 est le groupe libre
Π1(D \ S, y0) = 〈γ0, . . . , γr | γ0γ1 . . . γk = 1〉 .
La repre´sentation ρ induit, et est de´termine´e par, la suite de permutations de Sd
(σ1, . . . , σk; τ) ve´rifiant τσ1 . . . σk = id,
la multiplication se faisant de gauche a` droite, comme pour les chemins.
De´finition 6.2.2 (Syste`me de Hurwitz). Soit un reveˆtement re´el-e´tale stricte de degre´ d f :
D −→ D. Un syste`me de Hurwitz pour f est une suite de permutations de Sd,
(σ1, . . . , σk; τ)
correpondant a` une repre´sentation ρ et a` un ensemble de lacets γi construits comme pre´ce´dement.
Remarque 6.2.2. Le reveˆtement f est un reveˆtement ge´ne´rique si et seulement si les σi pour i = 1
a` k sont des transpositions.
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Remarque 6.2.3. La surface D e´tant connexe par arcs, le sous-groupe ρ(pi1(D \ S, y0)) de Sd agit
transitivement sur {1, . . . , d}.
Remarque 6.2.4. Conjuguer chacune des permutations du syste`me par une meˆme permutation
µ ∈ Sd e´quivaut a` faire agir µ sur la fibre f−1(y0) comme une renume´rotation.
Proposition 6.2.4. Soit deux ensembles de cercles et chemins
(
(ci, ri)
)
i=0a` k
et
(
(c′i, r
′
i)
)
i=0a` k
soumis aux meˆmes contraintes de construction que pre´ce´demment et tels que r0 = r′0. Alors il
existe un home´omorphisme h : D→ D tel que h|∂D = id∂D qui envoie ci sur c′i et ri sur r′i.
Si de plus les deux ensembles de cercles et chemins induisent le meˆme syste`me de Hurwitz, alors
il existe un home´omorphisme g : D → D tel que g|∂D = id∂D faisant commuter le diagramme
D
f

g
∼ // D
f

D
h
∼ // D
. (6.3)
De´monstration. On note %0 la re´union de r0 et de ∂D ainsi que h0 = id%0 . Pour i = 1, . . . , k, on
peut prolonger chaque chemin ri par un rayon de ci en un chemin %i reliant le point de base y0 au
point singulier situe´ Si dans le disque de bord ci. De meˆme pour les chemins r′i. Pour i = 0, . . . , k,
il existe des home´omorphismes
hi : %i −→ %′i
pre´servant l’orientation et tels que
hi(y0) = y0 et hi(Si) = S′i.
Par construction, le seul point commun des chemins %i (resp. %′i) est y0. Ainsi, l’adhe´rence du
disque D coupe´ le long des chemins %i (resp. %′i), i = 0, . . . , k est home´omorphe a` un disque D
(resp. D′) et les home´omorphismes hi induisent alors un home´omorphisme
h′ : ∂D −→ ∂D′
tel que h′|%0 = id%0 . Un home´omorphisme du bord pouvant se prolonger en un home´omorphisme
du disque tout entier, h′ induit un home´omorphisme, toujours note´ h′,
h′ : D ∼−→ D′
compatible avec les de´coupages de D effectue´s pre´ce´demment. Il induit donc un home´omorphisme
h : D −→ D
pre´servant l’orientation et tel que
h|∂D = id et h(%i) = %′i.
Supposons les syste`mes de Hurwitz identiques. Par construction, l’image par l’home´omorphisme
h d’un lacet γi est dans la meˆme classe d’homotopie dans (D \ S ′, y0) que le lacet γ′i. L’home´omor-
phisme h induit donc une bijection
h∗ : pi1(D \ S, y0) ∼−→ pi1(D \ S, y0).
En utilisant le the´ore`me de rele`vement des morphismes, celui-ci ce rele`ve en un home´omorphisme
g : D \ R ∼−→ D \R
qui se prolonge par continuite´ en un endomorphisme de D faisant commuter le diagramme (6.3).
Comme h|∂D = id∂D, l’home´omorphisme g agit sur chaque fibre au-dessus des points du bord de
D. Sachant que les syste`mes de Hurwitz sont identique, cette action est triviale.
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Changements dans le syste`me de Hurwitz : Les notations e´tant les meˆmes que pre´ce´dem-
ment, soit un reveˆtement ramifie´ ge´ne´rique f : D → D, un point de base y0 ∈ D et un syste`me de
Hurwitz pour f , H = (σ1, . . . , σk; τ).
Nous allons donner des me´thodes pour modifier H de fac¸on a` obtenir un nouveau syste`me de
Hurwitz pour f sans changer la repre´sentation ρ, simplement en agissant sur les chemins γi. Les
deux manipulations suivantes sont a` la base de ces changements dans un syste`me de Hurwitz de f .
(σi, σi+1) ///o/o/o (σiσi+1σi, σi) (6.4)
(σi, σi+1) ///o/o/o (σi+1, σi+1σiσi+1) (6.5)
La premie`re peut s’obtenir en remplac¸ant le lacet γi+1 par un lacet homotope a` γiγi+1γ−1i dans
le syste`me de lacets induisant le syste`me de Hurwitz. Cette manipulation revient a` remplacer le
chemin ri+1 par un lacet qui contourne le lacet γi (voir figure 6.2). La deuxie`me est la manipulation
inverse de la pre´ce´dente : on remplace ri par un lacet qui contourne γi+1. Aucune de ces deux
manipulations ne modifie le produit des deux transpositions successives.
ci
ci+1
c0y0
ck
r0
c2
c1
rk
ci
ci+1
c0y0
ck
rk
r0
c2
c1
(6.4)
11
6v 6v
5u 5u
4t 4t
3s 3s 3s
2r 2r 1q 1q
(6.5) --
(h (h )i )i *j *j +k +k +k ,l ,l -m -m ci
ci+1
c0y0
ck
r0
c2
c1
rk
Fig. 6.2 – Manipulations (6.4) et (6.5)
Remarque 6.2.5. Les manipulations (6.4) et (6.5) permettent de changer de position n’importe
quelle transposition σi dans le syste`me a` condition de conjuguer par σi les transpositions ren-
contre´es.
Lemme 6.2.5. Il est possible d’effectuer les changements suivants dans un syste`me de Hurwitz
pour f sans changer la repre´sentation ρ :
(. . . , σ, σ, . . . , τ, . . .) ///o/o/o (. . . , τστ, τστ, . . . , τ, . . .)
(. . . , τ, . . . , σ, σ, . . .) ///o/o/o (. . . , τ, . . . , τστ, τστ, . . .)
(6.6)
ou` σ et τ sont des transpositions de Sd.
De´monstration. Le principe est le meˆme pour les deux changements. On peut supposer que la paire
(σ, σ) est juste a` cote´ de la transposition τ puisque son de´placement graˆce a` (6.4) et (6.5) selon la
remarque 6.2.5 va conjuguer deux fois par τ les transpositions rencontre´es. En appliquant plusieurs
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fois (6.5), on obtient
(σ, σ, τ) ///o/o/o (σ, τ, τστ) ///o/o/o (τ, τστ, τστ) ///o/o/o (τστ, τστττστ, τστ)
///o/o/o (τστ, τστ, τσττστττσττστ) = (τστ, τστ, τ)
On peut ensuite ramener τ a` sa place d’origine de la meˆme fac¸on qu’on de´but en utilisant la
remarque 6.2.5.
On fait de meˆme pour l’autre changement
6.2.2 Mise en forme du syste`me de Hurwitz
Soit D, le disque ferme´ D prive´ de n disques ouverts d’adhe´rences disjointes contenues dans son
inte´rieur. On note B0 = ∂D, . . . ,Bn les composantes connexes du bord de D. Par abus de langage,
on pourra parler du ”bord” Bi. On conside`re un reveˆtement re´el-e´tale stricte,
f : D −→ D
de degre´ d. On note bi le degre´ de f sur le bord Bi et b−i =

0 i = 0∑
j<i bj i = 1a` n
d i = n+ 1
.
Le reveˆtement f a k = d + n − 1 points singuliers, S1, . . . , Sk, (formule (6.2)). Soit y ∈ ∂D et
U un voisinage ouvert connexe de y dans D tel que ϕ−1(U) soit la re´union de d ouverts disjoints
de D. On choisit un point y0 ∈ U qui sera le point de base pour le groupe fondamental de D.
De´finition 6.2.3 (Fibre lie´e a` un bord). Soit x un point de la fibre f−1(y0) et V la composante
connexe de f−1(U) contenant x. Si Bi est le bord tel que Bi ∩ V 6= ∅, on dira que x est lie´ au bord
Bi relativement a` l’ouvert U . On pourra aussi simplement dire que x est lie´ au bord Bi.
On appelle fibre lie´e au bord Bi l’ensemble des points de la fibre f−1(y0) lie´s au bord Bi. Elle
est note´e f−1(y0)Bi ou, s’il n’y a pas risque de confusion, f
−1(y0)i.
yc
yd
B0
B1
B2
yf
yb
B3
ya
yg
ye
yi yh
yj
f //
y
y0
U
Fig. 6.3 – Fibre au dessus de y0
Exemple 6.2.1. Sur la figure 6.3,
{ya, yb, yc, yd} est la fibre lie´e au bord B0 {ye} est la fibre lie´e au bord B1
{yf , yg} est la fibre lie´e au bord B2 {yh, yi, yj} est la fibre lie´e au bord B3.
Remarque 6.2.6. Les fibres lie´es a` un bord forment une partition de la fibre au-dessus de y0
f−1(y0) = f−1(y0)0 unionsq . . . unionsq f−1(y0)n
en n ensembles f−1(y0)i de cardinal bi pour i = 0 a` n.
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Dans chaque fibre f−1(y0)i lie´e a` un bord Bi de D, on choisit un point xb−i +1 qui sera le point
de base pour la fibre lie´e au bord Bi Le disque D e´tant oriente´ de sorte que son bord soit oriente´
dans le sens trigonome´trique, le reveˆtement f induit une orientation sur D et donc une orientation
sur son bord ∂D = ⊔ni=0 Bi. La fibre lie´e au bord Bi pour i ≥ 0 est nume´rote´e a` partir du point
de base xb−i +1 de sorte qu’en parcourant le bord Bi selon l’orientation a` partir de la composante
connexe de f−1(U) contenant xb−i +1, on rencontre les composantes connexes de f
−1(U) contenant
xb−i +2
puis xb−i +3 dans l’ordre croissant jusqu’a` xb−i +bi = xb−i+1 . On obtient ainsi une nume´rotation
de la fibre f−1(y0) au-dessus de y0.
Les notations pour obtenir un syste`me de Hurwitz pour f sont celles de la section 6.2.1. On
choisit les chemins ri de sorte que r0 soit inclu dans l’ouvert U . Alors
ρ(γ0) = (1, 2, . . . , b0)(b−1 + 1, . . . , b
−
2 ) . . . (b
−
n + 1, . . . , d) = τ
est le produit de n cycles disjoints, chacun agissant sur une fibre f−1(y0)i lie´e a` un bord Bi en
envoyant xb−i +j sur xb−i +j+1 pour j = 1 a` bi − 1 et envoyant xb−i+1 sur xb−i +1.
Lemme 6.2.6. On note N(i, j) une suite
(
(i, j), . . . , (i, j)
)
de N transpositions (i, j) ∈ Sd, pour
N ∈ N \ {0}. Soit f : D → D un reveˆtement re´el-e´tale stricte. Avec les notations pre´ce´dentes, en
utilisant les ope´rations (6.4) et (6.5) sur les transpositions d’un syste`me de Hurwitz pour f , on
obtient un syste`me de la forme suivante :(
N1(1, 2), N2(2, 3), . . . , Nb−1 −1(b
−
1 − 1, b−1 ), Nb−1 (b
−
1 , j1), Nb−1 +1(b
−
1 + 1, b
−
1 + 2), . . .
. . . , Nb−p −1(b
−
p − 1, b−p ), Nb−p (b−p , jp), Nb−p +1(b−p + 1, b−p + 2), . . .
. . . , Nb−d−1
(d− 1, d) ; τ).
avec b−p < jp pour p = 1 a` n. En d’autres termes, les e´le´ments de cette suite sont de la forme
Ni(i, j), ou` j = i+ 1 pour i 6= b−p et i < j pour i = b−p avec p = 1 a` n− 1.
De plus les entiers Ni ve´rifient Ni ≥ 1 et Ni est pair si il existe p tel que i = b−p , impair sinon.
De´monstration. Si H est un syste`me de Hurwitz pour f , on note H0 la sous-suite des transpositions
de H : H = (H0; τ).
Le re´sultat est obtenu par re´currence sur l’entier i avec l’hypothe`se suivante :
Il existe un syste`me de Hurwitz H pour f tel que la suite H0 s’e´crive comme la
concate´nation de deux sous-suites Hi et H′i telles que H′i ne fasse plus intervenir les
e´le´ments 1 a` i et Hi soit de la forme :(
N1(1, 2), N2(2, 3), . . . , Nb−1 −1(b
−
1 − 1, b−1 ), Nb−1 (b
−
1 , j1), Nb−1 +1(b
−
1 + 1, b
−
1 + 2), . . .
. . . , Nb−p −1(b
−
p − 1, b−p ), Nb−p (b−p , jp), Nb−p +1(b−p + 1, b−p + 2), . . . , Ni(i, j)
)
.
ou` pour p ≥ 1 on a b−p < jp, j = i+ 1 pour i 6= b−p et i < j pour i = b−p .
De plus les entiers N ve´rifient les conditions de parite´ voulues.
Rappelons que le produit des transpositions ne se fait pas ici comme les compositions de fonc-
tions, mais de gauche a` droite, comme pour les chemins.
i = 0 : Soit H un syste`me de Hurwitz pour f . Parmi toutes les suites pouvant eˆtre obtenues a`
partir de H0 en effectuant uniquement les ope´rations (6.4) et (6.5), on en choisi une H1H′1
qui s’e´crit comme la concate´nation de deux sous-suites H1 et H′1 telles que H′1 ne fasse pas
intervenir 1 et est la plus grande possible a` ve´rifier cette condition. Alors la suite H1 doit
eˆtre de la forme
H1 = N(1, j), pour un j > 1.
En effet, toute transposition de H1 doit agir sur 1. Sinon, si σ est une transposition de H1
n’agissant pas sur 1, en utilisant (6.4) on peut la de´placer tout a` la fin H1 ce qui contredit la
maximalite´ de H′1.
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Supposons que H1 contienne deux transpositions distinctes (1, j1) et (1, j2). En utilisant
(6.5), on peut supposer que celles-ci sont adjacentes dans la suite H1. En appliquant (6.5) a`
nouveau, on obtient(
(1, j1), (1, j2)
)
///o/o/o
(
(1, j1), (1, j1)(1, j2)(1, j1)
)
=
(
(1, j1), (j1, j2)
)
ce qui contredit a` nouveau la maximalite´ de H′1.
Maintenant, deux cas se pre´sentent :
b0 = 1 : Dans ce cas la fibre au-dessus de y0 lie´e a` B0 n’a qu’un seul e´le´ment y1 et τ n’agit
donc pas sur 1. Le syste`me commence alors bien par N1(1, j) avec j > 1. Comme le
produit des transpositions du syste`me de Hurwitz doit valoir τ−1, on en de´duit que N1
doit eˆtre pair
b0 6= 1 : Comme le produit des transpositions du syste`me de Hurwitz doit valoir τ−1 et que
1 n’intervient pas dans H′1, on doit forcement avoir N1 impair et j = 2 puisque 2 est
envoye´ sur 1 par τ−1.
i > 1 Soit H un syste`me de Hurwitz pour f ve´rifiant l’hypothe`se de re´currence au rang i − 1.
Parmis toutes les suites pouvant eˆtre obtenues a` partir de H′i−1 en effectuant uniquement les
ope´rations (6.4) et (6.5), on en choisi une H”iH′i qui s’e´crit comme la concate´nation de deux
sous-suites H”i et H′i telles que H′i ne fasse pas intervenir i et est la plus grande possible a`
ve´rifier cette condition. Alors la suite H”i doit eˆtre de la forme
H”i = N(i, j), pour un j > i.
En effet, toute transposition de H”i doit agir sur i. Sinon, si σ est une transposition de H”i
n’agissant pas sur i, en utilisant (6.4) on peut la de´placer tout a` la fin H”i ce qui contredit
la maximalite´ de H”i.
Supposons que H”i contienne deux transpositions distinctes (i, j1) et (i, j2). En utilisant
(6.5), on peut supposer que celles-ci sont adjacentes dans la suite H1. En appliquant (6.5) a`
nouveau, on obtient(
(i, j1), (i, j2)
)
///o/o/o
(
(i, j1), (i, j1)(i, j2)(i, j1)
)
=
(
(i, j1), (j1, j2)
)
ce qui contredit a` nouveau la maximalite´ de H′i.
On pose alors Hi = Hi−1H”i. Deux cas se pre´sentent :
∃p ≥ 1, i = b−p : Les e´le´ments du cycles (b−p−1 + 1, b−p−1 + 2, . . . b−p ) n’interviennent pas dans
H′i. Comme le produit des transpositions du syste`me de Hurwitz doit valoir τ−1, et que
j > b−p , on en de´duit que Ni doit eˆtre pair.
@p, i = b−p : Comme le produit des transpositions du syste`me de Hurwitz doit valoir τ−1 et
que i n’intervient pas dans H′i, on doit forcement avoir Ni impair et j = i + 1 puisque
i+ 1 est envoye´ sur i par τ−1.
Ainsi l’hypothe`se de re´currence est bien ve´rife´e au rang i.
De plus, D est connexe par arcs, donc d’apre`s la remarque 6.2.3, le sous-groupe engendre´ par
les transpositions du syste`me de Hurwitz agit transitivement. En particulier, on doit avoir Ni ≥ 1
pour tout i = 0 a` d.
The´ore`me 6.2.7 (Classification des reveˆtements ramifie´s ge´ne´riques strictes du disque).
Avec les notations pre´ce´dentes, tout reveˆtement re´el-e´tale ge´ne´rique stricte, f : D → D admet un
syste`me de Hurwitz de la forme(
(1, 2), (2, 3), . . . , (b−1 − 1, b−1 ), (b−1 , b−1 + 1), (b−1 , b−1 + 1), (b−1 + 1, b−1 + 2), . . .
. . . , (b−i − 1, b−i ), (b−i , b−i + 1), (b−i , b−i + 1), (b−i + 1, b−i + 2), . . .
. . . , (d− 1, d) ; τ).
C’est-a`-dire une suite de transpositions (p, p + 1) pour p = 1 a` d − 1 apparaissant deux fois si
p = b−i pour un i = 1 a` n et une seule fois sinon, cette suite e´tant suivie par la permutation
τ = ρ(γ0) = (1, 2, . . . , b0)(b−1 + 1, . . . , b
−
2 ) . . . (b
−
n + 1, . . . , d).
80
6.2. QUAND DEUX MORPHISMES ONT MEˆME ARBRE
De´monstration. On choisit un syste`me de Hurwitz H pour f donne´ par le lemme 6.2.6. Les nota-
tions sont celles utilise´es pre´ce´demment.
1. D’apre`s la formule de Riemann-Hurwitz (6.2), les entiers n, d et k doivent ve´rifier
1− n = d− k, ce qui s’ecrit encore k + 1 = d+ n. (6.7)
D’autre part, k e´tant le nombre total de points singuliers de f , on a d’apre`s la forme du
syste`me de Hurwitz de f :
k + 1 =
d−1∑
i=1
Ni ≥
n∑
i=0
(bi − 1) + 2n = d− n+ 2n
donc
k + 1 ≥ d+ n (6.8)
Pour que (6.7) et (6.8) soient ve´rifie´es simultane´ment, il faut que les Ni soient les plus petits
possible, c’est-a`-dire :
Ni = 2 si ∃p, i = b−p et Ni = 1 sinon.
2. Montrons par re´currence sur p que, si pour tout q > p, on a jq = b−q + 1, alors jp = b
−
p + 1
p = n : D’apre`s ce qui pre´ce`de, la fin de la suite de permutations du syste`me de Hurwitz de
f s’ecrit :(
(b−n , jn), (b
−
n , jn), (b
−
n + 1, b
−
n + 2), (b
−
n + 2, b
−
n + 3), . . . , (d− 1, d); τ
)
,
avec jp > b−n . En appliquant successivement le lemme 6.2.5 a` la paire
(
(b−n , jn), (b
−
n , jn)
)
et aux transpositions (jn−1, jn) puis (jn−2, jn−1) jusqu’a` (b−n +1, b−n +2), on obtient :(
(b−n , jn), (b
−
n , jn)
)
///o/o/o
(
(jn − 1, jn)(b−n , jn)(jn − 1, jn),
(jn − 1, jn)(b−n , jn)(jn − 1, jn)
)
=
(
(b−n , jn − 1), (b−n , jn − 1)
)
///o/o/o
(
(jn − 2, jn − 1)(b−n , jn − 1)(jn − 2, jn − 1),
(jn − 2, jn − 1)(b−n , jn − 1)(jn − 2, jn − 1)
)
=
(
(b−n , jn − 2), (b−n , jn − 2)
)
///o/o/o . . .
///o/o/o
(
(b−n + 1, b
−
n + 1)(b
−
n , b
−
n + 2)(b
−
n + 1, b
−
n + 2),
(b−n + 1, b
−
n + 2)(b
−
n , b
−
n + 2)(b
−
n + 1, b
−
n + 2)
)
=
(
(b−n , b
−
n + 1), (b
−
n , b
−
n + 1)
)
p < n : On utilise exactement le meˆme raisonement que pour p = n sachant que jp > b−p et,
par hypothe`se de re´currence, que toute permutation de la forme (i, i + 1) avec i > b−p
apparait au moins une fois entre le couple
(
(b−p , jp), (b
−
p , jp)
)
et la fin de la suite. Alors
par applications successives du lemme 6.2.5, on obtient le re´sulat cherche´.
Exemple 6.2.2. Prenons par exemple un reveˆtement re´el-e´tale ge´ne´rique stricte de la figure 6.4.
D’apre`s la formule de Riemann Hurwitz, il admet k = d+n− 1 = 8+ 3− 1 = 10 points singuliers.
Avec les notations pre´ce´dentes, on a
f−1(y0)0 = {y1, y2} f−1(y0)1 = {y3} f−1(y0)2 = {y4, y5} f−1(y0)3 = {y6, y7, y8}
Le reveˆtement f admet alors un syste`me de Hurwitz de la forme :(
(1, 2), (2, 3), (2, 3), (3, 4), (3, 4), (4, 5), (5, 6), (5, 6), (6, 7).(7, 8); (1, 2)(4, 5)(6, 7, 8)
)
.
81
CHAPITRE 6. CLASSIFICATION DES ENDOMORPHISMES RE´EL-E´TALES DE P1
B0
B1
b1 = 1
b2 = 2
B2
b0 = 2
B3
b3 = 3
f // D
Fig. 6.4 – Exemple 6.2.2
6.2.3 E´quivalence et isotopie des reveˆtements
Notations : On conside`re deux reveˆtements re´el-e´tales ge´ne´riques de meˆme arbre associe´ A,
f : D −→ D et f ′ : D −→ D.
Soit I un ensemble d’indices possibles pour A. Les notations sont celles introduites lors de la
construction des arbres a` la section 5.3. Le ′ permettra de distinguer les e´le´ments associe´s a` f ′ de
ceux concernant f.
Pour tout indice (I) ∈ I, on note f(I) = f |D(I) et ′(I) = f ′|D′(I) . Ce sont des reveˆtements
re´el-e´tales ge´ne´riques strictes de degre´ d(I) du disque par une surface home´omorphe a` D prive´ de
n(I) disques ouverts d’adhe´rences disjointes contenues dans son inte´rieur. Nous allons pre´ciser les
choix particuliers de nume´rotation des chemins et fibres des sections pre´ce´dentes, dans le cas des
reveˆtements f(I) et f ′(I). Ici D(I) et D
′
(I) jouerons le roˆle de D et l’indice (I, i) celui de l’indice i
pour i = 0 a` n(I).
Soit y ∈ ∂D. On choisit le voisinage ouvert connexe U de y dans D de sorte que f−1(U) et
f ′−1(U) soient la re´union disjointe d’ouverts qui sont ou bien home´omorphes a` U ou bien des
pliages sur U . On choisit un point de base y0 dans U \ ∂D qui sera commun a` tous les reveˆtements
conside´re´s ici. On choisit aussi un point de base dans la fibre lie´e a B(0) = ∂D pour f(0) et un
point de base dans la fibre lie´e a B′(0) = ∂D pour f
′
(0). Chaque composante connexe de f
−1(U)
rencontre un unique B(I). Pour chaque indice (I, i) avec (I) ∈ I, on choisit une de ces composantes
connexe U(I,i) rencontrant B(I,i). Alors U(I,i) contient exactement deux points de f−1(y0), l’un
dans la fibre f−1(I) (y0)i = f
−1
(I) (y0)B(I,i) , l’autre dans la fibre f
−1
(I,i)(y0)0 = f
−1
(I,i)(y0)B(I,i) . Ce seront
les points de bases pour ces fibres lie´es a` B(I,i). On agit de meˆme pour le choix de points de base
pour les reveˆtements f ′(I).
A partir de la`, la nume´rotation de la fibre et des fibres lie´es au-dessus de y0 pour f(I) se fait
exactement de la meˆme fac¸on que dans la section 6.2.2, x(I)i remplac¸ant xi pour distinguer les
fibres pour f(I) de celles pour f(J) si (J) 6= (I). De meˆme pour f ′(I).
Remarque 6.2.7. Avec ce choix de points de base, les e´le´ments x(I)i et x(I,i)0 appartiennent a` la
meˆme composante connexe de f−1(U). De meˆme, les e´le´ments x′(I)i et x
′
(I,i)0 appartiennent a` la
meˆme composante connexe de f ′−1(U).
Relations d’ordre : Pour pre´ciser les chemins γ(I)i (resp. γ′(I)i), c’est-a`-dire les chemins γi pour
f(I) (resp. γ′i pour f
′
(I)), nous avons besoin d’une relation d’ordre total sur I. On munit donc I de
l’ordre lexicographique. Ceci induit une relation d’ordre totale sur les paires (I)i :
(I)i ≤ (J)j
si et seulement si
(I) ≤ (J) et ((I) = (J) =⇒ i ≤ j) .
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Contraintes sur les chemins de de´part : Les notations pour obtenir un premier syste`me de
Hurwitz pour les f(I) et f ′(I) sont toujours celles de la section 6.2.1 avec les contraintes suivantes :
– On choisit le chemin r0 reliant y0 au bord de D de sorte qu’il reste dans U . Ce chemin sera
commun aux f(I) et f ′(I).
– Tous les cercles ci, note´s c(I)i pour f(I) (resp. c′(I)i pour f
′
(I)) sont le bord de disques ouverts
contenant un unique point du lieu singulier S de f (resp. S ′ de f ′).
– L’inte´rieur d’un chemin γ(I)i (resp. γ′(I)i) ne rencontre aucun autre chemin γ(J)j (resp. γ
′
(J)j).
– Lorsqu’on tourne autour de y0 dans le sens des aiguilles d’une montre a` partir de γ0, on
rencontre le de´part des chemins γ(I)i (resp. γ′(I)i) dans l’ordre des indices (I)i croissant.
Syste`me de Hurwitz : Sachant que f et f ′ on meˆme arbre et suivant les choix fait ci-dessus, le
the´ore`me 6.2.7 induit que pour tout pour tout (I) ∈ I0(A), les reveˆtements f(I) et f ′(I) admettent
un meˆme syste`me de Hurwitz(
(1, 2), (2, 3), . . . , (b(I) − 1, b(I)), (b(I), b(I) + 1), (b(I), b(I) + 1), (b(I) + 1, b(I) + 2), . . .
. . . , (b(I) + bI1 − 1, b(I) + bI1), . . . ; τ(I)
)
.
Ce syste`me n’est obtenu a` partir des syste`mes de de´part qu’avec des manipulations (6.4) et(6.5).
En particulier, les chemins induisant ce syste`me peuvent respecter les meˆmes contraintes (voir
ci-dessus) que ceux choisis au de´part.
Re´sultat : On de´duit de ce qui pre´ce`de la classification des reveˆtements re´el-e´tales ge´ne´rique de
D par lui-meˆme.
Proposition 6.2.8. Deux reveˆtements re´els-e´tales ge´ne´riques f : D −→ D et f ′ : D −→ D sont
e´quivalents si et seulement si ils ont meˆme arbre associe´.
De´monstration. La re´ciproque re´sulte de la proposition 6.1.3.
D’apre`s la proposition 6.2.4, il existe un home´omorphisme h : D ∼→ D, tel que pour tout
(I) ∈ I et i = 0, . . . , n(I), on ait h(S(I)i) = S′(I)i et tel que l’home´omorphisme h induise un
home´omorphisme de r(I)i sur r′(I)i avec h|∂D = id∂D. Toujours d’apre`s la proposition 6.2.4, pour
tout (I) ∈ I, h se rele`ve en un home´omorphisme g(I) faisant commuter
D(I)
g(I)
∼ //
f(I)

D′(I)
f ′(I)

D
h
∼ // D
De plus pour tout l = 1 a` d(I), on a g(I)(y(I)l) = y′(I)l. La remarque 6.2.7 induit alors que
l’home´omorphisme g(I) doit co¨ıncider avec l’home´omorphisme g(I,i) le long de B(I,i) pour tout
I ∈ I0(A) et tout i = 1 a` n(I). Ainsi les home´omorphisme g(I) se recollent en un home´omorphisme
g faisant commuter le diagramme
D
f

g
∼ // D
f ′

D
h
∼ // D
Corollaire 6.2.9. Deux reveˆtements re´el-e´tales ge´ne´riques f : D −→ D et f ′ : D −→ D sont
isotopes si et seulement si ils ont meˆme arbre signe´.
De´monstration. La re´ciproque re´sulte de la proposition 6.1.2.
D’apre`s la proposition 6.2.8, les deux reveˆtements sont e´quivalents. Notons g : D ∼−→ D
et h : D ∼−→ D des home´omorphismes tels que h ◦ f = f ′ ◦ g. Comme de plus h|∂D=id∂D ,
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l’home´omorphisme h pre´serve l’orientation. De meˆme pour g puisque f et f ′ ont meˆme arbre
signe´. D’apre`s la proposition 5.1.4, g et h sont isotopes a` l’identite´. On note
H : Iε × D −→ Iε × D et G : Iε × D −→ Iε × D
des isotopies entre l’identite´ et h et entre g et l’identite´ respectivement. Alors H induit l’isotopie
H ◦ (id, f) : Iε × D −→ Iε × D
(t, x) 7−→ H(t, f(x))
entre f et h ◦ f = g ◦ f ′. D’autre part G induit l’isotopie
(id, g) ◦G : Iε × D −→ Iε × D
entre g ◦ f ′ = h ◦ f et f ′.
On en de´duit que f est isotope a` f ′.
On de´duit des re´sultats pre´ce´dents les the´ore`mes d’isotopie et d’e´quivalence des reveˆtements
re´el-e´tales du disque (the´ore`mes 6.2.10 et 6.2.11).
The´ore`me 6.2.10 (E´quivalence des reveˆtements re´el-e´tales du disque). Deux reveˆtements
re´el-e´tales f : D −→ D et f ′ : D −→ D sont quasi-e´quivalents si et seulement si ils ont meˆme arbre
associe´.
De´monstration. L’implication directe est donne´e par le corollaire 6.1.4.
Re´ciproquement, supposons que les deux reveˆtements aient meˆme arbre. D’apre`s le corol-
laire 6.2.3, ils sont chacun isotopes a` un reveˆtement ge´ne´rique, g : D −→ D et g′ : D −→ D
respectivement ayant le meˆme arbre que f et f ′. On note H1 une isotopie entre f et g et H2 une
isotopie entre g′ et f ′. D’apre`s la proposition 6.2.8, les deux reveˆtements ge´ne´riques g et g′ sont
e´quivalents. Soit donc h1 et h2 des home´omorphismes du disque tels que h1 ◦ g = g′ ◦ h2. Alors
H1 ◦ (id, h1) est une isotopie entre h1 ◦ f et h1 ◦ g = g′ ◦ h2 et (id, h2) ◦H2 est une isotopie entre
h1 ◦ g = g′ ◦ h2 et (id, h2) ◦H2 et f ′ ◦ h2. Ainsi h1 ◦ f est isotope a` f ′ ◦ h2 et f est quasi-e´quivalent
a` f ′..
The´ore`me 6.2.11 (Isotopie des reveˆtements re´el-e´tales du disque). Deux reveˆtements
re´el-e´tales f : D −→ D et f ′ : D −→ D sont isotopes si et seulement si ils ont meˆme arbre signe´.
De´monstration. L’implication directe est donne´e par la proposition 6.1.2.
Re´ciproquement, supposons que les deux reveˆtements aient meˆme arbre signe´. D’apre`s le corol-
laire 6.2.3, ils sont chacun isotopes a` un reveˆtement ge´ne´rique,
g : D −→ D et g′ : D −→ D
respectivement ayant le meˆme arbre signe´ que f et f ′ respectivement. D’apre`s le corollaire 6.2.9,
les deux reveˆtements g et g′ sont isotopes. On en de´duit qu’il en est de meˆme pour f et f ′
Sachant que P1 est home´omorphe au disque et que les endomorphismes du disque induisent des
reveˆtements ramifie´s de celui-ci, on en de´duit imme´diatement les corollaires suivants.
Corollaire 6.2.12. Deux endomorphismes re´el-e´tales de P1 sont quasi-e´quivalents si et seulement
si ils ont meˆme arbre associe´.
Corollaire 6.2.13 (The´ore`me de classification des fonctions rationnelles re´el-e´tales de
P1). Deux endomorphismes re´el-e´tales de P1 sont isotopes si et seulement si ils ont meˆme arbre
signe´.
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Applications
7.1 M-surface de Klein et endomorphismes de P1
7.1.1 Espace de modules
De´finition 7.1.1 (M-surface de Klein). Nous appellerons M -surface de Klein de genre g une
surface de Klein compacte connexe dont le complexifie´ est une surface de Riemann compacte de
genre g et dont le nombre de composantes connexes du bord est maximum, c’est-a`-dire g + 1.
Remarque 7.1.1. L’espace topologique sous-jacent d’une M -surface de Klein de genre g est home´o-
morphe a` un disque topologique ferme´ D prive´ de g disques ouverts dont les adhe´rences sont
disjointes et contenues dans l’inte´rieur de D.
Re´ciproquement, tout disque topologique ferme´D prive´ de g disques ouverts dont les adhe´rences
sont disjointes et contenues dans l’inte´rieur de D est l’espace topologique sous-jacent d’une M -
surface de Klein.
Remarque 7.1.2. La cate´gorie des surfaces de Klein e´tant e´quivalente a` la cate´gorie des surfaces
de Riemann munies d’une action de Σ et celle-ci e´tant e´quivalente a` la cate´gorie des courbes
alge´briques re´elles projectives et lisses, la notion de M -surface de Klein donne´e ici e´quivaut a` la
de´finition de M -courbe classiquement donne´e en ge´ome´trie alge´brique re´elle.
De´finition 7.1.2 (Espace de modules de M-surfaces de Klein). On note Mg,M l’espace de
modules desM -surfaces de Klein de genre g, c’est-a`-dire l’ensemble des classes d’isomorphismes de
M -surfaces de Klein de genre g.
Remarque 7.1.3. L’espace de modules M = Mg,M des M -surfaces de Klein de genre g admet une
structure naturelle de varie´te´ semi-analytique (voir [SS89, Hui99]). C’est alors une varie´te´ connexe
qui est de dimension 3g − 3 si g > 1, de dimension 1 si g = 1 et de dimension 0 si g = 0.
Pour le voir, on utilise l’espace de Teichmu¨ller T = Tg,M des M -surfaces de Klein de genre
g. Cet espace admet une structure naturelle de varie´te´ analytique re´elle. Le groupe modulaire
Γ = Γg,M agit sur T par automorphismes analytiques re´els. Cette action e´tant proprement discon-
tinue, le quotient T/Γ a une structure de varie´te´ semi-analytique. Comme l’ensemble M s’identifie
naturellement a` T/Γ, il acquiert une structure naturelle de varie´te´ semi-analytique.
Par la suite, nous aurons besoin d’une description plus pre´cise de T que voici. On se fixe une
M -surface de Klein X0 de genre g. Les e´le´ments de T sont des couples (X,h) avec X uneM -surface
de Klein de genre g et
h : X0 −→ X
un home´omorphisme. Deux tels couples (X,h) et (X ′, h′) repre´sentent le meˆme e´le´ment de T si et
seulement si, il existe un isomorphisme
α : X −→ X ′
tel que les home´omorphismes α ◦ h et h′ soient isotopes. Pour simplifier les notations, on pourra
e´crire X au lieu de (X,h) pour les e´le´ments de T.
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Soit Homeo(X0) le groupe des home´omorphismes de X0 et Homeo0(X0) ⊆ Homeo(X0) le sous-
groupe distingue´ des automorphismes isotopes a` l’identite´. Le groupe quotient
Γ = Homeo(X0)/Homeo0(X0)
est le groupe modulaire Γ. Celui-ci agit a` droite sur T par
(X,h) · γ = (X,h ◦ γ) ∀(X,h) ∈ T et ∀γ ∈ Γ.
Alors l’application oublie
(X,h) ∈ T −→ [X] ∈M
est une application quotient pour l’action de Γ.
7.1.2 Endomorphismes de P1
On note Fd l’ensemble des fonctions rationnelles sur P1 de degre´ d > 0, c’est-a`-dire des endo-
morphismes f : P1 → P1, de degre´ d et Fre´td ⊂ Fd est le sous-ensemble forme´ des endomorphismes
re´el-e´tales.
Les e´le´ments de Fd peuvent eˆtre repre´sente´ par le quotient de deux polynoˆmes premiers entre
eux de R[X], de degre´ au plus d dont l’un au moins est de degre´ d. Ceci permet d’identifier Fd
a` un ouvert de P2d+1(R) et Fd he´rite donc d’une structure naturelle de varie´te´ analytique re´elle.
Pour cette structure, Fre´td est un ouvert de Fd. Ainsi il admet lui-aussi une structure naturelle de
varie´te´ analytique re´elle.
The´ore`me 7.1.1. Deux e´le´ments f et f ′ de Fre´td sont dans la meˆme composante connexe de F
re´t
d
si et seulement si ils ont meˆme arbre signe´.
De´monstration. On muni l’ensemble des arbres signe´s admissibles de degre´ d de la topologie
discre`te. Alors l’application qui a` une fonction rationnelle re´el-e´tale associe son arbre signe´ est
continue. En effet, soit A un arbre signe´ admissible de degre´ d, I un ensemble d’indices pos-
sibles pour A et f0 ∈ Fre´td d’arbre A. L’image re´ciproque f−10
(
P1(R)
)
est la re´union disjointes des
composantes connexes B(I) pour (I) ∈ I. Il existe des voisinages tubulaires V(I) de chacune des
composantes connexes B(I) dans P1 tels que VI() ∩ V(I′) = ∅ pour tous indices (I) 6= (I ′) et tels
que f |V(I) soit non ramifie´e de degre´ 2b(I). Comme les racines d’un polynoˆme sont des fonctions
continues de ses coefficients, pour tout (I) ∈ I, il existe un voisinage U(I) connexe de f0 dans Fd
tel que pour tout f ∈ U(I), f soit re´el-e´tale et on ait
(
f |V(I)
)−1(P1) ⊆ V(I) avec deg f |V(I) = b(I).
Alors tout f ∈ ⋂(I)∈I U(I) a pour arbre signe´ A.
Ainsi, si deux fonctions rationnelles f et f ′ de degre´ d re´el-e´tales appartiennent a` la meˆme
composante connexe de Fre´td , elles doivent avoir meˆme arbre signe´.
Re´ciproquement, soit f, f ′ ∈ Fre´td de meˆme arbre signe´. D’apre`s le the´ore`me 6.2.11, il existe une
isotopie entre f et f ′. Celle-ci induit un chemin dans Fre´td entre f et f
′. Donc f et f ′ appartiennent
a` la meˆme composante connexe de Fre´td .
En identifiant de fac¸on canonique PGL2(R) et l’ensemble des automorphismes de P1, on obtient
une action analytique de PGL2(R) a` droite sur Fre´td qui pre´serve les arbres : si f ∈ Fre´td et α ∈
PGL2(R), alors f et f · α ont meˆme arbre.
De´finition 7.1.3 (M-arbre). UnM -arbre est un arbre admissible de niveau 1 ayant un maximum
d’areˆtes ferme´es a` degre´ fixe´. C’est donc un arbre de la forme
• areˆtes
ferme´es
•
•
1
NNNNNNNNNNN 1
ppppppppppp
1
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•
•
1
1
(a) M -arbre de degre´ 3
• •
•
1
@@@@@@@
1
~~~~~~~
1
(b) M -arbre de degre´ 5
• • •
•
1
FFFFFFFFF
1
xxxxxxxxx
1
1
(c) M -arbre de degre´ 7
Fig. 7.1 – M -arbres de degre´ 3 a` 7
Remarque 7.1.4. Il n’existe que des M -arbres de degre´ impair.
De´finition 7.1.4. Pour d = 2g + 1, on note Fre´td,M ⊆ Fre´td ⊂ Fd le sous-espace forme´ des endomor-
phismes re´el-e´tales de degre´ d dont l’arbre est le M -arbre de degre´ d.
Un automorphisme α ∈ PGL2(R) est uniquement de´termine´ par l’image de trois points. Comme
les e´le´ments de Fre´td,M sont de degre´ 1 sur P1(R), chaque classe de Fre´td,M pour l’action a` droite de
PGL2(R) peut donc eˆtre repre´sente´e par un unique morphisme f ∈ Fre´td,M admettant 0, 1 et ∞
comme points fixes.
De´finition 7.1.5. On peut ainsi identifier Fre´td,M/PGL2(R) et l’ensemble
F
re´t,0
d,M =
{
f ∈ Fre´td,M | f(0) = 0, f(1) = 1, f(∞) =∞
}
.
Remarque 7.1.5. Les conditions f(0) = 0, f(1) = 1 et f(∞) = ∞ pour un e´le´ment f ∈ Fre´td,M se
traduisent par des e´quations alge´briques sur les coefficients de la fraction rationnelle repre´sentant
f . Ainsi, Fre´t,0d,M admet une structure naturelle de varie´te´ analytique re´elle.
7.1.3 Associations
Nous allons faire le lien entre les e´le´ments de Fre´t,02g+1,M et les M -surfaces de Klein de
genre g. Celles-ci seront munies d’un morphisme re´el-e´tale stricte de degre´ g + 1 et du
choix d’une composante connexe de leur bord. C’est ce que nous appellerons triplet.
A` partir d’un endomorphisme f ∈ Fre´t2g+1,M
Soit A l’arbre de f et D0 l’adhe´rence de la composante connexe de f−1(IntP1) qui est le noeud
principal de A. Elle ve´rifie P1(R) ⊂ D0 et est home´omorphe a` l’espace topologique sous-jacent
d’une M -surface de genre g. La restriction f |D0 e´tant un reveˆtement ramifie´ de surfaces a` bord,
on peut utiliser le the´ore`me d’existence de Riemann pour les surfaces de Klein afin de munir D0
d’un faisceau OD0 faisant de (D0,OD0) une surface de Klein et de f |D0 un morphisme. Il est aussi
possible ici de construire OD0 ”a` la main”.
Construction de OD0 : Pour tout ouvert U de D0 ne rencontrant pas les areˆtes ferme´es de A,
on prend OD0(U) = OP1(U).
Soit P ∈ f−1(P1(R)) \ P1(R). Comme f est re´el-e´tale, il existe un voisinage ouvert connexe U
de P dans P1 tel que f |U soit un pliage. Pour U0 = U ∩D0, on pose alors
OD0(U0) = (f |U )−1 OP1
(
f(U)
)
=
{
ϕ ∈ OP1(U) | f ]ϕ ∈ OP1
(
f(U)
)}
.
L’espace localement annele´ (D0,OD0) ainsi de´fini est une surface de Klein dont les morphismes de
structure sont
– les morphismes de structure pour P1 de´finis sur les ouverts U ⊂ P1 inclus dans D0 ;
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– les morphismes de la forme Φ ◦ f |U0 : U0
∼→ H, ou` U0 = U ∩ D0 avec U ouvert de P1 sur
lequel f est un pliage et Φ : f(U) ∼→ V est un morphisme de structure pour P1.
De´finitions 7.1.6. Pour f ∈ Fre´td,M , on note C(f) la surface de Klein (D0,OD0) obtenue pre´ce´dem-
ment et
ψ(f) = f |C(f) : C(f) −→ P1.
le morphisme de surfaces de Klein obtenu par restriction de f .
Remarque 7.1.6. Pour tout f ∈ Fre´td,M , la surface de Klein C(f) est uneM -surface de Klein de genre
g ou` d = 2g + 1 et ψ(f) est un morphisme de surfaces de Klein re´el-e´tale de degre´ g + 1.
1
D0
D1
P1f
1
Fig. 7.2 – Morphisme et M -surface de Klein de genre 1.
Obtenir un e´le´ment de Fre´td,M
De´finition 7.1.7. Soit X une M -surface de Klein de genre g . On note Rre´tg+1(X) l’ensemble des
fonctions rationnelles re´el-e´tales strictes de degre´ g + 1 sur X.
Remarque 7.1.7. Pour touteM -surface de Klein X de genre g, on a Rre´tg+1(X) 6= ∅ (voir [Ahl50]). En
fait, il existe un diviseur effectif D sur X de degre´ g+1 dont le degre´ est 1 sur chaque composante
connexe du bord de X tel que f soit le morphisme associe´s a` D (voir [Hui01]).
Choisissons une composante connexe B du bord de X. En rebouchant les g trous de X qui ne
bordent pas B, on obtient une surface de Klein X de genre 0.
Bouchage de trous le long de chaque composante connexe B′ 6= B du bord de X : Le
complexifie´ P1C de P1 est forme´ de deux copies de P1 recolle´es le long de leur bord P1(R). On identifie
P1 a` l’une d’elle et on note P1− la seconde. Le morphisme re´el-e´tale f induit un isomorphisme d’un
voisinage ouvert U de B′ dans X sur un voisinage ouvert V de P1(R) dans P1. On recolle la surface
de Klein P1− ∪ V a` X en identifiant U a` V par f ce qui donne une surface de Klein correspondant
a` X dont le trou borde´ par B′ a e´te´ rebouche´ a` l’aide d’une copie de P1. De plus f se prolonge
alors sur P1− ∪ V de fac¸on unique en un morphisme de surfaces de Klein.
Nous obtenons ainsi une surface de Klein X de genre 0 et un morphisme f : X → P1 qui
prolonge f . En particulier, il existe un isomorphisme
δ : P1 −→ X.
Celui-ci est unique si on demande de plus que δ ve´rifie
f ◦ δ(0) = 0 f ◦ δ(1) = 1 f ◦ δ(∞) =∞. (7.1)
Dans ce cas, la fonction rationnelle f ◦ δ de P1 est un e´le´ment de Fre´t,02g+1.M .
Dans la construction pre´ce´dente, le choix d’une composante connexe du bord de X donne des
endomorphismes de P1 en ge´ne´ral distincts. Nous allons donc conside´rer des triplets compose´s d’une
M -surface de Klein de genre g, un morphisme de degre´ g + 1 sur P1 et une composante connexe
du bord de X.
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De´finition 7.1.8 (Triplets). Pour g ≥ 1, les e´le´ments deMre´t,1g,M sont des triplets (X, f,B) forme´s
d’une M -surface de Klein X de genre g, d’un morphisme f ∈ Rre´tg+1(X) et du choix d’une com-
posante connexe B du bord de X. Deux tels triplets (X1, f1, B1) et (X2, f2, B2) repre´sentent le
meˆme e´le´ment de Mre´t,1g,M si et seulement si il existe un isomorphisme h : X1 → X2 induisant un
home´omorphisme h|B1 : B1 → B2 et faisant commuter le diagramme
X1
h
∼ //
f1 !!B
BB
BB
BB
B X2
f2}}||
||
||
||
P1
Triplets et endomorphismes de P1
Proposition 7.1.2. Avec les constructions pre´ce´dentes, les applications obtenues
Ψ : Fre´t,02g+1,M −→Mre´t,1g,M et Φ : Mre´t,1g,M −→ Fre´t,02g+1,M
f 7−→ (C(f), ψ(f),P1(R)) (X, f,B) 7−→ f ◦ δ
sont des bijections telles que Ψ ◦ Φ = id et Φ ◦Ψ = id.
De´monstration. Soit (X, f,B) ∈Mre´t,12g+1,M . Par construction, la restriction
δ0 = δ|
C
(
Φ(X,fB)
) : C(Φ(X, f,B)) −→ X
est un isomorphisme qui est un home´omorphisme de P1(R) sur la composante connexe B du bord
de X. De plus, ψ(Φ(X, f,B)) = f ◦ δ0. Ainsi les triplets (X, f,B) et
Ψ ◦ Φ(X, f,B) =
(
C
(
Φ(X, f,B
)
, ψ
(
Φ(X, f,B)
)
,P1(R)
)
sont e´quivalents par δ0, donc repre´sentent le meˆme e´le´ment de M
re´t,1
g,M .
Re´ciproquement, soit f ∈ Fre´t,02g+1,M . L’ope´ration de rebouchage de trous pour C(f) est exacte-
ment l’ope´ration inverse de celle qui permet d’obtenir la surface de Klein C(f) a` partir du domaine
D0 de P1. En d’autres termes, C(f) = P1 et ψ(f) = f . Ainsi δ obtenu pour la construction de
l’endomorphisme Φ
(
Ψ(f)
)
est un automorphisme de P1. Il doit de plus ve´rifier (7.1), c’est-a`-dire
ψ(f) ◦ δ(0) = 0 ψ(f) ◦ δ(1) = 1 ψ(f) ◦ δ(∞) =∞.
Sachant que f ∈ Fre´t2g+1,M admet 0, 1 et ∞ pour points fixes, il doit donc en eˆtre de meˆme pour δ.
Donc δ = id et Φ ◦Ψ(f) = ψ(f) ◦ δ = f ◦ id = f .
7.2 Du point de vue analytique
7.2.1 Familles ge´ne´ralise´es de surfaces de Riemann et de Klein
Dans la suite de la section 7.2, nous utiliserons des familles analytiques re´elles de sur-
faces de Klein. Pour les de´finir, nous allons e´tendre ici rapidement les notions de familles
continues de surfaces de Riemann et de Klein a` des familles au-dessus d’espaces locale-
ment annele´s (B,OB).
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Familles de surfaces de Riemann au-dessus de (B,OB)
De´finition 7.2.1 (Espace de base complexe). Un espace de base complexe est un espace
localement annele´, (B,OB), ou` B est une varie´te´ topologique localement home´omorphe a` Rr et OB
est un sous-faisceau de CB contenant les fonctions constantes.
De´finition 7.2.2 (Famille ge´ne´ralise´e de fonctions holomorphes). Soit (B,OB) un espace
de base complexe et W ⊆ B × C un ouvert. Une famille ge´ne´ralise´e de fonctions holomorphes
au-dessus de (B,OB) de´finie sur W est une famille continue de fonctions holomorphes au-dessus de
B telle que dans la de´finition 1.1.1, on ait ak ∈ OB(U).
Proposition 7.2.1. Soit un ouvert W ⊆ B×C et f :W −→ C une fonction continue. La fonction
f est une famille ge´ne´ralise´e de fonctions holomorphes si et seulement si pour tout (b0, z0) ∈W la
fonction
f(b0, ·) :Wb0 −→ C
z 7−→ f(b0, z)
est holomorphe et pour tout n ∈ N, les fonctions
dn f
d zn
f(·, z0) :W z0 −→ C
b 7−→ d
n f
d zn
f(b, z0)
sont des sections de OB(W z0).
De´monstration. La de´monstration est essentiellement la meˆme que celle de la proposition 1.1.1
dans le cas continu.
Exemple 7.2.1. Soit (B,OB) une varie´te´ analytique complexe. Dans ce cas, B × C admet une
structure naturelle de varie´te´ analytique complexe. Alors toute fonction analytique de´finie sur un
ouvert W ⊂ B × C est une famille de fonctions holomorphes au-dessus de (B,OB).
De´finition 7.2.3 (Plan complexe au-dessus de (B,OB)). Le plan complexe au-dessus de
(B,OB) est la varie´te´ topologique B × C munie du faisceau des germes de familles ge´ne´ralise´es
de fonctions holomorphes au-dessus de (B,OB).
De´finition 7.2.4 (Famille ge´ne´ralise´e de surfaces de Riemann). Une famille ge´ne´ralise´e de
surfaces de Riemann au-dessus de (B,OB) est un morphisme d’espaces localement annele´s
p : (X,OX) −→ (B,OB),
tel que (X,OX) soit localement isomorphe au plan complexe au-dessus de (B,OB), l’isomorphisme
local respectant la projection. On pourra aussi parler de surface de Riemann au-dessus de (B,OB)
et la noter (X, p).
L’espace localement annele´ (B,OB) est la base de la famille de surfaces de Riemann et le
morphisme p la projection de la famille sur la base.
De´finition 7.2.5 (Morphisme). Soit (X, p) et (Y, q) deux surfaces de Riemann au-dessus de
(B,OB). Un morphisme de familles ge´ne´ralise´es de surfaces de Riemann ou morphisme de surfaces
de Riemann au-dessus de (B,OB) est un morphisme d’espaces localement annele´s
ϕ : (X,OX) −→ (Y,OY )
tel que p = q ◦ ϕ
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Familles ge´ne´ralise´es de surfaces de Klein au-dessus de (B,OB)
De´finition 7.2.6 (Espace de base re´el). Un espace de base re´el est un espace localement annele´,
(B,OB), ou` B est une varie´te´ topologique localement home´omorphe a` Rr et OB est un sous-faisceau
de RB contenant les fonctions constantes.
Si (B,OB) est un espace de base re´el, l’espace localement annele´ (B,C ⊗R OB) est un espace
de base complexe. Ce dernier est muni d’une action naturelle de Σ qui est triviale sur B et de´finie
pour toute section f ∈ C⊗ROB(U) sur un ouvert U ⊆ B par σ ·f = f. Le quotient de (B,C⊗ROB)
pour cette action est (B,OB).
Comme dans le cas des familles continues, Σ agit sur B × C. On note ΠC : B × C → B × H
l’application continue de passage au quotient. On a aussi une action de Σ sur le plan complexe
au-dessus de (B,C⊗R OB) donne´e pour tout ouvert U ∈ B × C et toute section f ∈ OB×C(U) par
σ · f : U −→ C.
(b, z) 7−→ f(b, z)
Alors σ · f ∈ OB×C(σ · U).
De´finition 7.2.7 (Demi-plan au-dessus de (B,OB)). Le demi-plan au-dessus de (B,OB) est
l’espace localement annele´
(B ×H,OB×H) =
(
(B × C) /Σ, (ΠC∗OB×C)Σ
)
.
L’application pr1 : B × C −→ B est e´quivariante pour l’action de Σ sur (B × C,OB×C) et sur
(B,C⊗R OB). Par passage au quotient,
pr1 : B ×H −→ B
est un morphisme d’espaces localement annele´s.
De´finition 7.2.8 (Famille ge´ne´ralise´e de surfaces de Klein). Une famille ge´ne´ralise´e de
surfaces de Klein au-dessus de (B,OB) est un morphisme d’espaces localement annele´s
p : (X,OX) −→ (B,OB),
tel que (X,OX) soit localement isomorphe au demi-plan au-dessus de (B,OB), l’isomorphisme local
respectant la projection. On pourra aussi parler de surface de Klein au-dessus de (B,OB) et la
noter (X, p).
L’espace localement annele´ (B,OB) est la base de la famille de surfaces de Riemann et le
morphisme p la projection de la famille sur la base.
De´finition 7.2.9 (Morphisme). Soit (X, p) et (Y, q) deux surfaces de Klein au-dessus de (B,OB).
Un morphisme de familles ge´ne´ralise´es de surfaces de Klein ou morphisme de surfaces de Klein
au-dessus de (B,OB) est un morphisme d’espaces localement annele´s
ϕ : (X,OX) −→ (Y,OY )
tel que p = q ◦ ϕ
7.2.2 Structures analytiques
Fibrations analytiques re´elles localement triviales
Le but de cette section est de montrer un re´sultat technique ge´ne´ral dont nous aurons
besoin par la suite.
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Soit X une famille analytique re´elle de surfaces de Klein au-dessus d’une varie´te´ analytique re´elle
B. Par de´finition d’une telle famille, l’espace total des points re´els C(R) est une varie´te´ analytique
re´elle. De plus, il est muni d’un morphisme analytique re´el p : C(R) → B. Il suit encore de la
de´finition d’une famille de surfaces de Klein que p est une submersion.
Lemme 7.2.2. Soit C une famille analytique re´elle deM -surfaces de Klein au-dessus d’une varie´te´
analytique re´elle B. Soit p : C(R) −→ B le morphisme analytique re´el induit. Alors p est une
fibration analytique re´elle localement triviale.
De´monstration. Soit b ∈ B. on va montrer que p est une fibration analytique re´elle localement
triviale au voisinage de b.
On note Cb la fibre de C au-dessus de b. Pour i = 1 a` n, soient xi ∈ Cb(R) tels que chaque com-
posante connexe de Cb(R) contienne un unique point Pi. Comme p est une submersion analytique
re´elle, il existe un voisinage ouvert U de b dans B, et des sections analytiques re´elles σi, pour i = 1
a` n, de p au-dessus de U telles que σi(b) = Pi.
Comme l’e´nonce´ a` de´montrer concerne une proprie´te´ locale de B au voisinage de b, on peut
supposer que U = B et B connexe.
Soit D le diviseur relatif de C au-dessus de B de´fini par
D =
n∑
i=1
σi(B).
Soit L(D) le fibre´ en droites sur C au-dessus de B associe´ a` D. D’apre`s le the´ore`me de Riemann-
Roch, L = p?L(D) est un fibre´ vectoriel analytique re´el sur B. De plus, son rang est e´gal a`
dimH0
(Cb,L(Db)), ou` Db est le diviseur ∑ni=1 Pi sur la surface de Klein Cb. Comme d’apre`s
[Hui01], le syste`me line´aire associe´ a` un tel diviseur est de dimension 2, L est un fibre´ vectoriel
analytique en plans.
Quitte a` remplacer B par un voisinage ouvert de b dans B, on peut supposer le fibre´ vectoriel
L trivial. Soient alors s0 et s1 deux sections analytiques de L telles que, en tout point b′ ∈ B,
{s0(b′), s1(b′)} soit une base de la fibre de L en b′. Soit
f : C −→ B × P1
le morphisme de familles de surfaces de Klein au-dessus de B de´fini par f = [s0 : s1]. Par construc-
tion, au-dessus de chaque point b′ de B, le morphisme de surfaces de Klein fb′ : Cb′ → P1 envoie
chaque composante connexe du bord Cb′(R) de Cb′ isomorphiquement sur P1(R). D’apre`s ce qui
pre´ce`de, le morphisme analytique re´el
f(R) : C(R) −→ B × P1(R)
induit par f , est un isomorphisme analytique re´el.
Structure semi-analytique naturelle sur Mre´t,1g,M
On conside`re X = Xg,M la famille universelle au-dessus de l’espace de Teichmu¨ller T (voir
section 7.1.1). C’est une famille analytique re´elle de M -surfaces de Klein au-dessus de T. D’apre`s
le lemme 7.2.2, X(R) est localement trivial au-dessus de T. Ainsi, la re´union disjointe
pi0 = pi0(X/T) =
∐
(X,h)∈T
pi0
(
X(R)
)
admet une topologie naturelle faisant de l’application induite p′ : pi0 → T un reveˆtement topolo-
gique.
Comme T est connexe et simplement connexe et p′ de degre´ g+1, l’application pi0 a exactement
g+1 composantes connexes B0, . . . ,Bg. De plus, la restriction de p′ a` chaque composante connexe
Bi pour i = 0 a` g, est un home´omorphisme sur T. Pour i = 0 a` g, on note Bi ∈ Bi l’unique point
au-dessus de (X0, id) ∈ T. L’unique point de Bi au-dessus de (X,h) ∈ T est alors la composante
connexe h(Bi) du bord X(R) de X. En d’autres termes
Bi = {h(Bi) | (X,h) ∈ T} .
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En particulier, pour tout i = 0 a` g,
⋃Bi est une composante connexe de X(R). Plus pre´cise´ment,
les composantes connexes de X(R) sont ⋃
B0, . . . ,
⋃
Bg.
Ainsi, chacune des
⋃Bi est une varie´te´ analytique re´elle. De plus, d’apre`s le lemme 7.2.2, le mor-
phisme induit pi :
⋃Bi → T est une fibration analytique re´elle localement triviale. Dans la suite,
on e´crira abusivement Bi pour
⋃Bi afin d’alle´ger la notation.
Soit
B = B0 ×T B1 ×T . . .×T Bg
le produit fibre´ de B0, . . . ,Bg au-dessus de T. Un e´le´ment de B est une paire (X,P ) avec X ∈ T et
P = (P0, . . . , Pg) ou` Pi ∈ Bi pour tout i = 0 a` g. On note
β = βg,M : B −→ T
le morphisme analytique re´el induit. Le lemme 7.2.2 entraˆıne le re´sultat suivant.
Corollaire 7.2.3. Le morphisme βg,M est une fibration analytique localement triviale.
Soit D le diviseur sur la famille de surfaces de Klein β?X au-dessus de B de´fini fibre par fibre
par
DX,P =
g∑
i=0
Pi.
Comme β est une fibration analytique re´elle localement triviale, D est bien un diviseur sur β?X
au-dessus de B.
Soit L(D) le fibre´ en droites associe´ a` D. Comme dans la de´monstration du lemme 7.2.2,
L = p?L(D) est un fibre´ analytique re´el en plans sur B. On conside`re son faisceau de sections
analytiques re´elles comme sous-faisceau du faisceauK des fonctions me´romorphes sur β?X au-dessus
de B. Alors la fonction me´romorphe constante 1 est une section globale de L. Soit Tre´t,3 = Tre´t,3g,M
l’ensemble des e´le´ments (X,P, f) ∈ L tels que f /∈ Vect(1). Il est clair que Tre´t,3 est une varie´te´
analytique re´elle. De plus, elle est munie d’un morphisme
pi = pig,M : Tre´t,3 −→ B
qui est une fibration analytique re´elle localement constante. Notons que, pour un e´le´ment
(X,P, f) ∈ Tre´t,3, les points P0, . . . , Pg du bord de X sont de´termine´s par f . En se rappelant que
l’on cherche une structure analytique naturelle sur les triplets deMre´t,1g,M , on pourra donc repre´senter
un e´le´ment (X,P, f) de Tre´t,3 de manie`re univoque par (X, f,B) ou` B est la composante connnexe
h(B0) du bord de X.
De´finition 7.2.10 (Espace de Teichmu¨ller des triplets). On appelle la varie´te´ analytique
re´elle Tre´t,3 l’espace de Teichmu¨ller des triplets
(
(X,h), f, B
)
ou`
(i) X est une M -surface de Klein de genre g,
(ii) h : X0 → X est un home´omorphisme tel que B = h(B0),
(iii) f : X → P1 est un morphisme re´el-e´tale de degre´ g + 1.
Deux tels triplets
(
(X,h), f, B
)
et
(
(X ′, h′), f ′, B′
)
repre´sentent le meˆme e´le´ment de Tre´t,3 si et
seulement si il existe un isomorphisme α : X → X ′ tel que
1. α ◦ h et h′ sont isotopes,
2. f ′ ◦ α = f
En particulier, on a α(B) = B′ et si on note 0X , 1X , ∞X (resp. 0X′ , 1X′ , ∞X′) les images
re´ciproques respectives dans B (resp. B′) de 0, 1 et ∞ par f (resp. f ′), alors α(0X) = 0X′ ,
α(1X) = 1X′ et α(∞X) =∞X′ .
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Soit Γ0 le sous-groupe du groupe modulaire Γ des e´le´ments γ ∈ Γ tels que γ(B0) = B0. Il agit
sur Tre´t,3 par automorphismes analytiques re´els en posant(
(X,h), f, B
) · γ = ((X,h ◦ γ), f, B).
Cette action e´tant proprement discontinue, le quotient Tre´t,3/Γ0 est une varie´te´ semi-analytique.
Soit
p = pg,M : T
re´t,3
g,M −→Mre´t,1g,M .(
(X,h), f, B
) 7−→ (X, f,B)
On voit que p est une application quotient pour l’action de Γ0. Elle induit donc une bijection entre
Tre´t,3/Γ0 et M
re´t,1
g,M . Ainsi M
re´t,1
g,M acquiert donc une structure naturelle de varie´te´ semi-analytique.
En particulier, l’application oublie
M
re´t,1
g,M −→Mg,M
(X, f,B) 7−→ X
est un morphisme analytique re´el. En tant que morphisme d’orbifolds analytiques re´els, c’est une
fibration analytique re´elle localement triviale.
Espace de Teichmu¨ller de morphismes
Rappelons que F = Fre´t,02g+1,M est l’ensemble des fonctions rationnelles re´elles de degre´ 2g+1 qui
sont re´el-e´tales, dont l’arbre est une M -arbre et qui admettent 0, 1 et ∞ comme points fixes.
Soit f0 ∈ F tel que la M -surface de Klein C(f0) soit X0 et que B0 soit P1(R). On note
S = Sre´t2g+1,M l’ensemble des couples (f, h) tels que
(i) f : P1 → P1 est un endomorphisme re´el-e´tale de degre´ 2g + 1 dont l’arbre est un M -arbre et
qui admet 0, 1 et ∞ pour points fixes,
(ii) h : X0 → C(f) est un home´omorphisme tel que h
(
P1(R)
)
= P1(R),
ou` C(f) est laM -surface de Klein associe´e a` f (de´finition 7.1.6). Deux tels couples (f, h) et (f ′, h′)
repre´sentent le meˆme e´le´ment de S si et seulement si f = f ′ et h et h′ sont homotopes. Ceci a un
sens puisque si f = f ′, alors C(f) = C(f ′).
Rappelons que Γ est le groupe quotient Homeo(X0)/Homeo0(X0), et que Γ0 ⊂ Γ est le sous-
groupe des e´le´ments γ ∈ Γ tels que γ(P1(R)) = P1(R). Le groupe Γ0 agit a` droite sur S par
(f, h) · γ = (f, h ◦ γ).
On voit que l’application oublie
q : Sre´t2g+1,M −→ Fre´t,02g+1,M
(f, h) 7−→ f
est une application quotient pour l’action de Γ0 sur X . Il existe alors une unique structure de
varie´te´ analytique re´elle sur S telle que l’application q : S → F soit un reveˆtement analytique re´el.
De´finition 7.2.11 (Espace de Teichmu¨ller des endomorphismes de Fre´t,02g+1,M). On appelle
S = Sre´t2g+1,M l’espace de Teichmu¨ller des endomorphismes de degre´ 2g + 1 re´el-e´tales dont l’arbre
est un M -arbre et admettant 0, 1 et ∞ pour points fixes. Le groupe Γ0 est son groupe modulaire.
7.2.3 Applications analytiques
Le but de cette section est de montrer le the´ore`me suivant qui est le re´sultat principal
de ce chapitre.
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The´ore`me 7.2.4. Les bijections re´ciproques
Φ : Mre´t,1g,M −→ Fre´t,02g+1,M et Ψ : Fre´t,02g+1,M −→Mre´t,1g,M ,(
X, f,B) 7−→ f ◦ δ f 7−→ (C(f), ψ(f),P1(R))
de´finies a` la section 7.1.3, sont analytiques.
Les applications Φ et Ψ se rele`vent en des applications
Φ˜ : Tre´t,3g,M −→ Sre´t2g+1,M et Ψ˜ : Sre´t2g+1,M −→ Tre´t,3g,M
au niveau des espaces de Teichmu¨ller. On de´finit Φ˜ par
Φ˜
(
(X,h), f, B
)
=
(
f ◦ δ, (δ0)−1 ◦ h),
ou` f : X → P1 et δ : P1 ∼→ X sont de´finis comme dans la section 7.1.3, en particulier f = f ∣∣
X
et
Φ(X, f,B) = f ◦ δ, et δ0 = δ|δ−1(X) : δ−1(X)→ X. On de´finit Ψ˜ par
Ψ˜(f, h) =
((
C(f), h
)
, ψ(f),P1(R)
)
.
Ceci nous donne les deux diagrammes commutatifs suivants
T
re´t,3
g,M
p

eΦ // Sre´t2g+1,M
q

et
Sre´t2g+1,M
q

eΨ // Tre´t,3g,M
p

M
re´t,1
g,M
Φ // Fre´t,02g+1,M F
re´t,0
2g+1,M
Ψ // Mre´t,1g,M
Comme les applications oublie p et q sont des morphismes quotients, il suffit de montrer que
Φ˜ et Ψ˜ sont analytiques re´elles pour obtenir le the´ore`me 7.2.4. Pour cela nous allons utiliser les
familles universelles au-dessus des espaces de Teichmu¨ller Tre´t,3g,M et S
re´t
2g+1,M .
La famille universelle au-dessus de Tre´t,3g,M est un triplet (Y, F,B) ou` Y est le pull-back de
la famille universelle X des M -surfaces de Klein au-dessus de l’espace de Teichmu¨ller T par le
morphisme
T
re´t,3
g,M −→ T,(
(X,h), f, B
) 7−→ (X,h)
B est la composante connexe de Y(R) contenant B0 et
F : Y −→ Tre´t,3g,M × P1
est le morphisme de familles de surfaces de Klein donne´ fibre par fibre par
F(
(X,h),f,B
) = f : X −→ P1.
F est donc re´el-e´tale de degre´ g + 1.
Proposition 7.2.5. La famille (Y, F,B) est la famille universelle au-dessus de Tre´t,3g,M .
De´monstration. Soit (Y ′, F ′,B′) −→ S une famille de triplets au-dessus d’une varie´te´ analytique
re´elle connexe S, ou` Y ′ est une famille analytique d’e´le´ments (Y, h) ∈ T, F ′ : Y → S × P1 est un
morphisme re´el-e´tale de surfaces de Klein au-dessus de S de degre´ g + 1 et B′ est la composante
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connexe du bord de Y donne´e par B′ = ⋃(X,h)∈Y′ h−1(B0). Si f : S → Tre´t,3g,M est une application
ve´rifiant f?(Y, F,B) = (Y ′, F ′,B′), alors force´ment, f est de´finie par
f(s) = (Y ′s, F ′s,B′s).
L’analyticite´ de f e´tant un re´sultat local, on peut supposer S connexe et simplement connexe.
La famille Y ′ au-dessus de S est une famille analytique d’e´le´ments de T. Il existe donc une unique
application analytique f ′ : S −→ T telle que f ′?T = Y ′. Il est clair que f ′ = pi′ ◦ f , ou`
pi′ = β ◦ pi : Tre´t,3g,M −→ T.
D’apre`s la section 7.2.2, le fibre´ analytique pi′ est localement trivial.
On a une application
β′ : B′ −→ S,
ou`
B′ = B′0 ×S B′1 ×S . . .×S B′g
est le produit fibre´ au-dessus de S des composantes connexes de Y ′. De la meˆme fac¸on que pour
β a` la section 7.2.2, on munit B′ d’une structure naturelle de varie´te´ analytique re´elle. D’apre`s le
lemme 7.2.2, β′ est alors un fibre´ analytique localement trivial. Par construction, f ′ se rele`ve en
une application analytique
f ′′ : B′ −→ B.
Comme F ′ est un morphisme re´el-e´tale de surfaces de Klein au-dessus de S, L’application
σ : S −→ B′
s 7−→ (F−1s (0), s)
est une section analytique re´elle de β′. Ainsi, l’application f ′′ ◦ σ : S → B est analytique re´elle.
Le fibre´ analytique re´el pi : Tre´t,3g,M → B est localement constant et
pi ◦ f = f ′′ ◦ σ
est analytique re´elle. Ceci implique que f est analytique re´elle.
La famille universelle au-dessus de Sre´t2g+1,M provient de la famille universelle au-dessus de
F
re´t,0
2g+1,M . Cette dernie`re est le morphisme de surfaces de Klein au-dessus de F de´fini par
G0 : F
re´t,0
2g+1,M × P1 −→ Fre´t,02g+1,M × P1
(f, z) 7−→ (f, f(z))
Le pull-back de G0 par q : Sre´t2g+1,M → Fre´t,02g+1,M est un morphisme de familles de surfaces de Klein
G : Sre´t2g+1,M × P1 −→ Sre´t2g+1,M × P1.
Par le meˆme proce´de´ que celui utilise´ dans la section 7.1.3, on associe a` G une famille de surfaces
de Klein C(G) au-dessus de Sre´t2g+1,M dont la fibre au-dessus de (f, h) ∈ Sre´t2g+1,M est la M -surfaces
de Klein C(f) de genre g associe´es a` Gf,h = f . Cette famille vient avec une famille d’e´pinglages
H : Sre´t2g+1,M × C(f0) −→ C(G)
de sorte que H induise au-dessus de (f, h) un home´omorphisme H(f,h) : C(f0)→ C(f) = C(G)(f,h)
homotope a` h. La famille H est une famille localement constante, donc analytique.
Proposition 7.2.6. La famille universelle au-dessus de Sre´t2g+1,M est le couple (G,H).
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De´monstration. Soit S un espace de base analytique re´el et G′ : S × P1 → S × P1 un morphisme
re´el-e´tale au-dessus de S, de degre´ 2g+1 tel que G′s ait pour arbre unM -arbre quel que soit s ∈ S.
On suppose G′ associe´ a` une famille localement constante d’e´pinglages
H ′ : Sre´t2g+1,M × C(f0) −→ C(G′),
ou` C(G′) est la famille de surfaces de Klein associe´e a` G′, par le meˆme proce´de´ que celui utilise´
dans la section 7.1.3. Si f : S → Sre´t,02g+1,M est une application telle que f?(G,H) = (G′,H ′), alors
forcement on doit avoir f(s) = (G′s,H
′
s). L’analyticite´ e´tant une proprie´te´ locale, on se place au
voisinage d’un point s ∈ S. Comme H ′ est localement constante, on peut supposer H ′ constante
sur S. Par universalite´ de la famille G0, l’application f ′ : S → Fre´t,02g+1,M : s 7→ G′s est analytique.
On en de´duit que f = {Hs} × f est analytique.
Ψ˜, donc Ψ, est analytique re´elle : Le couple
(
C(G),H
)
est une famille analytique re´elle de
surfaces de Klein au-dessus de Sre´t2g+1,M munie d’e´pinglages donne´s par H : C(f0) → Sre´t2g+1,M . En
notant BG l’image re´ciproque de la composante connexe Sre´t2g+1,M × B0 de
(
Sre´t2g+1,M × C(f0)
)
(R)
par H, on obtient un triplet ((
C(G),H
)
, G|C(G) ,BG
)
au-dessus de Sre´t2g+1,M . D’apre`s la proprie´te´ universelle de la famille (Y, F,B) au-dessus de T
re´t,3
g,M , il
existe un unique morphisme Ψ′ : Sre´t2g+1,M → Tre´t,3g,M tel que
(Ψ′)?(Y, F,B) ∼=
((
C(G),H
)
, G|C(G) ,BG)
)
.
En regardant fibre par fibre, on voit que Ψ′ = Ψ˜. Ainsi Ψ˜, donc Ψ, est analytique re´elle.
Φ˜, donc Φ, est analytique re´elle : Par un proce´de´ analogue a` celui utilise´ a` la section 7.1.3,
il est possible de reboucher les trous de Y qui ne sont pas borde´s par B en recollant des copies
de Tre´t,3g,M × P1. On obtient ainsi une famille analytique re´elle de surfaces de Klein Y′ au-dessus de
T
re´t,3
g,M dont chaque fibre est connexe et simplement connexe, donc isomorphe a` P1. La construction
donne aussi un unique prolongement de F en un morphisme F : Y′ → Tre´t,3g,M × P1. Pour chaque
fibre Y′(X,h),f,B , il existe un unique isomorphisme α(X,h),f,B : P
1 → Y′(X,h),f,B tel que f ◦α admette
0, 1 et ∞ pour points fixes. On en de´duit un unique isomorphisme A : Tre´t,3g,M × P1 → Y′ tel que
T
re´t,3
g,M ×{0}, Tre´t,3g,M ×{1} et Tre´t,3g,M ×{∞} soient chacun stable par F ◦A. On obtient ainsi un couple
(F ◦A,HY)
au-dessus de Tre´t,3g,M forme´ d’une famille de morphisme dont chaque fibre est dans F
re´t,0
2g+1,M et
d’e´pinglages provenant des e´pinglages sur Y. D’apre`s la proprie´te´ universelle de la famille (G,H)
au-dessus de Sre´t2g+1,M , il existe un unique morphisme Φ
′ : Tre´t,3g,M → Sre´t2g+1,M tel que
(Φ′)?(F ◦A,HY) ∼= (G,H).
En regardant fibre par fibre, on voit que Φ′ = Φ˜. Ainsi Φ˜, donc Φ, est analytique re´elle.
7.3 M-surface de Klein de genre 1
7.3.1 Module de triplets
Rappelons (de´finition 7.1.8) que deux triplets
(
(X1,OX1), f1, B1
)
et
(
(X2,OX2), f2, B2
)
sont e´quivalents si et seulement si il existe un isomorphisme h : (X1,OX1)→ (X2,OX2)
tel que f1 = f2 ◦ h et induisant un home´omorphisme h|B1 : B1
∼→ B2 .
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Pour e´tudier l’espace de modulesMre´t,11,M des triplets de genre 1, nous commencerons par
des rappels sur l’espace de modules des M -surfaces de Klein de genre 1. Ensuite, nous
aurons besoin de re´sultats sur les automorphismes de ces courbes. Ceci nous permettra
d’obtenir une parame´trisation de l’espace de modules des triplets de genre 1.
Pour plus de de´tails sur les M -surfaces de Klein de genre 1, et plus ge´ne´ralement sur
les surfaces de Klein de genre 1, le lecteur pourra se re´fe´rer a` l’ouvrage de N. Alling
[All81]
Modules de M-surfaces de Klein de genre 1
Le complexifie´ d’uneM -surface de Klein de genre 1 est un tore complexe, C/L avec L = [ω1, ω2]
un re´seau dans le plan complexe C engendre´ par (ω1, ω2) ∈ (C∗)2 avec ω1ω2 /∈ R. Le re´sultat suivant
est un re´sultat classique de la the´orie des surfaces de Riemann de genre 1.
The´ore`me 7.3.1. La classe d’isomorphisme d’une surface de Riemann de genre 1 admet un unique
repre´sentant de la forme C/Lτ ou` Lτ = [1, τ ] est le re´seau engendre´ par (1.τ) pour
τ ∈ D =
{
z ∈ H | −1
2
< Re z < 0 et |z| > 1
}
∪
{
z ∈ H | 0 ≤ Re z ≤ 1
2
et |z| ≥ 1
}
.
Dans le cas ou` la surface de Riemann C/Lτ est munie d’une action antianalytique de Σ, on a
le re´sultat suivant (voir par exemple [AG71] ou [All81]).
Proposition 7.3.2. Soit C/Lτ une surface de Riemann de genre 1 munie d’une action de Σ. La
surface de Klein (C/Lτ ) /Σ est une M -surface de Klein si et seulement si τ = ui avec u ≥ 1.
Dans ce cas, l’involution antianalytique σ se rele`ve en l’automorphisme antianalytique
σC : C −→ C ou −σC : C −→ C.
z 7−→ z ou C 7−→ z
Remarque 7.3.1. Dans le cas ou` τ = i les deux automorphismes de la proposition 7.3.2 donnent
deux M -surfaces de Klein isomorphes. Dans les autres cas, les M -surfaces de Klein sont dans des
classes d’isomorphismes distinctes.
Ceci permet un parame`trisation de l’espace de modules des M -surfaces de Klein de genre 1.
Corollaire 7.3.3. Toute M -surface de Klein de genre 1 est isomorphe a` une unique M -surface
de Klein de double C/Lit avec t ∈ R∗+ munie de l’action de Σ induite par la conjugaison complexe
sur C.
De´monstration. D’apre`s la proposition 7.3.2 et le the´ore`me 7.3.1, une M -surface de Klein est iso-
morphe a` une surface de Klein dont le double est de la forme C/Lτ avec τ = u i et u ≥ 1. Supposons
que l’involution σ induite ne provient pas de la conjugaison complexe σC. L’isomorphisme
hτ : C −→ C
z 7−→ −1
τ
z =
i
u
z
est un isomorphisme entre les re´seaux Lτ et L−1
τ
qui ve´rifie hτ ◦ (−σC) ◦h−1τ = σC. Par passage au
quotient, il donne un isomorphisme entre les tores complexes C/Lτ et C/L−1
τ
puis un isomorphisme
entre les M -surfaces de Klein (C/Lτ )/Σ et (C/L−1
τ
)/Σ ou` l’action de Σ sur C/Lτ est celle induite
par −σC et l’action de Σ sur C/L−1
τ
est induite par σC.
Soit une M -surface de Klein Ct = (C/Lit)/Σ avec t ∈ R∗+ et l’action de Σ induite par la
conjugaison complexe. Un domaine fondamentale pour l’action de Lit sur C est le rectangle Rt =
{x+ iy ∈ C | 0 ≤ x ≤ 1 et 0 ≤ y ≤ t}. L’image re´ciproque sur Rt du bord de Ct est l’ensemble des
points z = x + iy ∈ R(t) tels que z ≡ z (mod Lit). On doit donc avoir x = x (mod 1) et y = −1
(mod t). On en de´duit que z = x ou z = x + i t2 . Ainsi, le rectangle At = {x + iy ∈ C | 0 ≤ x ≤
1 et 0 ≤ y ≤ t2} est un domaine fondamental pour l’action successive de Lt et Σ sur C.
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Automorphismes
L’ensemble des classes d’isomorphismes des M -surfaces de Klein de genre 1 e´tant pa-
rame´tre´ par un re´el t ∈ R∗+, nous nous ramenons a` l’e´tude des classes d’e´quivalence de
triplets (Ct, f, B) ∈ Mre´t,11,M , ou` Ct = (C/Lit)/Σ avec t ∈ R∗+ et l’action de Σ induite
par la conjugaison complexe. Deux tels triplets (Ct, f, B) et (Ct′ , f ′, B′) ne pourrons
donc eˆtre e´quivalents que si t = t′ et dans ce cas, l’e´quivalence est donne´e par un
automorphisme h : Ct
∼−→ Ct.
Soit uneM -surface de Klein Ct avec t ∈ R∗+ et l’action de Σ induite par la conjugaison complexe.
Celle-ci e´tant orientable, on peut distinguer le sous-groupe Aut+(Ct) = Aut+t des automorphismes
h ∈ Aut(Ct) = Autt de Ct qui pre´servent l’orientation.
Les automorphismes de Ct proviennent d’automorphismes de C/Lit e´quivariants pour l’action
de Σ, donc des automorphismes h de C stables pour l’action de Lit et tels que h(z) ≡ z (mod Lit).
Exemple 7.3.1. Pour tout x ∈ R, la translation
Tx : C −→ C
z 7−→ z + x
induit un automorphisme θx de Ct qui pre´serve l’orientation. Deux telles translations Tx et Tx′
induisent alors le meˆme automorphisme si et seulement si x ≡ x′ (mod 1).
Exemple 7.3.2. La syme´trie par rapport a` la droite {z = x+ iy ∈ C | y = t4},
S : C −→ C
z 7−→ i t
2
− z
induit un automorphisme ς de Ct d’ordre 2 qui inverse l’orientation et e´change les deux composantes
connexes de son bord.
Exemple 7.3.3. La dilatation
D : C −→ C
z 7−→ −z
et la syme´trie par rapport a` la droite {z = x+ iy ∈ C | x = 12} induisent le meˆme automorphisme
λ de Ct d’ordre 2 qui inverse l’orientation.
Exemple 7.3.4. Le compose´ R = S ◦ T = T ◦ S et la syme´trie de centre 2+it4 induisent un auto-
morphisme ρ de Ct d’ordre 2 qui pre´serve l’orientation et e´change les deux composantes connexes
de son bord.
Les automorphismes de C sont engendre´s par les translations Tv : z 7−→ z+ v avec v ∈ C et les
dilatations Da : a 7−→ az avec a ∈ C∗.
Une translation Tv induit un automorphisme θv de Ct si et seulement si Tv(z) ≡ Tv(z)
(mod Lit), donc si et seulement si v = x + in t2 avec x ∈ R et n ∈ N. Deux telles translations
Tv et Tv′ pour v = x + in t2 et v
′ = x′ + in′ t2 respectivement induisent alors le meˆme automor-
phisme si et seulement si n ≡ n (mod 2).
Pour qu’une dilatation Da induise un automorphisme λa de Ct, il faut que l’image d’un domaine
fondamental pour l’action de Lit sur C reste un domaine fondamental. En particulier, |a| = 1. De
plus, on doit avoir Da(z) ≡ Da(z) (mod Lit). Donc a ∈ R et alors a ∈ {−1, 1}.
On a ainsi obtenu le re´sultat suivant.
Proposition 7.3.4. Un e´le´ment h ∈ Aut+(Ct) induit un home´omorphisme sur chacune des com-
posantes connexes du bord de Ct si et seulement si il est de la forme θx avec x ∈ R, donc provient
d’une translation Tx : z 7→ z + x. Plus pre´cise´ment Aut+(Ct) est le produit semi-direct du groupe
Θ = {θx | 0 ≤ x < 1} et du groupe {1, ρ}. C’est un sous-groupe d’ordre 2 du groupe Aut(Ct) des
automorphismes de Ct.
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De´monstration. Regardons les proprie´te´s des automorphismes θv et λa (voir ci-dessus) qui sont les
ge´ne´rateurs de Aut(Ct).
Les automorphismes θx pour x ∈ R pre´servent l’orientation et induisent un home´omorphisme
sur chacune des composantes connexes du bord de Ct. Les automorphismes θx+i t2 e´changent les
composantes connexes du bord de Ct et inversent l’orientation. De plus, pour (x.x′) ∈ R2, on a
θx+i t2 θx′+i
t
2
= θx+x′ et θx+i t2 θx′ = θx+x′+i t2 .
On en de´duit que l’ensemble des automorphismes de la forme θv est le produit semi-direct de Θ et
{1, θi t2 }.
L’automorphisme λ1 est l’identite´, l’automorphisme λ = λ−1 est d’ordre 2 et inverse l’orien-
tation et induit un home´omorphisme sur chacune des composantes connexes du bord de Ct. Le
compose´ ρ = λθi t2 est un automorphisme d’ordre 2 qui pre´serve l’orientation et e´change les com-
posantes connexes du bord.
Ainsi Aut+(Ct) est le produit semi-direct du groupe Θ = {θx | 0 ≤ x < 1} et du groupe {1, ρ}
et seuls les e´le´ments de Θ induisent un home´omorphisme sur chacune des composantes connexes
du bord de Ct. Comme Aut(Ct) admet des e´le´ments qui inversent l’orientation et que la compose´
de deux automorphismes inversant l’orientation est dans Aut+(Ct), alors ce dernier un sous-groupe
d’ordre 2 de Aut(Ct).
Corollaire 7.3.5. Tout triplet (Ct, f, B) est e´quivalent a` un triplet (Ct, f ′, B′) et a` un triplet
(Ct, f”, B′) tel que ∂Ct = B unionsqB′ avec f ′ pre´serve l’orientation et f ′′ inverse l’orientation le long
du bord B′.
De´monstration. Il suffit de composer f avec ρ ou θi t2 pour avoir chacun des deux cas.
Corollaire 7.3.6. Deux triplets (Ct, f, B) et (Ct, f ′, B) ou` f et f ′ pre´servent l’orientation le long
de B son e´quivalents si et seulement si il existe θx ∈ Θ tel que f = f ′ ◦ θx.
De´monstration. Si f = f ′ ◦ θx, les deux triplets (Ct, f, B) et (Ct, f ′, B) sont e´quivalents.
Re´ciproquement, si les deux triplets (Ct, f, B) et (Ct, f ′, B) sont e´quivalents, il existe un au-
tomorphisme h de Ct tel que f = f ◦ h et h induit un home´omorphisme sur B. Comme f et f ′
pre´servent l’orientation le long de B, l’automorphisme h doit pre´server l’orientation. Donc selon la
proposition 7.3.4, l’automorphisme h est de la forme θx ou θx ◦ ρ avec θx ∈∈ Θ. Les e´le´ments de
Θ induisent un home´omorphisme de B et ρ inverse les composantes connexes du bord de Ct, ainsi
on doit avoir h = θx ∈ Θ.
Triplets
Il reste a` comprendre comment sont obtenus les morphismes strictes re´el-e´tales de Ct,
pour t ∈ R∗+, sur P1, donc les fonctions rationnelles re´el-e´tales de degre´ 2.
Pour cela, nous allons commencer par de brefs rappels sur les fonctionsP de Weierstraß.
Pour plus de de´tails, le lecteur pourra se reporter aux ouvrages sur les fonctions ou les
courbes elliptiques comme [Lan73, DV73].
Dans toute cette partie, Lit = Z ⊕ itZ est le re´seau de C de base (1, it) pour t ∈ R∗+ et
Ct = (C/Lit)/Σ la M -surface de Klein obtenue a` partir de l’action de Σ sur la surface de Riemann
C/Lit induite par la conjugaison complexe sur C. Une fonction rationnelle sur Ct provient alors
d’une fonction me´romorphe sur C, doublement pe´riodique de pe´riodes (1, it) et qui est e´quivariente
pour la conjugaison complexe.
De´finition 7.3.1 (Fonction elliptique). Une fonction me´romorphe sur C doublement pe´riodique
de pe´riode (1, τ), pour τ ∈ C\R est appele´e fonction elliptique pour Lτ . Lorsque τ = it ou` t ∈ R∗, le
re´seau Lit est stable par conjugaison complexe. Une fonction elliptique pour Lit est dite elliptique
re´elle si elle est e´quivariante pour la conjugaison complexe.
Remarque 7.3.2. Une fonction elliptique pour Lτ , τ ∈ C \ R induit une fonction rationnelle sur
C/τ et une fonction elliptique re´elle pour Lit, t ∈ R∗+, induit une fonction rationnelle sur Ct.
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De´finition 7.3.2 (Ordre). L’ordre d’une fonction elliptique f est le degre´ de la fonction ration-
nelle induite sur C/τ .
Remarque 7.3.3. L’ordre d’une fonction elliptique est au moins deux.
Remarque 7.3.4. Sachant qu’une fonction holomorphe borne´e sur C est constante, le quotient de
deux fonctions elliptiques pour le meˆme re´seau Lτ qui ont les meˆmes poˆles et meˆmes ze´ros compte´s
avec multiplicite´ est constant.
De´finition 7.3.3 (Fonction P de Weierstraß).
P(z) =
1
z2
+
∑
ω∈Lτ
(
1
(z − ω)2 −
1
ω2
)
.
Proposition 7.3.7. La fonction P de Weierstraß a les proprie´te´s suivantes.
1. La fonction P est une fonction elliptique paire d’ordre 2 pour Lτ .
2. Ses poˆles sont des poˆles d’ordre 2 situe´s aux points du re´seau Lτ .
3. Lorsque τ = it, t ∈ R∗+, la fonction elliptique P est une fonction elliptique re´elle qui ve´rifie
en particulier P(i t2 ) ∈ R.
4. Sa de´rive´e P′ est une fonction elliptique impaire d’ordre 3 pour Lτ qui est re´elle lorsque
τ = it, t ∈ R∗+ et dont les poˆles sont des poˆles d’ordre 3 situe´s aux points du re´seau Lτ .
Les fonctions P et P′ de Weierstraß ne fournissent pas seulement un exemple de fonction
elliptique re´elle, mais elles ve´rifient de plus le the´ore`me :
The´ore`me 7.3.8. Le corps des fonctions elliptiques pour Lτ , τ ∈ C \ R est engendre´e par P et
P′ sur C. Le corps des fonctions elliptiques re´elles pour Lit avec t ∈ R∗ est engendre´e par P et P′
sur R.
The´ore`me 7.3.9. Soit t ∈ R∗+. On note B0 la composante connexe du bord de Ct image de
R ⊆ C. Tout triplet (Ct, f, B) pour t ∈ R∗+ admet un unique e´quivalent (Ct, f0, B0), ou` f0 pre´serve
l’orientation le long du bord B0 et est induite par une fonction elliptique
F0(z) = λ
P(z − i t4 )−P(i t4 + γ1)
P(z − i t4 )−P(i t4 + γ2)
telle que λ = F0(i t4 ) ∈ C∗, γ1 ∈]0, 12 [ et γ2 ∈]0, 12 [\{γ1} et B0
De´monstration. D’apre`s le corollaire 7.3.5, on peut trouver un triplet e´quivalent de la forme
(Ct, f0, B0), ou` f0 pre´serve l’orientation le long du bord B0. On note F0 : C −→ C une fonc-
tion elliptique re´elle d’ordre 2 donnant f0 par passage au quotient.
Comme f0 est de degre´ 1 sur les bords de Ct, les poˆles de F0 sont d’ordre 1 en des points z1+Lτ
et z2 + Lτ . De plus, la fonction F0 e´tant re´elle et f0 re´el-e´tale, on peut choisir z1 ∈ R et z2 avec
Im z2 = i t2 , tous deux e´tant de´finis modulo Lit. Si z0 et β ve´rifient 2z0 ≡ z1 + z2 (mod Lτ ) et
2β ≡ z2 − z1 (mod Lτ ), alors z1 ≡ z0 − β (mod Lτ ) et z2 ≡ z0 − β (mod Lτ ). En particulier, on
peut choisir Im z0 = i t4 et le corollaire 7.3.6 nous permet de prendre z0 = i
t
4 .
D’autre part, les ze´ros de F0 sont de la forme z0 − α + Lτ et z0 + α + Lτ pour un certain
α 6= β ∈ C (voir par exemple [DV73, The´ore`me 1.5.]). En prenant z1 ∈]− 12 , 12 [, on obtient
α = i
t
4
+ γ1 ≡ i t4 − z1 (mod
1
2
Z⊕ i t
2
Z)
avec γ1 ∈]0, 12 [. Comme les ze´ros de F0 doivent eˆtre re´els d’ordre 1, on en de´duit que l’on doit avoir
alors β = i t4 + γ2 avec γ2 ∈]0, 12 [\{γ1}.
La fonction P(z−i
t
4 )−P(i t4+γ1)
P(z−i t4 )−P(i t4+γ2)
a les meˆmes ze´ros et poˆles de F0, donc il existe λ ∈ C∗ tel que
f(z) = λ
P(z − i t4 )−P(i t4 + γ1)
P(z − i t4 )−P(i t4 + γ2)
.
On obtient bien F0 de la forme souhaite´e et λ = F0(i t4 ). L’unicite´ est alors une conse´quence directe
du corollaire 7.3.6.
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Corollaire 7.3.10. L’espace de modulesMre´t,11,M de triplets de genre 1, est parame´tre´ par un syste`me
de coordonne´es
(t, γ1, γ2, µ) ∈ R∗+ ×
(
]0,
1
2
[2\{(x, x) | x ∈]0, 12 [})× R∗.
De´monstration. Soit (C, f,B) un triplet de genre 1. D’apre`s le corollaire 7.3.3 et le the´ore`me 7.3.9,
il existe un unique triplet (Ct, f0, B0) e´quivalent a` (C, f,B) ou` t ∈ R∗+, B0 est l’image de R dans
la M -surface de Klein Ct et f0 pre´servant l’orientation le long de B0 est induite par une fonction
elliptique
F0(z) = λ
P(z − i t4 )−P(i t4 + γ1)
P(z − i t4 )−P(i t4 + γ2)
pour λ = F0(i t4 ) ∈ C∗, γ1 ∈]0, 12 [ et γ2 ∈]0, 12 [\{γ1}. D’ou` les parame`tres
(t, γ1, γ2) ∈ R∗+ ×
(
]0,
1
2
[2\{(x, x) | x ∈]0, 12 [}).
Le dernier parame`tre λ ∈ C∗ est donne´ par son module µ et son argument complexe ϕ. Ce dernier
est de´termine´ modulo pi par le fait que F0 est re´elle. En effet
λ = F0(i t4 ) = F0(−i t4 ) = λ
P(i t4 + γ1)
P(i t4 + γ2)
,
donc ϕ de´pends uniquement et continuˆment de t, γ1 et γ2. De plus, si F0 pre´serve l’orientation
sur R, alors −F0 l’inverse, donc θ est fixe´ modulo 2pi. Le re´el µ peut alors prendre toute valeur
strictement positive.
7.3.2 Fonctions rationnelles de degre´ 3
En identifiant P1 avec H = {z = x+ iy ∈ C | y = Im z ≥ 0} ∪ {∞}, une fonction rationnelle de
degre´ 3 est donne´e par
f : H −→ H (7.2)
z 7−→ P (z)
Q(z)
ou`
P (X) = a3X3 + a2X2 + a1X + a0 ∈ R[X]
Q(X) = b3X3 + b2X2 + b1X + b0 ∈ R[X]
sont premiers entre eux et ve´rifient a23 + b
2
3 6= 0. Le groupe des automorphismes de H s’identifiant
de fac¸on naturelle avec PGL2(R), on a de plus une action a` droite de PGL2(R) sur l’ensemble
F3 des fonctions rationnelles de degre´ 3. Elle est donne´e par f · α = f ◦ α pour tout f ∈ F3 et
α ∈ PGL2(R) vu comme automorphisme de H.
Le but de cette section est d’obtenir le the´ore`me suivant.
The´ore`me 7.3.11. Chaque classe d’e´quivalence de Fre´t3,M pour l’action a` droite de PGL2(R) est
repre´sente´e par une fonction rationnelle de la forme
f : H −→ H
z 7−→ λz
3 + a2z2 + a1z + a0
z2 + 1
avec (λ, a0, a1, a2) ∈ R∗+ × R3 et l’ensemble des triplets (a0, a1, a2) parcours le cylindre de R3 de
base dans le plan a2 = 0 l’ensemble{
(a0, a1) ∈ R2 | 0 < a0 < 9 et 27a20 < a1(a1 − 9)2
} \ {(1, 0)}
et d’axe (1, 0, 1).
Pour cela, apre`s avoir choisi un repre´sentant de chaque classe pour l’action a` droite de PGL2(R)
sur Fre´t3,M , nous allons utiliser une action a` gauche de PGL2(R) sur Fre´t3,M et regarder les conditions
de non ramification au-dessus de P1(R) pour les morphismes repre´sentant une classe d’e´quivalence
pour cette action.
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Classes pour l’action de PGL2(R) a` droite : Soit f = PQ ∈ Fre´t3,M donne´e par (7.2). Nous
nous inte´ressons aux fonctions rationnelles a` action de PGL2(R) pre`s et qui sont de degre´ 1 sur
P1(R). On peut donc supposer que f pre´serve l’orientation le long du bord et Q(X) = X2 + 1.
Alors degP = 3 et P (i) 6= 0. Ainsi, pour une fonction rationnelle f re´el-e´tale dont l’arbre est le
M -arbre en genre 1, on obtient un unique repre´sentant de la classe de f de la forme
f : z 7−→ λz
3 + a2z2 + a1z + a0
z2 + 1
, avec
{
λ ∈ R∗+
(a0, a1, a2) ∈ R3, (1− a1)2 + (a2 − a0)2 6= 0.
(7.3)
Action a` gauche : Le groupe des automorphismes de P1, canoniquement identifie´ a` PGL2(R),
agit aussi sur les fonctions rationnelles de P1 par composition a` gauche. Cette action induit une
action du stabilisateur de l’infini
PGL2(R)∞ '
{
h: H −→ H
z 7−→ α(z+β) | (α, β) ∈ R∗ × R
}
sur l’ensemble des repre´sentants des classes de fonctions rationnelles re´el-e´tales de degre´ 3 sur P1
choisis pre´ce´demment. Comme c’est une action a` stabilisateur fini, elle diminue de 2 la dimension
de l’espace des parame`tres, ce qui permet une repre´sentation dans le plan (figure 7.3).
Soit f ∈ Fre´t3,M donne´e par l’e´quation (7.3). Si h : z 7→ α(z + β) est un e´le´ment de PGL2(R)∞,
pour tout z ∈ H, on a
h · f(z) = α
(
λ
z3 + a2z2 + a1z + a0
z2 + 1
+ β
)
= αλ
z3 + (a2 + βλ )z
2 + a1z + a0 + βλ
z2 + 1
.
Comme λ 6= 0, en prenant α = 1λ et β = −a2λ, on obtient un unique repre´sentant de la classe de
[f ] ∈ Fre´t3,M/PGL2(R) pour l’action a` gauche de PGL2(R) de la forme
fp,q : z 7−→ z
3 + pz + q
z2 + 1
, avec (p, q) ∈ R2 \ {(1, 0)}. (7.4)
On note
D =
{
(p, q) ∈ R2 \ {(1, 0)} | fp,q re´el-e´tale} .
Conditions de non ramification : Nous allons montrer que
D =
(
]0, 9[×R) \ ({(1, 0)} ∪ {(p, q) ∈ R2 | 27q2 ≥ p(p− 9)2}).
La fonction rationnelle fp,q n’e´tant pas ramifie´e en l’infini, elle sera re´el-e´tale si et seulement si
sa de´rive´e ne s’annule pas sur R. En d’autres termes, le polynoˆme
Fp,q(X) = X4 + (3− p)X2 − 2qX + p ∈ R[X]
ne doit admettre aucune racine re´elle. Un rapide calcul montre que si Fp,q admet deux racines
doubles complexes conjugue´es, alors on doit avoir p = 1 et q = 0. Donc les racines de Fp,q doivent
aussi eˆtres distinctes. Or ses racines sont distinctes et de meˆme nature (toutes re´elles ou toutes
non re´elles) si et seulement si son discriminant
∆Fp,q = 16
(
(p− 1)2 + q2)(p(p− 9)2 − 27q2).
est strictement positif. D’ou` la condition suivante sur p et q :
p(p− 9)2 − 27q2 > 0. (7.5)
En particulier, on doit avoir p > 0.
De plus, D est un ouvert connexe puisque, d’apre`s le the´ore`me 7.1.1, Fre´t3,M est un ouvert
connexe. Il est donc inclus dans l’une des composantes connexes de R2 \ {(1, 0)} prive´ de la courbe
∆Fp,q = 0. Pour (p, q) ∈ D, le polynoˆme Fp,q admet pour racines deux paires de nombres complexes
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Fig. 7.3 – ∆Fp,q = 0.
conjugue´s. Comme les racines d’un polynoˆme de´pendent continuˆment de ses coefficients, les racines
d’un polynoˆme Fp,q tel que (p, q) ∈ ∂D sont deux a` deux conjugue´es. Comme (p, q) /∈ D, une au
moins de ces racines est re´elle, donc double. Ainsi ∆Fp,q = 0. On en de´duit que D est exactement
une des composantes connexes de R2 \ {(1, 0)} prive´ de la courbe ∆Fp,q = 0.
La courbe ∆Fp,q = 0 se´pare l’espace des parame`tres (p, q) en trois composantes connexes (voir
figure 7.3) :
– La premie`re, non borne´e, contenant le demi-plan p < 0 correspond au domaine ∆Fp,q < 0.
Son intersection avec D est vide.
– La deuxie`me composante connexe est non borne´e. Elle ne contient que des e´le´ments (p, q)
avec p > 9.
– La troisie`me est la seule composante connexe borne´e. Elle ne contient que des e´le´ments (p, q)
avec 0 < p < 0, donc le point (p, q) = (1, 0).
Les deux dernie`res composantes connexes e´tant dans le domaine ∆Fp,q > 0 sont les deux
seules candidates possibles pour D. Or F3,0(X) = X4 + 3 n’a que des racines complexes donc
(p, q) = (3, 0) ∈ D.
Ceci termine la de´monstration du the´ore`me 7.3.11.
7.3.3 Triplets de genre un et morphismes de degre´ trois
Les re´sultats des sections pre´ce´dentes donnent un isomorphisme non trivial entre M -surfaces
de genre 1 et morphisme de degre´ 3 dont l’arbre est un M -arbre.
Proposition 7.3.12. La M -surface de genre 1 associe´e a` une fonction rationnelle re´el-e´tale fp,q
avec (p, q) ∈ D n’est pas un anneau. En d’autres terme, la composante connexe non-re´elle de
f−1(R) n’est pas un vrai cercle.
On en de´duit imme´diatement le corollaire suivant :
Corollaire 7.3.13. La M -surface de genre 1 associe´e a` une fonction rationnelle re´el-e´tale
f : z 7−→ λz
3 + a2z2 + a1z + a0
z2 + 1
avec (λ, a0, a1, a2) ∈ R∗+ × R3 donne´s par le the´ore`me 7.3.11, n’est pas un anneau.
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De´monstration de la proposition 7.3.12. Soit (x, y) ∈ R2.
fp,q(x+ iy) =
x3 − 3xy2 + px+ q + i(3x2y + py − y3)
x2 − y2 + 1 + 2ixy
=
x5 + 2x3y2 + (p+ 1)x3 + qx2 + xy4 + (p− 3)xy2 + px− qy2 + q
x4 + 2x2y2 + 2x2 + y4 − 2y2 + 1
+ iy
x4 + 2y2x2 + y4 + (3− p)x2 − (p+ 1)y2 − 2qx+ p
x4 + 2x2y2 + 2x2 + y4 − 2y2 + 1
On en de´duit que fp,q(x+ iy) ∈ R si x4 + 2y2x2 + y4 + (3− p)x2 − (p+ 1)y2 − 2qx+ p = 0 ou si
y = 0. Comme nous nous inte´ressons aux composantes connexes non re´elles de f−1p,q (R), on obtient
la condition
x4 + 2y2x2 + y4 + (3− p)x2 − (p+ 1)y2 − 2qx+ p = 0 (7.6)
sur les points x+ iy non re´els de f−1p,q (R). Pour montrer que la M -surface de genre 1 associe´e a` fp,q
n’est pas un anneau, il suffit de montre que l’e´quation (7.6) ne peut se mettre sous la forme(
(x− x0)2 + (y − y0)2 −R2
)(
(x− x0)2 + (y + y0)2 −R2
)
= 0 (7.7)
pour des re´els x0, y0 et R. En comparant les e´quations (7.6) et (7.7), on obtient les conditions
suivantes
x0 = 0 q = 0 B2 = 1
y20 = 1 p = (R
2 −B2)2 R2(R2 − 4) = 0
Or ces conditions sont re´alise´es simultane´ment si et seulement si q = 0 et p = 1, ce qui est exclu.
105
CHAPITRE 7. APPLICATIONS
106
Annexe
Graphes
Nous faisons ici quelques brefs rappels sur les graphes. Pour plus de de´tails sur la the´orie
des graphes, le lecteur pourra se re´fe´rer par exemple au livre de R. Diestel [Die97] ou
de B. Bolloba´s [Bol98].
A.1 Les graphes, leurs areˆtes, leurs sommets
De´finition A.1.1 (Graphe simple). Un graphe simple est un couple disjoint G = (V,E) d’en-
sembles tel que E soit un ensemble de paires ou de singletons d’e´le´ments de V . Les e´lements de V
sont les sommets du graphe et les e´le´ments de E les areˆtes du graphe.
Si G est un graphe simple, on note V = V (G) l’ensemble des sommets et E = E(G) l’ensemble
des areˆtes de G.
Une areˆte e = {x, y} relie les sommets x et y du graphe simple G ou que e est incidente aux
sommets x et y. Les sommets x et y sont alors les extre´mite´s de e et les sommets x et y sont dit
adjacents.
Remarque A.1.1. Les extre´mite´s d’une areˆte ne sont pas force´ment distinctes. Dans ce cas, l’areˆte
forme une boucle.
La fac¸on la plus simple de se repre´senter un graphe est de dessiner un ensemble de points
repre´sentant les sommets du graphe et de relier entre eux par un trait les extre´mite´s d’une meˆme
areˆte. Bien entendu, la repre´sentation d’une areˆte ne rencontre pas d’autre sommets que son ou
ses extre´mite´s. La fac¸on dont sont trace´s points et lignes n’est pas importante, seule compte quel
couple de sommets forme une areˆte.
Exemple A.1.1. La figure A.1(a) repre´sente un graphe simple G dont l’ensemble des sommets est
{1, 2, 3, 4, 5, 6} et d’ensemble des areˆtes est {{2}, {2, 6}, {3, 5}, {4, 6}}. Le sommet 4 est adjacent
au sommet 6, le sommet 3 au sommet 5 et le sommet 2 est adjacent a` lui meˆme.
De´finition A.1.2 (Graphe ferme´). Un graphe ferme´ G est un graphe simple dont les areˆtes
sont munies d’une multiplicite´. Cette dernie`re est un entier strictement positif. En d’autres termes,
G = (V,E) est un couple disjoint d’ensembles tel que les e´le´ments de E soient de la forme m{x, y}
avec x et y des e´le´ments de V et m ∈ N\{0}. On demande de plus qu’une paire {x, y} n’apparaisse
pas avec deux multiplicite´s diffe´rentes.
Comme dans le cas des graphes simples, les e´lements de V sont les sommets du graphe et les
e´le´ments de E les areˆtes du graphe. et si G est un graphe ferme´, on note V = V (G) l’ensemble des
sommets et E = E(G) l’ensemble des areˆtes de G.
Remarque A.1.2. Par abus de notation, une areˆte, 1{x, y}, de multiplicite´ 1 d’un graphe ferme´ G
pourra eˆtre note´e simplement {x, y}. Alors un graphe simple devient un graphe ferme´ dont toutes
les areˆtes sont de multiplicite´ 1.
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3
2
5
4
6
1
(a) Graphe simple
3
2
5
4
6
1
(b) Graphe (ferme´)
Fig. A.1 – Exemple de graphes
Comme pour les graphes simples, on peut repre´senter un graphe ferme´ par un ensemble de
points repre´sentant les sommets du graphe et relier entre eux les extre´mite´s d’une meˆme areˆte par
un nombre de traits donne´ par sa multiplicite´.
Exemple A.1.2. La figure A.1(b) repre´sente un graphe G d’ensemble de sommets {1, 2, 3, 4, 5, 6}
et d’ensemble d’areˆtes
{
1{2}, 1{2, 6}, 1{3, 5}, 2{4, 6}}. L’areˆte {4, 6} a pour multiplicite´ 2, les autres
areˆtes ont pour multiplicite´ 1.
A` partir de maintenant nous de´signerons par ”graphe” les graphes ferme´s. Un graphe
simple sera un graphe ferme´ dont toutes les areˆtes sont de multiplicite´ 1.
De´finition A.1.3 (Ordre et taille d’un graphe). L’ordre d’un graphe G est le nombre de ses
sommets note´ |G|. La taille d’un graphe G est le nombre de ses areˆtes compte´ avec leur multiplicite´.
Un graphe d’ordre et de taille finie est dit fini.
Exemple A.1.3. Les graphes de la figure A.1 sont des graphes finis d’ordre 6. Le graphe de la
figure A.1(a) est de taille 4 et celui de la figure A.1(b) de taille 5.
De´finition A.1.4 (Isomorphisme). Deux graphes G = (V,E) et G′ = (V ′, E′) sont isomorphes
s’il existe des bijections
ϕ : V −→ V ′ et ψ : E −→ E′
telles que pour tout m{x, y} ∈ E,
ψ(m{x, y}) = m{ϕ(x), ϕ(y)}.
On note alors G ∼= G′ ou plus simplement G = G′. On identifiera ge´ne´ralement deux graphes
isomorphes.
•
• •
~~
~~
~~
~
• •
•
 •
•
//
//
//
//
//
//









•
•
~~
~~
~~
~~
~~
~~
~~
~
• •
• •
G G′
Fig. A.2 – Exemple de graphes isomorphes
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De´finition A.1.5 (Sous-graphe). Un graphe G′ = (V ′, E′) est un sous-graphe du graphe G =
(V,E) si V ′ ⊆ V et pour tout e´le´ment m′{x′, y′} de E′, il existe un entier m ≥ m′ tel que
m{x′, y′} ⊆ E. Si de plus E′ contient toutes les areˆtes de G dont les extre´mite´s sont dans V ′ avec
la meˆme multiplicite´ dans E et E′, on dira que G′ est le sous-graphe de G induit par V ′.
Exemple A.1.4.
•
AA
AA
AA
AA •
}}
}}
}}
}}
• • • •
{{
{{
{{
{{
• •
•
}}}}}}}} •
AAAAAAAA • • • •
G G′ G”
Les graphes G′ et G” sont des sous-graphes de G. Le graphe G′ est le graphe induit par les quatre
sommets exte´rieurs du carre´. Le graphe G” n’est pas un graphe induit.
A.2 Chemins, cycles et arbres
De´finition A.2.1 (Chaˆıne). Une chaˆıne W dans un graphe G est une suite alterne´e finie de
sommets et d’areˆtes de G,
x0, e1, x1, e2, . . . , el, xl,
telle que ei = {xi−1, xi} pour tout i = 1 a` l. Les sommets x0 et xl sont les extre´mite´s de la chaˆıne
et on dira que celle-ci relie les sommets x0 et x1. La longueur d’une chaˆıne est le nombre d’areˆtes
qui la composent.
De´finitions A.2.2 (Chaˆıne simple, chaˆıne e´le´mentaire, cycle). Une chaˆıne simple est une
chaˆıne qui n’utilise pas deux fois la meˆme arreˆte.
Une chemin est une chaˆıne munie d’un sens de parcours.
Un cycle est une chaˆıne de longueur au moins trois dont les extre´mite´s sont identiques. Ainsi
un cycle est une chaˆıne qui relie un sommet a` lui-meˆme. Un cycle simple est un cycle qui est une
chaˆıne simple.
De´finition A.2.3 (Graphe connexe). Un graphe est connexe si pour tous sommet x1 et x2 de
G il existe une chaˆıne dans G qui relie x1 et x2.
De´finition A.2.4 (Arbre). Un arbre est un graphe connexe simple sans cycle simple et sans
boucle.
A.3 D’autres graphes
De´finition A.3.1 (Graphe ponde´re´). Un graphe ponde´re´ est un graphe aux areˆtes duquel on
associe autant de re´els positifs que la valeur de la multiplicite´ de l’areˆte. Ces re´els sont appele´s
poids de l’areˆte.
De´finition A.3.2 (Isomorphisme). Deux graphes ponde´re´s sont isomorphes si ce sont des
graphes isomorphes par un isomorphisme tel que toute areˆte a meˆmes poids que son image.
De´finition A.3.3 (Degre´ ponde´re´). Le degre´ ponde´re´ d’un sommet d’un graphe ponde´re´ est la
somme des poids des areˆtes incidentes a` ce sommet.
De´finition A.3.4 (Graphe ouvert). Un graphe ouvert est un graphe pour lequel on permet des
areˆtes avec une seule extre´mite´. Plus pre´cise´ment, c’est un couple G = (V,E) tel que (V ∪{∞}, E)
soit un graphe avec ∞ /∈ V et tel que {∞} ne soit pas une areˆte. On appelle (V ∪ {∞}, E) le
graphe ferme´ associe´ a` G. V est l’ensemble des sommets de G et E l’ensemble de ses areˆtes. On
conside´rera qu’une areˆte de la forme {x,∞} admet pour unique extre´mite´ le sommet x. De telles
areˆtes sont dites ouvertes et se distinguent des autres areˆtes dites ferme´es.
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Remarque A.3.1. Un graphe ouvert peut se dessiner de la meˆme fac¸on qu’un graphe ferme´. Ses
areˆtes ouvertes sont repre´sente´es par un trait partant de leur extre´mite´ et ne joignant aucun autre
sommet.
3
2
5
4
6
1
Fig. A.3 – Exemple de graphe ouvert
Exemple A.3.1. La figure A.3 repre´sente un graphe G d’ensemble de sommets {1, 2, 3, 4, 5, 6} et
d’ensemble d’areˆtes
{
1{2, 2}, 2{2,∞}, 1{2, 6}, 1{3, 5}, 2{4, 6}}. Ce graphe a une areˆte ouverte de
multiplicite´ 2.
De´finition A.3.5 (Sous-graphe ferme´). Le sous-graphe ferme´ d’un graphe ouvert G = (V,E)
est le graphe dont les sommets sont ceux de G et les areˆtes sont les areˆtes ferme´es de G. C’est donc
le plus grand sous-graphe du graphe ferme´ (V ∪ {∞}, E) associe´ a` G.
Exemple A.3.2. Le sous-graphe ferme´ du graphe ouvert de la figure A.3 est le graphe de la
figure A.1(b)
De´finition A.3.6 (Isomorphisme). Deux graphes ouverts G = (V,E) et G′ = (V ′, E′) sont
isomorphes si leurs graphes ferme´s associe´s (V ∪ {∞}, E) et (V ′ ∪ {∞′}, E′) sont isomorphes par
un isomorphisme ϕ tel que ϕ(∞) =∞′.
Les autres notions concernant les graphes peuvent eˆtre e´tendues sans peine aux graphes ouverts.
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