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Department of Biostastics, University of North Carolina, Chapel Hill, 
North Carolina 27514 
For forward and reverse martingale processes, weak convergence to appro- 
priate stochastic (but, not necessarily, Wiener) processes is studied. In particular, 
it is shown that martingale processes are tight under a uniformly integrability 
condition, and also, convergence of finite dimensional distributions satisfying 
certain mild conditions implies the compactness of such processes. The theory 
is illustrated with the aid of a class of U-statistics and von Mises’ differentiable 
statistical functions which need not be stationary of order zero. Weak convergence 
of the classical Cramer-von Mises goodness-of-fit statistic is also considered. 
The case of martingales with random indices is studied at the end. 
1. INTRODUCTION 
Let {S, , ~$3~ ; n > I> be a (forward) martingale defined on a probability 
space (9, .zz’, P), so that for n > 1, 
E(S,+, ( 9?,J = S, almost everywhere (a.e.), (1.1) 
and we let S, = 0. Also, let (R, , 22, ; ?t > l} be a reverse martingale defined 
on a probability space (Q ~2, P), so that 
-VG I vn+J = G1 , a=, for n>l, 
and we assume that limn+ R, = 0, with probability one. 
(1.2) 
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Recently, Loynes (1970) and Brown (1971), by suitable construction of 
martingale processes (see Section 2), have established their weak convergence 
to appropriate Wiener processes; a Lindeberg-type condition provides the 
access for the convergence of finite-dimensional distributions to appropriate 
Gaussian distributions, which, in turn, insures the tightness of such processes. 
This condition, however, is not universally met in practice. For example, 
Hoeffding’s (1948) U-statistics form a reverse martingale sequence, and 
von Mises’ (1947) differentiable statistical functions can be expressed in terms 
of several martingales, all defined on a common probability space [viz., Miller 
and Sen (1972)]. If the functional of the underlying distribution function (d.f.), 
these statistics estimate, is not stationary of order xero [viz., Hoeffding (1948, 
p. 299)], the Lindeberg-type condition, inherent in the work of Loynes (1970) 
and Brown (1971), usually does not hold. This, in turn, invalidates the weak 
convergence to Wiener processes. We shall return to a discussion of this in 
Section 4. 
In the current paper, it is shown (see Theorem 2.1) that under a uniform 
integrability condition, martingale processes are relatively compact or tight. 
It is also shown (see Theorem 3.1) that convergence of finite-dimensional 
distributions satisfying certain mild conditions implies the relative compactness 
of martingale processes. The theory is illustrated with the aid of Hoeffding’s 
(1948) U-statistics, von Mises’ (1947) d ff i erentiable statistical functions and 
the classical Cramer-von Mises goodness of fit statistics in Section 4. The case 
of martingales with random indices is treated in the last section. 
2. TIGHTNESS OF MARTINGALE PROCE~SW 
Assuming the following expectations to exist, we define for every n > 1, 
un2 = E(Sm2) and hn2 = E(R,2); do2 = 0, am2 = 0. (2.1) 
Then, an2 is t in n and an2 is .J in n. Let now I(A) be the indicator function 
of a set A. We assume that for every K < n, ((S, - SJ2/(dn2 - ulc2)} and for 
every k > n, {(Rn - Rk)2/(6,2 - ~a)} are uniformly integrable, so that 
EWn - &A2 h2 - 0,~)-~1(( S, - S, 1 > h(un2 - u~~)~/~)} + 0 as h -+ co; (2.2) 
E{(Rn - RJ2(af12 - ek2)-11(l R, - R, / > h(hn2 - "zk2)'/")}-+0 as )L--+ co, (2.3) 
uniformly in 71 and R. Later on, we shall show that (2.2) and (2.3) may be 
replaced by alternative conditions depending on the convergence of finite 
dimensional laws. 
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Consider now the space CIO, l] of all real-valued continuous functions on 
I = {t : 0 < t < l}, and associate with it the uniform topology 
P(%Y) = SE; I x(t) - YWli xandy~C[O,l]. (2.4) 
Then, we define a (forward) martingale process W,, = { Wn(t) : t E I} by 
w91(tkn) = &I42 9 where tkn = dk2/dn2, k = 0, l,..., n, (2.5) 
and by linear interpolation, we let for t E [tkn, tall, 
W,(t) = @+1 - tlc”)-‘Nt~+1 - 0 y&“) + (t - $9 W,Ct~+,)>9 
k = 0, l,..., n - 1. (2.6) 
Similarly, a reverse margingale process W,* = {W,,*(t) : t E I> is defined by 
Wn*(tlc”> = &&n , where tkn = ak2/hn2, K > n; W,*(O) = 0, (2.7) 
and for t E [tI+l, tkn], we let 
W,“(t) = Gk” - t;++lY@p - 9 w,*(t:+l> + (t - $+J w,*(tp>>> k >, TZ. 
(24 
Then, for every n 3 1, both W,, and W,,* belong to C[O, 11. 
THEOREM 2.1. Undo the uniform integrability condition in (2.2) and (2.3), 
(W,} and {W,*) are tight. 
Proof. We only consider the proof for {W,} as the other case follows 
similarly. For every x E C[O, l] and 0 < 6 < 1, we define 
w&x) = sup{ 1 x(t) - x(s)1 : 1 t - s 1 < 6; t, s E I}. (2.9) 
Since for all n 2 1, W,(O) = 0, by Theorem 8.2 of Billingsley [4], we are only 
to show that for every E > 0 and v > 0, there exist a S > 0 and an no, such 
that 
w%(wn) > 4 < 7, for n > no . (2.10) 
Again, applying the corollary to Theorem 8.3 of Billingsley [4], it suffices 
to show that for every E > 0 and 17 > 0, there exist a positive integer r and 
an n, , such that for n > n, , 
2 %12L?. I W&> - W,((i - l)/r)l > 4 < 77. (2.11) . .a 
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We now consider a set of nonnegative integers k,,, = 0 < k,,, < ... < k,,,r , 
such that 
Then, by (2.5), (2.6), (2.11) and (2.12), it follows that we are only to show 
that for n > n, , 
I sj - sk,,i-l I > %) < 7. (2.13) 
Now, for every fixed i (= l,..., Y), {U:j) = S”n,i-l+j - Sk, I--1 , j = 0 ,..., k$ = 
Kn,d + 1 - K,,+i} has the martingale property, and hen&e, on using a known 
martingale inequality [5, Lemma 4J, we obtain that 
P, i+1 - %c”.*-J2 
d (12’rc2) E I (o& - o;“,<-,) 
x I ( &,,i+l - sk”,iJ2 > $ (4,,,+1 - o2 kn.,-J)\~ (2.14) 
where for every E > 0, $-sar can be made arbitrarily large by choosing Y  ade- 
quately large. Therefore, by (2.2), for every E > 0 and 77 > 0, there exists a r,, , 
such that for r > r. , the second factor on the right hand side of (2.14) can be 
made smaller than $/4, and as a result, the right hand side of (2.14) can be 
made smaller than T/Y.  This, in turn, proves (2.13), and the proof of the theorem 
is complete. 
Remark. It may be remarked that Theorem 2.1 is also valid for non- 
negative submartingales, In practice, it may be easier to verify the following 
condition which is slightly more restrictive than (2.2): for some p > 2, 
sup sup E{I S, - S, /*}/[(dn2 - dk2)*J2] < C, < w. 
ken n 
(2.15) 
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In fact, if we write X, = S, - S,, , IZ > 1, by a result in Dharmadhikari, 
Fabian and Jogdeo [6], for p > 2, 
E 1 sn - s, IP < Cp*(n - k)P’2 fig , cp* < co, (2.16) 
where 
P!$ = (a - k1-l js$+l E I Xj I *a (2.17) 
Consequently, one needs to verify only that for some c > 0, 
4 2 - dk2 > c(n - k)[yyP, n (2.18) 
and this may be considerably easier to verify. A similar condition can be 
formulated for (2.3). In the next section, we shall see that (2.2)-(2.3) or (2.15) 
can be relaxed when the finite dimensional distributions of W,, or W,* converge 
to appropriate limiting laws. 
3. CONVERGENCE OF FINITE DIMENSIONAL LAWS AND TIGHTNESS 
Both Loynes (1970) and Brown (1971) showed that under a Lindeberg-type 
condition, the finite-dimensional distributions of W, or W,* converge to 
appropriate Gaussian distributions which guarantee the tightness of the 
martingale processes. In the absence of this Lindeberg-type condition, we are 
not in a position to formulate a general functional central limit theorem for 
martingales (as in [5,8]), though in many cases, weak convergence to appropriate 
stochastic processes can be established by direct treatment. Some examples 
of this type will be considered in the next section. Before that, we like to show 
that convergence of finite dimensional laws to a class of distributions implies 
that martingale processes are tight. 
We define W, and W,* as in Section 2. Let then for fixed r (>I) and i 
(1 G i < f-1, 
Y,(i, r) = rl/2[Wn(i/r) - W,((i - 1)/r)], i = I,..., r; (3.1) 
Y,*(i, T) = r1j2[Wn*(i/r) - W,*((i - 1)/r)], i = l,..., Y. (3.2) 
Note that by (2.1), (2.5) and (2.7), for every 1 < i < T and n, 
E[Y,(i, r)12 = 1 = E[Y,*(i, r)12. (3.3) 
Let us denote the actual d.f. of Y,(i, r) and Y,*(i, Y) by G,(x; i, r) and G,*(s; i, I), 
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respectively. We assume that for every 1 ,< i < r (>I), there exist d.f. 
G(x; i, r) and G*(x; i, r) such that at all points of continuity of these d.f.‘s 
$2 G,(x; i, Y) = G(x; i, r), lim Gn*(x; i, Y) = G*(x; i, Y), rl+m (3.4) 
and G and G* satisfy the following two conditions: 
(I) G(x; i, Y) - G(--x; i, Y) < 1 for every x: 0 < x < cc and every 
1 < i < Y, Y > 1, that is for every x > 0, 
inf min (1 - G(x; i, Y) + G(--x; i, Y)} > 0, 
r>l l<‘i<r (3.5) 
and a similar condition holds for G,*. 
(II) For some p > 2, uniformly in i (1 < i < Y) and Y (>l), 
I 1 x 1~ dG(x; i, Y) < vg < co, I ) x 19 dG*(x; i, Y) < vp < 0~). (3.6) 
It may be noted that if { H’%(t) - Wn(s), t, s E I> (and { lVD*(t) - Wn*(s), t, s E I}) 
converge for t - s = 7 > 0 to a process with homogeneous increment, then 
G(x; i, Y) do not depend on i (1 < i < Y), while convergence to Wiener processes 
implies that they are independent of both i and Y. 
THEOREM 3.1. Under (2.1), (3.4), (3.5) and (3.6), {W,} and {W,*) ewe tight. 
Proof. The proof follows along the lines of the proof of Theorem 2 of 
[g, p. 611, and hence, only the essential points are supplied here. It suffices 
to show that for every E > 0 and 17 > 0, there exist a h > 0 and an Y (>I), 
such that for every i: 1 < i < Y, 
s x2 dG(x; i, y) < &c2 f  (3.7) Id>1 
s 
dG(x; i, Y) > 4/c2r, (3.8) 
Irl>A 
and similar conditions hold for G*. Now, by (3.6), for every 1 < i < Y (>l), 
s IXl>A 
x2 dG(x; i, Y) & A-(P-2) 
I 
1 x IP dG(x; i, Y) < h-(*%(h) v,, , (3.9) 
lXl>A 
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where 0 < c(h) < 1 for all h >, 0 and c(X) -+ 0 as X --f 00. On the other hand, 
by (3.5), for every h > 0, 
inf min 
r lGi<r s ~~~~~ 
dG(x; i, Y) > G,,(X) - G,(-A) = c*(h) > 0, (3.10) 
where c*(h) -+ 0 as X + co. Consequently, by (3.9) and (3.10) X (>O) and Y  (> 1) 
can always be so chosen that (3.7) and (3.8) hold. Q.E.D. 
4. SOME MARTINGALES NOT ATTRACTED BY BROWNIAN MOTIONS 
As has been remarked in Section 1, Hoeffding’s [7] U-statistics form a reverse 
martingale sequence, and von Mises’ [ 101 differentiable statistical functions 
can be expressed in terms of several martingales, all defined on the same 
probability space. For these statistics, when the functional of the underlying 
d.f. is stationary of order zero [7, p. 2991, weak convergence to Brownian 
motion processes has been studied by Miller and Sen (1972). Their treatment 
breaks down when the functional is not stationary of order zero. In fact, for 
functionals stationary of order d (al), von Mises’ (1947) detailed treatment 
of the limiting distribution theory of regular functionals of empirical d.f.‘s 
reveals that these statistics are, in general, not asymptotically normally 
distributed. As a result, the derived processes do not generally converge weakly 
to Brownian motion processes. In fact, the characteristic functions of the 
limiting distributions, studied by von Mises [lo] are, in general, too complicated 
to yield any simple type of limiting distributions, though in some particular 
cases one can derive the limiting distributions in explicit forms. 
Here, we study the relative compactness (tightness) of processes derived 
from U-statistics or von Mises’ functionals when the functional of the underlying 
d.f. is stationary of order d (21). In the same way as von Mises proved the 
existence of the limiting distributions by the existence and convergence of 
characteristic functions, we show that under the conditions of Section 2, these 
processes are tight. On the other hand, in some particular cases weak convergence 
of finite dimensional laws can be studied relatively easily, and we can follow 
the treatment of Section 3. With this motivation, we consider a few examples 
at the end of this section. 
Let {Xi, i > I> be a sequence of independent and identically distributed 
random vectors (iidrv) defined on a probability space (52, &, P) where each 
Xi has a p (al)-dimensional d.f. F(x), x E Rp. Let g(X, ,..., X,), symmetric 
in its m (21) arguments (vectors), be a Borel-measurable kernel of degree m, 
and consider the functional of the d.f. F, defined by 
8(F) = I 
Rm 
--- s g(x, ,..., x,,J dF(x,) ..a dF(x,) (4.1) 
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defined on s = (3’ : / 0(F)/ < CO}, where F(x) is defined on the p (al)- 
dimensional Euclidean space RD. Based on a sample (Xr ,..., X,) of size n (>m), 
Hoeffding’s U-statistic is defined by 
U, = (:)-’ &g(Xi, ,..., X,); Cm,, = (1 < il < -1. < im < n}, (4.2) 
so that U,, unbiasedly estimates B(F). Consider the empirical d.f. 
F,(x) = n-1 f c(x - X,), XER”, (4.3) 
i=l 
where C(U) is 1 if all the p components of u are nonnegative; otherwise, C(U) 
is equal to 0. Then, von Mises’ [IO] diff erentiable statistical function is defined by 
= n-” f a.9 2 g(xf, )..., Xi,). (4.4) 
+1 &=l 
For every h : 0 < h < m, we define 
If then for some F, E F’, 
SoF’o) = ..- = &(FO) = 0, 5,+dFo) > 0; 0 < d < m - 1, (4.7) 
we say, as in Hoeffding [7], that for F = F, , B(F) is stationary of order d. 
For d = 0, the limiting distribution theory of lJ, and B(F,) were studied by 
Hoeffding [7] and von Mises [lo], and weak convergence of suitable processes 
derived from U,, and B(F,) has been studied by Miller and Sen [9]. In the 
sequel, we shall therefore confine ourselves to the case of d > 1. We assume 
that 
5,(F) < 03, (4.8) 
(4.9) 
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It follows from Berk [3] that {U,> is a reverse martingale sequence, and 
by the results of Hoeffding [7], for n > m, 
,tn2 = var(U,) = (i)-l f (I)GlJ L(F) 
c=d+l 
= (d + l)! (d ;I 1)2 r+lS,,(F) + O(@-a). (4.10) 
Thus, a reverse martingale process can be defined as in (2.7) and (2.8) with 
R, being replaced by U, , k > 11. Also, under (4.7) and (4.9), 
var(B(F,)) = kn2 + O(n-d-2), (4.11) 
and we may define a second process by replacing R, by B(F,J, k > n, in (2.7) 
and (2.8); it is not necessarily a reverse martingale process. We may, as in 
Miller and Sen (1972), write for k > 1, 
wc) - v9 = El (T) ev5); (4.12) 
eym = 1 - $ g,(x, ,..., xh) fi dcq~,) - w,)i, 1 < h < m. (4.13) 
R'h j=l 
Similarly, for k 3 m, 
(4.14) 
@) = k-Ih’ 2 j- ... ~gh(xl ,..., h 
RPh 
xh) n d[c(% - &) - @j)]7 1 < h < m, 
pk,h j-1 
(4.15) 
wherek-[hl=(k...(k-h+1)}-1andPk,h=(1\<il#...#iA~k}.Then, 
by the same technique as in the proof of Lemma 2.6 of Miller and Sen [9], 
it can be shown that under (4.7) and (4.9), for every E > 0, as 12 -+ co, 
pc~,~ I v-d - uk I > 4 -+ 0, (4.16) 
where cn2 is defmed in (4.10). Hence, with respect to the metric in (2.4), the 
two processes based on (B(F,); k 2 n} and {U, ; k > n} are, asymptotically 
(as n + co), equivalent in probability. Consequently, it suffices to consider 
only the reverse martingale process based on (U, ; k > n}. 
We also note that {(&) U ;‘+I), k > d + l> is a (forward) martingale. 
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Hence, we may define, as in (2.5) and (2.6), a martingale process where we 
let Sk = C&f,> Uk (‘+I) for k > d + 1 and S, = 0, otherwise. Again, noting that 
{Uk - w - (a3 Uk (‘+l) k > m} is a reverse martingale, it can be shown as 9 
in Lemma 2.5 of Miller and Sen [9] that under (4.7) and (4.8), for every E > 0, 
asn-tco, 
p lrnFf& (d ; 1) / ‘k - e(F) - (d 1; 1) ‘,?+l) j > ’ (d ; I)“‘/ --+‘S c4’17) 
and hence, if we define a process as in (2.5)-(2.6) with S, = (&)[Uk - O(F)] 
fork > m and 0, otherwise, this will be asymptotically equivalent, in probability, 
to the corresponding process based on {(b~l)(d+kl) Ui’+l), k > d + I}. In a 
similar manner, for S, = (&)[e(FJ - B(F)], k 3 1, the process defined by 
(2.5)-(2.6), can be shown to be asymptotically equivalent, in probability, to 
the forward martingale process based on {(,$)(&) Ujf+l), k 3 d + I}. 
Thus, to study the weak convergence and tightness of the processes derived 
from U-statistics and von Mises’ differentiable statistical functions, it suffices 
to consider only the case of the forward and reverse martingale processes 
based on {(&) U, @l), k > d + I} and {Ulfl+‘); k 2 d + I], respectively. We 
remark that by virtue of Theorem 2.1, the uniform (square) integrability 
conditions in (2.2) and (2.3) insure the tightness of these processes. If we 
know that the kernel g,+,(X, ,..., X,,,) belongs to the L4-space, we may easily 
verify (2.2) and (2.3). For example, if we let S, = (&) UL’+l) for 71 3 d + 1 
and Y, = S, - S,-, , n > d + 1, Yd+r = Uf&$“, it follows that 
yn = 1 gd+*Cxn 7 xi, Y***P xid)9 n>d+l, (4.18) 
C n--l+ 
so that 
EY,, = 0, EY,2 = (” d 1) t,+,(F) and EYn4 = 0 ((” d ‘)‘). (4.19) 
As such, some simple computations yield that for every d < k < n, 
E[(S, - S#]/(Sn2 - s$2)2 < c < co, (4.20) 
and consequently, (2.2) holds. A similar case follows for (2.3). 
To illustrate the use of Theorem 3.1, we now consider a specific functional 
e(F) which is not necessarily stationary of order 0. Let 
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and the random variables X, , i > 1, are iid with a d.f. F(x), defined on (- 00, co). 
Then, the kernel of B(F) is 
g(X, , Xj) = xi * xj , (4.22) 
so that on writing Xn = (CL, X&z, we obtain that 
B(Fn) = Xn” and U,, = [(nXn)z - i X#z(n - 1). (4.23) 
i=l 
Note that gr(XJ = p(F) Xi , so that if we let 
F. = F+(F) = 0,o < j&F(r) < co/’ (4.24) 
we have [r(F) = 0, c,(F) = [E(X, - p(F))212 = u4, for all FE So. Thus, B(F) 
is stationary of order 1 for all FE So . Consider then the forward martingale 
process based on 
S, = (;) [Kc - e(F)] = (k-Q2 - ($ Xt), 
where, by definition, 
k > 1, (4.25) 
(4.26) 
Thus, for q < k (Gn), 
6% - WQn = PJiY,/4 [(&,I + *** + X,)/u [(” ; ‘) - 1]1’2] 
+ (X,+1 + **- 4 x,,p [(” ; ‘) - l]li2 
- (X:+1 + -** + Xx’)/( [(” ; ‘) - 1]1’2u2). (4.27) 
Consequently, if we define Y,(i, Y) by (3.1), we have 
Y,(i, Y) dc CQJW + &J2 - Yt,r ? 1 \(idY, (4.28) 
where U and V are independent standard normal variables, 0 < yl,r < +I2 for 
1 <i<r,0.41 <pi,,<0.47foral11 ~i,<randr>1,andO\<~i,,~2~~!~ 
for 1 < i < Y. As such, it is easy to verify that (3.4)-(3.6) hold. As a result, 
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by Theorem 3.1, the (forward) martingale process based on {S, , K > 2} is 
tight. A similar result follows for the reverse martingale process based on 
(U, , k > 2). Again, we may note that by virtue of (4.23) (4.25) (4.26), and 
the a.s. convergence of n-lC& Xi2 to u2, the finite dimensional distributions 
of the process {?Vn(t) : 0 < t < I}, defined by (2.4), (2.5) and (4.25), (4.26), 
converge to those of {W,“; 0 < t < I), where W, is a standard Brownian 
motion. Thus, as n --+ co, 
w, = {WJt) : 0 < t < I} -%WO=(W~:O~t~1}. (4.29) 
We may remark that for the “tightness,” we may even replace S, (or RJ 
by a (nonnegative) submartingale (or reverse submartingale). As an illustration, 
we consider here the Cram&-von Mises statistic in a slightly general form 
considered by Anderson and Darling [l]. 
Let X, , Xs ,... be a sequence of iidrv with a rectangular (0, 1) d.f., and 
define F, as in (4.3). Let z&t): 0 < t < 1, be a nonnegative and integrable 
weight function, and let 
w, = 
I 
1 [F,(t) - f12 #(t) dt (X9, n 3 1. (4.30) 
Asymptotic distribution of nw, has been studied by various authors. When 
#(t) = 1, 0 < t < 1, nw, converges in law to 
W = f  (%j)-” Zj2, 
j=l 
(4.3 1) 
where the Zj are iidrv, each having a standard normal distribution. In general, 
nw, converges in law to w(h) = zjTsl Xj2Zj2 where h = (/\r , h, ,...)’ depends 
on $ = (z)(t) : 0 < t < I}. 
Now, for every t E [0, 11, ([F,(t) - t12, V, , n 2 I} is a reverse semimartingale, 
and hence, by (4.30) and the Fubini theorem, 
3 
s 
l [Fn+l(t) - t]” #(t) dt = w,+~ (a.e.). (4.32) 
0 
Thus, (wn , V, ; n 3 l} is a reverse submartingale. We may then construct 
a process W,* as in (2.7) and (2.8), and the tightness of the process can be 
established by the submartingale version of Theorem 2.1. AIso, for every 
(fixed) m (al) and 0 < sr < *a* <s,,, < 1, W,,O = (W,O(s,),..., Wno(s,)) 
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(where W,O(s) = (n1/2[FIe,gl(t) - t], 0 < t < l} for s E [0, 11) converges weakly 
to wo = (WO(Sl),..., WO(s,,J)’ where WO(s) = (WO(s, t), 0 < t < l}, and W’(Q) 
is a two-dimensional Gaussian function with EWO(s, t) = 0, and 
E{WO(s, t) WO(s’, t’)} = min(s, s’)[min(t, t’) - tt’], 0 < s, s’, t, t’ < 1. (4.33) 
Thus, for every(fixed)m(>,l)andO < si < *** <s, < 1, (n~[,,,~] ,..., nwin,&’ 
converges weakly to (w*(sJ,..., w*(s~))‘, where 
W*(S) = 
s 
’ [WO(s, t)12 t)(t) dt, s E [0, 11. (4.34) 
0 
For every positive integer N and s E [0, 11, we define 
Rv*(% 4 = 5 K(s) n(t)* O~t~l,O~ssl, (4.35) 
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where the W, = { Wj(s), 0 < s < l}, j >, 1, are independent copies of a 
standard Brownian motion, and 
(4.36) 
Then, 
q,,*(s) = 
I 
1 [&*(s, t)12 $(t) dt = g Ai2Wj2(s), 0 < s < 1, (4.37) 
j=l 
and by (4.33)-(4.37), we obtain by some standard arguments that 
(+*(si),..., wN*(s,J)’ has the same limiting distribution as that of 
~*(&.., w*(s,J)‘. Thus, for the reverse submartingale process W,* constructed 
from the sequence of Cramer-von Mises statistics, the finite-dimensional 
laws converge to those of 
w*= w,*=~XjaW,2(t),O$t<l/. 
I 
(4.38) 
j=l 
Hence, W,,* -tp W* as n -+ co. It may be remarked that when the Xi are 
stochastic p-vectors with a common p-variate d.f. F(x), x E R’ for some p > 1, 
(4.32) holds, so that the tightness of the process can be established in a similar 
manner. On the other hand, we do not have a simple W*, as defined in (4.33), 
for the general case of p > 1. 
In passing, we may also refer to the multivariate Kolmogorov-Smirnov statis- 
tics. Let {Xi , i 2 I} be a sequence of iidrv with a continuous d.f. F(x), x E RP, 
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for some p > 1. Define the empirical d.f. F,(X) as in (4.3) and consider the 
statistics: D,+ = sup{F’,(x) - F(x) : x E P}, D,- = sup{F(x) - F%(x) : x &P} 
and D, = max{D,+, D,-} = sup{/ F,(x) -F(x)/ : x E Pp). It has been proved 
in Sen [14] that both the sequences (nD,+, 71 > I} and {nD,-, n 2 I> are 
nonnegative submartingales. Thus, if one defines by linear interpolation a 
process from {kDe+, k = 1, 2 ,... } or (AOk-, K = 1, 2 ,... }, then the relative 
compactness can again be proved with the aid of Theorem 2.1. Also, here, 
the convergence of the finite-dimensional distributions can be proved with the 
aid of the recent results on weak convergence of functionals of multidimensional 
time processes, studied by Neuhaus [12] and others. As such, the relative 
compactness can also be proved along the lines of Theorem 3.1. We may refer 
to Sen [14] for some related results. 
5. WEAK CONVERGENCE OF MARTINGALES WITH RANDOM INDICES 
Let {N(n), n > I} b e a sequence of nonnegative integer-valued random 
variables, such that 
n-W(n)Jk:O <c < co, as n-+c0. (5.1) 
Define then a process IVNtn) = { lV,,(&t), t E I} by WN&t) = IV%(t), 0 < t < 1, 
when N(n) = K > 1, and WN(%)(t) = 0, 0 d t < 1, if N(n) = 0. In a similar 
manner, define W&, . We are then concerned with the weak convergence 
of WNO> and W%J 
THEOREM 5.1. If (W,} and {W,*} converge in distribution in the uniform 
topology on the C[O, l] space to some random functions Wand W* (not necessarily 
Gam*), then W..w> and W&J a so weakly converge to Wand W* whenever l 
n’ln + 1 implies that bna/tii, -+ 1 and +n2/*i, --f 1. 
Proof, We only consider the proof for {WNfn)), as the proof for (W&J 
follows on parallel lines. Since W belongs to the CIO, l] space, for every E > 0, 
there exists a positive K, (<CO), such that 
P{y I W>l > KJ -=c E. (5.2) 
Also, by the assumed weak convergence of W, to W, we have 
(5.3) 
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and hence, by (5.2) and (5.3), f or every E > 0 there exist a K, (<co) and an 
n0 = n,,(e) such that, for n 3 no , 
P{sup I W&)1 > Kc} < 2~. 
%I 
(5.4) 
Now, to prove the theorem, we require to show that (i) {WNtn)} is relatively 
compact as n -+ co, and (ii) the finite-dimensional laws of {WIVc,)} converge 
to those of W as n --f co. To prove (i), we need to show that for every E > 0 
and r] > 0 there exist a S > 0 and an no , such that for n 3 no , 
+4WIvd > 4 < % (5.5) 
where wg( ) is defined by (2.9). On denoting by no = [nc], we obtain by (2.4) 
and (2.9) that for every S > 0, 
Since no is nonstochastic and tends to co as n + 03, by the hypothesis of the 
theorem, as S + 0, wa(W ,,o +p 0 as n --+ co. So it suffices to prove that )
P(wNw) ’ y&o) -5 0 as n-tco. (5.7) 
Now, for every E > 0 and S > 0, 
where 6’ (>0) depends on S and -to as S -+ 0. By (5.1) and the hypothesis 
of the theorem, the first term on the right hand side of (5.8) converges to 0 
as n -+ co (for every S > 0). Also, by definition, 
I wm(tkm> - w,0(t,““>l < dG1 I s, - s, I + I 4;QJno - 1 I I Wno(t,nO)l, (5.9) 
so that if I m - no I < S’no and if we let a;;‘+s < t < d;2~$l and &dU2 < 
t < 4,%“,l , we obtain that the second term on the right hand side of (5.8) 
converges to 0 as n -+ co, provided that (a) suptsl 1 Wno(t)l = O,,(l) and (b) 
ws(W,o) -tp 0 as n + co, when S + 0. Now, (a) follows from (5.4), while (b) 
follows from the hypothesis of weak convergence of { W,,} to W. Thus (5.5) holds. 
To prove the convergence of the finite-dimensional laws of { WNcn)) to those 
ofW,werequiretoshow[2]thatforeverym(>l)andO < t, < 0.. <t, < 1, 
6831214-2 
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(a) the distribution of [Wn(tl),..., Wn(tm)] converges (as n-j co) to that of 
EWlL wGrc>1, and (b) for every E > 0 and 71 > 0, there exist a 6 > 0 and 
an no, such that for n > no, 
P{ max SUP 
l<j<m nz:lm-nlQn 
I wn(h) - ~n(G)l > El < 7. (5.10) 
Now, the left hand side of (5.10) is bounded above by 
which as in (5.8)-(5.9) can be made arbitrarily small, by letting 6 -+ 0. The 
proof of (a) follows from the weak convergence of {IV,} to W. Q.E.D. 
We may remark that Mogyorodi [l l] and others have considered a more 
general case of (5.1), where 
n-W(n) -5 A, (5.12) 
where h is a positive random variable defined on the same probability space 
(52, JZ’, P). The convergence of the finite-dimensional laws follows from 
Theorem 2 of Mogyorodi [l l] and our (5.8)-(5.9) along with the assumed 
weak convergence of {W,} to W. However, the tightness of {WNcn)} requires 
more stringent conditions on the original martingale sequence. In fact, the 
basic treatment of mixing sequences of sets by Renyi [13] does not hold 
for general martingales, and some conditions pertaining to this will lead to 
the tightness of { WNtn)). 
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