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Summary 
Iterative decoding provides a practical solution for the approaching of the Shannon limit 
with acceptable complexity. By decoding in an iterative fashion, the decoding complex-
ity is spread over the time domain while the overall optimality is still approached. 
Ever since the successful application of iterative decoding in turbo codes in 1993, peo-
ple have been trying to discover the secrets behind iterative decoding. This PhD 
thesis contains a new, universal method for the analysis of iterative decoding based 
on cross-entropy. It is proved that the maxhnum a posteriori probability (MAP) de-
coding algorithm minimizes the cross-entropy between the a priori and the extrinsic 
infonnation subject to given coding constraints, and the error correcting ability of each 
step of decoding can be evaluated with this cross-entropy for a converging turbo de-
coder. These theoretical results provide a solid ground for analysis of turbo decoding 
on convergence rate, derivation of Eb/No convergence thresholds, evaluation of error 
performance in the "error floor" region, and design of asymmetric turbo codes. With 
the new method, thresholds for convergence of turbo decoders can be more strictly pre-
dicted compared with using existing EXIT charts or Gaussian approximation method. 
For performance evaluation in the "error floor" region, the new 1nethod provides more 
detailed information than bounding techniques but is 1nuch less time-consuming than 
direct BER simulations. An asymmetric turbo code designed with the guidance of the 
new method also exhibits rnore than 0.1 dB of gain over that guided by the classi-
cal bounding technique in both high and low BER regions. Unlike most conventional 
analysis methods which rely heavily on either Gaussian approxhnation of distribution 
of the a priori/extrinsic information or a full knowledge of source bits, or even both, 
the new method provides analysis in a totally blind fashion. 
Since hybrid-ARQ is thought to be the mainstream error controlling technology in fu-
ture high speed wireless communication systems, this PhD thesis also provides some 
innovative ideas on the applications of iterative decoding in bandwidth efficient hybrid-
ARQ systems. Multilevel coded modulation, which is featured with unequal error 
protection capability, high bandwidth efficiency, and high flexibility, is employed to 
construct hybrid-ARQ. Multilevel HARQ schemes, including synchronous, asynchro-
nous, and adaptive multilevel HARQ are proposed, and analysed in both theoretical 
and numerical ways. Significant gains can be observed in comparison with conventional 
TOM HARQ schemes. However, conventional Chase diversity combining is found to be 
applicable only to the fanner two HARQ schemes, but not applicable to the adaptive 
multilevel HARQ, which however shows best performance in non-combining scenarios, 
due to its dynamic packet structure. As a solution, multistage iterative combining, 
which is based on the principles of iterative decoding, is proposed and verified with 
simulation results. 
Key words: Iterative Decoding, Cross-Entropy, Convergency, Hybrid-ARQ, Multilevel 
Coded Modulation, Diversity Combining, Turbo Codes. 
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Chapter 1 
Introduction 
1.1 Historical Perspective 
YiJing (69], a Chinese philosophy book written more than two thousand years ago, reads 
that the whole world consists of only two elements: 'Yin'(Lunar) and 'Yang'(Solar). 
All things and events ru:e just variations or combinations of these two elements. This is 
one of the earliest theoretical idea on the concept now known as 'information'. In stead 
of 'Yin' and 'Yang', '0' and 'I' are now usually used to denote the two basic elements. 
Information has becmne one of the basic resource that our modern life relies on, like 
water and food. But 1nuch of the n1odern information principles stems only back to 60 
years ago, when the works of Shannon (1948), Wiener (1949), and Kotel'nikov (1947) 
were published [26]. A1nong them, Shannon's work had a much more digital flavor than 
the others, and more importantly, focused jointly on the encoder and decoder. Because 
of this joint emphasis and the freedom from restrictions to particular types of receiver 
structures, Shannon's theory provides the most general conceptual frmnework known 
within which to study efficient and reliable communication. 
In his work [54], Shannon set forth the theoretical basis for coding which has come 
to be known as information theory. By mathematically defining the entropy of an 
information source and the capacity of a communications channel, he showed that it 
was possible to achieve reliable communications over a noisy channel provided that 
1 
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the source's entropy is lower than the channel's capacity. This cmne as a surprise to 
the communications community which at the thne thought it impossible to achieve 
arbitrarily small error probability with a nonzero data transmission rate. Shannon 
proved that channel capacity can be approached by random coding with large enough 
block length. 
Encouraged by Shannon's theorems, resem·chers in the information theory field all over 
the world kept trying to find practical capacity-approaching codes. Until the invention 
of turbo codes in 1993, the best error-correcting codes still remained far frmn the ideal 
performance. The introduction of a very widespread concept in electronics, feedback1 , 
into information theory by turbo codes enabled the gap between theory and practice 
to be bridged. The invention of turbo codes, through different innovatory concepts 
such as iterative probabilistic decoding and extrinsic information, greatly marked the 
scientific community (see, for example [28]). These concepts were extended to functions 
other than error-correcting coding, in the comn1lmication chain. Today, for example, 
we speak of turbo-equalization, turbo-detection and turbo-synchronization. 
'1\u·bo codes were rapidly adopted by the CCSDS (Consultative Committee for Space 
Data Systems), the standm·dization committee for international space agencies (NASA, 
ESA, NASDA etc.). The first European mission using turbo codes was the SMART-
1 probe launched at the end of 2003. Then, other standm·dization committees soon 
integrated turbo codes into the standards of 3rd generation communication systems: 
UMTS in Europe, CDMA2000 in the United States and Asia, and TD-SCDMA in 
China. Other systems using turbo codes (INMARSAT, EUTELSAT, DVB-RCS, DVB-
RCT, BRAN, IEEE 802.16, magnetic recording, etc.) have already been standardized 
or are currently being specified. 
The recent success of ttu·bo codes has also turned attention to the possibility of reviv-
ing other capacity approaching codes. For example, the Low-density Parity Check code 
(LDPC), first invented in the 1960s [25], has been reinvented by introducing iterative 
decoding technique [42]. Using an iterative decoding process, LDPC may allow engi-
neers to actually design systems that get even closer to the Shannon limit than turbo 
1 Hence, the prefix 11turbo", by analogy with the principle of exhaust gas recirculation in tur-
bocharged engines 
1.2. Motivations 3 
codes and with lower imple1nentation cost. 
1.2 Motivations 
The success of iterative decoding in turbo codes is revolutionary for the whole signal 
processing field. Numerous new techniques have been proposed based on iterative 
concepts. Almost all existing signal processing techniques are reviewed or re-invented 
from an iterative point of view. 
However, until now, iterative decoding is understood more numerically rather than 
theoretically. Basic bit error rate (BER) simulation is still the main tool people have 
to rely on in the analysis and design of iterative decoders. Non-BER tools like Density-
evolution, EXIT chart, and Gaussian approxhnation were proposed recently but various 
pre-assumptions like Gaussian assumption of subject sequence, availability of source 
information, etc., were hnposed. The motivation of the first part of the PhD work is 
to propose a universal, quick and blind method for the analysis and design of iterative 
decoding, so as to liberate code designers frmn either endless BER shnulations, or 
various strict assumptions. 
If the first part of the work is more theoretical, the second part will be more practical. 
It is noted that hybrid-ARQ becmnes a mainstream error-controlling scheme in the 
future high-speed wireless cmnmunication systems such as High Speed Downlink Packet 
Access (HSDPA) and IEEE 802.16 (WiMAX). Thus, several new bandwidth efficient 
hybrid-ARQ schemes are proposed and application of iterative decoding principles into 
hybrid-ARQ is explored. 
1.3 Overview of the Thesis 
The thesis is organized as follows: 
Chapter 2 is devoted to basic concepts and principles, including entropy, mutual infor-
mation, channel capacity, Shannon-limit, ARQ, trellis diagrmn, Hamming/Euclidean 
1. 3. Overview of tlw Thesis 4 
distance, lossless decoding, M-PSK, QAM, coded modulation. This provides a general 
background for the research carried out throughout this work. 
Chapter 3 provides a systematic view on basic encoding concepts including the RSC en-
coder, the interleaver/de-interleaver, concatenation, puncturing, etc., and all classical 
decoding algorithms used in iterative decoding, including the MAP /SOVA algorith1n 
and their variations, and the 1nodifications on MAP /SOVA for iterative decoding. Com-
parisons between MAP, SOVA and their variations have also been carried out. 
Chapter 4 and 5 contain the main outcomes of the PhD research. In Chapter 4, a new, 
universal method for the analysis of iterative decoding based on cross-entropy. It was 
first proved that the error correcting ability of each step of decoding can be evaluated 
with cross-entropy between the extrinsic information and the a priori information for a 
converging turbo decoder. This provides a solid ground for analysis of turbo decoding 
on convergence rate, derivation of Eb/No convergence thresholds, evaluation ｾｦ＠ error 
performance in "error floor" region, and design of asymmetric turbo codes. Unlike most 
conventional analysis methods which rely heavily on either Gaussian approximation of 
distribution of the a priori/ extrinsic information or a full knowledge of source bits, or 
even both, the new method provides analysis in a totally blind fashion. 
In Chapter 5, Multilevel HARQ schemes, including synchronous, asynchronous, and 
adaptive multilevel HARQ are proposed and analysed in both theoretical and numerical 
ways. Significant gains are reported in comparison with conventional TCM HARQ 
schemes. However, conventional Chase diversity cmnbining is found only applicable to 
the former two HARQ schemes, but not applicable to the adaptive multilevel HARQ 
due to its dynamic packet structm·e, despite the fact that it shows best performance in 
non-combining scenarios among all multilevel HARQ schemes. As a solution, multistage 
iterative combining, which is based on the principles of iterative decoding, is proposed 
and verified with simulation results. 
This thesis is concluded in Chapter 6. 
Chapter 2 
Concepts and Principles 
This chapter is aimed to provide a general background on digital comlntmications, in-
cluding a typical digital comn1unication syste1n 1nodel, principles of information theory, 
channel models and capacity, error control coding, ARQ and modulation. 
2.1 Communication System Model 
A typical digital information transmission syste1n may be represented by the block 
diagram shown in Figure 2.1. The information source delivers source output which 
can be either a continuous waveform or a sequence of discrete symbols. The source 
encoder transforms the source output into a sequence of binary digits (bits) called the 
information sequence u. In the case of a continuous source, this involves analogue-to-
digital (A/D) conversion. 
The channel encoder transforms the information sequence u into a discrete encoded 
sequence v called a code word. v is usually in binary form, however, non-binary v is 
also used in some applications. 
Discrete symbols are not suitable for transmission over a physical channel. The modu-
lator transforms each output symbol of the channel encoder into a wavefonn x. This 
waveform enters the channel and is corrupted by noise. Typical transmission channels 
include telephone lines, optical cables, radio links and satellite links. Each channel is 
5 
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u v 
Figure 2.1: Block diagrmn of a typical digital information trans1nission system 
subject to various noise disturbances, which are main concerns of the demodulator and 
decoder. 
The demodulator processes each received waveform y and produces an output. The 
sequence of demodulator outputs, corresponding to the encoded sequence v, is called 
the received sequence r. 
The channel decoder transforms the received sequence r into a binary sequence u called 
the estimated sequence. The decoding strategy is based on the rules of channel encoding 
and the noise characteristics of the channel. Ideally, ii will be a replica of the information 
sequence u, although the noise may cause some decoding errors. 
The source decoder transfers the estimated sequence u into an estimate of the source 
output and delivers this estimate to the destination. When the source is continuous, 
this involves digital-to-analogue (D /A) conversion. 
The focus of this thesis is on channel coding and modulation modules, although de-
scription on some other modules are also provided to form a full technical background. 
As a basis of the work, some important concepts in information theory m·e presented 
in the following. 
2.2. Principles of Infonnation Tlleory 7 
2.2 Principles of Information Theory 
As a measure, the physical element of inforn1ation that could be represented by '0' or '1' 
is defined as a bit. The most obvious quantitative 1neasure of information content is the 
number of bits required to store or trans1nit the information. However, not all physical 
bits contain the same amount of infonnation content. For example, if a source is known 
to produce many more 'O's than '1's, then the '1's, being more unexpected, convey 
more information content than the 'O's. Claude Shannon encapsulated this concept of 
information content in the definition: information is the resolution of uncertainty [54]. 
Uncertainty is measured using probability, and hence the infonnation conveyed by a 
symbol A: 
I(A) = f(P(A)) (2.1) 
where P(A) denotes the a priori probability of A; and !(·) denotes some appropriate 
function. Consider a message made up of two independent symbols A and B. Then: 
I(AB) = f(P(A, B))= f(P(A)P(B)) (2.2) 
the information conveyed by two sy1nbols is expected to be the sum of the information 
of each separately: 
I(AB) = I(A) + I(B) (2.3) 
Thus, f ( ·) should satisfy: 
f(P(A)P(B)) = f(P(A)) + f(P(B)) (2.4) 
The logarithn1 function log(·) can be used as f ( ·), but the information content would 
then be negative. Hence we let: 
1 
I(A) = -log(P(A)) = log(P(A)) (2.5) 
Consider a binary source giving a message of length n, so that there are 2n possible 
messages, of probability P = 1/2n, and infonnation content: 
1 
I= log( p) = n log(2) (2.6) 
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Figure 2.2: Entropy of a binary source 
If the base of the logarith1n is 2, then I= n, and infonnation content is measured in 
bits, which, on the other hand, provides a physical understanding of the measure of the 
information. 
The average information rate, or entropy, H, of a source is given by weighting the 
information content of the symbols by their probability: 
m-1 l 
H = f.; P(Ai) log2 (P(Ai)) (2.7) 
In the binary case: 
1 1 
H = P('1')I(1) + P('O')I(O) = plog2 (:p) + (1- p) log2 ( 1 _ p) (2.8) 
where pis the probability of '1'. This function is plotted in Figure 2.2. 
In the general case, suppose a sy1nbol Yj is received from a channel. The information 
transferred by this event is the reduction of the uncertainty, i.e., 
I = Hprior - Hpost (2.9) 
The a priori uncertainty Hprior is just the entropy of the source: 
m-1 1 
Hp1·ior· = H(.X) = f.; P(Xi) log2(P(Xi)) (2.10) 
where X = Xi, i = 0, ... , m- 1 is the set of transmitted symbols. The posteriori 
uncertainty is obtained from the set of probabilities of the Xis given that Yj was 
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Figure 2.3: Relationship between entropy and mutual information 
received: 
m-1 1 
Hpost = H(XIYj) =f.; P(XiiYj)log2(P(XiiYJ)) (2.11) 
Then, average infonnation transferred, or mutual information: 
m-1 
I(X; Y) =I:: P(Yj)(H(X)- H(XIYj)) = H(X)- H(XIY) (2.12) 
j=O 
where 
m-1 
H(XIY) = ［ｾｯ＠ P(X;,Yj)log2(P(;IYj)) (2.13) 
Alternatively, 
I(X; Y) = H(Y) - H(YIX) (2.14) 
where 
(2.15) 
Figure 2.3 illustrates the relationship between the quantities involved in Equation (2.13) 
and (2.15). 
The concepts of bit, entropy, and 1nutual infonnation provide basic mathematical tools 
for further theoretical exploration of communication systems. 
2.3 Channel Models and Capacity Bounds 
During the transmission of signals in a medium (i.e., a physical channel), there might 
be two main sources of impairments. One is the fading accounting for the combined 
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Figure 2.4: A sine wave distorted by different impairments. 
effect of multiple propagation paths, rapid movements of the transmitter/receiver, and 
reflectors. The other is the thermal noise accounting for all other random effects that 
can not be eliminated. Fading changes the envelope of the modulated signals, while 
noise only makes the envelope 'harsh'1 , as shown in Figure 2.4(a) and Figure 2.4(b) . 
In order to simulate the physical channels and to evaluate the design of coding/ decoding 
and modulation/ demodulation, a general mathematical model for the physical channels 
is established. Let X = X[+ jXQ represent the !nodulated signal, i.e., the channel 
input, y = YI + jyQ represent the channel output, a represent the fading factor, and 
n = n1 + jnQ represent the noise, then the channel can be modelled as, 
y = ax+n (2.16) 
The block diagram of the complex channel is shown in Figure 2.5. 
2.3.1 AWGN and Rayleigh Channels 
With the channel model in Figure 2.5, suppose a discrete input alphabet B, and a 
continuous output alphabet R, then the conditional probability density functions (pdf) 
set 
p(ylxk),xk E B,y E R,k = 0, ... ,M -1, 
1Changes are random and independent of the current state of the waveform. 
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X 
Figure 2.5: A general communication channel 
where lYI represents the number of possible input symbols, i.e., the nu1nber of symbols 
on the signalling constellation, defines a Discrete-Input, Continuous-Output (DICO) 
channel. 
One of the most important classes of DICO channels is the DICO additive white 
gaussian noise (AWGN) channel, for which a = 1 and n is a zero-mean complex 
Gaussian random variable with independent and identically distributed real (ni) and 
imaginary (nQ) components. The variance of n1 or nQ is a 2 . For a given xk, it follows 
that YI (or YQ) is gaussian distributed with mean Xk,I (or Xk,Q) and variance a 2 . That 
is, 
for the I channel, and 
p(yQjXk,Q) = _1_e-(yq-xk,Q)2j2a2 
V2ifa 
for the Q channel. The AWGN channel is me1noryless, which means 
N 
P(Yb ... ,yNjx1, ... ,xN) = ilP(Yilxi) 
i=l 
for any given sequence with arbitrary length N. 
(2.17) 
(2.18) 
(2.19) 
Another important class of DICO channel is the Rayleigh fading channel. In a common 
land mobile radio channel, the direct wave might be obstructed and the mobile unit 
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receives only reflected waves. When the number of reflected waves is large, according to 
the central limit theorem, two quadrature components of the channel impulse response 
w.ill be uncorrelated Gaussian random processes with a zero mean and variance cr;. As 
a result, the envelope of the channel impulse response at any time instant undergoes a 
Rayleigh probability distribution and the phase of the channel response obeys a uniform 
distribution between -1r and 7f. The probability density function (pdf) of the Rayleigh 
distribution is given by 
p(a) = { 
0 
｡ｾｏ＠
a<O 
(2.20) 
In the current work, without extra declaration, all Rayleigh channels will be assumed 
to be fully interleaved with slow fading. Fully interleaved means that the channel 
interleaving depth is sufficiently large, resulting in independent and identically dis-
tributed (i.i.d.) fading a1nplitudes. Slow fading means that the fading bandwidth is 
small compared to the signal bandwidth so that the receiver will be able to track the 
phase variations, and hence compensate it with some technologies. In simulation, a 
slow fading process can be modelled as a constant random variable during each symbol 
interval. 
2.3.2 Channel Capacity and Bounds 
Channel capacity is the maximum possible rate that a signal can be correctly transmit-
ted over a channel. For a complex DICO AWGN channel with discrete input restricted 
to points in a signalling constellation Xk : Xk=O, ... ,M _ 1, and continuous output y, the 
pdf of the output is 
p(ylxk) = _1_e-IY-xkl2 /2a2 
21rcr2 
Using Shannon's capacity formula based on mutual information (54], 
M-1 00 ( I ) 
"""" /_ p Y Xk C = maxJ(x, y) =max Lt Pk p(ylxk) log L . ( I ·) dy 
P P k=O -oo jPJP Y X3 
(2.21) 
(2.22) 
where Pk is the probability that point Xk is used, and maxp 1neans maxhnum operation 
over Pk· Assu1ne that all points of the signalling constellation are used with equal 
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Figure 2.6: Capacities of vru:ious signal constellations over AWGN channel 
probability, i.e., 
1 
Pk=-M 
13 
(2.23) 
replace y with za + xk, where z is con1plex with components u and v, and replace xk 
with XkG', the capacity becomes 
and for bandpass wavefonn, 
s 1""1 2 
N = 2 L....J 1\11 lxkl 
k 
(2.25) 
where Xk is the kth point of the signal constellation now nonnalized so that the noise 
variance is 1. Numerical integration of this equation provides the capacity curves shown 
in Figm·e 2.6 for a variety of signalling constellations. 
For a continuous AWGN channel with both continuous input and continuous output 
( CICO), Shannon expressed the system capacity C with the average received signal 
power S, the average noise power N, and the bandwidth W as [54) 
(2.26) 
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When W is in Hertz and the logaritlun is taken to the base 2, the capacity is given in 
bits/s. Equation (2.26) can be transformed into 
(2.27) 
Let W -too, i.e., C /W -t 0, using the identity 
lim (1 + x) 11x = e 
X -tO 
(2.28) 
we get 
Eb = - 1- = 0.693 = -1.6dB 
No log2e 
(2.29) 
This value of Eb/No is called the Shannon limit. The existence of Shannon lhnit 
indicates that, as long as the power exceeds the lhnit, error free transmission is realistic. 
Encouraged by this limit, people keep trying to find good error control schemes to save 
transmission power so as to approach this limit as close as possible. Tt.u·bo coding, which 
will be addressed in Chapter 3 in detail, is one of the most significant achievements. It 
realized almost error-free transmission with extremely low power consumption (10]. 
For Rayleigh channels which are more common in wireless communications, it is difficult 
to evaluate the capacities directly. Lee [37] provided an evaluation on the capacity 
of CICO Rayleigh channels in an average sense and found that the average channel 
capacity over Rayleigh fading equals the channel capacity over Gaussian noise when the 
bandwidth approaches infinity. More recent work [2] cmnputed the capacity of discrete-
time memoryless Raleigh fading channels and the corresponding capacity-achieving 
input distribution as a function of the signal-to-noise ratio. 
2.4 Forward Error Control Coding 
All error control schemes are based on structured redundancy. Redundancy is used 
usually in two ways. The first type is forward er'ror correction (FEC), which utilizes 
parity bits for both detection and correction of errors, thus it requires a one-way link 
only. The second is error detection and retransmission, which utilizes parity bits (re-
dundant bits added to the data) to detect that an error has been made. The receiver 
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simply requests the transmitter to retransmit the data once error happens, thus this 
scheme is also known as automatic repeat request (ARQ). A two-way link is required 
for the error control using ARQ. Compared with ARQ, FEC is more cmnplex in terms 
of both transmitter and receiver. 
According to the. encoding structtu·e, FEC codes may be classified into two types, block 
codes and convolutional codes. The encoder for a block code divides the information 
sequence into message blocks of k information bits each. A message block is represented 
by the binary k-tuple u = ( 1t1 , 1t2 , ... , 1tk) called a message. There are a total of 2k 
different possible messages. The encoder transforms each message u independently 
into an n-tuple v = (v1, v2, ... , vn) of discrete symbols called a code word. Therefore 
corresponding to the 2k different possible 1nessages, there are 2k different possible code 
words at the encoder output. This set of 2k code words of length n is called an ( n, k) 
block code. The ratio R = k / n is called the code rate. The error correction ability 
of block code is gained by introducing n - k( n > k) parity bits. Since the n-symbol 
output code word depends only on the corresponding k-bit input message, the encoder 
is memory-less, and can be implmnented using a combinational logic circuit. 
The encoder for a convolutional code also accepts k-bit blocks of the information se-
quence u and produces an encoded sequence (code word) v of n-symbol blocks. In 
convolutional coding, the symbols u and v are used to denote sequences of blocks 
rather than a single block as in block coding. The reason is, each encoded block de-
pends not only on the corresponding k-bit message block at the same time unit, but 
also on the m-bit message block generated by previous messages and stored in the 
encoding me1nory. Hence, the encoder has a memory order of m. The set of encoded 
sequences produced by a k-input, n-output encoder of memory order m is called an 
(n, k, m) convolutional code. Similarly, R = k/n is called the code rate, and n > k so 
as to provide error correction ability. Since the encoder contains memory, it must be 
implemented with a sequential logic circuit. 
The original turbo codes were constructed using convolutional component codes, al-
though later it was found that block codes can also be used to construct turbo codes. 
In this thesis iterative decoding for turbo convolutional codes are of the main concern. 
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Thus, the following discussion will be concentrated on principles of convolutional codes, 
although some concepts might be common for both convolutional and block codes. 
2.4.1 Algebraic Representations 
Any ( n, k) convolutional code is specified by k x n generator polynomials, which form 
the generator matrix, G(D) 
gu g12 gln 
G(D) = g21 g22 g2n (2.30) 
gkl gk2 ... gkn 
Consider k input sequences ｵｾＬ＠ u2, ... , Ui, ... , Uk. Each of them can be represented by a 
power series (65] 
(2.31) 
fori= 1, 2, ... , k, where the power of indetenninate D denotes the number of tin1e units 
the binary symbol is delayed with respect to the initial binary symbol in the sequence. 
They can be arranged as a row vector of sequences 
(2.32) 
Shnilarly, the entire output sequence consists of n code polynomials 
(2.33) 
The encoding operation can now be represented by a vector matrix product 
v(D) = u(D)G(D) (2.34) 
The jth code sequence is computed as 
k 
vU)(D) = 2: u(i)(D)gij(D) (2.35) 
i=l 
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In a systematic (n,k) convolutional code the first k output sequences are exact replicas 
of the input information sequences. The generator 1natrix of a systematic convolutional 
code is of the form 
G(D) = [ Ik P(D) ] (2.36) 
where Ik is a k x k identity matrix, and P(D) is a k x (n- k) 1natrix of polynomials 
with elements in Galois Field GF(2). A systematic convolutional code allows direct 
extraction of the message from the codeword, thus is helpful to reduce the complexity 
of the gecoder. 
A non-systematic convolutional encoder with encoding matrix G 1 (D) may be trans-
formed into its equivalent systematic form with encoding matrix G (D) by performing 
some Inultiplication/division operations T(D) on its input sequence u 1 (D) prior to 
encoding, i.e., 
G(D) = T(D)G1 (D) (2.37) 
where the matrix T(D) is invertible. Equivalent generators G(D) and G 1 (D) map 
different message sequences u(D) and u 1 (D), where u(D) = u1(D)T(D), to the same 
codeword v(D). 
Consider a systematic convolutional code specified by its generator matrix in the form 
(2.36). Given a message sequence u(D) the codeword is obtained as 
v(D) = u(D)G(D) = [ u(D) u(D)P ] (2.38) 
where u(D)P is the parity check consisting of (n - k) digits. Note that u(D)P + 
u(D)P = 0, the following equation follows, 
[ u(D)P(D) u(D) ] · [ In-k ] = 0 
P(D) 
(2.39) 
where In-k is the (n- k) identity matrix. (2.39) can be written in a more compact 
form as 
(2.40) 
where 
H(D) = [In-k P(D) ] (2.41) 
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(a) The controller canonical form 
u 
(b) The observer canonical form 
Figure 2.7: Circuit representation of convolutional encoding. 
The (n- k) x n matrix H(D) is called the parity check matrix. It is usually used in 
error detection to test whether a received vector is a codeword by checking (2.40). It 
is always possible to find a parity check matrix corresponding to a generator matrix 
G(D) if G(D) is transformed into a systematic form, by referring to (2.40) and (2.37). 
2.4.2 Graphical Representations 
Circuit Diagram 
In general, a generator matrix G(D) can be expressed as a 1·ational transfer function 
G(D) = a(D) 
q(D) (2.42) 
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where a(D) and q(D) are the polynomials with binary coefficients 
a(D) = ao + a1D + · · · + avDv 
q(D) = qo + q1D + · · · + qvDv 
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and q(D) is assumed to be a delay free polynmnial, i.e., qo = 1 (It can always be written 
in this form by pulling out the common form Di, where i is the delay). 
With the rational generator matrix in (2.42), the encoding operation represented by 
Equation (2.34) can be performed by the circuits illustrated in Figure 2.7. Figure 2.7(a) 
is known as the controller canonical form, and Figm·e 2. 7(b) is known as the observer 
canonical form of the encoding circuit. 
State Diagratn 
As a finite state linear circuit, a convolutional encoder can also be described with a 
state diagram. The state diagrrun is a graph that consists of nodes, representing the 
encoder states, and directed lines, representing state transitions. Each directed line is 
labelled with the input/output pair. Given a current encoder state, the information 
sequence at the input determines the path through the state diagratn and the output 
sequence. As an example, the state diagTam for the systetnatic encoder (2, 1) is shown 
in Figure 2.8. 
Trellis Diagratn 
Based on the state diagTam, the trellis diagram is proposed to depict the dynamic state 
transition process of encoding more intuitively. A trellis is a set of nodes interconnected 
by unidirectional branches. Every node is assigned an integer l, which is referred to 
as the depth of the trellis, and an (n- k)-tuple, called a state, denoted by Si(l), for a 
certain integer i. So there will be at most 2n-k states. They are all ordered from 0 to 
2n-k, with 0 referring to the all-zero (n- k)-tuple. 
There is only one node at depth 0, denoted by 80 (0) and only one node at depth n, 
denoted by 80 ( n). A path in the trellis of length L is a sequence of L branches. Let lz 
2.4. Forward Error Control Coding 20 
1/11 
1/11 1/10 
1/10 
Figure 2.8: State diagram for the (2, 1) systematic convolutional encoder 
denote the set of node subscripts at depth l, which represents a subset of the integers 
0, 1, 2, ... , 2n-k- 1. The trellis for the code C is constructed as follows. 
At depth l = 0, the trellis contains only one node, which is the all-zero (n- k)-tuple 
So(O). 
For each l = 0, 1, ... , (n- 1) the set of states at depth (l + 1) is obtained fron1 the set 
of nodes at depth l by the formula [65] 
(2.43) 
for all i E It, mE It+l , and j E 0, 1, where a{ are binary inputs, a{ = j,j E 0, 1, and 
ht+1 (D) is an (n- k) x 1 column vector in H(D) defined by (2.41) for a convolutional 
code. All operations are carried out in GF(2). 
Therefore, for each i in It, connecting branches are formed between node Si(l) and two 
nodes at depth (l + 1), for two different binary values a{ E 0, 1, according to the above 
formula. Each branch is labelled by the corresponding value a{. 
At depth l = n, the final node, S0 (n), is given by 
n-1 
So(n) = So(O) + L a{hi(D) = 0 (2.44) 
i=O 
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Figure 2.9: TI.·ellis diagrmn for the (2, 1) systematic convolutional encoder 
As both S0 (n) and 80 (0) are the all-zero states, it implies 
n-1 
:E a{hi(D) = 0 (2.45) 
i=O 
As any codeword satisfies Equation (2.40), which is equivalent to Equation (2.45), it 
implies that only those a{ which constitute a codeword will form paths in the trellis 
ending in the final all-zero state. Thus every valid path in the trellis corresponds to a 
codeword. 
By the construction method in Equation (2.43), all possible binary n-tuples, are formed 
in the trellis. There m·e total 2n of them. They include 2k valid codewords. Thus, every 
codeword in C is represented in the trellis and it corresponds to a path in the trellis. 
Finally, remove any nodes that do not have a path to the final all-zero state at depth 
n and all branches leading to these expurgated nodes. 
The trellis diagram for the systematic convolutional code (2, 1) is shown in Figm·e 2.9, 
as an example. 
The trellis diagran1 provides an intuitive view on the process of encoding. Since de-
coding is the inversive process of encoding, it is convenient to cmnpare the received 
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sequence with the paths on the trellis to find the most likely codeword from the code 
book. This is called trellis based decoding. 
2.4.3 Differentiation of Codewords 
The task of decoding is to differentiate the transmitted codeword correctly from other 
codewords in the code book with the knowledge of the received noise-disrupted sig-
nals (13]. Obviously, the performance of a decoder is determined not only by the 
channel condition, i.e., the strength of the noise, but also by the difference between 
the codewords in the code book, i.e., distance properties. Two types of distance are 
usually considered in decoding. For hard decision decoding, the decoder operates with 
binary sy1nbols and the code difference is 1neasured by Hamming distance. For soft 
decision decoding, the decoder receives and delivers quantized or analog signals and 
the difference is measured by Euclidean distance. 
For binary codes, the Hamming distance between codeword v1 and v2 dH(vl, v 2) is 
defined as the number of bits in which u and v differ. Since convolutional codes are 
linear, it is always possible to find an all-zero codeword in the code book. On the other 
hand, the Hamming distance between two codewords is equal to the weight (Hamming 
weight), defined as the number of non-zero bits in the codewords, of their modulo-2 
sum, which is another codeword. Thus, the 1ninimum Hamming distance, also called 
minimum free distance noted by dtree, between any two codewords of a convolutional 
code is the minimum weight of all non-zero codewords. In other words, the all-zero 
codeword existed in all code book can be used as the reference sequence in determining 
the minhnum free distance. 
The minimum free distance property is ilnportant for the performance of a hard decision 
decoder. But for a soft decision decoder, the code sequence (or in general, the vector) 
v1 and v2 is no longer in binary fonn. Thus, the Euclidean distance, a 1neasurement 
for the distance between two vectors in a 1nulti-dimensional space, is considered in 
stead of the Hamming distance. The Euclidean distance between two code sequence 
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u1 = (vl,b v1,2, ... , vl,n) and v2 = (v2,1, v2,2, ... , V2,n) is defined as, 
n 
､ｾＨｶＱＬ＠ v2) = lv1- v2l2 = l:(vl,i- V2,i)2 (2.46) 
i=l 
Similar to the minimum free Hamming distance, the minimmn Euclidean distance be-
tween any two code sequences is called the minimum free Euclidean distance, denoted 
by dE,free· 
2.4.4 Weight Distribution 
Define Ai as the number of codewords of weight i in the trellis that diverge from the 
all-zero path at a node and then remerge for the first time at a later node. The set 
{Ad Ad +1 · · · A · · · · } jrcel free 1 1 ｾｬ＠
is called the weight distribution of a convolutional code. The weight distribution can 
be obtained from the generating function of the augmented state diagram [56]. The 
weight distribution of a code ( n, k) can also be expressed by the code weight enumerating 
function (WEF) 
n 
A(X) = l:AiXi (2.47) 
i=O 
where X is a dum1ny variable. Particularly, for systematic block codes, the input-
redundancy weight enumerating function (IRWEF) is defined to describe the contribu-
tions of the input infonnation bits to the total Hamming codeword weight as 
A(VV, Z) = 2:.: Aw,z ww zz (2.48) 
w,z 
where Aw,z is the number of the codewords of the block code with the input information 
weight wand parity check information weight z, and W, Z are dmnmy variables. Since 
the code is syste1natic, the overall Hamming weight of the codeword is d = w + z. 
2.4.5 Lossless Decoding 
Generally, decoding is a special case of signal processing. It is well known that signal 
processing cannot increase the volume of information contained in a sequence [13], i.e., 
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the information is either unchanged or reduced due to the processing. For a decoder, 
in order to achieve the best possible performance, lossless processing is preferred. 
Consider the a posteriori pTobability (APP) decoders which are widely used in soft-in-
soft-out decoding. An APP type decoder perforn1s decoding based on the processing 
of the a posteriori probabilities of all codewords. -This class of decoders prove to 
be effective in applications. However, a pertinent question is whether there are any 
fundamental losses associated with the probability processing of this kind of decoding 
strategy. 
Let <I> represent the probability processing performed by the APP decoder and I(v; r) be 
the mutual information in received codeword r about trans1nitted codeword v. Then, 
J(v; r) = H(v)- H(vlr) (2.49) 
where H(v) is the entropy associated with v and the conditional entropy of v given r 
is 
H(vlr) = E[-logp(vlr)] (2.50) 
It is this conditional entropy which 1nust be shown to be unchanged after processing. 
For a particular realization, the vector r represents the N soft values obtained from 
the channel, where N is the codeword length. Let the code book be represented by 
c = {Xl, x2, ... , X2K }, where J( is the number of information bits in each codeword. 
The MAP decoder produces 2K soft values representing the codeword probabilities 
p[Xi lr]. The conditional entropy after decoding is 
H(vi<I>(r)) = E[-logp(vlp(Xllr),p(X2Ir), · · · ,p(X2Kir))) 
= E[-logp(vlr)] 
= H(vlr) (2.51) 
The second line follows from the first since the a-field corresponding to r is the sa1ne 
as the a-field corresponding to { Pr [Xi lr)} [12]. 
From above discussion, it can be concluded that the processing carried out by an APP 
decoder is lossless. That is, 
J(v; r) = J(v; <I>(r)) (2.52) 
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Equation (2.52) predicts that an optimmn decoding algorithm, which n1inimizes the 
decoding error probability, exists based on the APP decoding strategy. Actually, the 
maximum a posteriori probability (MAP) decoder, which 1ninimize the decoding error 
' probability by choosing the codeword with the maximum a posteriori probability as 
the decoding output after the APP processing, is just the realization of this prediction. 
2.5 Automatic Repeat Request (ARQ) 
There are two types of ARQ systems: stop-and-wait ARQ and continuous ARQ. With 
stop-and-wait ARQ, the transmitter sends a code word to the receiver and waits for 
a positive (ACK) or negative (NACK) acknowledgement from the receiver. If NACK 
is received (error(s) detected), it resends the preceding code word. When the noise is 
persistent, the same code word may be retransmitted several times before it is correctly 
received and acknowledged. 
With continuous ARQ, the transmitter sends code words to the receiver continuously 
and receives acknowledgments continuously. When a N ACK is received, the transmitter 
begins a retransmission. It may back up to the code word in error and resend that 
word plus the words that follow it. This is called go-back-N ARQ. Alternatively, the 
transmitter may simply resend only those code words that are acknowledged negatively. 
This is known as selective-repeat ARQ. Go-bade-N ARQ requires less signalling and 
buffering than selective-repeat ARQ, however, it is less efficient than selective-repeat 
ARQ in term of channel capacity utilization. Considering the increasing importance 
of efficient utilization of channel capacity in recent years, selective-repeat ARQ will be 
assumed in this research, although it is straightforward to extend the results into any 
other ARQ scheme. 
Throughput and reliability are two 1nost important parameters to evaluate the perfor-
mance of an ARQ system. Throughput might be defined differently in different work. 
In this work, throughput is defined as the average number of encoded data packets 
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accepted2 by the receiver in the time that the transmitter sends3 a single information 
packet. Reliability of an ARQ system is usually expressed in terms of the rate at which 
packets containing errors are accepted, i.e., the packet error rate (PER). In many cases, 
it is also expressed in terms of the bit error rate (BER) of the accepted packets. In this 
thesis, BER terms are adopted. 
2.5.1 Hybrid-ARQ and Packet Con1bining 
FEC incurs constant transn1ission redundancy (overhead) even when the channel is 
error free, while ARQ may lose its correction ability when the channel is too noisy. For 
wireless channels, hybrid ARQ (HARQ) constructed by combining ARQ with FEC is 
more desirable considering the highly varying propagation environ1nent. With HARQ, 
limited overhead is introduced for FEC. Once FEC fails to correct errors, a retransmis-
sion is requested for ftu·ther correcting. With this scheme, transmission bandwidth is 
reduced due to reduced overhead for FEC, while error correcting ability is still kept at 
smne level due to FEC for well-conditioned channels and ARQ for noisy channels. 
In conventional HARQ schemes, erroneous packets are discarded and replaced by their 
retrans1nitted copies. A 1nore efficient scheme is to save the erroneously received packets 
and proceed decoding for newly retransmitted packet with the help of the saved copies. 
This kind of technique is called HARQ with combining. In HARQ with cmnbining, the 
retransmitted packet may be an identical copy of the original packet, and the individual 
symbols from n1ultiple packets are combined to form a new packet consisting of more 
reliable symbols. This scheme was first proposed by Chase in [16), so it is called Chase 
combining. Alternatively, the retransmitted packet may contain some additional parity 
bits, which makes the combining 1nore powerful than Chase combining. This kind 
of combining is called inc1·emental redundancy (IR) combining (38). IR combining is 
superior to Chase combining in performance, but needs more memory and decoding 
complexity. 
2Term ,packets accepted, means the packets which successfully pass ORO check. The accepted 
packets may or may not contain errors. 
3Term ,send, means to deliver a new or retransmitted packet ｴｾｲｯｵｧｨ＠ the channel to the receiver. 
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2.6 Modulation 
2.6.1 Baseband and Bandpass Modulation 
The objective of the modulation in a digital system is to transfonn the encoded bits 
sequence into a form suitable for transmitting over given type of channel. Thus, var-
ious modulation schemes are proposed for different channels. Particulru·ly, for a radio 
channel, the signal has to be transmitted in a very high frequency so as to reduce 
the scale of the radio receiving equiptnent and the errors introduced by energy loss. 
This is performed by taking a signal, named carrier, that already lies at the required 
frequency, and varying its parameters (phase, amplitude for a sine wave carrier , for 
instance) in a way determined by the bits to be transmitted. Basically, a modulator in 
such a systetn operates in two stages: firstly, map the input bits onto a value of some 
parameter (phase, mnplitude), and then, modify the carrier wave form with the new 
parameter. 
In radio systems, sine wave is usually adopted as the carrier, one of the benefits is that 
the modulated signal is still sine wave. Let A represent the amplitude, t represent the 
time, wo represent the radian frequency of the carrier, and cp represent the instantaneous 
phase, the 1nodulated signal can be written as a function of t, 
s(t) = A(t) cos(wot- <f>(t)) (2.53) 
Modulation schemes vru·ying A(t), <f>(t) are named amplitude modulation (AM) and 
phase modulation (PM) respectively. It is also feasible to modulate signals by varying 
a combination of phase and amplitude simultaneously, which results in a more complex 
modulation scheme. Note that the instantaneous frequency of the signal: 
d(wot- <f>(t)) d<f>(t) 
Winst = = Wo - --dt dt (2.54) 
that is, the instantaneous frequency deviation from the carrier frequency is equal to 
the derivative of the phase. Thus, frequency modulation (FM) can be viewed simply as 
a variant of phase modulation. 
Let the baseband modulated signal x(t) be represented in a complex form, i.e., 
x ( t) = A ( t) cos cp ( t) + j A ( t) sin cp ( t) (2.55) 
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Figure 2.10: llnplementation of dual-channel modulation 
the 1nodulated signal s(t) can be written as: 
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s(t) = A(t) cos ¢(t) cos wot + A(t) sin ¢(t) sinw0t = Re[x(t)]Re[eiwot] + Im[x(t)]Im[eiwot) 
(2.56) 
where ejwot is the carrier in trigonometric fonn. 
Equation (2.56) indicate the realization of 1nodulation in practical radio systmns. That 
is, modulation is carried out in two independent channels, the modulation output is 
the sum-up of the outputs from two channels, as shown in Figure 2.10. 
Phase Shift Keying (PSK) and Quadrature Amplitude Modulation (QAM) are two 
frequently used 1nodulation schemes. Several special cases of these 1nodulation schemes 
are discussed in the following. 
2.6.2 M-PSK and QAM 
Binary PSK (BPSK) and quaternary PSK (QPSK) are the two simplest but most 
power-efficient uncoded modulation schemes possible. Since QPSK is as power efficient 
as BPSK [14), while its bandwidth efficiency is doubled, it is more frequently used in 
practical com1nunication systems where the bandwidth efficiency is more concerned. 
To achieve greater bandwidth efficiency, the only way is to increase the number of bits 
mapped to each sy1nbol, i.e., the level of modulation. An example is to generalize BPSK 
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Figure 2.11: Constellation diagram for 8-PSK 
to eight constellation points, as shown in Figure 2.11. Now each sy1nbol still corresponds 
to a fixed phase shift, although the points have a smaller minimum Euclidean distance 
(MED) to each other than in BPSK. Three bits ru·e mapped to each symbol, thus the 
symbol rate now is 3 bits/symbol, triple of that of the BPSK (1 bit/symbol). This 
modulation is known as 8PSK. Shnilarly, M-PSK, where J\11 is a power of 2 (111/ ｾ＠ 8), 
can be defined for higher bandwidth efficient transmission. 
However, M-PSK is not actually the most frequently used high bandwidth efficient 
modulation scheme since it has poor error performance 4• Figure 2.12 shows the con-
stellations of different 1nodulation schemes with 16 constellation points, as an example. 
All16 points in the 16-PSK constellation, as shown in Figure 2.12(a), are quite closely 
distributed around the circumference of a circle and the minimum Euclidean distance 
(MED) between points, which directly influence the precision of a demodulator to dif-
ferentiate one symbol frmn another when noise presents. A more even distribution 
of the 16 points, which results in a larger MED between points, would be obtained 
by spreading the points across the centre of the diagram, as shown in Figure 2.12(b). 
Note that the mean square distance of points from the origin, and hence the average 
4Error performance can be evaluated by bit error rate, symbol error rate, or frame error rate. 
Different signal processing algorithms may aim to optimize different evaluation factors. In the current 
work, error performance is evaluated by bit error rate unless otherwise declared. 
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Figure 2.12: Constellations of different high-level modulation schemes with same aver-
age power 
signal power, is the same in both cases. This kind of modulation schemes are named 
Quadrature A1nplitude Modulation (QAM). Particularly, with 16 points, it is named 
16QAM. 
2.6.3 Coded Modulation 
As has been seen, coding techniques are developed to reduce the energy for correct 
transmission of unit of infonnation by introducing some redundancy, i.e., the power 
efficiency of a system is gained at the expense of its spectrum efficiency, while mod-
ulation techniques are developed to transmit more information within each unit of 
time by packing several bits into one symbol, i.e., the spectnun efficiency is gained at 
the expense of smne ambiguity on the infonnation and thus some expense of power 
efficiency. 
The fundamental of coded modulation is that redundancy should be added to the trans-
mitted signal not by introducing additional symbols to the code stream, which would 
increase its bandwidth, but by increasing the radix of the code symbols, which means 
increasing the size of the signalling constellation. For example, an uncoded QPSK sys-
tem, as shown in Figure 2.13, which transmits 2 bits/syinbol, could be replaced by an 
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Figure 2.13: Uncoded QPSK and coded 8-PSK 
8-PSK modulator transmitting 3 bits/symbol with a rate 2/3 code, so that the overall 
rate remains 2 bits/symbol [14). 
It was known very early that simple combination of coding and modulation could not 
bring any gain to the system. Coded modulation, first introduced by Gottfried Unger-
boeck in (63), integrates the coding and 1nodulation modules and achieves system gain 
by maximizing both the 1ninimtnn Euclidean distance between symbols on the con-
stellation of 1napping code sequence to modulated signal and the minimum Hamming 
distance of the codes as in conventional coding. Set partitioning, originally described 
by Ungerboeck in [63], provides a formal means of taking into account the Euclidean 
distance of pairs of points in the constellation, and of relating Euclidean distance to 
the binary label of each constellation point in the design of coded modulation schmne. 
A partition chain for the 8-PSK constellation is shown in Figure 2.14. The minimum 
Euclidean distance within each subset are as shown on the figure. A stronger code 
protection is then provided to the signals modulated by the upper-level sub-set which 
has a smaller minimum Euclidean distance. In this way, coding and modulation are 
jointly designed to achieve the best possible systmn gain. 
2.7 Summary 
This Chapter began with a general model for digital signal transmission system, fol-
lowed by descriptions on some basic concepts and principles of digital communications, 
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including entropy, mutual inforn1ation, channel capacity, Shannon-limit, ARQ, trellis 
diagram, Hatnining/Euclidean distance, lossless decoding, M-PSK, QAM, coded mod-
ulation. These concepts and principles form a basis of the research carried out in the 
following chapters. 
Chapter 3 
Principles of Iterative Decoding 
Iterative decoding was proved to be powerful when Berrou and his colleagues applied 
it into the decoding of their newly invented turbo codes in 1993 [10]. The turbo de-
coder which operates in an iterative way, cooperating with the specially designed turbo 
encoder, achieved mnazingly good perfonnance, only 0. 7 dB away from the theoretical 
limit at a bit error rate (BER) of 10-5 . Ever since then, iterative principles have been 
used ahnost everywhere in digital comn1unication systems, such as iterative detection, 
iterative equalization, iterative channel esthnation. By decoding in an iterative way, 
the complexity is spread over time domain while overall optimality is still approachable. 
Thus, the processing procedure becomes more flexible and controllable. 
In this chapter, concepts and algorithms related to iterative decoding are presented. 
Before this, it is valuable to look into a turbo encoder and see how it is designed in 
favour of iterative decoding. 
3.1 Thrbo Encoding Basis 
A typical turbo encoder is constructed by the pm·allel concatenation of two convo-
lutional codes separated by an interleaver [10]. Consider a simple binary rate 1/2 
convolutional encoders with constraint length J( and memory J{ - 1. The input to the 
encoder at time k is a bit 'l.tk, and the corresponding codeword is the bit pair (vt,k, v2,k), 
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where · 
and 
K-1 
V1,k = '2::: 91,i'l.tk-i MOD 2, 91,i = 0, 1 
i=O 
K-1 
v2,k = L 92,i'l.tk-i MOD 2, 92,i = 0, 1 
i=O 
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(3.1) 
(3.2) 
G1 = {91,i} and G2 = {92,i} are the code generators. Obviously, this encoder is 
nonsystematic, thus is called a nonsystematic convolutional (NSC) code. It has been 
found that at large Eb/ No values, the error performance of a NSC code is better than 
that of a systematic code having the same metnory due to the better distance property 
of a NSC code, while at s1nall Eb/ No values, it is generally the other way around [10]. 
In the component encoders of a typical turbo code, previously encoded information 
bits are continually fed back to the encoder's input, and the input information bits 
are output directly as systematic part of the codewords. Such an encoder is called 
a recursive systematic convolutional (RSC) encoder. For high code rates, RSC codes 
result in better error performance than the best NSC codes at any value of Eb/N0 . 
A binary rate 1/2 RSC code is obtained from a NSC code by using a feedback loop, 
and setting one of the two outputs (v1,k or v2,k) equal to 7.lk· Let v 1,k = 7.tk, i.e., the 
parity bit generated by G1 is fed back, then the equivalent RSC code of the NSC with 
generator G1 and G2 is, 
and 
I<-1 
ak = 'l.tk + L 91,iak-i MOD 2, 91,i = 0, 1 
i=O 
K-1 
v2,k = L 92,iak-i MOD 2, 92,i = 0, 1 
i=O 
(3.3) 
(3.4) 
Obviously, G 2 can also be used as feedback generator. Correspondingly, the generator 
in the sum operation will be 92,i in Equation 3.3 and g1,i in Equation 3.4. 
Since the RSC encoder represented by Equation 3.3 and 3.4 is equivalent to the NSC 
encoder represented by Equation 3.1 and 3.2, they have identical trellis structm·es in 
terms of state transitions and output bits corresponding to these transitions. However, 
the two output sequences v1 and v2 do not correspond to the same input sequence u 
for RSC and NSC codes. For the san1e code generators, it can be said that the weight 
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u v 
Figure 3.1: A typical turbo encoder 
distribution of the output codewords from an RSC encoder is not changed compared 
with that of its NSC counterpart. The only change is the mapping between input data 
sequences and output codeword sequences. 
Good turbo codes have been constructed from cmnponent codes having short constraint 
lengths (I(= 3 to 5). Consider the parallel concatenation of two RSC encoders defined 
by Equation (3.3), (3.4) and generator G1 = {111} and G2 = {1 0 1}. An example 
of such a turbo encoder is shown in Figure 3.1, where the switch yielding v2 provides 
puncturing, making the overall code rate 1/2. Without the switch, the code rate would 
be 1/3. There is no limit to the number of encoders that 1nay be concatenated, and, 
in general, the component codes need not be identical with regard to constraint length 
and rate. The. goal in designing turbo codes is to choose the best cmnponent codes 
by maximizing the effective free distance of the code (19]. At large values of Eb/No, 
this is tantamount to maximizing the minimum weight codeword. However, at small 
values of Eb/No (the region of greatest interest), optimizing the weight distribution of 
the codewords is more important than 1naximizing the minimum weight codeword [20]. 
The turbo encoder in Figure 3.1 produces codewords from each of two component 
encoders. The weight distribution for the codewords out of this parallel concatenation 
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depends on how the codewords from one of the con1ponent encoders are combined with 
codewords from the other encoder. 
Intuitively, pairing low-weight codewords from one encoder with low-weight codewords 
from the other encoder should be avoided. Proper design of the interleaver is one of 
the main methods to avoid such pairings. An interleaver is an equipment to permute 
the input sequence. For turbo codes, randmn interleaving provides better performance 
than block interleaving especially when the input sequence length (interleaving depth) 
is long, e.g., 1000 bits or longer [21]. 
If the component encoders are not recursive, the unit weight input sequence (00 · · · 00100 
· · · 0 0) will always generate a low weight codeword at the input of a second encoder 
for any interleaver design. In other words, the interleaver would not influence the out-
put codeword weight distribution if the component codes were not recursive. However, 
if the component codes are recursive, a weight-1 input sequence generates an infinite 
impulse response (infinite weight output). Therefore, for the case of recursive codes, 
the weight-1 input sequence does not yield the minimum weight codeword out of the 
encoder. The encoded output weight is kept finite only by trellis termination, a process 
that forces the coded sequence to terminate in such a way that the encoder returns to 
the zero state. In effect, the convolutional code is converted to a block code. 
For the encoder of Figure 3.1, the minimum weight codeword for each component 
encoder is generated by the weight-3 input sequence (0 0 · · · 0 0 111 0 0 · · · 0 0), with 
three consecutive 1 's. Another input that produces fairly low weight codewords is the 
weight-2 sequence (00 · · · 001100 · · · 00). However, after the permutations introduced 
by an interleaver, either of these deleterious input patterns is not likely to appear again 
at the input to another encoder, making it unlikely that a minimtun weight codeword 
will be cmnbined with another minin1um weight codeword. 
The important aspect of the building blocks used in turbo codes is that they are re-
cursive1. It is the RSC code's infinite impulse response (IIR) property that protects 
against the generation of low-weight codewords that cannot be remedied by an inter-
1The systematic aspect is merely incidental. Nonsystematic turbo codes have been successfully 
constructed and perform at least as well as systematic turbo codes [58]. 
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leaver. One can argue that ttu·bo code perforn1ance is largely influenced by minimum 
weight codewords that result from a weight-2 input sequence. The argument is that 
weight-1 inputs can be ignored since they yield large codeword weights due to the IIR 
encoder structure. For input sequences having weight-3 and larger, a properly designed 
interleaver makes the occtuTence of low weight output codewords relatively rare [19-21]. 
3.2 Optimum Decoding and Turbo Decoding 
In the system model shown in Figure 2.1, consider 1\1-ary modulation where the code 
sequence vis divided into groups of log2 1\1 binary symbols and each of them is mapped 
into an 1\1-ary symbol in the modulator. 
Assun1e that the 1nodulated sequence x contains N' M-ary sy1nbols 
(3.5) 
The corresponding binary code sequence 
The message sequence is given by 
(3.7) 
where N = RN1log2 lvf and R is the code rate. 
At the receiver side, due to one-to-one correspondence between u, v, x and the their 
estimates fr, v, x, they can be written as 
(3.8) 
(3.9) 
(3.10) 
An optimum receiver is designed to minimize one of the following error probabilities: 
Word error rate (WER) which is defined as the probability that v =f. v; 
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Symbol error rate (SER) which is defined as the probability of Xt =/= Xt, t = 1, 2, · · · , N'; 
Bit error rate (BER) which is defined as the probability of Ut =/= Ut. 
It is possible to design three classes of opthnum receivers, which correspond to mini-
mization of WER, SER and BER. While these receivers have different performance at 
low signal-to-noise ratio (SNR), their performances are almost identical at high SNR. 
That is, minimization of WER approxhnately produces minimun1 SER and BER at 
high SNR. 
For a digital transmission system 
Pw = 1- L:Pr(uir)Pr(r) (3.11) 
r 
where r is the sequence received by the decoder corresponding to message sequence 
u and the sum is carried out over all received sequences. Iv!inimizing the word error 
probability is equivalent to maximizing the second tenn in Equation (3.11), which is 
the probability that a word is correct. 
As P'r(r) is positive and statistically independent of u, this is further equivalent to 
maximizing the a posteriori probability P7·(ulr). The receiver which 1naximizes this 
probability is known as a maximum a posteriori probability (MAP) receiver. 
Using Bayes' rule 
P ( I ) = Pr(u) · Pr(rlu) r u r P7·(r) (3.12) 
Assuming that the signals are equally likely, it suffices for the receiver to n1aximize the 
a posteriori probability Pr(ulr) by maximizing the a priori probability Pr(rlu). A 
decoder that selects its estimate by maximizing Pr(rlu) is called maximum likelihood 
(ML) decoder. Equation (3.12) shows that if the sequences are equally likely, ML 
decoder is equivalent to MAP decoder in terms of word error probability. 
Consider the overall BER optin1mn decoding for classical turbo codes as shown in 
Figure 3.1. With ideally randmn interleaving, the two component RSC encoders are 
independent on each other. Thus, the decoding can be carried out in two separate 
component decoders for RSC1 and RSC2, respectively. The received sequence r 0 which 
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corresponds to the systematic bits, and r1 which corresponds to the parity bits gener-
ated by RSCl, form the input to the first decoder, denoted by r' 
r' = {- · · , (rt,o, rt,l), (rt+l,o, rt+I,t), · · ·} (3.13) 
The sequence fo which corresponds to the interleaved syste1natic bits, and r2 which 
corresponds to the parity bits generated by RSC2, form the input to the second decoder, 
denoted by r" 
r" = {··· ,(ft,o,rt,2),(ft+l,o,rt+1,2),···} (3.14) 
The overall opthnun1 decoder which minimizes the bit error probability cmnputes the 
log-likelihood ratio A( Ut) frmn the overall turbo trellis as 
P1·(·ut = 1lr' r") log ' PT( Ut = Olr', r") 
1 'L:u:ut=l P1·(r', r"lu) ｯｧｾｾｾｾｾＭＭｾｾ＠
2:u:ut=O PT(r', r"lu) 
1 2:u:ut=l PT(r'lu)Pr(r"lu) 
og 'L:u:ut=O P1·(r'lu), Pr(r"lu) (3.15) 
where the third line follows from the second by assuming that r' and r" are statistically 
independent of each other 2 . 
Calculating A(ut) from (3.15) requires to evaluate the multiplication of two a posterior 
probabilities P7·(r'lu)PT(r"lu) which is much more complex than the evaluation of a 
single a posterior probability P1·(rlu) in the shnple MAP algorithm. 
Generally speaking, the problem of decoding turbo codes involves the joint esthna-
tion of two Markov processes 3 , one for each constituent code. While in theory it is 
possible to model a ttu·bo code as a single Nlarkov process, such a representation is 
extremely complex and cannot be implemented by a computationally realistic decod-
ing algorithm. Turbo decoding proceeds instead by first independently estimating the 
individual Markov processes. Because the two Mru:kov processes are driven by the same 
2This assumption is true if all the interleavers in the encoder and the decoder are ideally random. 
3 A stochastic process in which the conditional probability distribution of future states of the process, 
given the present state, depends only upon the current state, i.e. it is conditionally independent of the 
past states (the path of the process) given the present state. 
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(ii) 
Figure 3.2: A typical turbo decoder 
set of data, the estin1ates can be refined by sharing information between the two de-
coders in an iterative fashion. More specifically, the output of one decoder can be used 
as a priori information by the other decoder. In order to improve the sharing of the 
information among constituent decoders, the constituent decoders accept and delivers 
information in soft form. 
The block diagram of the iterative decoder for a standard turbo code is shown in 
Figure 3.2. The decoder consists of two constituent ｳｯｦｴｾｮＭｳｯｦｴＭｯｵｴ＠ (SISO) decoders 
corresponding to the two RSC encoders in the encoder, and separated by an interleaver/ 
deinterleaver. For simplicity, the delays introduced by two component decoders and 
interleavers are not taken into account. 
The first decoder takes as input the received information sequence r 0 and the received 
parity sequence generated by the first constituent encoder r1. The decoder then pro-
duces a soft output, which is interleaved and used to produce an hnproved estimate of 
the priori probabilities of the information sequence for the second decoder. 
The other two inputs to the second decoder are the interleaved received information 
sequence r0 and the received parity sequence produced by the second encoder r 2 . The 
second decoder also produces a soft output which is used to improve the estimate of 
the a priori probabilities for the information sequence at the input of the first decoder. 
The decoder perfonnance can be improved by this iterative operation. 
After a certain number of iterations the soft outputs of both decoders produce little 
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performance improvement. Then the last stage of decoding makes a hard decision after 
deinterleaving. 
3.3 Iterative MAP Decoding 
3.3.1 BCJR MAP Algorithm 
The symbol-by-sy1nbol maximum a posteriori (MAP) algorithm was fonnally presented 
in 1974 by Bahl, Cocke, Jelinek and Raviv as an alternative to the Viterbi algorithm 
for decoding convolutional codes (5]. This algorithm is based on Chang and Hancock's 
method for the removal of intersymbol interference that was first presented in 1966 (15]. 
An alternative version of the algorithm was presented in 1970 by Abend and Fritchman, 
also for the removal of intersymbol interference [1]. The algorithm in [5] and [15] 
requires a forward and backward recursion and is therefore suitable for block-oriented 
processing. The algorithm of [1] only requires a forward recursion and is suitable for 
continuous processing, although it is more cmnplex and generally requires more total 
storage than the forward-backward version of the algoritlun. Because turbo encoding 
is a block-oriented process, only the forward-backward version of MAP algorithm is 
considered in this work and in the following, 'MAP algorithm' only refers to the forward-
backward version of MAP algorithm. Due to the contribution of the authors of [5], the 
forward-backward version of MAP is also na1ned the BCJR algorithm. 
The MAP algorithm calculates the a posteriori probability (APP) of each state transi-
tion, message bit, and/or code sy1nbol produced by a Markov process, given the noisy 
observed sequence ri, where T is the sequence length. Once the APPs are calculated 
for all possible values of the desired quantity, a hard decision is made by taking the 
quantity with highest probability. When used for turbo decoding, the MAP algorithm 
calculates the APPs of the message bits PT('l.tt = 1jri) and P1·(ut = Ojri), and then 
computes the log-likelihood ratio (LLR) according to 4 
A( ) 1 P1·{ Ut = 1lri} Ut = og ＭｾＭＭＮ［ＮＮＮＮＮＮＮＮ［［ＮＢＧＢ＠
PT{ Ut = Olri} (3.16) 
4There is no maximization operation with hard decision in the MAP algorithm for turbo codes. The 
decision results are represented in soft form, e.g., in the form of log-likelihood ratios. 
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Let Ｎａｾﾷｳ＠ represent the joint probability that transmitted data Ut = i, i E {0, 1} and state 
St = s conditioned on the received sequence r{, i.e. 
then the log-likelihood function (3.54) becomes 
2:.:: AI,s 
A(ut) =log s ｾ＠
""" .A ,s L.Js t 
By using Bayes' theorem, ａｾＬｳ＠ can be developed as 
ａｾＬｳ＠ = Pr(ut = i,St = slri-\rt,rt+l) 
= P7·(ri-1 lut = i,St = s,rt) · P1·(r[+1 lut = i,St = s,rt) 
·Pr(ut = i, St = s, rt)/ Pr(rl) 
Define forward state metric as 
s - p ( t-11 . s 7') at = r r 1 'l.£t = ｾＬ＠ t = s, rt 
backward state metric as 
and branch 1netric as 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
Consider the decoder for a typical1/n-rate systematic code with encoding memory m. 
The observed sequence rt = (rt,o, Tt,1, · · · , 7't,n-1), where 7't,o is the noisy information 
bit, and Tt,1, · · · , Tt,n-1 is the corresponding noisy parity bits which are independent of 
each other and rt,O· The branch metric can be written as 
'Y;,s = Pr(rt!Ut = i, St = s)P1·(St = sittt = i)P1·(1tt = i) 
i n-1 
= ;! Pr(rt,olut = i, St = s) I1 P?·(rt,j!Ut = i, St = s) 
j=1 
(3.23) 
where 7l'i is defined as the a priori probability of Ut (Pr(ut = i)) and is initialized to 
0.5. 
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The second and third term on the right hand side of Equation (3.23) are determined 
by the channel model and !nodulation scheme. Consider a BPSK 1nodulated channel 
defined by Equation (2.16) where the additional noise n is Gaussian distributed with 
zero 1nean and variance o-2 and the fading factor a = at is available for the decoder as 
channel state information (CSI) (for AWGN channel, a= 1). Equation (3.23) becomes 
· ( i,s)2 n-1 ( i,s)2 1l't - rt,o-atvt,O - rt,j-atvt,j 
rvi,s - e 2u2 dTt 0 I1 e 2a2 dTt · It - 2m . '2= 1 ,J V L/ffO" j=l (3.24) 
where vt0 , v!;j E { +1, -1} represent BPSK 1nodulated data and parity bits generated 
with input i ｦｲｾｮｮ＠ encoding state s, respectively, and dTt,o dTt,j are the differentials 
of Tt,o and Tt,j with which the probabilities in Equation (3.23) are transformed into 
probability density functions (pdf). Equation (3.24) can be simplified by eliminating 
all terms that will appear in both the numerator and denmninator of the likelihood 
ratio, as follows 
(3.25) 
where At represents all terms to be eliminated. 
Since the encoding can be represented as a Marcov process, the forward state metric 
can be developed into recursive form using the property of Markov process and Bayes' 
theorem as 
aZ = PT(7·i-11St = s) 
1 
= L PT(ri-21Bt-1 = b(j, s))PT(Ut-1 = j, Bt-l= b(j, s), rt-1) 
j=O 
1 
_ "'""' b(j,s)_j,b(j,s) 
- LJ at-1 ·rt-1 
j=O 
(3.26) 
where b(j, s) is the state going backward from state s via the branch corresponding to 
input j, and ag is initialized to 1 if s = 0 and to 0 otherwise. Similarly, the backward 
state metric can be written as 
f3t+I = PT(Tt+IISt+l = f(i, s)) 
1 
= I:PT(rt'+11St+l = f(j,s))PT(Ut =j,St = s,rt) 
j=O 
1 
_ ＢＧｾｪＬ｢ＨｪＬｳＩＨＳｪＨｪＬｳＩ＠
- L....t ·rt t+l 
j=O 
(3.27) 
3. 3. Iterative MAP Decoding 44 
where f(i, s) is the next state from state s with input i, and ｻＳｾ＠ is initialized to 1 if 
s = 0 and to 0 otherwise. The log-likelihood ratio then becomes 
ｾ＠ as"'l,s/3/(l,s) 
A( ) 1 L.Js t tt t+l 
'l.tt = og 8 O,s f(O,s) L:s at It f3t+l 
(3.28) 
where af, {3f are calculated using Equation (3.26) and (3.25), respectively, and for 
AWGN channels or Rayleigh channels with known CSI, 1:'8 is calculated using Equation 
(3.27). The following provides a summary for the MAP decoding algorithm. 
1. Forward rectu·sion 
• Initialize ag, s = 0, 1, · · · , lvfs - 1 
ag = 1 and ag = 0 for s =f. 0 
• Fort= 1, 2, · · · , r, l = 0, 1, · · · , .l\1!8 -1 and all branches in the trellis calculate 
r:,s using Equation (3.24) 
• Fori= 0,1 store r:,s 
• For t = 1, 2, · · · , r, and l = 0, 1, · · · , M 8 - 1 calculate and store af using 
Equation (3.26) 
2. Backward recursion 
• Initialize ｻＳｾＬ＠ s = 0, 1, · · · , fll_[s- 1, ｻＳｾ＠ = 1 and ＯＳｾ＠ = 0 for s =f. 0 
• Fort= T -1, · · · , 1, 0, and s = 0, 1, · · · , .l\1!8 -1 calculate f3l using Equation 
(3.27) 
• For t < T calculate the log-likelihood A( ut) using Equation (3.28) 
3.3.2 Max-Log-MAP and Log-MAP Algorithms 
The MAP decoding requires large me1nory and a large number of operations involv-
ing exponentiations and multiplications. The algorithm is considered too complex for 
implmnentation in many communication systems. 
One way of simplifying computations is to work with the logarithms of ai, {3f, and 7;'8 , 
denoted by af, ｾｾＬ＠ and ;;y;•s, respectively. Referring to Equation (3.25) ;;y;•s is given by 
n-1 
-i,s 1 i,s -i at ( i,s """" i,s) It = og7t =log At+ 1ft+ CJ2 1't,OVt,o + ｾ＠ rt,jVt,l 
j=l 
(3.29) 
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Referring to Equation (3.26)), af can be expressed as 
1 
"""" -b(j,s)+-j,b(j,s) af =log af =log L.....t eat-1 '1't-l 
j=O 
with the initial conditions 
ag = 0 and ag = -oo for s i= 0 
Similarly, referring to Equation (3.27)), ｾｬ＠ can be expressed as 
1 
/3-s l {3s l """" :J,b(j,s)+/3-J(j,s) t = og t = og L.....t e·rt t+l 
j=O 
with the initial conditions 
ｾ［＠ = 0 ｡ｮ､ｾ［］＠ -oo for s i= 0 
45 
(3.30) 
(3.31) 
By substituting values for al, ｾｬＬ＠ and i'I'8 in Equation (3.28) the log-likelihood ratio 
A(ut) can be written as 
-s+-l,s+/3-/(l,s) L: eat 'Yt t+l 
A( Ut) = log ］ｳＢＭＭ｟ＭｳＭＫＭＭｏＭＬｳＭＫ｟ＯＳ｟ｾＬＨＭｯＬｳＭ］ＭＩ＠
Es eat 1t t+l 
(3.32) 
In the Max-LogMAP algoritlun, the following approximation is used to replace the 
logarith1n calculations so as to simplify the computation, 
n 
log(L e0i) ｾ＠ max 8i 
i=l iE{l,2, ... ,n} 
(3.33) 
where ｭｾｅｻｬＬ Ｒ ＬＮ＠ .. ,n}[8i] can be computed by successively calculating (n -1) maximum 
function over only two values. The log-likelihood ratio A(ut) can be approximated by 
(3.34) 
The computations of af and fit in Equation (3.34) is equivalent to the computation 
of path metrics in the forward and backward recursions, respectively, in the Viterbi 
algorithm, with the branch metric ;y;·s, since at and fil can be written as 
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-s [-b(j,s) + ::J,b(j,s)] 
at = n1axi at-l ·Tt-l 
The operations involved in computing a[ and fJt are the same as the add-compare-select 
operations in the Viterbi algorithm. Thus multiplications in the MAP are replaced by 
additions in the Max-LogMAP. 
As the approxin1ation in Equation (3.33) is used for the computation of the log-
likelihood ratio A(ut), the performance of the Max-LogMAP is suboptimal. The 
LogMAP algorithm improves the performance by using the Jacobian algorithm [23] 
= max(81, 82) + log(l + e-182 -<hl) 
= max(81, 82) + fc(l82- 811) (3.35) 
where fc(·) is a correction function, which can be implemented using a look-up table. 
The expression log( e81 +e82 + · · · +e8n) can be computed exactly by a recursive algorithm 
in Equation (3.35), as follows 
(3.36) 
where 8 = log(e81 + e82 + · · · + e8n-l ). The recursive procedure in (3.36) can be applied 
to evaluating A( 'llt), where 
x _ -n + -i,n + {3-f(i,n) 
un- O!t It t+l (3.37) 
fori= 0,1 and n = 0, 1, · · · , 2m- 1 where m is the number of encoding registers. 
The performance of the Log-:NIAP is identical to the performance of the MAP algorithm. 
However, by computing!(·) at each step, there is a sacrifice in the low cmnplexity of 
the MAX-LogMAP. To simplify the computations, f(·) is stored in a pre-computed 
table. Since the correction depends only on 18 - 8n I, this table is one-dhnensional. 
3.3.3 Iterative MAP Algorithm 
Consider the iterative decoder in Figure 3.1 where both constituent decoders decode 
using BCJR MAP algorithm. By substituting Equation (3.25) in Equation (3.28), the 
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log-likelihood ratio of the MAP decoder can be split into three terms 
..,.1 2a """ ｡ｳ･ｾ＠ ＧｌＯｊｾｦ＠ rt,jv:,1{3f(1,s) 
A ( ) l II t t l , US t t+ 1 '1./rt = og 0 + -2 Tt,O + og _a.t n-1 o,s f( ) 
"fft u """ ｡ｳ･ｾ＠ I:;j=l rt,jVt,j f3 O,s 
us t t+1 
(3.38) 
where the first term, called a priori info7'mation, is the input a priori probability ratio, 
the second term is the weighted channel observation on the information bit, and the 
third term, called extrinsic information, is the contribution of the current constituent 
decoder. Let 
ｾ＠ "n-1 l,s /(1 ) L asea.2 6J=l rt,jvt,j {3 ,s 
log s t t+l 
ｾ＠ "n-1 O,s f(O ) 
"' ｲｶｾ･ｕＲ＠ L.Jj=l Tt,jVt,j f3 ,s ｵｳｾ＠ t+l 
1 
1f1 t 2at Al(ut) -log-' - -rto 7fo a-2 , l,t 
(3.39) 
represent the extrinsic infonnation generated by the first constituent MAP decoder by 
using the redundant infonnation introduced by the first RSC encoder, where A1('1.£t) 
is the log-likelihood ratio calculated by the first MAP decoder and 1rl t is the a priori 
I 
probability Pr(ut = i), (i = 0, 1). Since it is independent of the second constituent 
code, this quantity may be used to improve the estimate of the second decoder as the 
a priori probability. 
Initially, the a priori probabilities of all bits in the first constituent decoder are set to 0 
(LLR value, corresponding to 1ri = 0.5 in Equation (3.25)). As the first step of decoding, 
an estimate on each information bit is produced by the first constituent decoder using 
the standard BCJR MAP algorithm. Then, the extrinsic information contributed by 
the first decoder, is calculated by deducting the weighted channel observation and the 
a priori information, as shown in Equation (3.39). To provide a priori information for 
the decoding of the second decoder, the extrinsic information from the first decoder has 
to be interleaved by an interleaver identical to the one used in the encoder. Let A1e('l.lrt) 
denote the interleav:ed copy of A1e('l.tt), then it is equal to the a priori probability for 
the second decoder 
(3.40) 
From Equation (3.40) and the relationship 
(3.41) 
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the a priori probabilities in the second decoder are 
(3.42) 
and 
1 
..,.0 - ---=---
"2t- -
I 1 + eAle(ut) (3.43) 
The second constituent decoder calculates the log-likelihood ratio A2 ( Ut) also in a stan-
dard way but now 1ri in Equation (3.25) is no longer 0.5, as in the first step of decoding, 
but a value calculated from either (3.42) or (3.43), and the systematic bits need to be 
interleaved before being fed into the decoder. The extrinsic information produced by 
the second decoder is 
(3.44) 
where ft,o represents the interleaved systematic bit. This extrinsic information can be 
first de-interleaved and then used as the a priori information for the first decoder in 
the similar way. 
After several number of iterations, the turbo decoder will deliver either A1 (ttt) or dein-
terleaved A2 ( Ut) as the final decoding output. A summary of the iterative MAP decod-
ing algorithm is as following. 
1. Initialize ａｾｾＩ＠ ( Ut) = 0 
2. For iterations r = 1, 2, · · · , I, 
• Cmnpute Air)(ut) and ａｾｲＩＨｵｴＩ＠ by using Equation (3.32) 
• Compute Ai:> ( ut) as 
A(r)(ut) = A(7·)(ttt)- 2.rto- A(7·-l)(ut) le 1 a2 , 2e (3.45) 
• Compute At) ( 'l.tt) as 
(3.46) 
3. After I iteration, make a hard decision on Ut based on ａｾＨｵｴＩﾷ＠
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3.4 Iterative SOVA Decoding 
3.4.1 Add-Compare-Select Viterbi Algorithm 
The Viterbi algorithm performs estimation of the input sequence of a discrete time 
finite-state Markov process observed in memoryless noise. It was originally proposed 
for decoding of convolutional codes (64], but it is applicable as a solution to various 
com1nunication esthnation problems, as long as the system can be n1odelled as a finite 
state machine and represented by a trellis diagram [24, 44]. 
Consider the systen1 model in Figure 2.1. The encoder/decoder pair represents a dis-
crete time finite-state Markov source 5 described by a trellis diagram with 2m states, 
where m is the number of registers in the encoder. The state sequence of the encoder 
from time instant 0 to T can be represented as 
(3.47) 
Assume that the encoder start from all 0 state, and is terminated after each block of 
encoding, e.g. 80 = S, = 0. This assumption is not essential for a Viterbi decoder to 
work because a Viterbi decoder can synchronize itself with no special procedure [65]. 
The VA finds an inforn1ation sequence u = fi! that corresponds to the 1nodulated 
sequence X = xi in the trellis diagram such that the likelihood function Pr(rlu) is 
maximized, and the a posteriori probability Pr(ulr) is also maximized according to 
the Bayes' rule (3.12). The word error probability Pw is thus minhnized according to 
Equation (3.11). 
The probability Pr(rlu) for the received sequence of length T can be expressed as 
Pr(r!u) = P7·(r}lui) 
= Pr(r}lxD 
T 
= IT Pr(rt!Xt) 
t=l 
(3.48) 
5 A group of characters in which probabilities are dependent on the immediately preceding character 
but not on older history except through the immediately preceding character. 
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The second line follows from the first line because of the correspondence between the 
input sequence ui and the modulated sequence xi. The multiplication operations in 
Equation (3.48) can be simplified by introducing the log function log P1·(rlu) as follows 
T 
log P1·(rlu) = L log PT(rtlxt) (3.49) 
t=1 
Consider the same 1nodulation scheme and channel model as in the iterative MAP 
decoding, and codewords with length n, 
logPr(rlu) 
r n-1 1 (t' t,i-ata:t,i)2 
= Llog IJ -e 2u2 
t=l i=O V2if 
r n-1 ( )2 
_ nTr 1 (2 ) 1 "'""' "'""' rt,i - atXt,i __ og 1r -nr ogO"- L....tL....t 2 2 t=1 i=O 20" 
(3.50) 
Equation (3.50) shows that maxhnizing Pr(rlu) is equivalent to minimizing the Euclid-
ean distance between the received sequence ri and the modulated sequence xi in the 
trellis diagram, e.g. 
r n-1 I: I: (1't,i - UiXt,i)2 (3.51) 
t=l i=O 
In the expression (3.51), the result of the inside sum operation is called the branch 
metric at timet on the path x in the trellis, denoted by vf. In other words, 
Since 
n-1 
vf = 2: (rt,i - atXt,i)2 
i=O 
(3.52) 
and xt i = 1 for BPSK modulated signals, minhnizing the Euclidean distance (3.51) is , 
equivalent to maximizing the expression I:;=l ＲＺｾＺＭ Ｐ Ｑ＠ at1't,iXt,i, which is another defini-
tion of the path metric and is more computationally efficient. 
Then the path metric corresponding to the path x, denoted by ｊＮｌｾｸＩ＠ is given by 
t 
,,(x) - "'""' v(x) - ll(x) + lJ(x) 
l""t - L....t t 1 - l""t-1 t (3.53) 
t'=1 
The finding of a path in the trellis with the minimum path metric is based on the idea 
that among the paths 1nerging into a state in the code trellis only the most probable 
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paths need to be saved for future processing, while all other paths can be discarded 
with no consequence to decoding optimality. 
The con1putation is based on keeping only one path per node with the minimum path 
metric at each time instant. This path is called the survivor. The survivor at the 
final time instant T will be chosen as the decoding path x. the decoder will select the 
binary sequence u on x as the hard estimate of the input sequence u and thus finish 
the decoding. 
The summary of Viterbi algorithm is as follows . 
1. Set initial values t = 0; So = 0; ｦＭｌｾｸ｜ｓｯ＠ = 0) = ｏ［ｰＬｾｸ｜ｓｯ＠ -:f. 0) = oo 
2. Increase timet by 1 
• Compute the branch 1netrics for all branches entering a node at time t 
• Compute the path metrics for all paths entering a node at thne t, by adding 
the branch metric of the branch entering the node to the path metric of the 
connecting survivor at a previous node at timet- 1, as in Equation (3.53) 
• Compare the path metrics for all the paths entering a node and find the 
survivor for each node. For each node store the survivor path and its metric 
• Repeat 2 until t = T 
3. The survivor at node Sr is the maximum likelihood path. 
Generally, a Viterbi decoder carries out decoding in three main steps: branch metric 
calculation, path metric accumulation, and survivor path decoding. The complexity 
and delay are mainly with the second step, which is performed in three substeps at each 
trellis node: add branch metric to path 1netric, compare all paths emerging into this 
node, and select a minimmn path 1netric as the survivor for this node. The component 
designed to carry out these three substeps are usually called add-compare-select (ACS) 
unit, which plays a key role in the Viterbi decoding. 
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3.4.2 Soft Output Viterbi Algorithm 
To avoid loss of information in iterative processing, the Viterbi decoder needs to accept 
and deliver probability information (soft values) on each bit. In 1989, Hagenauer and 
Hoeher proposed a modification to the Viterbi algorithm which produces the reliability 
of the bit estimates [30]. This algorithm is known as the soft-output Viterbi algoritlun 
(SOVA). 
The SOVA estimates the soft output information for each trans1nitted binary symbol 
in the form of the log-likelihood function 
A( ) 1 Pr{ut = 1lri} Ut = og ＭＭＺＭＭＭＭｾＭＺＭ
Pr{ Ut = Olri} (3.54) 
The decoder selects the path :X with the minhnum path metric /-Lr,min as the maximum 
likelihood (ML) path in the same way as the standard VA. The probability of selecting 
this path, frmn Equation (3.12)(3.48)(3.50)(3.53), is proportional to 
(3.55) 
At thne t, the 1nax:imum likelihood estimate it with path metric 1-Lt,it is obtained from 
the maximtun likelihood path, computed by using the Viterbi algorithm, as 
II. • - II • - II-' + vit ｲｴＬｾｴ＠ - rr,nun - rt t (3.56) 
where 
t-1 T 
ｊＭｌｾ］ｌｖｴＧＫ＠ L Vt' (3.57) 
t'=O t'=t+l 
Let 1-Lt,u denote the minimum path 1netric of the path (:X', which corresponds to message 
sequence u') 6 with the complementary symbol (u =it $1, where$ is modulo 2 sum) 
to the ML symbol at time t, then the probability of selecting this competing path is 
proportional to 
(3.58) 
6It is assumed that each node in the trellis only has two branches entering it: the surviving path 
and the competing path. This condition is satisfied by codes either of rate 1/n, or punctured from a 
rate 1/n code. 
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The competing path 1netric 
(3.59) 
where 
t-1 T 
ＱＭｌｾ］＠ LVt'+ L Vt' (3.60) 
t1=0 t'=t+1 
In (3.60) ＲＺｾ［ＺＺ Ｐ＠ Vt' is the minimtun path metric from 0 tot- 1 which can be obtained 
directly from the standard Viterbi algorithm (a forward process), and 2:;,=t+1 Vt' is 
the minimum path metric fron1 t + 1 to T which can be obtained by an additional 
backward path metric calculation process. The SOVA algorithm hnplemented in a 
forward-backward style is known as bi-directional SOVA algorithm. 
The soft output value 
A( 'LLt) l P1·{ 1Lt = 1lri} = og 
PT{ 1Lt = Olri} 
0 1 
= 1-Lt ＭｾＭｌｴ＠ (3.61) 
That is, the soft output of the decoder can be obtained as the difference of the minimum 
path metric among all the paths with symbol 0 at thne t and the minimmn path metric 
among all the paths with symbol 1 at thne t. The sign of A(1Lt) determines the hard 
estin1ate at time t and its values represents the reliability that this estimate can be 
used for decoding in the next stage. The summary of a bidirectional hnplementation 
of the SOVA algoritlun is as follows. It is notable that this algorithm does not require 
knowledge of the noise variance and is shnple to imple1nent particularly for systems 
with block structured data. 
Forward recursion 
1. Set initial values t = 0; So = 0; ｊＮｌｾｸＩ＠ (So = 0) = ｏ［ｊＮｌｾｸＩ＠ (So =1- 0) = oo; Sr = 0 
2. Increase time t by 1 
• Compute the branch 1netrics for all branches entering a node at time t 
• Compute the path metrics for all paths entering a node at time t 
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• Compru:e the path 1netrics for all the paths entering a node and find the 
survivor for each node. For each node store the survivor path and its 
1netric 
• Repeat 2 until t = r 
3. The survivor at node Sr is the maximum likelihood path and its 1netric is 
f..Lr,min· 
Backward recursion 
1. Set initial values t = r; Sr = 0; ＱＭｌｾｸＩ＠ (Sr = 0) = Ｐ［ｾＭｴｾｸＩ＠ (Sr i= 0) = oo; So = 0 
2. Decrease time t by 1 
• Cmnpute the branch metrics for all branches entering a node at thne t 
• Compute the path 1netrics for all paths entering a node at time t 
• Compare the path metrics for all the paths entering a node and find the 
survivor for each node. For each node store the survivor path metric 
• Repeat 2 until t = 0 
3. The survivor at node Sr is the maxhnum likelihood path and its metric is 
1-lr,min· 
Soft decision 
1. Set t = 0 
2. Increase timet by 1 
• At timet, identify the maxhntun likelihood estimate 'l.lt = i, i = 0, 1 
• Determine ｾＭｴｦ＠ as 
i f..Lt = /-Lr,min (3.62) 
• Find the path metric of its best competitor ｾＭｴｦＬ＠ u = i EB 1, where EB is 
modulo 2 sum, as 
ｾＭｴｦ＠ = ml in J.L{_1 (l') + vf(l',l) + ｾＭｴｦＨｬＩ＠
,u 
(3.63) 
where l',l = 0, 1, · · · , l'llfs - 1, J.L{_1 (l') is the path metric of the ｦｯｲｷｾｵ､＠
survivor at time t - 1 and node l', vf(l', l) is the branch metric at time 
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t for a cmnplement sy1nbols u frmn node l' to l, J-Lt(l) is .the backward 
survivor path metric at timet and node l. 
• Compute A(ut) using Equation (3.61). 
3.4.3 Iterative SOVA Algorithm 
Consider the classical turbo decoder, as shown in Figure 3.1, which employs SOVA 
algoritlun for decoding in both constituent decoders. Similarly to the iterative MAP 
decoding, in the scenario of iterative SOVA decoding, the SOVA algoritlun has to 
be able to deliver extrinsic information which helps the decoding of other decoders, 
and to make use of the a priori information provided by other decoders. With these 
requirements, the modified SOYA decoding algorithn1 is derived as follows. 
The log-likelihood ratio A(7.tt) is obtained in the same way as in the standard SOVA, 
as shown in Equation (3.61). However, the branch metrics vtt and vJ: will be derived 
in a different way frmn that shown in Equation (3.48) to (3.52) in order to acquire the 
iterative decoding ability. 
According to Bayes' rule (3.12), maximizing the a posteriori probability PT(ulr) is 
equivalent to maxhnizing the likelihood function P1·(rlu) only when the signals are 
equally likely, i.e., the a priori probability P1·(u) is constant. In the iterative decoding 
scenario, since a constituent decoder can acquire an changeable a prioTi estimate on 
each bit from the previous decoding step, this condition is obviously no longer true. 
By considering the effect of the known P1·(u), maximizing the a posteriori probability 
PT(ulr) is now equivalent to maximizing P7·(rlu) · P1·(u) or its logarithm 
r n-1 ( )2 
l LL 'l'ti- atXti -nr oga- ' ' 2a2 
t=1 i=O 
(3.64) 
Since the a priori probability might change with the iteration number, maxhnizing the 
right hand side of (3.64) is equivalent to 1naximizing 
T T n-1 (, )2 
"'""' 1 . it _ "'""' "'""' 7 t,i - atXt,i L...J og 7r t L...J L...J 2 2 
t=1 t=1 i=O a 
(3.65) 
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Consequently, the branch metric assigned to a trellis branch at thne tin iterative SOVA 
decoding can be defined as 
Similarly, the branch metric of the best competitor vf is given by 
n-1 
vt' = L(Tt,i- atXt,i)2 -log7rr 
i=O 
(3.66) 
(3.67) 
By substituting the branch metrics in (3.66) and (3.67) into the path metrics (3.56) 
and (3.59) and then into (3.61), the calculation of the log-likelihood ratio A(ut) can be 
split into three terms, similar to the way in (3.38) for the iterative MAP algorithm, as 
1 n-1 
A(ut) ］ｬｯｧＺｾ＠ + 47't,o + ＨＭＱＩＨｩｴＩｻｰＬｾＭ ｰＬｾＭ 2at ｌＨｸｾｾｩＭ xf,i)} 
t i=1 
(3.68) 
where superscript it and tt on Xt,i are used to indicate the Xt,i associated with the 
ML path and its competitor, respectively. Thus, the first tenn represents the a priori 
information, the second tenn represents the weighted channel observation on the infor-
mation bit, and the third term represents the extrinsic infonnation to be interleaved 
and delivered to the next step of decoding as the a priori information. 
Summary of the iterative SOVA decoding algorithm is as follows. 
1. Initialize ａｾｾＩ＠ ( Ut) = 0 
2. For iterations T = 1, 2, · · · , J, 
• Compute Alr)(ut) and ａｾｲＩＨｵｴＩ＠ by using Equation (3.61) 
• Compute Al'2 ( Ut) as 
(3.69) 
(3.70) 
3. After I iteration, make a hard decision on Ut based on ａｾＨｵｴＩﾷ＠
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Table 3.1: Complexity comparison of different decoding algorith1ns 
additions multiplications max ops look-ups 
MAP 4 X 211 + 6 10 X 211 + 8 4 (exp) 
Log-!viAP 12 X 211 + 6 8 4 X 211 -2 4 X 211 -2 
Max:-LogMAP 8 X 211 + 6 8 4 X 211 -2 
SOVA 4 X 211 + 9 4 2 X 211 - 1 
3.5 Comparisons 
In cmnputation of the log-likelihood for each received symbol, the MAP algorithm . 
considers all paths in the trellis, but divides them into two sets, one that has a bit 
one at time t and the other that has a bit zero. It then calculates the log-likelihood 
function for all of these two sets. 
The Max:-LogMAP considers only two paths per step: the best path with bit zero and 
the best path with bit one at time t. It computes the log-likelihood for each of the 
paths and returns its difference. :From step to step one of these paths might change 
but one of them will always be the ML path. 
The SOVA also takes two paths. One is the ML path and the other is the best path 
with the complementary symbol at time t to the ML path. Therefore, these two paths 
are identical to the two paths considered by the Max:-LogMAP algorithm. 
Complexity cmnparison between MAP, SOVA, LogMAP and Max:-LogMAP algorithms 
are illustrated in Table 3.1 [65). Each algoritlnn is represented by the number of com-
putation operations for a 1/2-rate and m-1nemory convolutional code. The LogMAP is 
implemented by a look-up table and one look-up operation is assumed to cost as much 
as one addition [52). The conclusion is that LogMAP is 3 times more complex than 
SOVA. On the other hand Max:-LogMAP is about twice as complex as the SOVA, for 
the same code with rate 1/2. 
Generally, the performance of Log-!viAP is aln1ost identical to MAP, while the perfor-
mance of Max:-LogMAP is slightly better that of the SOVA. For single-step decoding, 
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Figure 8.3: Perfonnance comparison of MAP and SOVA in single-step decoding over 
AWGN channel 
the BER difference between SOVA and MAP is negligible. Figure 3.3 shows the BER 
results obtained by simulations for a 4-state convolutional code with the single-step 
IviAP and SOVA decoding algorithms. A notable difference appears only in the high 
BER region. In multiple-step iterative decoding, the MAP algorithm generates signifi-
cantly better result than SOVA does, as shown in Figm·e 3.4 where BER curves are plot 
for a 16 state, rate 1/3 turbo code (21, 37) with MAP, Log-MAP, and SOVA algorithm 
on an AWGN channel, interleaver size 4096 bits, the number of iterations 18. 
3.6 Summary 
Although turbo codes have been invented for more than ten years, the related basic 
concepts sometimes are still confusing. Systematic and directly-hnplementable descrip-
tion on all decoding algorithms are especially difficult to find . This chapter provides 
a systematic overview on basic encoding concepts, including the RSC encoder, the 
interleaver/de-interleaver, the concatenation, the puncturing, etc., and all classical de-
coding algorithms used in iterative decoding, including the MAP /SOVA algorithm and 
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Figure 3.4: Performance comparison of MAP and SOVA in multiple-step iterative 
decoding over AWGN channel 
their variations, and the modifications on MAP /SOVA for iterative decoding. Cmn-
parisons between MAP, SOVA and their variations have also been carried out. 
Chapter 4 
Analysis of Iterative Decoding 
4.1 Introduction 
As seen in the previous chapter, the heart of an iterative decoder is the algorithm 
computing the a posteriori probabilities (APP) or, 1nore generally, the reliability values 
of the information symbols. The sequence of reliability values generated by one decoder, 
named the extrinsic information from this decoder, is passed to the other as the a 
priori information of that decoder to help it to hnprove the correctness of its decisions. 
Although the basic idea can be traced back to works by Elias (22] and (25], Berrou 
et al. (10] made a number of significant enhancements so that it becomes the core of 
decoders for all turbo codes. 
Typically, the bit error rate (BER) curve (BER vs. Eb/No) of an iterative decoder can 
be divided into three obvious regions: the pre-fall region with negligible BER reduction, 
the waterfall region with significant BER reduction, and the "error floor" region with 
low BER and shallower slope. Intensive research on the analysis of iterative decoding 
has been carried out, but most of the early works [51] [9] were concerned with using 
distance spectrum to interpret the performance of the codes. Although the "error floor" 
has been successfully approximated by various bounding techniques based on distance 
spectrum, the dynamical converging behaviour at the waterfall region of an iterative 
decoder was still unpredictable. More recent research (27) (60) (50) [49] has shown that 
when the interleaving was deep enough, the waterfall region was approximated by a 
60 
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threshold between the pre-fall region and the "error floor" region, and this threshold 
was predictable. 
In [50) the authors proposed to derive convergence thresholds by tracking the evolution 
of the probability density of extrinsic information for turbo codes. In [49), convergence 
behaviour of iterative decoding was explored at bit level. By averaging the overall 
frame, a criterion was proposed for the termination of iterative decoding. Particularly, 
the authors of [27) and (60) concentrated on the transfer function of constituent de-
coders in iterative decoding. In (27], the authors presented a rigorous proof on the 
existence of the convergence threshold based on the widely accepted Gaussian assump-
tion. Based on the proof, they proposed to observe BER of the extrinsic information 
via shnulation, and with this BER, signal to noise ratio (S N R) of the extrinsic infor-
mation was determinable by reversely using the Q-function. Since SN R is a sufficient 
parameter for a Gaussian variable, the analysis on the convergence of iterative decoders 
was thus carried out based on the transfer function depicted by a chart of (SN ｾｮ＠ vs. 
SN Rout)· The idea in (60) was 1nore technical. The author did not provide any proof 
on the existence of the convergence threshold. Alternatively, he provided a beautiful 
graphical tool for the observing and deriving of the thresholds. In (60], not SNR but 
mutual information in the a priori/ extrinsic information about the source was adopted 
as the scale of the chart, and the mutual information was calculated from the proba-
bility density of the a priori/ extrinsic information. BER therefore became a derivative 
of the chart. In both [27] and [60], since perfect information about the source and 
Gaussian distribution of the a priori/extrinsic information (Gaussian approximation) 
are ass':lmed, they are more suitable for offline design than online applications such as 
test and diagnosis. 
The motivation of this part of the work is to provide a universal method for the analysis 
of iterative decoding, either in the waterfall region or in the error floor region, either for 
Gaussian distributed or somehow non-Gaussian distributed input/output. We prove 
that the maximum a posteriori probability (MAP) decoding algorithm minimizes the 
cross-entropy between the a priori and the extrinsic information subject to given coding 
constraints, and the error correcting ability of each step of decoding can be evaluated 
with this cross-entropy for a converging turbo decoder. These theoretical results provide 
4.2. Main Existing Tecl1niques 62 
a solid ground for analysis of ttu·bo decoding on convergence rate, derivation of Eb/ No 
convergence threshold, evaluation of error performance in the "error floor" region, and 
design of asymmetric turbo codes. With the new method, thresholds for convergence of 
tm·bo decoders can be more strictly predicted compared with using existing EXIT charts 
or Gaussian approximation methods. For performance evaluation in the "error floor" 
region, the new method provides more detailed information than bounding techniques 
but is much less time-consuming than direct BER simulations. An asymmetric turbo 
code design guided by the new method also exhibits more than 0.1 dB of gain over that 
guided by classical bounding techniques in both high and lowBER regions. Unlike 1nost 
conventional analysis 1nethods which rely heavily on either Gaussian approximation of 
distribution of the a priori/ extrinsic information or a full knowledge of source bits, or 
even both, the new method provides analysis in a totally blind fashion. 
4.2 Main Existing Techniques 
4.2.1 Distance and Bounds 
Since the iterative decoder for a turbo code still processes data in blocks, traditional 
bounding techniques for a block code are applicable to the perfonnance analysis of iter-
ative decoding. The bit error probability of a ( n, k) block code decoded by a maxhnun1 
likelihood algorith1n over an AWGN channel can be upper-bounded by a union bound 
as 
d=dmin 
(4.1) 
where dmin is the minhnu1n free distance of the code, R = k/n is the code rate, Eb is 
the signal energy per bit, No is the single sided power spectral density of the Gaussian 
noise, Q(·) is the complementary error function defined by 
(4.2) 
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and Bd is the error coefficient which means the average number of bit errors caused by 
transitions between the all-zero codeword and codewords of weight d( d ｾ＠ dmin). Bd 
can be obtained from the code input-redundancy weight enumerating function (2.48) 
Bd= E ｾ＠ ·Aw,z 
d=w+z 
(4.3) 
where w and z are the weight of the input information and that of the parity check bits, 
respectively. It determines the contribution of the codewords with the same weight d 
to the bit error probability. The set of all pairs of ( d, Bd), denoted by 
is called the code distance spectrum. 
Substituting (4.2) into (4.1), and considering the definition for WEF in (2.47) and the 
Q-function bound Q(x) :::; !e-x2 / 2 , x ｾ＠ 0, we can get 
k 
= L ｾｗｷａｷＨｚＩｉ＠ Ｍｮｾ＠
w=l l-V=Z=e o 
(4.4) 
where Aw(Z) is called the conditional WEF for the equivalent block code of the turbo 
code. If a unifonn interleaver1 is assumed, it can be obtained from the weight distrib-
utions of the component codes which again can be obtained from the transfer function 
generated frmn the code augmented state diagram. Based on all above regards, a union 
upper bound for the bit error probability is given by [7) 
N w·w' 2 2:::: · N nmax-tu-1 
2 · nmax!2 
W=Wmin 
(4.5) 
1 A uniform interleaver is a probabilistic device which maps a given input sequence of length N 
and weight w into its all distinct ( : ) permutations with equal probability of ( : ) . The 
uniform interleaver makes independent weight distributions of the parity check sequences generated by 
constituent encoders. 
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where Wmin is the minimu1n infonnation weight in error paths of the component codes, 
nmax is the largest number of single error paths concatenated to produce a compound 
error path2 with an input sequence of weight w, and 
A(w,Z,n) = L(zzLTw,z,l,n)· (4.6) 
z l 
where Tw,z,l,n is the nmnber of error paths in the trellis produced by an infonnation 
sequence of weight w, with the parity check weight of z, path length l and consisting 
of n concatenated single error paths. 
For turbo codes with RSC component encoders, it is found that the bit error probability 
upper bound is dominated by the error paths with the 1ninimum information weight 
Wmin = 2 and their compound error paths [19]. Let Zmin denote the lowest weight of 
the parity check sequence in error paths of RSC component encoders generated by an 
information sequence with weight 2. The upper bound can be fm·ther approximated 
by substituting the WEF of single error paths with information weight 2 for the RSC 
code into ( 4.5) 
L ｾ＠ J ( 2 · ) 2+2 · ｾ＠ (H Zmin )'1. pb < i N-1 . . E 
- L . (1 _ HZmin-2)2t 'H- Ｍｒｾ＠i=l ｾ＠ -e o (4.7) 
( 4. 7) shows that the 1nost important parameter which has a significant influence upon 
the turbo code performance is Zmin· To reveal this, the lowest weight of the turbo code 
sequence generated by an information sequence of weight 2 with a uniform interleaver 
is defined as the effective free distance, [19] 
de = 2 + 2Zmin (4.8) 
Simulation results show that the effective free distance can effectively reveal the error 
performance of a turbo code at high SNR, however, it loses its predictability at low 
SNR. Recently, various methods for the performance analysis of turbo codes in the low 
SNR area have been proposed. EXIT chart and Gaussian approximation methods are 
two representatives. 
2For the equivalent· block code, an error path associated with an error event that consists of all 
possible combinations of all single error paths is called compound error path (7). 
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4.2.2 Gaussian Approxhnation 
The fact that the soft estilnation values delivered by a SOVA decoder is approxilnately 
Gaussian distributed was noticed and developed to evaluate the decoding behaviour 
in (30] in 1989. Motivated by the fact that SNR is a simple sufficient statistic for 
Gaussian random variables, the authors of [27) explored the convergence of turbo de-
coders employing iterative MAP algorithm based on the Gaussian assun1ption. 
The Gaussian assumption is formalized as follows 
Independent Gaussian Assumption: The random sequences 
{ } N {A (o) }N {A (1) }N {A (i) }N 7'o,t t=l' e,t,rn t=l' e,t,rn t=l' · · · ' e,t,rn t=l' · · · 
where 7'o,t is the channel observation for systematic bit at time t (a log-likelihood ratio) 
and ａｾｾｾＬｲｮ＠ represents the extrinsic LLR value generated at time t by constituent decoder 
m in iteration i, are jointly Gaussian and statistically independent in sense that any 
finite collection of the ro,t and ａｾｾｾＬｲｮ＠ are jointly Gaussian and pairwise independent. 
Assume that MAP algorithm is used for decoding in the constituent decoder. The 
constituent 1\IIAP decoders are optimal in that no decoding rule for the constituent 
decoders is capable of producing a smaller bit error probability Pb. Similar to the idea 
in [30], for each Gaussian random variable r with 1nean 11 and variance a2 associate 
a SNR SNR(1·) = 112 /a2 • Since the statistical behaviour of the MAP decoder is de-
termined by the statistical distribution of the input variables while SNR is a sufficient 
statistic for Gaussian random variables, the behaviour of the constituent MAP decoder 
is completely determined by the SNRs of the input variables; and the bit error proba-
bility ｐｾＬ＿＠ of the output of constituent decoder m is completely determined by the SNR 
of the output log-likelihood ratio ａｾｾｾｾｾ＠ where 
(i) - • (i) (i) 
At m - 7 O,t + Ae t m + "" Ae t 1' I 11 LJ )1 (4.9) 
j:f:rn 
Note that ( 4.9) is generalized frmn (3.38) by noticing that the extrinsic information 
delivered by one constituent decoder serves as the a priori information for all other 
constituent decoders. Since interleaving does not change the statistical property of 
a sequence, the effect of interleaving is not considered in (4.9). Discussion in the 
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following will be concentrated with individual constituent decoders, thus subscript m 
will be dropped if no confusion arises. 
Proposition 1 Under the independent Gausian assumption, the SN ｒＨａｾｩＩＩ＠ and SN R(Aiib 
, 
are nondecreasing functions of the input S N R( To) and S N R( Ae) for all possible ?'o other 
than ro,t and all possible a priori information Aii-1) other than ａｾＺ［Ｍ Ｑ ＾Ｎ＠ Furthermore, 
ｓｎｒＨａｾｩＩＩ＠ ｾ＠ oo (and thus, ｐｾｾ＠ ｾ＠ 0) as i ｾ＠ oo if and only if ｓｎｒＨａｾｾ｢＠ ｾ＠ oo as 
ｩｾ＠ 00. 
proof: Consider two scenarios in which only the SNR for input variable r is different. 
Let SNR(r') < SNR(r) denote the two different values of signal-to-noise ratio for r 
with corresponding output ｓｎｒＧＨａｾｩＩＩ＠ and ｓｎｒＨａｾｩＩＩＬ＠ respectively. 
For either scenario, the constituent MAP decoder must produce the smallest possible 
value of BER Pb,t· Thus, we must have ｓｎｒＧＨａｾｩＩＩ＠ ｾ＠ ｓｎｒＨａｾｩＩＩＮ＠ Otherwise, for the 
scenario with SNR(r), a decoding strategy in which noise is injected to reduce the 
SNR to SNR(1·') before performing MAP decoding would yield a smaller BER than 
optimal MAP decoding. This contradiction shows that SN ｒＨａｾｩＩＩ＠ is a nondecreasing 
function of the input SNRs as claimed. 
The constituent MAP decoder forms the linear cmnbination ( 4.9) of the log-likelihood 
information ro,t, ａｾｾｾ＠ to produce the decision statistic ａｾｩＩ＠ yielding the smallest BER. 
For Gaussian randmn variables, the optimal linear combination producing the highest 
SNR (and hence lowest BER) is (up to a proportionality constant) the weighted sum 
(i) - • . (i) . (i) (i) (i) Zt,m- c(?o,t) ro,t + c(Ae,t,m) Ae,t,m + 2:::: c(At,j)At,j (4.10) 
j#m 
where the coefficient c(r) = E{r}/Var{r} is the mean-to-variance ratio of randmn 
variable?'. Thus, under the independent Gaussian assumption, the decision statistic 
ａｾｩＩ＠ is a scaled version of z?>. 
It is well known that the SNR of zii) is the sum of the SNRs of each term. It can 
therefore be concluded that the value of SN ｒＨａｾＺ｢＠ changes in the same direction as 
the value of SN ｒＨａｾｩＩＩＮ＠ Hence, SN ｒＨａｾｾ｢＠ is also a nondecreasing function of the SNRs 
of the other input variables. Likewise, ｓｎｒＨａｾｩＩＩ＠ ｾ＠ oo if and only if ｓｎｒＨａｾｾｦＩ＠ ｾ＠ oo. 
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In the regard that the essential action of the constituent decoders is to enhance the 
SNR of the extrinsic information because the S N R( r0 ) is constant during decoding, let 
sii) (v) denote the SNR of the extrinsic information ａｾｾｌ＠ where v = SN R(1·0 ) represents 
the decoder initial condition. Then, 
si0>(v) = 0 
sii)(v) = ft(S?- 1>(v),v). 
By the independent assumption, the function ft(S, v) is the same for all decoding steps. 
By the Heine-Borel property [12], the sequence ｻｓｩｩＩＨｶＩｽｾ ＰＰ＠ either has an accumulation 
point r(v) < oo or is unbounded r(v) = oo. Since, by the previous proposition, 
the sequence is nondecreasing, it must in fact converge to r(v) from below. Thus, 
(i) 
r(v) = ｳｵｰｩｾｯｻｓｴ＠ (v)}. 
Proposition 2 r(v) is a nondecreasing function of v. Thus, if r(v) < oo for some v, 
then r(s) < oo for all s ｾ＠ v; and, conversely, if r(v) = oo for some v, then r(s) = oo 
for all s;::: v. 
proof: Let v' < v. Since ft(S, v) is a nondecreasing function of both arguments, we 
have 
Thus, 
Taking the supremum over i yields the desired result 
If the threshold r(v) is finite for some input SN R(ro) = v, then, by Proposition 1, the 
bit error probability is bounded away from 0 no matter how many decoding iterations 
are performed. Conversely, if r(v) is infinite, Proposition 1 implies that the bit error 
probability converges to 0 as the number of iterations goes to infinity. 
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Thus, the behaviour at one input SNR determines the behaviour for all s1naller or larger 
values of input SNR. Since r(O) = 0, the supremum 
v = sup{v: r(v) < oo} (4.11) 
is well defined and serves as a fundamental threshold determining the convergence of 
the iterative decoder tmder the independent Gaussian assumption. These results can 
be sununarized into the following proposition. 
Proposition 3 If v < v, then r(v) < oo. If v > v, then r(v) = oo. Thus, under the 
independent Gaussian assumption, the iterative decoder converges with zero error prob-
ability if the input SNR is greater than v, but converyes with nonzero error probability 
if the input SNR is less than v. 
As seen above, the 1nain contribution of the Gaussian approximation analysis method 
is that it presents a rigorous proof on the convergence of iterative decoding. The con-
vergence threshold values can be derived from the input/output SNR relation which 
is acquirable by much shnpler experhnents than BER simulations. To obtain the in-
put/output relation for given channel observations (ro), it is only necessary to run the 
concerned constituent decoder by feeding the Gaussian distributed channel observa-
tions and a priori information into it, and measure a single parmneter: the output 
extrinsic information SNR. 
Figure 4.1 shows the SNR input/output relation of the extrinsic infonnation from the 
MAP decoder for the constituent code (21/37) (the code Berrou used as example in [10]) 
as a function of different bit-energy-to-noise ratio Eb/N0 • In the figure, the symbols 
denote 1neasured SNRs obtained via simulation by inverting the observed BER using 
the Gaussian Q-function, whereas the various dashed and solid lines represent curve 
fits. Since the input a priori information to one constituent decoder is an interleaved 
version of the output extrinsic information of the other decoder, the turbo decoder 
will converge asymptotically to ｐｾＲ＠ ｾ＠ 0 after a sufficient number of iterations if and 
only if the constituent decoder characteristic does not intersect the (In=Out) line; the 
intersection point is the finite accumulation point r, and hence, the nonexistence of the 
intersection point implies that r = oo. 
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Figure 4.1: Extrinsic information SNR input/output relations for Berrou's 16-state 
code [27] . 
Based on this method, threshold values for best turbo codes, fron1 the convergence 
point of view, are listed in [27]. 
4.2.3 EXIT Chart 
The idea is to predict the behaviom· of the iterative decoder in relatively low SNR 
(thus relatively high BER) region by looking solely at the input/output relations of 
individual constituent decoders. Since analytical treatment of the BCJR decoder is 
difficult, the EXIT chart n1ethod malms use of the following two observations. !)For 
large interleavers the a priori values Aa remain fairly uncorrelated from the respective 
channel observations ro over 1nany iterations. 2)The probability density functions of 
the extrinsic output values Ae (a priori values Aa for the next decoder respectively) 
approach Gaussian-like distributions with increasing number of iterations, as already 
observed in [67] and developed in the Gaussian approximation method [27]. 
Observations 1 and 2 suggest that the a priori input Aa to the constituent decoder can 
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be modelled as 
( 4.12) 
where na is a Gaussian distributed randon1 variable with variance ｣ｲｾ＠ and 1nean zero, 
and x is the transmitted systematic bit. Since Aa is supposed to be a Log-likelihood 
ratio (LLR) with Gaussian distribution, as proved in (60], the 1nean value J.La must fulfill 
( 4.13) 
With ( 4.13) the conditional probability density function belonging to the LLR value 
Aa is 
( 4.14) 
where X is a variable representing the transmitted systematic bits. To measure the 
information contents of the a priori knowledge, mutual information Ia = I(X; Aa) 
[17, 33] between transmitted systematic bits X and the LLR values Aa is used, 
1 "" /_+oo 2 · ｐ｡Ｈｾｉｘ＠ = x) 
Ia = 2 L..J _ ｐ｡Ｈｾｉｘ＠ = x) X log2 Ｈｾｉｘ］＠ _ 1) + Ｈｾｉｘ］＠ +1) ､ｾ＠x=-1,1 oo Pa Pa (4.15) 
and 
( 4.16) 
Note that base-2logarithm is used thus the quantification of Ia is in the unit of bits, and 
in (4.15), signals ( +1) and (-1) are assumed to be transmitted with equal probability, 
i.e., 
1 
P7·(+1) = P1·(-1) = z· 
Mutual information is also used to quantify the extrinsic output Ie = I(X, E). 
1 """"' /_+oo 2 · ｐ･Ｈｾｉｘ＠ = x) 
Ie = 2 L.t - ｐ･Ｈｾｉｘ＠ = x) X log2 Ｈｾｉｘ］＠ -1) + (EIX = +1) ､ｾ＠
x=-1,1 oo Pe Pe 
and 
( 4.17) 
(4.18) 
( 4.19) 
Viewing Ie as a function of Ia and the Eb/Na-value, the extrinsic information transfer 
characteristics are defined as 
( 4.20) 
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Figure 4.2: The EXIT chart of Berrou's original turbo code [60]. 
or, for fixed Eb/No, just 
Ie = T(Ia)· 
71 
(4.21) 
To compute T(Ia, Eb/No) for the desired (I a, Eb/No)-input combination, the distribu-
tions PE of (4.18) are most conveniently determined by Monte Carlo shnulation (his-
togram n1easurements). For this, the independent Gaussian random variable of (4.12) 
is applied as a pri01"i input to the constituent decoder of interest; a certain value of Ia 
is obtained by appropriately choosing the parameter O'a according to (4.15). Sequence 
lengths of 104 systematic bits were found to sufficiently suppress tail effects 3 . Note 
that no Gaussian assumption is imposed on the extrinsic output distributions Pe· 
Transfer characteristics Ie = T(Ia, Eb/No) for Eb/No = 0.1 dB and 0.8 dB are given in 
3Tail effects mean the performance variations caused by the opening/termination of the encoding 
trellises of convolutional codes. 
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Figure 4.2. For the first constituent decoder, the a priori input Ia is on the abscissa, 
the extrinsic output Ie on the ordinate. The Eb/No-value serves as a pcu·ameter to 
the curves. The BCJR MAP algorithm is applied to a rate 1/2 recursive systematic 
convolutional code with encoding polynomial (23, 37); the pcu·ity bits are punctured to 
obtain a rate 2/3 constituent code and a rate 1/2 overall turbo code. The exchange of 
extrinsic information can be visualized as a decoding trajectory by plotting the charac-
teristic of the other constituent decoder into the srune diagrmn, however, swapping the 
axes, as shown in Figure 4.2. Diagratns like Figure 4.2 cu·e referred to as EXIT chart. 
With the EXIT chart, the three regions exhibited in BER chart can be demonstrated 
more vividly. The decoding trajectory also shows intuitively at what Eb/No the de-
coder can get through the bottleneck to converge toward low BER. However, the most 
important contribution of the EXIT chm·t to the understanding of iterative decoding 
is the advantage that only simulations of individual constituent decoders ru·e needed to 
obtain the desired transfer characteristics. No resource-intensive BER simulations of 
the iterative decoding scheme itself are required. 
Furthermore, the EXIT chart can be used to obtain an estimate on the BER after an 
arbitrary number of iterations. With (4.14),(4.15) becomes 
(4.22) 
For abbreviation define 
J(u) := Ia(Ua = u) (4.23) 
with 
lhn J(u) = 0, lim J(u) = 1, u > 0 
u-o u-oo 
(4.24) 
Since the capacity of a binary input/continuous output AWGN channel defined by 
Equation (4.12) can be written as 
C = J(u = 2/u,.,,) (4.25) 
The capacity C cannot be expressed in closed form, however, it is monotonically in-
creasing [17] in u = 2/ Un and thus reversible, i.e. 
(4.26) 
4.3. Error Correcting Ability of Iterative Decoders Based on Cross-Entropy 73 
For the sake of deriving a formula for the bit error probability Pb, the a priori in-
formation and extrinsic information are both assumed to be Gaussian distributed. If 
the channel observation ?'o is LLR values and also Gaussian distributed, according to 
Equation (3.38) and with the independence assumption, the LLR values delivered by 
the soft output decoder A( Ct) is Gaussian distributed (linear combination of Gaussian 
variables is still Gaussian distributed). Similar to (4.13),its variance ｏＢｾ＠ and mean J.Ld 
satisfy J.Ld = ｃｊｾＯＲＮ＠ Consequently, 
(4.27) 
ｓｩｭｵｬｾｴｩｯｮ＠ results (60] show that the EXIT chart in combination with the Gaussian 
approximation of (4.27) provides reliable BER predictions down to 10-3 , that is, in the 
region of low Eb/No. It is not useful for determining lower BERs or BER floors. 
4.3 Error Correcting Ability of Iterative Decoders Based 
on Cross-Entropy 
Suppose that p(x) and q(x) are densities of two observation spaces P(x) and Q(x) of an 
event Hand q(x) -1 0, the cross- entropy, also known as discrimination information 
or Kullback-Leibler ntnnber [13], between P(x) and Q(x) is defined as the expectation 
of the log ratio of p(x) and q(x) over density q(x), i.e., 
D(Q(x)//P(x)) = Eq{log ｱＨＨｾＩＩｽ＠ = { q(x)log q((x))dx 
P X lx p X (4.28) 
It is interpreted as the inefficiency of assuming that the true distribution is P(x) when 
it really is Q(x), or the divergence of Q(x) from P(x). The choice of the logaritlun 
base is arbitrary. Base-2logarithm is used in our examples, with the cross-entropy then 
given in units of bits. 
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Minimizing cross-entropy (MCE) is a widely adopted method for probability inference. 
The principle of the MCE method is that given a positive prior density p(x) and a finite 
set of equality constraints for the desired probability: 
j q(x)dx = 1 (4.29) 
j fk(x)q(x)dx = fk, k = 1, ... , F (4.30) 
where fk are known constants, a density q(x) that minimizes D(Q(x)/ / P(x)) can be 
found subject to the constraints using Newton-Raphson method: 
F 
q(x) = p(x) exp( -J.Lo- ｾ＠ J.Lkfk(x)) (4.31) 
k=l 
where J.lk are Lagrange 1nultipliers with J.Lo determined by the first constraint and others 
determined from the following F equations by replace q(x) in (4.30) with (4.31): 
F j fk(x)p(x)exp(-J.Lo- ｾｊＮｌｫｦｫＨｸＩＩ､ｸ＠ = fk,k = 1, ... ,F 
k=l 
(4.32) 
The MCE method was first applied into decoding in (8). In (43), a framework for iter-
ative decoding via cross-entropy minimization was established, and the author proved 
that the codeword with maximum MCE density can be delivered as the decoding re-
sult without any loss of information. Few further reports have been found after [43) on 
MCE method in iterative decoding. In particular, a stop criterion for iterative decoding 
was proposed in (31] by checking whether the cross-entropy between bit probabilities of 
input and those of the output of the decoder drops below a threshold after each step of 
decoding. But the method is limited to stop criterion, that 1neans it is not suitable for 
general analysis of iterative decoding. As a stop criterion, the high computation com-
plexity introduced by the exponential operations to transfer Log-likelihood ratios which 
are delivered by the BCJR algoritlnn, to bit probabilities which are required by the 
method, can be reduced considering the special scenario [31]. However, computation 
complexity is a problem for most other applications. 
In the following, we will demonstrate a new general method to analyse iterative de-
coding based on cross-entropy minimizing. It is valuable to note that our discussion in 
the following is concerned with the densities of LLR sequences (soft representation of 
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bits) directly delivered by the decoder, but not with the probabilities of bits which are 
obtained by introducing some additional exponential operations on the output of the 
decoder. 
ｌ･ｴｾ］＠ (6,6, ... ＬｾｎＩ＠ denote a sequence of log-likelihood ratios, where N is the length 
of the codeword and, 
c - L( ) -1 Pr(Cn = +1ly) 
':on- Cn - n ( I , Prcn=-1y) ( 4.33) 
where ｾＮＬ＠ represents the bit corresponding to ｾｮ＠ in a codeword, then the following 
proposition follows. 
Proposition 4 A soft-in-soft-out trellis based MAP decoder minimizes cross-entropy 
between the probability density ｐ･ＨｾＩ＠ of the extrinsic information {LLR sequence) and 
the probability density ｐ｡ＨｾＩ＠ of the a priori information (LLR sequence). 
proof' The basis of the proof is to express the coding constraints with proper functions 
fk(x) and determine J.lk from (4.32). The following constraint functions can be used, 
ｦｬｸｆＨｾＩ＠ = psign(OHT 
where His the F x N parity check 1natrix of the code and for each element ｯｦｾ＠
0, if ｾｮ＠ :=; 0 ｰｳｩｧｮＨｾｮＩ＠ = { 
1, if ｾｮ＠ > 0 
(4.34) 
( 4.35) 
Then, when ｰｳｩｧｮＨｾＩ＠ is in the code book, ｦｬｸｆＨｾＩ＠ = 0 and the mean value fk = 0, 
otherwise, ｦｬｸｆＨｾＩ＠ i= 0 and fk > 0. Applying (4.34) into constraints (4.32) will generate 
F equations. By noting that all three terms in the integration are nonnegative in each 
equation while f k is zero, the following indicators are established, 
= exp( ＭｊＮｌｫｦｫＨｾＩＩ＠
0, if ｦｫＨｾＩ＠ i= 0 
={ 
1, if ｦｫＨｾＩ＠ = 0 
(4.36) 
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ｉｫＨｾＩ＠ = 1 means ｾ＠ satisfies the the constraint k, while ｉｫＨｾＩ＠ = 0 means not. With 
(4.31), the Pe(c;) with minimum cross-entropy to ｐ｡ＨｾＩ＠ subject to given constraints can 
be expressed by Pa(e) and these indicators, 
F 
ｐ･ＨｾＩ＠ = Pa(c;) exp( -llo) IJ ｉｫＨｾＩ＠ (4.37) 
k=l 
where/lois a normalization factor obtained fron1 constraint (4.29). Generally, ｐ｡ＨｾＩ＠ is 
nonzero and ｐ･ＨｾＩ＠ is nonzero if and only ｩｦｾ＠ satisfies all the constraints which means 
ｐ･ＨｾＩ＠ is the MOE density to ｐ｡ＨｾＩＮ＠
The trellis is a graphical representation of a code book, see Section 2.4.2. Every valid 
path (starting from 0 state and ending at 0 state) in the trellis of a code corresponds to 
a codeword. A trellis based MAP decoder selects the path( codeword) with maxhnum a 
posteriori probability from the trellis( code book) as the decoding result. For a soft-in-
soft-out trellis based MAP decoder, the decoding result is represented by LLR sequence 
ｾＬ＠ and the codeword with n1aximtnn a posteriori probability is psign( ｾＩＮ＠ That means, ｾ＠
satisfies all the constraints and the overall codeword indicator IJf=1 ｨＨｾＩ＠ i= 0. Hence, 
ｐ･ＨｾＩ＠ in (4.37) is the density minimizing the cross-entropy ｄＨｐ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠ subject to 
the coding constraints (4.34). 
The error correcting ability of a decoder is equivalent to the information obtained 
from the decoding. From the cross-entropy point of view, it is the reduced amount of 
divergence from the reference information, from which all source bits can be correctly 
decoded and BER = 0, to the a priori/extrinsic information by decoding. In the 
scenario of ttu·bo decoding, the error correcting ability of each decoding step 
D..D =:; ｄＨｰＪＨｾＩＯ＠ /Pa(e))- ｄＨｰＪＨｾＩＯ＠ Ｏｐ･ＨｾＩＩ＠ (4.38) 
where ｐ｡ＨｾＩＬ＠ ｐ｡ＨｾＩ＠ are the a priori, extrinsic density, respectively, and ｰＪＨｾＩ＠ is the 
reference density. 
For turbo decoding, the F constraints labelled Care partitioned into !vi subsets labelled 
c<m), m = 1, ... , !vi. Each subset corresponds to a constituent code. The constituent 
decoder at decoding step i generates Pe,i(c;) minimizing ｄＨｐ･ＬｩＨｾＩＯ＠ Ｏｐ｡ＬｩＨｾＩＩ＠ subject to 
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the constraint subset C(irnodM). Different constituent decoders correspond to different 
constraint subsets but Pa,i+l = Pe,i· With Proposition 4 and the convergence property 
of the iterative MCE algorithm (see Appendix A), limi-HX>Pe,i(c;) = p;(c;), where p;(e) 
is the unique global MCE density satisfying all the constraints. The uniqueness of p;(e) 
means Pe,i (e) = P! (e) only if i = oo. Based on above discussion, Proposition 5 follows. 
Proposition 5 For a converging turbo decoder with trellis based MAP constituent de-
coders, the error correcting ability of each decoding step D..D can be evaluated with the 
cross-entropy between the extrinsic information and the a priori information D(pe(e)/ /Pa(e)), 
i.e., 
D..D = D(Pe(e)/ /Pa(e)) ( 4.39) 
where Pa(e) is the probability density of the a priori information and Pe(e) is the prob-
ability density of the extrinsic information. 
proof:With Proposition 4, Pe(c;) is the local MCE density for the a priori density Pa(e). 
Since the decoding is converging and the number of constraints F < oo, let p;(e) rep-
resent the global MCE density, then P!(e) is unique and the following triangle equality 
for MCE densities holds [55], 
(4.40) 
For a converging turbo decoder, when the number of coding steps approaches infinity, 
i.e., i = oo, the decoding is converged, i.e., Pe,i(e) = ｰ［ＨｾＩ＠ and BER = 0. With regard 
to the uniqueness of the global MCE density, it means if Pe,i(e) = p;(e), BER=O. 
Hence, the global MCE density P! can be used as a reference density for the evaluation 
of error correcting ability in ( 4.38). Combining ( 4.38) and ( 4.40), we get 
(4.41) 
By noting that interleaving does not change the statistical property, i.e., 
Pa,i+l (e) = Pe,i(e), (4.42) 
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it is straightforward to obtain the overall error correcting ability of a turbo decoder 
with I iterations based on Proposition 5, 
ｾｻ］ＱＯＺＩＮｄｩ＠
ｾｍ＠ ﾷ ｾｉｦｍ＠ AD(m) 
L..m=l L.Ji=l u (M -l)i+m (4.43) 
where subscript I in bracket is used to distinguish "overall" from "single step", and 
(I 1nod lvf = 0) is assumed for brevity of expression although it is not compulsory. 
Equation (4.43) indicates that the error correcting ability of different constituent codes 
can be dealt with separately and it obeys the laws of addition. 
Assume all interleavers/deinterleavers in the encoder and decoder are ideal, and the 
channel is fully interleaved, then the LLR values for all bits will be independent of each 
other, and 
( 4.44) 
Ideally, all turbo decoders with optimal IviAP algorithm converge once the system SNR 
exceeds the Shannon limit. However, since 
1) the optimality of the practically adopted BCJR algorithm relies on the independence 
of the a priori LLR values, 
2) the overall optimality of the turbo decoding relies on the independence of the con-
stituent decoders, 
turbo decoders in real systems converge only when Eb/No of the system is bigger than 
a threshold value. It was noticed by us, as well as authors of [27] (60], that for a 
non-converging tlu·bo decoder, Pe(e) = Pa(e), hence, D(Pe(e)/ /Pa(e)) = 0. 
For a practical turbo decoder, the constituent decoders only accept/deliver the a pri-
ori/extrinsic information on systematic bits, and LLR values for either systematic bits 
or parity-check bits are identically distributed because of ideal interleaving. With this 
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regard, Equation ( 4.44) can be further written as 
ｄＨｰ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠
{"' 1 ｐ･ＨｾｳＩ＠ "' l ｐ･Ｈｾ｣Ｉｽ＠
=Eve LJs og ｐ｡ＨｾｳＩ＠ + LJc og ｐ｡Ｈｾ｣Ｉ＠
= J( · { ｐ･ＨｾｳＩ＠ log ｐ･ＨＨｾｳＩＩ＠ ､ｾｳ＠ + F · { ｐ･Ｈｾ｣Ｉ＠ log ｐ･ＨＨｾ｣ＩＩ＠ ､ｾ｣＠
Jt;.s Pa <:.s }t;.c Pa <:.c 
= ]( · ｄＨｐ･ＨｾｳＩＯ＠ Ｏｐ｡ＨｾｳＩＩ＠ + F · ｄＨｰ･Ｈｾ｣ＩＯ＠ Ｏｐ｡Ｈｾ｣ＩＩ＠ (4.45) 
where J( is the number of systematic bits, F is the number of parity check bits, sub-
script 's' indicates LLR values corresponding to systematic bits and 'c' indicates those 
corresponding to parity-check bits. ｾｳ＠ means the sum-up of all ele1nents corresponding 
to systematic bits, and ｾ｣＠ means the sum-up of all elmnents corresponding to parity-
check bits. 
Equation ( 4.45) illuminates that the error correcting ability of a turbo decoder for 
systematic bits and that for parity-check bits is separable under the independence 
assumption. Since the error correcting ability for systematic bits are of concern in 
most applications, our later discussion will be limited to ｄＨｰ･ＨｾｳＩＯ＠ Ｏｐ｡ＨｾｳＩＩＮ＠
Propositions 4 and 5 allow for the evaluation of error correcting ability of an iterative 
decoder using ｄＨｰ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩＮ＠ With Equation (4.43), error performance of different 
constituent codes can be analysed separately. The overall perfonnance of a ttu·bo 
decoder is the simple sum-up of that of all constituent codes. Furthermore, it is only 
necessary to evaluate the cross-entropy ｄＨｰ･ＨｾｳＩＯ＠ Ｏｐ｡ＨｾｳＩＩ＠ instead of ｄＨｰ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠
with regard to Equation (4.44) and (4.45). 
In the following, we will carry out analysis based on ｄＨｰ･ＨｾｳＩＯ＠ Ｏｐ｡ＨｾｳＩＩ＠ so as to obtain 
insight into the behaviour of iterative decoding and provide some guideline for the 
code design. For brevity of notation, the subscript s is dropped and ｾ＠ represents an 
individual LLR value for a systematic bit hereafter. 
4.4 Analysis Based on Cross-Entropy 
Our focus will be on analyzing classical turbo codes but extension to other iterative 
decoders is straightforward. The structure of the classical turbo decoder is shown 
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in Figure 3.2. In all our examples, rate 1/2 recursive convolutional codes are used 
as constituent codes. No puncturing is applied, which means the coding rate is 1/3. 
The constituent codes are separated by random interleavers/deinterleavers. The BCJR 
decoding algoritlun is e1nployed. To compute the cross-entropy D(pe(e)/ !Pa(e)), both 
Pe(e) and Pa(e) are determined via Monte Carlo shnulation (histogTam measurements). 
4.4.1 Convergence Rate 
The rate of convergence is defined by the hnprovement of error perfonnance against 
the number of iterations [27]. It provides useful insight into the behaviotu· of iterative 
decoding. Since iterative decoders usually work under low BER situations( even lower 
than 10-5), it is time-consuming to obtain the convergence rate of an iterative decoder 
directly via BER shnulation. The decoding trajectory in the EXIT chart [60] can be 
employed to describe the convergence rate of turbo codes. However, it is restricted 
to high BER (BER> 1 o-3). When BER is low, the mutual infonnation in the a 
priori/ extrinsic information about the source approaches 1 and the resolution of the 
trajectory is poor. Since the error correcting ability of an iterative decoder can be 
evaluated by D(Pe(e)/ /Pa(e)), as shown by Proposition 5, the convergence rate can be 
defined by D(pe(e)/ /Pa(e)) against the number of iterations. 
Figure 4.3 shows the convergence rates, defined by cross-entropy, of the constituent 
code with encoding polynomial (G/Gr) = (15/13), where G,. stands for the recursive 
feedback polynomial and the values are given in octal. The nmnber of iterations is on 
the abscissa, the cross-entropy D(pe(e)/ !Pa(e)) with unit of bit on the ordinate. The 
Eb/N0-value, which is given with respect to the code rate 1/3, serves as a parameter 
to the cm·ves. To account for the overall convergence of the decoder, curves of cross-
entropy for two constituent decoders are plotted on different sides of the abscissa in 
one diagram. 
For the first iteration of the first constituent decoder, the a priori information is all zero, 
which results in infinite cross-entropy. Thus, the curves of the first constituent decoder 
start frmn the second iteration in Figure 4.3. Considering the symmetric property of 
the codes in some following examples, the convergence rate of the first decoding step of 
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Figure 4.3: Convergence rates dtu·ing iterative decoding of code (15/13) with code rate 
1/3 for different values of Eb/No 
the first constituent decoder will be regarded as the same as that of the first decoding 
step of the second decoder if it is required in analysis. 
By tracking the convergence rates in iterative decoding, the chro:acteristics of the de-
coding processes (strut, peak and fade) with different Eb/No values are clearly revealed 
by Figure 4.3. For example, the convergence of the second constituent decoder with 
Eb/No = 0.6dB starts from the second iteration, peaks at the fifth iteration and fades 
after the tenth iteration. Higher Eb/No values not only result in deeper but also earlier 
convergence than low Eb/No values. Particularly, if Eb/No is extremely low, say -0.2 
dB, ｄＨｐ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠ ｾ＠ 0 which 1neans the decoder does not converge at all. 
With regard to Equation (4.43), the area lying between the ctn·ve and the abscissa in 
Figure 4.3 actually represents the error correcting ability of the constituent decoder 
with 30 iterations. Equation ( 4.43) also indicates that the area between the two curves 
can be regarded as visualization of the overall error correcting ability of the turbo 
decoder with 30 iterations. Obviously, some general conclusions conventionally drawn 
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Figure 4.4: Derivation of Eb/No convergence threshold for turbo code (15/13) with 
code rate 1/3 
from BER evaluation, e.g., higher Eb/No results in better error performance, can also 
be drawn from cross-entropy evaluation in Figure 4.3. 
It is important to note that, since the MCE density ｐ･ＨｾＩ＠ is unique given the a priori 
density ｐ｡ＨｾＩ＠ and the coding constraints [55], the analysis of convergence rate of a single 
constituent MAP decoder can be carried out without running all the turbo decoder. 
It is in principle only necessary to run the concerned constituent decoder, input_ the a 
priori information with density ｐ｡ＨｾＩＬ＠ and calculate ｄＨｰ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩＮ＠ It is merely for 
convenience of presentation that we discuss convergence rate of constituent decoders in 
an overall turbo decoding scenario. 
4.4.2 Eb/ N0 Threshold 
Again, we take turbo code with encoding polynomial (15/13) and code rate 1/3 as our 
analysis example. Figure 4.3 shows the changing of the convergence rates during the 
iteration of decoding. 
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It can be seen frmn the figure that typically, the process of iterative decoding can be 
divided into three obvious stages: 1) the starting stage with decreasing cross-entropy, 
2) the peaking stage with non-monotonic cross-entropy, and 3) the fading stage with 
constant low residual cross-entropy. Cross-entropy decreases to a minimum at the end 
of stage 1). For low SNR transmissions, say Eb/No = -0.2dB, the decoder may fail 
to regain its convergence after the minimtun, which leads to no iteration gain and very 
poor error performance. Only those succeeding in regaining their convergence have 
the opportunity to converge to near-zero BER. Furthermore, the decoders succeeding 
in regaining their convergence have only one peak of cross-entropy at stage 2), while 
those failing ones have no peak, or a peak after an infinite number of iterations. 
Now we plot the peak cross-entropy values of the decoder at stage 2) for different 
Eb/No values into one diagram, as shown in Figure 4.4. In this figure, cross-entropy 
stays very small and almost constant when Eb/No ::; -0.2dB, while it changes with 
relatively large scale while Eb/ No > -0.2dB. Thus the expected Eb/ N0 threshold for 
the iterative decoder to converge (to near-zero BER) is to be located between -0.2 and 
0 dB. By noticing the fact that local linearity around the threshold is true for all codes 
we have tested, the exact value can be derived heuristically with the following steps. 1) 
Find out the constant cross-entropy which is approached by a non-converging decoder. 
The value is 0.05 in Figure 4.4. 2) Draw a line passing two adjacent points with cross-
entropy equal to or just lower than this value, and draw another line passing another 
two points with cross-entropy just higher than that value. The abscissa value of the 
crossing point (0.13 dB) is taken as the value of the Eb/No threshold. 
With the above heuristic method, the convergence thresholds for all codes up to 16 
states with primitive encoding polynomials and representative codes with non-primitive 
encoding polynomials are listed in Table.4.1. These results suggest that with the same 
encoding states, non-primitive codes are usually advantageous over primitive codes with 
respect to an earlier convergence, which agrees with the observations in the literature 
[49) [59) and the analytical results in [45). Exceptionally, the 8-states primitive code 
with generating polynomial (15/13) has an even earlier convergence than Berrou's 16-
states non-primitive codes [10). This presents a convincing reason why it is chosen by 
the third-generation wireless standards, and also suggests that distance spectrum is not 
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Table 4.1: Eb/No thresholds for convergence of typical turbo codes derived using cross-
entropy method 
G Threshold (dB) Remarks 
5/7 -0.02 4-states, primitive 
35/23 -0.046 16-states, primitive 
37/23 -0.048 16-states,primitive,best distance [9] 
23/33 -0.12 16-states, primitive 
21/37 -0.121 16-states, non-primitive, Berrou's code 
15/13 -0.13 8-states, primitive, 3GPP code 
37/25 -0.28 16-states, non-primitive, best cliff [27] 
the only dominating factor in the design of turbo codes. 
4.4.3 Error Floor 
The "error floor", which appears at high Eb/ No (hence low BER), has a shallower 
slope caused by code words of small weight. Although bounding techniques have shed 
some light on the error perfonnance evaluation in the "error floor" region [9], relatively 
accurate numerical methods are still preferable. 
Since the BER may be extremely low at the "error floor", even lower than 10-5 , direct 
BER measurement via simple !VIonte Carlo simulation is not time-realistic. Importance 
sampling (IS) which is used to enhance the occurrence of error events has been explored 
in [70] for situations of iterative decoding. However, a biased distribution must be 
chosen for IS to be effective using the knowledge of which noise realizations most likely 
generate errors. This task is difficult under the situation of iterative decoding, since 
codeword errors are correlated to the noise distribution an1ong the bits in a highly 
complex way [34]. 
BER can also be obtained indirectly while assuming that the decoding output is jointly 
Gaussian distributed. Since SNR is the only but sufficient parameter for the Gaussian 
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Figure 4.5: Error correcting ability of prhnitive and non-primitive constituent codes 
Q-function, BER can be calculated using the Q-function after meastu·ing the SNR of 
the output distribution. 
In previous works [53], the MCE method has been used to detennine parameters for 
IS Monte-Carlo BER simulations. Now, with proposition 5, and Equation (4.43), both 
time-consuming BER simulation and Gaussian assumption of decoding output can 
be avoided by evaluating the cross-entropy between the a priori information and the 
extrinsic information. 
Again, we consider the classical turbo code as an example, as described in Section II. 
The interleaving depth is set to 104 and the number of iterations 30. These settings 
ensure that the "error floor" is quickly reached when Eb/No value is increased over the 
threshold. Figure 4.5 shows the error correcting ability, defined by Equation (4.43), 
of constituent decoders with different encoding polynomials. The results are averaged 
from 100 frames of random transmissions. Since we only consider classical turbo codes 
here, the overall error correcting ability is double that of the single constituent code. 
The BER floors of these codes are estimated to be around 10-7 . In order to obtain 
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this BER via direct simulation, the number of bits required is about 109 , which is 1000 
times more than we simulated and extrmnely time-consuming. For the validation of 
our evaluation, we use the bounding technique. The BER bounds vs. Eb/No values 
for all codes are plotted as a subfigure in Figure 4.5. These bounds are obtained by 
using the approximation in [9] with the knowledge of effective free distance de defined 
by (4.8) and the assumption of uniform interleaver with length I [59], i.e., 
(4.46) 
From Equation ( 4.46), effective free distance de is one of the dmninating factors for 
the error performance in the floor region. Primitive constituent codes are usually 
advantageous in effective free distance compared with non-primitive codes with same 
encoding states, so their error performance in the floor region should be better. This 
is perfectly revealed by the error correcting ability depicted in Figure 4.5. 
From Figure 4.5, it can be seen that the performance difference between various de-
coders exhibited by the error correcting ability based on cross-entropy matches quite 
well with that exhibited by BER bounds. F\1rthermore, compared with the rough esti-
mation of BER based on bounding technique, the numerical cross-entropy based method 
depicts the error performance in more detail. For example, from Figure 4.5, the error 
correcting ability of code (21/37) is observed to beat that of (37 /25) at Eb/No = 0.2dB, 
although their perfonnance becomes similar when Eb/No is increased to 0.6dB. This 
observation is precisely validated by the results of BER simulation shown in Figure 4.6. 
4.4.4 Asy1nmetric Turbo Codes 
Although sym1netric turbo codes constructed using non-primitive feedback polynomials 
outperform those constructed using primitive polynomial in waterfall region, it was 
reported in [45) that they exhibit relatively poorer performance in the "error floor" 
region. In order to optimize the performance of turbo codes with respect to both 
regions, in (59], Takeshita etc. proposed to construct turbo codes with nonidentical 
constituent codes which were named as asymmetric turbo codes. 
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Figure 4. 7 shows convergence rates of the asymmetric turbo codes proposed by Takeshita 
with encoding polynomial G1(21/37, ), G2(35/23), where Gt is the polynomial for the 
first constituent encoder, and G2 for the second one. In Figure 4.7, the prhnitive con-
stituent code (DEC2) exhibits obviously higher convergence rates as well as stronger 
overall error correcting ability than the non-primitive constituent code (DECl). This 
is consistent with the performance comparison in the symmetric turbo codes scenario. 
However, that does not mean there is no difference between the performance of a code 
with symmetric codes and that of the sa1ne code but with asym1netric codes. 
In Figure 4. 7, the difference is shown by plotting the convergence rates of corresponding 
constituent codes in symmetric scenario when Eb/No = 0.2dB. Obviously, this Eb/No is 
bigger than the convergence threshold, hence the decoding converges and it is extremely 
time-consuming to shnulate the BER directly. With Proposition 5, by cmnparing the 
area lying between two curves (asymmetric code) and two times the areas lying between 
the curve and the abscissa (symmetric codes), we can make the judgement that the error 
performance of the asym1netric code (21/37, 35/23) is better than the symmetric code, 
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Table 4.2: BER comparison between asymmetric turbo code and sy1nmetric turbo codes 
Code 5 Iterations 15 Iterations 
(21/37) 1.21E-2 1.20E-5 
(35/23) 4.03E-2 9.63E-7 
(21/37, 35/23) 2.61E-2 2.12E-7 
either (21/37) or (35/23). This is not consistent with the original expectation that the 
error performance of the new code should be intermediate between that of (21/37) and 
(35/23). 
The inconsistency comes from the sub-opthnality of practical iterative decoders . It 
is known that as the iterative decoding processes, the correlation between both bits 
and constituent decoders increases [31], and thus the assmnptions: 1) any pair of bits 
are independent, 2) any two constituent decoders are independent, become more and 
more problematic. The sub-optimality is more serious for a symn1etric code compared 
with an asymmetric code because the inherent asym1netric structure of an asymmetric 
turbo code increases the diversity of the constituent decoders and assumption 2) is en-
hanced. This enhancen1ent becomes more and more obvious with increasing of number 
of iterations, just as shown in Figure 4. 7. 
As a validation of our analysis, simulated BER values of the three codes for 5 and 15 
iterations are listed in Table 4.2. Two facts can be observed from Table 4.2. Firstly, 
although the non-primitive symmetric code (21/37) outperforms the primitive sym-
Inetric code (35/23) at the initial stage of the convergence, it is outperformed quickly 
later. Secondly, perforn1ance of the asymmetric codes (21/37,35/23) is between that of 
asymmetric codes (21/37) and (35/23) after 5 iterations, however, it outperforms both 
asym1netric codes after 15 iterations. The BER shnulation results fit very well with the 
observations from Fig.4.7. However, for the 15-iteration case, 108 random samples were 
simulated for the asymn1etric code, which is much more than the number of samples 
simulated in Fig.4.7 (106). 
By e1nploying the heuristic 1nethod introduced previously, the Eb/No convergence 
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Figure 4.7: Convergence rates of asymmetric turbo code, and con1parison of conver-
gence rates of constituent codes with asymmetric turbo code ( asymTC) and the same 
codes but with symmetric turbo code (symTC) 
threshold is found to be -0.21 dB, lower than that of the symmetric code with en-
coding polynomial (21/37): -0.121 dB, but higher than the code (35/23): -0.28 dB. 
As shown previously, the new technique is suitable for the analysis in both waterfall 
and "error floor" regions. It is natural to apply it to direct the design of asymmetric 
turbo codes. A design example is demonstrated in the following. 
4.4.5 Design Example of Asymmetric Turbo Codes 
A non-primitive code (37 /25) is found to enjoy a lower convergence threshold than 
non-primitive code (21/37) from Table 4.1, and primitive code (37 /23) exhibits higher 
error correcting ability than primitive code (35/23) in Figure 4.7 although the number of 
encoding states of all these codes is 16. With these findings, we construct an asymmetric 
turbo code G1(37 /25, ), G2(37 /23). This code is expected to outperform Takeshita's 
code in both high BER region where the performance is dominated by the convergence 
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property, and low BER region where the performance is dominated by "error floor" 
property. Figure 4.8 validates our conjecture. The shnulations here are run over AWGN 
channel with 1024 bits transmitted in each frame and 20 iterations of decoding. From 
Figure 4.8, more than 0.1 dB of gain is observed in both high and lowBER regions by 
using the new asymmetric code designed with the guidance of our technique. 
4.5 Discussion Under Independent Gaussian Assumption 
The independent Gaussian assumption states that both the received sequence (Y) 
and the extrinsic information (E) delivered frmn the constituent decoders are jointly 
Gaussian distributed and statistically independent in the sense that any finite collection 
of the sequences are jointly Gaussian and pairwise independent. Since interleavers do 
not change the statistical property of a sequence, the a priori information (A) can be 
dealt with statistically in the same way as the extrinsic information (E). 
With the Gaussian assumption, the probability density functions (pdf) of the extrinsic 
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information and the a priori information can be written respectively as, 
where, 
and, 
ｐ｡ＨｾＩ＠ = ｇＨｾＬ＠ -J.Le, ｡ｾＩｐｲＨ＠ -1) + G(e, P,a, ｵｾＩｐｲＨ＠ +1) 
2 1 Ｈｾ＠ =f p,)2 ｇＨｾＬﾱｰＬＬｵＩ＠ = . /iC exp( 2 2 ) y 271"0" (j 
1 P1·(-l) = Pr(+1) =-
2 
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(4.47) 
(4.48) 
(4.49) 
( 4.50) 
Since E and A are sequences of Log-likelihood ratios (LLR), the following relationships 
between the single sided mean and variance holds [60] respectively forE and A, 
(4.51) 
P,a = ｵｾＯＲ＠ (4.52) 
Therefore, for E or A, the single sided mean is the sufficient parameter to depict 
its statistical property. Based on this idea, we derive an approximate expression of 
ｄＨｰ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠ by P,e and 1-la· 
(4.53) 
Considering the approximation, 
(4.54) 
and (4.47) (4.48) and (4.49) the integrated term in (4.53), 
ｐ･ＨｾＩ＠ log ｐ･ＨｾＩ＠ ｾｬｯｧ＠ ｏＢ｡ｐ･ＨｾＩ｛ＭＨｾ＠ + :e)2 + Ｈｾ＠ + ｾ｡Ｉ Ｒ ｝＠ (4.55) 
ｐ｡ＨｾＩ＠ O"e 2ue 2aa 
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Replace ｐ･ＨｾＩ＠ in (4.55) with (4.47), and substitute the integrated term in (4.53) with 
(4.55). Since ｐ･ＨｾＩ＠ = Pe( ＭｾＩＬ＠
Let 
ｬｊＨｰ･ＨｾＩＯＯｐ｡ＨｾＩＩ＠
ｾ＠ J.la- J.le log CTa { 0 ｐ･ＨｾＩ｛ＱＭ .J::__]dx 
4 CTe } -oo J.laJ.le 
= J.la ｾ＠ J.le log CTa ro ｛ｇＨｾＬ＠ -J.Le, cr;) 
CTe J -oo 
2 ｾＲ＠+ ｇＨｾＬ＠ J.le, cre)][1- -]dx 
J.laJ.le 
J.l _ J.l CT /_+oo ｾＲ＠
= a 
8 
e ｬｯｧｾｻ＠ ｇＨｾＬ＠ -P,e, cr;)[1- --]dx 
CT e -oo f.l>aJ.le 
/_
+oo 2 ｾＲ＠+ ｇＨｾＬｊＮｬ･Ｌ｣ｲ･Ｉ｛ＱＭ -]dx} 
-oo /-Laf.l>e 
ｾＲ＠ＡＨｾＩ＠ = 1--
f.l>aJ.le 
(4.56) 
where ｾ＠ is a rand01n variable with Gaussian distribution over ( -oo, +oo). The results 
of the integration in the first and second term of (4.56) are actually the 1neans ｯｦｦＨｾＩ＠
ｷｨ･ｲ･ｾ＠ rv N( -p,e, cr;) ｡ｮ､ｾ＠ rv N(p,e, cr;), respectively. 
With regard to the first integration, suppose 
then, e rv N(O, 1) and 
ＡＨｾＩ＠ = 1- (crex'- J.Le)2 
/-LaJ.le 
u2cl2 + ｾｾＮＲ＠ _ Ｒ ｾｾＮ＠ cr x' 
= 1 _ el:. re re e 
/-La/-Le 
(4.57) 
ｓｩｮ｣･ｾＧ＠ rv N(O, 1), it is well known that e'2 is chi-square distributed with 1 degree of 
freed01n and ｅＨｾＧ Ｒ Ｉ＠ = 1 [12]. So, 
ｅＨｦＨｾＩＩ＠ = 1 _ ｣ｲｾｅＨ･
Ｒ Ｉ＠ + ＱＭﾣｾＭ 2J-LecreE(e') 
2 2 
= 1- ere+ Me 
Jla/-Le 
/-£al-£e 
( 4.58) 
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Similarly, the result of the second integration is 
( 4.59) 
Replace the corresponding integrations in (4.56) with (4.58) (4.59), and apply (4.51) 
(4.52), 
(4.60) 
Equation (4.60) gives an approximated expression of ｄＨｰ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠ using Ma and Me 
under the independent Gaussian assumption. From (4.60) it can be seen that when 
Ma--+ Me, ｄＨｐ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠ --+ 0. This agrees very well with experiment results. 
4.6 Comparisons 
In the beginning of this chapter, the analysis methods based on Gaussian approximation 
(GA method) and EXIT chart (EXIT chart) have been reviewed. This section is 
devoted to some comparisons between our technique (CE method) and the two existing 
ones. 
4.6.1 Prelhninary Assu1nptions 
The GA method is based on the independent Gaussian assumption that both there-
ceived sequence and the extrinsic information delivered from the constituent decoders 
are jointly Gaussian distributed and statistically independent in the sense that any 
finite collection of the sequences are jointly Gaussian and pairwise independent. 
The EXIT chart requires full knowledge of som·ce bits which means every bit of the 
source sequence is required to be known so that the calculation of the probability density 
of ( + 1) and ( -1) can be carried out. Independent Gaussian assumption is required for 
the obtaining of error correcting ability from the EXIT chart. 
The CE method requires the LLR values in the a priori/ extrinsic information to be 
independent but not necessarily Gaussian distributed. No knowledge of the som·ce 
information is required. Although the CE 1nethod also requires a reference density p; 
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with BER = 0, this require1nent is not necessary for a convergence turbo decoder since 
the triangle equality ( 4.40) holds for IviCE densities. 
Since for a sequence of Log-likelihood ratios, the mean value f.t is the only sufficient 
statistic if this sequence is Gaussian distributed (60), an approximate expression of 
ｄＨｐ･ＨｾＩＯ＠ Ｏｐ｡ＨｾＩＩ＠ with f.te and J-la has been derived as (4.60). 
4.6.2 Threshold Prediction 
The turbo code with encoding polynomial (37 /25) was found to be the 16-state code 
with lowest convergence threshold in both [27] and (60]. Figure 4.9 shows comparison 
between predictions on the convergence threshold by GA 1nethod, EXIT chart and CE 
method for this code. The code rate here is 1/3 and predictions are made based on an 
interleaver size of 10000. In Figure 4.9, predicted thresholds are plotted together with 
BER curves frmn Monte-Carlo simulations. 
Figure 4.9 shows that the prediction n1ade by the new teclmique is optimistic compared 
with those by the existing ones in terms of quicker convergence. As shown in Figure 
4.9, the new technique presents a tighter prediction regarding the start of the waterfall 
region. With the increasing of the interleaver size, e.g., from 1024 to 10000 and to 
65536, the waterfall region of the BER curve is more asymptotic to the new threshold 
rather than the existing ones. In another word, the Eb/No predicted using the new 
technique is closer to the real minimum Eb/No with which error-free transmission is 
feasible as long as the code is designed well enough. 
4.6.3 Error Performance Evaluation 
Both SN Hin/ SN Rout and EXIT chart method are good tools to direct the offline design 
of turbo codes. H<:>wever, they are not suitable for online performance evaluation since 
source information is required by both methods. The CE method can be used as a 
design tool as well as an online performance evaluation method due to its blind working 
style. 
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Figure 4.9: BER curves and tluesholds predicted using different techniques 
Furthermore, conventional online error performance evaluators are based on the esti-
mation of the SNR value since it is a determinative parameter for the BER calculation 
using the Q-function, assuming that the subject sequence is Gaussian distributed. In 
case the subject sequence is not Gaussian distributed, the SNR based conventional 
methods will lose their effect, however, the CE method is still applicable. 
4. 7 Extension to Rayleigh Channels 
So far, all our discussion is around the AWGN channel. Since the proof is independent 
of the distribution of the a priori information, Proposition 4 is still true for Rayleigh 
channels. On the other hand, the truth of Proposition 5 depends on the following 
condition, 
.lhn (BERi) = 0 (4.61) 
'1.-00 
where i is the number of iterations. In [32], the author has dmnonstrated with shnu-
lation results that over Rayleigh channels, turbo codes exhibit a similar convergence 
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property to that over AWGN channels, and Eb/No thresholds also exist for conver-
gence. That means condition (4.61) is satisfied when the Eb/No value exceeds the 
threshold. Hence, Proposition 5 holds for ttu·bo decoders working over Rayleigh chan-
nels. However, in order to simplify the evaluation of density ｐ･ＨｾＩ＠ into that of ｐ･ＨｾｮＩ＠
with Equation (4.44), the channel has to be fully interleaved. In stnnmary, the new 
method is applicable to the analysis of the performance of turbo codes over fully in-
terleaved Rayleigh channels in principle, although simulation verifications need to be 
provided in the future work. 
4.8 Summary 
This chapter contains one of the main outcomes of the overall PhD research. Based on 
a review on main existing techniques, a new, universal method based on cross-entropy 
was proposed to analyse iterative decoding. The main benefit of the new method is its 
broad applicability. 
It can be applied into the analysis of the waterfall region. Convergence analysis based 
on the new 1nethod yielded stricter prediction of the Eb/ No threshold compared with 
those derived using Gaussian approximation or EXIT chart method. It can also be 
applied into the analysis of the "error floor, where evaluation based on traditional BER 
shnulation is usually time-consuming while that based on the bounding techniques lacks 
details. The method proposed in this paper provided a quick but relatively detailed 
evaluation on the error performance of different codes in the "error floor, region. The 
new method can also be applied into the analysis and design of asymmetric turbo 
codes. By tracing the changing of convergence rates, we found some inconsistency 
between the performance of a constituent code with symmetric turbo codes and that 
of the same code but with asymmetric turbo codes. We gave our explanation as well 
as BER validation. 
Particularly, a new asym1netric turbo code was also reported in this part of work which 
was designed with the guidance of our new analysis technique. The BER performance 
of the new code was shown better than that of the code with same number of encoding 
states in [59) by more than 0.1 dB in both high BER region which is dominated by 
-----------------------.1 
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converging threshold property and lowBER region which is dominated by "error floor" 
property. 
A remarkable feature of the new technique reported here is that it works in a totally 
blind fashion. Neither any knowledge on the source nor any assumption on the sta-
tistical property of the data in processing are necessary to be known. This feature is 
1neaningful to practical applications, even in the case that the subject signal is somehow 
non-Gaussian distributed. 
Chapter 5 
Application of Iterative Decoding 
in Multilevel HARQ 
5.1 Introduction 
Hybrid automatic-repeat-request (HARQ) which combines ARQ protocols with forward-
error-correcting (FEC) schemes is usually considered as the best error-control sola-
tion for wireless applications (3]. Compared with standard ARQ, HARQ improves the 
throughput of a system with the error correcting ability of FEC codes. Conventional 
codes such as block codes or convolutional codes can be used to construct HARQ 
schemes [38]. 
In HARQ, coded modulation is a standard method to prevent bandwidth expansion 
and achieve relatively high coding gains. 'Ii·ellis coded modulation (TCM) [63] is the 
best known coded modulation scheme. Multilevel coded modulation (MLC) (35, 66] 
is usually separately treated from standard TCM because of many significant features 
such as multistage decoding, unequal error protection, although they are proved to be 
the same in principle [18]. 
In (18], Deng investigated two HARQ schemes based on trellis-coded modulation. Ras-
mussen and Wicker furthered the performance analysis of Type-! TCM HARQ over 
AWGN and slowly fading channels, and derived a throughput bound for sche1nes where 
98 
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retransmission request is generated by a Viterbi decoder (47]. For those schemes that 
depend on a cyclic redundancy check ( CRC) code to generate a retransmission re-
quest, Rasmussen presented a detailed analysis and derived performance bounds on 
both reliability and throughput (48]. Recently, Costello and F\1ja proposed HARQ 
based on Turbo TCM and gave some nmnerical results (6]. They explored turbo TCM 
HARQ schemes, and claimed that by employing turbo TCM, both the reliability and 
the throughput performance of HARQ can be improved. 
In conventional HARQ schemes, packets in error are discarded and replaced by their 
retransmitted copies. The channels in wireless cmnmunications are usually noisy, and 
conventional HARQ schemes fail to provide a significant throughput. Diversity combin-
ing, proposed by Chase in [16), presents a good solution to this problem by combining 
the former transmitted packet with the newly received packet [4]. 
As part of this work, several new high bandwidth efficient hybrid ARQ schemes based 
on multilevel coded modulation were proposed and analysed [39-41]. It was shown 
that with the same bandwidth, multilevel HARQ can outperfonn TCM HARQ on 
both throughput and reliability perfonnance over either AWGN or Rayleigh channels, 
whether with or without diversity combining. Furthermore, multilevel HARQ inherits 
some unique features of multilevel coded modulation, such as unequal error protecting 
(UEP) capability, which are beneficial to its practical applications. 
This chapter is devoted to presenting this part of the work. As a basis, concepts and 
algorithms of multilevel coded modulation are first discussed. Three new multilevel 
HARQ schemes are then proposed, accompanied by performance analysis in both a 
theoretical and a numerical way. Classical Chase cmnbining in the context of lnulti-
stage decoding is also examined. Simulation results show that Chase combining is not 
suitable for the best-performing multilevel scheme, which motivates us to propose a 
new multistage combining strategy based on iterative decoding principles. 
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5.2 Multilevel Coded Modulation 
5.2.1 Infonnation Theory Principle 
Consider a B-Ary 1nodulation scheme B = 2M, M > 1 with signal points s in aD-
dhnensional signal space ( x1 , · · · , x n). The signal points s are taken from the signal set 
S = {s0,s1, ... ,sB-I} with S c IRn. Since the AWGN channel is our main concern, the 
channel output signal points y come from the alphabet Y = I RD of real nmnbers in D 
dimensions. In order to create powerful Euclidean-space codes for such a B-ary signal 
alphabet, labels have to be assigned to each signal point [46]. Therefore, a bijective 
mappings= M(a) of binary address vectors a= (a0,a1, ... ,aM-l),ai E {0,1}, 
to signal points s E S is defined. Usually, the mapping is derived by successively 
partitioning the signal set S into subsets. 
Since the mapping M is bijective independently of the actual partitioning strategy, 
the mutual information I(Y; 8) 1 between the transmitted signal point s E S and the 
received signal point y E Y equals the 1nutual information I (Y; A 0 , A 1 , · · · , AM -I) 
between the address vector a E {0, 1}M and the received signal pointy E Y. 
By applying the chain rule of mutual information (26], I(Y; S) can be written as 
I(Y; S) I(Y· A0 A1 · · · AM-I) 
' , ' , 
= I(Y;A0 ) +I(Y;A1 IA0 ) + ... +I(Y;AM-11A0 , ... ,AM-2) (5.1) 
This equation indicates that transmission of the address vector a= (a0, a\··· , aM-I), ai E 
0, 1 over the physical channel can be separated into the parallel transmissions of indi-
vidual digits ai over M equivalent channels, provided that a 0 , a 1 , · · · , ai-l are known. 
5.2.2 Multilevel Encoder and Multistage Decoder 
Based on the chain rule of mutual inforn1ation (5.1), Imai and Hirakawa proposed 
multilevel coded modulation in [35] in 1977. The multilevel encoder and multistage 
decoder are sketched in Figure 5.1 and 5.2. 
1 Here, the random variables corresponding to the transmitted and received signal points, the binary 
address vector, and its components are denoted by capital letters. 
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Figure 5.1: Structure of multilevel encoder 
In the multilevel encoder, a block of L binary bits u = (ut, 1t2, · · · , U£) is partitioned 
into lYI blocks u(i), i = 0, · · · , M- 1 of length li, where 
(5.2) 
and R = ＲＺｦｾ Ｐ Ｑ＠ Ri is the overall code rate. Data block u(i) is encoded by a component 
binary encoder Q(i) generating codeword v(i) = ＨｶｾｩＩＬ＠ · · · , vJY), where ｶｾｩＩ＠ = 0,1 and 
N = Lli/riJ. At time instance n, vector ＨｶｾｯＩＬ＠ ｶｾ Ｑ ＩＬ＠ · · · , ｶｾｍＭｬＩＩ＠ form an address vector 
a, which is mapped to the 2-dimensional signal point sn ( Xn,I, Xn,Q) according to given 
mapping sche1ne. (xn,I, Xn,Q) are then sent to the transmission channel as a cmnplex 
signal. 
In the multistage decoder, a soft detector on level i first calculates likelihood ratios 
of ｶｾＩ＠ based on the channel observation y and lower level decoding output ｶｾＩＬ＠ and 
then deliver the result to a binary decoder D(i), i = 0, · · · , ]\If - 1 corresponding to 
the encoder Q(i). The decoding result is buffered as part of the overall output on one 
hand, on the other hand it is sent to the detectors of all higher levels. At the end of 
the decoding on the M- 1 stage, hard decisions are made for each bit based on the 
buffered soft output uz, l = 1, · · · , L from all levels. 
Multistage decoding is the core of multilevel coded modulation. It is valuable to look 
further into the multistage decoder. Firstly, the detector performs detection in a par-
ticular multistage fashion. The log-likelihood ratio L(v(i)) 2 is calculated by a soft 
multistage detecting as 
(5.3) 
2For brevity of notations, subscript n, n = 1, · · · , N in ｶｾｩＩ＠ is dropped. 
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Figure 5.2: Structm·e of multistage decoder 
where 
.M- 1 
P1·(v(i} = bly) = L P1·(sj) IT Pr(vjk>), (b = 0, 1) (5.4) 
ｪＬｶｾｩＩ］｢＠ k=f:.i,k=O 
J 
In Appendix B, the derivation of a 3-stage soft-in-soft-out detector is given in detail by 
assuming that 8PSK modulation is used to map 3 bits onto each constellation point, 
and that signals are transmitted over an AWGN or Rayleigh channels with known 
channel state information ( CSI). 
Results in (B.2), (B.3) and (B.4) can be generalized to an !vi-stage SISO detector 
straightforwardly. The log-likelihood ratio L(v(i}), i = 0, · · · , lvf - 1 delivered by a 
.l\1-stage SISO detector can be written as 
where v<m) = 0, 1, rn = 0,1\1- 1, and 
(5.6) 
It is also notable that unlike the conventional decoder where decoding is carried out only 
for systematic bits, the component decoders in multistage decoding output reliability 
information for not only the systematic bits but also the parity bits, so as to provide 
a full version of the encoded sequence for the detection of higher levels. Assume the 
BCJR MAP decoding is employed, then following the terminologies and discussion in 
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Section 3.3, .the log-likelihood ratio of the parity bit Pt,i, where i = 1, · · · , n- 1 and n 
is the codeword length, can be expressed as 
log Ls PT(Pt,i = 1, St = slri) A(Pt,i) = Es PT(Pt,i = 0, St = slri) 
= log l:s P1'(Pt,i = 1, Ct = 1, St =sir!)+ 'L, 8 PT(Pt,i = 1, Ct = 0, St = slri) 
'2:,8 P?'(Pt,i = 0, Ct = 1, St = slri) + '2:,8 PT(Pt,i = 0, Ct = 0, St = s!ri) 
(5.7) 
By comparing (5.7) with the expression of (3.18) for the systematic-bit MAP decoding 
algorithm, it can be found that decoding of parity check bits can be realized by first 
adding up all probabilities of transitions where Pt,i = 1 and Pt,i = 0, respectively, 
and then outputting their log ratio. The iterative decoding of parity bits needs no 
modification. 
5.2.3 Capacity Rule for Rate Distribution 
The essential point for the design of 1nultilevel coded modulation scheme is the assign-
ment of code rates to the individuar' coding levels. Various rate distribution rules have 
been proposed [66]. Capacity rule [36] is the most ｾ･ｬｬＭｫｮｯｷｮ＠ one that follows directly 
frmn the chain rule (5 .1). 
From the chain rule (5.1), the mutual information I(Y;AiiA0 , ···,Ai-l) of the equiv-
alent channel i can be easily calculated by (66] 
I(Y;AiiAo, ... ,Ai-l) = I(Y;Ai, ... ,xM-liAo, .. . ,Ai-l) 
- I(Y; Ai+l, .. · , AM-1 !A0 , .. • , Ai) (5.8) 
Since the subsets at one partitioning level may not be congruent, the mutual infor-
mation I(Y;Ai, · · · ,AM-1 IA0 , · · · ,Ai-l) is calculated by averaging over all possible 
combinations of a 0 , . · . 1 ai-l 
I(Y· Ai ... AM-IIAo ... Ai-l) 
' ) ' ) ' 
E {I(y Ai AM-11 o i-1)} = aO, ... ,ai-lEO,li ; ' ... I a I •.• I a (5.9) 
In order to approach channel capacity, a maximization of the mutual information over 
all selectable parameters has to be performed. Usually, these are the a priori prob-
abilities of the signal points. Thus a specific probability distribution Pr{ s} over the 
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Figure 5.3: Channel capacity curves of overall 8PSK coded channel and equivalent 
cmnponent channels with Ungerboeck and Gray mapping. 
channel inputs is required to achieve the capacity C. These probabilities cannot be op-
timized independently for each individual level, but only for the entire signal set. Thus 
the capacity Ci of equivalent channel i is given by the respective 1nutual information 
J(Y; AilA0 , · • • , Ai-l) for these specific channel input probabilities. In view of (5.8) 
and (5.9), Ci is given by 
Ci J(Y; AilAo, ... ,Ai- l) 
Eao, ... ,ai-l{C(S(a0 ,·· · ,ai-1))}-Eao, ... ,ai{C(S(a0 ,··· ,ai))} (5.10) 
where C(S(a0 , • • • , ai)) denotes the capacity when using (only) the (sub)set S(a0 , • • • , ai) 
with a priority probabilities Pr{ s} / P1·{S( a0 , · · · , ai)} and character probability den-
sity function jy(ylai,ao, ... ,ai-l) where a0 , · · · ,ai-l are fixed. (Sub)set (a0 , ... ,ai) 
can be seen as an equivalent modulator i. The capacity Ci can be calculated using 
(2.24) and (5.10). 
Thus, from the chain rule of mutual information, the capacity C of multilevel coded 
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Table 5.1: Rate distributions of 8PSK at 2 bits/symbol overall capacity with Unger-
boed: and Gray mapping schemes according to capacity rule. 
Mapping schen1e LevelO Levell Level2 
Ungerboeck 0.24 0.77 0.99 
Gray 0.50 0.75 0.75 
schemes can be written as 
M-1 
C= :Lei. (5.11) 
i=O 
Based on above discussion, the capacity rule for the rate distribution of multilevel coded 
modulation is proposed in [66] as follows. 
Capacity Rule: The capacity C can be approached via multilevel encoding and mul-
tistage decoding, if and only if the individual rates Ri, are chosen to be equal to the 
capacities of the equivalent channels, i.e., Ri, = Ci. 
As an example, capacity curves of the whole 8PSK modulated channel and the equiv-
alent component channels with Ungerboeck and Gray mapping sche1nes are plotted in 
Figure 5.3. Table 5.1lists the corresponding rate distributions when the overall rate in 
both cases is 2 bitsjsy1nbol. 
5.3 Multilevel Hybrid-ARQ Schemes 
The selective repeat ARQ (SR-ARQ) scheme with suitably large buffers at both the 
transmitter and the receiver is asstnned throughout following discussion. Furthermore, 
an error free feedback channel over which negative acknowledgements (NACK) can 
be sent is also assumed. With these assumptions, three multilevel HARQ schemes, 
namely synchronous multilevel HARQ, asynchronous multilevel HARQ, and adaptive 
multilevel HARQ, are proposed as follows. 
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5.3.1 Synchronous Multilevel HARQ 
Synchronous multilevel HARQ is a simple combination of ARQ and multilevel coded 
n1odulation with frame structure as shown in Figure 5.4(a). CRC bits are attached 
and checked once for all bits in the packet. CRC bits can be attached anywhere in 
the packet. If the CRC bits are attached at the end of a packet as normal, e.g., 
they are protected by the last level, the newly formed sequence including the CRC is 
(uo,b · · · ,uo,t0 ,u1,1, · · · ,u1,h,· · · ,uM-1,1, · · · ,UM-1,li-n· · · ,uM-1,li), where li is the 
frame length of level i, i = 0, · · · , NI- 1, and 7' is the CRC length. In the receiver, 
according to the CRC checking result, one quality acknowledgement bit N AC J( is fed 
back to inform the transmitter about the receiving state of the whole packet. These-
quence ( uo,b · · · , 'l.to,lo, 'l.t.1,b · · · , UJ,lp · · · , UM -1,b · · · , UM -l,li-n · · · , UM -1,zJ buffered 
in the transmitter will be retransmitted and the number of transmission attempts h is 
incremented by 1, if N AC J( is nonzero and h is no greater than the pre-set maximum 
value H. Since all levels transmit or retransmit data synchronously, this scheme is 
named synchronous multilevel HARQ (SMLHARQ). 
5.3.2 Asynchronous Multilevel HARQ 
From the chain rule (5.1), it can be seen that any erroneous decision on a lower level 
will affect all higher levels and thus errors will be propagated. Therefore, the error 
protecting capability ｾｩ＠ must be chosen so that ｾｯ＠ 2:: ｾＱ＠ 2:: · · · 2::_ ｾｍＭ｢＠ where NI 
is the number of levels. This means component codes on lower levels should be 1nore 
powerful than higher levels. With the introduction of ARQ into this syste1n, different 
levels need to be protected by different ARQ protocols, so that better protected levels 
can work more productively without waiting for the retransmissions of other levels. 
Based on such an idea, another multilevel HARQ scheme with frame structure as shown 
in Figure 5.4(b) is proposed as follows. 
CRC bits are attached and checked for bits on every individual level separately. The 
newly formed sequence after CRC attaching on level i is (ui,b · · · , 'l.ti,li-ril Ci,b · · · , Ci,rJ,where 
( i = 0, · · · , M -1), r i is the length of the CRC sequence on level i, and M is the number 
of levels. In the receiver, M bits of acknowledgement (N ACI<0 , · · · , N ACI<M-l) are 
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fed back to inform the transmitter about the receiving state of all levels after CRC 
checking. For any single level i, the buffered sequence ui will be retransmitted and the 
number of transmission attempts hi is incremented by 1, if N AC I<i is nonzero and hi 
is no greater than the pre-set maxhnum value Hi. Since different levels transmit or 
retransmit data asynchronously, this scheme is named asynchronous multilevel HARQ 
(AsMLHARQ). 
5.3.3 Adaptive Multilevel HARQ 
The idea of this scheme is to utilize the unequal error protecting ability of different 
levels. Based on the asynchronous 1nultilevel HARQ scheme, if the number of retrans-
mission attempt hi of the packet Ui on level i is bigger than hj of Uj on level j, by setting 
the priority of the retransmission of Ui higher than that of Uj, the system performance 
1nay be improved. 
The higher priority of retransmission of Ui can be achieved by allocating Ui onto some 
better protected level other than level i. In our implementation, the error protecting 
ability !J.i is decreasing with i. That n1eans, hi can be used as the priority indi-
cator of packet Ui· By sorting {ho, h1, · · · , hM-1} in descending order, we can get 
{ht0 ,htu··· ,ht.M_ 1 }. The index array ＨｾｯＬｺｴＬﾷﾷﾷ＠ ,ZM-1) can be used for priority map-
ping, which means the packet originally transmitted on level ｾｩ＠ now should be trans-
mitted on level i. 
However, since the packet length li usually varies from level to level, packet uti may 
not be fully allocated to level i, but be allocated to the position following packet uti-l' 
The multilevel packet structure now may not be consistent with the structure of the 
multilevel encoder, as shown in Figure 5.4(c). 
In the receiver, after all levels complete decoding, the packets on vru.·ious levels are 
restored into their original order by applying the reverse process as described above. 
Then, CRC-checking on Ui is performed, and hi and N AC I<i are set according to the 
checking result and the maximum number of retransmission attempts Hi. Since the 
transmission of a packet in this scheme is adaptive to the channel condition, this HARQ 
scheme is named adaptive multilevel HARQ(AdMLHARQ). 
5.4. Perfonnance Evaluation of Multilevel HARQ 
I I I 
(a) Synchronous multilevel HARQ 
I ｾ＠
(b) Asynchronous multilevel HARQ 
(c) Adaptive multilevel HARQ with h2 < 
h1 < ha 
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Figure 5.4: Packet structures of various multilevel HARQ schemes where shadowed 
area means CRC bits 
5.4 Performance Evaluation of Multilevel HARQ 
5 .4.1 Probability Based Evaluation 
Since the weight distributions of 1nany cyclic codes are unknown, it is difficult to 
evaluate the performance of the CRC coded multilevel codes using the conventional 
weight-spectrum based methods. However, for a CRC code with known generator, some 
meaningful insight into the system perfonnance can still be obtained by analysing the 
burst-error detection capability (68]. 
For a binary system, a burst-error pattern with length b for an all-zero sequence begins 
and ends with a nonzero value (1) while the b- 2 intervening bits can take on any value 
(1 or 0). Thus, there are 2b-2 different patterns for a given sequence with length b. 
Let Po, Pd, Pu denote the probabilities of events respectively: a packet is error free, a 
packet contains detectable error(s), and a packet contains undetectable error(s), then 
the probability of the event that a packet contains error(s) 
P(b ｾ＠ 1) = Pd + Pu = 1 - Po (5.12) 
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[68) found that the ratio of number of detectable errors to total number of errors could 
be expressed as 
(5.13) 
With this ratio, perfonnance evaluation of a ORO encoded multilevel system is con-
verted into probability analysis of error patterns with given lengths. 
Without loss of generality, it is assumed that the errors at the output of the decoder 
on level i are spread out through the whole sequence, which means an error may occur 
at each bit with the same probability, denoted by Pe,i· This assumption is true for 
those multilevel systems adopting turbo codes as component codes because of the de-
interleaver connected to the second constituent decoder of a turbo decoder 3 . For other 
systems without error-spreading mechanism at the output of the decoder, burst-error 
patterns tend to be shorter, which are easier for the ORO checker to detect. 
Since the multilevel packet structure 1nay not be consistent with the multilevel encoder 
structure, it is necessary to consider each case of tnultilevel packet structures when doing 
the probability based evaluation for the performance of the adaptive multilevel HARQ. 
For a .l\1-level system, the number of cases is M!. If M > 3, this kind of exhaustive 
evaluation bec01nes tedious. It is more convenient and straightforward ｴｾ＠ evaluate the 
performance via Monte Carlo simulation. Thus, only synchronous multilevel HARQ 
and asynchronous 1nultilevel HARQ are considered in the following probability based 
performance evaluation. 
Synchronous Multilevel HARQ 
From probability theory, Po can be written as 
M-1 
Po = IT (1 - Pe,i)li (5.14) 
i=O 
3Theoretically, the output of a turbo decoder could be either the output of the first constituent 
decoder or that of the second one. However, the de-interleaved version of the output of the second 
constituent decoder is usually adopted as the last output of the turbo decoder in most practical systems. 
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(a) Within one level 
{b) Across two adjacent levels 
Figure 5.5: Positions of the burst-error pattern in a multistage decoded packet 
In order to obtain Pd, e.g., the probability of the event that a received packet contains 
detectable error(s), we first analyse the probability of the event that a received packet 
contains error(s). The following discussion is based on a division of the range of the 
burst-error pattern length b. 
1) b = 1 
The probability of the event that the received packets contain burst-error pattern with 
length b is 
M-1 M-1 
P(b = 1) = L liPe,i(1- Pe,i)li-1 II (1- Pe,j)1i (5.15) 
i=O ｪ］ｏＬｪｾｩ＠
2) 1 < b ::; lmin where lmin = min(li) 
The burst-error patterns with length b 1nay be located in the packet at two types of 
positions: a) within a level, and b) across two levels, as shown in Figure 5.5 for a 
three-level HARQ packet. 
For case a), the probability of the burst-error pattern with length b can be calculated 
as 
For case b), 
b-1 
M-1 
P1(b) =(li-b+ 1)P;,i(1- Pe,i)li-b II (1- Pe,j)1i 
ｪ］ｏＬｪｾｩ＠
M-1 
P2(b) = L Pe,iPe,i+l (1- Pe,i)li-C(1- Pe,i+1)li-b+c IT (1- P. ·)li e,J 
c=1 ｪ］ｏＬｪｾｩＬｩＫｬ＠
(5.16) 
(5.17) 
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As a whole, the probability of the event that the received packet contains burst-error 
pattern with length b can be written as 
.J\1-llmin /vJ-2lmln 
P(1 < b ｾ＠ lmin) = 2::: l::Pl(b) + :L l:P2(b) (5.18) 
i=O b=2 i=O b=2 
3) lmin < b ::; L - T 
Under this situation, the burst-error pattern crossing at least two levels and the number 
of crossings varies with the number of levels .!\II. It is trivial to evaluate every kind of 
crossings. Alternatively, define Pe as the average bit error rate at the outputs of the 
decoders on all levels and use Pe to evaluate the probability of these error patterns. 
For multilevel codes, 
"\"'M-1 P. o. P. _ L--i=O e,i.LV£ R· 
e- "\"'M-1 ｾ＠
L--i=O 
where ｾ＠ is the code rate of level i. Thus, 
where L = ｉＺｦｾ Ｐ Ｑ ｬｩＮ＠
L-lmln 
P(b > lmin) = 2: jP;(1- Pe)j-1 
j=l 
(5.19) 
(5.20) 
The CRC length ?' is usually much smaller than the packet length in practical appli-
cations, for instance, maximum CRC length 24 is recommended by 3GPP in the next 
generation wireless cmnmunication standards, which is much smaller than the packet 
length of services (244 bits for lowest-speed 12.2 kbps voice service) [62]. Thus, it is 
reasonable to assume that lmin > 7' + 1. Then, according to (5.13), the probability of 
the event that the received packet contains detectable error(s) can be written as 
Pd = P(b = 1) + P(l < b ｾ＠ r) 
+(1- 21-r)P(b = T + 1) 
+(1- 2-r)[P(r + 1 < b::; lmin) + P(lmin < b ｾ＠ L- r)] (5.21) 
Similarly, the probability of the event that the received packet contains undetectable 
error(s) is 
Pu = 21-rP(b = T + 1) 
+2-r(P(r + 1 < b $ lmin) + P(lmin < b::; L- r)] (5.22) 
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By applying equation (5.15), (5.18) and (5.20) into the calculation of (5.21) and (5.22), 
Pd and Pu can be expressed as a function of Ri and Pe,i, where i = 0, · · · , M- 1. For 
a practical multilevel HARQ system, ｾ＠ is usually given as a syste1n parameter while 
Pe,i can be obtained from Monte Carlo simulations or bounding techniques (36]. 
In the following, throughput and reliability of the synchronous multilevel HARQ will 
be evaluated respectively based on the discussion above. It is noted that the definition 
of throughput in different works is not always consistent. In our work, throughput is 
defined as the average number of encoded data packets accepted by the receiver in the 
time that it takes the transmitter to send a single information packet. 
Let 7;. denote the average number of times a packet 1nust be trans1nitted before it is 
accepted. With the assumption of SR-ARQ and large buffer, 7;. = 1/(1- Pd), then the 
throughput of the synchronous multilevel HARQ can be expressed as 
7] 
L-1' R 
L Tr 
L-r 
-- · R · (1 - Pd) L (5.23) 
where R = L:t!01 ｾｩｳ＠ the overall code rate, L, rare the overall packet length and the 
CRC length respectively, and Pd is obtained from Equation (5.21). 
Reliability of an ARQ syste1n is usually expressed in terms of the rate at which packets 
containing errors are accepted, i.e., the packet error rate (PER). In many cases, it is 
also expressed in terms of the bit error rate (BER) of the accepted packets. Here, BER 
terms are adopted. 
With the large buffer assumption, the BER of the accepted packets depends only on the 
undetected errors, which may happen only when b 2: r + 1. In the discussion above the 
probability of the event that the received packet contains undetectable error(s) with 
length b has been derived. In order to derive the average number of erroneous bits 
in a packet, we need to derive the average number of erroneous bits in a burst-error 
pattern first, and then weight the previous probability with it. The average number of 
erroneous bits in a burst-error pattern with length b is 2 + (b- 2)Pe, where Pe is the bit 
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error rate of the decoder. Similar to the derivation of the throughput, we first derive 
the number of errors, both detectable and undetectable, in a packet as 
l\1-1 lmin lvf-2 lmln 
n7·+1::;b::;lmin = I: I: Pi (b)+ I: I: ｐｾＨ｢Ｉ＠ (5.24) 
i=O b=r+1 i=O b=r+l 
where 
Pi(b) = (2 + (b- 2)Pe,i]Pl(b) (5.25) 
b-1 
ｰｾＨ｢Ｉ＠ = :L:[2 + (c- 1)Pe,i + (b- C- 1)Pe,i+1]Pe,iPe,i+l 
c=1 
M-1 
II (5.26) j=O,j::f:i,i+l 
and, 
L-lmin 
nzmin<b:::;L-1' = I: [2 + (L- j- 1)Pe]jP:(1- Pe)j-1 (5.27) 
j=1 
where all variables are defined as previously. By using Equation (5.13), the number of 
undetectable errors in the received packet is 
(5.28) 
The bit error rate of the synchronous multilevel HARQ is then computed as 
(5.29) 
Asynchronous Multilevel HARQ 
Since CRC is attached and checked separately on individual levels, each level can be 
seen as an independent ARQ channel with throughput 
Ri, li- 1'i 
'r/i = -·--Tr,i li 
l·- 'J' • T . Ri, . (1 - Pd,i) (5.30) 
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where subscript i denotes corresponding vaxiables on level i. By using combinatorial 
theory and (5.13), 
P.d,• = l·P. ·(1 - P. ·)li-1 
• 1. e,t e,1. 
7'i 
+ I)ti- b + 1)P;,i(1- Pe,i)li-b 
b=2 
+(1- 21-?'i)(l· _ ?'·)P2·(1- p ·)li-Ti-1 
'1. '1. e,t e,t 
li-Ti-1 
+(1 - 2-ri) I: jP;,i(1 - Pe,i)j-1 
j=1 
(5.31) 
The overall throughput of a 1nultilevel HARQ system is the sum of throughputs of all 
levels 
M-1 
'fJ = I: 'f/i (5.32) 
i=O 
where 'f/i is calculated from (5.30) and (5.31). 
Similarly, the number of undetectable errors in a received packet can be expressed as 
nu,• = [2 + (r·- 1)P. ·)21-ri (l·- r·)P2 ·(1- P. ·)li-ri-1 
• 1. e,t 1. 1. e,t e,t 
li-?'i-1 
+2-Ti """" [2 + (l· - 7'· - J• - 1)P. ·]J'P2 ·(1 - p ·)j-1 L..J 1. 1. e,t e,t e,t (5.33) 
j=1 
And the bit error rate of the data output from the multilevel HARQ module can then 
be written as 
"'M-1 
n L....-i=O nu,i 
.Lb = L 
where nu,i is calculated from (5.33). 
(5.34) 
Fi.·om above it can be seen that given a multilevel code, i.e., given IYI, li, Ri, performance 
of synchronous and asynchronous multilevel HARQ sche1nes based on this multilevel 
code can be calculated from Pe,i· Upper bounds on Pe,i for multilevel block codes 
have been presented by Biglieri and Takata in [11, 57]. Upper bounds for multilevel 
convolutional codes were presented by Kofman in [36]. Unfortunately, all these bounds 
are not very tight due to the lack of precise description of the error propagations among 
constituent decoders on various levels. With this in mind, we obtain Pe,i from Monte 
Carlo simulations directly and then apply it to the calculation of the throughput 'fJ and 
the bit error rate Pb in the following performance comparisons. 
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5.4.2 Shnulation Results and Co1nparisons 
Performance Co1nparison between SMLHARQ and AsMLHARQ via Cal-
culation and Shnulation 
We set up a three-level HARQ system, where turbo code with generator (7, 5)oct and 
basic code rate 1/3 is employed as component code on every level. Higher rates are 
obtained by puncttu·ing. Code rates on level 0, 1, 2 are set to be 0.44, 0. 77, 0.86, 
respectively. This distribution of rates is obtained by first calculating according to the 
capacity rule, and then adjusting slightly to minimize the overall bit error rate. The 
encoded data on level 0 and 1 are interleaved before being sent to the modulator. At the 
receiver side, demodulated data are de-interleaved before they are fed to the decoder 
on level 0 and 1. These interleavers help to spread the propagated errors among levels 
and improve the overall performance. Gray mapping is used when the 8PSK modulator 
maps the encoded data onto constellation points. The numbers of decoding iterations 
on level 0, 1, 2 are 8, 6, 4, respectively. Higher levels require fewer iterations because 
of their lower code rates. All simulations are run over independent Rayleigh channels. 
Figure 5.6 shows error performance of this three-level coded modulation system without 
ARQ, where the overall frame length L = 8112, and iterative Max-LogMAP algorithm 
is employed for decoding on every level. It can be seen that different levels are protected 
unequally. Lower levels are more strictly protected than higher levels. This is necessary 
because the errors on lower levels will be propagated to upper levels according to rule 
(5.1). For clarity, the bit error rates of individual levels (Pe,i) and the overall code (Pe) 
are plotted together in Figure 5.6. 
Based on such a system, synchronous and asynchronous multilevel HARQ schemes 
(SMLHARQ and AsMLHARQ) are hnplemented. Both systems employ 16-bit ORO 
with generator x16+x12+x5+1. Bit error rates Pe,i and Pe plotted in Figure 5.6 are used 
to calculate the throughput rJ and reliability (BER) Pb according to Equation (5.23), 
(5.29), (5.32), and (5.34) for the two multilevel HARQ schemes, which are plotted in 
Figure 5.7 and Figure 5.8, respectively. 
Figure 5.7 shows that the calculated results are pessimistic in cmnparison with the shnu-
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Figure 5.6: Bit error rate of the multilevel code without ARQ over independent Rayleigh 
channel 
lation results. However, both results show that AsMLHARQ outperforms STviLHARQ 
by about 1 dB at medium Eb/NO. This is due to the asynchronous retransmission 
strategy, under which n1ore strictly protected lower levels can work more productively 
without waiting for the less protected higher levels. It is also noted that the simulation 
results depart frmn the calculation results more obviously in low Eb/No region. Tllis 
is because relatively long error patterns dmninate the error perfonnance in the low 
Eb/ No region, which results in many error patterns crossing more than two levels and 
Equation (5.20) counts up these long error patterns only in an approxhnate way. 
It can be seen from Figure 5.8 that simulated BER curves approach calculated BER 
curves at high Eb/No. At 1nedium Eb/No, AsMLHARQ is shown to be more reliable 
than SMLHARQ by the simulation results, while SMLHARQ is more reliable than 
AsMLHARQ at high Eb/No, as shown by both simulations and calculation. 
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Figure 5.7: Calculated and simulated throughput performance of multilevel HARQ 
schemes over independent Rayleigh channel 
Perfortnance Cotnparison of different Bandwidth Efficient HARQ Schemes 
In this section, three·multilevel HARQ schemes are all implemented based on a 3-level 
code. Since rate compatible convolutional codes have been successfully applied into 
both 1nultilevel coded modulation and HARQ in many previous works [4, 29, 38], we 
employ convolutional codes as the component codes of our multilevel system. As FEC 
in an HARQ system usually works at relatively low Eb/N0 , while at low Eb/No the error 
performance of a systematic code is better than that of a non-systematic code having 
the same 1nemory [10], the convolutional codes used in our syste1n are all systematic. 
The bandwidth efficiency of the three-level code is 2 bits/symbol, which is distributed 
among three levels as 0.4, 0.75, 0.85 bits. This distribution is decided by first calculating 
following the capacity rule and then adjusting slightly according to simulation results 
so as to minimize the overall BER. Corresponding to this distribution, the mother code 
rates on levels 0, 1, 2 are chosen to be 1/3, 1/2, 1/2, and generators are (37, 25, 21) 0 ct, 
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Figure 5.8: Calculated and shnulated BER performance of multilevel HARQ sche1nes 
over independent Rayleigh channel 
(37, 25)oct, (37, 25) 0 ct, respectively. Desired rates are obtained by puncturing [61). 
Ungerboeck's set partitioning is used by the 8PSK modulator to map encoded data 
onto constellations. 16-bit CRC with generator x16 + x12 + x5 + 1 is en1ployed wherever 
required. Maximtnn 8 transmission attempts are permitted for each packet. The packet 
size Lis 1024. All shnulations are run over independent Rayleigh channels. 
For comparison, we also set up a convolutional TCM HARQ syste1n based on a 16-state 
convolutional code and 8PSK 1nodulation with Gray 1napping. The same block size 
and CRC generator are used as in multilevel HARQ schemes. The throughput and 
BER curves of all systems are plotted in Figure 5.9 and 5.10. 
From Figure 5.9, it can be observed that TCM HARQ can match SMLHARQ only 
at very low throughput. Es/ No gain of at 1nost 2 dB is observed for medium to high 
throughput by using SMLHARQ instead of TCNI HARQ. AsMLHARQ and adaptive 
multilevel HARQ have almost the same throughput performance, which outperforms 
TCM HARQ by about 0.8 dB more in comparison with SMLHARQ due to the asyn-
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Figure 5. 9: Throughput comparison between adaptive multilevel HARQ and other 
bandwidth efficient HARQ schemes 
chronous retransmission strategy. For very high E 8 /N0 , the throughput curves of 
SMLHARQ and TCl\II HARQ approach the same value, which is higher than that 
approached by Asl\IILHARQ and adaptive MLHARQ because fewer CRC bits are used 
in SMLHARQ and TCM HARQ. 
In Figure 5.10, For the BER of 10-5 , gains of 4 dB, 1.5 dB, 4.5 dB are observed 
for SMLHARQ, AsMLHARQ and adaptive MLHARQ over TCM HARQ, respectively. 
SMLHARQ outperforms TCM HARQ significantly in mediu1n BER region(1o-3 to 
10-4). AsMLHARQ outperforms SMLHARQ in the low to 1nedium BER region because 
each level is more closely 'watched' by its own CRC and fewer errors escape the detection 
[68]. But it is outperformed in the high BER ｾﾷ･ｧｩｯｮ＠ because retransmissions of data on 
levels with undetectable errors in SMLHARQ help those errors to be detected in next 
attempt of transmission. Adaptive MLHARQ performs similarly to SMLHARQ in the 
low to medium BER region, but outperforms SMLHARQ significantly in the high BER 
region because the re-allocation of some retransmitted data to more powerful levels 
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Figure 5.10: Bit error rate comparison between adaptive multilevel HARQ and other 
bandwidth efficient HARQ schemes 
provides higher opportunity for the errors in them to be corrected. 
5.5 Chase Combining for Multilevel HARQ 
5.5.1 Multistage Chase Combining 
Suppose that J copies of a packet have been received. In (16], it was proved that 
maximum likelihood decoding on the J copies of the packet could be performed by 
simply adding up the J copies of soft decision values of each codeword coordinate 
before feeding them to the decoder, and the decoder itself needed not be modified. 
Before cmnbining, each copy of soft value can be weighted by a factor derived from 
the noise information of the channel it gets through. Typically, if the weighting factor 
is constant -;}, the combining is named average diversity combining (ADO). Let rj = 
(rj,1 1 Tj,2, · · · , rj,L) represent the jth packet received by the decoder, then the new packet 
5. 5. Cl1ase Cmnbining for Multilevel HARQ 
Figure 5.11: Chase combiner on stage i 
after ADO is YD = (z1, z2, · · · , ZL), where 
1 J 
Zt=-"'T ·t J L..J J. 
j=l 
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(5.35) 
In [4], the ADO based on Viterbi decoder was shown to be identical in performance of 
an interleaved code combiner, which constructs a new rate 1/(RJ) code based on all J 
received packets with code rateR, over AWGN channel. 
For the synchronous and asynclll'onous n1ultilevel HARQ system with multistage de-
coding, the Chase diversity cmnbining can also be applied to utilize the previously 
unsuccessfully transmitted copies of a packet. Since the detection and decoding are 
carried out stage by stage, the combining is also performed stage by stage. Each level 
has its own diversity con1bining functionality, and the overall buffering memory re-
quired by the multistage combining is same with that required by the conventional 
combining (e.g., cmnbining for TCIVI) for the same packet length and coding rate. The 
block diagram of a Chase combiner on stage i is illustrated in Figure 5.11. 
Pru:ticularly, for the adaptive multilevel HARQ system, since the multilevel packet 
structure is no longer consistent with the 1ntlltilevel frame structure, Tj,t and 'l'j+l,t can-
not be simply added up. Thus, Chase combining is no longer applicable. A combining 
strategy, which is applicable in adaptive 1nultilevel HARQ syste1n, will be proposed 
and discussed in Section 5.6. 
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Figure 5.12: Throughput of SMLHARQ and AsMLHARQ with and without average 
diversity combining 
5.5.2 Shuulation Results and Co1uparison 
Based on the 3-level RSC coded HARQ system established previously, a combiner with 
enough buffering me1nory is connected to the output port of the detector on every 
level. The output of the detector is buffered before it is fed into the decoder. Once 
retrans1nission happens, the new output of the detector and the buffered copy are 
cmnbined in an efficient way [4). The cmnbining result replaces the data in the buffer 
and then is sent to the decoder. Only the average diversity combining (ADC) sche1ne 
is considered in this work. 
In Figtu·e 5.12 and Figure 5.13, throughput and BER performance of synchronous and 
asynchronous multilevel HARQ (SMLHARQ and AsMLHARQ) with and without aver-
age diversity combining (ADC) are plotted. It can be observed that diversity combining 
can help to hnprove system perfonnance of both multilevel HARQ schemes. In Figure 
5.12, an improvement of about 1 dB can be observed for low to medium throughput 
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Figure 5.13: Bit error rates of SMLHARQ and AsMLHARQ with and without average 
diversity combining 
by employing As:NILHARQ+ADC. The improvement becomes more significant for the 
low throughput region. 
Figure 5.13 shows that with combining, AsMLHARQ outperforms SMLHARQ in low 
BER region. But it is outperformed significantly by SMLHARQ in 1nedium to high 
BER region. The reason is, cmnbining on all levels synchronously in SMLHARQ helps 
not only the decoding on each level itself, but also the demodulation on upper levels by 
providing more reliable side information, see Equation (5.5). The relatively unreliable 
side information frmn lower levels without combining counteracts the benefit of com-
bining to decoding on higher levels in AsMLHARQ+ADC, which causes a flat BER 
stage as shown in Figure 5.13. 
In Figure 5.14, influences of the ADC on each single level in SMLHARQ (dashed) and 
AsMLHARQ (solid) are shown. Since side information for upper levels is enhanced 
by the combining on all levels, and the upper the level is, the more the level benefits 
from the enhancement, the gain from cmnbining on the BER of SMLHARQ is unequal 
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Figure 5.14: Bit error rates of different levels of SMLHARQ and AsiviLHARQ with and 
without average diversity combining 
among levels: upper levels gain 1nore than lower levels. When BER is high, all levels in 
AsMLHARQ perform almost the same as those in SMLHARQ because levels request 
retransmission almost synchronously now. But when BER is medium or low, benefit 
of combining on level 1 and 2 is counteracted by the poor side information frmn lower 
levels where fewer retransmission and combining happen, so AsMLHARQ performs 
poorer than SiviLHARQ on level 1 and 2. Level 0 in both schemes always performs the 
smne because no side information is needed. 
5.6 Multistage Iterative Combining 
5.6.1 Multistage Iterative Diversity Combining 
As seen above, due to the unique multistage structure of the decoder, the asynchronous 
multilevel HARQ schemes outperforms synchronous multilevel HARQ and conventional 
TCM scheme in terms of both throughput and reliability in non-combining scenario. 
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Figure 5.15: Multilevel encoder in the scenario of HARQ with iterative diversity com-
bining 
Furthermore, for synchronous and asynchronous HARQ, conventional Chase combining 
can be employed to enhance the system performance. However, for adaptive multilevel 
HARQ, which exhibits most attractive performance in non-combining scenario, the 
classical Chase combining is not applicable, because the structure of the multilevel 
packet is no longer consistent with the structure of the multistage decoder, which 
means the bits delivered by the detector on a stage in one transmission attempt have 
no consistent correspondence with the bits delivered by the detector in its following 
transmission attempts. 
Is it possible to design some diversity combining strategy so that the performance of the 
adaptive multilevel HARQ system can also be improved? Motivated by this, we propose 
multistage iterative diversity combining which greatly improves the performance of the 
system, regardless of the 1nismatch between the structure of the multilevel packet and 
that of the multistage decoder. 
The implementation of the iterative combining requires modifications of both the mul-
tilevel encoder and the 1nultistage decoder. Based on the encoder shown in Figure 5.1, 
and the decoder shown in Figure 5.2, the structure diagrams of the multilevel encoder 
and the multistage decoder which enable iterative combining are illustrated in Figure 
5.15 and Figure 5.16, respectively. 
In the multilevel encoder in the scenario of HARQ with iterative combining, the packet 
on level i is interleaved by interleaver I I hi unless it is the first attempt of transmission of 
the packet, i.e., hi = 1. Packets are reframed according to their numbers of transmission 
attempts in the same way as in the adaptive HARQ without combining, i.e., packets 
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Figure 5.16: Multistage decoder in the scenario of HARQ with iterative diversity com-
bining 
with bigger numbers of transmission attempts have the higher priority to be transmitted 
using better protected levels. 
The aim of the interleaving is to reduce the dependence of the currently retransmitted 
copy of the packet on former transmitted copies, similar to the interleaving prior to the 
second RSC encoder in the classical turbo code, so as to improve the opportunity of the 
packet to be correctly decoded after diversity combining. It is valuable to note that, 
for maxhnmn diversity, different interleavers should be used on each level for different 
transmission attempts of a packet. 
For the multistage decoder with iterative diversity combining, besides de-interleavering 
prior to CRC checking corresponding to the interleavering in the encoder on each level, 
two additional operations are introduced to transfer the structure of the data in the 
buffer to the 'structure of the newly arrived copy of the packet. These two operations 
are re-interleaving and reframing, with which the reliability information on systematic 
bits obtained from last attempt of unsuccessful decoding is provided to the decoding 
of the newly arrived copy of packet as the a priori information on each level. 
The component decoder on level i carried out the decoding using the soft-in-soft-output 
decoding algorithms as described in Chapter 3. For example, if the BCJR algorithm is 
used for decoding, according to Equation (3.38), the log-likelihood ratio delivered by 
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the component decoder D(i) can be written as 
(5.36) 
where ｵｾＨｩＩ＠ denotes the refrained systematic bit on level i(O ::; i < !vi) at time t(O ::; 
t < li), as indicated on Figure 5.16, and other notations are the same as defined in 
Equation (3.38). 
The processing flow charts of multilevel encoding and multistage decoding with iterative 
combining are illustrated in Figure 5.17 and 5.18, respectively. An example of a 3-
level adaptive HARQ system with iterative diversity combining can also be found in 
Appendix C. 
It is notable that although the aim of the iterative combining strategy is to solve the 
problem of the mismatch between the structure of the multilevel packet and that of 
the multistage decoder in adaptive multilevel HARQ, the iterative combining can be 
applied into the synchronous and asynchronous HARQ as well. The only difference is 
that the reframing 1nodule in the transmitter and the frame-restoring module in the 
receiver' are no longer necessary in these two cases. 
In the following section, some comparisons will be carried out between the adaptive 
multilevel HARQ with iterative combining and various other high bandwidth efficient 
HARQ schemes based on simulation results. 
5.6.2 Simulation Results and Comparisons 
Based on the 3-level RSC coded HARQ systems established in Section 5.4.2, multistage 
iterative combining is implemented in each multilevel HARQ scheme. 
Throughput and bit error rate performance of multistage iterative combining in the 
scenario of adaptive 1nultilevel HARQ (AdMLHARQ+IC) are shown in Figure 5.19 
and 5.20, in comparison with those of synchronous and asynchronous multilevel HARQ 
with (SMLHARQ+CC, AsMLHARQ+CC) and without (SMLHARQ, AsMLHARQ) 
conventional Chase combining. 
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It is clear from the results that multistage iterative combining is a good solution to the 
problem that conventional combining strategy is not applicable to the adaptive multi-
level HARQ sche1ne due to its unique dynamic multilevel packet structure. Maximum 
6 dB of gain can be achieved by AdMLHARQ+ IC over simple AdMLHARQ in terms 
of both throughput and BER. Throughput of AdMLHARQ+ IC also shows obvious 
improvement over those of SMLHARQ+CC and AsMLHARQ+CC with maximum 4 
dB of gain. The BER curve of AdMLHARQ+IC exhibits a flat stage similar to that 
of AsMLHARQ+CC, however, this flat stage disappears hnmediately as the Es/No is 
increased and a quick convergency can be observed at 1nedium E 8 /N0 . 
As 1nentioned in the previous section, the multistage iterative combining strategy is 
proposed for adaptive multilevel HARQ, but it is equally suitable for synchronous and 
asynchronous n1ultilevel HARQ. Figure 5.21 and 5.22 show the throughput and BER 
performance of various multilevel HARQ schemes with different multistage c01nbining 
strategies. 
It can be observed from the figures that 1nultistage iterative combining is effective 
for the performance improvmnent of all schemes. However, compared with conven-
tional Chase combining, iterative combining shows weaker enhancement in terms of 
both throughput and BER, especially in the low throughput region of SMLHARQ+CC 
and AsMLHARQ+CC, n1edium BER region of AsMLHARQ+CC and medium to low 
BER region of SMLHARQ+CC. This observation stresses that it is the combination 
of the adaptive retransmission and the iterative combining strategy that enables the 
AdMLHARQ+IC system to show so striking a performance. 
Figure 5.23 shows the unequal error protection capability of a 3-level adaptive multi-
level HARQ system, where all configurations are the same with above 3-level adaptive 
1nultilevel HARQ syste1n except that the rate distribution is (0.25, 0.78, 0.97) and the 
maximum numbers of retrans1nissions are (8, 4, 2). It can be observed from the figure 
that level 0 outmatches level 2 by about 4 dB. If this scheme is applied into video 
transmission, where BER of 10-4 is usually regarded as high reliability, then even in 
the case that the channel SNR is degraded from 11.2 dB to 7 dB, without any power 
adjusting, high reliability of the basic resolution of service is still guaranteed if it is 
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transmitted using levelO. 
5.7 Summary 
Hybrid-ARQ is thought to be the mainstream error controlling technology. Bandwidth 
is the most valuable resource in future high speed wireless communication systems. 
This part of the work contains some new ideas on applying the concept of iterative 
decoding into high bandwidth efficient Hybrid-ARQ systems so as to construct error 
controlling schemes with high reliability, high adaptivity and bandwidth efficiency, but 
low complexity. 
The new error controlling schen1es were based on the combination of ARQ and mul-
tilevel coded modulation which is well-known for its high flexibility and unequal error 
protection capability. Multilevel HARQ schemes, including synchronous, asynchronous, 
and adaptive multilevel HARQ were proposed and analysed in both theoretical and nu-
merical ways. Significant gains have been observed in comparison with conventional 
TCM HARQ schemes. However, conventional Chase diversity combining was found 
only applicable to the former two HARQ sche1nes, but not applicable to the adaptive 
multilevel HARQ due to its dynamic packet structure, despite it exhibiting best perfor-
mance in non-combining scenarios among all multilevel HARQ schemes. As a solution, 
multistage iterative cmnbining, which is based on the principles of iterative decoding, 
was proposed and verified with shnulation results. 
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Figure 5.17: The transmitter side processing of the Ad:NILHARQ with iterative com-
bining 
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Figure 5.18: The receiver side processing of the AdMLHARQ with iterative combining 
5. 7. Summary 
2 
-'!:- SMLHAAQ+CC 
--e- AsMLHAAQ+CC 
1 8 -a- AdMLHARQ+IG 
. -+- SMLHARQ 
- AsMLHARQ 
1.6 -+- ａ､ｍｌｾａｒｑ＠
ｾ＠ ......... ·:· ..... ... ... ｾ＠ ... ... . 
. . 
. . 
. . 
. . 
. . 
. . 
.... .. ... ..................... 
. . 
. . 
. . 
. . 
. . 
. . 
0.6 
0.4 
0.2 
4 6 6 10 
EsfNO(dB) 
132 
18 
Figure 5.19: Throughput comparison of different multilevel HARQ schemes with diver-
sity combining 
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Figure 5.20: Bit error rate comparison of different multilevel HARQ schemes with 
diversity combining 
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Figure 5.21: Throughput comparison of multilevel HARQ schemes with different com-
bining strategies 
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Figure 5.22: Bit error rate comparison of multilevel HARQ schemes with different 
combining strategies 
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Chapter 6 
Conclusion 
6.1 Achievements and Publications 
Main achievements of the research include: 
• An object-oriented simulation platform for communication systems was developed 
using Visual C++. The turbo codes, 1nultilevel codes, HARQ, MCE/EXIT chart 
analyzer and other baseband communication modules are hnplemented as objects. 
Matrix ten1plate is the basic data structure in this system. Member variables and 
functions of the objects store and process data based on the instantiations of the 
te1nplates. 
• A new universal technique to analyse iterative decoding was proposed based on 
theoretical proof and verified using the simulation system. The technique is 
based on cross-entropy minimization(MCE) method in information theory and 
enables the blind analysis of error correcting ability of an iterative decoder with 
gaussian/non-gaussian input/output. 
• Several new bandwidth efficient error controlling schetnes with unequal error pro-
tecting ability were proposed and verified. These schemes are based on multilevel 
coded modulation, and especially suitable for error controlling for the broadcast-
ing of 1nultimedia services over wireless channels with scalable quality require-
lnent. A related patent is in application. 
135 
6.1 . Acllievements and Publications 136 
• 2 lEE journal papers, and 2 IEEE conference papers were published. 1 jom·nal 
paper has been submitted to IEEE Transaction on Communications, and another 
journal paper has been submitted to IEEE Transaction on Vehicle Technologies. 
1 UK patent is in application. 
The publications and patent dtu·ing the three-year PhD research are listed as follows: 
• Qinglin Luo, Reza Hoshyar-Jabal-Kandi, Peter Sweeney, "A Cross-Entropy Based 
Universal Method to Analyse Iterative Decoding", IEEE Transaction on Com-
munications, Under Review, May 2005. 
• Qinglin Luo, Peter Sweeney, "IVIultilevel Hybrid-ARQ and Multistage Packet 
Combining", IEEE Transactions on Vehicle Technologies, Under Review, Oct 
2005 
• Qinglin Luo, Peter Sweeney, "Method to analyse convergence of turbo codes", 
lEE Electronics Lette1·s, Vol41, No. 13, Jun 2005. 
• Qinglin Luo, Peter Sweeney, "Hybrid-ARQ protocols based on multilevel coded 
modulation", lEE Electronics Letters, Volume 39, Number 14, pp. 1063 - 1065, 
July 2003. 
• Qinglin Luo, Peter Sweeney, "Performance of Bandwidth Efficient Multilevel 
HARQ Schemes Over Wireless Channels", Proceeding of IEEE International 
Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC 
2004), Barcelona, Spain, 5-8th September 2004. 
• Qinglin Luo, Peter Sweeney, "Ivlultilevel HARQ Over Wireless Channels", Pro-
ceeding of Fourth IEEE International Symposium on Communication Systems, 
Networks, and Digital Signal Processing (CSNDSP2004), Newcastle, United King-
dom, July 2004. 
• [PATENT] Qinglin Luo, Peter Sweeney, "A Scalable, High Bandwidth Efficient 
Error Protection Scheme for Video Transmission Over Wireless Channels" , Patent 
in application, April 10, 2005. 
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6.2 Future Work 
Future work can be carried out in two directions. 
The first is to apply the cross-entropy method proposed in Chapter 4 into the analysis of 
iterative decoding of LDPC codes. Iterative decoders in LDPC codes behave similarly 
to those in classical tm·bo codes, but they are more capable. Iterative LDPC decoders 
carry out decoding in a less massive way than classical turbo codes, which means the add 
operations at each node of the sum-product decoders of LDPC codes is not as massive 
as those on each path of the MAP decoder of classical turbo codes. Therefore, it is 
reasonable to conjecture that the central limit rule, and thus the Gaussian assumption, 
becomes loose in LDPC decoding in comparison with in classical turbo decoding. Thus, 
the newly proposed method based on cross-entropy is expected to be advantageous over 
those existing methods based on Gaussian assumption. 
The other direction is to analyse iterative multistage decoding using the cross-entropy 
method, both for the HARQ scenario and for the pure FEC scenario. The main differ-
ence between an iterative multistage decoder and a classical iterative decoder is that 
in each iteration of the iterative multistage decoder, the conventional extrinsic infor-
Ination is output stage by stage (serially). Although the probability density function 
(pdf) of the output of the component decoder at each stage can be approximated as 
Gaussian, however, the pdf of the extrinsic information of the whole decoder at each 
iteration is no longer shnple Gaussian. Conventional Gaussian assumption-based tools 
are obviously not suitable for this non-Gaussian case. It will be interesting to see how 
the cross-entropy method will perform in this scenario. 
Appendix A 
Iterative MCE Algorithn1 and Its 
Convergency 
Following the notations used in Section 4.3, the iterative MOE algoritlun has the fol-
lowing three steps [43]. 
1. set ｐ･ＬｯＨｾＩ＠ = ｐ｡ＨｾＩＬ＠ the distribution implied by the channel values; 
2. determine Pe,i+l ＨｾＩ＠ as the MOE distribution corresponding to the a priori distri-
bution ｐ･ＬｩＨｾＩ＠ and the constraint set Cm, where m = k mod ]\I[+ 1; 
3. repeat step 2 until convergence occurs. 
The "global" MOE distribution is that distribution which satisfies all the constraints 
and is "closest" to the initial a priori distribution, whereas a "local" MOE distribution 
only satisfies a particular constraint subset. 
The local J\IICE distribution Pi+l ＨｾＩ＠ satisfies 
D(Pi+l/ /Pi)= min D(s/ /Pi) 
sECv 
(A. I) 
Given i) an a prior distribution Pi, ii) the corresponding local MOE distribution Pi+l 
based on the constraint set Cv, and iii) any other distribution p* satisfying Cv; these 
three distributions satisfy the triangle equality for MOE distributions [55]. In particular 
D(p* I /Pk) = D(p* I /Pk+l) + D(Pk+ll !Pk) (A.2) 
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Since cross-entropy is nonnegative, this hnplies 
D(p* I IPk) 2: D(p* I IPk+l) (A.3) 
and equality holds only if Pk+l = Pk· For a given k, this is true for any p* in the 
constraint set Cv. Assume that p* is the unique global MCE distribution. With this 
choice of p*, the relation (A.3) is true for all k since p* lies in all the constraint sets. 
Since the cross-entropy in (A.3) is monotonically decreasing and is bounded below by 
zero, this implies that in the limit as k ｾ＠ oo 
lim (D(p* I IPk)) = c 
k-+oo 
(A.4) 
where cis a nonnegative constant. Equation (A.2) and (A.4) imply that 
lim (D(p* I /Pk)) = Pc 
k-+oo 
(A.5) 
for some fixed distribution Pc, otherwise the cross-entropy would not have converged. 
But then Pc must be a local MCE distribution for each and every constraint set. Con-
sequently, the convergency of the iterative MCE algorithm is proved, i.e., 
lim (D(p* //Pk)) = p* 
k-+oo 
(A.6) 
where p* is the global MCE distribution satisfying the fixed constraint set C = nvCv. 
Appendix B 
Derivation of a 3-stage 
Soft-in-Soft-Out Detector 
In the following, A derivation of a 3-stage detector will be given by assuming that 8PSK 
modulation is used to map 3 bits onto each constellation point, and that signals are 
transmitted over an AWGN channel. 
We begin from the first level. The log-likelihood ratio for v<0) is calculated as following 
given that the log-likelihood ratios L(v<1)),L(v<2)) for the bits on the second and third 
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level are known. 
By applying the well-known approximation of (3.33), (B.l) can be written as 
L(v(0)) ｾ＠
In the similar way, the log-likelihood ratio for v<1) and for v<2) can be written as 
d2 d2 d2 d2 
L(v(l)) ｾ＠ min(-0 , - 1 - L(v<0>), - 4 - L(v<2>), - 5 - L(v<0))- L(v<2).)) 2u2 2u2 2u2 2u2 
. ､ｾ＠ ､ｾ＠ (0)) ､ｾ＠ ( (2)) ､ｾ＠ ( (0)) ( (2)\f'iQ ) 
-mm(- --L(v --Lv --Lv -Lv N-'3 2u2 ' 2u2 ' 2u2 ' 2u2 · 
and 
In Equation (B.2), (B.3) and (B.4), L(v(i)), i = 0, 1, 2 are expressed using Euclidean 
distances dj,j = 0, · · ·, 7, and L(v(k)),k = 0, 1,2,k =/= i. The Euclidean distances can 
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be calculated as follows 
(B.5) 
where Sj is the constellation point corresponding to binary label (v2v 1v0 ), and L(v(i)), i = 
0, 1, 2 are the input to the decoder as the a priori information. 
Appendix C 
An Example of AdMLHARQ 
w-ith Multistage Iterative 
Combining 
Consider an adaptive 3-level HARQ syste1n with 3-stage iterative diversity combining. 
Assume that the initial values of the retransmission counters for level 0, 1, 2 are 0, 0, 2, 
and N ACI< = [N ACI<o N ACK1 N ACI<2] = (1 0 1] is generated by the receiver after 
CRC checking and fed back to the transmitter via an error-free channel. Then, the 
retransmission counters in both the receiver and the transmitter are set to 1, 0, 3. By 
sorting these counters in descending order, the mapping vector used to reframe/restore 
frame can be determined as P = [2 0 1], which 1neans the data on the original level 1 
are 1napped to the beginning part of the frame, followed by the data on the original 
level 2 and then the data on original level 0. 
The procedures in the 3-level transmitter and 3-stage receiver with iterative combining 
are shown in Figure C.l and 0.2, respectively. 
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