We apply a recent characterization of optimality for the abstract convex program with a cone constraint to three matrix theory problems: (1) a generalization of Farkas's lemma; (2) paired duality in linear programming over cones; (3) a constrained matrix best approximation problem. In particular, these results are not restricted to polyhedral or closed cones.
INTRODUCTION
In this paper we apply a recent characterization of optimality for the abstract convex program with a cone constraint to three matrix theory problems: (1) a generalization of Farkas's lemma; (2) paired duality in linear programming over cones; (3) a constrained matrix best approximation problem. In particular, these results are not restricted to polyhedral or closed cones.
PRELIMINARIES
First, let us consider the abstract convex program w p=inf{p(x):
g(x)E -S, xEG}, (2.1) wherep:X~RU{+oo},g:X~RmU{+oo};Xisatopologicalvectorspace; 52 C X is convex and S is a convex cone in R", i.e. S + SC S and tS C S for all t>O; and p is a convex (extended) functional (on Q) and g is S-convex (on a), i.e.
for all x, y E!J and O<tG 1. For greater generality, we have attached an abstract maximal element to R" (see e.g.
[I3]). Note that R" is linearly ordered by S, i.e. xasy if and only if x-y ES. This ordering is transitive and reflexive. It is antisymmetric exactly when S is pointed, i.e. Sfl -S= (0). We will also need the following notation: the cone K C S is a face of S if x,y~S and x+yEK =) x,yEK.
The feasible set of (P) is
F={xEO:g(x)E-S}.
The minimal cone of (P) is Sf= n {faces of S containing -g(F)}.
The minimal cone has the following property (see [7] ):
where ri denotes relative interior. For a set T in R", the polar cone of T is Tt={$~Rm:$y~Oforall yin T}, where $y denotes the inner product of $ and y in R". The orthogonal complement of T is TL=T+n-T+.
(2.3)
We now have the following characterization of optimality for (P) which holds without any constraint qualification.
THEOREM 2.1 [7] . Suppose that p, the optimal value of (P), is finite. and (2.4) and (2.5) characterize optimulity of a in F.
The above theorem differs from the standard Lagrange multiplier theorem (e.g. [12] ) in three ways. First, the Lagrange multiplier X is found in the (possibly) larger cone (Sf) ' rather than S +; second the variable x is restricted to the (possibly) smaller set Ff rather than 52; and third, the above theorem holds irrespective of any constraint qualification. In the presence of Slater's qualification,
where int denotes interior, the above theorem reduced to the standard theorem.
There are situations where we can strengthen the above theorem in the sense that we can replace (Sf)' by a smaller cone and replace Ff by a larger set. Thus we get closer to the standard result. We now include several results of this type. COROLLARY 2.1 [7] . The results now follows, since
We now include the following duality result. We define Lf, the restricted 
Proof
Note that for every X in (Sf) + and x E S!,
Lf(A),cp(x).
Thus pad. Now Corollary 2.2 guarantees the existence of h in (Sf)' with p=Lf(A).
n We now present the applications of this theory. We restrict ourselves to X also finite dimensional. where A is an m X n matrix, A' is its transpose, and K = K + = R'!+ . This has been extended to K a closed convex cone in [3] under the assumption that
A GENERALIZATION OF FARKAS'S LEMMA
is closed, where %( *) denotes null space. We now present a generalization of Farkas's lemma without this extra assumption. We let Sf be the minimal cone for the constraint -A' y E -S. Proof. Since S is a convex cone and A is linear, statement (ii) is equivalent to the fact that O=p=inf{by:
-Aty~ -S}.
Corollary 2.2 implies that this is equivalent to
for some h in (S ) . f + Since the inf is achieved at y '0, we can differentiate to get statement (i), i.e.
0= -$[by--h(A'y)]
=b-Ah.
PAIRED DUALITY IN LINEAR PROGRAMMING OVER CONES
We first consider the following pair of linear programs with cone constraints. Both S and !2 are now convex cones (not necessarily polyhedral or closed) while g( x ) = b-Ax, where b is an m-vector and A is an m X n matrix.
We again denote the feasible set of (P) (c): Since both programs are consistent, part (b) implies that p, the optimal value of (P), is not -co. Thus Theorem 2.2 applied to (4.6) implies p= sup inf {cx+y(b-Ax)}. yqSf)+ xEQ' (4.7)
Since ii?* is a cone, the inf for a fixed y is either yb or -cc. Since we are then taking the sup, we can assume that the inf is yb, i.e. we can add the constraint cx-yAx=(c-A'y)x>O for all xEfG?*,
i.e.
c-Aty@Qf)+.
Moreover, this inf is achieved with x=0. Thus Thus (c-A"y')(x-x")>O for all x~fJ< Setting x=0 and x=2x0 implies that (c-A*y")x>O.
Thus c-Atyo ~(a~)', i.e., y" is a feasible point of (D). Similarly, for any y E (9) + , qx", Y").
Thus (y-y')(b--Ax')<0
for all ye+. Again, setting y=O and y=2y, shows that yo(b-Ax')=0
and thus Ax0 -b~(Sf)++=s~, since Sfis closed. This implies that x0 is also feasible. Substituting x= y=O in the definition of the saddle point implies that cx" <L(x', yO)<byO, which, by (b) and (c), proves the optimality of x0 and y".
Conversely, let x0 and y" be optimal solutions of (P) and (D) respectively. Then cx" = by0 by (c), and (4.4) follows from (d). Moreover, for any x~ Gf,
Similarly for any yE(Sf)+ we have L(x', y)~L(x', y'), and thus (r', y") is a saddle point of L(x, y) \;ith respect to Of X(S*)'. H
The above theorem is an extension of the results given for polyhedral cones in [l] (see also [5] ).
A BEST APPROXIMATION PROBLEM
Consider the following problem:
PROBLEM. Given the real symmetric nXn matrix B and the three subspaces L,, La, and L, of R", find the (unique) real symmetric n X n matrix A which is closest to B in Frobenius norm (Hilbert-Schmidt norm) and which is negative semidefinite (nsd) on L,, positive semidefinite (psd) on La, and 0 on L,.
Solution.
First, it is clear that A must be 0 on L, nL,. Thus, we can rewrite the problem so that A must be: Uniqueness follows from the strict convexity of the objective function p(X).
n REMARK 5.1. We were able to use the standard Lagrange multiplier theorem in the above, even though Slater's condition fails for (P). The cone S of psd matrices is very well behaved in general. In fact, if K is a face of S, then S + + K i is closed. For the above matrix problem, suppose that we allow the following perturbation:
A must be "almost" nsd on L,,
i.e., we are given the scalar E and we require (Ax,x)~s(x,x) forall xinLr.
Then this is equivalent to the perturbation (EiAE,y,y)~&(E:E,y,y) for all y, or equivalently
E;AE, -&E:E, E -S.
If A, is the solution of the perturbed problem, then, using the value of A, found in our solution, we get expanding both sides yields detrE+U D+U'EttE"E 1111111 =.str U,Dl+U:.
As may have been expected, the sensitivity depends on the nonnegative eigenvalues of P,BP,. Note also that if ~(0, then the feasible set F= 0 . Similarly, if A, solves the problem with the three perturbed constraints (Ax, x)%(x,x) forall xinL,, (-Ax, x)Ge2(x, X) forall xinL,, (AX, x)=eg(r, x) for all xin La, where pi, Ed, and .sa are three scalars, then
In addition, if we had Lagrange multipliers corresponding to A,, we would also get a lower bound for p(A) -p( A,).
6.

CONCLUDING REMARKS
In [9] we have presented various strengthened versions of Theorem 2.1 which, under certain hypotheses, use smaller cones than ( Sr)' , though not necessarily S + . This has led to various cones replacing (Sf)' in the generalization of Farkas's lemma, i.e. various equivalent statements. These strengthenings can also be applied to the paired duals in Section 4. These strengthenings of Theorem 4.1 will be presented in a future study.
