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The focus for this research is to develop and apply statistical methods to analyze 
and interpret high-throughput biological data. We developed a novel correlation 
coefficient, shrinkage correlation coefficient (SCC), that fully exploits the similarity 
between the replicated microarray experimental samples. The methodology considers 
both the number of replicates and the variance within each experimental group in 
clustering expression data, and provides a robust statistical estimation of the error of 
replicated microarray data. Applying SCC-based hierarchical clustering to the replicated 
microarray data obtained from germinating spores of the fern Ceratopteris richardii, we 
discovered two clusters of genes with shared expression patterns during spore 
germination. This computational approach is not only applicable to DNA microarray 
analysis but is also applicable to proteomics data or any other high-throughput analysis 
methodology. 
 vii 
The suppression of APY1 and APY2 in mutants expressing an inducible RNAi 
system resulted in plants with a dwarf phenotype and disrupted auxin distribution, and we 
used these mutants to discover what genes changed expression during growth 
suppression. We evaluated the gene expression changes of apyrase-suppressed RNAi 
mutants that had been grown in the light and in the darkness, using the NimbleGen 
Arabidopsis thaliana 4-Plex microarray, respectively. We compared the two sets of large-
scale expression data and identified genes whose expression significantly changed after 
apyrase suppression in light and darkness, respectively. Our results allowed us to 
highlight some of the genes likely to play major roles in mediating the growth changes 
that happen when plants drastically reduce their production of APY1 and APY2, some 
more associated with growth promotion and others, such as stress-induced genes, more 
associated with growth inhibition. There is a strong rationale for ranking all these genes 
as prime candidates for mediating the inhibitory growth effects of suppressing apyrase 
expression, thus the NimbleGen data will serve as a catalyst and valuable guide to the 
subsequent physiological and molecular experiments that will be needed to clarify the 
network of gene expression changes that accompany growth inhibition. 
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Chapter 1 Introduction 
BIOINFORMATICS 
Bioinformatics is a fusion of biology, statistics, and engineering. It involves using 
statistical and computational methods to address research questions in biology. Since the 
late 1990s, the discipline of bioinformatics has experienced tremendous growth, thanks 
mainly to the success of large-scale projects such as the Human Genome Project and 
related efforts which generate vast amounts of data. Many research efforts in this field 
include genomics (e.g., gene expression analysis, network analysis), proteomics (e.g., 
protein-protein interaction, prediction of protein structure), and metabolomics (e.g., 
nuclear magnetic resonance spectroscopy). In this dissertation, we will focus on the use 
of microarray for gene expression analysis.  
 
MICROARRAY TECHNOLOGIES 
Since the mid-1990s, the amount of data produced by molecular biologists has 
been growing
 
at an exponential rate. Some of the fastest growing sets of
 
data are 
measurements of gene expression (i.e., the transcription of the genetic information 
contained within the DNA into messenger RNA molecules that are then translated into 
the proteins that perform most of the critical functions of cells), such as large-scale data 
sets generated by microarray technology. As the next revolution in molecular biology, 
microarray technology enables scientists to examine the expression levels of thousands of 
genes at the same time. These gene expression data offer hints as to the
 
functions of 





For two-channel microarray experiments, cDNA preparations are generated from 
two samples (e.g. treatment and control) and then labeled with two different fluorescent 
dyes (e.g. Cy5-red and Cy3-green). The two Cy-labeled cDNA samples are then mixed 
together and hybridized to a single microarray. After hybridization, the microarray is 
scanned in a scanner to visualize fluorescence of the two dyes, and the relative intensities 
of each dye are used in ratio-based analysis to identify up-regulated and down-regulated 




In one-channel microarrays, the absolute values of gene expression are estimated. 
A single dye is used for all samples. Therefore, the comparison of two conditions requires 
two separate single-dye hybridizations. One advantage of the one-channel microarrays is 
that a low-quality sample cannot affect the raw data generated from other samples, 
because each sample is hybridized to a single microarray. Another benefit is that data can 
be easily compared between different experiments because each gene expression level is 
an absolute value. One drawback of the one-channel microarrays is that twice as many 
microarrays are needed in one set of experiments compared to the two-channel 
microarrays. Two popular one-channel systems are the NimbleGen microarrays and the 





MICROARRAY DATA ANALYSIS 
Preprocessing The Data 
Before microarray data are stored in a database or analyzed in various ways, a 
number of transformations may have been done to it which include calculating ratios of 
the raw data, log-transforming these ratios, zero-centering a gene or a sample expression 
pattern, and imputing missing data. Furthermore, all the transformations described below 
can be applied to data from any microarray platform. 
Deriving ratios from the raw data. Most microarray experiments look for genes 
that are differentially expressed. Assuming that we have a total number of N genes in an 








where R and G represent a treatment and a control sample respectively, and  i is an index 
running over all the genes from 1 to N.  
Although ratios provide an intuitive measure of expression changes, one 
disadvantage with ratios is that they treat up- and down-regulated genes differently. 
Genes upregulated by 2-fold have an expression ratio of 2, whereas those downregulated 
by the same fold have an expression ratio of 0.5.  
Log-transforming the ratio data. The logarithm base 2 is the most widely used 
transformation, which produces ratios that are often easy to interpret by biologists. 
Logarithms treat numbers and their reciprocals symmetrically, for example, log2(2) = 1, 
log2(½) = -1. The logarithms of the expression ratios are also treated symmetrically. 
Genes upregulated by 2-fold have an log2(expression ratio) of 1, whereas those 
downregulated by the same fold have an log2(expression ratio) of -1. 
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Centering data. The following transformation is usually used in the context of the 
log transformed data. 
'X X X   
where X is the log2 – transformed expression pattern of a certain gene (i.e., a row vector 
across all the arrays) and X  is the arithmetic mean of all the components in this row 
vector.  Therefore, centering sets the average value of the expression pattern of a certain 
gene to zero, i.e., ' 0X  . Centering data can be used to compare expression patterns of 
different genes. It is useful when the actual value of the expression ratio is not important 
or is not meaningful (e.g., common reference). However, it is generally not appropriate 
when using a biologically meaningful control sample, such as a matched, untreated 
sample, or a zero time point. 
Missing value imputation. Microarray experiments often generate data sets with a 
number of missing values which are caused by various reasons, including insufficient dye 
on certain spots, image corruption, or simply dust on the slide. Missing data can be 
imputed by some simple approaches, for example, flagging their positions manually and 
excluding them from subsequent analysis, or replacing missing log-transformed values by 
zero or by an average expression over the rows (samples or experiments). Such 
approaches are not optimal because they do not consider the correlation structure of the 
data. A more sophisticated method which takes advantage of the correlation structure of 
the data is the K-nearest neighbors algorithm (KNN)  (Troyanskaya, Cantor et al. 2001). 
To impute missing values, the KNN method selects genes with expression patterns 
similar to the gene of interest. If there is a missing value in experiment j for gene i, the 
KNN method will select K other genes, which have expression values in experiment j, 
with expression patterns most similar to gene i in the remaining experiments. A weighted 
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average is calculated from the K closest genes and used as an estimate for the missing 
value in experiment j for gene i.  
 
Measuring Similarity of Expression Patterns 
One of the fundamental processes in microarray analysis is to measure the 
similarity of two expression patterns. There are many different ways in which a measure 
of similarity can be calculated. In the next paragraphs two similarity metrics will be 
discussed.  
Pearson Correlation Coefficient. The Pearson correlation of the two vectors 
1 2( , ,..., )nx x x x  (e.g., expression pattern of gene x over n time points) and 











x x y y
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A Pearson correlation coefficient indicates the relationship between two ordered sets of 
numbers (e.g., gene or array expression patterns) and the strength of this relationship. For 
example, if two genes increase or decrease proportionally over time, their correlation will 
be 1.0. If two genes have no relationship to each other, their correlation will be 0. If two 
genes express in the opposite direction over time, their correlation will be -1.0. A 
correlation coefficient is always between -1 and 1. It is particularly useful when we look 
for genes with the exact same pattern even at different levels of variation. 
Euclidean distance. When we look for genes with a profile in the same level of 
variation, we can use the Euclidean distance. The Euclidean distance between two n-
dimensional vectors 1 2( , ,..., )nx x x x  (e.g., expression pattern of gene x over n time 
points) and 1 2( , ,..., )ny y y y  (e.g., expression pattern of gene y over n time points) is: 
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2 2 2 2
1 1 2 2
1
( , ) ( ) ( ) ... ( ) ( )
n
E n n i i
i
d x y x y x y x y x y

          
If two genes have identical profiles, the Euclidean distance between them will be zero. 
The larger the Euclidean distance, the less similarity is between two genes.  
 
Visualizing Microarray Data 
Microarray data are stored in rows (genes) and columns (experiments). 
Visualization of microarray data is extremely important for biological knowledge 
discovery. There are a number of methods to visualize microarray data, ranging from 
simple to sophisticated.  
Scatter plot. The scatter plot is a 2D or 3D plot in which a vector is displayed as a 
point having the coordinates equal to the components of the vector. It is probably the 
simplest tool that can be use in microarray visualization. This technique can visualize 
interactions between two variables. For example, in a scatter plot, each axis can 
correspond to a gene and each expression level corresponding to an individual 
experiment is represented as a point. This plot can suggest certain relationship between 
the expression levels of two genes.  
Time series. A time series is a plot in which the expression values of genes are 
plotted against the time points when the values were measured. The horizontal axis is the 
time and the vertical axis represents the expression values. In the time series plot, each 
wave corresponds to a gene across experiments on the horizontal axis.  
Heat map. A heat map is a graphical representation of data where the values from 
a data matrix are represented by colors. Biological heat maps, as presented in (Eisen, 
Spellman et al. 1998) are usually used to represent the expression levels of genes across 
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different experiments. Larger expression values are represented by small dark squares 
and smaller values by lighter squares.  
Dendrogram. This is one of the most effective and powerful tools to illustrate the 
hierarchical view of relationships between genes or arrays. In this tree-like plot, each step 
of hierarchical clustering is represented as a fusion of two branches of the tree into a 
single one. Each branch represents a single gene or array expression. 
Principal component analysis (PCA). In microarray expression analysis, each 
gene and each experiment may represent one dimension. For example, a set of 10 
experiments involving 20,000 genes may be conceptualized as 20,000 data points (genes) 
in a 10-dimensional space, or 10 data points (experiments) in a 20,000-dimensional 
space. This large number of dimensions causes the complexity of data analysis. A natural 
approach to solve this problem is to try to reduce the number of dimensions by 
eliminating the less important dimensions. PCA is such an approach that keeps the 
dimensions that accounts for a large variance in the original data and filters out the 
dimensions that accounts for a small portion of the total variance of the original data. 
PCA (Anderson 2003) is also known as singular value decomposition (Golub and Van 
Loan 1996) in linear algebra. The details will be discussed in Chapter 2. 
 
Cluster Analysis of Microarray Data 
The aim of cluster analysis or clustering is to partition a set of observations into 
different groups (clusters) so that observations in the same cluster are similar in some 
sense. The similarity can be measured by distance metrics, for example, Pearson 
correlation coefficient. Cluster analysis is the first most widely used method to analyze 
microarray data. It can separate genes into different clusters, and in the same cluster, 
genes are grouped together because they are involved in the same biological processes or 
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share similar molecular functions. Here, we describe two classical clustering algorithms 
and both of them are supported in most commercial microarray data analysis software.  
Hierarchical clustering. The aim of hierarchical clustering is to build the 
hierarchy of clusters. There are two types of hierarchical clustering: agglomerative and 
divisive. Agglomerative hierarchical clustering is a bottom-up clustering method in 
which each single observation (gene or sample) starts in its own cluster. Then, the closet 
pair of clusters are agglomerated by satisfying some similarity criteria in each successive 
iteration until all the observations are in one cluster. The similarity between sets of 
observations can be calculated by the foregoing similarity metrics. Divisive hierarchical 
clustering is a top-down approach where all observations start in one cluster. Then, each 
cluster is subdivided into smaller pieces in each successive iteration. Divisive hierarchical 
clustering is not generally available, and rarely has been applied. 
K-means clustering. K-means clustering is one of the simplest partition clustering 
method. The aim of k-means clustering is to classify observations into k number of 
clusters in which each observation is assigned to the cluster with the nearest mean. The 
classification is done by minimizing the sum of squares of distances between data and the 
centroid of the corresponding cluster.  
 
Identifying Differentially Expressed Genes 
In many cases, the purpose of microarray experiment is to compare the expression 
levels of genes in two different specimens, for example, healthy vs. disease or treated vs. 
control samples. In all such comparative studies, a very important problem is to identify 
genes differentially expressed in the two samples compared. In the following, we will 
discuss several methods which can be used to distinguish genes truly differentially 
expressed from those that are simply affected by microarray experimental noise.  
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Fold change. The simplest and most intuitive method to find differentially 
expressed genes is to consider their fold change between treatment and control. Typically 
an arbitrary threshold such as 2 is chosen and any change with expression value larger 
than +2 or smaller than -2 will be considered as significant. Although the fold-change 
method is simple and intuitive, it has important disadvantages. One of the major 
disadvantages is that the threshold is chosen arbitrarily and may not be appropriate. For 
example, if many genes under study have dramatic expression changes, the method will 
select many genes and have a low specificity. In addition, the fold-change method is not a 
statistical test, and there is no associated level of confidence in the designation of a gene 
as being differentially expressed or not.   
Hypothesis testing, corrections for multiple comparisons. Another method to 
select differentially expressed genes is to use the classical hypothesis testing approach 
(e.g., t-test) in conjunction with some correction for multiple comparisons. Let us 
consider an experiment in which gene expression levels are compared between tumor and 
healthy tissue. Assuming that we have five tumor samples, five healthy tissue samples, 
and 20 independent genes, we can perform a t-test gene-by-gene for means involving two 
conditions (i.e., tumor vs. healthy tissue). The null hypothesis will be that there is no gene 
expression difference between tumor and healthy tissue, and genes with p-values lower 
than the significance level (e.g., 5%) will be called significant or differentially expressed. 
However, the so-called significant genes may be there due to random factors such as 
noise. The genes that are called differentially expressed when in fact they are not will be 
false positives. The mistake made to report a true non-significant gene as a significant 
one (i.e., reject a true null hypothesis) is called a Type I error. When we perform a test for 
a single gene, the probability of a Type I error is controlled by the significance level at 
the gene level (single comparison). However, when we perform many statistical tests 
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simultaneously for genes in a high density array (multiple comparison), the significance 
level at individual gene level does not control the overall significance level at the 
experiment level (i.e., overall probability of making a Type I error or family-wise error 
rate) anymore. In another way, while a given significance level may be appropriate for 
each individual comparison, it is not for the set of all comparisons. To ensure the overall 
significance level, we need to lower the significance level for individual genes to account 
for the number of comparisons being performed (i.e., the number of genes). Bonferroni 
(Bonferroni 1935) and Sidak (Sidak 1967) corrections are two simple multiple-
comparison correction methods. However, both of them are not suitable for gene 
expression analysis because for large number of genes, the required significance at the 
gene level becomes very small. In other words, the Bonferroni and Sidak corrections are 
very conservative methods in the sense that if a gene is significant after a Bonferroni or 
Sidak correction, then the gene is truly differentially expressed. However, if a gene is not 
significant after correction, it may still be truly differentially expressed. In the context of 
microarray data, false discovery rate (FDR) (Benjamini and Hochberg 1995; Benjamini 
and Yekutieli 2001) and significance analysis of microarray (SAM) (Tusher, Tibshirani et 
al. 2001) are suitable methods for multiple comparison corrections. These two methods 
will be discussed in Chapter 3.  
 
Biological Interpretation of Microarray Data 
After differentially expressed genes are selected, the challenge for researchers is 
to interpret the microarray results and identify the underlying biological functions or 
mechanisms. An ontology developed by the Gene Ontology (GO) Consortium 
(Ashburner, Ball et al. 2000) can meet this challenge. GO describes attributes of genes, 
for example, biological process, molecular function and cellular component. In addition, 
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it can explore functional annotations of genomes of different organisms automatically. 
The GO database can be browsed by the AmiGO browser in tree or directed acyclic 
graph view. Users can search the database using a GO term or a gene product. The results 
of the search performed with a gene product will contain the gene and all annotation 
information associated to this gene or gene product.  
 
RNA-SEQUENCING 
The transcriptome is the complete set of mRNA molecules (i.e., transcripts) 
expressed in one cell or a population of cells. Understanding the transcriptome can help 
researchers determine when and where a gene is turned on or off in various types of cells 
or tissues. In addition, the study of transcriptomics, also referred to as expression 
profiling, can help researchers determine the amount of gene activity (i.e., expression 
level) in a certain cell or tissue type.  
Various high-throughput technologies have been developed to study the 
transcriptome, including DNA microarrays and next-generation sequencing (also called 
massively parallel sequencing) technologies. Apart from the foregoing advantages, DNA 
micorarrays have several limitations, which include: low resolution of the output; a 
limited dynamic range of changes that can be observed; high background noise due to 
hybridization. Compared to DNA microarrays, the currently emerging next-generation 
sequencing technologies have higher resolution of the output, and a dynamic range that is 
orders of magnitude greater than microarrays (Wilhelm and Landry 2009).  
RNA-Sequencing (RNA-Seq) (Mortazavi, Williams et al. 2008; Nagalakshmi, 
Wang et al. 2008) is a recently developed method that uses next-generation sequencing 
technologies to profile transcriptome. It has already been applied to human and mouse 
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cells, Saccharomyces cerevisiae, Schizosaccharomyces prombe, and Arabidopsis thaliana 
(Cloonan, Forrest et al. 2008; Lister, O'Malley et al. 2008; Marioni, Mason et al. 2008; 
Morin, Bainbridge et al. 2008; Mortazavi, Williams et al. 2008; Nagalakshmi, Wang et 
al. 2008; Wilhelm, Marguerat et al. 2008). We will discuss how RNA-Seq works in the 
following paragraphs. 
 
RNA Library Construction 
 Prior to high-throughput sequencing, we need to generate a cDNA library in 
which adaptors are attached to one or both ends of cDNA fragments. To create this 
library, we first use PolyA enrichment steps to selectively remove ribosomal RNA or 
selectively enrich for mRNA. Following enrichment, the PolyA
+
 enriched mRNA will be 
primed for the reverse transcription reaction using either random primers or oligo dT 
primers. Once the cDNA is synthesized it can be further fragmented to reach the desired 
fragment length. Each sequence is typically 30-400 bp, depending on the following 
sequencing technology used. 
 
Next-Generation Sequencing 
 Three next-generation sequencing technologies can be used for RNA-Seq: the 
Applied Biosystems SOLiD
TM
 System (Cloonan, Forrest et al. 2008) 
(http://marketing.appliedbiosystems.com/images/Product/Solid_Knowledge/flash/102207
/solid.html), the Illumina/Solexa Genome Analyzer  (Bentley 2006) 
(http://www.illumina.com/pages.ilmn?ID=203), and the Roche/454 FLX (Margulies, 
Egholm et al. 2005) (http://www.454.com/enabling-technology/the-system.asp). Another 




(www.helicosbio.com) and Pacific Biosciences SMRT (www.pacificbiosciences.com). 
They have not yet been used for RNA-Seq, but are also appropriate.  
 The foregoing sequencing technologies generate millions of short reads (i.e., 
DNA sequences) from a cDNA library. Then, these reads are laid out on a single chip and 
sequenced in parallel. The procedures used to lay out those reads on a single chip are 
different for various sequencing technologies: SOLiD and 454 first attach DNA to coated 
beads, whereas Solexa and Helicos attach DNA directly to the chip. Although these 
technologies differ in chip generation, they share the same sequencing mechanism: after a 
single cDNA fragment is isolated and attached to a solid matrix, this single molecule will 
be amplified either by bridge PCR (Solexa) or emulsion PCR (SOLiD/454). Then, the 
cDNA fragments are sequenced in parallel, either by the measurement of the 
incorporation of short fluorescent linkers (SOLiD) or fluorescent nucleotides (Solexa), or 
by the release of pyrophosphate from incorporation of normal nucleotides (454).  
 Other differences between these platforms are the run time required to generate 
data and the resulting read-length. The run times vary from 8 h to 10 days, depending on 
the platform and read type (single end or paired ends). Compared to the other major two 
platforms, the 454 platform generates smallest amount of reads (~400,000 reads) but has 
the longest read-length (200-300 bp). SOLiD and Solexa generate tens of millions of 
reads with read-length 35 to 36 bp.  
 
Data Analysis 
 Data filtering. Once generated, sequence reads will need to be mapped to the 
reference genome, or used for de novo sequence assembly to reconstruct the original 
sequence structures. However, as part of the results from any current sequencing run, 
certain percent of the short reads are low-quality sequences that cannot be mapped. They 
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may contain reads that span exon-exon junctions or that contain PolyA tails. As discussed 
above, the PolyA enrichment steps are used to selectively enrich mRNA so that splicing 
has taken place and the resulting short reads cannot come from intronic sequences. 
Therefore, when the short reads are aligned to the reference genome, only reads from 
within exonic regions can be mapped whereas those from exon-exon junctions cannot. 
Exon-exon junctions can be identified by the presence of the GT-AG dinucleotides that 
flank splice sites, and PolyA tails can be identified by the presence of multiple As or Ts 
at the end of some reads. Filtering these low-quality reads will accelerate subsequent 
downstream analysis.  
 Read mapping. Once the low-quality reads have been filtered out, the next 
challenge is to map the high-quality short reads to the reference genome. There are 
several programs available for mapping reads to the reference genome, including 
SHRiMP (Rumble, Lacroute et al. 2009) (http://compbio.cs.toronto.edu/shrimp/), Bowtie 
(Langmead, Trapnell et al. 2009) (http://bowtie-bio.sourceforge.net/index.shtml), 
Mapreads (http://solidsoftwaretools.com/gf/project/mapreads/), ZOOM (Lin, Zhang et al. 
2008) (http://www.bioinformaticssolutions.com/products/zoom/index.php), SOAP (Li, Li 
et al. 2008) (http://soap.genomics.org.cn/#pub2), RMAP (Smith, Xuan et al. 2008) 
(http://rulai.cshl.edu/rmap/), MAQ (Li, Ruan et al. 2008) (http://maq.sourceforge.net/), 
ELAND (part of the Illumina suite).  
Expression measurement. In order to derive gene expression levels, a method 
must be used to convert reads into a quantitative value for each gene. For RNA 
fragmentation followed by cDNA synthesis, we can sum the number of reads that fall 
into the exons of a gene, and then normalize the total number by the length of exons. 
And, for the 3’-biased method, we can divide the sum of reads within an arbitrary portion 
of the 3’ end of the ORF by the same arbitrary length (Nagalakshmi, Wang et al. 2008).  
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Once expression levels are measured, one can visualize the data along with 
genome annotation information for specific regions and this illustration can facilitate the 

























The focus for this research is to develop and apply statistical methods to analyze 
and interpret high-throughput biological data. In Chapter 2, we describe a novel 
correlation coefficient, shrinkage correlation coefficient (SCC), that fully exploits the 
similarity between the replicated microarray experimental samples. The methodology 
considers both the number of replicates and the variance within each experimental group 
in clustering expression data, and provides a robust statistical estimation of the error of 
replicated microarray data. Applying SCC-based hierarchical clustering to the replicated 
microarray data obtained from germinating spores of the fern Ceratopteris richardii, we 
discovered two clusters of genes with shared expression patterns during spore 
germination. Functional analysis suggested that some of the genetic mechanisms that 
control germination in such diverse plant lineages as mosses and angiosperms are also 
conserved among ferns.  
In Chapter 3, we describe and analyze microarray data that reveal the gene 
expression changes that accompany growth inhibition when growth-regulating enzymes 
called apyrases (NTPDases) are suppressed. Apyrases are enzymes that remove the 
terminal phosphate from nucleoside triphosphates (e.g., ATP) and nucleoside 
diphosphates. A recent study in our lab revealed that two apyrase genes, AtAPY1 and 
AtAPY2, play
 
important roles in the control of plant growth in Arabidopsis (Wu, 
Steinebrunner et al. 2007). Specifically, the suppression of these apyrases in an inducible 
RNAi system resulted in plants with a dwarf phenotype and disrupted auxin distribution. 
To better understand the implications of these findings, an analysis of the underlying 
gene expression changes that accompany APY gene suppression was carried out. We used 
an inducible RNAi construct to suppress APY1 in plants homozygous for the apy2 
knockout mutation. Growth inhibition of the mutant seedlings becomes evident after 3 d 
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of growth in the presence of the estradiol inducer. We compared gene expression 
differences between uninduced plants and plants grown continuously in the inducer for 
3.5 d (dark grown) or 6 d (light-grown) using the NimbleGen Arabidopsis thaliana 4-
Plex microarray. We compared the two sets of large-scale expression data and identified 
genes whose expression significantly changed after ectoapyrase suppression in light- and 
dark-grown plants, respectively. Major changes in numerous transcription factors and in 
hormone-regulated genes were observed, and four of them were independently verified 
by qRT-PCR. Data analysis has provided a better understanding of the molecular bases 
underlying the relationship of ectoapyrase expression to growth. We describe the 
foregoing comparative expression analysis in Chapter 3. Conclusions as well as future 











Chapter 2 Genome-Scale Analysis of Ceratopteris richardii cDNA 
Microarray Data Using Shrinkage Correlation Coefficient 
BACKGROUND 
Advances in high-throughput technologies, such as DNA microarrays and genome 
sequencing, have enabled the large-scale exploration of the genome in a way that is 
systematic, comprehensive, and quantitative. Gene expression profiling has revealed 
valuable discoveries in basic biological research, pharmacology, and medicine. Currently, 
clustering has become a popular method for profiling genomic data by which clusters are 
formed based on the similarity between data points. The points in each specific cluster 
are similar from each other but different from points outside this cluster. 
Clustering methods depend on the measure of pair-wise similarity, the similarity 
between two points. One commonly used similarity metric is the correlation coefficient 
between the profiles of the two points, and another commonly used similarity metric is 
the Euclidean distance. The measure of similarity based on correlation coefficients 
captures the similarity in shape or pattern of the profiles, and it does not account for the 
amplitude of the profiles. Scaled versions of any two profiles will have the same 
correlation coefficient since that of the pair of original profiles, i.e., the amplitude of the 
profiles, does not affect the correlation coefficient as long as the wave form (shape or 
pattern) of the profiles is maintained. If the similarity is measured by distance, the 
amplitude of the profiles does matter. Two profiles with the same pattern but very 
different amplitudes can have an ideal similarity (essentially the same) when measured by 
the correlation coefficient, but a very low similarity when measured by the Euclidean 
distance due to the large difference in amplitudes. 
In this study, we focus on clustering based on similarity measured by the 
correlation coefficient where two genes with similar expression patterns will be 
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considered to be similar regardless of the difference in their amplitudes. Using the 
Pearson correlation coefficient as the similarity metric, Eisen et al. (Eisen, Spellman et al. 
1998) analyzed one of the first genome-wide microarray data sets for the budding yeast 
Saccharomyces cerevisiae. When calculating the gene expression similarity with the 
Pearson correlation coefficient (Eisen, Spellman et al. 1998), many studies only averaged 
the replicates in each experiment (Kung, Kenski et al. 2005; Rengarajan, Bloom et al. 
2005; Matsumura, Bin Nasir et al. 2006) without taking into account the error in the 
replicates. Instead of averaging over the replicates, Hughes et al. (Hughes, Marton et al. 
2000) defined an error model which uses a standard deviation (SD)-weighted correlation 
coefficient (SDCC) to down-weight the gene expression values with high error estimates 
in their clustering analysis and classified the functions of previously uncharacterized 
genes by comparing the expression profiles of mutant cells from their S. cerevisiae 
compendium. Using the same correlation, van't Veer et al. (van't Veer, Dai et al. 2002) 
derived a breast cancer prognosis from the gene expression profile of a primary tumor. In 
addition, Yeung et al. (Yeung, Medvedovic et al. 2003) showed that the SD-weighted 
correlation coefficient improves cluster accuracy and stability to a greater extent than the 
Pearson correlation coefficient with averaging replicates. 
However, the SD-weighted correlation coefficient (Hughes, Marton et al. 2000; 
van't Veer, Dai et al. 2002; Yeung, Medvedovic et al. 2003) also has disadvantages. The 
error of measurement is estimated directly by the standard deviation of the replicates, and 
such an estimate of error can be very inaccurate when the number of replicates is small 
relative to the number of objects (in this study, genes) (Schäfer and Strimmer 2005). 
Unfortunately, most of the microarray experiments performed by an academic laboratory 
employ only small (usually less than 10) number of replicates due to the experimental 
cost and time concerns, and such a replicate number is much smaller than the amount of 
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genes profiled (usually in the thousands or more). The "Stein phenomenon" (Stein 1956) 
suggests that an effective statistical model is needed to deal with replicated microarray 
data. Here we provide a shrinkage correlation coefficient that considers both the number 
of replicates and the variance within each experimental group and fully exploits the 
similarity between the replicated microarray experimental samples. The shrinkage 
concept is widely accepted as a method to improve the estimation of correlation when the 
sample size is small (Stein 1956; James and Stein 1961; Ledoit and Wolf 2004), which is 
the primary inspiration for this work. We first describe our shrinkage correlation 
coefficient in generality, and then demonstrate the superiority of our correlation 
compared to the other two most widely-used correlation coefficients (Pearson correlation 
coefficient and SD-weighted correlation coefficient) using hierarchical clustering and k-
means clustering. Finally we use a recently published analysis of the gene expression 
changes that occur during the germination of spores of the fern Ceratopteris richardii 
(Salmi, Bushart et al. 2005) as an example of this shrinkage correlation coefficient. 
Other clustering techniques have been used for gene expression analysis. For 
example, using an analysis of variance (ANOVA) model, Kerr and Churchill (Kerr and 
Churchill 2001) applied bootstrapping on a publicly available data set to assess the 
reliability of clustering results. Ng et al. (Ng, McLachlan et al. 2006) proposed a linear 
mixed-effects model (LMM) as an extension of the normal mixture model to incorporate 
covariate information into the clustering process. Tjaden (Tjaden 2006) developed a 
clustering method that is similar to k-means clustering. Using a Bayesian infinite mixture 
model (IMM), Medvedovic and Sivaganesan (Medvedovic, Yeung et al. 2004) developed 
a clustering procedure to incorporate the information on experimental variability into 
gene expression profiling. IMM measures the similarity using a probabilistic model of the 
data, and the error between repeated measurements is inherently represented in the 
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model. Instead of forming final clusters directly, a posterior distribution of the possible 
clusters is generated by Gibbs sampling first. Then the similarity between two data points 
is measured by the probability of the pair of points being in the same cluster inferred by 
the posterior distribution of the clustering result. With this measured similarity, final 
clusters are formed by applying the classical hierarchical clustering. Conceptually, IMM 
considers the magnitude (rather than pattern) of gene expression profiles and is similar to 
the Euclidean distance, as noted by Tjaden (Tjaden 2006). In contrast, as a correlation 
coefficient, our method is based on the pattern of gene expression profiles and is 
apparently different from IMM when applied to clustering methods. 
We stress that our shrinkage correlation coefficient is a correlation instead of a 
clustering method, and it could be used as a similarity metric in many clustering methods 
or other circumstances. Therefore, we compare our correlation with two existing widely-
used correlation coefficients (Pearson correlation coefficient and SD-weighted correlation 
coefficient) using hierarchical and k-means clustering. We present our method for better 
estimating the error in replicated microarrays that cannot be adequately estimated by 
other correlation coefficients when applying the existing popular clustering methods. 
In this chapter, we propose a novel correlation coefficient, shrinkage correlation 
coefficient (SCC). The comparison of SCC with other two most widely-used correlation 
coefficients using hierachical and k-means clustering shows that SCC is an alternative to 
the Pearson correlation coefficient and the SD-weighted correlation coefficient and 
achieves better clustering performance on both synthetic expression data as well as real 
gene expression data from Saccharomyces cerevisiae. We use SCC-based two-
dimensional hierarchical clustering to analyze the replicated microarray data of Salmi et 
al. (Salmi, Bushart et al. 2005), revealing the novel finding that there are two distinct 
clusters of genes with shared expression patterns during the early stages of germination 
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of C. richardii spores. Findings from this gene expression analysis suggest that some of 
the mechanisms that control germination in such diverse plant lineages as mosses and 
























Data Source, Retrieval, and Missing Value Imputation 
Data analyzed here were collected from spotted cDNA microarrays produced by 
our lab. TUG (tentative unique gene) expression changes in Ceratopteris richardii were 
studied during the emergence from dormancy over the first 48 hr of spore germination 
using microarrays representing an estimated 3,207 distinct genes from this organism 
(Salmi, Bushart et al. 2005). Four different pairwise developmental time point 
comparisons were conducted with a minimum of eight replicates for each comparison: 0 
vs. 24 hr, 6 vs. 24 hr, 12 vs. 24 hr, 48 vs. 24 hr. The reference sample was 24 hr for these 
experiments. Total RNA samples from each time point were labeled during reverse 
transcription with one of the fluorescent Cy5 (red) or Cy3 (green) dyes (Amersham 
Biosciences, Buckinghamshire, UK). Experimental design, including probe synthesis, 
hybridization conditions and array scanning can be found in a published protocol (Salmi, 
Bushart et al. 2005). Dye-swap experiments (biological replicates) were included for all 
time point comparisons. Raw data, array images, settings, grid files, red/green scan files, 
compiled tabular data, detailed protocols are publicly available from the Longhorn Array 
Database (LAD) (Killion, Sherlock et al. 2003). 
It should be noted that for the 12:24 hr time point comparison group, two prints of 
arrays (Cri2 and Cri3) were used for hybridization. These arrays were the same except 
printed on different days. After four replicates were conducted on the Cri2 arrays, the 
new Cri3 arrays were used for the remaining five replicates as described (Salmi, Bushart 
et al. 2005).  
Spots with aberrant measurements
 
due to array artifacts or poor quality were 
manually flagged,
 
and spots contaminated with dust or fluorescent specks were excluded 
from further analysis. The log2 of background-subtracted, normalized median spot 
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intensities of ratios from the two channels (Cy5/Cy3) were retrieved from LAD (Killion, 
Sherlock et al. 2003) after filtering out spots that had weak signal intensities based on the 
following criteria: the
 
regression correlation value between the signal intensities in the
 
two channels (Cy5 and Cy3) across all pixels was required to be greater than 0.5, and the 
sum of median intensities for the two channels was required to be greater than 150. Spots 
that meet the above criteria had to make up at least 80% of the array for it to be included 
in further analysis. To focus this analysis on the TUGs
 
with the greatest changes in 
expression, we selected TUGs
 
whose fluorescence intensity ratio (in at least two replicate 
arrays of any time point comparison) differed by ≥1.5-fold from their geometric mean 
ratio across the entire set of arrays.  
Any missing values in arrays included in analysis were imputed by the K-nearest 
neighbors
 
(KNN) algorithm (Troyanskaya, Cantor et al. 2001) with the average value of 
the nearest ten neighbors (K = 10). The Euclidean distance was
 
used to determine the 





blank in the primary data tables.  
 
Singular Value Decomposition 
We used singular value decomposition (SVD) to uncover the artifacts in the data 
set that were caused by comparison of different biological replicates and prints of arrays. 
Let X denote an nm  real matrix with nm  , the singular value decomposition of the 
rectangular matrix X is a factorization of the form, 
TUSVX  , where U is an nm  
orthogonal matrix, S is an nn  diagonal matrix with non-negative
 
entries in non-
increasing fashion, and 
TV is the transpose of V, an nn  orthogonal matrix. The 
diagonal entries of S are the singular values. The columns of U and the rows of 
TV are 
called the left- and right-singular vectors, respectively. The singular vectors form 
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orthonormal bases. Each left-singular vector is mapped onto the corresponding right-
singular vector with the corresponding singular value. Also, each left-singular vector (or 
right-singular vector) is completely uncorrelated with all the other left-singular vectors 







22 / , indicates the 
relative variance captured by the ith singular value (and the corresponding left- and right-
singular vectors). Following the convention of (Alter, Brown et al. 2000), we refer to the 
left-singular vectors as eigenarrays, the right-singular vectors as eigengenes, and the 
singular values as eigenexpressions. All of the SVD analyses were implemented with 
MATLAB (MathWorks, Inc., Natick, MA).  
 
Shrinkage Correlation Coefficient  
Correlation coefficients are computed to measure the similarity between each pair 
of genes in hierarchical clustering. Assuming that we have a total of N arrays consisting 
of F experimental (in this study, time point comparison) groups with ( )N k  replicates for 







 . Let , ( )i nG k  denote the expression level 
of the ith gene for the nth replicate in the kth experimental group. The mean and variance 
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 , respectively. 
If the standard deviation (SD) is used as an estimate of the measurement error, 
then the SD-weighted average expression of gene i over the experimental groups is given 
by 
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and the SD-weighted correlation coefficient is defined as 
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which has been used in the previous studies (Hughes, Marton et al. 2000; van't Veer, Dai 
et al. 2002). Since the SD-weighted correlation takes the measurement error into account, 
it is better than the Pearson correlation coefficient in estimating the correlation between a 
pair of genes in the case of repeated measurements (Hughes, Marton et al. 2000; van't 
Veer, Dai et al. 2002; Yeung, Medvedovic et al. 2003). The concept of applying larger 
weights on genes with smaller measurement error seems natural and has been 
demonstrated to be effective. However, the standard deviation may not be the best 
estimate of measurement error according to the Stein Phenomenon (James and Stein 
1961; Efron and Morris 1973).  
If F>2, the Stein estimation, defined as 2 2
2
( ) (1 ) ( )i i
F
S k S k
D









 , is better than the standard variance in the sense that it is statistically 
closer to the real error (Efron and Morris 1973). The last statement is valid under the 
assumption that 2 ( )iS k , k=1,2,..,F, are Gaussian distributed and independent of each 
other, which can be readily justified using the central limit theorem. 
Since the Stein Phenomenon was discovered, several shrinkage estimation 
methods have been developed to find the optimal estimate of a group of measurement 
errors. In this work we propose a simple but effective methodology which is mainly 
inspired by the shrinkage concept (Stein 1956; James and Stein 1961; Ledoit and Wolf 
2004).  
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Let the real squared measurement errors for the F experimental groups be 
(1), (2)... ( )i i i F   . We may estimate these F parameters using a high-dimensional 
model (of dimension F). According to statistics theory, the estimates in a high 
dimensional model will have larger variances compared to those in low-dimensional 
model (e.g., one dimension) when the same number of data points are available. 
Furthermore, if the number of data points are very limited (as is typically the case in real 
examples) the variances of a high-dimensional model may be unacceptably high for 
practical purposes. To reduce the estimation variance one may map the high-dimensional 
model for the F parameters onto a lower-dimensional restricted submodel. For example 
we may use the mean of the F parameters,  
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as a one-dimensional submodel. Then, the estimation variance can be greatly reduced. 
However, the estimate is biased if we replace (1), (2)... ( )i i i F    by i .  
To summarize, the estimates in the original high-dimensional model have larger 
variances but are unbiased, and the estimate in the restricted one-dimensional submodel 
has a smaller variance but is biased. Since neither situation is satisfactory, we will 
propose a shrinkage error estimate that makes a balance between the above two kinds of 
estimates.  
With the above restricted one-dimensional model (Eq. 3), we have an unbiased 
estimate of the squared measurement error i as follows: 
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Then, we can use a linear regularization model to define a balanced estimate: 
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        2 2( ) (1 ) ( )i i i i iT k S k S    ,                       (5) 
where i  [0, 1] is an shrinkage factor that is to be determined according to a chosen 
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Applying the methodology of (Ledoit and Wolf 2004) and (Schäfer and Strimmer 
2005), the optimal shrinkage factor can be derived as 
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From previous discussion, 2 ( )iS k , k=1,2,..,F, are assumed to be independent of 
each other, and from the above equation we have 
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where 2var( ( ))iS k  is the variance of 
2 ( )iS k  estimated by 
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To make sure that the shrinkage factor lies between 0 and 1, we define the final 
shrinkage factor to be  
 
* ˆmin(1,max(0, ))i i  ,                           (10) 
and then we obtain the shrinkage estimate of 2 ( )iS k , k=1,2,…,F, as 
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                * * 2 * 2( ) (1 ) ( )i i i i iT k S k S    .                        (11) 
Notice that in (Schäfer and Strimmer 2005), a related mathematical problem is 
considered, where it aims to get a shrinkage estimate of a covariance matrix by using a 
restricted lower dimensional submodel in which the covariance matrix is assumed to be 
diagonal with common variance. In this work our problem is simpler. We only need to 
estimate the diagonal elements of the covariance matrix, not the whole matrix. Therefore, 
our result is different from what is obtained in (Schäfer and Strimmer 2005), and is much 
simpler.  
Using *( )iT k , the shrinkage estimate of 
2 ( )iS k , the error between the group mean 
( )iG k  and the corresponding true expression value can be measured by means of the 









  . If we replace ( )iS k  by ( )i k  in Eqs. 1 and 
2, the shrinkage error-weighted average expression of gene i is given by 
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and we can define a new shrinkage correlation coefficient for any pair of ith and jth 
genes as  
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.             (13) 
If the number of replicates ( )N k  is the same for all the experimental (e.g., 
treatment/condition/time-point) groups, then ( )i k  = 
*( )iT k , where 1/ ( )N k   is a 
constant, and hence the shrinkage correlation coefficient (Eq. 13) is effectively weighted 
by the shrinkage estimate *( )iT k  (i.e., ( )N k  has no effect on the shrinkage correlation 
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coefficient). However, if the number of replicates is different for each experimental 









   in the shrinkage correlation coefficient provides 
additional benefits in our method through the weighting ( )N k  in a way that agrees with 
the common practice in statistics (Bland 1995).  
When using a biologically meaningful control sample, e.g., a matched and 
untreated sample, a zero time point, or the reference sample 24 hr presented in this study, 
we should use uncentered correlation to keep the impact of the biologically meaningful 
control sample on the gene expression changes (Demeter, Beauheim et al. 2007). 
Therefore, we replace swiG  and 
sw
jG  with zero in our analysis, and hence Eq. 13 is 
modified as follows: 
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.                    (14) 
Evaluation of SCC. As shown in Eq. 13, SCC is a type of correlation coefficient 
which is very useful in gene expression clustering. To assess the effectiveness of a new 
correlation coefficient in clustering analysis, it is important to compare it with other 
widely used correlation coefficents using existing popular clustering methods. In this 
study, we compared SCC with the two most commonly used correlation coefficients: 
Pearson correlation coefficient (Eisen, Spellman et al. 1998) and SD-weighted correlation 
coefficient (Hughes, Marton et al. 2000; van't Veer, Dai et al. 2002; Yeung, Medvedovic 
et al. 2003). We applied these three correlation coefficients on the two most popular 
clustering methods: hierarchical clustering (Hartigan 1975) and k-means clustering 
(MacQueen 1967), and evaluated the performance by comparing the adjusted Rand index 
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(Hubert and Arabie 1985) generated for each correlation using these two clustering 
methods. Both synthetic expression data and real yeast expression data (Ideker, Thorsson 
et al. 2001) were used in this study. The adjusted Rand index is a statistic that has been 
recently used for the comparison of clustering using different correlation coefficients 
(Yeung, Haynor et al. 2001; McShane, Radmacher et al. 2002; Kasturi, Acharya et al. 
2003; Monti, Savage et al. 2005; Ng, McLachlan et al. 2006). It measures the extent of 
concurrence between the clustering results and the underlying known cluster structure 
(Milligan and Cooper 1986). The comparison of the adjusted Rand indices generated by 
different correlation coefficients for the same data set indicates the performance of each 
correlation. The adjusted Rand index lies between 0 and 1, and a larger index indicates a 
higher level of agreement between the clustering results and the prior knowledge of 
functional categories, and further suggests better clustering performance (Yeung, 
Medvedovic et al. 2003; Monti, Savage et al. 2005).  
Each synthetic data set includes 20 experiments, 2, 4, 6, 8, 10, 12, 14, 16, 18, and 
20 replicates for each experiment, and two different levels of noises (low and high). The 
data sets were generated with predetermined patterns plus low or high level of random 
noise so that the underlying cluster structure is known. We evaluated the level of 
agreement between the resulting clusters from each of the three correlations and the 
known underlying cluster structure by computing the average adjusted Rand index over 
1000 randomly generated synthetic data sets. Figure 2.1a and b show the correlation 
comparisons using hierarchical clustering and Figure 2.1c and d are the results from k-
means clustering. As shown in Figure 2.1a, under low noise level ( 0.5   in Eqs. 15 
and 16), SCC has the same performance as the Pearson correlation coefficient but far 
better than the SD-weighted correlation coefficient when the replicate number is two. 
When the number of replicates is four, six and eight, SCC is superior to the other 
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correlations. With the increasing of the number of replicates, the SD-weighted correlation 
coefficient approaches SCC but both of them still outperform the Pearson correlation 
coefficient. Figure 1b shows that, when the noise level is high ( 2.5   in Eqs. 15 and 
16), SCC performs the best for all the numbers of replicates. These results suggest that, 
for synthetic microarray data, SCC is superior to the Pearson correlation coefficient and 
the SD-weighted correlation coefficient when using hierarchical clustering as it results in 














Figure 2.1. The performance of the three models indicated by the adjusted Rand index 
obtained from the synthetic data sets using hierarchical clustering and k-means clustering. 
The number of the replicates varies from 2 to 20. Each correlation is represented by a 
curve: SCC (red), SD-weighted correlation (green), and Pearson correlation (blue). Every 
data point on a curve is an average adjusted Rand index over 1000 trials of generating 
and clustering the synthetic data. Hierarchical clustering: (a) Low noise level. (b) High 
noise level. K-means clustering: (c) Low noise level. (d) High noise level. Error bars are 
not shown here because, given the scaling of the Figure, they are too small to be 
graphically depicted after 1000 trials.  
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We also compared the correlations using k-means clustering. Under low noise 
level (Figure 2.1c), SCC surpasses the other two correlations when the number of 
replicates is lower than 12. With the increasing of the number of replicates, the SD-
weighted correlation coefficient approaches SCC but both of them still outperform the 
Pearson correlation coefficient. While the noise level is high (Figure 2.1d), SCC 
outperforms the Pearson correlation coefficients for almost all the numbers of replicates. 
When compared with the SD-weighted correlation coefficient, SCC is better when the 
number of replicates is smaller than four and close to the SD-weighted correlation 
coefficient when the number of replicates is four and six. With the increasing of the 
number of replicates, we noticed that SCC performs almost equally as the SD-weighted 
correlation coefficient and has a slight advantage when the number of replicates is larger 
than 14. The k-means clustering results suggests that, SCC is a better choice compared to 
other correlations when the expression noise level is low, while the noise level is high, 
SCC is obviously superior to the Pearson correlation coefficient on almost all the 
numbers of replicates and has slight advantages over the SD-weighted correlation 
coefficient for most of the numbers of replicates.  
To further demonstrate the superiority of SCC, we applied the three correlations 
individually to hierarchical and k-means clustering and computed the adjusted Rand 
index on the real yeast expression data (Ideker, Thorsson et al. 2001). This microarray 
data represent 20 systematic perturbations of the yeast galactose-utilization
 
pathway, and 
four replicates were performed for each perturbation. Each gene has been annotated in 
one of four functional clusters in the Gene Ontology (Ashburner, Ball et al. 2000). These 
four clusters are used as the external knowledge. As shown in Figure 2.2, when 
hierarchical clustering is used, the adjusted Rand indices for SCC is 0.8760 which is 
higher than those of the other two correlations (Pearson correlation coefficient: 0.8659; 
35  
SD-weighted correlation coefficient: 0.8166). When applied to k-means clustering, SCC 
is also superior to other correlations with the highest adjusted Rand index 0.9132. Since 
the noise level of this real yeast expression data was not clearly stated and barely 
quantified in the previous study, we could not determine which is better between the 
Pearson correlation coefficient and the SD-weighted correlation coefficient. However, 
this real expression data comparison suggests that SCC is superior regardless of noise 




















Figure 2.2. The performance of the three correlations indicated by the adjusted Rand 
index obtained from the real yeast expression data using hierarchical clustering and k-
means clustering. Each correlation is represented by a bar: SCC (red), SD-weighted 













Gene Ontology/Functional Enrichment Analysis 
Over-representation analysis of Gene Ontology annotations associated with 
clusters was performed using the ―ORA‖ analysis option in version 2.12 of the ErmineJ 
software (Lee, Braynen et al. 2005). Briefly, this analysis uses a re-sampling approach to 
compute empirical p values for each GO annotation associated with cluster members, 
followed by multiple hypothesis testing correction using the Benjamini-Hochberg false 
discovery rate (FDR)  adjustment (Benjamini and Hochberg 1995). Terms with FDR less 
than or equal to 0.1 were considered as significantly enriched. ErmineJ requires a 
microarray annotations file that relates array identifiers (Genbank and TUG ids) to Gene 
Ontology codes and a GO term definition file (gene_ontology.obo), available from the 
Gene Ontology Web site. Note that ErmineJ observes the ―True Path‖ rule of the Gene 
Ontology in that annotation with a child GO term implies annotation by all its ancestor 
terms (Ashburner, Ball et al. 2000). Thus, parental terms that are not explicitly cited in 
the microarray annotations file may be found to be significantly-enriched.  To create the 
microarray annotations file, we performed a provisional GO annotation of the C. 
richardii cDNAs (Genbank ids) using results from a prior blastx analysis in which the C. 
richardii sequences were searched against an Arabidopsis thaliana protein sequence 
database. GO terms associated with the putative A. thaliana homologs identified by the 
blastx analysis were transferred to the C. richardii clones. GO annotations for A. thaliana 
were obtained from the Gene Ontology Web site in November, 2006. For the GO over-
representation analysis, cluster members were compared with the full set of TUGs 





C. richardii Microarray Data Quality Control 
We first applied unsupervised agglomerative hierarchical array clustering to 
measure the relative similarity among the replicates across all the arrays for each 
developmental time point comparison. The hierarchical clustering analyses were carried 
out simultaneously but separately on the four different time point comparison groups 
represented by the entire 34 arrays. Figure 2.3a shows four distinct dendrograms derived 
from unsupervised hierarchical clustering analysis using the traditional similarity metric, 
uncentered correlation (D'Haeseleer 2005) and average linkage (Eisen, Spellman et al. 
1998). The biological replicates in each of the four pairwise time point comparison 
groups were sorted according to the degree of similarity in expression patterns across all 







Figure 2.3. Identification of low-quality arrays. (a) Unsupervised hierarchical clustering 
of the 572 filtered TUGs across 34 arrays. The dendrograms describe the degree of 
relatedness between arrays, with shorter branches denoting a higher degree of similarity. 
Under the dendrograms, the horizontal colored boxes delimit four pairwise time point 
comparison groups. A) 0:24 hr (violet box). B) 6:24 hr (orange box). C) 12:24 hr (green 
box). D) 48:24 hr (red box). Sample names and branches of the outlining samples 
representing experimental artifacts for each of the five dendrograms are similarly color 
coded. For each individual group, the samples with name ―- R‖ denote dye-swap 
replicates. The scale to the right of the dendrograms depicts the uncentered correlation 
coefficient represented by the length of the dendrograms branches connecting pairs of 
nodes. (b) Relative variance captured by each eigenarray in the SVD-reduced 
―Eigenarrays” space. The relative variance captured by the first two significant 
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eigenarrays are depicted by red bars, and the remainders by blue bars. (c) Array 
expression in the two-dimensional SVD subspace. Array correlation with the first 
eigenarray (x-axis) vs. that with the second eigenarray (y-axis). The dashed circle outlines 
normalized array expression in the two-dimensional SVD subspace. The total 34 colored 
dots denote all of the arrays from the four pairwise time point comparison groups: 0:24 hr 
(violet), 6:24 hr (orange), 12:24 hr (green), 48:24 hr (red). The ten crossed dots denote 




















In dendrogram A, all the three reverse replicates (dye-swapped samples) were 






 replicates, while the remaining three replicates 
formed a distinct small cluster. Since the dye-swapped samples were used both as a 
source of replication and as a control of dye specific bias, grouping the three reverse 
replicates together with the other three replicates indicates these six samples are most 
similar to each other and are sufficient for further analysis of the 0:24 hr time point 






 replicates could be excluded from the further 
analysis. Dendrogram B shows that while six of the eight 6:24 hr replicates formed a 
group, including one dye-swapped sample, two arrays were not included in this group. 
These two arrays, represented by red branches, have very low mean correlation 
coefficients (~0.11 and ~0.14, respectively) with others. These low correlations suggest 
that these corresponding samples should not be included in the further analysis. In 
dendrogram C, 12:24 hr array replicates were split into two distinct subgroups, one 






 replicates, the 
other composed of only three regular replicates. Grouping the three dye-swapped samples 
together with three regular replicates indicates these six samples share sufficient 
similarities for further analysis of the 12:24 hr time point comparison. 48:24 hr replicates 
were compared in dendrogram D. One dye-swapped sample and one other replicate 
clustered on a branch distinct from all other samples. The mean correlation coefficients 
between each of these two samples and the rest are -0.52 and -0.41, respectively, which 
strongly suggest there are systematic biases existing during the corresponding 
hybridizations. As a whole, we kept replicates that have higher degrees of similarity from 
each of the four groups. The uncovered ten samples that have less similarities with other 
samples might be associated with systematic biases and should be removed from the 
original data set for further analysis.  
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To provide further support for the finding of ten samples that might be associated 
with systematic biases, and to explore the relationships among replicates in each time 
point comparison group, we performed SVD on the original 34 arrays. SVD is an 
important factorization of a rectangular matrix and can linearly reduce the input data set 
of high dimensionality to a lower-dimensional space, which still captures a large fraction 
of the variance present in the original data (Golub and Van Loan 1996). It has seen wide 
use in the analysis of gene expression data and has proved useful in linear modeling of 
gene expression (Alter, Brown et al. 2000; Holter, Mitra et al. 2000), cell sample and 
gene classification (Nielsen, West et al. 2002), gene network modeling (Yeung, Tegner et 
al. 2002), experimental artifact uncovering (Nielsen, West et al. 2002; Klevecz, Bolen et 
al. 2004). By projecting the expression arrays to the most significant eigenarrays, SVD 
can classify the arrays into different groups based on their correlations with these 
eigenarrays. Arrays with similar expression patterns but with different amplitudes can 
appear to cluster more tightly. SVD has proven to be a useful method for classifying 
expression arrays into different cell cycle stages of S. cerevisiae (Alter, Brown et al. 
2000; Holter, Mitra et al. 2000). Here, we reduced the original ― ArraysTUGs ‖ space to 
the ―Eigenarrays” space which spans the space of the array expression profiles. In the 
SVD-reduced ―Eigenarrays” space, we calculated the relative variance captured by each 
eigenarray. As shown in Figure 2.3b, the first and second eigenarrays accounted for 50% 
of the total variance of the data, and might be used to approximate the gene expression 
changes observed throughout the early stages of gametophyte development of C. 
richardii. 
We further investigated the array expression profiles projected to the normalized 
two-dimensional SVD subspace that is spanned by the first two eigenarrays (Figure 2.3c). 
The ten samples identified above that might be associated with systematic biases (Figure 
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2.3a) are noticeably separated from the rest of the samples in each time point comparison 
group. For example, for the 48:24 hr time point comparison group, the arrays separated 
into two distinct groups: one included 6 arrays which were all anticorrelated with the first 




 arrays in Figure 
2.3a) represented by two crossed red dots were both correlated with the first eigenarray 





represent the experimental artifacts caused by the hybridizations. This finding 
corroborates the hierarchical array clustering result shown in dendrogram D in Figure 
2.3a. In the 0:24 hr and 12:24 hr time point comparison groups, all the dubious arrays 
outlined previously in Figure 2.1a are clustered together in the third quadrant, while the 
remaining arrays from those two time point comparison groups spread in the first and 
fourth quadrants. For the 6:24 hr time point comparison group, although all of the arrays 




 arrays outlined previously in Figure 
2.3a tend to be away from the others. This independent assessment made by SVD is 
consistent with the above finding by one-dimensional hierarchical array clustering, 
further indicating those ten samples might be correlated with systematic biases in the 
hybridizations and most likely represent experimental artifacts. 
Furthermore, the array expression profiles projected to the normalized two-
dimensional SVD subspace show that arrays from the first three time point comparison 
groups (0:24 hr, 6:24 hr, and 12:24 hr) express in the first and fourth quadrants in the 
entire two-dimensional SVD subspace, while the arrays from the 48:24 hr group express 
in the second and third quadrants. Their opposite correlations with the most significant 
eigenarray suggest that the first three time point comparison groups may have similar 
expression profiles which are opposite with that of the 48:24 hr time point comparison 
group. 
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Cluster Analysis of C. richardii Gene Expression  
Spores of C. richardii have proved to be an excellent model system to study the 
basic cellular processes that occur in early gametophyte development, such as gravity 
sensing and response, sex determination and differentiation, pattern formation, and 
photomorphogenesis (Chatterjee and Roux 2000). Using DNA microarrays consisting of 
3,840 spotted cDNA clones from an EST analysis, Salmi et al. (Salmi, Bushart et al. 
2005) monitored the mRNA levels for 3,207 tentative unique genes (TUGs) of C. 
richardii over the first 48 hr of gametophyte development. TUG expression in the spores 
was evaluated at 0, 6, 12, 24 and 48 hr after spores were exposed to continuous white 
light. This developmental period includes initiation of germination at 0 hr, the production 
of a detectable polar calcium current that peaks at 6-12 hr, fixation of the polarity of more 
than half of cells by gravity at 12 hr, migration of the nucleus at 24 hr, and a polar cell 
division at 48 hr (Chatterjee, Porterfield et al. 2000).  
The data analysis of Salmi et al. (Salmi, Bushart et al. 2005) focused on 
identification of differentially-expressed genes between time points and did not attempt 
to identify upward or downward trends in the time course data. This analysis did not 
discover and filter out the underlying biases associated with experimental artifacts due to 
comparison of different biological replicates and prints of arrays to facilitate further gene 
expression profiling. Moreover, this analysis did not organize expression patterns into 
biologically meaningful profiles through the whole time course experiments by 
assimilating the patterns of gene expression. A more thorough analysis of these 
microarray expression data that focuses on characterizing the entire set of transcripts 
temporally and displaying them graphically would promote a better understanding of 
cellular processes underlying early gametophyte development in ferns. 
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In total, we analyzed 34 arrays with biological replicates of four different 
developmental time point comparisons: nine replicates of 0:24 hr, eight of 6:24 hr, nine 
of 12:24 hr, and eight of 48:24 hr. The 34 arrays were used to generate a total of 34 data 
columns in which each column was treated independently rather than averaging the 
replicates.  
The initial selection retained non-flagged spots for which the within-spot pixel-to-
pixel correlation of intensities is > 0.5 and the sum of median (635/532) signal intensities 
is >150. These non-flagged spots were also well-measured in at least 80% of the array.  
In this selection, 39% of the TUGs were filtered out prior to further analysis. Selecting 
for TUGs with a known accession number in GenBank removed a further 4% of the 
TUGs. Selection for a fluorescence ratio of at least 1.5-fold greater than the geometric 
mean ratio for the TUGs examined in at least two arrays of any time point comparison 
removed 41%. The resulting data set (see Additional file 1) for the experiments analyzed 
included tabulation of the log2 ratios of gene-expression levels for 572 TUGs. In the 
entire 34 arrays there were 137 TUGs for which there were no missing data. A total of 
1,152 expression ratios were missed, accounting for only about 6% of the total data set 
we analyzed. After the imputation of the missing data with the K-nearest neighbors
 
(KNN) method (Troyanskaya, Cantor et al. 2001), the data set was normalized array-wise 
with the mean of 572 TUGs expression ratios of each array set as zero and the standard 
deviation as one.  
We first uncovered ten samples that have poor correlation to other samples of 
their time point group by applying unsupervised agglomerative hierarchical array 
clustering and SVD. These ten arrays, which likely represent experimental artifacts, were 
removed from the data set, and the new data set was used to tabulate the log2 ratios of 
gene-expression levels for 572 TUGs. Of these TUGs, 151 have no missing data in the 
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entire 24 arrays. A total of 1020 data were missed, accounting for only 7.4% of the 
adjusted data set. The imputation of the missing data was performed by the K-nearest 
neighbors
 
(KNN) method (Troyanskaya, Cantor et al. 2001) with the average value of the 
nearest 10 neighbors (K = 10). We further normalized this new data set by adjusting the 
mean of 572 TUGs expression ratios of each array to zero and the standard deviation to 
one. 
In the new data set, the expression profile of the 12:24 hr time point comparison 
group was measured by two prints of arrays: four replicates hybridized on the Cri2 
arrays, and two on the Cri3 arrays. Cri2 and Cri3 arrays were the same except printed on 
different days. In attempt to identify and correct the gene-wise bias introduced by the two 
prints of arrays, we carried out SVD. This technique has previously been used to detect 
and correct the artifact in the data set that was caused by different types of arrays (22K 
vs. 42K) (Nielsen, West et al. 2002) or sampling from cultures with slightly different 
periods (Li and Klevecz 2006). We reduced the new ― ArraysTUGs ‖ space to the 
―Eigenarrays” space that spans the space of the array expression profiles and the 
―Eigengenes” space that spans the space of the gene expression profiles. Eigengene 5 
was discovered to be exactly correlated with the gene-wise bias (Figure 2.4). We sorted 
the abundance of this eigengene in each of the 24 arrays, and found a perfect correlation 
between the abundance and the print of array (Figure 2.4). All of the four Cri2 arrays 







Figure 2.4. Gene-wise bias (Eigengene 5) associated with the two prints of arrays. The 
abundance of Eigengene 5 in each of the 24 arrays with the arrays in the order obtained in  
Additional file 3. The 24 dots denote all of the arrays: Cri2 arrays (red), Cri3 arrays 











We filtered out the gene-wise bias from the data set by substituting 
Eigenexpression 5 with zero, and reconstructed the final data set. Subsequently, this final 
data set was analyzed by the unsupervised two-dimensional agglomerative hierarchical 
clustering. We first calculated the optimal shrinkage factor *i  with Eq. 10. Since the 
number of replicates is six (a moderate number) for each time point comparison after we 
filtered out ten low-quality arrays, *i  is significantly different from 0 and 1, and has an 
average value of 0.69 (Figure 2.5). This indicates SCC is effective in our analysis, and 
neither the Pearson correlation coefficient nor the SD-weighted correlation coefficient 
should be used here. Therefore, we applied SCC to the gene clustering, and the Pearson 
correlation coefficient (Eisen, Spellman et al. 1998) to the array clustering. The TUG 
expression profiles during the early stages of gametophyte development of C. richardii 
are shown in Figure 2.6. The 572 TUGs are clearly clustered into two distinct groups: 













Figure 2.5. Histogram of optimal shrinkage factor *i . The mean, standard deviation, and 












Figure 2.6. TUG expression profile in the early stages of gametophyte development of C. 
richardii by SCC. (a) Unsupervised two-dimensional hierarchical clustering. Data are 
presented in a matrix format: each row represents an individual TUG, and each column 
corresponding to an experimental sample. Each expression measurement represents the 
normalized log2 ratio of fluorescence from the hybridized experimental sample to a 
reference sample. Normalized TUG expression ratios are depicted by a pseudocolor scale 
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with red indicating positive expression above the reference, black indicating equal 
expression as the reference, and green indicating negative expression below the 
reference. The horizontal colored boxes delimit four pairwise time point comparison 
groups: 0:24 hr (violet box), 6:24 hr (orange box), 12:24 hr (green box), and 48:24 hr (red 
box). The scale to the left of the dendrograms depicts the Pearson correlation coefficient 
represented by the length of the dendrograms branches connecting pairs of nodes. (b) The 
fold change scale extends from fluorescence ratios of -1 to 1 in log2 units. (c) Average 
expression profiles of Cluster A, computed by averaging the log2(Cy5/Cy3) ratios. (d) 


















We performed functional analysis of clusters A and B using Gene Ontology 
annotations transferred from putative A. thaliana homologs of individual TUGs, as 
identified by blastx analysis described previously (Salmi, Bushart et al. 2005). Using a 
standard over-representation analysis as implemented in the ErmineJ software (Lee, 
Braynen et al. 2005), we examined the clusters to identify Gene Ontology terms that 
appeared unusually often among the TUGs in each cluster, relative to the full 
complement of TUGs represented on the array.  
We found that Cluster A, which includes genes that are upregulated during the 
first 48 hours following germination, were significantly enriched with genes annotated 
with the GO term RNA-binding. The cluster contained TUGs that had high homology to 
A. thaliana proteins At4g32720.1 (CriU1545, CriU226) and At2g05120.1 (CriU2095). 
At4g32720.1 contains an RNA recognition motif, and At2g05120.1 contains a region 
matching a nucleoporin Pfam motif. Both are annotated with the term ―RNA export from 
nucleus,‖ suggesting that their C. richardii counterparts may also be involved in RNA 
processing and export.    
Over-representation analysis of Cluster B, which includes genes that are 
downregulated during the same period of development, revealed fourteen enriched terms. 
These included terms related to signal transduction (protein phosphatase type 2C activity, 
abscisic-acid mediated signaling, hormone-mediated signaling), transport, biosynthetic 
activities (water-soluble vitamin biosynthesis), oxidative phosphorylation, and response 






GO id Term Genes p value 
(ORA) 
Cluster A  
GO:0050658 RNA transport 5 0.0002 
Cluster B  
GO:0009615 response to virus 8 0.0001 
GO:0008047 enzyme activator activity 5 0.0002 
GO:0030312 external encapsulating structure 5 0.0002 
GO:0017077 oxidative phosphorylation 
uncoupler activity 
5 0.0002 
GO:0008287 protein serine/threonine 
phosphatase complex 
9 0.0003 
GO:0015071 protein phosphatase type 2C activity 6 0.005 
GO:0016311 dephosphorylation 11 0.001 
GO:0042221 response to chemical stimulus 48 0.0011 
GO:0005730 nucleolus 8 0.0022 
GO:0042364 water-soluble vitamin biosynthesis 8 0.0022 
GO:0009738 abscisic acid mediated signaling 8 0.0022 
GO:0006810 transport 92 0.0022 
GO:0005886 plasma membrane 25 0.0027 
GO:0009755 hormone-mediated signaling 14 0.0035 
 
Table 2.1. GO categories significantly (FDR < 0.10) enriched among genes belonging 
to SCC Clusters A and B. GO id: the Gene Ontology identifier for each over-
represented Gene Ontology terms. Term: the name of the term. Genes: Number of genes 
on the array with the GO annotation term in column 1. P value: The unadjusted p value 









In addition, we noticed that the final data set analyzed here was generated by 
filtering out ten low-quality microarray samples and one gene-wise bias from the original 
34 arrays. Therefore, it will be reasonable to obtain similar clusters based on this final 
data set by applying the three correlations (SCC, Pearson correlation coefficient and SD-
weighted correlation coefficient) to hierarchical or k-means clustering. Since SCC is 
superior in clustering synthetic and real expression data as demonstrated above, we 





















Shrinkage Correlation Coefficient is a Robust Correlation  
Correlation coefficient is crucial in cluster analysis to determine the similarity 
between two objects (in this study, genes) and further classify the objects into different 
groups. When the Pearson correlation coefficient was first applied for clustering gene 
expression (Eisen, Spellman et al. 1998), the replicates of each treatment group were 
simply averaged without considering the underlying error. As the importance of the error 
information was discovered (Hughes, Marton et al. 2000), more and more studies use 
standard deviation as the error estimate when clustering gene expression with the help of 
correlation coefficient. Using the SD-weighted correlation coefficient, they down-
weighted the gene expression values with high error estimates in microarray analysis 
(Hughes, Marton et al. 2000; van't Veer, Dai et al. 2002; Yeung, Medvedovic et al. 
2003). However, the SD-weighted correlation coefficient is still not statistically efficient 
for analyzing replicated microarray data and the use of standard deviation as the error 
estimate exhibits serious defects when the number of replicates is small (Schäfer and 
Strimmer 2005).  
Commonly, the number of microarray replicates that are performed by most 
academic laboratories is usually less than 10 due to the experimental cost and time 
concern. The ―Stein phenomenon‖ (Stein 1956) states that when the number of data 
samples (in this study, biological replicates) in each experimental group is relatively 
small, a better estimate of the error of any individual experimental group could be 
obtained by shrinkage that considers all experimental groups. To avoid inaccuracy 
introduced by the small number of replicates, a better estimate of the error in the 
replicates can be obtained by shrinkage estimate. Our shrinkage correlation coefficient 
(Eq. 13) can be regarded as a generalized definition of correlation coefficient for the 
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expression of a pair of genes with replicates. It takes into consideration both the number 
of replicates and the variance within each treatment comparison.  
SCC can be reduced to other definitions of correlation coefficients when the 
shrinkage factor *i  is set to some special values. For example, under the condition that 
the numbers of replicates are equal for all the F experimental groups, SCC is equivalent 
to the Pearson correlation coefficient when * 1i  , and to the SD-weighted correlation 
coefficient when * 0i  . Therefore, the SD-weighted correlation coefficient and the 
Pearson correlation coefficient are just two extreme cases of SCC. The correlation 
coefficient with optimal shrinkage is an alternative to these two extremes and is superior 
to them when *0 1i   . By using the shrinkage factor 
*
i , we obtain an optimal 
estimate of the error in the replicates and, accordingly,  better estimates of the similarity 
between any pair of genes.  









   as a 
weighting provides a better correlation measure for two reasons. First, *( )iT k  is superior 
to the standard deviation as an estimate of the measurement error, and secondly, the 
inclusion of ( )N k  takes the size of an experimental group into account as an assessment 
of the reliability of the group mean. The benefit of ( )N k  disappears if all experimental 
groups are of the same size. For example, in our C. richardii microarray data analysis, the 
number of replicates happens to be equal for each time point comparison after filtering 









   and the use of 
*( ) ( )i ik T k   are equivalent, since either choice leads to the same value of shrinkage 
correlation in Eq. 13. Figure 2.1a, b and c shows that SCC is superior to the other models 
regardless of the number of replicates. In Figure 2.1d, SCC also has advantages for most 
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of the numbers of replicates. Therefore, SCC offers utility to most replicated microarray 
data sets. 
Using the Stein shrinkage concept (Stein 1956; James and Stein 1961), a 
shrinkage estimator for gene-specific variance components was proposed to construct a 
F-like statistic that has been used in a linear mixed ANOVA (analysis of variance) model 
(Cui, Hwang et al. 2005), and a shrinkage estimator of the mean used in the clustering 
similarity metric was developed for genome-wide expression data analysis (Cherepinsky, 
Feng et al. 2003). This shrinkage ANOVA model and the shrinkage mean could be 
combined with our SCC for analyzing expression data in future studies. 
 
Results of Functional Analysis 
The stringent quality control filtering followed by novel cluster analysis 
methodology of microarray data on C. richardii early development produced two distinct 
clusters of TUGs. As shown in Figure 2.5, the TUGs represented in SCC Cluster A 
increased expression during the first 48 hours following germination, while TUGs in 
Cluster B decreased expression during the same period. An analysis of GO terms 
associated with TUGs in Cluster A reveals that only one term (RNA transport) is over-
represented among GO annotations associated with Cluster A TUGs relative to the other 
TUGs assayed in the microarrays. This suggests that the TUGs in Cluster A represent a 
cross-section of many different types of genes, perhaps reflecting a general "ramp-up" in 
multiple biological functions, along with an increase in RNA processing as the spore 
activates embryonic transcription. 
Previous results from other systems suggests that genes associated with the term 
RNA transport may be related to the process of establishing and maintaining cellular 
polarity in the early stages of germination of C. richardii spores. In the filamentous 
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fungus Aspergillus nidulans, mutation of swoK, a gene that encodes a protein with an N-
terminal RNA recognition motif that causes cells to swell and lack the normal polarity 
maintained fungal hyphal cells (Shaw and Upadhyay 2005). The swoK protein appears to 
function in both mRNA maturation and nuclear export of mRNAs.  
By contrast, over-representation analysis of the Cluster B TUGs, which are 
downregulated during the 48 hr time course, reveals an enrichment of several GO terms, 
suggesting that the Cluster B TUGs represent a more specialized set of genes involved in 
functions and processes required during early development of C. richardii. Cluster B 
consists of genes that are downregulated during the earliest stages of spore germination, 
starting with the initiation of germination by light (0 hr) through the first two days of 
development, when the first cell division occurs. These are likely to include transcripts 
that were present in the dormant spore but decline in abundance in the germinating spore. 
This population is likely to encode proteins involved in maintaining the dormant 
condition. Once germination begins, genes responsible for maintaining the dormant 
condition of the spore would need to be downregulated to allow for the transition from 
dormant metabolism to active growth and development. 
Careful examination of the Cluster B genes and their associated GO terms reveals 
some interesting patterns. One of the most notable findings from this study is that genes 
involved in abscisic acid mediated signaling are overrepresented among genes down–
regulated in the first 48 hr of spore germination. Abscisic acid (ABA) is a plant hormone 
known to be involved in the process of establishing and maintaining dormancy in 
angiosperm seeds (Bove, Lucas et al. 2005; Kermode 2005) and moss spores (Decker, 
Frank et al. 2006). ABA has been previously shown to be involved in another aspect of 
C. richardii development. Sex determination of C. richardii gametophytes is regulated in 
part by ABA (Banks, Hickok et al. 1993).  
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The process of seed germination in Arabidopsis involves a decrease in the 
endogenous levels of abscisic acid (Kermode 2005), and inhibiting ABA biosynthesis by 
treatment with fluridone caused Nicotiana plumbaginifolia seeds that should be 
physiologically dormant (D) to germinate at the same rate as seeds that are in a 
physiologically non-dormant (ND) condition (Bove, Lucas et al. 2005). The more general 
term hormone-mediated signaling (a sub-set of which would be abscisic acid-mediated 
signaling) is also over-represented among the TUGs in Cluster B. This term annotates 
TUGs predicted to be involved in ABA-related pathways as well as other hormone-
related processes, notably signaling pathways mediated by gibberellic acid. Hormone-
mediated regulation of the process of germination has been well studied in angiosperm 
seeds, including ABA involvement in the maintenance of dormancy, and the germination 
activating role of gibberellin. The process of germination in angiosperm seeds involves 
extensive hormone-mediated signaling (Ogawa, Hanada et al. 2003) so it is not surprising 
to find this category of genes implicated in fern spore germination, as well. 
The involvement of ABA in germination is not unique to angiosperm seeds. In 
moss cells that have differentiated into spores, removal of ABA causes these cells to 
germinate and develop into new filamentous cells (Schnepf and Reinhard 1997). In the 
classical view of hormone signaling in eukaryotic organisms hormones are thought of as 
the chemical substances produced in one part of the organism that serves as a signal to 
another part of the organism. In this paradigm it would seem unusual for a plant hormone 
to function within the single cell of the C. richardii spore. However, an ABA receptor 
involved in seed germination has been characterized that is not plasma membrane 
localized (Shen, Wang et al. 2006), the Arabidopsis gene CHLH (genomic locus 
At5g13630). This receptor functions inside of cells and it could, in principle, respond to 
intracellular changes in the level of ABA to regulate physiological changes within single 
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cells. The CHLH "receptor" gene encodes a subunit of the Mg-chelatase complex that is 
an integral part of chlorophyll biosynthesis, and is involved in plastid-to-nucleus 
signaling. The process of producing a highly resistant, dormant stage of plant 
reproductive cycles (i.e. a spore or seed) is conserved among all major plant lineages. 
Given the intercellular localization and functioning of an ABA receptor that mediates 
germination in Arabidopsis seeds, and the documented role of ABA in the germination of 
various spores, it is plausible that this signaling pathway is similar in fern and moss 
germination. 
One of the well-documented mechanisms that regulates ABA signaling in seed 
germination is dephosphorylation of regulatory proteins by protein phosphatases, 
particularly type 2C protein phosphatases (PP2C) (Reyes, Rodriguez et al. 2006; Saez, 
Robert et al. 2006). In Fagus sylvatica the expression of a PP2C is directly regulated by 
ABA in dormant seeds (Lorenzo, Nicolas et al. 2002). Additionally, dephosphorylation of 
actin by protein phosphatases has been implicated in the germination of the plasmodium 
Physarum sclerotium (Furuhashi 2002) and Dictyostelium discoideum (Kishi, Mahadeo et 
al. 2000). The biological process of dephosphorylation was included as an activity that is 
over-represented in the cluster of genes down regulated during germination, and this 
category includes genes likely to encode PP2C enzymes. The prediction from our 
clustering results that ABA-regulated signaling enzymes like protein phosphatases are 
involved in fern spore germination is plausible in light of the conservation of this 
pathway in other plant species.  
Annotation of genes in the down-regulated cluster identified three cellular 
localization categories, including external encapsulating structure, nucleolus, and plasma 
membrane. Of these three categories, the down regulation of nucleolar associated genes is 
similar to a process observed in angiosperm seed germination. In Zea mays seeds, 
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nucleolus-associated bodies are present in the cells of dry seeds, but after 24 h of 
imbibition these nuclear bodies have decreased significantly (Gulemetova, Chamberland 
et al. 1998). Although C. richardii spores are a useful model system for the study of 
gravity perception in a single cell, we did not identify any genes in this analysis of early 
development that are obviously involved in the process of gravity perception or in early 
















Chapter 3 Comparative Analysis of Arabidopsis thaliana Microarray 
Data 
BACKGROUND 
Ectoapyrase (ecto-NTPDase) are enzymes that remove the terminal phosphate 
from extracellular nucleoside triphosphates (e.g., ATP) and nucleoside diphosphates. 
Rapidly growing tissues in Arabidopsis, such as pollen tubes and etiolated hypocotyls, 
release ATP into their ECM as they grow, and they strongly express two nearly identical 
ectoapyrase proteins, APY1 and APY2, which function together to limit the 
concentration of extracellular ATP. RNAi-induced suppression of APY1 gene expression 
in apy2 mutants disrupts auxin transport and severely suppresses growth in Arabidopsis 
(Wu, Steinebrunner et al. 2007). To better understand the implications of these findings, 
an analysis of the underlying gene expression changes that accompany APY gene 
suppression was carried out. We used an inducible RNAi construct to suppress APY1 in 
plants homozygous for the apy2 knockout mutation. Growth inhibition of the mutant 
seedlings becomes evident after 3 days of growth in the presence of the estradiol inducer. 
We compared gene expression differences between uninduced plants and plants grown 
continuously in the inducer for 3.5 days (dark-grown) or 6 days (light-grown) using the 
NimbleGen Arabidopsis thaliana 4-Plex microarray. We compared the two sets of large-
scale expression data and identified genes whose expression significantly changed after 
ectoapyrase suppression in light- and dark-grown plants, respectively. Major changes in 
numerous transcription factors and in hormone-regulated genes were observed, and five 
of them were independently verified by qRT-PCR. Data analysis has provided a better 
understanding of the molecular bases underlying the relationship of ectoapyrase 
expression to growth. 
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METHODS 
Plant Materials and Growth Conditions 
Arabidopsis thaliana ecotype Wassilewskija (WS) was used as wild type in this 
study. Seeds were surface sterilized and planted in a Murashige and Skoog medium (4.3 
g/L Murashige and Skoog salts, 0.5% MES, 1% sucrose, and 1% agar, pH 5.7 with 5M 
KOH) (Sigma-Aldrich, St. Louis). The APY1 and APY2 mutants were isolated 
previously (Steinebrunner, Wu et al. 2003). For light-grown seedlings, plates were placed 
upright in a culture chamber and grown at 23°C under 24 hours fluorescent light for six 
days. And for dark-grown seedlings, plates were grown in darkness for 3.5 days. 
 
Total RNA Isolation and NimbleGen Microarray Experiments 
Three biological replicates of RNA were prepared from each of the following 
samples: estradiol-induced and apyrase-directed
 
RNAi construct in apy2 plants that were 
wild type for APY1 but homozygous for the apy2 knockout mutation, non-induced RNAi 
construct in apy2 plants that were wild type for APY1 but homozygous for the apy2 
knockout mutation, estradiol-treated wild type seedlings, non-treated wild type seedings. 
Total RNA was isolated from the 6-day-old light-grown seedlings and 3.5-day-old dark-
grown seedings by using Tri-reagent (Ambion, Austin, TX) in accordance with the 
manufacturer's protocol. Total RNA was sent to the NimbleGen Arabidopsis thaliana 4-
Plex array platform (Catalog no: A4511001-00-01).
 
Sample labeling, array hybridization, 
scanning, data extraction, and preliminary data analysis are performed at NimbleGen.  
 
False Discovery Rate  
 When a statistical hypothesis test is performed on each of thousands of genes 
represented in a genome-wide study, a measure of significance is calculated to test if this 
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gene is differentially expressed. Some of the earliest genome-wide studies used the p-
value to measure significance. The p-value is the estimated probability of rejecting the 
null hypothesis (H0) of a study question when the null hypothesis is true, or the 
probability associated with a false positive (a gene that is declared to be differentially 
expressed although it is not). We define a significant result when the resulting p-value is 
less than our threshold, normally 0.05. Here, the threshold is also called the significance 
level (α) which is an arbitrary pre-specified probability. A significance level of 0.05 
means that there is a 5% chance that we make the wrong decision or the result is false 
positive. While the significance level of 0.05 is acceptable for one test, if many tests are 
performed simultaneously on the data, then this α can result in a large number of false 
positives. For example, if we apply a t-test to each of 10,000 genes in a genome-wide 
study, then we would expect to get 500 false positives by chance alone. This is known as 
the multiple testing problem.  
 To correct the multiple testing problem (i.e., reduce false positives), we can assign 
an adjusted p-value to each test, or similarly, reduce the significance level to each test. As 
discussed in Chapter 1, Bonferroni (Bonferroni 1935) and Sidak (Sidak 1967) corrections 
are two traditional methods to this problem. However, these two methods are too 
conservative in the sense that while they reduce the number of false positives, they also 
reduce the number of true discoveries (i.e., significant results). The False Discovery Rate 
(FDR) (Benjamini and Hochberg 1995; Benjamini and Yekutieli 2001; Storey and 
Tibshirani 2003) is a recent development that can control the number of true discoveries, 
but at the same time, reduce the number of false positives. The q-value is the name given 
to the adjusted p-value using a FDR method. The q-value is a measure of significance in 
terms of the FDR, whereas the p-value is a measure in terms of the false positive rate. If 
we choose 0.05 as a threshold, a p-value of 0.05 implies that 5% of all tests will result in 
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false positives, whereas a q-value (i.e., FDR adjusted p-value) of 0.05 implies that 5% of 
significant tests will result in false positives. The latter is clearly a far smaller quantity 
and tells more about the content of the so-called significant genes.  
 
Significance Analysis of Microarrays  
 Significance Analysis of Microarrays (SAM) (Tusher, Tibshirani et al. 2001) is a 
statistical technique for finding statistically significant genes in a set of microarray 
experiments. It considers the relative change of each gene expression level with respect to 
the standard deviation of repeated measurements and then assigns a score to each gene. 
This analysis uses a non-parametric test and a permutation idea to estimate the percentage 
of genes identified by chance (the false discovery rate). It does not require the 
assumptions of equal variances or independence of genes. The algorithm can be stated as 
follows: 
 ―1: Fix a threshold for differentially expressed genes 
 2: Count the number of differentially expressed genes in each permutation 
 3: Calculate the median number of false positives across all permutations 
4: Calculate the FDR as the number of false positives divided by the number of 
genes in the original data.‖ (Draghici 2003) 









To investigate APY1 and APY2 gene function in whole plants, it is important to 
characterize the phenotype of double-knockout (DKO) plants. However, DKO progeny 
could not be produced easily
 
because DKO pollen cannot germinate (Steinebrunner, Wu 
et al. 2003). Therefore, as a complementation strategy, we generated an apyrase-directed
 
RNAi construct in apy2 plants that were wild type for APY1 but homozygous for the 
apy2 knockout mutation. We referred to this sample as a DKO in which APY1 was 
silenced and APY2 was knocked out. We also generated a non-induced RNAi construct in 
apy2 plants that were wild type for APY1 but homozygous for the apy2 knockout 
mutation. In this SKO (single-knockout) sample, APY2 was knocked out while APY1 was 
normal. For control, we chose estradiol-treated wild type seedlings (WT+E) and non-
treated wild type seedings (WT).  
To identify early response genes and define the potential roles of APY1 and 
APY2 in regulating plant growth, we performed microarray analysis of the gene 
expression changes that occur when the expression of apyrases is genetically suppressed 
and growth is severely inhibited. The hypocotyls of dark-grown plants elongate much 
faster than they do in light-grown plants. When the RNAi construct is induced by 
estradiol, the inhibition of growth becomes apparent in dark grown plants by 3.5 days, 
but in the slower-growing light grown plants this inhibition only becomes apparent by 6 
days. Apyrase expression is higher in dark-grown hypocotyls than in light-grown 
hypocotyls, so after RNAi-induced suppression of apyrase, the decrease in apyrase 
expression is much greater in dark-grown plants than in light grown plants, thus the 
growth effects occur less quickly and are less dramatic in light-grown plants. It is also 
possible that the products of photosynthesis in light-grown plants delay the effects of 
apyrase suppression of growth in these plants. Since we were interested in identifying 
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genes involved in mediating the suppression of growth that occurs after decreased 
apyrase expression, we assayed for these genes after 3.5 days in dark-grown plants, but 
after 6 days in light-grown plants.  
Two sets of NimbleGen microarray data were collected from light- and dark-
grown seedlings, respectively. Three comparisons were performed in each set of 
microarray data to identify differentially expressed genes caused by DKO, SKO, and 
estradiol treatments, separately: DKO vs. WT+E, SKO vs. WT, and WT+E vs. WT. SAM 
(Tusher, Tibshirani et al. 2001) was applied to select differentially expressed genes. 
Differentially expressed genes are defined as those that have FDR q-values less than 5% 
and a minimum two-fold change. As shown in Figure 3.1.A, among 102 up-regulated 
genes in light-grown seedlings, 93 of them were solely upregulated by the DKO 
treatment and 9 were upregulated by the SKO or Estradiol treatment. And, among 225 
down-regulated genes, 215 were solely downregulated by the DKO treatment. In dark-
grown seedlings, as shown in Figure 3.2.B, 333 genes were solely upregulated by the 
DKO treatment and accounted for 93.5% of the total number of genes upregulated by the 
same treatment. Also, 676 genes were solely downregulated by the DKO treatment in 
dark-grown seedlings and counted for 90.5% of the total number of genes downregulated 
by the same treatment. Since we are primarily interested in the effect of suppressing both 
AY1 and APY2 on plant growth, we will pay more attention on genes solely expressed 











Figure 3.1. Number of genes altered by DKO treatment in light-grown and dark-grown 
seedlings, respectively. The total number of genes up- or down-regulated in each type of 
seedlings is represented by a blue bar. The number of genes that uniquely change 
expression in response to DKO treatment (i.e., those that do not change expression after 
SKO or Estradiol treatment) is represented by a red bar.  
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We compared the genes that were up- and down-regulated as a result of the DKO 
treatment in light- and dark-grown seedlings, respectively. As shown in Figure 3.2, 
among all up-regulated genes, 33 of them were upregulated both in light- and dark-grown 
seedlings. Still in Figure 3.2, 45 genes were downregulated in both seedlings. We then 
categorized these genes by performing Gene Ontology analysis. Figure 3.3.A shows that, 
among 33 up-regulated genes expressed in both types of seedlings, 10.3% of them have 
gene products located in plasma membrane and 7.8% are located in cell wall. As shown 
in Figure 3.3.B, 10.3% of the 33 up-regulated genes are related to transcription, and 5.2% 
of them have responses to stress and 3.5% of them have responses to abiotic or biotic 
stimulus. Figure 3.3.C shows that, 10.2% of the 33 up-regulated genes are related to 
transcription factor activity. Similarly, in Figure 3.4, we can notice that 5.9% of the 44 
down-regulated genes expressed in both types of seedlings are located in nucleus, 21.7% 
are related to response to stress or abiotic or biotic stimulus, and 10.2% of them are 
involved in transcription factor activity. Full lists of the 33 up-regulated and 45 down-

















Figure 3.2. The number of up- or down-regulated genes uniquely altered by DKO 
treatment in light- and dark-grown seedlings.  
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Figure 3.3. Functional categorization of the up-regulated 33 genes expressed both in 






Figure 3.4. Functional categorization of the down-regulated 45 genes expressed both in 






    
FDR q-value 
(%) 
Overlap Genes  Description Light Dark 
AT4G22960 unknown protein 0 0 
AT5G64060 Arabidopsis NAC domain containing protein 103; transcription factor. 0 0 
AT5G61740 member of ATH subfamily 0 0.16 
AT2G38340 encodes member of DREB subfamily A-2 of ERF/AP2 transcription factor family. 0 0 
AT5G15380 
Encodes methyltransferase involved in the de novo DNA methylation and 
maintenance of asymmetric methylation of DNA sequences. 0.90 0 
AT4G33720 pathogenesis-related protein, putative. 0.90 0 
AT5G13210 unknown protein 0.90 0 
AT5G60250 zinc finger (C3HC4-type RING finger) family protein. 0.90 0 
AT1G06520 
Encodes mitochondrial localized protein with glycerol-3-phosphate 
acyltransferase activity. 0.90 0 
AT3G47480 calcium-binding EF hand family protein. 0.90 0 
AT4G36430 peroxidase, putative; Identical to Peroxidase 49 precursor (PER49)  0.90 0 
AT5G06720 peroxidase, putative; Identical to Peroxidase 53 precursor (PER53)  0.90 0 
AT4G39830 L-ascorbate oxidase, putative. 0.90 0 
AT5G26300 meprin and TRAF homology domain-containing protein with MATH domain 1.37 0 
AT1G20180 unknown protein 1.85 0 
AT1G21520 unknown protein 2.37 0 
AT4G05380 AAA-type ATPase family protein. 2.37 0 
AT2G18150 peroxidase, putative; Identical to Peroxidase 15 precursor (PER15). 3.29 0 
AT5G46730 glycine-rich protein. 3.29 0.86 
AT2G46400 member of WRKY Transcription Factor. 3.29 0.20 
AT1G21250 cell wall-associated kinase, may function as an ECM signaling receptor  3.29 0 
AT1G60030 xanthine/uracil permease; Identical to Nucleobase-ascorbate transporter 7. 3.29 0 
AT3G12410 3'-5' exonuclease/ nucleic acid binding. 3.29 0 
AT1G49860 Encodes glutathione transferase belonging to the phi class of GSTs. 3.29 0 
AT2G16450 F-box family protein; Identical to F-box protein At2g16450. 3.32 0 
AT5G53230 unknown protein 3.32 0 
AT3G01600 ANAC044 (Arabidopsis NAC domain containing protein 44); transcription factor. 3.91 0 
AT5G55490 Encodes transmembrane domain containing protein that is expressed in pollen. 3.91 0 
AT3G58270 meprin and TRAF homology domain-containing protein with MATH domain 3.91 0 
AT5G52390 photoassimilate-responsive protein, putative. 3.91 0.86 
AT4G17030 EXPANSIN-RELATED.  3.91 0 
AT3G03660 Encodes a WUSCHEL-related homeobox gene family member. 4.27 0.16 
AT4G34300 Encodes protein with 14.7% gly residues, similar to auxin response factor 30 4.27 0 
Table 3.1. 33 genes upregulated both in light- and dark-grown DKO mutants 
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FDR q-value 
(%) 
Overlap Genes Description Light Dark 
AT5G42600 Encodes oxidosqualene synthase that produces monocyclic triterpene marneral. 0 0 
AT1G52050 jacalin lectin family protein. 0 0.16 
AT2G16005 MD-2-related lipid recognition domain-containing protein with ML domain. 0 0 
AT5G24140 Encodes a protein with similarity to squalene monoxygenases. 0 0.16 
AT1G05650 polygalacturonase, putative / pectinase, putative. 0 0.16 
AT1G77530 O-methyltransferase family 2 protein. 0 0 
AT3G49190 condensation domain-containing protein 0 0.28 
AT3G45680 proton-dependent oligopeptide transport (POT) family protein. 0 0 
AT5G02000 unknown protein 0 0 
AT5G35940 jacalin lectin family protein. 0 0 
AT4G12545 protease inhibitor/seed storage/lipid transfer protein (LTP) family protein. 0 0 
AT5G04150 BHLH101 0 0.53 
AT5G38020 encodes a protein like SAM:salicylic acid carboxyl methyltransferase (SAMT)  1.69 0 
AT3G20940 a member of A-type cytochrome P450 1.69 0.28 
AT5G47980 transferase family protein 1.69 0.28 
AT1G73330 
encodes a plant-specific protease inhibitor-like protein whose transcript level in 
root disappears in response to progressive drought stress.  1.69 0 
AT2G25680 Encodes a high-affinity molybdate transporter.  1.69 0 
AT3G06460 GNS1/SUR4 membrane family protein. 1.69 0 
AT4G23590 aminotransferase class I and II family protein. 1.69 0 
AT2G01520 MLP-LIKE PROTEIN 328 (MLP328) 1.69 0.28 
AT1G77520 O-methyltransferase family 2 protein 1.69 1.19 
AT2G37440 endonuclease/exonuclease/phosphatase family protein. 1.69 0 
AT5G47450 Tonoplast intrinsic protein, transports ammonium (NH3) and methylammonium. 1.69 0.28 
AT4G22214 Encodes a defensin-like (DEFL) family protein. 1.69 0.28 
AT1G79760 Identified as target of the AGL15 binding motif CArG. 1.69 0.28 
AT4G22666 protease inhibitor/seed storage/lipid transfer protein (LTP)-like family protein. 1.69 0 
AT5G46890 protease inhibitor/seed storage/lipid transfer protein (LTP) family protein. 1.69 0 
AT2G39040 
peroxidase, putative; Identical to Peroxidase 24 precursor (PER24) [Arabidopsis 
Thaliana] (GB:Q9ZV04;GB:Q0V7W8). 1.69 0 
AT1G63450 catalytic. 1.69 0 
AT1G14960 major latex protein-related / MLP-related. 1.69 0.28 
AT5G53190 nodulin MtN3 family protein. 1.85 0.28 
AT4G26320 arabinogalactan protein 13 (AGP13) 2.37 2.55 
AT4G25250 invertase/pectin methylesterase inhibitor family protein. 3.42 0.28 
AT5G59090 ATSBT4.12; subtilase. 3.42 0 
AT4G11210 disease resistance-responsive family protein / dirigent family protein. 3.42 0 
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AT1G51470 glycosyl hydrolase family 1 protein. 3.42 0 
AT1G19900 glyoxal oxidase-related. 3.77 0 
AT4G15290 encodes a gene similar to cellulose synthase 3.77 0 
AT2G23410 encodes cis-prenyltransferase 3.77 0 
AT4G13620 encodes member of DREB subfamily A-6 of ERF/AP2 transcription factor family.  3.77 0 
AT4G14060 major latex protein-related / MLP-related 3.77 0.53 
AT5G15600 SPIRAL1-LIKE4 belongs to a six-member gene family in Arabidopsis. 4.15 0 
AT4G37160 SKS15 (SKU5 Similar 15); copper ion binding. 4.15 0 
AT2G33790 pollen Ole e 1 allergen protein containing 14.6% proline residues. 4.15 0 
AT1G05680 UDP-glucoronosyl/UDP-glucosyl transferase family protein. 4.15 0 

















From Tables 3.1 and 3.2, we noticed that five up-regulated genes are stress related 
and three down-regulated genes can promote growth. A full list of these eight genes is 






























FDR q-value (%) 
Light Dark 
Stress-related 
   AT4G33720 pathogenesis-related protein, putative. Up 0.90 0 
AT4G36430 peroxidase, putative. Up 0.90 0 
AT5G06720 peroxidase, putative. Up 0.90 0 
AT4G39830 L-ascorbate oxidase, putative. Up 0.90 0 
AT2G18150 peroxidase, putative. Up 3.29 0 
     Growth-promoting 
   AT4G15290 encodes a gene similar to cellulose synthase Down 3.77 0 
AT1G05680 UDP-glucoronosyl/UDP-glucosyl transferase family protein Down 4.15 0 
AT1G05650 polygalacturonase, putative / pectinase, putative Down 0 0.16 
Table 3.3. Five up-regulated genes are stress related and three down-regulated genes are 
















As an independent confirmation of microarray data, real-time RT-PCR on five 
genes showing significant gene expression changes after the DKO treatment in dark-
grown seedlings was performed. RNA was isolated in the same manner as samples used 
for microarray experiments. Table 3.4 shows that specific fold changes from real-time 
RT-PCR were reasonably close
 






















Gene Locus Up or  
Down-regulated 
Fold Change 
Microarray Real-time RT-PCR 
AT5G61890 Up 2.99 2.32 
AT5G64060 Up 2.38 2.71 
AT3G24650 No change 0.93 0.78 
AT3G63110 Down 0.50 0.59 
AT4G31320 Down 0.31 0.45 



















 In dark-grown seedlings, the most rapidly growing tissue is
 
the hypocotyls whereas 
in light-grown seedlings sthe root is the most rapidly growing tissue. The growth of three 
transgenic lines was significantly reduced by the induction of
 
an RNAi construct by 
estradiol in apy2 mutants, both
 
at the seedling and flowering stages of growth (Wu, 
Steinebrunner et al. 2007). In dark-grown seedlings, shortened hypocotyl length was 
found in 3.5-day-old
 
etiolated seedlings of all three RNAi lines, while in light-grown 
seedlings, significantly
 
shorter roots were observed in day 6 (Wu, Steinebrunner et al. 
2007).  
 Comparing statistically significant genes that changed expression in the apy1apy2 
double-knockout (DKO) mutants in both light- and dark-grown seedlings (Tables 3.1 and 
3.2), we noticed that AT4G34300 was upregulated in both types of seedlings with FDR 
q-values of 4.27% in light and 0% in darkness. AT4G34300 encodes a protein with 
14.7% glycine residues, similar to auxin response factor 30 (ARF30). By binding to auxin 
response elements on promoters of auxin response genes, Auxin response factors (ARF) 
are transcription factors that can either upregulate or downregulate the expression of 
auxin response genes (Guilfoyle and Hagen 2007). Tian et al. (2004) reported that the 
constitutive expression of ARF8 resulted in the suppression of the growth of Arabidopsis 
hypocotyls in the light, whereas the knockout of this gene resulted in the promotion of 
hypocotyl growth (Tian, Muto et al. 2004). Very little is known about ARF30, but given 
that its expression was enhanced when growth was suppressed by APY suppression, one 
might predict that ARF30 is like ARF8 in that its upregulation results in growth 
suppression.  
 One mechanism by which certain ARFs could suppress growth would be by 
repressing the expression of genes needed for auxin transport. In unpublished studies, Dr. 
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J. Wu in the Roux laboratory found that suppression of APY1 and APY2 resulted in 
plants with a dwarf phenotype and disrupted auxin distribution. One could speculate, 
then, AT4G34300 represses the expression of genes needed for auxin transport, and that 
its enhanced expression when APY1 and APY2 are suppressed leads to reduced auxin 
transport and reduced growth. This is an example of a testable hypothesis that arises from 
an analysis of the microarray data. It will be interesting to further investigate the 
involvement of AT4G34300 in plant growth and how apyrase suppression results in its 
upregulation. 
 Extracellular ATP (eATP) can act as a signaling molecule in the animal 
extracellular matrix by activating P2 receptor and subsequent downstream signal 
transduction cascades (Barnard, Simon et al. 1997). As a signaling agent, eATP may also 
do so in plant cells (Demidchik, Nichols et al. 2003). Previous studies have shown that 
cell release
 
ATP as a consequence of growth (Kim, Sivaguru et al. 2006) and high levels 
of eATP can inhibit growth (Roux, Song et al. 2006) and the expression of APY1 and 
APY2 can lower the [eATP]
 
of plant cells (Wu, Steinebrunner et al. 2007; Kim, Yang et 
al. 2009). In addition, Wu et al. (2007) proposed that plant cells may control
 
their [eATP] 
to sustain growth and APY1 and APY2 may be key players in this mechanism.  
 A recent study (Kim, Yang et al. 2009) has shown that there is an increase of 
[eATP] due to hypertonic stresses, and that hypertonic stresses can induce the expression 
of APY1 and APY2. From Table 3.3, we noticed that five stress-related genes were 
upregulated and three growth-promoting genes are downregulated by the suppression of 
APY1 and APY2 in both light- and dark-grown seedlings. In addition, we found that five 
genes (AT2G02850, AT2G29460, AT5G59820, AT1G65500, AT5G20230) which were 




and significantly altered by CaLCuV infection (Ascencio-Ibanez, 
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Sozzani et al. 2008). These results corroborate the foregoing findings and hypotheses. 
Therefore, we propose that the suppression of APY1 and APY2 can induce the 
expression of stress-related genes. What do stress-related genes have to do with growth 
control? 
When plants experience abiotic or biotic stress they undergo diverse physiological 
changes, one of which is typically growth reduction. That is, plants begin to reallocate the 
energy and other resources they use for protein production to begin making more of the 
proteins that protect them from the stress and less of the proteins needed for enhanced 
growth. Although blocking APY1 and APY2 production is not directly a biotic or abiotic 
stress, we could expect that some of the growth-regulating genes that change expression 
during plant stress responses would also be among the genes that help mediate the growth 
effects of apyrase suppression. 
 In addition to stress-related genes, Table 3.3 also highlighted some genes that the 
plant growth literature has implicated as needed to promote growth, consistent with their 
being down-regulated during growth inhibition. As yet we cannot identify which of these 
genes play key roles in mediating the growth changes that happen when plants become 
deficient in their production of APY1 and APY2. However, our NimbleGen results help 
us to focus on some likely candidates, and that is the key contribution that is provided by 
Tables 3.1, 3.2, and 3.3. Physiological and molecular experiments will be needed to 
confirm which of these candidates play important roles in apyrase-mediated growth 
changes. Related experiments to quantify how much [eATP] changes during
 
growth and 
how increasing or decreasing the expression of APY1 and APY2
 
modulates these 
changes will also be needed. 
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Chapter 4 Conclusions and Future Direction 
The foregoing research work is mainly focused on microarray analysis of high-
throughput biological data. In Chapter 2, we have developed a robust correlation 
coefficient, shrinkage correlation coefficient (SCC), which is an alternative to the 
Pearson correlation coefficient and the SD-weighted correlation coefficient, and 
particularly useful for clustering replicated microarray data generated by most academic 
laboratories. We have shown the superiority of SCC by the adjusted Rand index 
comparison on both synthetic and real expression data using hierarchical and k-means 
clustering. We apply SCC to successfully identify distinct clusters of genes during C. 
richardii early development. We also present the use of SVD to uncover the gene-wise 
biases introduced by experimental artifacts due to comparison of different biological 
replicates and prints of arrays. This computational approach is not only applicable to 
DNA microarray analysis but is also applicable to proteomics data or any other high-
throughput analysis methodology. 
The suppression of APY1 and APY2 in mutants expressing an inducible RNAi 
system resulted in plants with a dwarf phenotype and disrupted auxin distribution, and we 
used these mutants to discover what genes changed expression during growth 
suppression. A thorough analysis of the underlying gene expression changes associated 
with apyrase gene suppression was carried out in Chapter 3. We evaluated the gene 
expression changes of apyrase-suppressed RNAi mutants that had been grown in the light 
and in the darkness, using the NimbleGen Arabidopsis thaliana 4-Plex microarray, 
respectively. We compared the two sets of large-scale expression data and identified 
genes whose expression significantly changed after apyrase suppression in light and 
darkness, respectively. Our results allowed us to highlight some of the genes likely to 
84  
play major roles in mediating the growth changes that happen when plants drastically 
reduce their production of APY1 and APY2, some more associated with growth 
promotion and others, such as stress-induced genes, more associated with growth 
inhibition. There is a strong rationale for ranking all these genes as prime candidates for 
mediating the inhibitory growth effects of suppressing apyrase expression, thus the 
NimbleGen data will serve as a catalyst and valuable guide to the subsequent 
physiological and molecular experiments that will be needed to clarify the network of 
gene expression changes that accompany growth inhibition. 
 
FUTURE DIRECTIONS 
In our previous study, we found that, in dark-grown seedlings, shortened 
hypocotyl length was found in 3.5-d-old
 
etiolated seedlings of DKO mutants (Wu, 
Steinebrunner et al. 2007). However, from our recent data (unpublished), we noticed that, 
after the induction of
 
the RNAi construct by estradiol in apy2 mutants, the expression of 
APY1 was significantly depressed since day 3. This suggests that some of the gene 
expression changes obtained from our dark-grown seedlings by NimbleGen microarray 
(3.5 day) are possibly secondary expression changes. Therefore, it is worth investigating 
the primary expression changes caused by the apy1apy2 double-knockout (DKO) mutants 
(3 day) in dark-grown seedlings. As introduced in Chapter 1, RNA-Seq is ―a 
revolutionary tool for transcriptomics‖ (Wang, Gerstein et al. 2009). We are planning to 
perform RNA-Seq on the 3-d DKO mutants to identify the primary gene expression 
changes caused by the suppression of APY1 and APY2. The combined microarray and 
RNA-Seq results will be very helpful to study the kinetics of gene expression after 
suppression of apyrases in Arabidopsis. 
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