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ABSTRACT 
A Study of Four Statistics, Used in Analysis of 
Contingency Tables, in the Presence of Low 
Expected Frequencies 
by 
Jane R. Post, Master of Science 
Utah State University, 1975 
Major Professor: David White 
Department: Applied Statistics and Computer Science 
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Four statistics used for the analysis of categorical data were ob-
served in the presence of many zero cell frequencies in two way classifi-
cation contingency tables. The purpose of this study was to determine 
the effect of many zero cell frequencies upon the distribution properties 
of each of the four statistics studied. It was found that Light and 
Margolin's C and Pearson's Chi-square statistic closely approximated the 
Chi-square distribution as long as less than one-third of the table cells 
were empty. It was found that the mean and variance of Kullbach's 21 
were larger than the expected values in the presence of few empty cells. 
The mean for 21 was found to become small in the presence of large num-
bers of empty cells. Ku's corrected 21 statistic was found, in the 
presence of many zero cell frequencies, to have a much larger mean value 
than would be expected in a Chi-square distribution. Kullback's 21 
demonstrated a peculiar distribution change in the presence of large 
numbers of zero cell frequencies. 21 first enlarged, then decreased in 
average value. (84 pages) 
INTRODUCTION AND REVIEW OF LITERATURE 
Object of study 
The analysis of categorical data is a very broad field including 
the testing of many hypotheses. The problem of zero cell frequencies 
in contingency tables and Markov chains is not a small one. In social 
sciences it is a connnon experience to find empty cells even when there 
is a nonzero theoretical probability for observations in all cells. 
When the number of variables studied is large, that is, when there are 
multi-dimensional studies, even very large samples will result in low 
frequencies in some cells. There are also classical examples in which 
the a priori expectation is for the frequency for certain cells to be 
zero. Goodman (1968) has given an excellent discussion of this 
problem of truncated tables, and he has proposed methods for dealing 
with various patterns of such tables. His approach to subtable 
analysis seems especially reasonable for dealing with tables where 
there is some a priori expectation that certain cells will be empty. 
The statistics involved in categorical analyses are all assumed 
to be approximately Chi-square distributed. In spite of this fact, 
it is widely realized that, although the Chi-square distribution is 
used for testing hypotheses, these approximations will be affected 
by low frequencies. In order to test the practical effect of zero 
cell frequencies upon the distribution of these statistics, a Monte 
Carlo type study of the type now done would be useful. The objects of 
this study were to: 
1. Observe the deviation from a Chi-square distribution of the 
statistics in the presence of empty cells. 
2. Discover if some of the statistics, more than others, are, 
in practice, more accurately represented by Chi-square 
under this sort of violation of theory. 
Limit of study 
To allow a preliminary look, the study was limited to the hypo-
thesis of independence in a two-way classification. 
In the problem of testing the hypothesis of independence in two-
way contingency tables, consider a sample of N observations which can 
be categorized in a table of r rows and c columns. Letting Pij be 
the probability that an observation will fall in the i-th row and the 
j-th column, the probability that the N observations will be distri-
buted such that n .. will be the number of observations in cell ij 
1J 








The hypothesis of independence is equivalent to testing that 
P .. = P. q.; where P. is the probability of an observation falling 
1J 1 J 1 
in the i-th row and qj is the probability of an observation falling 
in the j-th column. Also Pi and qj are normalized such that l P. = 
i 1 





Statistics used in contingency 
tab le analysis 
Probably the most often used statistic for the analysis of 
categorical data is the x2 statistic introduced by Karl Pearson.
1 
As applied to two-way contingency tables, 
r j 2 
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Cochran (1952) reviewed the development and use of this statistic. 
2 x is asymptotically Chi-square distributed with (r-l)(c-1) degrees 
of freedom (df). 
The likelihood ratio test has also become a popular method of 
analysis for categorical data. Based on Fisher's work in the 1920's 
and that of Neyman-Person (1928), Wilks (1935) stated that the appro-
priate likelihood criterion for testing the hypothesis of independence 
in a two-way contingency table is the quantity -2A, which is the ratio 
of the maximum probability (formula 1) when pij = piqj is restricted 
by the conditions~ pi= 1, and~ qj = 1: to the maximum probability 




p .. = 1. 
1] 
asymptotically Chi-square distributed with (r-l)(c-1) df. 
-2>, is 
1x2 will be used in this study to represent Pearson's Chi-square 
statistic. When reference is made to the theoretical Chi-square dis-
tribution, the whole phrase Chi-square distribution will be used. 
Kullback (1959) applied the ideas of information theory to the 
analysis of categorical data. He renamed the likelihood ratio criter-
ion, calling it the "minimum discriminate information statistic" 
(21). In the case of the two-way contingency table 
r C n .. 
N l.J 
4 
l I 21 = 2 nij ln i=l j=l (3) 
n. n .. l.. J 
21 is identical to the -2 log A likelihood criterion suggested by 
Wilks. 2 Hoeffding (1965), comparing x and the likelihood ratio 
statistic, prefers the likelihood ratio statistic, on the basis of 
efficiency. 
Ku (1963) recognized the problem of chance occurrences of zero 
cell frequencies which tend to inflate 21. He recommended an adjust-
ment of 21 by subtracting 1 from 21 for each empty cell. His recom-
mendation is based on the expectation of only a few cells with zero 
cell frequencies since a large sample is assumed. 
Another common approach to the analysis of categorical data, 
especially in the biological sciences, is the probit transformation 
(Winsor, 1948). This transformation allows the categorical data to 
be analyzed by variance analysis methods normally applied to quanti-
tative data. 
Light and Margolin (1971) have defined a new analysis of variance 
approach. They used a definition of variation in number of observa-
tions of a vector of categories, based on the sum of pairwise products. 
Using a categorical analysis of variance they have developed a 
5 
statistic C which under the null hypothesis is approximately Chi-square 
distribution with (r-l)(c-l)df. 
h!l 
r ~1 r 2 1 l 1 l ni. n . i=l N i=l ·J 
C = (N-l)(r-1) (4) r 2 
1 l n. N -
N i=l 
1, 
Outline of this study 
In this study, a computer program generated two-way classification 
contingency tables. The random cell frequencies were based on the 
assumption of independence. A large number of tables were generated 
per run with specific combinations of sample size and frequency 
patterns. For each of these combinations of pattern and sample size 
the statistics discussed above were observed with regard to their 
means and standard deviation. The frequency distributions for the 
four statistics were plotted along with the theoretical Chi-square 
distribution. Each distribution was observed and a Chi-square goodness-
of-fit test performed to check agreement with the theoretical Chi-
square distribution. 
METHODS 
Program used in study 
Contingency table formation. A Fortran program was written to 
generate two-way contingency tables, up to order 20 x 10, under the 
assumption of independence of row and column classifications. The 
program was designed for and run on a Burroughs 6700. The program 
takes row and column probabilities to generate cell probabilities 
(P .. =P.P.), or it will read cell probabilities. Using Burrough's 
1.J l. J 
intrinsic random number generator (RANDOM), the program then will 
generate contingency tables with random cell counts based on the 
individual cell probabilities. The cell probabilities are summed, 
creating a table of cumulative probabilities up to and including each 
cell. Subroutine GTP creates this table of cumulative probabilities. 
The random number generated is compared successively with these cell 
sums, and a count assigned to the cell for which the random number is 
less than or equal to the cumulative probability. For example, if a 
3 x 5 order table were to be generated with the following cell 
probabilities: 
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Table 1. Cell probabilities used in contingency table construction 
Columns 
Rows 1 2 3 4 5 Total 
1 .06666 .06666 .06666 .06666 .06666 .3333 
2 .06666 .06666 .06666 .06666 .06666 .3333 
3 .06668 .06668 .06668 .06668 .06668 .3334 
Total . 2 . 2 • 2 .2 . 2 
The table of cumulative probabilities formed would be: 
Table 2. Cumulative cell probabilities formed for contingency table 
construction. Example of 3 x 5 table 
Column 
Rows 1 2 3 4 5 
1 .06666 .13332 .19998 .26664 .33330 
2 . 39996 .46662 .53328 . 59994 .66660 
3 . 73328 .76666 .86664 .93332 1. 0000 
If in this example the random number generated were 0.57, a count 
would be placed in cell (2,4). 
There is an option of contingency tables with fixed or free 
marginal totals. The example above demonstrates the method used to 
generate tables with free marginal totals. If fixed marginal tables 
are to be formed, an array of row and column totals must be read into 
7 
the program. Then before a random count is placed in any cell, a test 
is made to determine whether the addition of that count will make the 
row total greater than the given limit. If this is found to be the 
8 
case, probabilities for that row are reduced to zero and the probabilities 
adjusted for the remaining cells so that the sum of the probabilities 
will still be one. 
For example, if the 3 x 5 table of the example above were to 
have fixed marginal totals of 35 per row and 21 per column, when a 
row became filled the probabilities would be adjusted as follows: 
If row three were filled, a sum of the probabilities in row three would 
be formed. In this case that sum would equal 5(.06668) or .3334. 
The probabilities for row three would be set to zero and the remaining 
probabilities would be multiplied by 1/(1-0.3334). The new probabili-
ties would be summed to form a new table of cumulative probabilities, 
to be checked with the next random number. If a column had been 
filled, the same process would be followed to remove column probabili-
ties. Both row and column totals are checked before any count is 
added. There is a program option to print all of the contingency 
tables generated. 
Calculation and tabulation of statistics. After each table is 
generated, 2I (formula 3) and Ku's corrected information statistic 
(CI) are calculated. 2 Pearson's x (PRXSQ) (formula 2), and C (for-
mula 4) are calculated unless their calculation is suppressed by the 
program user. After a specified number of tables and the desired 
statistics have been calculated, the mean and standard deviation for 
each statistic is calculated. Relative frequency tables may be con-
structed on equal class interval values or on class intervals which 
9 
are based on the square root of the degrees of freedom. Up to 20 class 
intervals may be formed. There is an option allowing the user to ad-
just the number of class intervals below the mean (degrees of freedom). 
Theoretical Chi-square probability. The class interval proba-
bilities for the Chi-square distribution (CHI SQ) are calculated using 
Subroutine PREF based on PRBF by Veldman (196 7), with additions by 
Dr. Rex Hurst of the Utah State University Applied Statistics Depart-
ment. PRBF is a function subroutine which computes the exact probabili-
ty of an F-ratio greater than or equal to the F observed. It is based 












F + 9A ) 
A = degrees of freedom for the numerator in the F ratio. 
B = degrees of freedom for the denominator of the F ratio. 
F = ratio of 2 independent variances. 
z = a standard normal variate. 
When B is less than 4 the following adjustment is made, 
z = z(l + ~o~.o~s;:__=z_4 ). 
B3 
The probability of a random occurrence greater than an F-ratio is 
determined by Hasting's polynomial approximation, Handbook of Mathe-







= .000344, and c
4 
= .019527. 
Since F = CHI SQ/df, with (df, 00 ) degrees of freedom, the probability 
for an interval of the CHI SQ distribution is obtained from: 
P = PRBF (df, 1000, CHI SQ/df). 
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Relative frequency polygons. The relative frequencies for the 
four statistics and the corresponding probabilities for the Chi-square 
distribution are plotted in subroutine PRTPLT. This subroutine came 
originally from Dr. Leon Huber, Utah Water Research Laboratory, Utah 
State University. It was extensively rewritten by Dr. Frederick J. 
Post, Department of Biology, Utah State University and then by Jane 
Post, the author. This subroutine forms a blank array of alphanumeric 
characters, corresponding to a computer print out page in size. The 
desired location for points are then calculated on a two dimensional 
scale of rows and columns. An appropriate character is added to the 
array at that location. The whole array, including blanks, is then 
printed. It will be noted in these graphs that the values for the 
relative frequencies are plotted sometimes at the lower limit of the 
intervals and at other times at the midpoint of the interval. This 
represents two forms of the program. The program as it appears in 
this thesis will plot the relative frequency at the midpoint of the 
interval. 
Cell frequency configurations. It was felt that the four sta-
tistics studied might be affected differently by varying cell fre-
quency configurations. Although row and column manipulations could 
change these patterns, still it was thought that the distributions of 
the statistics might vary under patterns representing classification 
effect as opposed to no classification effect. Three patterns of cell 
frequencies were studied: 
1 . Flat pattern, that is, a contingency table with equal 
probabilities in all cells. 
2. Plateau pattern, that is, a contingency table with higher 
probabilities in the central cells. 
3. Peaked pattern, or a table with very high probabilities 
in one area. 
The program labels these three patterns. See Appendix C for the 
probabilities used to generate these patterns. 
11 
Sample size variation. To achieve varying frequencies of empty 
cells per table, the number of observations per table were varied. The 
program has an option of labeling three levels of sample size. In 
order that PRXSQ be calculated it is necessary to have at least one 
observation per row and column of the table. The C statistic requires 
at least one observation per row. When these statistics, PRXSQ and 
C, are to be calculated by the program, and a table is formed at ran-
dom with an empty row or column, that table is rejected and another 
12 
formed. When sample sizes are low, this can become an overly expensive 
procedure; therefore there is an option to end the program after a 
specified number of table rejections. 
A listing of the program may be found in Appendix A. Appendix B 
contains a description of the data cards necessary to run the program, 
also a description of the program output. 
Conditions applied to statistics 
in study 
The program was used to generate contingency tables, statistics, 
and frequency polygons under the following conditions: 
1. Two sizes of tables were studied: 10 x 5, and 3 x 5. 
2. Three patterns of cell frequencies: flat, plateau and peaked. 
3. For each pattern, 3 sample sizes--that is, number of observa-
tions per table--were run. On the flat pattern, these 
corresponded with average expected cell frequencies of 7, 2 
and 1. 
4. Contingency tables of order 15 x 3 were formed. The pro-
babilities for this set of tables and the sample size was 
such that most of the cells were empty, but all columns of 
the tables contained at least one observation. 21 and C 
were compared under these conditions. 
5. Some tables with fixed marginal totals were observed. 
Goodness-of-fit tests were performed on all statistics in each 
set of conditions. The goodness-of-fit Chi-square statistic was calcu-
lated with approximately three observations as a minimum in each 
class interval of the frequency table. When the results showed 
significance, the goodness-of-fit statistic was again calculated with 
a minimum of 10 observations per interval. One difference in signi-
ficance was reported in the appropriate table. 
13 
.. 
RESULTS AND DISCUSSION 
Random variation in the Goodness-
of-fit statistic 
To begin with, these statistics were tested under conditions 
14 
where they were expected to have a Chi-square distribution. It was 
found that there was a good deal of variation in the Goodness-of-fit 
statistic calculated on repeated runs under the same conditions. The 
following table will demonstrate the variation due to random generation. 
These are free marginal contingency tables. 
Table 3. Summary of Goodness-of-fit statistics found in repeated 
generation of 200 tables of order 3x5, flat pattern of 




of empty cells 
































Each Goodness-of-fit statistic had 8df, a minimum interval expected 
value of 5 observations. None was significant at the 5 percent level. 
Response of statistics in free 
marginal tables 
15 
Tables 4 through 7 summarize the distribution characteristics 
found for each statistic under the conditions studied. PRXSQ and C 
are listed together because their responses were similar. 21 and Ku's 
CI are listed together because of their relationship. The extra 
levels of observations recorded for the plateau pattern were performed 
to observe the change in 21 when no tables were rejected, due to empty 
rows or columns. 
The relative frequency polygons plotted for the statistics are 
to be found in Appendix D. Comparing the closeness to a Chi-square 
distribution of the four statistics, in the presence of many zero 
cell frequencies, Light and Margolin's C and Pearson's Chi-square 
statistics most consistently approximated the Chi-square distribution. 
Figures 1 through 4 show the relative closeness of approximation to 
Chi-square distribution of these statistics. 
Although 21 can be calculated in the presence of empty rows and 
columns, using 21 in the presence of a very few empty cells tends to 
significantly enlarge the statistic mean. It was noted that the number 
of negative terms in the summation forming the 21 statistic was re-
duced, and this may account for the enlargement. The expectation of 
only a few empty cells was emphasized by Ku in suggesting his cor-
rection. When there are few empty cells Ku's correction may be useful. 
However, as the number of empty cells increases Ku's correction very 
quickly over corrects. Figure 4 illustrates this extreme effect upon 
CI. 
















































































































**Highly significant Minimum interval expected frequency of 3.17 












The expected Chi Square distribution mean would be 36; the expected standard deviation would be 8.48. 











































































































aln 5 runs at this level PRXSQ was found to test significantly different from a Chi Square dis-
tribution twice. 
bThis combination resulted in a large proportion of tables being rejected. 
The expected Chi Square distribution mean would be 8; the expected standard deviation would be 4. 
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47.94** 9. 74 5.17 












4 7. 94** 
aSignificant with 9df at 1% level; not significant with 5df and a minimum of 10 observations per 
interval. 
bln this case, 21 and CI were calculated from 200 tables; no tables were rejected for empty rows or 
columns. 
The expected Chi Square distribution mean for a 3x5 table would be 8, and the expected standard 
deviation would be 4. 
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*Significant at 5 percent level. 
**Highly significant Minimum interval expected frequency of 3.17 
a200 tables generated with none rejected for empty rows or columns, only 21 and CI were calculated. 





































Figure 1. Pearson's ?JXSQ 
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Figure J. Kullba ck's 21 
20 JO 40 50 
Percent empty cell s per t a bl e 
based on t he average number of empty cel l in 






































0 ~------.------.,.., -----.------ ...... ------:,-----'"T" 
20 JO 40 50 6J 0 10 
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21 was found first to enlarge in mean and then to decrease with 
large numbers of zero cell frequencies. This may reflect the small 
number of nonzero terms in the summation forming 21 (see Table 7). 
Pattern effects with free 
marginal totals 
24 
There is some indication of a pattern effect. In Table 5 it may 
be noted that for both PRXSQ and Can average number of 18 empty cells 
per table in the flat pattern and 19 empty cells in the plateau pattern 
produced extremely different goodness-of-fit statistics. This observa-
tion holds for 21 in the 10 x 5 tables; however, it is not seen in 
the smaller 3 x 5 tables at all. There needs to be further study 
before making any firm statement on this point. Figure 3 does not 
show the rise and fall of 21, probably because all three patterns are 
combined. 
The pattern differences may indicate that the effect upon the 
statistics was closely related to the number of cells with low ex-
pected frequencies. The peaked pattern contained cells with high 
frequencies; however, in the 10 x 5 tables the low frequencies were 
not as low as those in the plateau pattern. The effect upon 21 was 
most apparent in the plateau pattern of the 10 x 5 tables. 
Tables of order 15 x 3 
The generation of tables composed of many empty rows was used to 
compare 21 and C under extreme conditions of zero cell frequencies 
and peaked pattern. Under these extreme conditions, PRXSQ is not 
defined. Although 21 and C could be calculated, their distributions 
25 
were significantly displaced downward. This indicates 2I reduction 
in mean size is related to the low frequencies. None of these statis-
tics could therefore be used reliably--not even C which was Chi-square 
distributed in the presence of 30 percent of empty cells per table 
and, even in these trials, maintained a mean near a Chi-square distri-
bution mean. The peak of the C distribution was between 8 and 17 
as was that of 2I. Table 8 below gives the results of this set of 
tables. 
Table 8. Distribution characteristics for 2I and C, based on 200 
tables of order 15 x 3, peaked pattern. 
Average 
number of 2I C 
empty cells Standard Goodness Standard Goodness 
per table Mean deviation of fit Mean deviation 
* 30.56 11.96 4.49 2106.14 28.89 22.13 
*Highly significant 4 degrees of freedom 
Minimum expected frequency per interval of 5.8. 
The expected Chi-square distribution mean would be 28 and the 
expected standard deviation would be 7.48. 
Fixed marginal totals 
of fit 
* 623.10 
All of the work reported above was based on contingency tables 
with free marginal totals. In all attempts to generate tables with 
fixed marginal totals, all statistic means and variances were enlarged. 
Even with very large expected frequencies per cell, up to 20, none of 
the statistics fit a Chi-square distribution. At this time, the 
explanation for this observation is unknown. 
Table order 
An expected cell frequency in a 10 x 5 table of 7 observations 
per cell resulted in a larger proportion of zero cell frequencies 
26 
just from chance than 7 per cell in a 3 x 5 table. It would seem 
advisable (and probably obvious) to increase the sample size by in-
creasing the expected number per cell when dealing with larger tables. 
This would tend to avoid problems of zero cell frequencies when there 
is no a priori reason for empty cells. 
CONCLUSIONS 
Statistics 
Although Light and Margolin's C statistic is not as well known 
or as easily calculated as Pearson's Chi-square statistic, it showed 
overall the greatest resistance to change from the Chi-square distri-
bution in the presence of empty cells. It was designed primarily to 
test homogeneity, but as long as there are observations in either all 
rows or all columns, C would seem to be most useful in the presence 
27 
of empty cells. Both C and PRXSQ were Chi-square distributed when 
expected cell frequencies of 2 observations per cell or more were used. 
This study indicates that the number of rejections of the hypothesis 
of independence due to enlargement of C or PRXSQ would be very few 
until about one-third of the table cells were empty. 
The assumption of large sample size is an important one when 
using 21. Kullback's information statistic has the advantage that it 
can be easily calculated, and it may be broken down into additive 
terms. However, in the presence of empty cells, its mean increase and 
decrease suggest that the testing of independence with 21 would be 
questionable. 
Ku's correction seems to be of very limited usefulness. In 
general, when more than one-seventh of a table's cells are empty, 
it greatly over corrects. 
28 
Suggestions for further study 
Fixed marginals. Although the most likely explanation for the 
increase in the mean of all statistics is an algorithm error, the cause 
needs to be pinpointed or this observation verified by other work. 
21. Since 21 can be calculated in the presence of empty rows 
and columns, it would be very useful if some adjustment could be 
found to bring 21 to a Chi-square or some other well tabulated dis-
tribution. 
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1TNIR(20),Y( 500,5),CHS( 500),WIS( 500),CKS( 500) ,X( 500), 
2ENPC(20,10),XLEV(20),Z(20,5),CNLV(20),WNLV(20) ,CKNLV(20), 
3C( 500),CLVN( 20),SSPC(lO) ,TSC(20),IA(100),APC(20),AW(20),AKC(20), 
4ACW(30),TTNIR(20),TTNIC(l0),WPIJ(20,10),GF(4) 
EQUIVALENCE (Y(l,1),CHS(l)),(Y(l,2),WIS(l)),(Y(l,3),CKS(l)), 




120 FORMAT ('l CONTINGENCY TABLE ANALYSIS'/lOX,'BASED ON' ,F9.0,'0BSER 
lVATIONS'//lOX, 1 TABLE OF PROBABILITIES') 
130 FORMAT(lOX,11Fl0.6/20X,10Fl0.6) 
140 FORMAT ('O' ,9X,' CONTINGENCY TABLE GENERATED') 
190 FORMAT(lOX,11Fl0.0/20X,10FlO.O) 
200 FORMAT(16I5) 
310 FORMAT(1Hl,4X,'TABLE OF STATISTICS GENERATED FROM' ,15,' TABLES'/ 
116X, 'CHI SQ' ,lOX, '2TIMES INF.' ,lOX, 'KU"S CORR. INF.', 8X, 
2'CATADV C' ,12X, 'NO. EMPTY CELLS') 
320 FORMAT(lH,5X,Fl5.4,4X,Fl5.4,8X,Fl5.4,6X,Fl5.4,10X,Fl0.0) 
330 FORMAT(' MEANS',Fl5.4,4X,Fl5.4,8X,Fl5.4,6X,Fl5.4,10X,Fl2.2) 




IF(IRP.GT.O) GO TO 62 
READ(5,110)(PR(I),I=l,IR),(PC(J),J=l,JC) 
DO 3 I=l,IR 
DO 3 J=l,JC 
3 PIJ(I,J)=PR(I)*PC(J) 
GO TO 63 
62 READ(5,110)((PIJ(I,J),J=l,JC),I=l,IR) 
63 READ(5,200)IPCT,NTTR,MTTP,ISSC,IPOTC, ITFI,IPOD,IFRCT,KD,LU,LZC, 
lLCCHS,LCC,LTU 
WRITE(6,120) TNOB 





590 FORMAT(/' TABLES RUN WERE ',12,' BY' ,12) 
GO TO (133,134,135)ISSC 
133 WRITE(6,530) 
530 FORMAT(5X, ' SMALL SAMPLE SIZE') 
GO TO 32 
134 WRITE(6,540) 
540 FORMAT(5X,' MEDIUM SAMPLE SIZE') 
GO TO 32 
135 WRITE(6,550) 
550 FORMAT(5X,' LARGE SAMPLE SIZE') 
32 GO TO (136,137,138) IPOTC 
136 WRITE(6,560) 
560 FORMAT(5X,' FLAT PATTERN OF EXPECTED FREQUENCIES') 
GO TO 33 
137 WRITE(6,570) 
570 FORMAT(5X,' PLATEAU PATTERN OF EXPECTED FREQUENCIES') 
GO TO 33 
138 WRITE(6,580) 
580 FORMAT(5X, 1 PEAKED PATTERN OF EXPECTED FREQUENCIES') 
32 











C FORMATION OF WORKING PROBABILITY ARRAY 
TPF=l.O 
DO 2 I=l,IR 
DO 2 J-1,JC 
2 WPIJ(I,J)=PIJ(I,J) 
CALL GTP(WPIJ,TP,TPF,IR,JC) 
DO 5 I=l,IR 
DO 5 J-1,JC 
5 TNPC(I,J)=O.O 
DO 12 J-1,JC 
12 TNIC(J)=O.O 
DO 13 I=l,IR 
13 TNIR(I)=O.O 
NUC:-::0 
C STATEMENTS 109-119 FORMATION OF THE CONTINGENCY TABLES 
109 XRAN-RANDOM(HARG) 
DO 7 I-1,IR 
DO 7 J-1,JC 
IF(XRAN .LE.TP(I,J) ) GO TO (80,118)IFRCT 
7 CONTINUE 
118 IF((TNIR(I)+l.).GT.TTNIR(I)) GO TO 107 
IF((TNIC(J)+l.).GT.TTNIC(J)) GO TO 108 




IF (NOC.LT.NOB) GO TO 109 
GO TO 119 
33 
C WPIJ IS ADJUSTED TO REMOVE PROBABILITY FROM ROWS THAT HAVE BEEN FILLED 
107 TPS=O.O 
DO 111 JB=l,JC 
TPS=TPS-+WPIJ(I,JB) 
111 WPIJ(I,JB)=O.O 
TPF=l. / (1.-TPS) 
CALL GTP(WPIJ,TP,TPF,IR,JC) 
IF((TNIC(J)+l.).LE.TTNIC(J)) GO TO 109 
C WPIJ IS ADJUSTED TO REMOVE PROBABILITY FROM COLUMNS THAT HAVE BEEN FILLED 
108 TPS=O. 0 
DO 112 IB=l, IR 
TPS=TPS-+WPIJ(IB,J) 
112 WPIJ(IB,J)=O.O 
TPF=l. / (1. -IPS) 
CALL GTP(WPIJ,TP,TPF,IR,JC) 
IF (NOC.LT.NOB) GO TO 109 
119 IF(N.GT.l.AND.IPCT.EQ.O) GO TO 21 
WRITE(6, 140) 




IF(LTO.GT.O) GO TO 300 
C OPTIONAL CALCULATION OF PEARSON"S CHI SQUARE STATISTIC 
21 IF(LCCHS.GT.O) GO TO 148 
DO 4 I=l,IR 
DO 4 J=l,JC 
4 ENPC(I,J)-TNIR(I)*TNIC(J)/TNOB 
DO 9 I=l,IR 
DO 9 J-1,JC 




C OPTIONAL CALCULATION OF LIGHT AND MARGOLIN"S C STATISTIC 
148 IF (LCC,GT,O) GO TO 149 
SSNIR=O.O 
SSPCC=O.O 
DO 14 I=l,IR 
14 SSNIR=TNIR(I)*TNIR(I)+SSNIR 
BCC=(TNOB-1.0)*RI 
DO 94 J-1,JC 
SSPC(J)=O.O 
DO 95 I=l,IR 
95 SSPC(J)=TNPC(l,J)*TNPC(I,J)+SSPC(J) 




C CALCULATION OF KULLBACK"S INFORMATION STATISTIC 
149 WINF=O.O 
DO 15 I=l, IR 
DO 15 J=l,JC 
IF (TNPC(I,J).LT.1.0) GO TO 18 
IF(TNIR(I).LT.1.0.0R,TNIC(J).LT.1,0) GO TO 15 
WINF=TNPC(I,J)*DLOG((TNPC(I,J)*TNOB)/(TNIR(I)*TNIC(J)))+WINF 




C KU"S CORRECTED INFORMATION STATISTIC 
CKS(N)=WIS(N)-X(N) 
IF(CKS(N).LT.O.O)CKS(N)=O.O 
IF(MOD(N,Ml'IP).EQ.O) GO TO 11 
GO TO 300 
C CALCULATION OF THE MEANS, STANDARD EVIATIONS, AND FREQUENCY TABLES 
11 NIL=NNUM*MI'TP+l 

























121 IF (IPOD.EQ.O) GO TO 51 
DO 52 NI=NIL,N 
34 
52 WRITE(6,320)CHS(NI),WIS(NI),CKS(NI) ,C(NI),X(NI) 
51 NNUM=NNUM+l 
NXCl=NXC+l 
IF(ITFI.GT.l) GO TO 71 
IF(NNUM.GT.l) GO TO 36 
C CALCULATION OF FREQUENCY TABLES BASED ON NORMAL SCALE 
XINC=DF/CXN-O.5 
DO 37 I=l,NXCl 
FPI=I-1 
37 XLEV(I)=FPI*XINC 
C CALCULATION OF THE PROBABILITIES FOR THE CHI SQUARE DISTRIBUTION 
PRL=l.O 




C CLASS INTERVAL ASSIGNMENT FOR EACH STATISTIC 
36 DO 41 I=NIL,N 
IF(LCCHS.GT.O) GO TO 151 
DO 38 KK=l,NXC 
K=NXCl-KK 
IF(CHS(I).GE.XLEV(K)) GO TO 39 
38 CONTINUE 
39 APC(K)=APC(K)+l. 
151 DO 42 LL=l,NXC 
L=NXCl-LL 
IF(WIS(I).GE.XLEV(L)) GO TO 43 
42 CONTINUE 
43 AW(L)=AW(L)+l. 
DO 44 MM=l,NXC 
M=NXCl-MM 
IF(CKS(I).GE.XLEV(M)) GO TO 45 
44 CONTINUE 
45 AKC(M)=AKC(M)+l. 
IF (LCC.GT.O) GO TO 41 
DO 46 KM=l,NXC 
KL=NXCl-KM 




GO TO 82 
C CLASS INTERVAL CALCULATION BASED ON SQUARE ROOT SCALE 
71 IF (NNUM.GT.1) GO TO 85 
SRCHI=DSQRT(DF) 
XINC=SRCHI/CXN-O.2 




C CALCULATION OF CHI SQUARE DISTRIBUTION PROBABILITIES 
PRL=l.O 




85 DO 81 I=NIL,N 
C CLASS INTERVAL ASSIGNMENT FOR EACH STATISTIC 
IF (LCCHS.GT.O) GO TO 152 
II=DSQRT(CHS(I))*CXN/SRCHI+l 
















500 FORMAT(' GOODNESS OF FIT TEST FOR 4 CONTINGENCY TABLE STATISTICS 
l ') 
GO TO(l31,132)ITFI 
510 FORMAT(5X,' FREQUENCY INTERVALS CONSTRUCTED ON NORMAL SCALE') 
131 WRITE(6,510) 
GO TO 31 
132 WRITE(6,520) 
520 FORMAT(5X,' FREQUENCY INTERVALS CONSTRUCTED ON SQUARE ROOT SCALE') 









DO 146 I=l,KD 
146 ZS=ZS+Z(I,5) 
DO 147 I=IT,NXC 
147 ZSU=ZSU+Z(I,5) 
DO 20 J=l,4 
ZUM=O.O 
ZU=O.O 




DO 28 I=KL,ITE 
D=(Z(I,J)-Z(I,5))*FT 
28 GF(J)=D*D/(Z(I,5)*FT)+GF(J) 
DO 27 I=IT,NXC 
27 ZU=ZU+Z(I,J) 






700 FORMAT(/'CHI SQUARE GOODNESS OF FIT STATISTICS WITH ',13,' DF') 
WRITE(6,620)FT 
620 FORMAT(' THESE RESULTS ARE BASED ON',F5.0,' TABLES') 
WRITE(6,210)GF(l),GF(2),GF(3),GF(4) 
210 FORMAT('PEARSON"S CHI SQUARE' ,Fl2.3/' 2 TIMES INFORMATION', 
1Fl3.3 /' KU"S CORRECTED 21 1 ,Fl5.3/' LIGHT & MAG0LIN"S C' ,Fl3.3) 
123 FORMAT(lX,F7.2,' <X<=' ,F8.2,5Fl4.5) 
730 FORMAT(/lX,'MULTIPLE PLOT DATA') 




DO 186 I=l,NXC 
186 WRITE(6,123)XLEV(I),XLEV(I+l),(Z(I,K),K=l,5) 
WRITE(6,250)FT,IR,JC,IP0TC,N0B,ITFI 
250 FORMAT(lHl,'PLOT OF REL. FREQ. POLYGONS FOR FOUR STATISTICS'/ 
l' POLYGONS BASED ON' ,F5.0, 1 TABLES, OF 0RDER',13,' BY' ,13/ 
2' CODE FOR PATTERN OF CELL EXPECTED FREQ. IS' ,12, ', SAMPLE SIZE 
30F' ,15,' PER TABLE' ,2X, 'ITFI=',12/ 
4 1 Y AXIS= RELATIVE FREQUENCY, X AXIS= CLASS INTERVALS') 
CALL PRTPLT(XINC,NXC,XLEV,Z) 
GO TO 300 
C NOTATION THAT A ROW OR COLUMN WAS EMPTY IN THE TABLE FORMED 
91 WRITE(6,720) I,J,N 
720 FORMAT(' ENPC(',13,',' ,13, ')TABLE' ,15,' TOO SMALL') 
N=N-1 
NZC=NZC+l 
IF(NZC.GE.LZC) GO TO 999 
300 IF(N.EQ.NTTR) GO TO 999 






C TP AN ARRAY OF CUMMULATIVE C LL PROBABILITIES IS FORMED FROM WPIJ 
DO 5 I=l,IR 
DO 5 J=l,JC 
5 TP(I,J)=O.O 
DO 1 I=l,IR 
DO 1 J=l,JC 
1 WPIJ(I,J)=TPF*WPIJ(I,J) 
TP(l,l)=WPIJ(l,1) 
DO 2 J=2,JC 
2 TP(l,J)=TP(l,(J-l))+wPIJ(l,J) 
DO 3 I=2,IR 
DO 3 J=l,JC 
IF(J.GT.l) GO TO 4 
TP(I,J)=TP((I-1),JC)+wPIJ(I,J) 





DOUBLE PRECISION FUNCTION PRBF(DA,DB,FR) 
IMPLICIT REAL*8(A-H,O-Z) 
PRBF = 1.0 
IF (DA* DB* FR .EQ. 0.0) RETURN 
IF (FR .LT. 1.0) GO TO 5 
A= DA 
B = DB 
F = FR 
GO TO 10 
5 A= DB 
B = DA 
F = 1.0 / FR 
10 AA= 2.0 / (9.0 * A) 
BB= 2.0 / (9.0 * B) 
IF(F.LT.0.5D-5) GO TO 6 
Zl=((l.O-BB)*F**(l.0/3.0)-l.O+AA)/DSQRT(BB*F**(2.0/3.0)+AA) 
Z=DABS (Zl) 
IF (B .LT. 4.0) Z = Z * (1.0 + 0.08 * Z**4 / B**3) 
PRBF = 0.5 / (1.0 + Z * (0.196854 + Z * (0.115194 + Z * 
1 (0.000344 + Z* 0.019527))))**4 
IF (FR .LT. 1.0) PRBF = 1.0 - PRBF 
IF(Zl.LT.0.0) PRBF=l.0-PRBF 
RETURN 












117 FORMAT(5X, 'PLOT CHAR"S, PR XSQ=' ,Al,', 21=' ,Al,', CORR.INF.=', 
lAl, ', C=',Al,', CHI SQ=',Al,',',5X,'EACH CLASS INTERVAL=' ,Fl0,4, 
2'UNITS') 
C SET UP OF A BLANK ARRAY FOR GRAPH 
DO 5 I=l,123 
DO 5 J==l,60 
B(J)=BLANK 
5 A(I,J)=BLANK 
C THESE STATEMENTS PUT THE OUTLINE OF GRAPH IN THE ARRAY 
DO 35 J=l,51 
35 A(3,J)=TICK 
A(l,l)=DASH 
DO 65 J=6,51,5 
65 A(l,J)=DASH 




C STATEMENT 52 PUTS SCALE MARKES FOR CLASS INTERVALS INTO THE ARRAY 










C ARRAY B CONTAINES THEY AXIS SCALE 
B(l)=O.O 
DO 20 JI=ll,54,10 
20 B(JI)=B(JI-lO)+o.l 
DO 15 J=l,5 









CAT X,Y POINT ONE OR ALL OF THE STATISTIC POINTS ARE ADDED TO THE ARRAY 
IF(A(IX,IY).EQ.BLANK. OR.A(IX,IY).EQ.DASH.OR.A(IX,IY).EQ.TICK) GO 
1 TO 41 
IF(A(NL,IY).EQ.A((NL+l),IY)) GO TO 42 
IF(A(NL,IY).EQ.A(IX,IY)) GO TO 43 
IF(A(NL,IY).EQ.A((IX+l),IY)) GO TO 44 
A(NRS, IY) =PT(J) 
GO TO 15 
41 DO 17 LM=NL,NRS 
17 A(LM,IY)=PT(J) 
GO TO 15 
42 A((NL+l),IY)=PT(J) 
GO TO 15 
43 A(IX,IY)=PT(J) 
GO TO 15 
44 A((IX+l),IY)=PT(J) 
15 CONTINUE 
DO 85 L=l,51 
IF(B(52-L).EQ.BLANK)GO TO 81 
WRITE(6,110)B(52-L),(A(I,52-L),I=l,123) 
















NO ERRORS DETECTED. NUMBER OF CARDS= 472. 
COMPILATION TIME= 33 SECONDS ELAPSED. 6.30 SECONDS PROCESSING. 
D2 STACK SIZE=44 WORDS.FILESIZE=l40 WORDS.ESTIMATED CORE STORAGE REQUIRE 
TOTAL PROGRAM CODE= 1542 WORDS. ARRAY STORAGE= 23942 WORDS. 
NUMBER OF PROGRAM SEGMENTS= 17. NUMBER OF DISK SEGMENTS= 119. 
PROGRAM CODE FILE= JANFSITH, COMPILER COMPILED ON 04/03/74 
Appendix B 
Program to Generate and Analyze 
Contingency Tables 
Parameters and data necessary 
to run program 
Data card l; format(F5.0,Fl5.0,4I4,F4.0) 
Columns Definitions 
TNOB = the number of observations per table. 
41 
1 thru 5 
6 thru 20 HARG = a large random number used to initiate the random 
number generato r. 
23 and 24 
27 and 28 
32 
35 and 36 
40 
IR= number of rows desired for each contingency table. 
A maximum of 20 allowed without change of program. 
JC= number of columns desired. Ten are allowed without 
program change. 
IRP = 0, if row and column probabilities are to be 
specified. 
1, if cell probabilities are to be specified. 
NXC = number of class intervals desired per frequency 
table. There is a fixed limit of 20 because of graph 
format limitations. 
CXN = number of class intervals below the mean (degrees 
of freedom) of statistics. 
Data card 2; format(l0F8.5) 
If IRP equals 0, each row probability is specified followed by 
each column probability. More than one card may be required if the 
Data card 2 continued 
number of rows and colunms sum to more than ten; each card had the 
same format. 
Example: If a 2 row and 3 column table is desired with equal 




20 thru 24 
28 thru 32 







If IRP equals 1, each cell probability must he specified, row 
by row. More than one card may be required. 
Example: If a 2 x 3 table specified above were to be read cell 
by cell, data card 2 would contain: 
Colunms 
4 thru 8 
12 thru 16 
20 thru 24 
28 thru 32 
36 thru 40 









Data card 3; format (1615) 
Columns Definitions 
5 
8 thru 10 
IPCT = 1, if all contingency tables are to be printed. 
O, if tables are not to be printed. One table 
is always printed as an example. 
NTTR = the number of tables to be generated. Up to 500 
tables may be generated without program change. 




frequency table is formed and a polygon plotted. For 
example, if NTTR = 200 and MTTR = 100, two relative 
frequency tables, and polygons will be formed. The 
first after 100 tables, the second frequency table 
will be formed after 200 tables are generated. The 
data is accumulated so that the second table, and plot 




1, if sample size is to be labeled small. 
2, if a medium sample size is run. 
3, if sample size is to be labeled large. 
= 1, pattern of expected frequencies is flat. 
2, plateau pattern. 
3, peaked pattern. 
1, if relative frequency tables are to be based 
on a normal scale. 
2, if the scale is to be based on the square 
root of degrees of freedom. 
43 







IP0D = 0, if only the means and standard deviations 
of the statistics are to be printed. 
1, if also all statistics are to be printed. 
IFRCT = 1, if marginal totals for each contingency 
table is to be free. 
2, if marginal totals are fixed. 
KD = the number of class intervals at the lower end of 
the frequency tables which are to be summed over when 
performing the Goodness-of-Fit test on the relative 
frequencies of each statistic. This option allows the 
user to adjust the expected frequencies in the lower 
class. In practice the program can be run to generate 
one table and the theoretical frequencies for the class 
intervals found. The user can then decide how many 
class intervals, if any, to sum over to bring the 
expected frequency to a desirable level. If the lowest 
class interval has a large enough expected frequency, 
then KD should be 1. 
LU= the number of class intervals at the upper end 
of the frequency table to be summed over. LU must be 
at least 1. 
LZC = the number of tables with empty row and columns 
which will be rejected before the program is stopped. 
44 





If the program is to calculate 21 and Corr. Inf. only, 
this option is not used. 
LCCHS = 0, if PRXSQ is to be calculated. 
1, if PRXSQ statistic is not calculated. 
LCC = 0, if C statistic is to be calculated. 
1 , if C is not calculated. 
LTO = 1, if contingency tables are to be generated only. 
0·, if tables and statistics and frequency tables 
are to be formed. 
Data card 4; format (10F8.5) 
This card is necessary only if IFRCT = 2, that is, only if fixed 
marginals for the contingency tables are desired. 
Each row fixed marginal total is specified, followed by each 
column marginal total. 
Example; if the 2 x 3 contingency table above is to be formed 
total of 150 observations per table, data with fixed marginals 
and a total of 150 observations per table, data card 4 could 
contain: 
Columns 
2 and 3 
10 and 11 
18 and 19 
26 and 27 








Data card 4 continued 
More than one card may be necessary if the sum of the number of 
rows and columns is greater than 10. 
Description of program print out 
46 
The program print out will vary with the options desired; however, 
each will contain the following: 
1. A listing of the number of observations per table. 
2. The table of probabilities per cell for each contingency 
table. 
3. The order of the contingency tables formed. 
4. A description of the sample size and the pattern of fre-
quencies expected. 
5. One table at least will be printed. 
The following additional output may result: 
1. A listing of the statistics generated for each table, if 
desired. At least the mean and standard deviations of the 
statistics are printed, also the average number of empty 
cells per table. 
2. The Goodness-of-Fit statistic 
2 




] i•l ... k, 
k = the number of class intervals used in the test, is given 
for each statistic, with k-1 degrees of freedom. 
3. The relative frequency tables and the probabilities for 
each class interval of the Chi-square distribution, are 
47 
listed. The last interval on the printed table of frequencies 
is given an upper bound, but this class includes all obser-
vations greater than the lower limit. 
4. Finally a graph of points of the relative frequency polygons 
of each of the four statistics is plotted with the proba-
bilities of the class intervals for the Chi-square distribution. 
Appendix C 
Tables of Probabilities Used to Generate 3 x 5 Tables 
Flat pattern 
Columns 
Rows 1 2 3 4 5 Total 
1 .066666 .066666 .066666 .066666 .066666 • 333330 
2 .066666 .066666 .066666 .066666 .066666 . 333330 
3 .066668 .066668 .066668 .066668 .066668 . 333340 
Total .200000 .200000 .200000 .200000 .200000 
Plateau pattern 
1 .0250 .0500 .0500 .0500 .0250 .2000 
2 .0750 .1500 .1500 .1500 .0750 .6000 
3 .0250 .0500 .0500 .0500 .0250 .2000 
Total .1250 .2500 • 2500 .2500 .1250 
Peaked pattern 
1 • 3000 .1200 .0600 .0600 .0600 .6000 
2 .1500 .0600 .0300 .0300 .0300 .3000 
3 .0500 .0200 • 0100 .0100 .0100 .1000 
Total .5000 .2000 .1000 .1000 .1000 
Tables of Probabilities Used to Generate 10 x 5 Tables 
Flat pattern 
ColUI!llls 
Rows 1 2 3 4 5 Total 
1 .0200 .0200 .0200 .0200 .0200 .1000 
2 .0200 .0200 .0200 .0200 .0200 .1000 
3 .0200 .0200 .0200 .0200 .0200 .1000 
4 .0200 .0200 .0200 .0200 .0200 .1000 
5 .0200 .0200 .0200 .0200 .0200 .1000 
6 .0200 .0200 .0200 .0200 .0200 .1000 
7 .0200 .0200 .0200 .0200 .0200 .1000 
8 .0200 .0200 .0200 .0200 .0200 .1000 
9 .0200 .0200 .0200 .0200 . 0200 .1000 
10 .0200 .0200 .0200 .0200 .0200 .1000 
Total .2000 . 2000 . 2000 .2000 .2000 
Plateau pattern 
1 .00100 .00600 .00600 .00600 .00100 .02000 
2 .00150 .00900 .00900 .00900 .00150 .03000 
3 .00250 .01500 .01500 .01500 .00250 .05000 
4 .01000 .06000 .06000 .06000 .01000 .20000 
5 .01000 .06000 .06000 .06000 .01000 .20000 
6 .01000 .06000 .06000 .06000 .01000 .20000 
7 .01000 .06000 .06000 .06000 .01000 .20000 
8 .00250 .01500 .01500 .01500 .00250 .05000 
9 .00150 .00900 .00900 .00900 .00150 .03000 
10 .00100 .00600 .00600 .00600 .00100 .02000 
Total .05000 • 30000 . 30000 . 30000 .05000 
Peaked pattern 
1 .15000 .06000 .03000 .03000 .03000 .30000 
2 .05000 .02000 .01000 .01000 .01000 .10000 
3 .03750 .01500 .00750 .00750 .00750 .07500 
4 .03750 .01500 .00750 .00750 .00750 .07500 
5 .03750 .01500 .00750 .00750 .00750 .07500 
6 .03750 .01500 .00750 .00750 .00750 .07500 
7 .03750 .01500 . 00750 .00750 . 00750 .07500 
8 .03750 .01500 . 00750 .00750 .00750 .07500 
9 .03750 .01500 • 00750 .00750 .00750 .07500 
10 .03750 .01500 .00750 .00750 .00750 .07500 
Total .50000 .20000 .10000 .10000 .10000 
Table of Probability Used to Generate 15 x 3 Tables 
Peaked pattern 
Columns 
Rows 1 2 3 Total 
1 . 300000 .180000 .120000 .600000 
2 .150000 .090000 .060000 . 300000 
3 .025000 .015000 .010000 .050000 
4 .015000 .009000 .006000 .030000 
5 .005000 .003000 .002000 .010000 
6 .002500 .001500 .001000 .005000 
7 .001500 .009000 .000600 . 003000 
8 .000500 .000300 .000200 .001000 
9 .000250 . 000150 .000100 .000500 
10 .000150 .000090 .000060 .000300 
11 .000050 . 000030 .000020 .000100 
12 .000025 .000015 .000010 .000050 
13 .000015 .000009 .000006 . 000030 
14 .000005 .000003 .000002 .000010 
15 .000005 .000003 .000002 .000010 
Total .500000 . 300000 .200000 
Appendix D 
Relative Frequency Polygons Resulting From 
Author's Program Run on Burroughs 6700 
The following characteristics apply to all of the polygons: 
+=Pearson's Chi Square Statistic 
* = Kullback's information statistics 
#=Ku's Corrected Information Statistic 
a= Light and Margolin's C Statistic 
> =Theoretical Chi Square distribution 
Plateau patterns 
1. Flat pattern, 3x5 table, 105 observations 
2. Flat pattern, 3x5 table, 30 observations 
3. Flat pattern, 3x5 table, 15 observations 
4. Plateau pattern, 3x5 table, 105 observations 
5. Plateau pattern, 3x5 table, 30 observations 
6. Plateau pattern, 3x5 tables, 15 observations 
7. Peaked pattern, 3x5 tables, 105 observations 
8. Peaked pattern, 3x5 tables, 30 observations 
9. Flat pattern, 10x5 tables, 400 observations 
10. Flat pattern, 10x5 tables, 350 observations 
11. Flat pattern, 10x5 tables, 100 observations 
12. Flat pattern, 10x5 tables, 50 observations 
















14. Plateau pattern, 10x5 tables, 350 observations, 
21 and CI only. 66 
15. Plateau pattern, 10x5 tables, 250 observations, 
21 and CI only. 67 
16. Plateau pattern, 10x5 tables, 150 observations, 
21 and Conly 68 
17. Plateau pattern, 10x5 tables, 100 observations 69 
18. Plateau pattern, 10x5 tables, 100 observations, 
21 and Conly 70 
19. Plateau pattern, 10x5 tables, 75 observations, 
21 and Conly 71 
20. Plateau pattern, 10x5 tables, 50 observations, 
21 and Conly 72 
21. Peaked pattern, 10x5 tables, 350 observations 73 
22. Peaked pattern, 10x5 tables, 100 observations 74 
23. Peaked pattern, 10x5 tables, 50 observations 75 
24. Fixed marginals, flat pattern, 3x5 tables, 
105 observations 76 






1. Flat pattern, 3x5 table, 105 observations. 
Plot of rel. freq. polygons for four statistics 
Polygons based on 200 tables. 
Y axis= relative frequency, x axis= class intervals. 








2.2 4.3 19.5 21. 7 · 
2. Flat pattern, 3x5 table, 30 observations. Plot of rel. freq. polygons for four statistics. 
Polygons based on 200 tables. Y axis= relative frequency, X axi$ = class intervals. 







2.2 21. 7 23.8 
3. Flat pattern, 3x5 table, 15 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 






2.2 21. 7 23.8 
4. Plateau pattern, 3x5 table, 105 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 







2.2 19. 5 21. 7 
5. Plateau pattern, 3x5 tables, 30 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 







21. 7 23.8 
6. Plateau pattern, 3x5 tables, 15 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 





a + fl * 
2.2 26.0 
7. Peaked pattern, 3x5 tables, 105 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
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8. Peaked pattern, 3x5 tables, 30 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
Y axis= relative frequency, X axis= class intervals. Each class interval= 2.1667 units. 
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6. 7 13.4 20.1 60.3 67.0 73. 7 
9. Flat pattern, 10x5 tables, 400 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
Y axis= relative frequency, X axis= class intervals. 





6.7 13.4 67.0 73. 7 
10. Flat pattern, 10x5 tables, 350 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 





6. 7 13.4 67.0 73.7 80.4 
11. Flat pattern, 10x5 tables, 100 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 






6.7 13.4 6 7 .o 73.7 
12. Flat pattern, 10x5 tables, 50 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 




6.7 60.3 67.0 
13. Plateau pattern, 10x5 tables, 350 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
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14. Plateau pattern, 10x5 tables, 350 observations, 21 and CI only 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
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15. Plateau pattern, 10x5 tables, 250 observations, 21 and CI only. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 








6.7 13.4 60. 3 67 .o 
16. Plateau pattern, 10x5 tables, 150 observations, 2I and Conly 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
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17. Plateau pattern, 10x5 tables, 100 observations 
Plot of rel. freq. polygons for four statistics. Polygons based on 100 tables. 
Y axis= relative frequency, X axis= class intervals. Each class interval= 6.7000 units. 
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6. 7 13.4 60.3 67.0 73.7 
18. Plateau pattern, lOxS tables, 100 observations, 21 and Conly. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
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19. Plateau pattern, 10x5 tables, 75 observations, 21 and Conly. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
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6. 7 13.4 60.3 6 7. 0 
20. Plateau pattern, 10x5 tables, 50 observations, 21 and Conly. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
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6.7 13. 4 60.3 6 7. 0 73.7 
21. Peaked pattern, 10x5 tables, 350 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 







o.o 6.7 60.3 67.0 73.7 
22. Peaked pattern, 10x5 tables, 100 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 







6.7 13.4 60.3 6 7. 0 73. 7 
23. Peaked pattern, lOxS tables, SO observations. Plot of rel. freq. polygons for four statistics. 
Polygons based on 200 tables. Y axis= relative frequency, X axis= class intervals. 





2.2 4.3 6.5 21. 7 23.8 26.0 28.2 
24. Fixed marginals, plat pattern, 3x5 tables, 105 observations. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
Y axis= relative frequency, X axis= class intervals. 








8.8 17.7 26.5 61.8 70.7 79.5 
25. 15x3 tables. 
Plot of rel. freq. polygons for four statistics. Polygons based on 200 tables. 
Y axis= relative frequency, X axis= class intervals. 
Each class interval= 8.8333 units. ""' -..J 
