In 1995 Villarreal gave a combinatorial description of the equations of Rees algebras of quadratic squarefree monomial ideals. His description was based on the concept of closed even walks in a graph. In this paper we will generalize his results for all squarefree monomial ideals by using a definition of even walks in a simplicial complex.
Introduction
Rees algebras are of special interest in algebraic geometry and commutative algebra since they describe the blowing up of the spectrum of a ring along the subscheme defined by an ideal. The Rees algebra of an ideal can also be viewed as a quotient of a polynomial ring. In other words if we denote the Rees algebra of I by R[It] then we have R[It] = S/J where S is a polynomial ring and J is an ideal of S. The ideal J is called the defining ideal of R [It] . Finding generators of J is difficult and crucial for a better understanding of J. Many authors have worked to get a better insight into these generators in special classes of ideals, such as those with special height, special embedding dimension and so on.
When I is a monomial ideal, using methods from Taylor's thesis [7] one can describe the generators of J as binomials. Inspired by this work, Villarreal [10] gave a combinatorial characterization of all degree 2 squarefree monomial ideals. His work led some researchers [3] to consider the question of characterizing generators of J when I is a squarefree monomial ideal in any degree. With this purpose we define simplicial even walks, and show that they describe all generators of J that reduced to degree 1 generators for all squarefree monomial ideals (Theorem 4.3). This allows us to give a characterization of ideals of linear type in terms of simplicial even walks (Corollary 4.11) generalizing Villarreal's original result.
• f α = f i 1 . . . f is ;
• f αt = f i 1 . . . f it . . . f is = f α f it ;
• α t (j) = (i 1 , . . . , i t−1 , j, i t+1 , . . . , i s ), for j ∈ {1, 2, . . . , q} and s ≥ 2.
For an ideal I = (f 1 , . . . , f q ) of R the defining ideal J of R[It] is graded ( [9] page 20) and we have J = J 1 + J 2 + · · · where J s for s ≥ 1 is the R-module of the following form
The ideal I is said to be of linear type if J = (J 1 ); in other words, the defining ideal of R[It] is generated by linear forms in the variables T 1 , . . . , T q .
Theorem 2.3. (D. Taylor [7] ) Let f 1 , . . . , f q be the monomials in R. Then we have Syz(f 1 , . . . , f q ) = lcm(f i , f j ) f i e i − lcm(f i , f j ) f j e j : 1 ≤ i < j ≤ q .
Definition 2.4. Let I = (f 1 , . . . , f q ) be a monomial ideal, s ≥ 2 and α, β ∈ I s . We define
When I is clear from the context we use T α,β to denote T α,β (I).
Since products of monomials are again monomials the following corollary follows from Taylor's theorem. Proof. Let s ≥ 1 we set |I s | = N . If η ∈ J s from (2.1) we have
where (a 1 , . . . , a N ) ∈ Syz(f α : α ∈ I s ). On the other hand by using Theorem 2.3 we have
for λ ij ∈ R. Then we have
(empty sums are zero). Thus we have
Then by (2.4) we can conclude η ∈ T α,β : α, β ∈ I s .
If I = (f 1 /m, . . . , f q /m) then it follows that T α,β (I) = T α,β (I ) for every α, β ∈ I s since
In light of Corollary 2.5, we should always assume that if
Definition 2.6. Let I = (f 1 , . . . , f q ) be a squarefree monomial ideal in R and J be the defining ideal of R[IT ]. If we choose α, β ∈ I s then we call T α,β ∈ J s a linearly redundant Rees equation of I if one can write
For most of our purposes we can assume Supp (α) ∩ Supp (β) = ∅. This is because if t ∈ Supp (α) ∩ Supp (β) then we have T α,β = T αt, βt .
Note that linearly irredundant generators are not necessarily minimal generators of J as we have in the following example.
Example 2.7. Let R = K[x 1 , . . . , x 13 ] be a polynomial ring over a field K and consider the ideal I of R as follow I = (x 1 x 2 x 3 , x 2 x 4 x 6 , x 4 x 5 x 6 , x 3 x 5 x 6 x 8 , x 3 x 7 x 8 x 9 , x 9 x 10 x 11 , x 11 x 12 x 13 , x 3 x 12 x 13 ). and suppose J is the defining ideal of I. Pick α = (2, 4, 6, 8), β = (1, 3, 5, 7) ∈ I 4 , then we have
Note that if we define α 0 = (1, 3), β 0 = (2, 4) and α 1 = (5, 7), β 1 = (6, 8), then we have
respectively correspond with the following subcollections of F(I)
On the other hand since C 1 and C 2 are special cycles (which will be defined later) as we will see in chapter 3, we can say T α 0 ,β 0 and T α 1 ,β 1 are linearly irredundant.
Therefore, we can conclude T α,β is linearly irredundant, however, since T α 0 ,β 0 , T α 1 ,β 1 ∈ J clearly it is not a minimal generator of J.
Our goal in this paper is to characterize linearly irredundant Rees equations of squarefree monomial ideals. With a criterion to identify linearly irredundant generators we can look at a non-linear minimal generator T α,β of J (generators belong to J 1 ). If T α,β is linearly redundant, then it can be written as a combination of a linear generator and some non-linear generators of smaller degrees. We apply the same procedure to the non-linear components of T α,β . By continuing this process we can identify generators of J which cannot be written as a sum of linear generators and so as a result we can determine when I is of linear type.
Simplicial even walks
By using the concept of closed even walks in graph theory Villarreal [10] classified all linearly irredundant Rees equations of edge ideals of graphs in terms of closed even walks. In this section our goal is to define an even walk in a simplicial complex in order to classify all linearly irredundant Rees equations of squarefree monomial ideals. Motivated by the works of S. Petrović and D. Stasi in [6] we generalize closed even walks from graphs to simplicial complexes. Definition 3.1. A simplicial complex on vertex set V = {x 1 , . . . , x n } is a collection ∆ of subsets of V satisfying
The set V is called the vertex set of ∆ and we denote it by V(∆). The elements of ∆ are called faces of ∆ and the maximal faces under inclusion are called facets. We denote the simplicial complex ∆ with facets F 1 , . . . , F s by F 1 , . . . , F s . We denote the set of facets of ∆ with Facets (∆). A subcollection of a simplicial complex ∆ is a simplicial complex whose facet set is a subset of the facet set of ∆.
Let
The facet complex F(I) associated to I has facets F 1 , . . . , F s , where for each i,
The facet ideal of a simplicial complex ∆ is the ideal generated by the products of the variables labeling the vertices of each facet of ∆; in other words
Definition 3.2 (Degree). Let ∆ = F 1 , . . . , F q be a simplicial complex, F(∆) = (f 1 , . . . , f q ) be its facet ideal and α = (i 1 , . . . , i s ) ∈ I s , s ≥ 1. We define the α-degree for a vertex x of ∆ to be 
If we consider α = (1, 3, 5) and β = (2, 4, 6) then deg α (a 1 ) = 1 and deg β (a 1 ) = 2.
With this new concept in mind let I = (f 1 , . . . , f q ) be a squarefree monomial ideal in R with ∆ = F 1 , . . . , F q its facet complex and let α, β ∈ I s where s ≥ 2 is an integer. We set α = (i 1 , . . . , i s ) and β = (j 1 , . . . , j s ) and consider the following sequence of not necessarily distinct facets of ∆ C α,β = F i 1 , F j 1 , . . . , F is , F js . Then (2.2) becomes
where the products vary over the vertices x of C α,β . Motivated by (3.1) we proceed to define even walks in arbitrary dimensions. 
is called a simplicial even walk, or simply "even walk", if the following conditions hold
• For every i ∈ Supp (α) and j ∈ Supp (β) we have
Remark 3.5. It follows from the definition, if C α,β is an even walk then Supp (α)∩ Supp (β) = ∅.
Definition 3.6. Let I = (f 1 , . . . , f q ) be a squarefree monomial ideal and J be the defining ideal of R[It] and let α, β ∈ I s where s ≥ 2 is an integer and let C α,β be an even walk. Then C α,β is called a minimal generator even walk of
. In addition C α,β is called minimal even walk if there is no proper subcollection C α ,β of C α,β which is an even walk.
Note that every minimal generator even walk is not a minimal even walk in general. See for example Figure [1a] .
Remark 3.7. Our purpose is to use even walks to characterize linearly irredundant Rees equations of squarefree monomial ideals. If C α,β is not connected then Fouli and Lin's results in [3] imply that T α,β is linearly redundant. So for this reason we assume even walks are always connected. 
is not an even walk because
Remark 3.9. Note that even walks depend on the choice of α, β ∈ I s . For instance in Figure [ 2], C α,β = F 1 , F 2 , F 3 , F 4 is an even walk for α = (1, 3), β = (2, 4) but C α,β is not an even walk for α = (1, 2), β = (3, 4).
The facets of an even walk C α,β are not necessarily distinct. 
Then if we set α = (1, 1, 4) and β = (2, 3, 5) we have
is an even walk. However C α,β is not a minimal even walk as F 1 , F 3 , F 4 , F 5 is also an even walk. Remark 3.11. A question which naturally arises here is if a minimal even walk can have repeated facets. The answer is positive since for instance, the bicycle graph in Figure 3 is a minimal even walk, because of Theorem 3.24 below, but it has a pair of repeated edges. 
The structure of even walks
There are several counterparts to graph cycles in higher dimension. We list three below. 
(ii) special cycle [5] if ∆ is a Berge cycle in which we have
if ∆ is a Berge cycle in which we have
We say that ∆ is a Berge (or special or simplicial) cycle if there is an order on the facets of ∆ such that the specified conditions hold on that order. Note that {Simplicial Cycles} ⊂ {Special Cycles} ⊂ {Berge Cycles}. Proposition 3.13 (Structure of even walks). Let C α,β = F 1 , F 2 , . . . , F 2s be an even walk with α = (1, 3, . . . , 2s − 1) and β = (2, 4, . . . , 2s). Then we have
such that i / ∈ {j, k} and
(ii) The simplicial complex C α,β contains a Berge cycle of even length labeled
Proof. To prove (i) let i ∈ Supp (α), and consider the following set
We only need to prove that |A i | ≥ 2.
Suppose |A i | = 0 then for all j ∈ Supp (β) we have
Suppose |A i | = 1 so that there is one j ∈ Supp (β) such that F i ∩ F j = ∅. So for every x ∈ F i \F j we have deg β (x) = 0. Therefore, we have
again a contradiction and so we must have |A i | ≥ 2 and we are done.
To prove (ii) pick u 1 ∈ Supp (α). By using the previous part we can say there are u 0 , u 2 ∈ Supp (β), u 0 = u 2 , such that
By a similar argument there is u 3 ∈ Supp (β) such that u 1 = u 3 and F u 2 ∩ F u 3 = ∅. We continue this process. Pick u 4 ∈ Supp (β) such that 
If u n+1 ∈ {u 0 , . . . , u n−2 }, say u n+1 = u m , then the process stops and we have
is a Berge cycle. The length of this cycle is even since the indices u m , u m+1 , . . . , u n alternately belong to Supp (α) and Supp (β) (which are disjoint by our assumption). Also if u m ∈ Supp (α), then by construction u n ∈ Supp (β) and vice-versa. So there are an even length of such indices and we are done. If u n+1 / ∈ {u 0 , . . . , u n−2 } we add it to the end of the sequence and repeat the same process for F u 0 , F u 1 , . . . , F u n+1 . Since C α,β has a finite number of facets, this process has to stop.
Corollary 3.14. An even walk has at least 4 distinct facets.
An even walk with distinct facets is not necessarily a Berge cycle. For instance see the following example. The main point here is that we do not require that F i ∩ F i+1 = ∅ in an even walk which is necessary condition for Berge cycles. For example F 4 ∩ F 5 = ∅ in this case.
On the other hand, every even-length special cycle is an even walk. Proposition 3.16 (Even special cycles are even walks). If F 1 , . . . , F 2s is a special cycle (under the written order) then it is an even walk under the same order.
Proof. Let α = (1, 3, . . . , 2s − 1) and β = (2, 4, . . . , 2s), and set C α,β = F 1 , . . . , F 2s . Suppose C α,β is not an even walk, so there is i ∈ Supp (α) and j ∈ Supp (β) such that at least one of the following conditions holds
Without
Lemma 3.17. Let α = (1.3), β = (2, 4) and C α,β = (F 1 , F 2 , F 3 , F 4 ) be an even walk with distinct facets. Then C α,β is a special cycle.
Proof. By Proposition 3.13 we know F 1 , F 2 , F 3 , F 4 is a Berge cycle. If it is not a special cycle then, without loss of generality, suppose
Since C α,β is an even walk there is x ∈ F 1 ∩ F 4 such that
Since there are only 4 facets, it follows that
It is a natural question to ask how we can characterize minimal generator even walks. Even length special cycles can be good candidates.
Proposition 3.18. If C is a special cycle of even length , then C is a minimal generator even walk of C.
Proof. Let F(C) = (f 1 , . . . , f 2s ) and α = (1, 3, . . . , 2s − 1), β = (2, 4, . . . , 2s) . By Proposition 3.16 C = C α,β is an even walk. We would like to show that T α,β / ∈ (J 2 + · · · + J s−1 )S where J is the defining ideal of R[F(C)t] and S = R[T 1 , . . . , T q ].
Assume there are α i , β i ∈ I s i ,where 2 ≤ s i < s for i = 1, . . . , m, and in which we have
Then by (3.1) there is 1 ≤ k ≤ m and µ k ∈ R such that
Without loss of generality we can assume k = 1.
Consider the subcollection
∈ Facets(C α 1 ,β 1 ). Then since C α,β is a special cycle we have the following
Note that in the previous proposition even length special cycles are not minimal generator even walks of an ambient ∆ but just of themselves. For instance see the following. 
The case of graphs
We demonstrate that Definition 3.4 in dimension 1 restricts to closed even walks in graph theory. For more details on the graph theory mentioned in this section we refer the reader to [11] . Definition 3.20. Let G = (V, E) be a graph (not necessarily simple) where V is a nonempty set of vertices and E is a set of edges. A walk in G is a list e i 1 , e i 2 , . . . , e in of edges such that
for each j ∈ {1, . . . , n − 1}.
A walk is called closed if its endpoints are the same i.e.
Theorem 3.21 (Euler's Theorem, [11] ). If G is a connected graph, then G is a closed walk with no repeated edges if and only if the degree of every vertex of G is even.
The following lemma follows directly from the definitions above.
Lemma 3.22. Let G be a simple graph and I(G) = (f 1 , . . . , f q ) be its edge ideal and let C = e i 1 , . . . , e i 2s be a sequence of not necessarily distinct edges of G where s ≥ 2, e i j = {x i j , x i j+1 }. Let α = (i 1 , i 3 , . . . , i 2s−1 ), β = (i 2 , i 4 , . . . , i 2s ). Then C is a closed even walk if and only if f α = f β .
Proof. (=⇒) This direction is clear from the definition of closed even walks. (⇐=)
We can give to each repeated edge in C a new label and consider C as a multigraph (a graph with multiple edges). The condition f α = f β implies that every x ∈ V(C) has even degree, as a vertex of the multigrpah C. Theorem 3.21 implies that C is a closed even walk with no repeated edges. Now we revert back to the original labeling of the edges of C (so that repeated edges appear again) and then since C has even length we are done.
To prove the main theorem of this section (Theorem 3.24) we need the following lemma.
Lemma 3.23. Let C = C α,β be a 1-dimensional simplicial even walk and α, β ∈ I s . If there is x ∈ V(C) for which deg β (x) = 0 (or deg α (x) = 0), then we have deg
Proof. First we show the following statement.
where E(C) is the edge set of C. Suppose deg β (w i+1 ) = 0. Then there is e j ∈ E(C) such that j ∈ Supp (β) and w i+1 ∈ e j . On the other hand since w i ∈ e i and deg β (w i ) = 0 we can conclude i ∈ Supp (α) and thus deg α (w i ) > 0. Therefore, we have
and it is a contradiction. So we must have deg β (w i+1 ) = 0. Now we proceed to the proof of our statement. Pick y ∈ V(C) such that y = x. Since C is connected we can conclude there is a path γ = e i 1 , . . . , e it in C in which we have
• e i j = {x i j , x i j+1 } for j = 1, . . . , t;
Since γ is a path it has neither repeated vertices nor repeated edges. Now note that since deg β (x) = deg β (x i 1 ) = 0 and {x i 1 , x i 2 } ∈ E(C) from (3.7) we have deg β (x i 2 ) = 0. By repeating a similar argument we have deg β (x i j ) = 0 for j = 1, 2, . . . , t + 1, and in particular we have deg β (x i t+1 ) = deg β (y) = 0 and we are done.
We now show that a simplicial even walk in a graph (considering a graph as a 1-dimensional simplicial complex) is a closed even walk in that graph as defined in Definition 3.20. 1-dimensional simplicial even walks) . Let G be a simple graph with edges e 1 , . . . , e q . Let e i 1 , . . . , e i 2s be a sequence of edges of G such that e i 1 , . . . , e i 2s is a connected subgraph of G. Then e i 1 , . . . , e i 2s is a simplicial even walk if and only if e i 1 , . . . , e i 2s is a closed even walk in G.
Proof. Let I(G) = (f 1 , . . . , f q ) be the edge ideal of G and α = (i 1 , i 3 , . . . , i 2s−1 ) and β = (i 2 , i 4 , . . . , i 2s ) so that C α,β = e i 1 , . . . , e i 2s . Assume C α,β is a closed even walk in G. Then we have
where the second equality follows from Lemma 3.22. So for every x ∈ V(C α,β ) we have deg α (x) = deg β (x). In other words we have
and therefore we can say C α,β is a simplicial even walk.
To prove the converse we assume C α,β is a simplicial even walk. By applying Lemma 3.22 we only need to show
for all x ∈ V(C α,β ).
We will show that
We set e i = {x, w 1 }. Now we will show that deg β (x) = 0 and then by applying Lemma 3.22 we can conclude (3.8) .
Suppose deg β (x) = 0. Since from Corollary 3.14 we know C α,β contains at least four distinct edges we can choose an edge e k in C α,β where k ∈ Supp (β) such that x ∈ e i ∩ e k . We consider two cases.
(1) If deg β (w 1 ) = 0 then since deg α (w 1 ) ≥ 1 we have
(2) If deg β (w 1 ) ≥ 1, then we can say there exists edge e h with w 1 ∈ e h and h ∈ Supp (β). So we have
again a contradiction.
So we must have deg β (x) = 0.
Line graphs of even walks
Line graphs of simplicial even walks tend to be of a special form. Using the line graph of a simplicial complex, it is often possible to detect whether the complex contains an even walk. For more details on line graphs see [1] .
Definition 3.25. Let ∆ = F 1 , . . . , F n be a simplicial complex. The line graph L(∆) of ∆ is a graph whose vertices are labeled with the facets of ∆, and two vertices labeled F i and F j are adjacent if and only if F i ∩ F j = ∅.
Lemma 3.26 (Line graphs of even walks). If C α,β is an even walk, then L( C α,β ) contains an even cycle which has at most one chord.
Proof. By Proposition 3.13 C α,β contains an even Berge cycle, which we label by F 1 , . . . , F 2s . This means that L( C α,β ) contains an even graph cycle with edges e i = {F i , F i+1 }. Suppose D is a minimal such cycle in the sense that it does not properly contain another even cycle. We show it can have at most one chord. Suppose the length D is equal to 2r and it has two chords and we label them as e = {F i , F j } and e = {F k , F } where i < j, k < . The three cases below are illustrated in Figure 6 .
Case 1: i, j < k < (mod 2r). We consider the following cycles in D.
C 1 = e , e j , . . . , e −1 , e , e k+1 , . . . , e i−1 C 2 = e i , e i+1 , . . . , e j−1 , e C 3 = e , e +1 , . . . , e k−1 , e .
If all three of these cycles are odd, then D is odd, since the sum of their lengths, which is equal to 2r + 4 will be an odd number a contradiction [6a]. So one of C 1 , C 2 , C 3 is an even cycle contained in D, which contradicts our assumption.
Case 2: i < k < j < (mod 2r). In this case we consider the following cycles C = e i , . . . , e k−1 , e , e −1 , . . . , e j+1 , e = A + e + C + e C 1 = e i , . . . , e j−1 , e = A + B + e C 2 = e k , . . . , e −1 , e = B + C + e .
If C is odd then A + C is odd and then A is odd and C is even or vice versa. On the other hand since D is an even cycle and A + C is odd we can conclude B + D is odd and then B is even and D is odd or vice versa. Therefore C 1 or C 2 is even, a contradiction. Then C must be even and again a contradiction [6b].
Case 3 k = i < j < (mod 2r). We consider the following cycles.
. . , e j−1 , e = M + e C 2 = e k , e , e j+1 , . . . , e −1 , e = e + N + e C 3 = e +1 , . . . , e i−1 , e = P + e .
If N is even then C 2 would be even an even cycle which contradicts our assumption. Then we must assume N is odd therefore exactly one of M or P must be odd (since M + N + P is even) and thus C 1 or C 3 would be even and again a contradiction [6c]. 4 A criterion for a squarefree monomial ideal to be of linear type
We are ready to state one of the main theorems of this paper which is a combinatorial criterion to describe all linearly irredundant Rees equations of squarefree monomial ideals. We first show that these Rees equations come from even walks.
Lemma 4.1. Let I = (f 1 , . . . , f q ) be a squarefree monomial ideal in the polynomial ring R. Suppose s, t, h are integers with s ≥ 2, 1 ≤ h ≤ q and
Proof. We only prove (i); the proof of (ii) is similar. If we have lcm(f α , f β ) = γf h f αt , then γf h is divisible by f it , so there exists λ ∈ R such that
By using (4.1) we have
On the other hand note that since we have
we can conclude lcm(f αt(h) , f β ) divides lcm(f α , f β ). Thus there exists µ ∈ R such that
By using (4.1) and (4.3) we have
Then by using (4.2) and (4.4) we have
In order to show the converse note that by using (2.2) we can say there exists m ∈ R such that
where m 0 ∈ R. This settles the converse. Now we show that there is a direct connection between linearly redundant Rees equations and the above lemma.
Proposition 4.2. Let I = (f 1 , . . . , f q ) be a squarefree monomial ideal in R. Let α = (i 1 , . . . , i s ), β = (j 1 , . . . , j s ) ∈ I s and s ≥ 2 be an integer. If T α,β is a linearly redundant Rees equation then there exists t ∈ {1, . . . , s} and g ∈ {1, . . . , q} such that one of the following is true
where λ, µ ∈ R.
Proof. Suppose T α,β be linearly redundant. Then we can conclude there exists t ∈ {1, . . . , s} and g ∈ {1, . . . , q} such that
where α i , β i ∈ I s i for each i, s i < s, M ∈ R and M i ∈ S.
We assume the first case happens. By using (2.2), (2.3) and comparing coefficients of T α on the left and right hand sides of (4.10), we can say there exists m ∈ R such that
where m 0 ∈ R. Now Lemma 4.1 proves (i). A similar argument proves (ii). Proof. Let I = (f 1 , . . . , f q ) be the facet ideal of ∆ and let α = (i 1 , . . . , i s ), β = (j 1 , . . . , j s ) ∈ I s and s ≥ 2 be an integer. Suppose T α,β is linearly irredundant and C α,β is not an even walk. Since by Remark 3.7 C α,β has to be connected there exist i t ∈ Supp (α) and j l ∈ Supp (β) such that one of the following cases is true
Suppose (1) is true. Then we can say there exists a monomial m ∈ R such that
where m 0 ∈ R. On the other hand by using Lemma 4.1 we can say there exists λ, µ ∈ R such that
Thus T α,β is linearly redundant and it is a contradiction. If case (2) holds, a similar argument shows that T α,β is linearly redundant.
The converse of Theorem 4.3 is not in general true. For example see the following. 
we can conclude T α,β is linearly redundant.
We can now state a simple necessary condition for a simplicial complex to be of linear type in terms of its line graph. To state a converse of Theorem 4.3 we need an additional condition.
Definition 4.7. Let ∆ be a simplicial complex, α = (i 1 , . . . , i s ), β = (j 1 , . . . , j s ) ∈ I s and s ≥ 2 be an integer. Let C α,β = F i 1 , F j 1 , . . . , F is , F js be an even walk. Then F ∈ Facets(∆)\Facets( C α,β ) is called a breaking facet for C α,β if there exists i t ∈ Supp (α) or j l ∈ Supp (β), such that at least one of the following conditions hold
The appropriate F it or F j l is called a connection of F . Lemma 4.8. Let ∆ = F 1 , . . . , F q be a simplicial complex, α = (i 1 , . . . , i s ), β = (j 1 , . . . , j s ) ∈ I s for some s ≥ 2 and C α,β = F i 1 , F j 1 , . . . , F is , F js be an even walk, and let F h (h ∈ {1, . . . , q}) be a breaking facet for C α,β with connection F a . Then there exists µ ∈ R such that,
Proof. We will only prove (a); the proof of (b) would be similar. To prove (a) we need to show the following
To prove this, note that since F h is a breaking facet with connection F it (and i t ∈ Supp (α)) we have
By using (3.1) and (4.8) we can conclude that
where m ∈ R and then we have lcm (f α , f β ) = m 0 f h f αt where m 0 ∈ R. This follows (4.7) from Lemma 4.1 and so we are done.
Repeated applications of Lemma 4.8 gives us a condition for T α,β to be linearly irredundant. We consider the following algorithm.
Algorithm 1 Computing S(C α,β )
Input: C α,β even walk Output: S(C α,β ) while C α,β is an even walk and ∃ breaking facet F for C α,β in ∆ with connection F ∈ C α,β do Replace F with F in C α,β Replace ∆ with ∆\ F end while return C α,β
Since the number of even walks in a simplicial complex is finite, after replacing connections of breaking facets with the breaking facets themselves for a finite number of times, we reach a subcollection C α ,β which is either not an even walk or, has no breaking facets. Therefore the above algorithm makes sense.
We are ready to state the converse of Theorem 4.3.
Theorem 4.9. Let ∆ be a simplicial complex and let s ≥ 2 is an integer. Let C α,β be an even walk in ∆. Then we have Proof. Let C α,β = F i 1 , F j 1 , . . . , F is , F js where α = (i 1 , . . . , i s ) and β = (j 1 , . . . , j s ) ∈ I s . To prove (a) suppose S(C α,β ) = F i 1 , F j 1 . . . , F i s , F j s , and set α = (i 1 , . . . , i s ) and β = (j 1 , . . . , j s ). By using Lemma 4.8, we can conclude there exists µ ∈ R such that T α,β − µT α ,β ∈ J 1 S. (4.9)
If T α,β is linearly redundant then T α,β = v 1 + v 2 where v 1 ∈ J 1 S and v 2 ∈ (J 2 + · · · + J s−1 )S. On the other hand since µ ∈ R from (4.9) we can conclude there are u 1 ∈ J 1 S and u 2 ∈ (J 2 + · · · + J s−1 )S such that T α ,β = u 1 + u 2 .
If u 1 = 0, then we can say S(C α,β ) is not a minimal generator even walk, a contradiction. So u 1 = 0, and thus we have T α ,β is linearly redundant. Then by applying Proposition 4.2 we can conclude there exist t ∈ {1, . . . , s} and g ∈ {1, . . . , q} such that T α ,β = λ T α t T (i t ),(g) + µT α t (g),β or T α ,β = λ T β t T (g),(j t ) + µT α ,β t (g) (4.10) where λ, µ ∈ R. So by using (3.1) we have Thus (4.11) contributes S(C α,β ) is not an even walk (when g ∈ Supp (α ) or g ∈ Supp (β )) or S(C α,β ) has a breaking facet and both are contradictions. Now we show (b) . Since S(C α,β ) is not an even walk by using Theorem 4.3 we can say T α ,β is linearly redundant and therefore, by using (4.9) we can conclude T α,β is linearly redundant.
Example 4.10. Let C α,β = F 1 , . . . , F 6 where F 1 = {x 1 , x 2 , x 3 }, F 2 = {x 3 , x 4 , x 5 }, F 3 = {x 5 , x 6 , x 7 }, F 4 = {x 2 , x 7 , x 8 }, F 5 = {x 1 , x 3 , x 4 }, F 6 = {x 6 , x 7 , x 8 } and let α = (1, 3, 5), β = (2, 4, 6 ). Then C α,β is an even walk of 6 facets.
Consider even walk C α ,β = F 1 , F 2 , F 3 , F 4 where α = (1, 3), β = (2, 4). Since we have S(C α ,β ) = F 6 , F 2 , F 3 , F 4 , which is not an even walk, by applying Theorem 4.9 we can say T α,β is linearly redundant.
Note that in Theorem 4.9 the condition of minimal generator for S(C) is necessary. For example in the following simplicial complex we have C = F 1 , . . . , F 8 is an even walk and F 10 is the only breaking facet for C.
Then S(C) is the special cycle seen in Figure 5 . Since for α = (1, 3, 5, 7), β = (2, 4, 6, 8) we have T α,β = T 1 T 3 T 7 (x 7 T 5 − x 9 T 10 ) + T 3 (x 9 T 1 T 7 T 10 − x 7 T 6 T 8 T 9 ) + T 6 T 8 (x 7 T 3 T 9 − x 3 T 2 T 4 )
we can conclude T α,β is a linearly redundant Rees equation. Corollary 4.11 (A criterion for an ideal to be of linear type). Let I be a squarefree monomial ideal and F(I) be its facet complex. Then I is of linear type if and only if for every even walk C α,β in F(I), S(C α,β ) is not a minimal generator even walk of F(I).
In graph case it is clear that every closed even walk has no breaking facets (edges), since then we can conclude S(C α,β ) = C α,β for each closed even walk C α,β .Therefore by applying Corollary 4.11 we can conclude the following result, which has been shown by Villarreal in [10] .
Corollary 4.12. Let G be a graph and I(G) be its edge ideal. I(G) is of linear type if and only if G has no closed even walks. In other words I(G) is of linear type if and only if G is a tree or G has a unique odd cycle.
