Tilting modules and representation dimensions  by Chen, Hongxing & Hu, Wei
Journal of Algebra 323 (2010) 738–748Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Tilting modules and representation dimensions
Hongxing Chen, Wei Hu ∗
School of Mathematical Sciences, Beijing Normal University, Beijing 100875, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 7 November 2008
Available online 1 December 2009
Communicated by Michel Van den Bergh
Keywords:
Tilting module
Representation dimension
Global dimension
In this paper, we compare the representation dimensions of two
algebras linked by certain tilting modules. Our main results can
be stated as follows: Suppose T is a tilting module over A and
B = EndA(T ). Then: (1) If T is separating and splitting, then
rep.dim(A) = rep.dim(B); (2) If T = P ⊕ τ−1S is an APR-tilting
module and the injective dimension of S is at most 2, then
rep.dim(B) rep.dim(A) + 1.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The representation dimension of an Artin algebra A, denoted by rep.dim(A), was introduced by
Auslander [4] as a way of measuring homologically how far an algebra is from being representation-
ﬁnite. Auslander [4] proved that an algebra A is representation-ﬁnite if and only if rep.dim(A)  2.
For three decades, it was unclear whether Auslander’s philosophy works. The situation has changed
dramatically in the last few years. Iyama [8] proved that the representation dimension of an Artin
algebra is always ﬁnite, and Rouquier [9] proved that the representation dimensions of Artin algebras
can be arbitrary integers  2 by showing that the exterior algebra of an n-dimensional vector space
has representation dimension n + 1. So we get a new division of algebras according to the size of
their representation dimensions.
The precise value of a given algebra is not known in general, and is very hard to compute even
for small examples. One possible method is to study the relationship between the representation
dimensions of “nicely” related algebras. For instance, it is proved in [6] that representation dimension
is invariant under stable equivalences (for stable equivalence of Morita type, this was already shown
by Xi [10]).
Recently, in a paper of Assem, Platzeck and Trepode [2], they proved that a tilted algebra, which is
the endomorphism algebra of a tilting module over a hereditary algebra, has representation dimension
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algebra A has the same representation dimension as A. This motivates the following question.
Question. Suppose B is the endomorphism algebra of a tilting module T over an algebra A. What is
the relationship between the representation dimensions of A and B?
Note that in general A and B do not have the same representation dimension, since there are
examples where A is representation-ﬁnite while B is representation-inﬁnite. It is well known that
T induces two torsion pairs (TT , FT ) and (XT , YT ) in A-mod and B-mod, respectively. The tilting
module T is called separating and splitting if the torsion pairs (TT , FT ) and (XT , YT ) are both splitting.
Our ﬁrst result in this paper is the following theorem.
Theorem 1.1. Let T be a tilting module over an Artin algebra A and B = EndA(T ). If T is separating and
splitting, then rep.dim(A) = rep.dim(B).
Let A be an Artin algebra with a projective non-injective simple module S , and let P be the direct
sum of all the pairwise non-isomorphic indecomposable projective A-modules other than S . Then the
A-module T := P ⊕ τ−1S is a tilting module, and is called an APR-tilting module. This module was
ﬁrst studied in [5], which is the starting point of tilting theory. So, it is natural to consider our ques-
tion for APR-tilting modules. Let B be the endomorphism algebra of the APR-tilting module T . In [11],
it is proved that if the injective dimension of S is 1, then A and B have the same representation di-
mension. Note that in this case, T is separating and splitting. So, the above theorem also generalizes
the result [11, Theorem 6.5]. For APR-tilting modules, the next step is: when the simple module S has
injective dimension 2, what can we say about the representation dimensions of A and B . In this case,
we have the following theorem.
Theorem 1.2. Assume that A is an Artin algebra with a projective non-injective simple module S. Let P be
the direct sum of all the pairwise non-isomorphic indecomposable projective A-modules other than S, and let
T = P ⊕ τ−1S be the APR-tilting module. Set B = EndA(T ). If the injective dimension of S is at most 2, then
rep.dim(B)  rep.dim(A) + 1. In particular, if the global dimension of A is at most 2, then rep.dim(B) 
rep.dim(A) + 1.
This paper is organized as follows. In Section 2, we shall recall some basic deﬁnitions and facts
needed in our proofs. Our main results Theorem 1.1 and Theorem 1.2 will be proved in Section 3 and
Section 4, respectively. In the ﬁnal section, we shall give two examples to illustrate our results.
2. Preliminaries
In this section, we recall some basic deﬁnitions and facts on representation dimension and tilting
theory for Artin algebras. We refer to [4,1] for relevant literature.
Throughout this paper, all algebras are Artin algebras. Let A be an Artin algebra. Unless speci-
ﬁed otherwise, an A-module always means a ﬁnitely generated left A-module. We use A-mod to
denote the category of ﬁnitely generated left A-modules. The global dimension of A is denoted by
gl.dim(A). For each A-module X , its projective dimension and injective dimension are denoted by
pdA X and idA X , respectively. We use add(X) to denote the full subcategory of A-mod consisting of
direct summands of ﬁnite direct sums of copies of X . The usual duality is denoted by D and the
Auslander–Reiten translation D Tr is denoted by τ .
Let A be an Artin algebra. An A-module M is called a generator (respectively, cogenerator) for A if
A A ∈ add(M) (respectively, D(A) ∈ add(M)). The representation dimension of A is deﬁned to be
rep.dim(A) := inf{gl.dim(EndA(M)
) ∣∣ M is a generator-cogenerator for A
}
.
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Lemma 2.1. Let A be an Artin algebra, n be a non-negative integer and M be a generator-cogenerator for
A-mod. Then gl.dim(EndA(M)) n + 2 if and only if for each A-module X, there exists an exact sequence
0→ Mn → ·· · → M0 → X → 0
with Mi in add(M) for all i, such that the induced sequence
0→ HomA(M,Mn) → ·· · → HomA(M,M0) → HomA(M, X) → 0
is exact.
Let A be an Artin algebra. A torsion pair in A-mod is a pair (T , F) of classes of A-modules such
that
(1) HomA(M,N) = 0 for all M ∈ T and N ∈ F ;
(2) if HomA(M,−)|F = 0, then M ∈ T ; and
(3) if HomA(−,N)|T = 0, then N ∈ F .
The class T (respectively, F ) is called the torsion class (respectively, the torsion-free class). It is
known (for example, see [1, Proposition 1.1]) that a class T of A-modules is a torsion class of a
torsion pair in A-mod if and only if T is closed under images, direct sums and extensions. Similarly,
a class F of A-module is a torsion-free class of a torsion pair in A-mod if and only if F is closed
under submodules, direct sums and extensions.
We collect some basic facts on torsion pairs in the following lemma. One may refer to [1] for the
proof.
Lemma 2.2. Let (T , F) be a torsion pair in A-mod. Then we have the following.
(1) For each A-module M, there is a unique submodule t(M) in the torsion class T such that the quotient
module M/t(M) is in the torsion-free class F ;
(2) An indecomposable M ∈ T is Ext-projective in T (that is, Ext1A(M,−)|T = 0) if and only if τM ∈ F ;
(3) An indecomposable N ∈ F is Ext-injective in F if and only if τ−1N ∈ T .
A torsion pair (T , F) in A-mod is splitting if for each A-module M , the exact sequence 0 →
t(M) → M → M/t(M) → 0 splits, or equivalently, each indecomposable A-module is either in T or
in F .
An A-module T is called a tilting module if (1) pdA T  1, (2) Ext1A(T , T ) = 0, and (3) there exists
a short exact sequence 0 → A A → T 0 → T 1 → 0 with T 0, T 1 ∈ add(T ) (or, (3′) the number of non-
isomorphic indecomposable direct summands of T is equal to the number of non-isomorphic simple
A-modules). It is well known that a tilting module AT induces a torsion pair (TT , FT ) in A-mod and
a torsion pair (XT , YT ) in EndA(T )-mod, where TT = Gen T (the A-modules which are homomorphic
images of Tn for some n) and YT = {HomA(T , X) | X ∈ TT }. A tilting module AT is called separating
(respectively, splitting) if the torsion pair (TT , FT ) (respectively, (XT , YT )) is splitting.
Lemma 2.3. Let A T be a tilting module over an Artin algebra A and let B = EndA(T ). Then we have the
following.
(1) TT = {A X | Ext1A(T , X) = 0} and D(A) ∈ TT ;
(2) HomA(T ,−) : TT → YT is an equivalence;
(3) Ext1A(T ,−) : FT → XT is an equivalence;
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(5) AT is separating if and only if pdB X = 1 for all B X ∈ XT ;
(6) AT is splitting if and only if idA M = 1 for all AM ∈ FT ;
(7) idB HomA(T , X) idA X + 1 for all X ∈ TT ;
(8) idA X max{idB Ext1A(T , X),1} + 1 for all X ∈ FT .
Proof. The statements (1)–(4) of are well known (see, for example, [1, Theorem 2.1, p. 20]). For the
proof of (5) and (6), we refer to [1, Theorem 3.6, p. 49]. For the proof of (7) and (8), we refer to
[1, p. 27] and the references therein. 
For a tilting module AT , throughout this paper, we use F (respectively, E) to denote the functor
HomA(T ,−) (respectively, Ext1A(T ,−)). The triple (A, T , B) is called a tilting triple if AT is a tilting
module over A and B = EndA(T ).
3. Separating splitting tilting modules and representation dimensions
Let (A, T , B) be a tilting triple. In this section, we shall consider the case when AT is separating
and splitting and prove the following theorem.
Theorem 3.1. Let (A, T , B) be a tilting triple. If A T is separating and splitting, then rep.dim(A) = rep.dim(B).
Remark.
(1) This generalizes the result [11, Theorem 6.5]. In [11, Theorem 6.5], the tilting modules considered
are separating and splitting.
(2) Note that under the assumption of the above theorem, the algebras A and B are not stably equiv-
alent in general. For a counterexample, see Example 1 in Section 5.
Before giving the proof of the theorem, we give some useful lemmas.
Lemma 3.2. Suppose (A, T , B) is a tilting triple such that A T is separating. If T0 is a non-projective inde-
composable direct summand of T and 0 → τ T0 → U → T0 → 0 is the AR-sequence ending at T0 , then
U ∈ add(T ⊕ τ T ).
Proof. Since AT is separating, we can assume that U  K ⊕ L, where K ∈ TT and L ∈ FT . Let K ′
be an indecomposable direct summand of K . We claim K ′ is Ext-projective in TT . If K ′ is projec-
tive, then clearly K ′ is Ext-projective in TT . If K ′ is not projective, then there is an irreducible map
τ K ′ → τ T0. Since τ T0 ∈ FT , we have τ K ′ ∈ FT . Thus K ′ is Ext-projective in TT by Lemma 2.2(2),
and consequently we get K ′ ∈ add(T ) by [1, Corollary 1.8]. This shows that K ∈ add(T ). Let L′ be an
indecomposable direct summand of L. Then L′ cannot be injective since DA ∈ TT by Lemma 2.3(1).
Thus there is an irreducible map from T0 to τ−1L′ , and it follows that τ−1L′ is in TT . Hence L′ is
Ext-injective in FT by Lemma 2.2(3), and therefore L′ ∈ add(τ T ). Hence U  K ⊕ L ∈ add(T ⊕τ T ). 
Lemma 3.3. Suppose (A, T , B) is a tilting triple such that A T is separating and splitting. Then
HomB(E(τ T ), X) = 0 for any indecomposable B-module X /∈ add(E(τ T )).
Proof. Since τ T is Ext-injective in F , the B-module E(τ T ) is Ext-injective in XT . Since T is splitting,
the torsion pair (XT , YT ) splits. Let X be an indecomposable B-module. If X ∈ XT , then obviously
Ext1B(X, E(τ T )) = 0 since E(τ T ) is Ext-injective in XT . If X ∈ YT , then it follows from [3, Propo-
sition VI.1.7(c)] that Ext1B(X, E(τ T )) = 0. Hence E(τ T ) is Ext-injective in B-mod, which means that
E(τ T ) is an injective B-module. Note that each indecomposable direct summand of τ T is of the
form τ T0, where T0 is an indecomposable non-projective direct summand of T . By Lemma 3.2, the
AR-sequence ending at T0 is of the following form
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where T1, T2 ∈ add(T ). Now let W be an indecomposable B-module. Suppose h : E(τ T0) → W is
not split monic. We claim that h factors through E(g). Clearly, we can assume h is nonzero. Then
W ∈ XT , and hence W  E(V ) for some indecomposable V ∈ FT . Thus, there is some map h′ : τ T0 →
V which is not a split monomorphism such that E(h′) = h. Thus, h′ factors through [ f , g]. Note that
HomA(T1, V ) = 0. It follows that h′ actually factors through g , and consequently h = E(h′) factors
through E(g). In addition, g is a left minimal map, so is E(g). Hence E(g) : E(τ T0) → E(τ T2) is
a left minimal almost split morphism, and consequently, we have E(τ T0)/ soc(E(τ T0))  E(τ T2) ∈
add E(τ T ).
Now let T0 be an indecomposable module in add(E(τ T )), and let X be an indecomposable
B-module not in add(E(τ T )). Suppose that u : E(τ T0) → X is a B-module homomorphism. Since
X /∈ add(E(τ T )) and E(τ T ) is injective, the map u cannot be a split monomorphism. Therefore, the
map u factors through E(τ T0)/ soc(E(τ T0)) which is still in add(E(τ T )) but has smaller length than
E(τ T0). Thus, using induction on the length of E(τ T0), we have HomB(E(τ T0), X) = 0 and the lemma
is proved. 
We also have another lemma.
Lemma 3.4. Let (A, T , B) be a tilting triple such that A T is a separating tilting module. Suppose that M is a
generator for A and N = F (M) ⊕ B ⊕ X with X ∈ XT . Then
pdEndB (N) HomB
(
N, F (U )
)
 pdEndA(M) HomA(M,U )
for each A-module U ∈ TT .
Proof. Set Λ = EndA(M) and Γ = EndB(N). If pdΛ HomA(M,U ) = ∞, then there is nothing to prove.
Assume pdΛ HomA(M,U ) = n < ∞. Since M is a generator for A, there is an exact sequence
0→ Mn → ·· · → M0 → U → 0
with all Mi ∈ add(M) such that
0→ HomA(M,Mn) → ·· · → HomA(M,M0) → HomA(M,U ) → 0
is exact. Equivalently, there is an exact sequence 0→ Ki+1 → Mi fi−→ Ki → 0 for each i = 0, . . . ,n− 1,
such that f i is a right add(M)-approximation, where K0 = U and Kn = Mn . Applying F = HomA(T ,−),
for each i, we have an exact sequence
0→ F (Ki+1) → F (Mi) F ( f i)−−−→ F (Ki) → E(Ki+1) → E(Mi) → E(Ki) → 0.
Let Ci = Coker F ( f i). Then we have an exact sequence
0→ Ci → E(Ki+1) → E(Mi) → E(Ki) → 0.
Since T is separating, by Lemma 2.3(5), all the modules in XT have projective dimension 1. Note
that the modules of the above exact sequence, except Ci , are all in XT , and therefore have projective
dimension 1. It follows that pdB Ci  1. Let 0 → F (T ′′i ) → F (T ′i ) → Ci → 0 be a projective resolution
of Ci . We have the following commutative diagram
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0 F (Ki+1) F (Ki+1) ⊕ F (T ′′i ) F (T ′′i ) 0
0 F (Mi) F (Mi) ⊕ F (T ′i ) F (T ′i ) 0
0 Im F ( f i) F (Ki) Ci 0.
0 0 0
Thus we have a short exact sequence
0→ F (Ki+1) ⊕ F
(
T ′′i
) → F (Mi) ⊕ F
(
T ′i
) gi−→ F (Ki) → 0.
Now let N ′ be an indecomposable direct summand of N . We claim that every map from N ′ to
F (Ki) factors through gi . In fact, this is clearly true when N ′ is projective. If N ′ ∈ add(X), then
HomB(N ′, F (Ki)) = 0. Now assume that N ′ is isomorphic to F (M ′) for some M ′ ∈ add(M) ∩ TT . In
this case, we have a natural isomorphism induced by F :
HomB
(
F
(
M ′
)
, F (Ki)
)  HomA
(
M ′, t(Ki)
)  HomA
(
M ′, Ki
)
.
Since every map from M ′ to Ki factors through f i , we know that every map from F (M ′) to F (Ki)
factors through F ( f i) which clearly factors through gi . This proves the claim: every map from N ′ to
F (Ki) factors through gi . Deﬁne Ni = F (Mi)⊕ F (T ′i )⊕ F (T ′′i−1), K i = F (Ki)⊕ F (T ′′i−1) for 1 i  n and
K 0 = F (U ), N0 = F (M0) ⊕ F (T ′0). Then for each i = 0, . . . ,n− 1 we have an exact sequence
0→ K i+1 → Ni → K i → 0
such that the following sequence is exact
0→ HomB(N, K i+1) → HomB(N,Ni) → HomB(N, K i) → 0.
Moreover, Kn = F (Kn)⊕ F (T ′′n−1) is in add(N). Hence pdΓ HomB(N, F (U )) n = pdΛ HomA(M,U ). 
Now we are ready to give a proof of Theorem 3.1.
Proof of Theorem 3.1. Since AT is separating and splitting, the torsion pairs (TT , FT ) and (XT , YT )
are both splitting. Let A = P ⊕ Q such that P ∈ TT and Q ∈ FT . Suppose M = DA ⊕ A ⊕ K ⊕ L is a
generator-cogenerator for A such that gl.dim(EndA(M)) = rep.dim(A) = n + 2, where n  0, K ∈ TT
and L ∈ FT . Now deﬁne
N = B ⊕ F (DA) ⊕ F (K ) ⊕ E(Q ) ⊕ E(L) ⊕ E(τ T ).
Let T = P ⊕ T ′ . Then D(B) = D HomA(P ⊕ T ′, T )  D(P∗ ⊗A T ) ⊕ Ext1A(T , τ T ′)  F (D(P∗)) ⊕ E(τ T ′)
which is in add(BN), where P∗ = HomA(P , A). Hence N is a generator-cogenerator for B . Set
Λ = EndA(M) and Γ = EndB(N). We claim that gl.dim(Γ )  n + 2. By Lemma 2.1, it is equivalent
to say pdΓ HomB(N, X) n for all B-modules X . Clearly, we can assume X is indecomposable. Since
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indecomposable A-module U ∈ TT . By Lemma 3.4, we have pdΓ HomB(N, X) pdΛ HomA(M,U ) n.
If X ∈ XT , then X  E(V ) for some indecomposable A-module V ∈ FT . If V ∈ add(τ T ), then
pdΓ HomB(N, X) = 0 n. Now suppose V /∈ add(τ T ). Then, for each 0 i  n − 1, we have an exact
sequence
0→ Ki+1 → Mi fi−→ Ki → 0
with f i being a right minimal add(M)-approximation of Ki , where K0 = V and Kn ∈ add(M). Since
the torsion pair (TT , FT ) is splitting, we have all Ki and Mi are in the torsion-free class FT . Thus, the
module Ki does not have direct summands in add(τ T ) since τ T is Ext-injective in FT . Applying E ,
we have short exact sequences
0→ E(Ki+1) → E(Mi) E( f i)−−−→ E(Ki) → 0.
Let N1 be an indecomposable direct summand of N . If N1 ∈ YT , then, applying HomB(N1,−), we have
exact sequences
HomB
(
N1, E(Mi)
) → HomB
(
N1, E(Ki)
) → Ext1B
(
N1, E(Ki+1)
)
.
Since the torsion pair (XT , YT ) is splitting, by [3, Proposition VI.1.7], we have Ext1B(N1, E(Ki+1)) = 0,
and consequently every map from N1 to E(Ki) factors through E( f i). Now assume N1 ∈ XT . If
N1 /∈ add E(τ T ), then N1  E(M ′) for some M ′ ∈ add(M) ∩ FT . There is a natural isomorphism
HomB(E(M ′), E(Ki))  HomA(M ′, Ki) induced by E . Since every map from M ′ to Ki factors through f i ,
we know that every map from N1 to E(Ki) factors through E( f i). If N1 ∈ add(E(τ T )), then by
Lemma 3.3 we have HomB(N1, E(Ki)) = 0 since each Ki has no direct summands in add(τ T ). Hence
we get exact sequences
0→ HomB
(
N, E(Ki+1)
) → HomB
(
N, E(Mi)
) → HomB
(
N, E(Ki)
) → 0
for i = 0, . . . ,n − 1. Moreover, E(Mi) ∈ add(N) and E(Kn) ∈ add(N). This implies that
pdΓ HomB(N, X) n.
Thus, we have gl.dim(EndB(N))  n + 2 = gl.dim(EndA(M)) = rep.dim(A). Hence rep.dim(B) 
rep.dim(A). Dually, TB is a separating and splitting tilting module over Bop with endomorphism al-
gebra isomorphic to Aop. This implies that rep.dim(Aop)  rep.dim(Bop). Since the representation
dimensions of an algebra and its opposite algebra are equal, we have rep.dim(A) rep.dim(B). Hence
ﬁnally rep.dim(A) = rep.dim(B). 
Let A be an Artin algebra. A projective A-module A Q is called strongly hereditary projective if
add(A Q ) is closed under submodules. The following lemma shows that there are a lot of separat-
ing and splitting tilting modules over Artin algebras.
Lemma 3.5. Let A be a basic Artin algebra, and let A A = P ⊕ Q be a decomposition such that A Q has no
injective direct summands. If A Q is strongly hereditary projective and idA Q  1, then T := P ⊕ τ−1Q is a
separating and splitting tilting module over A.
Proof. Since A Q is strongly hereditary projective, we have HomA(X, Q ) = 0 for all indecomposable
A-modules X not in add(A Q ). By assumption, A Q has no injective direct summands. Hence we
have HomA(D(A), τ T ) = HomA(D(A), A Q ) = 0, and therefore pdA T  1. By Auslander–Reiten For-
mula, we have Ext1A(T , T )  D HomA(T , τ T ) since pdA T  1. Since τ−1Q has no projective direct
summands, we can easily see that T has no direct summands in add(A Q ), and consequently we have
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mands, τ−1Q has the same number of indecomposable direct summands as Q . It follows that T and
A have the same number of non-isomorphic indecomposable direct summands. Hence T is a tilting
module.
Now we consider the torsion pair (TT , FT ). For any indecomposable module X not in add(Q ), we
have Ext1A(T , X)  DHomA(X, τ T ) = DHomA(X, Q ) = 0, and therefore X ∈ TT , where HomA(−,−)
stands for the Hom-space in the quotient category A-mod of A-mod modulo the ideal gener-
ated by morphisms factoring through injective modules. Clearly, add(A Q ) is contained in FT since
HomA(T , Q ) = 0. Hence FT = add(Q ), and consequently T is separating. Since idA Q  1, we have
idA X  1 for all X ∈ FT . By assumption, the class FT = add(A Q ) has no injective modules. Hence
idA X = 1 for all X ∈ FT . It follows from Lemma 2.3(6) that T is also splitting. 
In the following, we give a method to construct separating and splitting tilting modules. Let k be
a ﬁeld, and let A = kQ /〈ρ〉 be a ﬁnite-dimensional algebra over k given by a quivers with relations.
Let B = kΓ be a path algebra of a connected quiver Γ without oriented cycles. Then Γ must contain
a source vertex (that is, a vertex which is not the end of any arrow in Γ ). Let p be a source vertex
of Γ , and let q be any vertex of Q . Denote by (Γ, Q , p,q) the quiver obtained by gluing p to q,
and denote by Σ(A, B, p,q) the k-algebra given by the quiver (Γ, Q , p,q) with relations 〈ρ〉. Let
ep be the trivial path at vertex p and let U = B/(Bep B). Then it is easy to see that U is a projective
Σ(A, B, p,q)-module. Let P be a projective Σ(A, B, p,q)-module such that P ⊕U  Σ(A, B, p,q). We
have the following proposition.
Proposition 3.6. Keeping the notations above, P ⊕ τ−1U is a separating and splitting tilting module over
Σ(A, B, p,q).
Before giving the proof of the above proposition, we illustrate our construction by an example. Let
A and B be the k-algebras given by the quivers with relations.
A B
•
α
1
2
δ
•
γ
•
3
4
β•
•
•5 μ 6•
η 7
• 8ε
αβ − δγ
Let p be the source vertex 5 and let q be the vertex 3. Then Σ(A, B, p,q) is given by the following
quiver
•
α
1
2
δ
•
•
γ
•
4
β
5 μ 6•
η 7
• • 8ε
with relations αβ − δγ , and U = P (6) ⊕ P (7) ⊕ P (8), where P (i) denotes the projective module
corresponding to the vertex i.
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Proof of Proposition 3.6. For simplicity, we denote by Σ the algebra Σ(A, B, p,q). By our construc-
tion, since p is a source vertex, all projective B/(Bep B)-modules are projective as Σ-modules. Thus,
it is easy to see that U is strongly hereditary projective as a Σ-module.
We claim that ΣU has no injective direct summands. If Σ V is an injective direct summand of ΣU ,
then V is injective as a B/(Bep B)-module. For a path algebra kQ ′ of a connected quiver without
oriented cycles, it is well known that kQ ′ has projective–injective modules if and only if Q ′ is of the
form • → • → · · · → •. Thus, the sub-quiver of Γ obtained by deleting the vertex p has a component
θ of this form. If there is no arrow from p to a vertex in θ , then Γ is not connected. This is a
contradiction. Hence there is some arrow from p to a vertex in θ . But then the module V is not
injective, a contradiction.
For each simple module S corresponding to the vertices of Γ other than p, one can easily check
that idΣ S  1. Hence we have idΣ U  1. Now the proposition follows from Lemma 3.5. 
4. APR-tilting modules and representation dimensions
Let A be an Artin algebra with a projective non-injective simple module S , and let P be the direct
sum of all the pairwise non-isomorphic indecomposable projective A-modules other than S . Then
T := P ⊕ τ−1S is a tilting module, and is called an APR-tilting module. This kind of tilting module is
the ﬁrst example of tilting modules [5], and tilting theory started from the study of such modules.
So, to consider the relationship between representation dimensions and tilting modules, it is natural
to consider APR-tilting modules ﬁrst. Our result on this direction is the following theorem.
Theorem 4.1. Suppose AT = P ⊕ τ−1S is an APR-tilting module over an algebra A and B = EndA(T ). If
idA S  2, then rep.dim(B) rep.dim(A) + 1.
Note that for an APR-tilting module T = P ⊕ τ−1S , it is well known that FT = add(A S), and
XT = add(B E(S)). Moreover, E(S) is a simple B-module.
Lemma 4.2. Let S be a projective non-injective simple A-module and let A T be the corresponding APR-tilting
module with endomorphism algebra B. Then idB E(S) = idA S − 1.
Proof. Let 0 → S → I0 f0−−→ I1 → ·· · be a minimal injective resolution of S . Set C = Im f0. Then we
have a short exact sequence 0 → S → I0 → C → 0, which cannot be split since S is not injective.
Applying F = HomA(T ,−), we have an exact sequence 0→ F (I0) → F (C) → E(S) → 0. By Lemma 2.3,
idB F (I0)  idA I0 + 1 = 1, and consequently we have idB E(S) = idB F (C). Since S is projective, we
have ExtiA(S, S) = 0 for all i > 0, and consequently the injective envelope I(S) of S does not occur as
a direct summand of Ii for any i > 0. Thus, by [1, Lemma 2.3], F (Ii) is injective for all i > 0. Since
Im f i is in TT for all i  0, we have Ext1A(T , Im f i) = 0 for all i  0, and consequently we get an exact
sequence 0 → F (C) → F (I1) → F (I2) → ·· · , which is a minimal injective resolution of F (C) since all
F (Ii) are injective and all F ( f i) are radical maps for i > 0. It follows that idA C = idB F (C). Therefore,
idB E(S) = idB F (C) = idA C = idA S − 1. 
Now we come to the place to prove Theorem 4.1.
Proof of Theorem 4.1. Let M be a generator-cogenerator for A such that rep.dim(A) =
gl.dim(EndA(M)) = n + 2 with n  0. Let I be an injective envelope of E(S). Set N =
F (M ⊕ τ−1S) ⊕ E(S) ⊕ I and Γ = EndB(N). Since T = P ⊕ τ−1S is in add(M ⊕ τ−1S), we have
B B = F (T ) ∈ add(F (M ⊕ τ−1S)) ⊆ add(BN). For each indecomposable injective B-module J not
isomorphic to I , by [1, Lemma 2.3], we have J  HomA(T , V ) for some injective A-module V .
Hence J ∈ add(F (M)), and consequently N is a generator-cogenerator for B . We claim that
gl.dim(EndB(N))  gl.dim(EndA(M)) + 1. Actually, for each B-module U not in add(N), there is a
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B B = F (T ) ∈ add(F (M ⊕ τ−1S)), and consequently α is a surjective map. Let t(U ) be the maxi-
mal torsion submodule of U with respect to the torsion pair (XT , YT ), and let β : t(U ) → U be
the inclusion map. Note that t(U ) ∈ XT = add(B E(S)). It follows that f :=
[α
β
] : N1 ⊕ t(U ) → U is
a right add(F (M ⊕ τ−1S) ⊕ E(S))-approximation. Since idA S  2, by Lemma 4.2, idB E(S)  1. Let
0 → E(S) → I → I1 → 0 be a minimal injective resolution of E(S). Clearly, the B-module I is not
a direct summand of I1. Hence I1 ∈ add F (M) and the map I → I1 is a left almost split morphism.
For each map g : I → U , g cannot be a split monomorphism since U /∈ add(BN). Thus, g factors
through I1. Since I1 ∈ add(F (M)), every map from I1 to U factors through f , and consequently g fac-
tors through f . Hence f is a right add(BN)-approximation. Let K = Ker f . There is an exact sequence
0→ HomB(N, K ) → HomB
(
N,N1 ⊕ t(U )
) → HomB(N,U ) → 0.
We also have the following commutative diagram
0
0 L K
λ
t(U )
β
0
0 L N1
α
U 0.
It follows that λ is monic, and therefore K is in YT since YT is closed under submodules. Suppose
K = F (X) for some X ∈ TT . Since AT is an APR-tilting module, the torsion pair (TT , FT ) is splitting.
Set N ′ = F (M ⊕ τ−1S) ⊕ E(S), Λ = EndA(M) and Γ ′ = EndB(N ′). By Lemma 3.4, pdΓ ′ HomB(N ′, K )
pdΛ HomA(M, X). Since I → I1 is a left almost split morphism with I1 ∈ add(N ′), by the proof of
[7, Theorem 3.1], we have pdΓ HomB(N, K ) pdΓ ′ HomB(N ′, K ). Hence we have
pdΓ HomB(N,U ) pdΓ HomB(N, K ) + 1 pdΛ HomA(M, X) + 1 n+ 1.
Hence rep.dim(B) gl.dim(Γ ) n + 3= rep.dim(A) + 1. 
As an immediate consequence, we have the following corollary.
Corollary 4.3. Let A T be an APR-tilting module over an algebra A with gl.dim(A) 2. Then
rep.dim
(
EndA(T )
)
 rep.dim(A) + 1.
5. Examples
In this section, we give some examples to illustrate our results. The following example shows that
in Theorem 3.1, the algebras A and B are not stably equivalent in general.
Example 1. Let A be the path algebra of the quiver 1 → 2 → 3, and let T be the APR-tilting module
corresponding to the simple projective A-module at the vertex 3. Then B = EndA(T ) is isomorphic to
the path algebra of the quiver 1→ 2 ← 3. Clearly, T is separating. It is also splitting since the simple
module 3 has injective dimension 1. We use A-mod to denote the stable module category of A, and
use HomA(−,−) to denote the Hom-space in A-mod. Then both A-mod and B-mod have three non-
isomorphic indecomposable objects. There is an indecomposable object X = 1 32 in B-mod such that
HomB(X, Y ) = 0 for all nonzero objects Y in B-mod, but A-mod has no such object. Hence A and B
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and B are not stably equivalent in general.
Example 2. Let A be the algebra (over a ﬁeld k) given by the quiver
•
β
2
• •γ
31
•σ
5
ε
η•δ 4
with relations εβ = σγ = ηδ. This example was also given in [11]. A has ﬁnite representation type.
The endomorphism algebra B of the only APR-tilting module over A corresponding to the ver-
tex 1 has inﬁnite representation type. Let S(1) be the simple projective A-module corresponding
to the vertex 1. The injective dimension of S(1) is 2. Thus by Theorem 4.1, we have rep.dim(B) 
rep.dim(A) + 1= 2+ 1= 3. Hence we have rep.dim(B) = 3.
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