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ROE-STRICHARTZ THEOREM ON TWO STEP NILPOTENT LIE GROUPS
SAYAN BAGCHI, ASHISHA KUMAR, AND SUPARNA SEN
Abstract. Strichartz characterized eigenfunctions of the Laplacian on Euclidean spaces by
boundedness conditions which generalized a result of Roe for the one-dimensional case. He also
proved an analogous statement for the sublaplacian on the Heisenberg groups. In this paper,
we extend this result to connected, simply connected two step nilpotent Lie groups.
1. Introduction
J. Roe proved a result (see [12]) that if a function on the real line has the property that all its
derivatives and antiderivatives are bounded by a uniform bound then it is a linear combination
of sine and cosine functions. Strichartz extended Roe’s result to Rn in [13] as follows:
Theorem 1.1. Let {fk}k∈Z be a doubly infinite sequence of functions on Rn satisfying
∆fk = fk+1,
‖fk‖∞ ≤ M, for all k ∈ Z,
where ∆ is the Laplacian on Rn i.e. ∆ =
∂2
∂x21
+ · · ·+ ∂
2
∂x2n
. Then ∆f0 = −f0.
For some related results and different proofs of Roe-Strichartz Theorem on Euclidean spaces,
we refer the reader to [1, 4, 5]. In [13], Strichartz showed that this result fails for hyperbolic
3-space. In fact, this result is not true for any Riemannian symmetric space of noncompact type.
However, some interesting modified versions of this result are proved in [6, 11].
Strichartz has proved this result on Heisenberg group corresponding to the sublaplacian on
the Heisenberg group in [13]. We wish to prove this result on connected, simply connected two
step nilpotent Lie groups. To state our main theorem, some definitions are in order.
Let G be a connected, simply connected two step nilpotent Lie group, g be the Lie algebra
of G and z denote the center of g. We consider a subspace v of g complementary to z so that
g has the decomposition g = v ⊕ z. We choose an inner product 〈·, ·〉 on g so that the above
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decomposition is orthogonal. Since G is nilpotent the exponential map from g to G is an analytic
diffeomorphism. Thus the elements of G can be identified with the elements of its Lie algebra g
via the exponential map. We shall denote the element exp(V + T ) ∈ G by (V, T ) where V ∈ v
and T ∈ z. The product law on G is given by the Baker-Campbell-Hausdorff formula
(V, T )(V ′, T ′) =
(
V + V ′, T + T ′ +
1
2
[V, V ′]
)
, for all V, V ′ ∈ v, T, T ′ ∈ z.
Let {V1, V2, · · · , Vm} be an orthonormal basis of v. We define the sublaplacian L of G by
(1.1) L = V 21 + V 22 + · · · + V 2m
We will now state Roe-Strichartz Theorem for a connected, simply connected two step nilpotent
Lie group G.
Theorem 1.2. Let {fk}k∈Z be a doubly infinite sequence of functions on a connected, simply
connected two step nilpotent Lie group G. Suppose there exists a constant M > 0 such that
Lfk = fk+1, for all k ∈ Z,(1.2)
and ‖fk‖∞ ≤ M, for all k ∈ Z.(1.3)
Then Lf0 = −f0.
The main idea of our proof of Theorem 1.2 is inspired from Strichartz’s proof of the result on
the Heisenberg group. However, the structure of general two step nilpotent Lie groups is much
more complicated than the Heisenberg group. As a result, our proof is not at all a straight
forward generalisation of Strichartz’s proof. Firstly, we generalise the result on two step MW
groups (to be defined subsequently). Then we use the idea in [8] to embed a two step non-MW
group inside a bigger two step MW group to prove the result on two step non-MW groups.
Unlike the Heisenberg group, the structure of two step MW groups is much more complicated
in the sense that the symplectic basis depends on the elements of the dual. So we need to make
significant changes in order to generalise the original idea of proof. Moreover, we need to invoke
Wiener Tauberian theorem for two step nilpotent Lie groups in [7] to prove the result.
Our paper is organised as follows: In the subsequent section we will discuss some preliminaries
for two step nilpotent Lie groups. In the third section we will prove Theorem 1.2 for two-step
MW groups. The last section is devoted for proving the above theorem for two-step non-MW
groups. Throughout the paper C denotes a constant which may vary and ej denotes the unit
vector in Rn whose jth coordinate is 1 for j = 1, · · · , n.
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2. Preliminaries on Two Step Nilpotent Lie Groups
Representation theory of connected, simply connected two step nilpotent Lie groups and the
Plancherel theorem is described in [10]. In this section, we shall briefly describe the basic facts
needed to make this paper self contained. For representation theory of general connected, simply
connected nilpotent Lie groups, please see [3].
Let G be a connected, simply connected two step nilpotent Lie group and g, z, v be as defined
in the introduction. Let g∗, v∗ and z∗ be the dual vector spaces of g, v and z respectively. For
each λ ∈ z∗ we consider the alternating bilinear form Bλ on v defined by
Bλ(V, V
′) = λ([V, V ′]), for all V, V ′ ∈ v.
Definition 2.1. Let G be a connected, simply connected two step nilpotent Lie group. If the
bilinear form Bλ is nondegenerate for some λ ∈ z∗ then we call G a two step nilpotent Lie group
with MW condition or two step MW group. Otherwise, if Bλ is degenerate for all λ ∈ z∗, then
G is called a two step nilpotent Lie group without MW condition or two step non-MW group.
We will now describe the representation theory of two step MW groups. Since we will prove
the Roe-Strichartz theorem for non-MW groups by reducing it to the MW case, we refrain from
describing the representation theory of two step non-MW groups. It is known that for a two
step MW group the set defined by
Λ0 = {λ ∈ z∗ | Bλ is nondegenerate}
is a Zariski open subset of z∗ and it gives a parametrization of the irreducible unitary represen-
tations of G relevant to the Plancherel measure. Since Bλ is nondegenerate, for each λ ∈ Λ0
we have dim v = m = 2n for some n ∈ N. Now, identifying v with Cn, we consider an or-
thonormal basis {Z1, Z2, · · · , Zn} of v. From the properties of an alternating bilinear form, it
follows that for a fixed λ ∈ Λ0, the orthonormal basis {Z1, Z2, · · · , Zn} of v can be transformed
to another orthonormal basis {Z1(λ), Z2(λ), · · · , Zn(λ)} of v by a transformation Dλ, where
Zj(λ) = Xj(λ) + iYj(λ), for j = 1, 2, · · · , n such that there exist positive numbers dj(λ) > 0
satisfying
λ([Xi(λ), Yj(λ)]) = δi,jdj(λ), 1 ≤ i, j ≤ n.
It is known that (see [2], [8]) one can find a smaller Zariski-open subset Λ ⊂ Λ0 of z∗ such that
dj is a smooth function on Λ. We note that Λ is a set of full measure in R
k, where k is the
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dimension of z. Further, we can also choose Xj(λ) and Yj(λ) to depend smoothly on λ. So it
follows that the matrix coefficients of the transformation Dλ depend smoothly on λ.
Let us fix λ ∈ Λ. We define the subspaces of v given by
ξλ = spanR{X1(λ), · · · ,Xn(λ)},
ηλ = spanR{Y1(λ), · · · , Yn(λ)}.
Then we have the decomposition
g = v⊕ z = ξλ ⊕ ηλ ⊕ z.
With respect to the above decomposition, we shall denote any element (z, t) ∈ g by (x(λ), y(λ), t).
Let {T1, · · · , Tk} be an orthonormal basis of z. We shall write
(x(λ), y(λ), t) =
n∑
j=1
xj(λ)Xj(λ) +
n∑
j=1
yj(λ)Yj(λ) +
k∑
j=1
tjTj .
The basis {X1(λ), Y1(λ), · · · ,Xn(λ), Yn(λ), T1, · · · , Tk} of g is called an almost symplectic basis.
Let {T ∗1 , · · · , T ∗k } denote the dual basis in z∗. Using the almost symplectic basis we now
describe an irreducible unitary representation piλ of G realized on L
2(ηλ) by the following action
(piλ(x(λ), y(λ), t)φ) (ξ(λ)) = e
i
∑k
j=1 λjtj+i
∑n
j=1 dj(λ)(xj(λ)ξj (λ)+
1
2
xj(λ)yj (λ))φ(ξ(λ) + y(λ)),
where φ ∈ L2(ηλ), λ = λ1T ∗1 + · · · + λkT ∗k and ξ(λ) =
∑n
j=1 ξj(λ)Yj(λ). We define the Fourier
transform of f ∈ L1(G) by the operator valued integral
f̂(λ) =
∫
z
∫
ηλ
∫
ξλ
f(x(λ), y(λ), t) piλ(x(λ), y(λ), t) dx(λ) dy(λ) dt, for λ ∈ Λ.
For λ ∈ Λ and f ∈ L1(G) we consider the Euclidean Fourier transform of f in the central
variable given by
(2.1) fλ(z) =
∫
z
f(z, t) e−iλ(t) dt, for z ∈ v,
For f, g ∈ L1(v) the λ-twisted convolution of f and g is defined by
(2.2) f ∗λ g(z) =
∫
v
f(z − w) g(w) e− i2λ([z,w]) dw, for z ∈ v.
It follows from (2.1) and (2.2) that for f, g ∈ L1(G) we have
(2.3) (f ∗ g)λ(z) = fλ ∗λ gλ(z), for z ∈ v.
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We note that, the sublaplacian L defined in (1.1) can be written in terms of the almost
symplectic basis by
(2.4) L =
n∑
j=1
(
Xj(λ)
2 + Yj(λ)
2
)
.
This follows from the fact that the right hand sides of (1.1) and (2.4) are both left invariant
differential operators on G which agree at the identity since the Euclidean Laplacian is invariant
under an orthonormal basis change. It is well known (see [10]) that
piλ(L) = −
n∑
j=1
(
− ∂
∂ξ2j
+ d2j (λ)ξ
2
j
)
= −H(d(λ)),
where d(λ) = (d1(λ), d2(λ), . . . , dn(λ)).
We define a unitary operator U(r) on L2(Rn) as
U(r)φ(ξ) =
n∏
j=1
r
1/4
j φ(
√
r1ξ1, . . . ,
√
rnξn), for φ ∈ L2(Rn),
where r = (r1, · · · , rn) ∈ (0,∞)n and ξ = (ξ1, · · · , ξn) ∈ Rn. We also define for each λ ∈ Λ
φd(λ)α = U(d(λ))φα, for α ∈ Nn,
where φα denote the normalized Hermite functions on R
n. It is known that for any representation
pi of G realized on a Hilbert space H and for any element A of the universal enveloping algebra
of left invariant differential operators on G we have
A(pi(g)u,w) = (pi(g)pi(A)u,w), for u,w ∈ H, g ∈ G.
If we plug in pi = piλ, A = L, u = w = φd(λ)α and w = φd(λ)β respectively, then we get that
L
(
piλ(g)φ
d(λ)
α , φ
d(λ)
β
)
=
(
piλ(g)piλ(L)φd(λ)α , φd(λ)β
)
.
Since it is known that (see [9])
piλ(L)φd(λ)α = −(2α+ 1) · d(λ) φd(λ)α ,
so it follows that
L
(
piλ(g)φ
d(λ)
α , φ
d(λ)
β
)
= −(2α+ 1) · d(λ)
(
piλ(g)φ
d(λ)
α , φ
d(λ)
β
)
.
We define
Φ
d(λ)
αβ (z) =
(
piλ(z, 0)φ
d(λ)
α , φ
d(λ)
β
)
, for z ∈ v.
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Noting that (
piλ(z, t)φ
d(λ)
α , φ
d(λ)
β
)
= Φ
d(λ)
αβ (z) e
iλ(t),
it follows that
(2.5) L
(
Φ
d(λ)
αβ (z)e
iλ(t)
)
= −(2α+ 1) · d(λ)
(
Φ
d(λ)
αβ (z)e
iλ(t)
)
, for (z, t) ∈ G.
3. Proof of Theorem 1.2 for two step MW groups
In this section, we are going to prove Theorem 1.2 on two step MW groups. We will follow
the method of proof in the case of Heisenberg groups in [13]. However, in this case, the method
is more complicated because here the symplectic basis depends on the the elements λ ∈ Λ. In
order to proceed with the proof, we wish to define an analogous distribution on Rk which turns
out to be supported on the unit sphere. We will need few lemmas to be able to define this
distribution. First, we will calculate the partial derivatives of Φ
d(·)
αα in the λ-variable.
Lemma 3.1. For any l ∈ {1, · · · , k}, the partial derivative ∂Φ
d(·)
αα
∂λl
can be written as a finite
linear combination of functions of the form
(3.1) τα(·)Φd(·)α+γ α+δ
where τα is a smooth function of λ on Λ depending on α and γ, δ ∈ {0,±ej : j = 1, · · · , n}.
Here the total number of terms in the above linear combination is independent of α.
Proof. Realizing z =
n∑
j=1
zj(λ)Zj(λ) as (z1(λ), · · · , zn(λ)) , it is easy to check that
Φd(λ)αα (z) = Φαα
(√
d1(λ)z1(λ), · · · ,
√
dn(λ)zn(λ)
)
,
where Φαα are the special Hermite functions on C
n (see [14]). Therefore,
∂
∂λl
(
Φd(λ)αα (z)
)
=
n∑
j=1
1
2dj(λ)
∂dj
∂λl
(λ)
(
zj∂zj + z¯j∂z¯j
)
(Φαα)
(√
d1(λ)z1(λ), · · · ,
√
dn(λ)zn(λ)
)
+
n∑
j=1
√
dj(λ)
(
∂zj
∂λl
(λ)(∂zjΦαα) +
∂z¯j
∂λl
(λ)(∂z¯jΦαα)
)(√
d1(λ)z1(λ), · · · ,
√
dn(λ)zn(λ)
)
= I1 + I2.
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Now, using the relations (1.3.19), (1.3.20), (1.3.23) and (1.3.24) of [14] we get that(
zj∂zj + z¯j∂z¯j
)
Φαα = (αj + 1)Φα+ej α+ej − αjΦα−ej α−ej − Φαα.
Since dj is a non-zero smooth function on Λ for each j, it follows that we can write I1 as a finite
linear combination of terms which are of the form (3.1).
In order to study I2, we first note that if z =
n∑
j=1
ziZi, then from the definition of the trans-
formation Dλ discussed earlier, we get that
z1(λ)
z2(λ)
.
.
.
zn(λ)

= Dλ

z1
z2
.
.
.
zn

.
If Dλ = (apq(λ))
n
p,q=1 and D
−1
λ = (bpq(λ))
n
p,q=1 , then we have
∂zj
∂λl
(λ) =
n∑
ν=1
∂ajν
∂λl
(λ) zν =
n∑
ν=1
n∑
ρ=1
∂ajν
∂λl
(λ) bνρ(λ)zρ(λ).
Hence, it follows that
∂zj
∂λl
(λ)(∂zjΦαα)
(√
d1(λ)z1(λ), · · · ,
√
dn(λ)zn(λ)
)
=
n∑
ν=1
n∑
ρ=1
1√
dρ(ν)
∂ajν
∂λl
(λ)bνρ(λ)(zρ∂zj )(Φαα)
(√
d1(λ)z1(λ), · · · ,
√
dn(λ)zn(λ)
)
.
We can evaluate
∂z¯j
∂λl
(λ)(∂z¯jΦαα) similarly. Since apq and bpq are smooth functions on Λ for
p, q = 1, · · · , n, using the relations (1.3.19), (1.3.20), (1.3.23) and (1.3.24) of [14] again, we get
that I2 can also be expressed as a finite linear combination of terms of the form (3.1). Hence
the lemma is proved. 
The next lemma will give an eigenfunction of L with eigenvalue −|λ| for λ ∈ Λ.
Lemma 3.2. For λ ∈ Λ, there exists a function hλ on G such that
Lhλ = −|λ|hλ, for λ ∈ Λ.(3.2)
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Proof. We note that if λ = |λ|ω is the polar representation of λ ∈ Rk where ω ∈ Sk−1, one can
easily see that
(3.3) Bλ = |λ|Bω, Xj(λ) = Xj(ω), Yj(λ) = Yj(ω) and dj(λ) = |λ|dj(ω),
for each j = 1, 2, · · · , n. We now define
λ˜ =
|λ|
(2α + 1) · d(λ)λ.
If λ˜ = |λ˜|ω˜, then from the relation (3.3) we get that d(ω) = d(ω˜). Then it also follows that
(3.4) λ =
(2α + 1) · d(λ˜)
|λ˜| λ˜.
We now define
hλ(z, t) = Φ
d(λ˜)
αα (z)e
iλ˜·t.
Observing that (2α+ 1) · d(λ˜) = |λ| and using (2.5) we obtain
Lhλ(z, t) = −|λ| hλ(z, t), for (z, t) ∈ G.

Now we are in a position to define the distribution on Rk mentioned in the beginning of this
section. Let us fix a function ϕ ∈ C∞c (Λ). For a test function ψ ∈ C∞c (Rk), we define
(3.5) Tϕ(ψ) =
∫
G
f0(z, t)
∫
Λ
hλ(z, t)ψ(λ)ϕ(λ)dλ dz dt,
which resembles a kind of Fourier transform of f0.We note that in order to define the distribution
Tϕ on Rk, we have effectively considered the test function ϕψ supported on Λ instead of Rk to
avoid some messy boundary terms while doing few integration by parts arguments later in the
proof. In the next lemma, we prove that Tϕ is a distribution on Rk.
Lemma 3.3. Tϕ is a distribution on Rk with |Tϕ(ψ)| . ‖ψ‖2, for ψ ∈ C∞c (Rk), where ‖ψ‖l =
sup{|Dρψ(λ)| : λ ∈ Rk, |ρ| ≤ l}.
ROE-STRICHARTZ THEOREM ON TWO STEP NILPOTENT LIE GROUPS 9
Proof. For ψ ∈ C∞c (Rk), we note that
|Tϕ(ψ)| =
∣∣∣∣∫
G
f0(z, t)
∫
Λ
eiλ˜·tΦd(λ˜)αα (z)ϕ(λ)ψ(λ)dλdzdt
∣∣∣∣
=
∣∣∣∣∣
∫
G
f0(z, t)
1
1 + |t|2
∫
Λ
eiλ˜·t
(
1−
k∑
l=1
∂2
∂λ˜2l
)(
Φd(λ˜)αα (z)ϕ(λ)ψ(λ)
)
dλdzdt
∣∣∣∣∣
≤ I1 +
k∑
l=1
I1l +
k∑
l=1
I2l + 2
k∑
l=1
I3l,
where
I1 =
∣∣∣∣∫
G
f0(z, t)
1 + |t|2
∫
Λ
eiλ˜·tΦd(λ˜)αα (z)ϕ(λ)ψ(λ)dλdzdt
∣∣∣∣ ,
I1l =
∣∣∣∣∣
∫
G
f0(z, t)
1 + |t|2
∫
Λ
eiλ˜·t
∂2
∂λ˜2l
(
Φd(λ˜)αα (z)
)
ϕ(λ)ψ(λ)dλdzdt
∣∣∣∣∣ ,
I2l =
∣∣∣∣∣
∫
G
f0(z, t)
1 + |t|2
∫
Λ
eiλ˜·tΦd(λ˜)αα (z)
∂2
∂λ˜2l
(ϕ(λ)ψ(λ)) dλdzdt
∣∣∣∣∣ ,
I3l =
∣∣∣∣∫
G
f0(z, t)
1 + |t|2
∫
Λ
eiλ˜·t
∂
∂λ˜l
(
Φd(λ˜)αα (z)
) ∂
∂λ˜l
(ϕ(λ)ψ(λ)) dλdzdt
∣∣∣∣ .
for l = 1, 2, · · · , k. Using Lemma 3.1 and (3.4) we can write each of I1, I1l, I2l and I4l as finite
linear combinations of the form∣∣∣∣∫
G
f0(z, t)
1 + |t|2
∫
Λ
eiλ˜·t Θα(λ) Φ
d(λ˜)
α+γ α+δ(z) ϕ˜(λ) ψ˜(λ) dλ dz dt
∣∣∣∣ ,
where Θα is a smooth function of λ on Λ depending on α and the quantities γ, δ ∈ {0,±ej ,±2ej :
j = 1, · · · , n} and ϕ˜, ψ˜ are some derivatives of ϕ,ψ of orders ≤ 2 respectively. Since ϕ˜ ∈ C∞c (Λ)
and ψ˜ ∈ C∞c (Rk), we see that the above expression can be bounded by
CϕαM
(∫
z
dt
1 + |t|2
)∫
v
∫
Λ
∣∣∣Φd(λ˜)α+γ α+δ(z) ψ˜(λ)∣∣∣ dλ dz
.
(∫
v
|Φα+γ α+δ(z)| dz
)∫
Λ
|ψ˜(λ)|
d1(λ)1/2 · · · dn(λ)1/2
dλ
. ‖ψ‖2.
Hence we can conclude that Tϕ is a distribution. 
Now we are in a position to prove the main theorem of this paper (Theorem 1.2) for the case
of two step MW groups.
10 SAYAN BAGCHI, ASHISHA KUMAR, AND SUPARNA SEN
Proof of Theorem 1.2 for two step MW groups
First we wish to show that the distribution Tϕ defined in (3.5) is supported on the unit sphere
in Rk. We consider a test function ψ supported in the set {λ ∈ Rk : |λ| > 1}. Then using the
conditions (1.2) and (1.3) we can easily see that for any l ∈ N
|Tϕ(ψ)| =
∣∣∣∣〈f0,∫
Λ
hλϕ(λ)ψ(λ)dλ
〉
G
∣∣∣∣ = ∣∣∣∣〈Llf0,∫
Λ
hλ
ϕ(λ)ψ(λ)
(−|λ|)l dλ
〉
G
∣∣∣∣ ≤M ∥∥∥∥∫
Λ
hλ
ϕ(λ)ψ(λ)
(−|λ|)l dλ
∥∥∥∥
L1(G)
.
Applying the arguments used in Lemma 3.3 we get that there exists K > 1 such that∥∥∥∥∫
Λ
hλ
ϕ(λ)ψ(λ)
(−|λ|)l dλ
∥∥∥∥
L1(G)
.
‖ψ‖2
K l
,
which goes to 0 as l → ∞. So it follows that Tϕ is supported on {λ ∈ Rk : |λ| ≤ 1}. Similarly
considering a test function ψ supported in {λ ∈ Rk : |λ| < 1}, we can show that Tϕ is supported
on {λ ∈ Rk : |λ| ≥ 1}. So we can conclude that Tϕ is supported on the set {λ ∈ Rk : |λ| = 1}.
Using structure theorem for distributions supported on the unit sphere, we get that〈
f0,
∫
Λ
hλϕ(λ)ψ(λ)dλ
〉
G
=
N∑
j=0
(
r
∂
∂r
)j
〈Tj , ψr〉Sk−1
∣∣∣∣∣
r=1
,
where Tj are distributions on the unit sphere S
k−1 and ψr(ω) = ψ(rω) where r > 0, ω ∈ Sk−1.
Now, using the relation (1.2) we get that for any l ∈ N,〈
fl,
∫
Λ
hλϕ(λ)ψ(λ)dλ
〉
G
=
N∑
j=0
(
r
∂
∂r
)j
(−r)l〈Tj, ψr〉Sn−1
∣∣∣∣∣
r=1
.
Using (1.3) we note that the quantity on the left hand side is uniformly bounded in l whereas
the quantity on the right hand side is a polynomial of degree N in l. So we can infer that N = 0
in the above expansion and thereby obtain that〈
f0 + f1,
∫
Λ
hλϕ(λ)ψ(λ)dλ
〉
G
= 0.
We note that the above is true for each ϕ ∈ C∞c (Λ) and for each ψ ∈ C∞c (Rk). Using Urysohn’s
Lemma given ϕ ∈ C∞c (Λ) we can choose ψ ∈ C∞c (Rk) such that ϕψ ≡ ϕ on Λ. So we get that〈
f0 + f1,
∫
Λ
hλϕ(λ)dλ
〉
G
= 0, for each ϕ ∈ C∞c (Λ).
However, we need to show that f0+f1 = 0. For this, we define f = f0+f1 and Fα =
∫
Λ
hλϕ(λ)dλ.
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We consider the class of functions
F =
{
g ∈ L1(G) :
∫
G
fg = 0
}
.
Clearly, Fα ∈ F for each α ∈ Nn. Since L is left invariant, the assumption (1.2) of the theorem
holds for all left translates of fk’s. It follows that all left translates of Fα are in F . Moreover,
if we define g˜(z, t) = g((z, t)−1) = g(−z,−t) for (z, t) ∈ G, then using the relation φd(λ)αα (z) =
φ
d(λ)
αα (−z) it is easy to see that F˜α ∈ F for each α ∈ Nn. Further we can deduce that the
right translates of Fα are in F . Hence it follows that the two-sided ideal generated by the set
{Fα : α ∈ Nn} is contained inside F .
Now, we note that for each λ ∈ Λ, the group Fourier transform of Fα is given by
F̂α(λ) = (2pi)
n
 n∏
j=1
dj(λ)
ϕ(λ)P d(λ)α 6= 0,
where P
d(λ)
α is the projection on the eigenspace associated to the eigenvalue (2α + 1) · d(λ)
corresponding to the operator H(d(λ)). One can also easily check that the Fourier transforms
associated to the one dimensional irreducible representations of F0 vanish nowhere for suitable
ϕ. Now we can apply the Wiener-Tauberian type theorem corresponding to the two-sided action
of G on itself proved in [7] to get that F = L1(G). Hence, we can conclude that f = 0. 
4. Proof of Theorem 1.2 for two step non-MW groups
Let G be a non-MW group and g be the corresponding Lie algebra with the decomposition
g = v⊕ z. Following [8], we can associate a two step MW Lie algebra h with g by the following
h = (v× v∗)⊕ (z× R) = hv ⊕ hz
with the Lie bracket [·, ·] : hv × hv → hz given by
[(V, η), (V ′, η′)] = ([V, V ′], η′(V )− η(V ′)).
Therefore, the groupH associated with the Lie algebra h can be identified with Rm×Rm×Rk×Rk
endowed with the group operation
(v, η, z, t)(v′ , η′, z′, t′) =
(
v + v′, η + η′, z + z′ +
1
2
[v, v′], t+ t′ +
1
2
(η′(v) − η(v′))
)
.
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Let V1, V2, · · · , Vm be left invariant vector fields which form a basis of v and we coordinatise v
with respect to this basis by V =
∑m
j=1 vjVj. Then the following left invariant vector fields will
form a basis of hv:
V˜i = Vi +
1
2
ηi
∂
∂t
, 1 ≤ i ≤ m,
V˜m+i =
∂
∂ηi
− 1
2
vi
∂
∂t
, 1 ≤ i ≤ m.
Hence the sub-Laplacian of h is given by
L˜ =
2m∑
i=1
V˜i
2
.
Proof of Theorem 1.2 for two step non-MW groups
Let us define f˜l(v, η, z, t) = fl(v, z). Then it can be easily seen that
V˜if˜l = Vifl, 1 ≤ i ≤ m,
V˜m+if˜l = 0, 1 ≤ i ≤ m.
Hence, we have
L˜f˜l(v, η, z, t) = Lfl(v, z) = fl+1(v, z) = f˜l+1(v, η, z, t), l ∈ Z.
As, h is MW, we can apply Theorem 1.2 in case of MW groups to get that
L˜f˜0 = −f˜0.
So, finally we have
Lf0 = −f0.
This completes the proof of Theorem 1.2. 
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