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Recommender Systems are used to select online information relevant
to a given user. Traditional (memory based) recommenders explore the user-
item rating matrix and make recommendations based on users who have rated
similarly or items that have been rated similarly. With the growing popularity
of social networks, recommender systems can benefit from combining history of
user preferences with information from the social/trust network of users. This
thesis explores two techniques of combining user-item rating history with trust
network information to make better user-item rating predictions. The first
approach (SCOAL [5]) simultaneously co-clusters and learns separate models
for each co-cluster. The co-clustering is based on the user features as well as
the rating history. This captures the intuition that certain groups of users
have similar preferences for certain groups of items. The grouping of certain
users is affected by the similarity in the rating behavior and the trust network.
The second graph-based label propagation approach (MAD [27]) works in a
vi
transductive setting and propagates ratings of user-item pairs directly on the
user social graph. We evaluate both approaches on two large public data-sets
from Epinions.com and Flixster.com.
The thesis is amongst the first to explore the role of distrust in rating
prediction. Since distrust is not as transitive as trust i.e. an enemy’s enemy
need not be an enemy or a friend, distrust can’t directly replace trust in trust
propagation approaches. By using a low dimensional representation of the
original trust network in SCOAL, we use distrust as it is and don’t propagate
it. Using SCOAL, we can pin-point the groups of users and the groups of
items that have the same preference model. Both SCOAL and MAD are able
to seamlessly integrate side information such as item-subject and item-author
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Recommender Systems are used to select online information relevant
to a given user. Traditional systems such as collaborative filtering recommend
items to users based on users who have rated similarly or items that have been
rated similarly. Sinha et al.[24] found that when comparing book and movie
recommendations for Amazon.com, MovieCritic.com, Reel.com, RatingZone
etc, friends’ recommendations almost always outdid the recommendations by
collaborative filtering systems. The social aspects of a recommendation can
provide additional insights into the decision making process of an individual.
Trust captures user similarity that is not evident from rating history
alone. A collaborative filtering system that uses user and item similarity to
make a recommendation can be rigged by introducing a fake user profile which
rates items similar to the target user and thereby tries to influence the tar-
get user’s recommendation. Such a copy-user profile attack received publicity
“due to a computer glitch that occurred in February 2004 on the Canadian
Amazon site. For several days, the mistake revealed the real names of thou-
sands of people who had posted customer reviews of books under pseudonyms.
By analyzing the real names, it became evident that the author of a book had
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in fact created many different pseudonyms on the Amazon site and used these
to write ravishing reviews about her book and rate it highly.”[19] By incorpo-
rating trust information in the recommender system, the fake profile which is
not trusted by any user, will not be able to influence the target user’s recom-
mendation as much.
Using trust information also makes the model more interpretable and
allows for the “explainability” of a recommendation. The recommender system
can make statements such as “Product A was recommended to you because
it was loved by your trusted user C”. Allowing users to explicitly state which
users they trust and to what degree empowers the user to influence the recom-
mendation being made. Mark Zuckerberg, the CEO of Facebook has suppos-
edly said that “A squirrel dying in front of your house may be more relevant
to your interests right now than people dying in Africa”. With personalization
being carried to an extreme, it might be useful for the user concerned about
world affairs in addition to the squirrel in front of his/her house, to trust other
users such as news channels etc on Facebook.
The cold start problem refers to the inability to recommend to a new
user because the system has no information about his/her preferences. If the
new user’s social network is known in advance, the recommender system can
fall back on information from the social network to come up with a recom-
mendation.
Recommender systems can benefit from combining user-item rating his-
tory with information from the social/trust network of a user. We explore two
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ways of doing this: (1) simultaneous co-clustering and learning (SCOAL) [5]
of the user-item rating matrix with a low rank representation of the social
network and (2) modified adsorption (MAD) [27] which propagates ratings of
user-item pairs directly on the user social graph. We evaluate both approaches
on two large public data-sets from Epinions.com and Flixster.com.
The popularity of social rating networks is growing and Flixster alone
boasts of more than 10 million registered users. Considering the large number
of users and the diverse range of movies/product reviews, it is very unlikely
that all the users have the same preference model over all movies or reviews. It
is more likely that certain groups of users have similar preferences for certain
groups of items. An item here can be a movie or a product review. For
example, most teenaged users might like Twilight while older people might
not. The teenaged users are also more likely to friend other teen users as
compared to older users. SCOAL [5] takes advantage of this intuition by
building local preference models for certain groups of users and items.
Related work in the field has primarily focussed on trust propaga-
tion([7], [20], [10]) and Matrix Factorization (MF) based approaches([11]).
Since distrust is not as transitive as trust i.e. an enemy’s enemy need not be
an enemy or a friend, distrust can’t directly replace trust in trust propagation
approaches. By using a low dimensional representation of the original trust
network in SCOAL, we use distrust as it is and don’t propagate it.
The MF based approaches lack interpretability since it is not clear what
the latent features represent and it is hard to reason about the rationale of a
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user. Both SCOAL and MAD are highly interpretable and allow us to reason
about the user’s prediction on a rating. Using SCOAL, we can pin-point
the groups of users and the groups of items that have the same preference
model. The co-clusters in SCOAL can be likened to communities of users in
a trust network sharing their tastes for particular types of movies or reviews.
The feature weights across different co-clusters can be compared to see which
features are the most weighted, different and thus most influential in affecting
a recommendation.
Both SCOAL and MAD are able to seamlessly integrate side informa-
tion such as item-subject and item-author information into the trust based
rating prediction model. A by-product of MAD is a rating distribution over
individual users and items. This could be used to rank users and items based
on who are more likely to give or get high ratings. Such information is partic-
ularly useful for marketing and ranking prediction problems.
1.1 Related Work
Traditional recommender systems like collaborative filtering approaches
([8],[23],[14]) only use user-item rating history and ignore the social relations
among users. Lately, there has been a lot of interest in using social network
information in recommender systems.
Trust propagation based approaches are primarily concerned with in-
direct trust i.e. trust which can be inferred from direct trust relationships
using transitivity of users. For example, user u connected to user v also trusts
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user v’s neighbors but to a lesser extent than u trusts v. Tidal Trust[7] com-
putes the predicted rating for a user u on item i as the weighted average of
the ratings by all raters who rated item i and are at a shortest path distance
from user u. MoleTrust[20] does the same but considers raters up to a fixed
maximum-depth, independent of any specific user or item.
Jamali et al.[10] proposed a random walk method, TrustWalker that
combines trust-based and item-based recommendation. Each random walk on
the user trust graph returns a predicted rating for user u on target item i. The
probability of stopping is directly proportional to the similarity between the
target item and the most similar item j, weighted by the sigmoid function of
step size k. The more the similarity, the greater the probability of stopping
and using the rating on item j as the predicted rating for item i. As the step
size increases, the probability of stopping decreases. Thus ratings by closer
friends on similar items are considered more reliable than ratings on the target
item by friends further away.
The final predicted rating is an aggregate of the ratings from several
different random walks. The algorithm stops exploring after six hops on the
trust network assuming six degrees of separation. Coverage is defined to be the
percentage of test user-item pairs that the system can make a prediction on.
TrustWalker shows better coverage and precision than item based collaborative
filtering. When compared to Tidal Trust and Mole Trust, TrustWalker shows
better coverage and similar precision. However Tidal Trust and Mole Trust
show better coverage for cold start users which the authors define to be users
5
Figure 1.1: Graphical model for Social Recommendation using probabilistic
matrix factorization (SOREC)
with less than five ratings.
A limitation of TrustWalker is that unlike SCOAL and MAD, it cannot
use available side information for the users, items. Such side information
(for e.g. user demographic information, item subject categories etc) can be
valuable in predicting a user’s rating on an item. MAD provides a probability
distribution over all possible rating values which can be used as a confidence
measure for the predicted rating. Significance tests on the feature weights for
the co-clusters in SCOAL could also be used as confidence measures for the
predicted rating.
Since distrust is not as transitive as trust i.e. an enemy’s enemy need
not be a friend, distrust can’t directly replace trust in trust propagation ap-
proaches. By using a low dimensional embedding of the original trust network
in SCOAL, we use distrust as it is and don’t propagate it.
Probabilistic Matrix Factorization (PMF) models the user vs. item
rating matrix as a product of two lower-rank user and item matrices. [23] Ma
6
Figure 1.2: Graphical model for Social Trust Ensemble (STE)
Figure 1.3: Graphical model for Social MF
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et al. [18] incorporate the social network graph into such a model by jointly
factorizing the rating matrix and the social trust graph. The social network
graph is factorized using UTF and UTV where the shared low-dimensional
matrix U denotes the user latent feature space, Z is the factor matrix in the
social network graph and V represents the low-dimensional item feature space.
Figure 1.1 shows the graphical model for this approach. The same authors
proposed a better model, Social Trust Ensemble (STE) [17] by making the
latent features of a user’s direct neighbors (Uv1, ...., Uvl) affect the rating of
the user. The graphical model for STE is shown in Figure 1.2. STE is shown
to outperform existing trust propagation based approaches and Ma et al.’s
previous work which factorizes the trust matrix T using latent user features
U and latent factor features F (see Figure 1.1). Experimental results are
reported on a smaller Epinions dataset different from ours; one that lacks
distrust information.
SocialMF[11] is a matrix factorization based model which incorporates
social influence by making the features of every user depend on the features
of his/her direct neighbors in the social network. The latent features of users
indirectly connected in the social network would become dependent by transi-
tivity and hence the trust propagated. The graphical model for this approach
can be seen in Figure 1.3. SocialMF showed lower RMSE (on the Epinions,
Flixter datasets) as compared to STE. The Epinions dataset that SocialMF
was evaluated on is different from ours and lacks distrust information. MF ap-
proaches lack interpretability because it is not clear what the latent features
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represent. It is also not clear which latent features (user or item) are the most
influential.
Jamali et al. [12] analyze the temporal behavior of users in a social
rating network. The authors claim that their model is the first to repre-
sent all four effects i.e. social relations-on-ratings (social influence), social
relations-on-social relations (transitivity), ratings-on-social relations (selec-
tion) and ratings-on-ratings (correlational influence). They exclusively focus
on network evolution over time with the goal of generating a social rating net-
work that most resembles the dataset (a different Epinions dataset and Flickr).
Unlike SCOAL they don’t identify and group users who locally share the same
preference models perhaps due to similar effects.
1.2 Thesis Outline
The rest of the thesis is organized as follows. Chapter 2 describes the
datasets, the feature extraction and the experimental setup for evaluation.
The thesis is amongst the first in published work to use distrust information
for the task of predicting ratings.
Chapter 3 discusses the incorporation of trust network information into
the first approach SCOAL [5] which simultaneously co-clusters and learns sepa-
rate models for each co-cluster. This captures the intuition that certain groups
of users have similar preferences for certain groups of items. The grouping of
certain users is affected by the similarity in the rating behavior and the trust
network dynamics. Using SCOAL, we can pin-point the groups of users and
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the groups of items that have the same preference model. Since distrust is not
as transitive as trust i.e. an enemy’s enemy need not be an enemy or a friend,
distrust can’t directly replace trust in trust propagation approaches. By using
a low dimensional representation of the original trust network in SCOAL, we
use distrust as it is and don’t propagate it.
Chapter 4 describes the incorporation of trust network information into
MAD [27], a graph based label propagation algorithm. The ratings of user-item
pairs are directly propagated on the user social graph. Results are presented
and compared with those of SCOAL. Both SCOAL and MAD are able to
seamlessly integrate side information such as item-subject and item-author
information into the trust based rating prediction model. Chapter 5 concludes
with directions for future work.
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Chapter 2
Data Description and Selection
Due to the sensitive nature of social network data, there are very few
publicly available datasets. The extended epinions dataset [19] and Flixster
[11] are among the few that are publicly available.
Massa et al [19] collected the extended epinions dataset alongside a
smaller epinions dataset to judge the overall trustworthiness of a user. They
argue that social networks have a significant number of “controversial users”
i.e. users who are trusted by many and distrusted by many. A globally agreed
trust value does not exist for such users. They propose local trust metrics
that are able to predict the trustworthiness of a user in a personalized way,
depending on the personal views of the judging user as opposed to commonly
used global trust metrics which assume a unique value of reputation for every
single user. Massa et al.[19] however do not report results on the extended
epinions dataset and stick to the smaller epinions dataset because it reduces
the complexity of their leave-one-out evaluation. The flixster dataset was
collected by Jamali et al. for Social MF [11].
Epinions.com is a consumer review site where users share articles/re-
views on a variety of products. Users rate a review based on the quality and
11
usefulness of the review. The site offers a web of trust which is a network
of users whose reviews and ratings were found to be consistently valuable. A
user can manually add reviewers and raters to his/her web of trust. In ad-
dition to trust information, the extended Epinons.com data-set also contains
distrust information i.e. the reviewers and raters a user has consistently found
to be bad. As far as we are aware, none of the published work uses distrust
information to predict the rating of a review.
The epinions data-set also has additional author and subject informa-
tion for the reviews. The ratings in Epinions are on a scale of 1-5 with a step
size of 1. The ratings in Flixster are more granular and can range from 0.5 to
5.0 with a step size of 0.5.
Flixster.com is a social movie site where users can rate movies, discover
new movies and meet others who share their taste in movies. Unlike epinions,
social relations in flixster are undirected.
Both datasets contain time-stamps for the ratings. The epinions dataset
additionally includes time-stamps for the formation of trust relationships. The
trust time-stamps range from Jan 10th, 2001 to May 30th, 2002. The Flixster
dataset contains users’ ratings from Novemeber 2005 to November 2009. Ta-
ble 2.1 summarizes the number of users, ratings, social relations, etc. for the
two datasets. Please see Appendix 1 for snippets of the datasets.
Nguyen et al.[22] used the extended epinions dataset to show that a




Social Relations 841,372 7,058,819
Users 120,491 147,610
Reviews or Movies 755,760 48,974
Table 2.1: Data statistics for Epinions and Flixster
tions better than Mole Trust [20]. Teng et al.[28] show that publicizing the
trust network affects ratings. “The potential to reciprocate produces higher
and more correlated ratings than when individuals are unable to see how oth-
ers rated them.” [28]. Epinions.com does allow users to view the people who
trust him/her and it is thus worthwhile to include trust information in the
rating prediction problem. Most other work ([26],[21]) has used the extended
epinions dataset for link prediction and community formation in social rating
networks.
2.1 Data Selection
Before attempting SCOAL and MAD on the entire dataset, we first
selected a small subset for quick development and comparisons. The small
subset was meant to be a testing ground to settle on a range for λridge and
the dimensionality of the low dimensional representation of the user trust
network. To ensure that there were enough ratings per user and per item to
make predictions on, we iteratively selected the 4750 most prolific users and
the 1000 most popular items from the big (entire) epinions dataset.
However, doing so gave us a very skewed subset with over 90% of the
13






Table 2.2: Distribution of the ratings on a scale of 1 to 5 for the 985 users by
1000 items Epinions subset.































Table 2.4: Statistics for the five-fold cross validation sets on the 978 users by


















































Table 2.6: Statistics for the five-fold cross validation sets on the entire Flixster
dataset
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ratings with a value of 5. The iterative approach was thus replaced by selection
based on highest variance amongst the ratings weighted by the number of
ratings. As seen from Table 2.2, the latter approach gave a more balanced
subset which better resembled the skewedness in the entire dataset (Table 2.3).
For the flixster dataset, we removed the ratings for users who were not part
of the trust network. We also removed the users and items that did not have
any ratings associated with them. Tables 2.4-2.6 show the number of users
and items that had less than five ratings for all the datasets.
2.2 Feature Extraction and dimensionality reduction
Dimensionality reduction is an interesting alternative to feature selec-
tion. Similar to feature selection, it provides a low dimensional representation
of the data which can then be used as input for supervised or semi-supervised
algorithms. Unlike feature selection, dimensionality reduction preserves infor-
mation from all the original input variables. In fact, if the data indeed lies
on a low-dimensional manifold, it may preserve almost all of the original in-
formation while representing it in a way that simplifies learning. Since most
dimensionality reduction approaches including the ones we used are purely
unsupervised, they may throw away low variance predictions that might be
highly predictive of the target label. Dimensionality reduction techniques are
also used for visualizing the projected data (two or three dimensions at a
time) so as to better understand it. The reader is referred to [3] and [16] for
an excellent survey of spectral dimensionality reduction techniques.
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Since representing the social or trust network of users as an adjacency
matrix would be inefficient (would need O(numberof − links) when stored as
sparse), a low dimensional representation of the social network was sought.
Reducing the dimensions of the features also helps reduce the computation
time for the algorithm and preserve the most variational/distinguishing infor-
mation from the trust network. Since distrust is not as transitive as trust i.e.
an enemy’s enemy need not be a friend, distrust should not be propagated. By
using a low dimensional embedding of the original trust network in SCOAL,
we use distrust information as it is and don’t propagate it. Two methods—(i)
sparse singular value decomposition (SVD) which is a low rank approximation
of a real or complex matrix and (ii) spectral dimensionality reduction using
Laplacian Eigenmaps [16] were used to embed the social network in a lower
dimension. The dimensionality of the latent factors was taken to be 5 and on
concatenating the two latent factors U and V , the dimensions of the social
network were reduced from n by n to n by 10. The steps for computing the
laplacian eigenmap are detailed as follows.
• Assume that G = (V,E) is an undirected weighted graph with weight
matrix W where wij = wji ≥ 0. The adjacency matrix A was made
symmetric by doing W = A + AT and Wii = 1∀i ∈ n based on the
assumption that users trusted themselves.
• W = (wij) ∀ i, j = 1, ......, n




• The graph laplacian is deinfed as L = D −W
The square-roots of the k smallest eigenvectors u1, ........, uk of L are
used to represent the trust network. We used the user trust adjacency matrix
as input for sparse SVD. Laplacian eigenmaps requires the input adjacency
matrix to be symmetric whereas SVD does not make this assumption. Since
trust relationships are directed, asymmetry is preferred and we stuck to SVD
for our experiments on the big/entire datasets.
2.3 Evaluation metric
MSE (mean squared error) is a commonly used metric when comparing




(ru,i − r̂u,i)2/|Rtest| (2.1)
where ru,i is the actual rating by user u on item i, r̂u,i is the predicted
rating and Rtest is the set of all rating pairs in the test set. Another com-




The other commonly used metric is MAE (Mean absolute error) which
was used by [20] when doing leave one out evaluation. Leave one out evaluation
is computationally inefficient since it requires training on all but one rating
and averaging the results over all predictions. Considering the large scale of
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our dataset, we restrained from using the leave one out scheme. Extended
Epinions dataset had not yet been used for the task of predicting ratings
and since Jamali et al. [11] had used MSE as the metric for evaluation on the
Flixster dataset, we stuck to our choice of using MSE as the evaluation metric.
We use 5-fold cross validation for training and testing SCOAL. Since
MAD is set in a transductive setting, the ratings in the training set are equiv-
alent to the labeled nodes and the algorithm is evaluated based on the MSE
computed on the unlabeled rating nodes i.e the ratings in the test set.
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Chapter 3
Discriminative approach to using social
network information in recommender systems
3.1 SCOAL
The popularity of social rating networks is growing and Flixster alone
boasts of more than 10 million registered users. Considering the large number
of users and the diverse range of movies/product reviews, it is very unlikely
that all the users have the same preference model over all movies or reviews. It
is more likely that certain groups of users have similar preferences for certain
groups of items. An item here can be a movie or a product review. For
example, most teenaged users might like Twilight while older people might
not. The teenaged users are also more likely to friend other teen users as
compared to older users. SCOAL [5] takes advantage of this intuition by
building local preference models for certain groups of users and items.
Collaborative filtering approaches [9] recommend products to users
based on rating history alone and ignore user/item features. A classifica-
tion model on the other hand will form a map between the feature vector for
a given user-item pair and the rating but will ignore nearby users or items
in the process. A co-clustering approach ([4], [6]) will simultaneously cluster
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Figure 3.1: User vs. Item (or review) rating matrix.
the users and items based on the ratings. It will then use the ratings of the
corresponding co-cluster to predict a missing value. However similar to the
collaborative filtering approaches, social network information and additional
information such as subject categories will be ignored.
Figure 3.1 shows the matrix of users vs. items where each matrix entry
rij is the rating of a user i on item j. The items can be likened to product
reviews in Epinions and movies in Flixster. The ratings in Epinions are on a
scale of 1-5 with a step size of 1. The ratings in Flixster are more granular
and can range from 0.5 to 5.0 with a step size of 0.5.
SCOAL[5] breaks down the user vs. item rating matrix into (possibly
non-contiguous) blocks of rows and columns and builds local models for each
block or co-cluster. The darkened region of Figure 3.1 shows an example of
a co-cluster consisting of rows 2, 4 and columns 2, 5. Thus users 2 and 4
share the same preference model when rating items 2 and 5. The local models
are learnt using the ratings in the co-cluster as well as the row and column
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features. One can also specify cell level dyadic features which are features for a
particular user-item pair. The row and column membership for each co-cluster








wui(rui − βTklxui)2 (3.1)
where K is the number of row clusters, L is the number of column
clusters; ρ and γ are the row and column cluster assignment functions; xui is
a concatenated list of row, column and cell level features.
wui is 1 for known entries and 0 for missing ones. This allows the
the missing entries to drop out of the objective function. Since the objective
function of SCOAL only depends on the known entries of the matrix, the
algorithm is linear in terms of the number of known ratings. SCOAL has shown
better performance than collaborative filtering on real life datasets including
Movie Lens and Erim.[5]
We incorporate social network information into SCOAL by using the
low dimensional representation of the social network as a row or user feature.
The user features are thus the concatenated latent features from sparse SVD
(Singular Value Decomposition) on the adjacency matrix of the user trust
network. A linear regression on the ratings with user and item features is used
as the prediction model.
Similar to the users, an item trust network was created using the subject
category information. An edge between item i and item j represents that both
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items share the same subject. Similar to the user trust features, latent features
from sparse SVD on the item-item adjacency matrix were used to represent the
network in lower dimensions. The item-subject-author network is the sum of
the item-subject network and the item-author network. Thus an edge between
item i and j would have a weight of 1 if i and j shared either the same subject
or author. The edge weight would be 2 if items i and j had the same author
and subject.
The co-clustering is thus dependent on the similarity between ratings
and the most representative features of the social/trust network and the item
network. If available, additional side information such as user demographics,
item descriptions etc could also be used included as user and item features for
SCOAL. Instead of restraining from predicting on an item that lacked item
information, we zeroed in the item features for such items. The item features
being zeroes would simply drop out of the linear regression and the regression
in this case would only depend on the user features.
SCOAL does not solve cold-start since it only makes use of the users
whose preference ratings are known during training. Assuming, we know the
trust information for the cold start users, we can still come up with a prediction
for the rating. Semi-supervised SCOAL (SS-SCOAL) [1] is an extension of
SCOAL which assigns a new user or item to a co-cluster based on the similarity













The original objective function of SCOAL is appended with two ad-
ditional terms (see equation 3.2) that minimize the squared difference of the
user, item features from the mean user feature (µk) and mean item feature (ηl)
of the co-cluster over all possible row, column assignments. Cold start users
and items can thus be assigned to a co-cluster that has the most similar user
and item features.
3.2 Results
The earlier experimental results on SCOAL which used information
in addition to past ratings were for significantly smaller datasets—(i)Yahoo
Movies (7642 users, 11915 movies, 0.23 density), (ii) Movie Lens (943 users,
1682 movies, 0.06 density) and (iii) Erim (1714 households, 121 products, 0.25
density). [1], [5]
The prediction code for SCOAL was vectorized to handle the high num-
ber of users and items in Epinions (120491 users, 755760 items) and Flixster
(147610 users, 48794 items). The high sparsity in the two datasets (0.0011
density for Epinions and 0.00015 density for Flixster) eased this task and al-
lowed us to speed things up at the cost of memory. Please see Appendix 2 for
more details.
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As discussed in chapter 2, the dimensions of the social network were
reduced using spectral dimensionality reduction and sparse SVD. Ridge regres-
sion was used to control model complexity and thereby prevent over-fitting.
We tried different values of the L2 regularization parameter, λridge and as seen
in Table 3.1, the MSE was the lowest for λridge = 10
4 on the 978 users by 1000
items subset from Epinions.
The global regression baseline is equivalent to running SCOAL with
K = 1 and L = 1. The user and item bias baseline was computed as follows:
r̂ui = 0.5 ∗ (mean row bias) + 0.5 ∗ (mean col bias) + global mean
wheremean row bias =
∑
j(Ruj−global mean)/|j| andmean col bias =∑
v(Rvi − global mean)/|v|. The global mean is the mean of all the known
ratings in the training set.
Tables 3.1 and 3.2 only use user trust information (as user features)
and ignore item features.1
We realized that such high dimensions (of the order of 300, 600 etc)
weren’t necessary to represent the social network. Dimension sizes of 10, 20,
30 gave similar results. As seen in Table 3.2, for λridge = 10
3, a dimension size
of 20 gave the same MSE (i.e. 0.7442) as a dimension size of 600.
1The validation for the 978 users by 1000 items was not strictly 5-fold cross-validation
because we split all the entries of the user-item data matrix (i.e. both knowns and unknowns)
into five sets and then did the routine for holding one set out for test while combining the
other four for training. Since during k-fold cross-validation, the splitting of the data is only
done on the knowns, this was corrected when preparing the sets for cross-validation on the
entire data for both Epinions and Flixster. The SCOAL results in the following chapter use











300 0.7511 0.7675 0.7878 0.8035
600 0.7511 0.7642 0.7874 0.8035
λridge =
103
300 0.8168 0.9779 1.0888 1.2841
600 0.7442 0.7478 0.7657 0.7835
λridge =
104
300 0.7442 0.7223 0.7295 0.7359
600 0.7442 0.7213 0.7308 0.7355
Table 3.1: Mean Squared Error for varying λridge and (K,L). MSE averaged
over 4 runs for 5-fold cross validation for the 978 users by 1000 items subset








10 0.7442 0.7513 0.7657 0.7835
20 0.7827 0.7448 0.7694 0.7442
30 0.7442 0.7449 0.7657 0.7815
Table 3.2: Mean Squared Error for varying (K,L) and λridge = 10
3. MSE
averaged over 4 runs for 5-fold cross validation 1 for the 978 users by 1000
items subset from Epinions. The best results are in bold.
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Having found λridge = 10
4 to give the best results on the small subset
(see Table 3.1), we fixed the value of λridge as 10
4 for all later experiments.
Table 3.3 compares the MSEs for SCOAL using (i) item features derived
from the item-item network based on sharing of a subject and/ author (Item-
Subject-Author), (ii) only user features derived from the trust relationships in
the user trust network (Trust), (iii) only user features derived from both the
trust and distrust relationships in the user trust network (Trust and Distrust),
(iv) using features for (i) and (iii) with the modification that the item-item
network was only based on sharing of subjects and did not include author
information (Trust, Distrust and Item-Subject), (v) using features for (i) and
(iii) (i.e. Trust, Distrust and Item-Subject-Author).
Table 3.4 compares the MSEs for SCOAL with SS-SCOAL. Table 3.5
shows the results on the entire Flixster dataset consisting of 147610 users and
48794 items.
3.3 Discussion
SCOAL with (K,L) = (1, 1) is equivalent to having a single global
linear regression on the known ratings. Co-clustering seems to help and it
beats the global regression baseline for the results on the entire datasets. The
MSEs seem to improve as the number of row and column clusters increases.
Since Tables 3.1 and 3.2 only use user trust information (as user features) and
no item features, the row, column co-cluster assignments are only based on the
user trust network and the rating values themselves. In the case of Flixster,
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Table 3.3: Mean Squared Error for varying (K,L) and λridge = 10
4. MSE
averaged over 4 runs for 5-fold cross validation for the entire Epinions dataset











































































Table 3.4: Mean Squared Error for varying (K,L) and λridge = 10
4. MSE
averaged over 4 runs for cross-validation set 1 of the entire Epinions dataset
















0.4757 0.2926 0.2476 0.238 0.241
Trust 0.4724 0.2867 0.2453 0.2369 0.2391
Trust and
Distrust


























































Table 3.5: MSE for varying (K, L) with λridge = 10
5. MSE averaged over 4
runs for 5-fold cross validation for the Flixster dataset consisting of 147610
users and 48794 items. The best results are in bold.
this is all we have. Including distrust information (available only for Epinions)
in the social network, brings down the MSE from 0.2371 to 0.2358 (see Table
3.3).
As seen in Tables 3.3 and 3.5, SCOAL with trust information outper-
forms the user and item bias baseline. Table 3.3 shows that SCOAL with
trust information does better than SCOAL using only item-subject and item-
author information. This shows that user trust information is informative and
including it in the prediction model betters performance.
The main advantage of SCOAL over other techniques is its “explain-
ability” in terms of recommendation. We can pin-point the groups of users and
the groups of items that have the same preference model. The feature weights
across different co-clusters can be compared to see which features were the
30
Figure 3.2: Feature weights for the most trusted user and the most trusting
user in Epinions when rating a review with a mean rating of 5 and another with
a mean rating of 3. Features 2-11 are trust based features whereas features
12-21 are item-subject features.
most weighted, different and thus most influential in affecting a recommenda-
tion.
As an example, let’s pick two users from the Epinions dataset—(i) the
most trusting user i.e. the user who gave the maximum number of trusts −
distrusts and (ii) the most trusted user i.e. the user who received the max-
imum number of trusts − distrusts. A trust from user u to user v indicates
that user u trusts user v as a rater (of a review) or a reviewer. In the words
of Epinions.com, “Your Web of Trust is a network of reviewers whose reviews
and ratings you have consistently found to be valuable.” Distrust is the op-
posite of trust. Figure 3.2 plots the feature weights for the most trusted user











Table 3.6: The number of rows in each row cluster.
another review with a mean rating of 3. As can be seen from the figure, both
users follow a similar trend for the review features (i.e. features 12-21) when
rating a review highly. The same is true for both users rating a review with a
medium rating of 3. Both users tend to rely more on the trust features (2-11)
when giving a review an average score as compared to a high one. This might
be because a really good review might be easier to rate as compared to an
average review in which case the user is doubtful on which way to sway the
decision. The user might then fall back on the trust network for additional
guidance.
The lack of improvement in MSE (see Table 3.3) seemed to indicate
that adding item-subject and later item-author information may not lead to
better prediction of ratings. However as seen in the example above, additional
side information as derived from subjects and authors can still provide a better
understanding of the rationale for individual users.
Tables 3.7 and 3.8 show the distribution of the row cluster assignments




















Table 3.7: Row cluster assignments for the 1819 followers and 390 followees
of the most trusted user in Epinions. The most trusted user was him/herself



















Table 3.8: Row cluster assignments for the 3201 followers and 45 followees of
the most trusting user in Epinions. The most trusting user was him/herself
assigned to row cluster 4.
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in Epinions. A follower of user u is a person who trusts user u and a followee
of u is a person whom user u trusts. The model learnt by SCOAL assigned the
most trusted user to row cluster 2 and the most trusting user to row cluster
4. Table 3.6 shows the sizes of the four row clusters for all users.
The majority of the followers of the most trusting user belong to the
same row cluster as the most trusting user. This goes along the intuition that
active network users i.e. users who take the time out to trust and distrust oth-
ers follow the preference model of the people they mostly trust. The followees
on the other hand don’t seem to care about the preference models of their fol-
lowers. The majority of the followees of the most trusting user are assigned to
a different row cluster than the most trusting user. These users don’t seem to
rely on the most trusting user’s preference model and instead adopt the most
trusted user’s preference model i.e. row cluster 2. The most trusted user not
being very active in the trust network (trusts 45 people compared to the 1819
trusts of the most trusting user), does not seem to care as much about the
preference models of others in the network and the majority of his followers
and followees are assigned to row clusters different from him i.e. row cluster
4 and row cluster 1. Interestingly the majority of the followers of the most
trusted user are also likely the most trusting users in the trust network and it
is no surprise that both are assigned the same row cluster (i.e. row cluster 4).
Both spectral dimensionality reduction and sparse SVD were successful
in capturing the most variation in terms of the eigenvectors in a small number
of dimensions (i.e. 10 compared to the 120491 users in Epinions and 147610
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users in Flixster). Since sparse SVD was used to reduce the dimensions of both
the user trust network and the item network, we ended up with dense features.
Thus we did not use a regularization such as lasso which would enforce sparsity
in the feature space. However, on a random 80/20 training/test split on a
very small (485 users by 100 items) subset of Epinions, we represented subject
category information for an item using 1-of-k representation. Using such sparse
item features in addition to the user trust network, we found that using lasso
(with λlasso = 1.9) gave a much lower MSE of 0.8061 compared to ridge (with
λridge = 1.392) which gave an MSE of 1.392. This was for 2 row clusters and
2 column clusters.
Approximately 37% of the 120491 users and 20% of the 755760 items in
epinions are cold-start. On comparing the results for SCOAL and SS-SCOAL
on validation set 1, SS-SCOAL seemed to perform worse with an MSE of
0.3442 compared to SCOAL’s MSE of 0.2247. λR and λC are regularization
terms that control the penalty for the user and item feature being very different
from the co-cluster mean user and item feature. We only tried specific values
for λR (=100) and λC (=100) and need to experiment further before drawing
any conclusions.
Table 3.9 shows the RMSE results for different approaches evaluated
by Jamali et al. [11]. The best RMSE we got on the Flixster dataset is
0.916 with a standard deviation of 0.0014 using (K,L)=(6,6) and λridge =
(6, 6). This makes our approach comparable to collaborative filtering but worse











Table 3.9: RMSE values for comparison partners on Flixster with varying





























Table 3.10: Data Statistics comparing the data set collected in [11] and the
one that was made publicly available by the same authors.
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interpretability because it is not clear what the latent features represent. It
is also not clear which latent features are the most influential. In SCOAL,
the feature weights across different co-clusters could be compared to see which
features were the most weighted, different and thus most influential in affecting
a recommendation. One could also recommend users in the same co-cluster as
possible people to trust since they have been found to have similar preference
models. The low dimensional user, item features within a co-cluster could
be compared to see how much of the co-clustering is affected by similarity
in terms of the trust or item information. Users are more likely to trust a
recommendation if they know the reasoning behind the recommendation. The
Flixster dataset did not contain additional side information such as movie
genres, etc which SCOAL could have benefited from. MF approaches would
not be able to handle such side information.
Jamali mentions on his website that the Flixster “data set is a cleaned
version of the data set we used for RecSys 2010, and not the exact one.”
We have requested more information from Jamali et al. about the kind of
cleaning they did but have yet to hear back from them. As seen in Table 3.10,
the datasets seem to be the same except that there are fewer social relations
in the publicly available dataset. Using more social network information, on





Label propagation algorithms ([29],[2]) spread label distributions from
a small set of labeled nodes with some initial label information, throughout the
graph. Modified Adsorption (MAD) [27] is a modification of the Adsorption
algorithm [2] which transductively propagates labels from the labeled nodes
to the unlabeled nodes in a graph. Talukdar et al.[27] prove that Adsorption
does not have an objective function and propose MAD as a modification of
Adsorption with a well defined objective function.
The spreading of the label distributions can be viewed as a controlled
random walk with three possible actions: (i) injecting a seeded node with its
seed label, (ii) continuing the walk from the current node to a neighboring
node, and (iii) abandoning the walk. MAD takes three parameters, µ1, µ2 and
µ3, which control the relative importance of each of these actions, respectively.




[µ1(Yl − Ŷl)TS(Yl − Ŷl) + µ2Ŷl
T
LŶl + µ3||Ŷl −Rl||22] (4.1)
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where l ∈ {1, ...,m} are the labels, Y ∈ Rn∗m+ is a matrix whose rows
correspond to the nodes in the graph and columns correspond to the labels.
Each row represents the labeling distribution for a node. For a node v in
the graph, Yv encodes the prior knowledge while Ŷv is the predicted labeling
distribution. The terms S, L and R are functions of the probability of injecting
(ρinj), probability of continuing (ρcont) and the probability of abandoning the
random walk (ρabnd) respectively.
The three terms in the objective function for MAD capture three re-
quirements. First that the output of the algorithm be as close as possible to
the a-priori labels for the labeled nodes. Second that the labeling respect the
graph structure i.e. nodes close to each other in the graph, have similar labels.
Third that the output be as un-informative as possible.
An extension of MAD, named MADDL [27] is particularly suited for
ordinal labels. The objective function for MADDL is the same as MAD but for
an additional term that penalizes the algorithm if similar labels are assigned
different scores. The parameter µ4 controls the penalty for this additional
term. The objective function for MADDL is defined as follows





Cl,l′(Ŷil − Ŷil′)2 (4.2)
where each entry Cll′ of the matrix C represents the dependence or
similarity between the labels l and l′.
We use MAD over a graph with nodes representing user-item pairs,
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individual users and items. The rating values (e.g. 1 through 5) representing
the labels to be propagated. An edge connects each user-item pair (u, i) to the
constituent user u and item i. An edge between user u and user v indicates
that the users u and v are connected in the trust network. An edge between
items i and j indicates that items i and j share the same author or subject.
This allows the user-item pair (u, i) to be indirectly connected to user-item
rating pair (v, j) if user u and user v are friends in the trust network or if
items i and j share the same subject and/or the same author. Capturing the
connections of user-item pairs in this indirect manner has the advantage of
lowering the algorithm complexity both in terms of time and memory (from
O(N2) to O(N) where N is the number of ratings). Since MADDL takes in a
similarity matrix for the labels, we defined the similarity between labels l and
l′ as 1/abs(l − l′). All edge weights are kept as ones.
MADDL has been successfully used for predicting the ratings of elec-
tronic product reviews. “Each review is assigned one of four scores: 1 (worst),
2, 3, 4 (best). The reviewer name and location, a product name, a review title
and date, and the review text is available. A K-NN graph is created from the
reviews by using cosine similarity as the measure of similarity between reviews.
Five training-test splits were created and precision was used as the evaluation
metric”.[27] Since we did not have the actual review text for the reviews on
Epinions we did not build such a K-NN graph.
In our previous work with Speriousu et al.[25], MAD was used to clas-
sify sentiment of tweets. We propagated sentiment labels from a maximum
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entropy classifier trained on noisy labels and knowledge about word types en-
coded in a lexicon, in combination with the Twitter follower graph. Results on
polarity classification for several Twitter datasets showed that the label prop-
agation approach rivals a model supervised with in-domain annotated tweets
and outperforms the noisily supervised classifier it exploits as well as a lexicon-
based polarity ratio classifier. Thus MAD has been shown to be successful in
capturing side information such as lexicon information to predict sentiment.
Sentiment here can be likened to a recommendation.
Jamali et al.[10] proposed a random walk method, TrustWalker that
combines trust-based and item-based recommendation. Each random walk on
the user trust graph returns a predicted rating for user u on target item i. The
probability of stopping is directly proportional to the similarity between the
target item and the most similar item j, weighted by the sigmoid function of
step size k. The more the similarity, the greater the probability of stopping
and using the rating on item j as the predicted rating for item i. As the step
size increases, the probability of stopping decreases. Thus ratings by closer
friends on similar items are considered more reliable than ratings on the target
item by friends further away.
The random walk of TrustWalker differs from the one in MAD since the
probability of jumping from user u to user v in the graph is based on the degree
and not the similarity between item i and the items that v has rated. Moreover
the graph in TrustWalker is the user-user trust graph. MAD can also have
items and item features as nodes in the graph. A limitation of TrustWalker is
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Figure 4.1: MAD algorithm
that unlike SCOAL and MAD, it cannot use available side information for the
users, items. Such side information (for e.g. user demographic information,
item subject categories etc) can be valuable in predicting a user’s rating on an
item.
4.2 Results
Since MAD is set in a transductive setting, the ratings in the training
set are equivalent to the seeded nodes and the algorithm is evaluated based on
the MSE computed on the unlabeled rating nodes i.e the ratings in the test
set.
Figure 4.1 details the algorithm for MAD. In every iteration, the pre-
dicted labels (Ŷl) are updated independent of each other. This makes the
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MAD algorithm memoryless and thus easily parallelizable. We used Junto 1,
an implementation of MAD in Java. Although MAD is very scalable, its cur-
rent implementation is not. The current implementation ran out of memory
once the number of edges exceeded 77,00,000 on a 64-bit, 24 core machine,
allocating 16GB to the JVM. Since the Flixster, Epinions datasets were an
order of magnitude larger, we limited our analysis to a subset of 978 users
and 1000 items from the Epinions dataset. A Hadoop based implementation
of MAD is now available in Junto, though it came too late to be used in this
thesis.
Table 4.1 shows the results for MAD on sorting the ratings by time
and using the first 80% as training or labeled nodes and the rest as test or
unlabeled nodes. Table 4.1 only uses the trust relationships in the user trust
network.
Tables 4.2, 4.3 and 4.4 show the results from cross-validation on MAD
when (i) using user and item information i.e. user-item rating pairs are indi-
rectly connected if they rated the same item or were rated by the same user
(ii) including trust, distrust information and (ii) including trust, distrust net-
work along with subject and author information for items. Table 4.5 shows
the same for SCOAL with the low dimensional embeddings of the user trust-
distrust network and the item-item network.





µ1 µ2 µ3 Average
MSE
100 0.005 0.01 0.01 1.5318
200 0.005 0.01 0.01 1.5318
500 0.005 0.01 0.01 1.5318
1000 0.005 0.01 0.01 1.5318
200 1 0.5 1 1.5318
100 0.0001 0.01 0.01 1.5318
100 0.001 0.01 0.01 1.5318
100 100 0.01 0.01 1.5318
100 0.01 0.1 0.01 1.5058
100 0.01 0.01 0.1 1.5318
Table 4.1: MAD on the 978 users by 1000 items subset from Epinions using
only the trust relationships in the user trust network. In bold are the results
for the Adsorption algorithm (which turns out to be a special case of MAD)
that was used as a baseline in [27].
µ3 and µ4.
4.3 Discussion
As seen in Table 4.1, MAD beat Adsorption, which is the baseline in
the original paper on MAD [27]. Using directed edges for the users i.e. an edge
from user v to u means that user u trusts user v, did not lead to any change
in the results. Introducing item subject and author information reduced the
MSE from 1.138 to 1.114 (see tables 4.3 and 4.4). The lowest MSE was for
(µ1 = 1, µ2 = 0.01, µ3 = 0.01). Thus a larger weight for injecting the node
with its seed label was preferred.
SCOAL did significantly better than MAD with a lowest MSE of 0.7247
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1 0.01 0.01 1.1098
(±0.0162)
0.01 1 0.01 1.2301
(±0.0147)
1 1 0.01 1.2299
(±0.0149)
1 1 1 1.1879
(±0.0472)
100 100 1 1.2299
(±0.0149)
0.2 0.7 0.1 1.2302
(±0.0147)
0.7 0.2 0.1 1.1574
(±0.0143)
0.2 0.1 0.7 1.1833
(±0.0676)
Table 4.2: MAD on the 978 users by 1000 items subset from Epinions. The
graph consists of edges between rating pairs and users, items.
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1 0.01 0.01 1.138
(±0.0127)
0.01 1 0.01 1.1394
(±0.0115)
1 1 0.01 1.14
(±0.0136)
0.01 0.01 1 1.1388
(±0.0128)
1 1 1 1.1406
(±0.0122)
100 100 1 1.1388
(±0.0133)
Table 4.3: MAD on the 978 users by 1000 items subset from Epinions. The
graph includes user trust and distrust relationships in addition to edges be-
tween rating pairs and users, items.
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Table 4.4: MAD on the 978 users by 1000 items subset from Epinions when


















































Table 4.5: Mean Squared Error for varying (k, l) where k is the row cluster
size and l is the column cluster and λridge = 10
4. MSE averaged over 4 runs
for five fold cross validation on the 978 users by 1000 items subset . The best
results are in bold.
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1 0.01 0.1 0.01 1.115
(±0.0171)
1 0.01 0.01 0.01 1.127
(±0.0178)
0.25 0.25 0.25 0.25 1.1672
(±0.0152)
0.50 0.125 0.125 0.125 1.1604
(±0.0150)
200 100 100 100 1.1648
(±0.0148)
0.125 0.50 0.125 0.125 1.182
(±0.0159)
0.125 0.125 0.50 0.125 1.14
(±0.017)
0.125 0.125 0.125 0.50 1.1842
(±0.015)
Table 4.6: MADDL on the 978 users by 1000 items subset from Epinions when
using trust, distrust, item-subject and item-author information.
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as compared to MAD’s MSE of 1.109. Since label propagation algorithms were
designed with the goal of least supervision (i.e. fewer labeled nodes) in mind,
we compared MAD and SCOAL on a 20/80 labeled/unlabeled split. To our
surpise, we found that SCOAL continued to do better than MAD. As a sanity
check, both algorithms individually did worse on the 20/80 split as compared
to the 80/20 labeled/unlabeled split.
The significantly high error of MAD, even compared to predicting the
mean (0.8220) indicates that the probabilities seem to be drifting away from
the seeded values. This might be due to a large number of un-seeded nodes
coming in between the seeded nodes. We used a very simple weighting scheme
of weighing the edges as 1s for trust and -1s for distrust. Since the connections
between the edges are supposed to make them similar, modeling distrust in
this manner might be incorrect. A lot more could be done with respect to
choosing different graph structures and weighing the edges.
MADDL seemed well suited to the rating prediction task since our
labels or rating values are ordinal. A rating of 5 would be closer to a rating of
4 as compared to a rating of 1. It would be beneficial to have the additional
constraint that the final labeling of the nodes respect such ordering i.e. the
labeling distribution for a node with initial rating 4 be similar to the labeling
distribution for a node with initial rating 5. Empirically it showed almost
equivalent results with an MSE 1.115 (see Table 4.6). This lowest MSE was
for (µ1 = 1, µ2 = 0.01, µ3 = 0.1, µ4 = 0.01).
Surprisingly, using just user, item and rating information gave an MSE
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in the same range as when including trust/distrust, item-subject, item-author
information. This seems to imply that the trust information is not of much
use when using a framework like MAD. This is to be taken with a pinch of salt
since we only evaluated on a small subset. Scaling the current implementation
of MAD and using MAD on the entire dataset might suggest otherwise.
The probability distribution over all possible rating values in MAD
could be used as a confidence measure for the predicted rating. Significance
tests on the feature weights for the co-clusters in SCOAL could also be used
as confidence measures. A by-product of MAD is a rating distribution over
individual users and items. This could be used to rank users and items based
on who are more likely to give or get high ratings. A user who has a high
probability of rating 5 could be recommended to rate more product reviews
to improve the marketability of the product. The review that has a high




Conclusions and Future Work
Recommender systems can benefit from combining user-item rating his-
tory with information from the social/trust network of a user. We explore two
ways of doing this: (1) simultaneous co-clustering and learning (SCOAL) [5] of
the user-item rating matrix with a low rank embedding of the social network
and (2) modified adsorption (MAD) [27] which propagates ratings of user-item
pairs directly on the user social graph. We evaluate both approaches on two
large public data-sets from Epinions.com and Flixster.com.
Related work in the field has primarily focussed on trust propaga-
tion([7], [20], [10]) and MF based approaches([11]). Since distrust is not as
transitive as trust i.e. an enemy’s enemy need not be an enemy or a friend,
distrust can’t directly replace trust in trust propagation approaches. By using
a low dimensional representation of the original trust network in SCOAL, we
use distrust as it is and don’t propagate it. We find that using trust infor-
mation and in particular distrust information results in better prediction of
ratings.
The Matrix Factorization (MF) based approaches lack interpretability
since it is not clear what the latent features represent and it is hard to reason
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about the rationale of a user. Both SCOAL and MAD are highly interpretable
and allow us to reason about the user’s prediction on a rating.
SCOAL captures the preference models for certain users in the trust
network for certain groups of items. Results indicate that local preference
models on the entire Epinions and Flixster datasets, outperform the global
preference model. Using SCOAL, we can pin-point the groups of users and
the groups of items that have the same preference model. The co-clusters in
SCOAL can be likened to communities of users in a trust network sharing
their tastes for particular types of movies or reviews. The feature weights
across different co-clusters can be compared to see which features are the most
weighted, different and thus most influential in affecting a recommendation.
Both SCOAL and MAD are able to seamlessly integrate side informa-
tion such as item-subject and item-author information into the trust based
rating prediction model. A by-product of MAD is a rating distribution over
individual users and items. This could be used to rank users and items based
on who are more likely to give or get high ratings. Such information is partic-
ularly useful for marketing and ranking prediction problems.
MAD seemed to do poorly on a small subset of the Epinions data.
However scaling the current implementation of MAD and using MAD on the
entire dataset might suggest otherwise. A Hadoop based implementation of
MAD was recently released, though it came too late to be used in this thesis.
We used a very simple weighting scheme of weighing the edges as 1s
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for trust and -1s for distrust. Since the connections between the edges are
supposed to make them similar, modeling distrust in this manner might be
incorrect. A lot more could be done with respect to choosing different graph
structures and weighing the edges. An alternative to the item-item network
would be a graph where in the items, subjects and authors themselves serve
as nodes and the edges capture the relationships between the nodes.
In the future, we intend to use different input graph configurations and
see if this leads to improvement for MAD. Since Epinions also has timing in-
formation for ratings, we could use time based cell level features in SCOAL to
improve on the rating prediction. We also seek to do a more extensive eval-






Snippets of the Datasets
A.0.1 Extended Epinions dataset [19]
The dataset consists of three files—ratings.txt, mc.txt (which contains
details about the review article) and user rating.txt (which contains user trust
information). Tables , and list the first five lines from each of these files.
Each article is written by a single user. The header information for
ratings.txt is as follows:
• CONTENT ID: The object ID of the review article.
• AUTHOR ID: The ID of the user who wrote the article.
• SUBJECT ID: The ID of the subject that the article is about.







Table A.1: First five lines of the Epinions article information file (mc.txt)
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1 2 3 4 5 6 7 8
891503 311238 5 0 2001/01/102001/12/271 2522499
891503 210412 5 0 2001/01/102001/12/271 2522499
891503 351471 5 0 2001/01/102001/12/271 2522499
891503 394639 5 0 2001/01/102001/12/271 2522499
891503 200338 4 0 2001/01/102001/12/271
Table A.2: Last five lines of the Epinions ratings file (ratings.txt)
1. OBJECT ID: The object ID of the object being rated.
2. MEMBER ID: The ID of the member who rated the object.
3. RATING: The rating on a scale from 1-5 (1- Not helpful , 2 - Somewhat
Helpful, 3 - Helpful 4 - Very Helpful 5- Most Helpful). We followed the
author’s recommendation of treating the 6s as 5s.
4. STATUS: The display status of the rating. 1 indicates that the member
has chosen not to show his rating of the object and 0 indicates that the
member does not mind showing his name beside the rating.
5. CREATION: The date on which the member first rated the object.
6. LAST MODIFIED: The last date on which the member modified his
rating of the object.
7. TYPE: If and when Epinions allows more than just content rating to be
stored in this table, this column would store the type of the object being
rated.
8. VERTICAL ID: Vertical id of the review article.
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MY-ID OTHER-ID VALUE CREATION
3287060356 232085 -1 2001/01/10
3288305540 709420 1 2001/01/10
3290337156 204418 -1 2001/01/10
3294138244 269243 -1 2001/01/10







Table A.4: First five lines of the Flixster ratings file
The header information for the user rating.txt file is as follows:
• MY ID: ID of the member making the trust/distrust statement.
• OTHER ID: The ID of the member being trusted/distrusted.
• VALUE: Value = 1 for trust and -1 for distrust.
• CREATION: The date on which a trust was created.
A.0.2 Flixster dataset [11]
Tables and list the first five lines from the ratings and trust information












As seen from the Profiler snapshot in Figure B.1, the primary bottleneck
in performance was in PredictMissingF.m which uses the model learnt i.e. the
feature weights (betacoeff), the row cluster and column cluster assignments
to predict the rating (as r̂ = X*[betacoeff]). We found that the bottleneck
was primarily due to the presence of an expensive “for loop” which looped as
many times as the number of data points we predict. The for loop was thus
replaced by vectorized code which lead to significant speedup.
The details of the vectorization are as follows. Previously, we were
looping around the number of entries to predict and concatenating their fea-
ture coefficients together. Instead, we now stack up the assigned row and
column cluster numbers as many times as the number of features and then
directly index into the betas matrix to create the concatenated list of feature
coefficients.
Preliminaries:
• m rows are the row indices of the entries to predict
• m cols are the col indices of the entries to predict
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Figure B.1: Profiler Snapshot before vectorization.
• betas is a (number of row clusters) x (number of col clusters) x (number
of features) matrix containing the learnt feature weights.
• rowClust contains the assigned row cluster numbers for the entries to
predict
• colClust contains the assigned col cluster numbers for the entries to pre-
dict
Original code:
b e t a c o e f f = [ ] ;
f o r i i = 1 : s i z e ( m rows , 1)
b e t a c o e f f = [ b e t a c o e f f ;




b e t a c o e f f = [ ] ;
numfeatures = s i z e (X, 2 ) ;
B1 = repmat ( rowClust , numfeatures , 1 ) ;
B2 = repmat ( co lClust , numfeatures , 1 ) ;
B3 = reshape ( repmat ( 1 : numfeatures , l ength ( m vals ) , 1 ) , 1 , [ ] ) ’ ;
B = sub2ind ( s i z e ( betas ) , B1 , B2 , B3 ) ;
B = reshape (B, l ength ( m vals ) , numfeatures ) ;
fakeBetas = betas ( : ) ;
b e t a c o e f f = fakeBetas (B) ;
The above code and the cross-validation code for splitting, testing is
available at /home/nsudan/Thesis/ on the IDEAL (Intelligent Data Explo-
ration and Learning) lab machines. The same directory also contains a ver-
sion of SCOAL that only uses user features. We are currently in the process of
implementing cell level features for SCOAL. Neither of the two datasets used
in this thesis used cell level features.
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