Abstract: This paper extends some properties of the generalized complementary basic matrices, in particular, in a combinatorial direction. These include inheritance (such as for Alternating Sign Matrices), spectral, and sign pattern matrix (including sign nonsingularity) properties.
Introduction
This paper continues a series of papers on complementary basic matrices and generalized complementary basic matrices. The complementary basic matrices originated in [5] as follows. Let 
Then for permutations ( 1 −1 ) of (1 − 1), products of the form (2) are called complementary basic matrices, CB-matrices for short. CB-matrices and the associated "complementary zig-zag shapes" were investigated in detail in [6] .
In [7] connections between the 2 × 2 matrices C and the resulting CB-matrix G were explored. In particular, properties that are inherited from C to G were enumerated. Two situations were considered. The first is for the ordinary real CB-matrices and the second is for the corresponding sign pattern matrices.
In two more recent papers [8, 9] , an extended version of (1) and (2) ) of (1 2 ), we can consider the product
We call products of this form generalized complementary basic matrices, GCB-matrices for short. We have continued to use the notation G for these more general products. In the sequel, the diagonal blocks A will be called distinguished blocks and the G will be called the generators of the G .
The GCB-matrices form a rich class of matrices. Particularly, in [9] , important spectral and permanental properties of GCB-matrices were exhibited, and in [10] , graph theoretic connections with the GCB-matrices were explored. In [10] it was shown that for the generalized complementary basic matrices, independent of the ordering of the factors, G is irreducible if and only if each distinguished block A of the factors is irreducible. For the corresponding directed graphs of the matrices A , this means that D G is strongly connected if and only if each D(A ) is strongly connected.
The purpose of this paper is to extend some properties of the generalized complementary basic matrices, in particular, in a combinatorial direction. These include inheritance, spectral, and sign pattern matrix properties. We emphasize the case of two generators since in most cases it allows us to easily continue to the general case.
Inheritance properties
It is easy to see that if each distinguished block A in a GCB-matrix is nonsingular (an orthogonal matrix), then the GCBmatrix G is nonsingular (an orthogonal matrix). Also, the inverse of a nonsingular GCB-matrix is a GCB-matrix, with the same number of generators obtained. If say each A is totally nonnegative (all minors are nonnegative), then since the product of × totally nonnegative matrices is totally nonnegative (see [12] ), G is totally nonnegative. Other fairly obvious properties inherited from A to G are the following: doubly stochastic; unimodular integral; monotone (the matrix is invertible and the inverse is nonnegative). Furthermore, just as in the proofs in [7] for CB-matrices, we have the following:
• if each A is oscillatory (i.e., totally nonnegative and some power is totally positive), then the GCB-matrix G is oscillatory;
• if each A is an all 1's matrix, then the GCB-matrix G is eventually positive (i.e., some power and all succeding powers of the matrix are positive).
For the most part, the other inheritance properties studied in [7] for CB-matrices carry over to GCB-matrices. We next study one of the more complicated and interesting ones, P-matrices. Recall that a P-matrix is a square matrix for which all principal minors are positive.
The following result is clear.
Lemma 2.1. the product AB has the explicit form
Let us next prove a simple lemma in which we denote the principal submatrix of a matrix C whose set of row indices is the set M as C (M) and the determinant of such submatrix with a void set of indices is considered as 1.
Lemma 2.2.
Suppose that the GCB-matrices A and B are given as in Lemma 2.
Then the following holds for any index set M ⊂ N:
In particular, if both A 0 and B 0 are P-matrices, then AB is a P-matrix as well. 
Proof. If

Remark 2.3.
As mentioned in the introduction, the irreducibility inheritance property works in both directions. This is not in general true in the case for P-matrices. As shown by the simple example We now extend the last statement in Lemma 2.2, together with Lemma 2.4, to more than two generators.
Theorem 2.5.
If each A in a GCB-matrix is a P-matrix, then G is a P-matrix. The weak converse also holds.
Proof. We use induction with respect to the number of the factors in (3). If = 1, the result holds. Otherwise, suppose that G is in the right normal form and all matrices A are P-matrices. (This form is obtained as follows.
We use the fact that the matrices G and G commute if | − | > 1. Thus we can move G 1 in G to the left as far as possible without changing the product, i.e., either to the first position, or until it meets G 2 . In the latter case, move the pair G 2 G 1 as far to the left as possible, and continue until such product is in front. Then take the largest remaining index and move the corresponding G to the left, etc. In this way, we arrive at the right normal form of the product G :
where the terms are the expressions in the parentheses.) If G has just one term, i.e., Remark 2.8.
Theorem 2.5 also follows from the work on permanents in [11, Section 2] since the proofs are also valid for determinants. Since P-matrices are of independent interest, we have given a separate proof (using the right normal form) in this paper.
We next consider a rather new notion. An alternating sign matrix, henceforth abbreviated ASM, is an × (0 +1 −1)-matrix without zero rows and columns, such that the +1s and −1s alternate in each row and column, beginning and ending with a +1, see [1] . The substantial interest in ASMs in the mathematics community originated from the alternating sign matrix conjecture of Mills et al. [16] in 1983 and has continued in several combinatorial directions. In the direction of GCB-matrices we now prove the ASM inheritance property.
Lemma 2.9.
Suppose that the GCB-matrices A and B are given as in Lemma 2. T so that AB has the form
Since A 0 is an ASM, the last column P contains a single non-zero entry which is +1. Also, the first row Q of B 0 contains a single non-zero entry which is +1. Therefore, the product PQ in (6) contains only one non-zero entry which is +1. It is then easy to check that AB is again an ASM.
The proof of the extension to more than two factors is similar to the proof of Theorem 2.5.
Theorem 2.10.
For the generalized complementary basic matrices, independent of the ordering of the factors, if each distinguished block A of the factors is an ASM, then G is an ASM.
To obtain a weak converse of Lemma 2.9, we show now that the following general result on factorization holds. 
Lemma 2.11.
Let an × matrix C have the property that its lower-left corner × submatrix is a zero matrix and the complementary
since then
The various choices of P and Q give different factorizations C = AB. If C is an ASM we can choose P and Q so that A 0 and B 0 are also ASMs. Let us formulate this special case.
Theorem 2.12. Proof. By Lemma 2.11, C can be factorized as in (6) . Since PQ has rank 1 and C is an ASM, PQ contains a single non-zero entry which is 1. Thus also each of the matrices P and Q has to contain only one non-zero entry. Choose these as +1. It is then easy to check that both matrices A 0 = [C 11 P] and (7) are ASMs.
Let an × ASM C have the property that its lower-left corner × submatrix is a zero matrix and the complementary
( − ) × ( − ) submatrix
Remark 2.13.
We can continue the hierarchical factorization of a general GCB-matrix G which is an ASM.
Finally in this section, we recall a definition, see [2] . An × integer matrix A is totally unimodular if the determinant of every square submatrix is 0 1 or −1. In [11] it is proved that total unimodularity is an inherited property:
Independently of the ordering of the factors, for the generalized complementary basic matrix G , if each of the distinguished blocks A is totally unimodular, then G is totally unimodular.
Totally unimodular matrices can be rectangular as well. In fact, the related results in [11] on totally unimodular matrices can be generalized to rectangular matrices by using GCB-matrices with rectangular distinguished blocks. Unfortunately, in this latter construction, many of the usual basic properties (such as spectral) of GCB-matrices would apparently be lost. We mention the related construction of totally unimodular matrices by Seymour [17] .
Sign pattern matrices
In qualitative and combinatorial matrix theory, we study properties of a matrix based on combinatorial information, such as the sign of entries in the matrix. An × matrix whose entries are from the set {+ − 0} is called a sign pattern matrix (or sign pattern). For a real matrix B, sgn B is the sign pattern matrix obtained by replacing each positive (respectively, negative, zero) entry of B by + (respectively, −, 0). For a sign pattern matrix A, the sign pattern class of A is defined by Q(A) = {B : sgn B = A} Suppose P is a property referring to a real matrix. A sign pattern A is said to require P if every matrix in Q(A) has property P; A is said to allow P if some real matrix in Q(A) has property P. An × sign pattern A is said to be sign nonsingular (
SNS for short) if every matrix B ∈ Q(A) is nonsingular. It is well known that A is sign nonsingular if and only if det B > 0 for all B ∈ Q(A) or det B < 0 for all B ∈ Q(A), that is, in the standard expansion of det B into ! terms (for any B ∈ Q(A))
, there is at least one nonzero term, and all the nonzero terms have the same sign. The reader is referred to [3] or [13] for more information on sign pattern matrices.
We pass from real matrices A G , and A = G to sign pattern matrices by replacing each positive (respectively, negative) entry by + (respectively, −). With a slight abuse of notation, we also use A = G for sign pattern matrices. Here, of course, A = G also is completely intrinsic (every element of the product is simply a product of elements of the G sign patterns, see [6] ), and hence unambiguous. Now we settle into looking at some specific inheritance properties. 
is SNS. Also, BA is SNS.
Proof.
If we write A and B as in (8) 
Corollary 3.2.
Independently of the ordering of the factors, if each A is SNS, then the generalized complementary basic matrix G is SNS.
Proof. We use induction with respect to . If = 2, the result follows from Theorem 3.1. Suppose that > 2 and that the result holds for − 1 matrices. Observe that the matrices G and G commute if | − | > 1. This means that if 1 is before 2 in the permutation ( 1 2 ), we can move G 1 into the first position without changing the product. The product Π of the remaining − 1 matrices G has the form
By the induction hypothesis, B 0 is SNS. Hence, by Theorem 3.1,
If 1 is behind 2 in the permutation, we can move G 1 into the last position. The previous proof then applies to the transpose of the product. Since the transpose of an SNS pattern is SNS, the proof is complete.
Remark 3.3.
It can be seen that the converse of Corollary 3.2 holds as follows. Suppose one of the A is not SNS, say A . Then there exists B ∈ Q(G ) such that det B = 0. Then it follows that for some B , B ∈ Q G and det B = 0. So, G is not SNS.
An × sign pattern matrix A is said to be strongly sign nonsingular (S 2 NS for short), if A is SNS and for all B ∈ Q(A), B −1 is in the same sign pattern class. (in reverse order). The result follows since this latter product is completely intrinsic.
Corollary 3.4.
Fixing an ordering of the factors, if each A is S 2 NS, then G is SNS and for all B ∈ Q(
A square sign pattern A that does not have a zero row or zero column is sign potentially orthogonal (SPO) if every pair of rows and every pair of columns allows orthogonality. Now, it is straightforward that if A 0 and B 0 are SPO patterns then the matrix AB in (5) is an SPO pattern. Hence, by the method of proof of Corollary 3.2, or, the method of proof of Theorem 2.5, the following inheritance property is clear.
Theorem 3.5.
If each A is an SPO pattern, then the sign pattern G is an SPO pattern.
An inverse nonnegative (inverse positive) sign pattern matrix is a square sign pattern that allows a nonnegative (positive) inverse. Proof. If each A is inverse nonnegative, then each G is inverse nonnegative. The conclusion then follows from Corollary 3.7.
Theorem 3.6.
Let
Corollary 3.9.
If each A is an inverse positive (+ −) pattern, then the sign pattern G is inverse positive.
Proof. If each A is inverse positive, then by Corollary 3.7, G is inverse nonnegative. Now, if each A is a (+ −) pattern, then each A is full. So, G is irreducible and has no zero diagonal entries. Hence, G is fully indecomposable. But, for a fully indecomposable sign pattern, inverse nonnegativity is equivalent to inverse positivity [15] . Thus, G is inverse positive.
Spectral properties of GCB-matrices
As already mentioned, the combinatorially related idea of irreducibility plays an important role in the theory of GCBmatrices. Of course, it is also crucial for nonnegative matrices in the Perron-Frobenius theory [14] . This allows us to discuss in this final section some spectral properties of GCB-matrices.
As was observed in [8] , the GCB-matrices G have the remarkable property that they have the same spectrum for all orderings with a given system of generators. Among these products, the product Π o Π e is important, where Π o (resp., Π e ) means the product of the G with odd (resp., even) indices. It is clear that both Π o and Π e are block diagonal and their characteristic polynomials are easy to construct from the characteristic polynomials of the matrices A . Since ΠG has the same eigenvalues as Π o Π e in the previous notation and both Π o and Π e are positive definite, the above result follows by a well known theorem.
Let us prepare the next theorem by stating a well known observation.
Observation 4.2.
The spectral radius ρ(C ) of an irreducible nonnegative matrix C has the property that whenever is a nonnegative non-zero vector for which C ≤ with a constant, then ρ(C ) ≤ . An estimate for the spectral radius of a GCB-matrix will now follow using the odd-even decomposition introduced above (Π o , resp., Π e means the product of the G 's with odd, resp., even indices). We also recall that if each A is irreducible, then G is irreducible.
Theorem 4.3.
Suppose that all distinguished blocks A are nonnegative and irreducible. Then the matrix G is also nonnegative, irreducible and we have
Proof. We use the following notation for the Perron positive eigenvector of A , 1 < < , where is the number of generators:
. Here, and are single coordinates, is a vector (if the size of A is at least 3). In addition, the analogous 1 for A 1 is missing and for A is missing, too. Form now the vector with coordinates (its construction is clear) (or, which is the same, of the interior blocks in the A 's) being 1 2 , form the block diagonal matrix D = diag ωI 
The result (9) then follows from (12) and (13).
Remark 4.4.
By continuity, the assumption about irreducibility can be removed. For the Hessenberg (0 1) matrix H we obtain the estimate ρ(H ) ≤ 4; in fact, from Chow's paper [4] we have the exact value ρ(H ) = 4 cos 2 π/( + 2). It also seems interesting that from the proof of Theorem 4.3 it follows that if all matrices A have an eigenvalue 1 then Π has also the eigenvalue 1 and a corresponding eigenvector (if it is a non-zero vector) has the form of the vector in (11).
Finally, we have the corollary in which |A| means the matrix of the moduli of entries in a complex matrix A. It is, however, easy to check that the result holds for all cases.
