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Abstract 
Special functions are"*^!!. known for their equivocating property and great ap-
plicability in interdisciplinary areas of scienfees! Special functions consist with a great 
historical background witli enormous literature. There was plenty of erudition poured 
into special functions'iii the last few decades qf the nineteenth century. They could 
have gone the way of invariant theory, or syzygies, or those other somehow characteris-
tically Victorian mathematical pursuits. The special functions of mathematical physics, 
such as the classical orthogonal polynomials (the Laguerre, Hermite, Jacobi polynomi-
als), the spherical, cylindrical and hyper geometric functions appear as the solutions of 
many theoretical and applied problems of physics, engineering, statistics, biology, eco-
nomics and other most diverse aieas of natural, life and social sciences. These functions 
also emerge in such areas of apphcation as heat conduction, communication systems, 
electro-optics, nonlinear wave propagation, electromagnetic theory, quantum mechanics, 
approximation theory, probability theory and electric circuit theory, among others. For 
example, in 1920s the special functions hke Laguerre polynomials and Hermite polyno-
mials appeared in even the most basic problems of quantum mechanics. Then there was 
scattering theory, which seemed to use a wide class of special functions. 
The theory of special functions with its countless beautiful formulae is very well 
suited to an algorithmic approach to mathematics. In fact, the special functions started 
appearing after the arrival of calculus in the late seventeenth century. Of course the 
inclination for a broad theory including as many as possible of the known special func-
tions has its intellectual appeal, but it is worth to note other motivations. For a long 
time, the applications of special functions to the physical sciences and engineering esti-
mated the relative significance of these functions as a part of applied mathematics. In 
the days before the electronic computer, the ultimate admiring comment to a special 
function was the computation, by hand, of comprehensive tables of its values. This 
was a capital-intensive process, intended to make the function accessible by look-up. as 
for the well-known logarithm tables. There might be the following two aspects of the 
hypothesis, which were then mattered: 
(i) for numerical analysis, discovery of infinite series or other analytical expression 
allowing rapid calculation, 
(ii) reduction of as many functions as possible to the given function. 
In contrast, there are approaches typical of the interests of pure mathematics: 
asymptotic analysis, analytic continuation and monodromy in the complex plane and 
the discovery of symmetry principles and other structure behind the facade of endless 
formulae in rows. Actually, these approaches are consistent. 
Various generalizations of the special functions of mathematical physics have wit-
nessed a significant evolution during the recent years. This further advancement in the 
theory of special functions serves as an analytic foundation for the majority of prob-
lems in mathematical physics that have been solved exactly and find broad practical 
applications. For some physical problems the use of new classes of special functions 
provided solutions hardly achievable with conventional analytical and numerical means. 
For example, the use of generalized Bessel functions is now a well established tool to 
treat synchrotron radiation [13], mechanics of solids and heat transfer [26]. Further the 
importance of generalized Hermite polynomials has been recognized [6, 7] and has been 
exploited to deal with quantum mechanical and optical beam transport problems. The 
usefulness of the generalized Laguerre polynomials, to treat radiation physics problems 
such as wave propagation and quantum beam life time in storage rings [40] is a well 
established fact. 
An important development in the theory of generalized special functions is the 
introduction of multi-index and multi-variable special functions. The importance of 
these functions has been recognized both in purely mathematical and applied frame-
works. To solve the problems arising in many branches of mathematics, going from 
the theory of partial differential equations to the abstract group theory, requirement of 
multi-index and multi-variable special functions are realized. The theory of multi-index 
and multi-variable Hermite polynomials was initially developed by Hermite himself [12]. 
Some research contributions are given in order to develop the theory of multi-index and 
multi-variable special fimctions and polynomials, see for example [1, 5, 7]. 
Another important generalization of special functions is special matrix functions 
and polynomials. These functions appear in the literature related to statistics [14] and 
more recently in connection with matrix analogues of Hermite, Laguerre and Legendre 
differential equations and the corresponding polynomial families [15-17]. In view of 
the fact that there is a close Unk between the classical orthogonal polynomials and 
orthogonal matrix polynomials, the former have been extended to the later. 
The study of special matrix functions is important due to their applications in cer-
tain areas of statistics, physics and engineering. It has been estabhshed that tliere is a 
close Unk between scalar polynomials satisfying higher order recurrence relations and or-
thogonal matrix polynomials. Keeping in view this fact, the matrix-valued counterparts 
of special functions such as special functions of matrix arguments and special fvmctions 
with matrix parameters, have gained increasing interest. Constantine and Muirhead [2] 
studied the hypergeometric functions of two argument matrices. But it is difficult to 
develop a theory of special matrix functions for general matrices. Due to certain proper-
ties of matrices, the development of the theory of special matrix functions are confined 
to a certain class of matrices. For the special functions of many matrices, only very 
little has been achieved even for the case of real symmetric positive definite matrices. 
However, the theory of special functions with matrix parameter is developed and their 
properties axe also studied by some authors, see for example Jodar et al. [15-20], Sayyed 
et al. [32]. 
Operational techniques are important because they are closer to implementations 
and language definitions than more abstract mathematical techniques. It is well known 
from the literature that operational techniques include integral, differential and ex-
ponential operators and provide a systematic and analytic approach to study special 
functions, see for example [29, 33]. The operational techniques are based upon single, 
double and multiple integral transforms and upon certain operators involving deriva-
tives. Methods connected with the use of integral transforms have been successfully 
apphed to the solution of differential and integral equations, the study of generalized 
special functions and the evaluation of integrals. Further, it should be noted that the 
technique of inverse operator, applied for derivatives of various orders, combined with 
integral transforms, provides easy and straightforward solutions of various types of dif-
ferential equations. DattoU and his co-workers have shown that by using operational 
techniques, many properties of ordinary and multi-variable special functions are simply 
derived and framed in a more general context, see for example [3-5, 7-9]. Operational 
techniques provide a general framework to derive generating relations and summation 
formulae involving multi-variable special functions. 
It has been shown by Saad and Hall [30] that many integrals containing products 
of confluent hypergeometric functions follow directly from one single integral that ha.s a 
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very simple formula in terms of Appell's double series F2. They studied some techniques 
for computing such series and also presented the applications requiring matrix elements 
of singular potentials and the perturbed Kratzer potential. 
The operational methods combined with the monomiality principle [3, 34] open 
new possibilities to deal with the theoretical foundations of special functions and also 
to introduce new families of special functions. The concepts and formaUsm associated 
with the monomiality treatment can be exploited in different ways. They can be used to 
simplify the derivation of the properties of ordinary or generalized special polynomials 
and to establish rules of operational nature, framing the special polynomials within the 
context of particular solutions of generalized forms of partial differential equations of 
evolution type. 
Sequences of polynomials play a fundamental role in apphed mathematics. One 
of the important classes of polynomial sequences is the class of Sheffer sequences. The 
Appell polynomial sequences, which is a subclass of Sheffer polynomial sequences, is also 
important. The Appell and Sheffer polynomial sequences appear in different applica-
tions in pure and applied mathematics. These polynomial sequences arise in numerous 
problems of applied mathematics, theoretical physics, approximation theory and several 
other mathematical branches. The typical examples of Appell polynomial sequences 
are the Bernoulli and Euler polynomials, while the Sheffer class contains important se-
quences such as the Hermite and Laguerre polynomials. In the past few decades, there 
has been a renewed interest in Appell and Sheffer polynomials. Di Bucchianico [10] 
summarized and documented more than five hundred old and new findings related to 
the study of Appell and Sheffer polynomial sequences. One aspect of such study is to 
find differential equation and recursive formulae for Sheffer polynomial sequences. For 
instance, He and Ricci [11] developed the differential equation and recursive formula for 
Appell polynomials. 
Recently, Subuhi Khan and her co-authors presented a systematic study of certain 
new classes of mixed special polynomials related to the Appell and Sheffer polynomial 
sequences, see for example [22, 23]. These mixed polynomials are important due to the 
fact that they possess important properties such as differential equations, generating 
functions, series definitions, integral representations etc. Also, these polynomials can be 
framed within the context of monomiality principle. The problems arising in different 
areas of science and engineering are usually expressed in terms of differential equations, 
which in most of the cases have special functions as their solutions. Saad et al. [31] 
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studied the criterion for polynomial solutions to a class of linear differential equations 
of second order. The differential equations satisfied by the mixed special polynomials 
may be used to express the problems arising in new and emerging areas of sciences. Due 
to this fact, these new mixed special polynomials are important from the viewpoint of 
applications. 
The theory of Lie groups is one of the classical well established chapters of math-
ematics. This theory was developed by the Norwegian mathematician, Sophus Lie [27] 
in the late nineteenth century in connection with his work on systems of difierential 
equations. During the past one hundred years, the concepts and methods of the the-
ory of Lie groups entered into many areas of mathematics and theoretical physics and 
become inseparable from them. In applied mathematics, Lie theory remains a powerful 
tool for studying differential equation, special functions and perturbation theory Lie 
theory finds applications not only in elementary particle physics and nuclear physics, 
but also in such diverse fields as continuum mechanics, solid-state physics, cosmology 
and control theory. 
The theory of group representations and its relation to special functions gave a pow-
erful tool to the development of mathematical physics. This is a rapidly growing field, 
through which one can bring to bear many powerful methods of modern mathematics. 
One of the numerous consequences of the relationship of the theory of group representa-
tions and special functions is to investigate properties of special functions including gen-
erating relations. For example, one may refer to the works of Miller [28], Wawrzynczyk 
[36], Weisner [37-39], Vilenkin [35] and Srivastava and Manocha [33]. Recently, the 
contributions showing Lie theoretical representations of Laguerre 2D polynomials [21], 
Hermite 2D polynomials [25] and 2-variable Laguerre matrix polynomials [24] are given. 
In this thesis, certain mixed type and matrix special functions are studied. Opera-
tional methods are used to introduce certain new families of mixed special polynomials 
associated with Appell and Sheffer polynomial sequences. These families are also framed 
within the context of monomiality principle. Further, the mixed special matrix polyno-
mials are introduced related to the Hermite and Laguerre matrix polynomials and their 
properties are established. 
The objectives of the work presented in this thesis are: 
1. To introduce the following mixed type-and matrix special functions: 
(i) 2-Iterated Appell polynomials 
(ii) Families of mixed Appell polynomials 
(iii) Families of Legendre-Sheffer polynomials 
(iv) Family of Laguerre-Sheffer polynomials 
(v) 2-Variable generalized Hermite matrix polynomials 
(vi) Families of mixed Hermite matrix polynomials 
(vii) Hermite-Laguerre matrix polynomials. 
2. To establish the properties of mixed type and matrix special fmictions mentioned 
in l((i)-(vii)). 
3. To derive certain results for the mixed type and matrix special functions mentioned 
in l((i)-(vii)). 
The present thesis is a part of the research work carried out by the author during 
the last three and half years concerning certain mixed type and matrix special functions. 
The thesis comprises of eight chapters and each chapter is subdivided into five sections. 
In Chapter 1, the necessary background material of special functions, special matrix 
polynomials, operational methods and Lie algebraic techniques is given. The definitions 
and properties of hypergeometric functions, certain classical and matrix special functions 
are reviewed. The technicalities associated with the monomiality principle are presented 
and Appell and Sheffer polynomial sequences are defined. Further, the definitions and 
the concepts related to Lie algebraic approach to special functions are given. However, 
the definitions, concepts and results reviewed in this chapter are only those, which are 
required in carrying out the research work presented in the thesis. 
In Chapter 2, the Appell type sets of polynomials and related numbers are intro-
duced by using monomiahty principle formalism. The 2-iterated Appell polynomials 
are introduced and their properties are established. Certain results for the 2-iterated 
Bernoulli and Euler polynomials are obtained. The Bernoulli and Euler based Appell 
polynomials are introduced and diflferent sets of polynomials, namely, the Bernoulli-
Euler (or Euler-BernouUi), Bernoulli and Euler based generalized Euler polynomials are 
obtained as particular cases of these polynomials. Further, the 2- iterated Bernoulli, 
2-iterated Euler and Bernoulli-Euler numbers are introduced. The determinantal ap-
proach to define Bernoulli-Appell polynomials is also explored. 
In Chapter 3, the monomiality principle is used to introduce mixed type special 
polynomials of two variables related to the Appell-polynomials sequence. Some results 
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for the 2-variable general polynomials are derived. The 2-variable mixed Appell polyno-
mials are introduced and framed within the context of monomiahty principle. Further, 
the Gould-Hopper Appell polynomials are considered and results for some members 
belonging to the Gould-Hopper Appell polynomials family are obtained. Examples of 
some members belonging to the Gould-Hopper-Appell and Hermite-Appell families are 
also given and their plots are drawn for suitable values of the parameters and indices. 
In Chapter 4, the famihes of Legendre-Sheffer polynomials are introduced and some 
special properties of these families are established by using operational methods. Two 
different forms of the Legendre polynomials are taken as base to introduce families 
of Legendre-Sheffer polynomials. Operational rules providing correspondence between 
Sheffer and Legendre-Sheffer famiUes are estabUshed. Further, the Legendre-Laguerre 
and Legendre-Hermite polynomials are considered and their properties are obtained. 
The operational correspondence between Sheffer and Legendre-Sheffer families is applied 
to derive the results for some members belonging to the Legendre-Sheffer polynomial 
families. 
In Chapter 5, the Laguerre-Sheffer polynomials family is introduced and framed 
within the context of monomiality principle. An operational correspondence between 
the Sheffer and the Laguerre-Sheffer families is established. Further, the multiplica-
tive and derivative operators, recurrence relations and the differential equations for the 
Laguerre-Sheffer and Laguerre-Appell polynomial families are obtained. Certain rela-
tions, identities and expansions for the Laguerre-Sheffer polynomials are also derived. 
In Chapter 6, the 2-variable generalized Hermite matrix polynomials are introduced 
and framed within the context of an irreducible representation of the harmonic oscilla-
tor Lie algebra ^(0,1). Series definition, differential equation and some other important 
properties of these matrix polynomials are derived. Further, generating relations involv-
ing these matrix polynomials are derived by using the representation theory of the Lie 
algebra ^(0,1). Certain new and known generating relations involving other forms of 
the Hermite matrix and scalar polynomials are also obtained as apphcations. 
In Chapter 7, the Hermite-general matrix polynomials are introduced by making 
use of operational identities for decouphng of the exponential operators. The opera-
tional rules are established, which provide connections of these matrix polynomials with 
the 2-variable general polynomials as well as with the 2-index 2-variable Hermite matrix 
polynomials. The multiplicative and derivative operators, matrix recurrence relations 
and the matrix differential equations for these matrix polynomials are derived bv using 
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the concepts associated with the monomiality principle. Further, some members belong-
ing to the Hermite-general matrix polynomials family are considered and certain results 
for these special polynomials are derived. Summation formulae connecting the Hermite-
general matrix polynomials with certain other matrix and scalar special polynomials are 
also established. 
In Chapter 8, the 2-variable Hermite Kampe de Feriet polynomials are used to in-
troduce the mixed type special matrix polynomials. Operational representations, prop-
erties and generating relations for these matrix polynomials are derived. The Hermite-
Laguerre matrix polynomials and Hermite-modified Laguerre matrix polynomials are 
introduced by means of the generating functions and series definitions. Special cases of 
these matrix polynomials are mentioned. Operational representations, recurrence rela-
tions and differential equations of these matrix polynomials are established. Further, 
generating relations involving the Hermite-Laguerre matrix polynomials are derived by 
using operational methods. Certain results for new and known matrix as well as scalar 
special polynomials are also obtained as particular cases. 
Each chapter (except Chapter 1) of the thesis ends with some concluding remarks. A 
comprehensive list of references of books, monographs, proceedings and research papers 
is provided at the end of the thesis. 
The published and submitted research papers based on the work of this thesis are 
as follows: 
1. 2-Variable GeneraUzed Hermite Matrix Polynomials and Lie Algebra Representa-
tion, Reports on Mathematical Physics 66(2) (2010) 159-174. 
2. Families of Legendre-Sheffer Polynomials, Mathematical and Com,puter Mod-
elling 55(3-4) (2012) 969-982. 
3. Monomiality Principle, Operational Methods and Family of Laguerre-Sheffer Poly-
nomials, Journal of Mathematical Analysis and Applications 387 (2012) 
90-102. 
4. General-Appell Polynomials within the Context of Monomiality Principle, Inter-
national Journal of Analysis (2013) 1-11. 
5. 2-Iterated Appell Polynomials and Related Numbers, Applied Mathematics 
and Computation 219(17) (2013) 9469-9483. 
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6. Some Properties of Hermite-General Matrix Polynomials (Submitted for publica-
tion in the Ukranian Journal of Mathematics). 
7. Hermite-Laguerre Matrix Polynomials and Generating Relations (Submitted for 
publication in the Reports on Mathematical Physics). 
The results of this thesis have been presented in the following National and Inter-
national Conferences: 
1. Workshop on Special Functions and Applications, organized by Depart-
ment of Mathematics, College of Science, King Saud University, Riyadh, KSA 
(20*^  - 2F* February, 2013). 
2. International Conference on Specisd Functions and their Applications 
(ICSFA-2012) and Symposium on Works of Ramanujan, organized by De-
partment of Mathematics and Humanities, Sardar Vallabhbhai National Institute 
of Technology, Surat, India and Society for Special Functions and their yVpplica-
tions (27*''-29*'' June, 2012). 
3. 15th Annual Conference of Vijnana Parishad of India and National Sem-
inar on New Thrust Areas in Mathematical Sciences and Technology 
(Under the aegis of UGC, DST and Vijnana Parishad of India), organized by De-
partment of Mathematics, D. A. V. College, Kanpur, India (4*'' - e"* November, 
2011). 
4. Internationcd Conference on Special Ftinctions cuid their Applications 
(ICSFA-2011) and Symposium on Works of Ramanujan, organized by 
Department of Mathematics and Statistics, J. N. Vyas University, Jodhpur, India 
and Society for Special Functions and their Apphcations in association with JIET 
Group of Institutions, Jodhpur, India (28*''-30"' June, 2011). 
5. Conference on Special Functions and their Applications and Sympo-
sium on Computationcd and Biological Mathematics, organized by School 
of Mathematics and Allied Sciences, Jiwaji University, Gwalior, India (2L*'-23'''' 
June, 2010). 
6. National Symposium on Modern Trends in Differential Geometry and 
Mathematical Modelling in Bio-Sciences, organized by Department of Math-
ematics, Lucknow University, Lucknow, India (24*''-25*'' December, 2008). 
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Preface 
Special functions are well known for their equivocating property and great ap-
plicability in interdisciplinary areas of sciences. Special functions consist with a great 
historical background with enormous literature. There was plenty of erudition poured 
into special functions in the last few decades of the nineteenth century. They could 
have gone the way of invariant theory, or syzygies, or those other somehow characteris-
tically Victorian mathematical pursuits. The special functions of mathematical phvsics, 
such as the classical orthogonal polynomials (the Laguerre, Hermite, Jacobi po yiiomi-
als), the spherical, cylindrical and hypergeometric functions appear as the solu^irns of 
many theoretical and applied problems of physics, engineering, statistics, biolo^}- eco-
nomics and other most diverse areas of natural, life and social sciences. These hnv tions 
also emerge in such areas of application as heat conduction, communication svs'ems, 
electro-optics, nonlinear wave propagation, electromagnetic theory, quantum mechanics, 
approximation theory, probability theory and electric circuit theory, among others. For 
example, in 1920s the special functions like Laguerre polynomials and Hermite polyno-
mials appeared in even the most basic problems of quantum mechanics. Then thei i; was 
scattering theory, which seemed to use a wide class of special functions. 
The theory of special functions with its countless beautiful formulae is v<'r\ \^ -eIl 
suited to an algorithmic approach to mathematics. In fact, the special functions started 
appearing after the arrival of calculus in the late seventeenth century. Of course the 
inclination for a broad theory including as many as possible of the known special func-
tions has its intellectual appeal, but it is worth to note other motivations. For a long 
time, the applications of special functions to the physical sciences and engineering esti-
mated the relative significance of these functions as a part of applied mathemati( s. In 
the days before the electronic computer, the ultimate admiring comment to a special 
function was the computation, by hand, of comprehensive tables of its values. This 
was a capital-intensive process, intended to make the function accessible by look-up, as 
for the well-known logarithm tables. There might be the following two aspects cjf the 
hypothesis, which were then mattered: 
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(i) for numerical analysis, discovery of infinite series or other analytical expression 
allowing rapid calculation, 
(ii) reduction of as many functions as possible to the given function. 
In contrast, there are approaches typical of the interests of pure mathematics: 
asymptotic analysis, analytic continuation and monodromy in the complex plane and 
the discovery of symmetry principles and other structure behind the facade of endless 
formulae in rows. Actually, these approaches are consistent. 
Various generalizations of the special functions of mathematical physics have wit-
nessed a significant evolution during the recent years. This further advancement in the 
theory of special functions serves as an analytic foundation for the majority of prob-
lems in mathematical physics that have been solved exactly and find broad practical 
applications. For some physical problems the use of new classes of special functions 
provided solutions hardly achievable with conventional analytical and numerical means. 
For example, the use of generalized Bessel functions is now a well established tool to 
treat synchrotron radiation [66], mechanics of solids and heat transfer [89]. Further the 
importance of generalized Hermite polynomials has been recognized [25,33,40,67,91] and 
has been exploited to deal with quantum mechanical and optical beam transport prob-
lems. The usefulness of the generalized Laguerre polynomials to treat radiation physics 
problems such as wave propagation and quantum beam hfe time in storage rings [131] 
is a well established fact. 
An important development in the theory of generalized special functions is the 
introduction of multi-index and multi-variable special functions. The importance of 
these functions has been recognized both in purely mathematical and applied frame-
works. To solve the problems arising in many branches of mathematics, going from 
the theory of partial differential equations to the abstract group theory, requirement of 
multi-index and multi-variable special functions are realized. The theory of multi-index 
and multi-variable Hermite polynomials was initially developed by Hermite himself [64]. 
Some research contributions are given in order to develop the theory of multi-index and 
multi-variable special functions and polynomials, see for example [9,30,40]. 
Another important generalization of special functions is special matrix functions and 
polynomials. These functions appear in the literature related to statistics [69], scattering 
theory [59] and more recently in connection with matrix analogues of Hermite, Laguerre 
and Legendre differential equations and the corresponding polynomial families [70-72], 
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In view of the fact that there is a close Hnk between the classical orthogonal polynomials 
and orthogonal matrix polynomials, the former have been extended to the later. 
The study of special matrix functions is important due to their applications m cer-
tain aieas of statistics, physics and engineering. It has been established that there is a 
close link between scalar polynomials satisfying higher order recurrence relations and or-
thogonal matrix polynomials. Keeping in view this fact, the matrix-valued counterparts 
of special functions such as special functions of matrix arguments and special functions 
with matrix parameters, have gained increasing interest. Constantine and Muirhead 19] 
studied the hypergeometric functions of two argument matrices. But it is difficult to 
develop a theory of special matrix functions for general matrices. Due to certain pioper-
ties of matrices, the development of the theory of special matrix functions are confined 
to a certain class of matrices. For the special functions of many matrices, only Mjry 
little has been achieved even for the case of real symmetric positive definite matrices. 
However, the theory of special functions with matrix parameter is developed and tLeir 
properties are also studied by some authors, see for example Defez et al. [47,48], Jotlar 
et al. [70-77], Sayyed et al. [116,117]. 
Operational techniques are important because they are closer to implementatidiis 
and language definitions than more abstract mathematical techniques. It is well ku('.vu 
from the literature that operational techniques include integral, differential and < x-
ponential operators and provide a systematic and analytic approach to study spei lai 
functions, see for example [110,120], The operational techniques are based upon siagle, 
double and multiple integral transforms and upon certain operators involving deriva-
tives. Methods connected with the use of integral transforms have been successfully 
applied to the solution of differential and integral equations, the study of genera iznd 
special functions and the evaluation of integrals. Further, it should be noted that the 
technique of inverse operator, applied for derivatives of various orders, combined with 
integral transforms, provides easy and straightforward solutions of various types of dif-
ferential equations. Dattoli and his co-workers have shown that by using operational 
techniques, many properties of ordinary and multi-variable special functions are simply 
derived and framed in a more general context, see for example [22,23,26-30,34-38,40-44]. 
Operational techniques provide a general framework to derive generating relations and 
summation formulae involving multi-variable special functions. 
It has been shown by Saad and Hall [114] that many integrals containing products 
of confluent hypergeometric functions follow directly from one single integral that has a 
very simple formula in terms of Appell's double series F^. They studied some techniques 
for computing such series and also presented the applications requiring matrix elements 
of singular potentials and the perturbed Kratzer potential. 
The operational methods combined with the monomiality principle [22,121] open 
new possibilities to deal with the theoretical foundations of special functions and also 
to introduce new families of special functions. The concepts and formalism associated 
with the monomiality treatment can be exploited in different ways. They can be used to 
simplify the derivation of the properties of ordinary or generalized special polynomials 
and to establish rules of operational nature, framing the special polynomials within the 
context of particular solutions of generalized forms of partial differential equations of 
evolution type. 
Sequences of polynomials play a fundamental role in applied mathematics. One 
of the important classes of polynomial sequences is the class of Sheffer sequences. The 
Appell polynomial sequences, which is a subclass of Sheffer polynomial sequences, is also 
important. The Appell and Sheffer polynomial sequences appear in different applica-
tions in pure and applied mathematics. These polynomial sequences arise in numerous 
problems of applied mathematics, theoretical physics, approximation theory and several 
other mathematical branches. The typical examples of Appell polynomial sequences 
are the Bernoulli and Euler polynomials, while the Sheffer class contains important se-
quences such as the Hermite and Laguerre polynomials. In the past few decades, there 
has been a renewed interest in Appell and Sheffer polynomials. Di Bucchianico [50] 
summarized and documented more than five hundred old and new findings related to 
the study of Appell and Sheffer polynomial sequences. One aspect of such study is to 
find differential equation and recursive formulae for Sheffer polynomial sequences. For 
instance, He and Ricci [62] developed the differential equation and recursive formula for 
Appell polynomials. 
Recently, Subuhi Khan and her co-authors presented a systematic study of certain 
new classes of mixed special polynomials related to the Appell and Sheffer polynomial 
sequences, see for example [83,84,88]. These mixed polynomials are important due to 
the fact that they possess important properties such as differential equations, generating 
functions, series definitions, integral representations etc. Also, these polynomials can be 
framed within the context of monomiality principle. The problems arising in different 
areas of science and engineering are usually expressed in terms of differential equations, 
which in most of the cases have special functions as their solutions. Saad et al. [115] 
vi 
studied the criterion for polynomial solutions to a class of linear differential equations 
of second order. The differential equations satisfied by the mixed special polyromials 
may be used to express the problems arising in new and emerging areas of sciences. Due 
to this fact, these new mixed special polynomials are important from the viewpoint of 
applications. 
The theory of Lie groups is one of the classical well established chapters of math-
ematics. This theory was developed by the Norwegian mathematician, Sophus Lie [95] 
in the late nineteenth century in connection with his work on systems of difioeiitial 
equations. During the past one hundred years, the concepts and methods of the the-
ory of Lie groups entered into many areas of mathematics and theoretical physics and 
become inseparable from them. In applied mathematics, Lie theory remains a pow(>rful 
tool for studying differential equation, special functions and perturbation theor}'. Lie 
theory finds applications not only in elementary particle physics and nuclear ply.^ics, 
but also in such diverse fields as continuum mechanics, solid-state physics, cosmoldg}' 
and control theory. 
The theory of group representations and its relation to special functions gwc a 
powerful tool to the development of mathematical physics. This is a rapidly jg. w-
ing field, through which one can bring to bear many powerful methods of modi'rn 
mathematics. One of the numerous consequences of the relationship of the tliecry 
of group representations and special functions is to investigate properties of sj ecial 
functions including generating relations. For example, one may refer to the works of 
Miller [103], Wawrzynczyk [127], Weisner [128-130], Vilenkin [126] and Srivastava and 
Manocha [120]. Recently, the contributions showing Lie theoretical representations of 
Laguerre 2D polynomials [79], Hermite 2D polynomials [86] and 2-variable Lagiieire 
matrix polynomials [85] are given. 
In this thesis, certain mixed type and matrix special functions are studied. Opera-
tional methods are used to introduce certain new families of mixed special polynomials 
associated with Appell and Sheffer polynomial sequences. These families are also framed 
within the context of monomiality principle. Further, the mixed special matrix polAmo-
mials are introduced related to the Hermite and Laguerre matrix polynomials and their 
properties are established. 
The objectives of the work presented in this thesis are: 
1. To introduce the following mixed type and matrix special functions: 
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(i) 2-Iterated Appell polynomials 
(ii) Families of mixed Appell polynomials 
(iii) Families of Legendre-Sheffer polynomials 
(iv) Family of Laguerre-Sheffer polynomials 
(v) 2-Variable generalized Hermite matrix polynomials 
(vi) Families of mixed Hermite matrix polynomials 
(vii) Hermite-Laguerre matrix polynomials. 
2. To establish the properties of mixed type and matrix special functions mentioned 
in l((i)-(vii)). 
3. To derive certain results for the mixed type and matrix special functions mentioned 
in l((i)-(vii)). 
The present thesis is a part of the research work carried out by the author during 
the last three and half years concerning certain mixed type and matrix special functions. 
The thesis comprises of eight chapters and each chapter is subdivided into five sections. 
In Chapter 1, the necessary background material of special functions, special matrix 
polynomials, operational methods and Lie algebraic techniques is given. The definitions 
and properties of hypergeometric functions, certain classical and matrix special functions 
are reviewed. The technicalities associated with the monomiality principle are presented 
and Appell and Sheffer polynomial sequences are defined. Further, the definitions and 
the concepts related to Lie algebraic approach to special functions are given. However, 
the definitions, concepts and results reviewed in this chapter are only those, which are 
required in carrying out the research work presented in the thesis. 
In Chapter 2, the Appell type sets of polynomials and related numbers are intro-
duced by using monomiality principle formalism. The 2-iterated Appell polynomials 
are introduced and their properties are established. Certain results for the 2-iterated 
Bernoulli and Euler polynomials are obtained. The Bernoulli and Euler based Appell 
polynomials are introduced and different sets of polynomials, namely, the Bernoulli-
Euler (or Euler-Bernoulli), Bernoulli and Euler based generalized Euler polynomials are 
obtained as particular cases of these polynomials. Further, the 2- iterated Bernoulli, 
2-iterated Euler and BernouUi-Euler numbers are introduced. The determinantal ap-
proach to define BernouUi-Appell polynomials is also explored. 
In Chapter 3, the monomiality principle is used to introduce mixed type special 
polynomials of two variables related to the Appell polynomials sequence. Some results 
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for the 2-variable general polynomials are derived. The 2-variable mixed Appell polyno-
mials are introduced and framed within the context of monomiality principle. Further, 
the Gould-Hopper Appell polynomials are considered and results for some members 
belonging to the Gould-Hopper Appell polynomials family are obtained. Examples of 
some members belonging to the Gould-Hopper-Appell and Hermite-Appell familie.'^  are 
also given and their plots are drawn for suitable values of the parameters and indi< es. 
In Chapter 4, the families of Legendre-Sheffer polynomials are introduced and some 
special properties of these families are established by using operational methods. Two 
different forms of the Legendre polynomials are taken as base to introduce f? niilies 
of Legendre-Sheffer polynomials. Operational rules providing correspondence between 
Sheffer and Legendre-Sheffer families are established. Further, the Legendre-La.;ii'3rre 
and Legendre-Hermite polynomials are considered and their properties are obtained. 
The operational correspondence between Sheffer and Legendre-Sheffer families is anplied 
to derive the results for some members belonging to the Legendre-Sheffer polyi oinial 
families. 
In Chapter 5, the Laguerre-Sheffer polynomials family is introduced and framed 
within the context of monomiality principle. An operational correspondence be\\<'cu 
the Sheffer and the Laguerre-Sheffer families is established. Further, the multioli.^i-
tive and derivative operators, recurrence relations and the differential equations f( r t he 
Laguerre-Sheffer and Laguerre-Appell polynomial families are obtained. Certain n la-
tions, identities and expansions for the Laguerre-Sheffer polynomials are also derived. 
In Chapter 6, the 2-variable generahzed Hermite matrix polynomials are introdui ed 
and framed within the context of an irreducible representation of the harmonic os 'ilia-
tor Lie algebra Q{0,1). Series definition, differential equation and some other impoi taut 
properties of these matrix polynomials are derived. Further, generating relations irrolv-
ing these matrix polynomials are derived by using the representation theory of the Lie 
algebra ^(0,1). Certain new and known generating relations involving other forms of 
the Hermite matrix and scalar polynomials are also obtained as applications. 
In Chapter 7, the Hermite-general matrix polynomials are introduced by maidug 
use of operational identities for decoupling of the exponential operators. The opera-
tional rules are established, which provide connections of these matrix polynomials witii 
the 2-variable general polynomials as well as with the 2-index 2-variable Hermite matrix 
polynomials. The multiplicative and derivative operators, matrix recurrence relatioiis 
and the matrix differential equations for these matrix polynomials are derived by using 
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the concepts associated with the monomiality principle. Further, some members belong-
ing to the Hermite-general matrix polynomials family are considered and certain results 
for these special polynomials are derived. Summation formulae connecting the Hermite-
general matrix polynomials with certain other matrix and scalar special polynomials are 
also established. 
In Chapter 8, the 2-variable Hermite Kampe de Feriet polynomials are used to in-
troduce the mixed type special matrix polynomials. Operational representations, prop-
erties and generating relations for these matrix polynomials are derived. The Hermite-
Laguerre matrix polynomials and Hermite-modified Laguerre matrix polynomials are 
introduced by means of the generating functions and series definitions. Special cases of 
these matrix polynomials are mentioned. Operational representations, recurrence rela-
tions and differential equations of these matrix polynomials are established. Further, 
generating relations involving the Hermite-Laguerre matrix polynomials are derived by 
using operational methods. Certain results for new and known matrix as well as scalar 
special polynomials are also obtained as particular cases. 
Each chapter (except Chapter 1) of the thesis ends with some concluding remarks. A 
comprehensive list of references of books, monographs, proceedings and research papers 
is provided at the end of the thesis. 
The published and submitted research papers based on the work of this thesis are 
as follows: 
1. 2-Variable Generalized Hermite Matrix Polynomials and Lie Algebra Representa-
tion, Reports on Mathematical Physics 66(2) (2010) 159-174. 
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nomials, Journal of Mathematical Analysis and Applications 387 (2012) 
90-102. 
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national Journal of Analysis (2013) 1-11. 
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and Computation 219(17) (2013) 9469-9483. 
6. Some Properties of Her mite-General Matrix Polynomials (Submitted for publica-
tion in the Ukranian Mathematical Joumat). 
7. Hermite-Laguerre Matrix Polynomials and Generating Relations (Submitted for 
publication in the Reports on Mathematical Physics). 
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Chapter 1 
Prelirainaries 
1.1 Introduction 
Special functions are the solutions of a wide class of mathematically and phv'sically 
relevant functional as well as differential equations. The role of special functions as 
the solution of differential equations was investigated by Newton and Leibnitz. The 
subject of special functions has been in continuous development ever since. In t ic last 
few decades several new families of special functions and their applications havi; \<een 
discovered. A vast mathematical literature has been devoted to the theory ot these 
functions as constructed in the works of Gauss, Hermite, Euler, Chebyshev, Wit-on, 
Hardy and other classical authors. Some other developments are given by Andrews [i 2], 
Andrews et al. [3], Erdeiyi et al. [53-55], Iwasaki et al. [68], Lebedev [92], McBride IdO], 
Rainville [109], Sneddon [119], Srivastava and Manocha [120], Szego [122], Titchmaich 
[124], Truesdell [125] etc. 
The Gauss hypergeometric function form the core of the special functions. Mauj-
elementary functions and most of the commonly used special functions are expressible m 
terms of hypergeometric function. Introduction of this function allows us to solve many 
interesting problems, such as conformal mapping of triangular domains bounded by line 
segments or circular arcs, various problems of quantum mechanics, etc. Hypergeomet-
ric functions have two very significant properties that add to their usefulness: The\ 
satisfy certain identities for special values of the function and they have transforma-
tion formulae. These properties have many applications. For example, in combinatorial 
analysis hypergeometric identities classify single sums of products of binomial coeffi-
cients. Further, quadratic transformations of hypergeometric functions give insight into 
the relationship of elhptic integrals to the arithmetic-geometric mean. 
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The study of special matrix functions and polynomials are motivated by the im-
portance and applications of the classical special functions as well as generalized special 
functions in various fields of engineering and sciences. The matrix-valued counterparts 
of these special functions such as special functions of matrix arguments and special 
functions with matrix parameters are confined to a certain class of matrices. It is also 
difficult to frame the concept of special matrix polynomials itself in a univocal way. 
However, during the last two decades, the development of the theory of these polynomi-
als have gained increasing interest of some authors, see for example Jodar et al. [70-77], 
Sayyed et al. [116,117]. Recently Jodar et al. [70-72] studied the differential equations 
of matrix analogues of Hermite, Laguerre and Legendre differential equations and the 
corresponding polynomial families. 
The operational techniques (including differential and integral operators) provide a 
systematic and analytic approach to study special functions. The operational techniques 
combined with the mpnomiality principle open new possibilities to deal with the theo-
retical foundations of special polynomials and also to introduce new families of special 
polynomials. The concepts and formalism associated with the monomiality treatment 
can be exploited in different ways. They can be used to simplify the derivation of the 
properties of ordinary or generalized special polynomials and to introduce new families 
of special polynomials as well as to establish rules of operational nature, framing the 
special polynomials within the context of particular solutions of generalized forms of 
partial differential equations of evolution type. 
The theory of Lie groups lies at the junction of the theories of differentiable mani-
folds, topological groups and Lie algebras. In the case of Lie groups, particular emphasis 
is placed upon results and techniques which educe the interplay between a Lie group 
and its Lie algebra. In the closer study of Lie groups both the "local" and the "global" 
aspects are important, but it is fair to say that most of the information concerning the 
structure of a Lie group comes from the investigation of its "local" properties. The 
basic feature of any Lie group is that it has a non-countable number of elements lying 
in a region "near" its identity and that the structure of this region both very largely 
determines the structure of the whole group and is itself determined by its corresponding 
real Lie algebra. 
The interaction between Lie groups/Lie algebras and special functions can be ap-
proached from at least three different points of view. 
(i) Start with a special group. Consider different kinds of special functions occurring 
on it. This usually gives rise to relationships between these special functiois 
(ii) Start with a special function. Find interpretations for it of various kinds on se\ eral 
groups. Then try to find a conceptual explanation which links these interpret ations 
together. 
(iii) Start with a general structure in the context of group representations. Find prop-
erties involving special functions which fits into the structure. 
This chapter contains the necessary background material of special function.;, spe-
cial matrix functions, operational methods and Lie algebraic techniques. In Section 
1.2, the definitions and properties of the hypergeometric functions and certain cLissical 
special functions are reviewed. In Section 1.3, the definitions and properties of special 
matrix functions are given. In Section 1.4, technicalities associated with the monomi-
ality principle are presented and Appell and Sheffer polynomial sequences are defined. 
In Section 1.5, the definitions and concepts related to Lie algebraic approach to s c^ ial 
functions are given. However, the definitions, concepts and the results reviewed art; oaly 
those which are required in carrying out the research work presented in the thesis. 
1.2 Special Functions 
The history of special functions is so strongly entangled with that of the development 
of mathematics itself and of the problems, very often physical problems, that sugg^.'^ ted 
the introduction of specific families of functions going beyond those of elementary n it iue 
(trigonometric, logarithmic, exponential etc.), that it is quite difficult to give a simple 
picture of their genesis and development. The special functions started appearing in 
the late 1600s with the arrival of calculus. Then by the 1720s, Euler started his major 
industrial drive into the world of calculus and also started talking about lots of standard 
special functions. He found the gamma function as a continuation of factorial. He 
defined Bessel functions for investigating circular drums. He looked systematically at 
elliptic integrals. Later, in the mid of twentieth century Bateman Manuscript Projec t, 
under the editorship of Arthur Erdelyi [53-55], attempted to unify the theory of special 
functions and came around the time when electronic computation was coming to the 
fore and tabulation ceased to be the main issue. 
The special functions have played and are playing a crucial role in pure and applied 
mathematics, in physics, engineering and other fields of research involving mathematics 
as an operative tool. 
Although special functions can be defined in different ways, but it is usually shown 
to be expressible as a series, because this is frequently the most practical way to obtain 
numerical values for the functions. In the present section we give a brief and necessary 
description of special functions. 
The special functions are the classes of functions listed in (l)-(4) (other terms, such 
as higher transcendental functions, are sometimes used). 
(1) The gamma functions and related functions. 
(2) Presenel's integral, the error function, the logarithmic integral and other functio-
ns that can be expressed as indefinite integrals of elementary functions. 
(3) Elliptic functions. 
(4) Solutions of linear ordinary differential equations of the second order derived by 
separating certain partial differential equations, e.g., Laplace's equation in vario-
us curvilinear coordinates. 
According to the character of the singular points of the differential equation of 
which the functions are solutions, class (4) is divided into the following three types: 
(a) Special Funct ions of Hypergeometr ic T y p e : are solutions of differential equa-
tions with three regular singular points of the Riemann sphere. Examples are the hy-
pergeometric function and the Legendre function. Any function of this type reduces to 
a hypergeometric function through a simple transformation. 
(b) Special Funct ions of Confiuent Type: are solutions of differential equations 
that are derived from hypergeometric differential equations by the confluence of two 
regular singular points, that is by making one of the regular points tend to the other 
one so that the resulting singularity is an irregular singular point of class 1. 
(c) Special Functions of Ellipsoidal Type: are solutions of differential equations 
with four or five regular singular points, some of which may be confluent to become ir-
regular singular points. Examples are Lame functions, Mathieu functions and spheroidal 
wave functions/ In contrast to type (a) and (b), functions of type (c) are diflScult to char-
acterize by means of difference-differential equations and have not been fully explored. 
Sometimes the term special functions in its narrow sense is not applied to them. 
We give the definitions of some elementary functions, hypergeometric and confluent 
hypergeometric functions and other classical special functions that can be expressed in 
terms of hypergeometric functions. 
Gamma, Beta and Factorial Functions 
For Re(2;) > 0, the function r(2;) is defined in terms of integral 
/•oo 
r{z) = / e-H"Ut. a.2.1) 
Jo 
However, by analytic continuation r(^) can be extended to a function analytic m the 
whole complex plane with the exception of the simple pole at2; = —n(n = 0 , 1 . 2 . . . ) . 
The beta function B {a, P) is a function of two complex variables a and (3, defined 
by the Eulerian integral of the first kind 
B{a,P) = f e-\l-tf-Ut, Re (a) , Re (/?) > 0. 
Jo 
(1 2.2) 
The Pochammer symbol (a)„, where a denotes any number, real or complex and n 
any integer positive, negative or zero, is defined by 
, , f 1, if n = 0, 
[ a(a + l) •••(« + « - 1 ) , i f n > l , 
and 
(a)_„ - , , ^ \ , n = l , 2 , 3 , . . . ; a 7^  0, ± 1 , ± 2 , . . . . (. .J 4) 
In particular, (1)„ = n!. Hence, the symbol (Q:)„ is also referred to as the factorial 
function. 
In terms of gamma functions, we have 
, , Tia + n) 
Wn = - ~ - T - ^ , Q 7 ^ 0 , - l , - 2 , . . . . (1.2.n) 
r ( a ) 
The beta function is also related to the gamma function as: 
^ ^ " ' ^ ^ ^ f ^ ? i ' «,/3 ^ 0 , - 1 , - 2 , . . . , (1.2.6 
Hypergeometric Function 
The hypergeometric function 2Fi[a,/3; 7; xj is defined by 
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.F,[a,^;7;..] = E ^ l l ^ i f " . W < 1> (1-2-7) 
n=0 (7)n n! 
where a, ^,j are real or complex parameters and 7 7^  0 , - 1 , - 2 
By d'Alembert's ratio test, it is easily seen that the hypergeometric series in (1.2.7) 
converges absolutely within the unit circle, that is, |a;| < 1, provided that the denomina-
tor parameter 7 is neither zero nor a negative integer. However, if either or both of the 
numerator parameters a and /? in (1.2.7) is zero or a negative integer, the hypergeometric 
series terminates. 
When \x\ = 1 (that is, on the unit circle), the hypergeometric series is: 
(1) absolutely convergent if Re (7 — a — /?) > 0; 
(2) conditionally convergent if —1 < Re (7 - a — /3) < 0, a: 7^  1; 
(3) divergent if Re (7 — a - /?) < —1. 
2Fi[a, /3; 7; x] is a solution of the differential equation 
n If flit 
x{l-x)j^ + {-f-{a + (i + \)x)^-aPu = 0, (1.2.8) 
in which a, (5 and 7 are independent of x. This is a homogeneous linear diff'erential 
equation of the second order and is called the hypergeometric equation. It has at most 
three singularities 0,00 and 1 which are all regular [108]. This function has the following 
integral representation 
2F,[a,^-r,x]^--^—r / e--\i-ty"^-\i-xtrf'dt, (1.2.9) 
r ( a ) r ( 7 - Q ; ) 7o 
Re (7) > Re (a) > 0; |arg(l - x)\ < TT 
Confluent Hypergeometric Function 
If in hypergeometric equation (1.2.8), we replace x by xj^, the resulting equation 
will have three singularities at a; = 0, /?, oo. 
By letting |/?| -> oo, this transformed equation reduces to 
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Equation (1.2.10) has a regular singularity at x = 0, and an irregular singularity 
at a: = oo, which is formed by the confluence of two regular singularities at jS and oo of 
X 
equation (1.2.8) with x replaced by —. 
Consequently, equation (1.2.10) is called the confluent hypergeometric equation or 
Kummer's differential equation after E. E. Kummer, who presented a detailed study of 
its solutions in 1836, see [90]. 
The simplest solution of equation (1.2.10) is confluent hypergeometric function or 
Kummer's function iFi[a;7; a;] which is given as 
,F,[a-rA = E T ^ ' 7 7 ^ 0 , - 1 , - 2 , - . . ; |X| < CX), (1.2,11) 
„=o ^^>''^' 
which can also be deduced as a special ca^e of hypergeometric function 2^1 [a,/3; ^;: x]. 
In fact, we have 
lim 2^1 = iF,[a-T,x]. (1.2 12) 
The theory of hypergeometric functions is fundamental for mathematical phy.'^ics, 
since almost all elementary functions can be expressed as either hypergeometric or 1 at ios 
of hypergeometric functions and many non elementary functions in this field can be 
expressed as hypergeometric functions. 
Cer ta in Classical Special Functions 
A fairly wide range of special functions can be represented in terms of the hypt r,L>,e-
ometric and confluent hypergeometric functions. The 2F1 includes as its special cjscs, 
many elementary functions, Legendre functions of the first and second kinds, the in-
complete beta function, complete elliptic integrals of the first and second kinds, Jacobi 
polynomials, Gegenbauer (or ultra spherical) polynomials, Legendre (or spherical) poly-
nomials, Tchebycheff polynomials of the first and second kinds etc. [120]. On the other 
hand, iFi includes as its special cases, Bessel functions, Whittaker functions, incomplete 
gamma functions, error functions, parabolic cylinder (or Weber) functions, Bateman's 
A;-function, Hermite polynomials, Laguerre functions and polynomials, Poisson-Charlier 
polynomials etc. [120]. 
We give the definitions of certain classical special functions and mention their re-
lationship with the hypergeometric functions (we consider only those special functions 
which will be used in our work). 
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°° {a)„ a" I. ( l - x ) - " = E i 5 ^ = 2F,[a,b;b;x] = iFo[a;-;:r] , \x\ < 1, (1.2.13) 
n=0 
where {1 — x) "is the familiar binomial function. 
oo 
II- e" = E"i = iFi[a-a-x] = oFo[~;-,x], (1.2.14) 
where e^ is the well known exponential function. 
III. Bessel Functions 
The Bessel functions Jn{x) are defined by means of the generating relation 
e x p ( ^ | h - M j = Yl J4x)t\ t^O;\x\<oo. (1.2.15) 
^ ^ ' ' n=—oo 
The Bessel functions Jn{x) are also defined by the series 
^ A ; ! r ( l + n + A;)' (1.2.16) 
where n is a positive integer or zero, and 
Jr^ix) = ( - l ) "J_„(x) , (1.2.17) 
where n is a negative integer. 
The Bessel functions Jn{x) are the solutions of the differential equation 
(1.2.18) 2 cPy dy 2 
ax'' ax 
n^)y = 0. 
We note that 
"^^ ^^  - r(i + n)«^^ 
x^' 
__;n + l ; - - (1.2.19) 
IV. Tricomi Functions 
The Tricomi functions are Bessel like functions. The Tricomi functions Cn{x) are 
defined by means of the generating function 
exp 
0 0 
The Tricomi functions C„(z) are also defined by the series 
fc=0 
;12.21) 
and are characterized by the following link with the ordinary Bessel functions J, (J 
C„(x) = X 57„(2v^). 
The Tricomi functions Cn{x) are solutions of the differential equation 
(L.2.22) 
We note that 
C„(a:) = 
r(l + n) oFi[-; n + 1; ~x]. 
^1.223) 
(1 2 24] 
V. Legendre Polynomials 
The Legendre polynomials Pn{x) are defined by means of the generating funcudii 
(i-2xt + i2)-v2 =: ^p„(x)r , \t\ < 1; LTI < 1. (1.2.21) 
n=0 
The Legendre polynomials P„(a;) are also defined by the series 
fe=0 
/c!(n-2A;)! (1.2 2(. 
The Legendre polynomials /'„(a:) are solutions of the differential equation 
d'^y r, dy (i-^'):ri-2a::£ + «(" + i)y = o. 
We note that 
dx'^ dx 
Pn{x) = 2^1 -n, n + 1; 1; 1 - x 
(1.2.27 
fl.2.28) 
VI. Hermite Polynomials 
The Hermite polynomials Hn{x) are defined by means of the generating function 
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exp{2xt-t^) = ^ Hn{x) r 
n=0 ni 
\t\ < oo; |2;| < oo. (1.2.29) 
The Hermite polynomials Hn{x) are also defined by the series 
[f] 
Hn{x) = n! Y^ (-1)* (2a;)"-2'= 
-^ kl(n-2k)l • (1.2.30) 
k=o 
The Hermite polynomials Hn{x) are solutions of the differential equation 
3 - ^ - 2a; -J- + 2ny = 0. 
ax-' ax 
(1.2.31) 
We note that 
H^{x) = (2a:)"2Fo n —n+1 1 
. "2 ' 2 ' - ' " ^ (1.2.32) 
Also, a second form of the Hermite polynomials denoted by //e„(x) is defined by 
means of the generating function 
exp ( xt t' y^ //e„(x) r 
n=0 n! 
jf| < 00; \x\ < 00. (1.2.33) 
The Hermite polynomials jye„(x) are also defined by the series 
Hen{x) = n! 2 ^ 
M (_l)fca;n-2fc 
• ^ 2 ^ A ; ! ( n - 2 A ; ) ! ' (1.2.34) 
The polynomials Hn{x) and Hen{x) are both known in the literature as the Hermite 
polynomials. The polynomials Hen{x) are closely related to Hn{x) as 
He^{x) = 2-"/2/^„ (^-^ . (1.2.35) 
In view of the above relation, we conclude that all the properties of Hen{x) can be 
deduced from the corresponding ones of Hn{x). 
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VII. Laguerre Polynomials and Associated Laguerre Polynomials 
The Laguerre polynomials L„(a;) are defined by means of the generating function 
(1 hj ' ^P ( ( T ^ ) ^ E^rrix)^, \t\ < 1; |x| < oc. (1.2.36) n=0 
The Laguerre polynomials L„(x) are also defined by the series 
where n is a nonnegative integer. 
The Laguerre polynomials are solutions of the differential equation 
We note that 
Ln{x) = i F i [ - n ; l ; x ] . (1.2.39) 
In many applications, a generalization of the Laguerre polynomials Ln{x , callei! 
the associated Laguerre polynomials is needed. The associated Laguerre polyndiniaLs 
Z/„ (x) are defined by means of the generating relation 
7pTT«^p((rr7)j = T.^nHx)e, | i |<i; |x| <cx). ,1,2.40) 
T!=0 (1 
The associated Laguerre polynomials L„ ' (x) are also defined by the series 
^« "^^ ^ - ^ ( n - f c ) ! ( a + A;)!A;!' ^^-^^^ 
where n is a nonnegative integer. 
The associated Laguerre polynomials L)^'{x) are solutions of the differential etjua-
tion 
11 
We note that 
L'C\^) r (n + g + 1) 
r ( n + 1) r ( a + 1) iF i [ -n ; a + 1; x\. (1.2.43) 
In particular, for a = 0, we have 
L f (:r) = L^[x). (1.2.44) 
VIII. Gegenbauer and Chebyshev Polynomials 
The Gegenbauer polynomials C^{x) are generalization of the Legendre polynomials 
and are defined by means of the generating function 
oo 
{l-2xt + i^)-^ = Y,Ci,{x)t\ \t\<\-\x\<\-\>-~. (1.2.45) 
n=0 
Gegenbauer polynomials C^{x) are also defined by the series 
CA(^) = - i ^ V ( Z l ) ' r ( n - k + X){2xr-^^ 
r(A) /t=0 k\ (n - 2k)\ 
(1.2.46) 
The Gegenbauer polynomials C^{x) are solutions of the differential equation 
d'y dy (1 - x ' ) - f - (2A + l)a; / + n(n + 2A)y = 0, 
dx"^ dx 
(1.2.47) 
We note that 
ra + 2A - 1 
2Fl -n, n + 2A; A + 
1 1 X 
2' 2 
(1.2.48) 
In particular, for A = | , we have 
Cn — rji\X). (1.2.49) 
An important subclass of the Gegenbauer polynomials are the Chebyshev polyno-
mials, of which there are two kinds. The Chebyshev polynomials of the first kind T„(x) 
are defined by means of the generating function 
12 
^ V ^ ^ = VT„(:r)r. |t|<l; H < 1. (1 - 2xt +1^) 
n=0 
:i.2.50) 
The Chebyshev polynomials of the first kind T„(a;) are also defined by the series 
fe=0 
k\ (n - 2k)\ 
The Chebyshev polynomials of the first kind T„(x) are the solutions of the dilfer-
ential equation 
- d^ni fill 
(1.2 52) ( i - ^ ' ) S - ^ $ + «'y = 0. dx"^ dx 
We note that 
Also, we have 
Tn{x) = 2F1 1 l - x 
—n, n; - ; 
' ' 2' 2 
ro(x) = 1, r„(x) = ^ l i m ^ , n = 0, l ,2 , 2 A->o A 
(12.53) 
;i,2:vi) 
The Chebyshev polynomials of the second kind Un{x) are defined by means cf tlic 
generating function 
(1 - 2xt + t")-^ = Yl ^n (x ) r , \t\ < 1; |x| < 1. (1.2.00) 
n=0 
The Chebyshev polynomials of the second kind Un(x) are also defined by the S'i ries 
[f] r,,.^i-mn~k)\{2xr-'>' fl.2.5fi) 
The Chebyshev polynomials of the second kind Un{x) are solutions of the differertia 
equation 
^. d?xi dii 
(1.2 5/ 2\ A o... ^y 
^'~'^d^^-^^Tx-'<^'-^^y = '-
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We note that 
Unix) = {n+l)2Fi , 3 1-x 
-n, n + 1; -; (1.2.58) 2' 2 
In particular, for A = 1, we have 
Clix) = Unix), n = 0 , l , 2 , . . . . (1.2.59) 
An important generalization of special functions is special matrix functions. In the 
next section, we consider the special matrix functions and polynomials. 
1.3 Special Mat r ix Polynomials 
The special polynomials with matrix parameters provide the solutions of spe-
cial matrix differential equations. These matrix differential equations are the systems 
of differential equations, each of which is satisfied by the corresponding scalar special 
polynomial. In the same way the other results for special matrix polynomials like gener-
ating functions, series definitions, recurrence relations etc. can be viewed as the systems 
of equations, which are satisfied by the corresponding scalar special polynomials. 
If yl is a matrix in C'^'" (r G N), its spectrum aiA) denotes the set of all the 
eigenvalues of >1 and the 2-norm of A, denoted by ||>1||, is defined by 
P I I = s u p M k , (1.3.1) 
x^O \\X\\2 
where [jyljg = (y^y) is the Euclidean norm of any y in C'"^'' (r e N). The real numbers 
aiA) and /?(^) are defined by 
aiA)=max{Reiz):ze(7iA)}, f^iA) = min{Reiz) : z e aiA)}. (1.3.2) 
A matrix A in C'^^ (r € N) is said to be positive stable if 
Reifi)^ 0, // e aiA), aiA) := spectrum of A. (1.3.3) 
If / ( z ) and giz) are holomorphic functions in an open set Q of the complex plane 
and if aiA) C Q, then from the Riesz-Dunford functional calculus [52, p. 558]; 
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f{A)g{A) = g{A)f{A), (] 3.4) 
where f{A) and g{A) denote the images of functions f{z) and g{z) respectively, ac ting 
on the matrix A. 
If Do is the complex plane cut along the negative real axis and log(2) denotes the 
principal logarithm of z, then z^/'^ represents exp( | log(2)). If matrix A € C^ ' ' (r t N) 
with cr{A)<Z Do, then A^^"^ = \/A denotes the image by z^ ^^  of the matrix functional 
calculus acting on the matrix A. 
The reciprocal gamma function denoted by r~^{z) = l/T{z) is an entire function 
of the complex variable z. Then the image of A under the action of r ~ \ denoted by 
T'^IA), is a well defined matrix. Further, if 
A + nl is invertible for every integer n > 0, ('^ ••"'•5) 
then r{A) is invertible and its inverse coincides with r~^{A). Thus the formula 
{A){A + I)...{A + {n-l)I)r'\A + nI) = r-\A), n > 1, (].:'> 6) 
is well defined [65, p. 253]. From equation (1.3.4) and under condition (1.3.5), equation 
(1.3.6) takes the form 
{A){A + I)---{A + {n-l)I)=T{A + nI)r-\A), n > 1. (137) 
Using the Pochhammer symbol or shifted factorial defined by equation (1.2.3) and 
applying the matrix functional calculus to this function, for any matrix A in C^'" r £ 
N), we define 
(yl)„ = A{A + I)'--{A + {n- 1)7), n > 1; {A)o = 1. (1.3.b) 
From equation (1.3.8), it is easy to find that 
(^)„_fc = (-l)'=(yl)„[(/ - A - nI)k}-\ 0<k<n. (l.';.9) 
We give the definitions and concepts related to elementary matrix functions, hyper 
geometric matrix functions and Hermite, Laguerre and Gegenbauer matrix polynomials 
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I. Gamma and Beta Matrix Functions 
Gamma and beta matrix functions are frequent in statistics [69] and in the solution 
of matrix differential equations [70-72]. Beta function of two diagonal matrix arguments 
has been used in [19] and [72] for the case where one of the two matrix arguments is a 
scalar multiple of the identity matrix. 
Some properties of gamma and beta functions are studied in [73]. We consider the 
extension of formula (1.2.6) to the matrix framework. 
For a positive stable matrix M in C'"^'' (r G N) and an integer n > 1, we liote 
that [73]: 
r{M) = lim (n - 1)\{M)-^ n^ (1.3.10) 
n-+oo 
and also in accordance with [73], if P and Q are positive stable matrices in C'"'^ '" (r G N), 
then beta function is defined by 
B{P,Q) = f tP'\l - tf-^dt. (1.3.11) 
Jo 
Thus, if P and Q are commuting positive stable matrices then B{P, Q) = B{Q, P) 
and commutativity is a necessary condition for the symmetry of the beta function [73]. 
Also, we have 
B{P,Q)=^T{P)T{Q)V-\P + Q), (1.3.12) 
where P and Q are commuting matrices in C^'" (r 6 N) such that F , Q and P + Q are 
positive stable. 
II. The Hypergeometric Matrix Functions 
Many special functions encountered in physics, engineering and probability theory 
are special cases of hypergeometric functions [92,109]. Hypergeometric matrix function 
QFI[-]A,Z] is introduced in [77] in connection with Laguerre matrix polynomials and 
the hypergeometric matrix function 2^1 [^, B\ C; z] is defined in [74] as 
,Fy[A, B; C; z] = f ; (^^BUQn^n (1 3 13) 
for matrices A, B and C in C^^" (r G N) such that 
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C + nl is invertible for all integer n > 0. (I.: .14) 
The series in r.h.s. of equation (1.3.13) converges for \z\ < 1. Condition lor the 
convergence of 2Fi[A, B; C; z] for \z\ = 1 is as follows: 
PiC) > aiA) + a{B), (: .3 15) 
where A, B and C are positive stable matrices in C^^ (r e N). 
Suppose that C is a matrix in C^*" (r e N) satisfying condition (1.3.14) and 
CB = BC. Then 2Fi[A,B;C;z] is the solution of the following matrix differeiitial 
equation: 
z(l-z)W"{z)-zAW'{z)-irW'{z){C-z{B + I))-AW{z)B = 0, 0 < |r| < 1 (13, 6) 
satisfying 2^1 [/I, B; C; 0] = / . 
3 I I I . Hermite M a t r i x Polynomials 
The Hermite matrix polynomials are introduced and discussed for matrices C"^' (• G 
N) whose eigenvalues are all studied in the right open half plane and some propaiios 
e.g. integral representation of these polynomials are given in [47]. A generalizaticn jf 
Hermite matrix polynomials has been introduced by Sayyed et al. [116]. Receritl} the 
2-variable generalized Hermite matrix polynomials are introduced in [87]. 
The Hermite matrix polynomials (HMaP) Hn[x,A) are defined by the foUo .^'iijg 
generating function [70]: 
ex^{xty/2A-ei) = ^Hn{x,A)—^, (1.3 17) 
n=0 
where /l is a positive stable matrix in C^'" (r G N). 
The series definition of the HMaP i/„(x, A) is given by 
H.i^,A) = nlJ:^ ^^^^f ^ - . ">0. (1 .3 .8 . 
The direct consequences of equation (1.3,17) are 
H-i{x,A) =0 and Ho{x,A) = I, (1.3.19) 
where / is the identity matrix in C^^ (r G N). 
In view of equations (1.2.29) and (1.3.17), we observe that: 
Hn{x;A) = Hn (a ;y 2") • (1.3.20) 
The HMaP i/„(x, A) satisfy the following pure and differential matrix recurrence 
relations: 
xy/2AHn{x, A) = 2nHn^i{,x, A) + //„+i(x, A), n > 1 (1.3.21) 
and 
xy/2A—Hn{x,A) = nV2AHn{x,A) + 2n—Hn-i(x,A), n > 1, (1.3.22) 
ax ax 
—H„{x,A) = ny/2AHn-i(x,A) , (1.3.23) 
2xAHn-i{x,A) = V2AHn{x,A) + 2—Hn-i{x,A), n>l, (1.3.24) 
respectively. 
The HMaP Hn{x, A) are the solutions of the following matrix differential equation: 
rP d 
-^^HJx, A) - xA--Hn{x, A) + nAHJx, A) = 0. (1.3.25) 
dx^ dx 
IV. Laguerre Matrix Polynomials 
The Laguerre matrix polynomials (LMaP) Z/„ ' '(x) are defined by the following 
matrix valued generating function [71, p. 57(3.1)]: 
(1 - t )-(^+^)exp ( ^ ) = f:Li'-'\xr, (1.3.26) 
where 4^ is a matrix in C^'' (r e N) satisfying condition 
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—k^a{A) for every integer A; > 0, cr(v4) := spectrum of 4^ (13 27) 
and A is a complex number with Re(A) > 0. 
The series definition of the LMaP Li^'^\x) is given by 
i f c=o • ^ ' '• 
The LMaP Li^'^\x) satisfy the following pure and differential matrix recurrence 
relations: 
(n + l)Llf4\x) + [Xxl -{A + (2n + l)I]Li''''\x) + (^ + n / ) 4 - f (.r) = 0 (1.3.-9) 
and 
x~Ll^'''\x) - nLi^'^-^x) + {A + nI)L^^J^{x) = 0, (l..i..U) 
ax 
respectively. 
The LMaP L\^'^\X) are the solutions of the following matrix differential equa ion: 
x^Li '^ '^Hx) + {A + I - XxI)^Li^''\x) + XnLi^''\x) = 0. ( 1 . : .3 >) 
V. Gegenbauer Matrix Polynomials 
The Gegenbauer matrix polynomials are recently introduced by Sayyed et al. [ill]. 
The generating function of Gegenbauer matrix polynomials (GMaP) C^{x) is givei bv 
oo 
[l-2xt + ey^ = ^C^{x)r, (L3 33) 
n=0 
where ^ is a positive stable matrix in C^'" (r e N). 
The series definition of the GMaP C^{x) is given by 
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C»^W = g ^ ^ M " - " (1-3.34) 
The GMaP C^{x) are the solutions of the following matrix differential equation: 
rP rl 
(1 - x^ )—C^(x ) - {2A + I)x—C^{x) + n{2A + nI)C^{x) = 0 (1.3.35) 
In the next section, we give the definitions and concepts related to operational 
methods. 
1.4 Operational Methods 
The use of operational methods has allowed the derivation of new and known 
generating functions associated with wide classes of special functions of conventional 
and generalized types, within a more unified and systematic context [44]. Operational 
methods trace back to the work of Euler and Lagrange in connection with some gen-
erating functions of number sequences. Extensive use of operational methods has been 
recently proposed by Dattoli and his collaborators, in connection with the study of 
classical and new sets of special functions, including multi-dimensional and multi-index 
cases. Further, the operational methods are proved to be useful tool in obtaining formal 
solutions of a wide class of boundary value problems for partial differential equations 
in a straightforward way. Many properties of conventional and generalized polynomials 
have been shown to be easily derivable within an operational framework, which is a 
consequence of monomiality principle. 
In this section, we discuss the concept of monomiality which arises from the action 
of the multiplicative and derivative operators on quasi-monomials. Also, we provide a 
wide class of representations of the property of quasi-monomiahty in the framework of 
Appell and Sheffer polynomials. 
The idea of monomiahty traces back to the early 1940s, when J. F. Steffenson [121] 
suggested the concept of poweroid. The concept of monomiality principle is reformulated 
and developed by Dattoli [22], according to which, the polynomial set Pn{x)n^^ is "quasi-
monomial" provided there exist two operators M and P playing, respectively, the role of 
multiplicative and derivative operators, for the family of polynomials. These operators 
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satisfy the following identities, for all n e N: 
M {Pn{x)} = Pn+l{x) ( l . t . l ) 
and 
P{p„(x)} = np„_i(a;). (L.i.2) 
The operators M and P also satisfy the commutation relation: 
[P,M] = PM-MP^i, (..J.3) 
and thus display the Weyl group structure. If the considered polynomial set p„(.'),^f,j 
is quasi-monomial, its properties can easily be derived from those of the M and P 
operators. In fact: 
(i) Combining the recurrences (1.4.1) and (1.4.2),we have 
M P{P4X)} = npnix), (1,4 4) 
which can be interpreted as the differential equation satisfied by p„(x), if M and 
P have a differential realization. 
(ii) Assuming here and in the sequel po(2;) = 1, thenp„(x) can be explicitly constru 3t cd 
as: 
Mx) = Ar{l}, (1,4.5) 
which yields the series definition for Pn{x). 
(iii) Last identity (1.4.5) implies that the exponential generating function of p„(x) can 
be given in the form: 
and therefore 
„ n! • ^ n! ^—' n! 
n=0 n=0 n = 0 
00 ^n 
exp{tM){l} = J2-p^{x). (l./j.ti 
n=0 
In 1880, P. E. Appell [5] introduced sequences of n*''-degree polynomials /l„(x), r, ^--
0, 1,..., nowadays called Appell polynomials. These polynomials have been studied 
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because of their remarkable applications not only in different branches of mathematics 
[7,123] but also in theoretical physics and chemistry [94]. In 1936 an initial bibliography 
was provided by Davis [45, p. 25]. Recently, more than five hundred old and new 
results related to Appell polynomial sequences are summarized and documented by Di 
Bucchianico and Loeb [50]. 
The class of Appell sequences [5] is an important class of polynomial sequences and 
appears in diiferent applications in pure and applied mathematics. The Appell sequences 
are characterized by Roman [112] in several ways. The Appell polynomials [5] may be 
defined by either of the following equivalent conditions: 
{An{x)} (n e No) is an Appell set (An being of degree exactly n), if either 
(i) £An{x) = n An-i{x), n G No, or 
(ii) there exists an exponential generating function of the form 
A(t)e-' = J2M^):^. (1-4.7) 
n=0 
where A{t) has (at least the formal) expansion: 
A{t) = y2Ar.--, Ao^O. (1.4.8) 
n=0 
Alternatively, the sequence An(x) is Appell for g(t) [112], if and only if 
where 
(^0 
oo ^n 
9{t) = ^ 9 n - , 90^0. (1.4.10) 
n 
n=0 
In view of equations (1.4.7) and (1.4.9), we have 
The typical examples of Appell polynomials besides the trivial example {a;"}^o 
are the Bernoulli polynomials, the Euler polynomials and the Hermite polynomials. In 
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particular, Hermite polynomials sequence i/e„(x), defined by equation (1.2.33), is a 
unique sequence of Appell polynomials that is also orthogonal with respect to a positive 
measure. Some known Appell polynomials are listed in the following table: 
Table 1.4.1. Some Known Appell Polynomials 
9{t);A{t) G e n e r a t i n g F u n c t i o n s P o l y n o m i a l s 
9W = i^;A(t) = j^t^ (7i^<^"* = Er=o-B™W^ The Bernoulli polynomials [109] 
s(*) = i ^ ; / l ( t ) = ( j ^ T ^ e - ' - E S L o ^ n W ^ ( e ' + l ) The Euler polynomials [109] 
9{t)= ^^-^'P—Mi)=J^, ( e ' - l ) " -tZ , i l _ r-oo B ' ^ ' d l i ( e « - l ) The generalized Bernoull 
polynomials [55] 
,(„ = I . ! ^ , ^ W = _ ^ The generalized Euler 
polynomials [55] 
9{*) = ( e ° l ' - l ) ( e ° 2 ' - 1 ) . . ( e ° m t _ i ) 
I ' Z - : " 
( e ' > l > - l ) ( . " 2 ' - l ) . . . ( = 
- 1 ) 
( e " l ' - 1 ) ( e ' J ' - l ) , . , ( e a m t - l ) The generalized Bernoulli poly-
nomials of order m [54) 
<,(t) = 1;2.1' + 1) ( . °2 ' + ! ) . . . ( . " " • ' + ! ) . 
>l(t) = ( e " ! ' + 1) (e-a ' + ! ) . . , ( , " m t + l) 
Ce"l ' + 1) ( e " 2 ' + l ) . . . ( « ' " m t + l)*^ 
= E~=o si^'C^I"!. 02 " " " J ^ 
The generalized Euler poly-
nomials of order m [54] 
' ' - E ; 
The new generalized 
Bernoulli polynomials [16] 
«w = (xT^)""^^w = (rrf3T) (x^^)'"=" The Apostol-Bernoull i poly-
nomials of order a [98] 
9W = ^ 4 ^ M W = x ^ l r T 3r?rrT' 
= i:~=o'8n(^i^)S 
The Apostol-BernoulH 
polynomials [4,98] 
«w = (x^)"^^w = (x:fe)° 
| i + logXl < TT; 1° := 1 
The Apostol-Euler polynom-
ials of order a [97, 98j 
sW = ^4± iMW= j ^ A c ' + l 
l i + logAj < :T 
The Apostol-Euler 
polynomials [4,97,98] 
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XII. 
XIII. 
XIV. , - (e'+l) . , , , 2t 91') 21 - ^ l . ' ' ( « ' + l ) 
( l _ t ) m + l ° ^ T v = 0 ^ n (.a;Jt , 
(«* + ! ) ' ' Z . n ^ o ' ^ ^ W n t ' 
The generalized Gould-Hopper 
polynomials [51] 
(For r = 1, the Hermite 
polynomials Hn (x) [1] 
and for r = 2, clfissical 
2-orthogon2ii polynomials) 
The Miller-Lee polynomials 
[1,351 
(For m = 0, the 
truncated exponential 
polynomials e„(a:) [1] 
and ior m = 0 - 1, 
the modified Laguerre 
polynomials / i^^(x) [99]) 
The Genocchi polynomials [37] 
The Appell polynomials An{x) are quasi-monomial under the action of the following 
multiplicative and derivative operators: 
or, equivalently 
and 
respectively. 
MA = X 
MA = X + 
A'{D.) 
PA = D, 
(1.4.12a) 
(1.4.126) 
(1.4.13) 
In 1939, Sheffer [118] introduced a new class of polynomials which extends the 
class of Appell polynomials; he called these polynomials of type zero, but nowadays 
they are called Sheffer polynomials. Sheffer also noticed the similarities between Appell 
polynomials and the umbral calculus, introduced in the second half of the 19*^ century 
with the work of such mathematicians as Sylvester, Cayley and Blissard, see for example 
[10]. The Sheffer theory is mainly based on formal power series. In 1941 Steffensen [121] 
published a theory on Sheffer polynomials based on formal power series too. However, 
these theories were not suitable as they did not provide sufficient computational tools. 
Afterwards Mullin, Roman and Rota [104,112,113], using operators method, gave a 
beautiful theory of umbral calculus, including Sheffer polynomials. 
There are several ways to define this class, among which by a generating function 
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and by a differential recurrence relation are most common. A polynomial sequence 
{sn(x)}^o (s„(x) being a polynomial of degree n) is called Sheffer A-type zero []09, p. 
222(Theorem 72)] (which we shall hereafter call Sheffer-type), if Sn{x) possesses the 
exponential generating function of the form 
^(Oexp(a;F(0) = 5 ] s „ ( a : ) - , (14 14) 
n=0 
where A(t) and H(t) have (at least the formal) expansions: 
°° t" 
A(t) = Y^Ar.-, Aoj^O (1.4.Lla) 
and 
n=0 
T l = l 
respectively. 
The Sheffer class contains important sequences such as the Hermite, Lagueire, 
Bessel, Bernoulli, Poisson-Charlier polynomials etc. These polynomials are import;!iit 
from the viewpoint of applications in physics and number theory. Properties of Shetier 
sequences are naturally handled within the framework of modern classical uinbral CHI-
culus by Roman [112]. We recall the following result [112, p. 17], which can be vitwfd 
as an alternate definition of Sheffer sequences: 
Let f{t) be a delta series and let g{t) be an invertible series of the following forn;: 
fii) = T.f-^/ /o = 0-' / i ^ O (1.4. i 6a) 
n=0 
and 
oo 
5(0 = X ] ^ „ ^ , 90 7^0. (1.4.166) 
n=0 
Then there exists a unique sequence Sn(x) of polynomials satisfying the orthogo-
nality conditions 
{g{t) f(t)''\ Snix)) = n\ 6^^k , for all n, k > 0. (1.4. .7 
According to Roman [112, p. 18(Theorem 2.3.4)] the polynomial sequence s^ixi 
25 
is uniquely determined by two (formal) power series given by equations (1.4.16a) and 
(1.4.16b). The exponential generating function of s„(a;) is then given by 
1 °° il" 
9{f-'{t)) 
for all X in C, where f~^{t) is the compositional inverse of f{t). 
In view of equations (1.4.14) and (1.4.18), we have 
1 
(1.4.18) 
A{t) 
and 
9{f-m) 
H{t) = r\t). 
(1.4.19a) 
(1.4.196) 
The sequence s„(x) in equation (1.4.17) is the ShefFer sequence for the pair {g{t), f{t)). 
The Sheffer sequence for (l , f{t)) is called the associated sequence for f(t) and the Shef-
fer sequence for {g{t),t) becomes the Appell sequence for g{t) [112, p. 17]. 
We present the list of some known Sheffer polynomials in the form of following 
table: 
Table 1.4.2. Some Known ShefFer Polynomials 
S.No. 
I. 
II. 
III. 
IV. 
V. 
A{t);Hit) 
( l - t ) - " - l ; 
t 
t-1 
i^ ^ ^ "im 
e ^ ' ; l - e ' 
9 ( ' ) ; /W 
e<i '" i - t 
( l - t ) - ° - l 
t 
t-L 
2 e*-l 
ln(l - t) 
exp(o(e ' - 1 ) ) ; 
o(e' - 1) 
Generating Functions 
exp(^x( - e") = 5:~=0 "n.m.^Cl)*^ 
( l -y^+l ""P I <-I J i-n=0''' ' t^J* 
A ( f ^ ) ' = 2:~=o^nWi:^ 
exp (^t + x(l - e ' ) ) = S~^o "n"' (^) ^ 
= - • ( ! + A ) ' = Sr=a<="(^iW^ 
Polynomials 
Generalized Hermite polynomials 
Hr,,m,.{^) [91] 
Associated Laguerre polynomials 
n\L\^hx) [1,109] 
Pidduck polynomials 
Vnix) [13,55] 
Acturial polynomials 
4?\x) [131 
Poisson-Charlier polynomials 
c„(x;a) [54,78,122] 
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V I . 
VII. 
VII I . 
I X . 
X . 
ln( l + t) 
l n ( l + l ) ' ' " ^ ' ' ' ' 
3 ^ ; l n ( l + f ) 
—T=L=, - a r c t a n ( i ) 
-At 
(H-vT^^4f ) 2 
e ' - l 
^ ^ • ' • - l 
i ( l + e ' ) ; e ' - 1 
sect; tan ( 
1+t . 
(l-t)"' ^ 
4 4 1 1 - 1 / 
' Cl+ f^ '' — T"°° „ 6„fi)*4 l i i ( l+t)^^ ' > i^n=u''"-\^l n\ 
5^1(1 + ' ) ' ^ = S S L o ' - " W ^ 
V i + t ^ 
, , .,s-^ ( 2 1 » - ' 
(* " ' ' l l + v / l - 4 t j 
' " " ' ' ' ( ^ C l + v T ^ T I ) ^ ^ i . „ = 0 «»(<>. ^ J ' 
Peters polynomials 
Sn(x ;> ,M) [13] 
Bernoulli polynomials 
of the second kind bn(^ ) 78 
Related polynomials 
r„(x) [78] 
Hahn polynomials 
fln(x) [11] 
Shively's pseudo-Laguerre 
polynomials R-nX^'-i^) [109 
In view of generating functions (1.4.14) (or (1.4.18)) and (1.4.7) (or (1.4.9)), we 
note that for H{t) = f~^(t) = t, the Sheffer polynomials Sn(x) reduce to the /ppell 
polynomials An{x). 
It has been shown in [106], that if s„(x) are of Sheffer-type then it is possible to 
give explicit representations of M and P. Conversely if M = M{x, D^) and P = P IJ^X 
then Sn{x) satisfying equations (1.4.1) and (1.4.2) are necessarily of Sheffer-type. "I he 
multiplicative and derivative operators (also known as raising and lowering operat()!s) 
for the Sheffer polynomials s„(x) are given by 
M, 1 
or, equivalently 
and 
or, equivalently 
M, = xH'{H-\D,)) + 
9{D,)J f'iD^y 
A'{H-\D,)) 
A{H'\D^)) 
Ps = fiD,), 
Ps = H-\D,), 
(1.4 2iia) 
(1.4 206) 
(1.4.2]<0 
(1.4.21/)) 
respectively. We note that x enters Ms only linearly and the order of x and D, m 
Ms{x, D^) matters. By direct calculation one may check that any pair M^., Ps f om 
equations (1.4.20a) or (1.4.20b) and (1.4.21a) or (1.4.21b) satisfies commutation rela ion 
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(1.4.3). 
Recently, it has been shown that the Sheffer polynomials and the monomiahty 
principle, along with the underlying operational formalism provide a powerful tool for 
the investigation of the properties of a wide class of polynomials, see for example [37,106]. 
There is a continous demand of operational methods in research fields like classical 
and quantum optics and in these fields the use of operational techniques has provided 
powerful and efficient means of investigations. 
In the next section, we give the definitions and concepts related to Lie algebraic 
techniques. 
1.5 Lie Algebraic Techniques 
We are famihar with the concept of a (global) Lie group. A Lie group is both an 
abstract group and an analytic manifold such that the operations of group multiplication 
and group inversion are analytic with respect to the manifold structure (Hamermesh [61], 
Helagason [63]). 
We shall mainly be concerned with groups which are defined and analytic only in 
some neighbourhood of the group identity element, that is, with local Lie groups. 
Let C" be the space of complex n-tuples g — {gi,g2,- • • ,5n), where gi E C for 
I =^  1,2, • • • , n and define the origin e of C" by e = (0,0, • • • , 0). Suppose V is an open 
set in C" containing e. 
Local Lie Group 
A complex n-dimensional local Lie group G in the neighbourhood l^ C C" is deter-
mined by a function 0 : C" x C" ->• C", such that 
(i) (pig, h) e C" for all g,heV, 
(ii) 0(3, h) is analytic in each of its 2n arguments, 
(iii) If 0(5, h) e V, (f>{h, k) e V, then (/.((/.(g, h), k) = (P{g, (f>{K k)), 
(iv) (t){e,g) = 0(3, e) = g for all geV. 
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Note: 
1. A local Lie group is not necessarily a group in the usual sense. Howeve", the 
group axioms are satisfied for elements in a sufficiently small neighbour he od of 
the identity e. 
2. In particular, a neighbourhood of the identity element of a global Lie grouiO is a 
local Lie group. 
Tangent Vector and Commutator 
Let C be a local Lie group and let t —> g{t) = {gi{t),g2{t), • • • , gn{i))^ i € C be 
an analytic mapping of a neighbourhood of 0 G C into V, such that ^(0) = e. Wo c an 
consider such a mapping to be a complex analytic curve in G passing through e. The 
tangent vector to g{t) at e is the vector 
d , , 
4=0 
= {jM'^4t''^'^--jM'^) G C " . (1.5 1] 
t=o 
Every vector a G C" is the tangent vector at e for some analytic curve. In partic ilur, 
the curve 
a{t) = {ait,a2t,--- ,ant), (15-2) 
has the tangent vector 
d = {oii,a2,--- ,ctn) at e. (1 5 ') 
If g{t), h{t) are analytic curves in G with ^(0) = h{Q) — e and tangent vectors a, 3 
at e respectively, then the analytic curve g{t)h{t) has tangent vector Q + /? at e. Hei<',, 
the plus sign (+) refers to the usual vector addition in C" and the analytic curve g'^ij) 
has the tangent vector —a at e. 
We define the commutator or Lie product [a, /3] of a and /? to be the tangent vector 
at e of the analytic curve 
k{t) = g{,T)h{r)g-\T)h-\r), t ^ T\ (l.f,.4) 
Thus, 
[">/?] = 'd^)^3{r)Kr)g'\r)h-\T))\^^^. (1.5.5 > 
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The commutator has the properties: 
(i) [a,0] = -[(3,a], 
(ii) [aa-hb/3,j} = a[a,'y] + b[P,j], (1.5.6) 
(iii) [[a,^],7] + [[/3,7],a] + [[7,a],/?] = 0, 
where a, 6 e C and a, /3,7 G C". 
Lie Algebra 
A complex abstract Lie algebra ^ is a complex vector space together with a multi-
plication [a,/d] e Q defined for all a,/? G ^ such that conditions (L5.6) are satisfied. 
Further, the Lie algebra L{G) of the local Lie group G is the set of all tangent 
vectors at e equipped with the operations of vector addition and Lie product. 
Clearly, L{G) is a complex abstract Lie algebra. 
One -Pa rame te r Subgroup 
A one-parameter subgroup of a local Lie group G is an analytic curve g{t) in G 
defined in some neighbourhood f/ of 0 G C, such that 
g{h)g{t2) = g{ti + k), hM,h + t2eU. (1.5.7) 
For each a € L{G), there is a unique one-parameter subgroup 
g{t) = exp(aO, (1-5.8) 
with tangent vector a. Every one-parameter subgroup (1.5.8) is of the form (1.5.7). In 
particular, if L{G) is a Lie algebra of matrices, then 
exp(at) = J2^- (^ -^ -^ ^ 
It should be noted, that one-parameter subgroup is not a subset but a mapping. 
We give example of the Harmonic oscillator Lie group G(0,1) and corresponding 
Lie algebra ^(0,1). The representation theory of this group will be used in Chapter 6. 
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The abstract group ^(0 ,1) , consists of all 4 x 4 matrices of the form 
/ I ce^ a T \ 
0 e^ 6 0 
0 0 1 0 
\ 0 0 0 1 / 
, a,h,c,T eC, ( .5 10) 
where the group operation is matrix multipUcation. 
We can introduce coordinates for the element g in ^(0,1) by setting 
g = (a,6,c,r) . (1.5.11) 
Thus, G(0,1) is a complex 4-dimensional Lie group. In this case, the above coor-
dinates are valid over the entire group and not just in a neighbourhood of the idtn! ity. 
The group G(0,1) is said to be simply connected. 
The Lie algebra ^(0,1) := L\G{Q, 1)], can be identified with the space of 1 : 4 
matrices of the form 
/ 0 X2 X4 X3 \ 
0 ^3 Xi 0 
0 0 0 0 
\^  0 0 0 0 / 
a = xi,X2,X3,Xi e C , :i.5.l2) 
with Lie product [a, /?] = « / ? - /?a, a, ^ e L[G{0,1)]. 
The matrices 
J + = 
/ 0 0 0 0 \ 
0 0 1 0 
0 0 0 0 
\ 0 0 0 0 / 
T 
J' 
/ 0 0 0 1 \ 
0 1 0 0 
0 0 0 0 
V 0 0 0 0 / 
with commutations relations 
£ = 
/ 0 1 0 0 A 
0 0 0 0 
0 0 0 0 
V 0 0 0 0 / 
/ 0 0 1 0 \ 
0 0 0 0 
0 0 0 0 
V 0 0 0 0 / 
(1.5 13) 
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[^,:r+] = \e,j-\ = [.f,^ ]^ = ^, (I.S.M) 
where ?? is the 4 x 4 zero matrix, form a basis for L\G(^, 1)]. 
Representations of Lie Groups and Lie Algebras 
The primary tools needed to deduce our results are multiplier representations of 
local Lie groups and representations of Lie algebras by generalized Lie derivatives. Spe-
cial functions occur as matrix elements and basis vector corresponding to multiplier 
representations of local Lie groups. 
Local Multiplier Representation 
Let G be a local Lie transformation group acting on an open neighbourhood U of 
C " , 0 G f/ and let A be the set of all complex valued functions on U analytic in a 
neighbourhood of 0. A (local) multipher representation T" of G on ^ with multipher 
I/, consists of a mapping T^i^g) of A onto A defined for ^ G G, / € X by 
\T\g)n{^) = u{x,g)f{^g), x e U, 
where ^{x, g) is a complex valued function analytic in x and g, such that 
(i) :/(x,e) = 1, all X e [/, 
(ii) v{yi,gig2) = v{yi,gi)v{y.gi,g2), 5i,52,5i52 e G. 
Property (ii) is equivalent to the relation 
r ( g i 5 2 ) / ] ( x ) = r(5i)(T'^(32)/)](x). 
Generalized Lie Derivative 
The generalized Lie derivative Daf of an analytic function / (x ) under the one-
parameter group exp(a^) is the analytic function 
D„/(x) = | r ( e x p a O / ] ( x ) l t = o . (1-5.15) 
For 1/ = 1, the generalized Lie derivative becomes the ordinary Lie derivative. The 
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generalized Lie derivatives of a local Lie transformation group form a Lie algebra under 
the operations of addition of derivatives and Lie product 
This algebra is homomorphic image oi L{G): 
Da+p = Da + D^, D[a,fs] = [DcD^], Daa = aD^. 
We recall the following result [103, p. 18(Theorem 1.10)], which will be use*! in 
Chapter 6: 
T h e o r e m 1.5.1. Let 
D,(x) = Y. -P^'-^  W 5^ + ^^ -W' J = 1. 2,..., n, 
be a set ofn linearly independent differential operators defined and analytic in an o;>en 
set U C C". / / there exist constants C^^., such that 
n 
[Dj,Dk] = D^Dk-DkDj = E ^ ' f c ^ ^ ' ^<J^k<n, (1.5,16) 
then the complex linear combinations of the Dj form a Lie algebra which is the algel m of 
generalized Lie derivatives of an effective local multiplier representation T". The azti m 
of the group is obtained by integration of the equations 
-Xi(t) = ^ a , - P , , ( x ( i ) ) , Xi{Q) = xl, i = l , 2 , . . . , m , (1.5.17 0 
d " 
ju{yp,evp{at)) = i^{x°,exp{at))YajPj{x{t)), t/(x°e) = 1, (1.5.17/-) 
where x(i) = x^exp{at), a € L{G). 
Representations of Lie Algebra 
Let K be a vector space over the field F. (F is either the set of all the real numbers 
M, or the complex numbers C). Let ^ be a Lie algebra over F and C{V) denotes thi; 
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space of all linear operators on V. 
A representation of ^ on K is a homomorphism p : Q -> ^ (^) - That is, p satisfies 
the conditions 
(i) p{a) e C{V) for all a € ^, 
(ii) p([a,/3]) = [p(a),p(/3)], (1.5.18) 
(iii) p{aa + hp) = ap{a) + 6/9(/3), a,b E F; a,P G G. 
A subspace 14^  of K is said to be invariant under p if p(a)w G W for all a E G, 
w E W. A representation p oi Q on V is reducible if there is a proper subspace W of 
V which is invariant under p and p is irreducible if there is no proper subspace W oi V 
which is invariant under p. 
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Chapter 2 
2-Iterated Appell Polynomials and Related 
Numbers 
2.1 Introduction 
The Appell polynomial sequences [5,112] have been studied because of th( ii re-
markable applications in theoretical physics, chemistry [94] and several brand ie> of 
mathematics [7,123] such as the study of polynomial expansions of analytic fiuici'ias, 
number theory and numerical analysis. The approach to Appell poljaiomial seqimi -es 
via operational techniques is an easily comprehensible mathematical tool, tliat is im-
portant because of the reason that many polynomials arise in physics, chemistr\ md 
engineering. In last years attention has centered on obtaining a new representation of 
Appell polynomials. For example, Lehmer [93] illustrated six difTerent approaclus tor 
representing the sequence of BernouUi polynomials, which is a special case of A )ji ;11 
polynomial sequences. 
The class of Appell sequences defined by generating function (1.4.7) contains a 
large number of classical polynomial sequences such as the Bernoulli, Euler, Her nue 
and Laguerre polynomials etc. The Bernoulli polynomials play an important role ;n 
various expansions and approximation formulae, w^hich are useful both in analytic theoi y 
of numbers and in classical and numerical analysis. The Bernoulli polynomials S,,(') 
were discovered by Jacob Bernoulli to evaluate the sum l'' + 2^^ + 3'' + ... + {n — 1)^ as 
kl /Q" Bk{x)dx. These polynomials appear in various problems in the fields of engineeriuf 
and physics providing their solutions. 
The Bernoulli polynomials B„(x) are defined by the following generating funct ion 
The contents of this chapter are published in Applied Mathematics and Computation 219| 17 
(2013) 9469-9483. 
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te'^t o^ p 
[53, p. 36]: 
- ^ = J2Bn{x)~, \t\<2n. (2.1.1) 
n=0 
and the series definition of B„(.T) is given as [53, p. 36]: 
Sn(x) = J2(^f)Bkx''''', (2.1.2) 
where Bk := Bk{0) is the A;*' BernoulM number given by the generating function [53, p. 
35] 
oo 
n=0 
The functional equations involving -S„(x) are as follows [53, p. 36, 37]: 
5„(.T + 1) - Bn(x) = nx"-\ n = 0, 1, 2,... , (2.1.4) 
n - l ^ s 
X^f ' ' )5„(a:) = na:"-i, n = 2, 3, 4,... . (2.1.5) 
m=o "^^ -^  
The Euler polynomials En{x) are defined by the following generating function [53, p. 
40]: 
-^r^l=Jl^r.{x)~, \t\<^ (2.1.6) 
Tl=0 
and the series definition of En{x) is given as [53, p. 41]: 
A;=0 
where Ek :— 2^Ek {\) is the A;*'* Euler number given by the generating function [53, p. 
40] 
Opt ° ^ / n „ 
n=0 
The functional equation involving En{x) is as follows [53, p. 41]: 
En{x + 1) + En{x) = 2a:", n = 0, 1, 2,... . (2.1.9) 
The Euler and Bernoulh polynomials belong to the class of Appell sequences, defined 
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by generating function (1.4.7), which is an important class of polynomial sequences and 
appears in different applications in pure and applied mathematics. 
From equations (1.4.7), (1.4.9) and (2.1.1), it follows that for the Bernoull] poly-
nomials Bnix), we have -ny = A{t) = ^nrj-. Therefore, in view of equations (1.4 i2a) 
(or (1.4.12b)) and (1.4.13), we find that the Bernoulli polynomials Bn{x) are quasi-
monomial with respect to the following multiplicative and derivative operators: 
and 
PB = D,, (2. M l ) 
respectively. The operators MB and Pg satisfy equations identical to (1.4.3)-(1.4.(i) for 
Bn{x). 
v-
or 
Also, from equations (1.4.7), (1.4.9) and (2.1.6), it follows that for the Eukr pel 
nomials E„(x), we have -4^ = A{t) = ^ j ^ . Therefore, in view of equations (1.4.12.i) 
(1.4.12b)) and (1.4.13), we find that the Euler polynomials E„(x) are quasi-mr n^  imial 
with respect to the following multiplicative and derivative operators; 
ME = X- (2.L.12) 
[e^" 4-1) 
and 
PE^D^, 2.1.13) 
respectively. The operators Mg and PE satisfy equations identical to (1.4.3)-(1.4.(i) for 
Enix). 
The other important members belonging to the class of Appell sequences are the 
generalized BernouUi polynomials B^"\x) and generalized Euler polynomials J'^1"\X). 
which are defined by means of the following generating functions [55, p. 253]: 
+a o° ,„ 
^ _ _ ^ e - = 5 ] B H ( . ) - , \t\<2n :2.1.14) 
^ ^ n=0 
and 
e^' = Y,E^n\x)- \t\<n, ,(2 1.15) (e< + i)« ^^ " ^ ^n! 
^ ' n=0 
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respectively. 
This chapter deals with the introduction of Appell type sets of polynomials and 
related numbers. In Section 2.2, the 2-iterated Appell polynomials are introduced and 
their properties are established. Results for the 2-iterated Bernoulli and Euler poly-
nomials are also obtained. In Section 2.3, the Bernoulli and Euler based Appell poly-
nomials are introduced and different sets of polynomials, namely, the Bernoulli-Euler 
(or Euler-Bernoulli), Bernoulli and Euler based generalized Bernoulli and generalized 
Euler polynomials are obtained as particular cases of these polynomials. In Section 2.4, 
the 2- iterated Bernoulh, 2-iterated Euler and Bernoulli-Euler numbers are introduced. 
In Section 2.5, the determinantal approach to define Bernoulli-Appell polynomials is 
explored as concluding remarks. 
2.2 2-Iterated Appell Polynomials 
We introduce the 2-iterated Appell polynomials by means of the generating function. 
First, we recall the generating function for Appell polynomials, defined by equations 
(1.4.7) and (1.4.9). We use the notations An\x) and An {x) to distinguish between two 
Appell polynomials and therefore, in view of equations (1.4.7) and (1.4.9), we can write 
Mt)e'^' = -^,e^' = J2^nH^)~l (2.2.1) 
and 
^ 2 ( 0 e - = = - i - e - = X:4^)(:r)-, (2.2.2) 
3'^'^ ' n=0 
respectively. Also, in view of equation (1.4.12a) (or (1.4.12b)), the corresponding mul-
tiplicative operators can be expressed as 
M^O)=x+^^4^ = x - ^ 4 ^ (2.2.3) 
or, equivalently 
The derivative operator is always the ordinary derivative. 
Now, we proceed to introduce the 2-iterated Appell polynomials (2IAP) denoted 
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by A^^\x), we derive the following generating function for these polynomials: 
n=0 
or, equivalently 
i(0 92{t) t'o "' 
2.2.6) 
9i( 
In order to obtain generating function (2.2.5), we replace x by the multiplicative 
operator M (^2) of the Appell polynomials A^n (x) in the l.h.s. of generating function 
(2.2.1) and denote the resultant 2IAP in the r.h.s. by A^n (x), so that we have 
r 
n=0 
Now, using equation (1.4.6) for An'{x) in the l.h.s. of the above equation v,:; have 
n=0 n=0 
which on using equation (2.2.2) for An{x) in the l.h.s. gives generating fuucticti 2.2.5). 
Also, in view of relation (1.4.11), generating function (2.2.5) can be expressel cquiva-
lently as equation (2.2.6). 
Remark 2 .2 .1 . We have derived generating function (2.2.5) (or (2.2.6)) for tli^ - 2IAP 
A^n\x) by using the Appell polynomials An {x) as base in the generating fv n( tion of 
the Appell polynomials An'(x). If we use the Appell polynomials An\x) is base m 
the generating function of the Appell polynomials A^n\x), we get the same generating 
function. 
Next, using equation (1.4.8) for Ai{t) in the l.h.s. of equation (2.2.8) and then 
equating the coefficients of like powers of t in both sides of the resultant eq\ ation, we 
get the following series definition for the 21AP A^n\x): 
Also, from equations (2.2.1) and (2.2.7), we conclude that 
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A^^K^M^^) = Al^Kx). (2.2.10) 
Now, we prove the following generalization of operational rule (2.2.10): 
4 ' H ^ A W + 2) = 4'^(^ + ^)- (2-2.11) 
In order to prove (2.2.11), we replace a; by a; + z in equation (2.2.1), where z is 
independent of x and then replace x by M^(2) in the resultant equation, so that we have 
^11(06^"^ '^^ ^+^ '^ = y AW(M^(2) + z ) ^ . (2.2.12) 
Since z is independent of x, therefore decoupling the exponential operator in the 
l.h.s. of equation (2.2.12) by using the Weyl identity [38, p. 7]: 
^A+B ^ e'k/2^A^B A,B = k, (2.2.13) 
we find 
^i(Oe^^(^^V* = y]4'HM^(^) + z)~7, (2.2.14) 
n=0 
which in view of equations (2.2.7) and (2.2.5), becomes 
Ai{t) A2it) e(^+^)' = X^4^ ' (M^( . , + z)-. (2.2.15) 
n=0 
Again, using equation (2.2.5) in the l.h.s. of equation (2.2.15) and then equating 
the coefficients of the like powers of t in both sides of the resultant equation, we get 
operational rule (2.2.11). 
In order to frame the 2IAP A'k {x) within the context of monomiality principle, we 
prove the following result: 
Theorem 2.2.1, The 2IAP An\x) are quasi-monomial with respect to the following 
multiplicative and derivative operators: 
or, equivalently 
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and 
Pm = D,, ,2.2.17) 
respectively. 
Proof. Differentiating equation (2.2.5) partially with respect to t, we have 
which on using equation (2.2.5) again in the l.h.s. becomes 
-||^li)E4^'w^E4^1.(^ - + ^f^ + ^ 7 ^ ) > A^nK^y-T. = > ]KU^)'^y < '-^l^S 
Since Ai{t) and A2{t) are invertible series of t, therefore j 4 4 and -^^^\ [lossess 
power series expansions of t. Thus, in view of the identity 
D^ {A^{t)A2{t) e^ *} = t Ai{t)A2{t) e^\ i 2.2.19) 
we have 
Using equation (2.2.5) in both sides of the above equation, we find 
WD.)'^A,{D^))\^^''-^''K\]-\A,{t)^A,{t)) ^"^"^^^n!- '^^^ 
Now, making use of equation (2.2.20) in the l.h.s. of equation (2.2.18), v/e find 
V. n=v } n=0 
or, equivalently 
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find 
f- V AiPx) ^ A,{D^) ^^" (^ -^^ n! - 2^^"+i(-^);^- (2.2.21) 
Equating the coefficients of like powers of t in both sides of the above equation, we 
which, in view of equation (1.4.1) for A^n\x) yields assertion (2.2.16a) of Theorem 2.1. 
Also, in view of relation (1.4.11), assertion (2.2.16a) can be expressed equivalently as 
equation (2.2.16b). 
Further, to prove assertion (2.2.17), we use generating function (2.2.5) in both sides 
of identity (2.2.19), so that we have 
n=0 J n=l ^ ^ 
Equating the coefficients of like powers of t in both sides of the above equation, we 
find 
D,{A^^\x)} = n A^^Ux), n > 1, (2.2.23) 
which, in view of monomiality principle equation (1.4.2) yields assertion (2.2.17) of 
Theorem 2.1. • 
R e m a r k 2.2.2. We note that equations (2.2.22) and (2.2.23) are the differential recur-
rence relations satisfied by the 2IAP A'h\x). Now, since we have 
MmPAm{A^^K^)} = n A^^^x). 
Therefore, using equations (2.2.16a) (or (2.2.16b)) and (2.2.17) in the above equa-
tion, we get the following differential equation satisfied by An{x): 
or, equivalently 
~^D. - ^ ^ x - ^ / ^ x - n) A^^\x) = 0. (2.2.246) 
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The series definition for the 2IAP An (x) may be obtained by using the formula: 
4 2 ] ( X ) = ( M ^ [ . , ) " { 1 } , (2 2 25) 
so that, we have 
or, equivalently 
Using equations (1.4.5) and (2.2.4) for A^n\x) in equation (2.2.26a) (or (2.2.231.))^ 
we get 
4''W-|:(:)(f|t|)'-S.M, (2,2 2:,,, 
or, equivalently 
r=0 
Now, in view of equation (1.4.6), the generating function for A„ (x) is given b.-: 
e^.i^i*{l} = 5 3 A P l ( x ) - , | t |<cx) (2.2.2.) 
n=0 
and thus, we get 
gU-+^i(/^.)+^.cz'.)JV{l} = Y,A^nK^)-,, \t\ < oo, (2.2.29.,) 
n=0 
or, equivalently 
n=0 
We note that for Ai^\x) = Ai^^(x) = S„(x) and for Ai^^(x) = A^^\x) = E„(x! 
the 2IAP A^n\x) become the 2-iterated Bernoulli polynomials (2IBP) B^a^x) and in 
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2-iterated Euler polynomials (2IEP) En (x), respectively. We mention the results for 
the 2IBP B^^\x) and 2IEP EJ^\x) in the following table: 
Table 2.2.1. Resu l t s for B^n\x) a n d E^n\x) 
S. No. 
I. 
II. 
III. 
IV. 
V. 
VI. 
Results 
Generating Functions 
Series Definitions 
\fultiplicative a.nd 
Derivative Operators 
Recurrence 
Relations 
Differential 
Equations 
Operational 
Rules 
3-Iterated Bernoulli Polynomials B^' (x) 
{^,y--'=^^^oBi^h-)^ 
B!? 'W = E;?=O (;:)BrB„_^(i) 
(xD, 2 i ° ^ - ^ ' ) ' ° - + ' - n ) B k ^ l w - 0 
sJf'Cx + z) = B„ (MB + J ) 
2-Iterated Euler Polynomials EJf' (x) 
( i ^ ) ' ' ' ' = s~=oB!."wi^ 
£{?'(=>:) = i:?=0 (")BrBn-r(^) 
f i D i - 2 , ^"'^ . P^ - n j jrL^I(i) = 0 
£;J.^l(i + z) = Bn ( M E + 2) 
In the next section, the Bernoulli and Euler based Appell polynomial families are 
introduced as special cases of the 2IAP AL (x). Some members belonging to these 
families are also considered. 
2.3 Bernoulli and Euler Based Appell Polynomials 
The Bernoulli and Euler polynomials are important members of the class of Appell 
sequences. Taking Ai{t) := A{t) and A2{t) = -t~ (from equation (2.1.1)) in equation 
(2.2.5), we get the following generating function for the Bernoulli-Appell polynomials 
(BAP) sAUx): 
(2.3.1) 
n=0 
which in view of equation (1.4.11) can be expressed equivalently as: 
9{t) 
(2.3.2) 
Again, taking Ai{t) := A{t) and ^ ( 0 = -q^ (from equation (2.1.6)) in equation 
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(2.2.5), we get the following generating function for the Euler-Appell polynomials (SAP) 
9 /" 
n=0 
which in view of equation (1.4.11) can be expressed equivalently as: 
1 9 °° fn 
—TT e""' = y ^ p;v4„(a:)—. (:>.:i.4) 
We mention the results for the BAP B ^ „ ( X ) and the EAP E^nix) in the following 
table: 
Table 2.3.1. Results for syl„(x) and E^nix) 
S. No. 
I. 
I I . 
III. 
I V . 
Results 
Series Definitions 
Multiplicative and 
Derivative Operators 
Differential 
Equations 
Operational 
Ftules 
Bernoulli-Appell Polynomials BAn(x) 
BA„.(X) = j:;?^o(;)/i.B„,_,(i) 
f-BA = Cx 
f l D ( D i - l ) e O « + l 1 A'(D^) \ 
B>l„(x) = Ar, (MB) 
B/l„(x + i) = /!„ (A/B + J ) 
Euler-Appell Polynomials E ^ n ^ 
EA^W = i:?=o(")'^'--C^n-r-{ •) 
w J. e ^ * 9 ' ( D i ) 
£ / l „ ( i ) = ,-l„ ( A 7 B ) 
Eyl„( i + z) = Ar,. [MB + ^) 
In view of Remark 2.2.1, we have 
ABn{x) = ijA„(x) (2.3 5) 
and 
AEnix) = EAn{x). (2 3,G) 
With the help of the results derived above and by taking A{t) (or g{t)) of tJie 
members belonging to the Appell polynomials family, we can derive the generating 
functions and other results for the corresponding members of the BAP and EAP families. 
To give an example, we take /l„(x) = En{x), then from equation (2.1.6), we iia\'e 
^ ( 0 = ^{^ = ^ f l ^^^ *^^^ ' " ^^ ^^ ^ °f equation (2.3.1) (or (2.3.2)), we get the following 
generating function for the Bernoulli-Euler polynomials (BEP) BEn{x): 
n=0 
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(2.3, 
Again, if we take Anix) = B„{x), then from equation (2.1.1), we have A{t) = - ^ = 
-^ and thus in view of equation (2.3.3) (or (2.3.4)), we get the following generating 
function for the Euler-BernoulU polynomials (EBP) £5„(a;): 
o2t 
94 °° in 
n=0 
(2.3.8) 
Prom equations (2.3.7) and (2.3.8), we conclude that 
BEn{x) = sBnix). (2.3.9) 
We mention the series definition and other results for the BEP (or EBP) in the 
following table: 
Table 2.3.2. Results for sEnix) (or £5„(a;)) 
S. No. 
I. 
I I . 
III. 
IV. 
V. 
Results 
Series Definition 
Multiplicative and 
Derivative Operators 
Recurrence 
Relations 
Differential Equation 
Operat ional Rules 
Bernoulli-Euler Polynomials gEnCx) or Euler-Bernoulli Polynonnials EBn(x) 
BErrM = i : ? = 0 ( " ) B r B „ _ , ( x ) = ^2^=0 ( : ) B . B „ _ , ( X ) 
Mat. MEB X o ^ ^ ^ D , _ i ) ( . D x + i ) ' •^^'^ ^*-'^ ^ ' 
B» { s E „ ( l ) } = n s E „ _ i ( x ) (n > 1) 
(- ' - '>?°)^ ' - plriT-' -") -^ "'^ ' = ° 
B B „ ( I ) = Er^{MB) = B „ ( M E ) 
BBn(i + z) = B„ ( M B + 2) = B „ ( M E + z) 
The other members belonging to the Bernoulli-Appell and Euler-Appell polynomial 
families can be introduced corresponding to different members of the Appell family. 
For example, corresponding to the generalized Bernoulli polynomials Bn\x), which 
are defined by generating function (2.1.14), we get the Bernoulli-generalized BernoulH 
polynomials BB^\X) and the Euler-generalized Bernoulli polynomials sBn (x) defined 
by means of the following generating functions: 
' n=0 
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(e* - 1) 
(2.3.10) 
and 
7 3 W ^ ^ " = E^fii"'W;^, (23U, 
respectively. 
Similarly, corresponding to the generalized Euler polynomials En (x), whicti are 
defined by generating function (2.1.15), we get the Bernoulli-generalized Euler pcljuo-
mials sEn {x) and the Euler-generahzed Euler polynomials E^n {x) defined by means 
of the following generating functions: 
oaf "^ +r 
n=0 
and 
_ fn 
tJT~^f-E^m^)^^ (2 3:2) 
o a + l °° | n 
^ ' n=0 
respectively. 
Several identities involving Appell polynomials are known. We use the appropiate 
operational rules to derive the corresponding identities inv Giving the 2IBP M^^(:r), 111::P 
E^n\x) and BE? sEnix) (or EBP ij5„(a;)). 
Replacing x by MB in series definition (2.1.7) of En{x) and then using operati juil 
rule for BEn{x) (Table 2.3.2(V)) in the l.h.s. of the resultant equation, we have 
n\ El.. / .' 1 
BEn{x) = Y.r)^{Ms--A , (2.3.11) 
which on using monomiality principle equation (1.4.5) for Bn{x) in the r.h.s. gives 
sEr^ix) = J2 (f) §5n-. (^  - 0 • (2-3 15) 
k=0 
Similarly, replacing x by Mg in series definition (2.1.7) of £„(x) and then using tho 
appropriate operational rules, we get 
P^M = i:(l)#B.-(--0' (2-3A6. 
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Now, replacing x by MB in equations (2.1.4), (2.1.5) and (2.1.9) and then using ap-
propriate operational rules (Table 2.2.1(VI), Table 2.3.2(V)) and monomiality principle 
equation (1.4.5) for 5„(x) in the r.h.s. of the resultant equations, we get the following 
functional equations for the 2IBP Bf^{x) and BEP BEn{x)-
51^1(3;+ l ) - 5 P ] ( x ) - n 5 „ _ i ( x ) , n = 0,l ,2, . . . , (2.3.17) 
n-l , N 
Y,\]B''^{?^) = nB^^x{x), n = 2,3,4,... (2.3.18) 
m=0 
and 
respectively. 
BEn{x + l)+BEr,{x) = 2Bn{x), H = 0,1,2,..., (2.3.19) 
Similarly, replacing x by ME in equations (2.1.4), (2.1.5) and (2.1.9), we get the 
following functional equations for the EBP EBn{x) and 2IEP En {x): 
EBn{x + l)-EBn{x) = nEn-i{x), n = 0,1,2,..., (2.3.20) 
Y,\^)EBm{x) = nEn-i{x), n = 2,3,4,... (2.3.21) 
m=0 ^ ' 
E'i\x+l) + E'^^\x) = 2En{x), n = 0,1 ,2 , . . . , (2.3.22) 
and 
respectively. 
The above examples illustrate that the operational relations established in this 
chapter can be used to derive the results for the newly introduced families of polynomials 
from the results of any member belonging to the Appell polynomial family. 
In the next section, the numbers related to certain members belonging to the 2-
iterated Appell and Bernoulli-Appell (or Euler-Appell) polynomial families are explored. 
The graphs of the corresponding polynomials are also drawn. 
2.4 Numbers Related to Bernoulli and Euler Based Appell 
Polynomials 
We note that the polynomial sets considered in Sections 2.2 and 2.3 are actually 
Appell polynomials, since their generating function is of the type A*{t)e^, with a suitable 
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choice for A*{t). As a consequence, the related numbers are of the type consideie(i by 
Bretti et. al. [15]. 
The Bernoulh numbers are a set of numbers that were discovered by Jacob Bemciulli 
(1654-1705). This set of numbers holds a deep relationship with the Riemanii /eta 
function. The Riemann zeta function has been found to have a relationship with prime 
numbers. The Bernoulli numbers have also been found to be useful for proof5 f)f a 
restricted version of Fermat's last theorem. We consider the numbers related -o the 
polynomial families introduced in Sections 2.2 and 2.3. 
First, we introduce the 2-iterated Bernoulli numbers, denoted by B„ by the fol-
lowing relation: 
n / \ 
»—V / n \ 
:2 1.1) 
r=0 ^ ^ 
?[21 In order to obtain (2.4.1), we take x = 0 in series definition of Bit^ (Table 2.2. (i [)), 
so that we have 
r-=n ^ ' 
(2.1.2) 
which on using the notation Bn := fin (0) in the l.h.s and 5„_r := i?n-r(0) in the i h.s 
yields definition (2.4.1). 
Similarly, we introduce the 2-iterated Euler numbers denoted by En by the follow-
ing relation: 
e j ? ' = E ( : ) ^ 
r=0 ^ ^ 
CU.3) 
Since Er := 2''Er{l), therefore taking x = 1 in definition (2.3.16) and using notauon 
f9l [91 
E^' := Ek (1) in the l.h.s. of the resultant equation, we get definition (2.4.3). 
In view of equations (2.1.1) and (2.3.7) (or (2.3.8)), we have 
BEnix) = EBn{x) = 2"B„ ( 0 . (-.4 4) 
Now, we introduce the Bernoulli-Euler (or EuIer-BernouUi) numbers of the fiist 
kind denoted by B£'„(/) (or B 5 „ ( / ) ) as: 
BEnij){:=EBn(i))=2^Bn. (2.4.5) 
Since B^ := 5^(0), therefore taking x = 0 in equation (2.4.4) and using the notation 
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BEn(i) := BEniO) (oF £;5„(7) := £;B„(0)) in the l.h.s of the resultant equation, we get 
definition (2.4.5). 
Further, we introduce the BernouUi-Euler (or Euler-Bernoulh) numbers of the sec-
ond kind s £'„{//) (or £;5„(//)) by the following relation: 
.B„,„, (:= ,£„„„) = E (;) B . ^ = f: (;) |B„_,. (2.4.6) 
Since Er := 2''Er{~) Sind Br := 8^(0), therefore taking x = | in series definition 
of BEn{x) (Table 2.3.2(1)) (or in equation (2.3.15)) and then using notation sEn^u) = 
^En (2) (or EBn(iT) = sBn ( | ) ) in the l.h.s of the resultant equation, we get definition 
(2.4.6). 
From, definition (2.4.1), we observe that the 2-iterated BernouUi numbers B^n^ are 
defined in terms of the products of two different Bernoulli numbers B„. Similarly, from 
definition (2.4.3), we observe that the 2-iterated Euler numbers E^n^ are defined in terms 
of the products of two different Euler numbers En- Also, from definition (2.4.6), we 
note that the Bernoulli-Euler (or Euler-Bernoulli) numbers of the second kind BEU^II) 
(or EBn(a)) are defined in terms of the products of Bernoulli and Euler numbers 5„ 
and En, respectively. 
Now, we proceed to plot the graphs of the 2-iterated Bernoulli, 2-iterated Euler 
and Bernoulli-Euler (or Euler-Bernoulli) polynomials. In order to plot these graphs, we 
require the following table: 
Table 2.4.1. List of first six Appell polynomials {Bn{x), En{x), BJ^\x), EJ^\x) 
and BEn{x) (or £;5„(x))) 
n 
Br,(x) 
B„(x) 
s!?'(-) 
E!?'{X) 
BB„(X) 
or £;B„(i) 
0 1 
- - ^ 
- - i 
X - 1 
X - 1 
I - 1 
2 
i " - X + 1 
X — X 
x^ - 2i + 1 
x^ - 2x + ^ 
i ' - 2 i + 3 
3 
x^ - §x= + f 
x3 - i x » + 1 
x^ - 3 i^ + §x - 1 
i^ - 3x^ + § x + i 
x^ - 3x^ + 2x - i 
4 
x - - 2 x 3 + x = i - ^ 
i'* - 2x^ + | x 
x* - 4x^ + 5 i ' - 2x + ^ 
x" - 4x3 + 3^2 ^. 1^ _ 1 
x ^ - 4 x 3 + 4 x = - l x - | l 
5 
x ' - i x ^ + f x ' - f 
-'-h' + l-'-i 
x= - 5 x ' ' + f x3 - 5 x 2 + _L^ 
x= -6x ' ' + 5x3+ ^ ^ 2 - ^ x - 1 
x ^ - 5 x ' ' + f x 3 + | x 2 - U : , _ A 
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The graphs of the polynomials Bf\x), Ef\x) and BM^) (or sB^ix)) are drawn 
as follows: 
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By using the list of first six Appell polynomials given in Table 2.4.1, we find the 
first six Appell numbers related to these polynomials as follows: 
Table 2.4.2. List of first six Appell numbers (B„, .E„, J3]fJ, E^^^ and BE^, (or 
n 
Bn 
En 
B|?' 
0 
1 
1 
1 
1 
1 
0 
-1 
2 
1 
-1 
5 
3 
0 
0 
1 
4 
1 
5 
1 
in 
5 
0 
0 
0 
51 
B!?' 
B'=^ , I ( I ) or t ' - ^ i . d ) 
B^N(2) ">" t ' ^ / . ( 2 ) 
1 
1 
1 
0 
- 1 
1 
2 
- i 
i 
s 
<i 
1) 
j j 
* 
-A 
rin 
0 
0 
205 
5«« 
Recentty, the Hermite-Appell and Laguen-e-Api)ell polynomial families are intro-
duced in [83,88]. The numbers associated to the memliers belonging to these families 
can also be explored. 
2.5 Concluding Remarks 
The Bernoulli polynomials can be defined by various methods depending on their 
apphcations. In particular, six approaches to the theory of Bernoulli polynomials are 
known; these are given by Bernoulli [12], Euler [56]. Ai)i)(^ ll [5], Hurwitz [67], Luca i^ [96] 
and Lehmer [93]. 
We recall the following determinantal definition f(3r the Bernoulli polynomials, pro-
posed by Costabile [21]: 
The Bernoulli polynomials fi„(x) of degree n = 0. 1. 2,... are defined by 
Bo{x) = 1, (2.5.1) 
Bn{x) ( -1)" (n - 1)! 
1 X X^ 
1 I 
0 1 
0 0 
1 
3 
1 
2 
1 
4 
1 
3 
0 0 0 il) 
0 0 0 0 
1 
_ 1 _ 
1 
7? — 1 ;; 
Kn-'l) ( n -2 / 
7) = 1 ,2 ,3 , ' (2.5.2) 
Consequently, the determinantal definition of Bernoulli numbers £?„ is given by 
Bn = 1, (2-5.3) 
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Br, (-1)" ( n - 1 ) ! 
1 1 
2 3 
1 1 1 
0 2 3 
0 0 (^ ) 
0 0 0 
1 
n+l 
1 1 
n - 1 n 
( - 2 ^ ) ( 2 ) 
/n-n C n \ 
\ n - 2 / Vn-2/ 
n = 1, 2,3, :2.s.4) 
In Section 2.3, we have considered the BernouUi-Appell and Euler-Appell pclyuo-
mials. Here, we give the definition of the BAP B^n{x) by using the determinantal 
definition of the Bernoulh polynomials Bn{x) given by equations (2.5.1), (2.5.2). 
In order to give a determinantal definition for the BAP 5v4„(x), we provi; ilie 
following result: 
Theorem 2.5.1. The Bernoulli-Appell polynomials BA„(X) of degree n = 0,1, 2 3- ... 
are defined by 
BAO{X) = AO, {',.b5) 
1 A^{x) A2{x) A^ix) 
BAn{x) = ( -1 )" (n - 1)! 
1 
0 
0 
0 
1 
2 
1 
0 
0 
1 
3 
1 
2 
0 
1 
4 
1 
3 
(D 
0 0 0 0 
An~l{x) 
n 
1 
n- 1 
iV) 
An{x 
1 
n + l 
1 
n 
( 2 ) 
rn-n / n \ 
Vn-2/ \n-2I 
n = 1, 2. -i • 
(2.5-(i) 
where the Appell polynomials J4„(X) (n = 0,1,2,3,...) are given by equations (l-4-7y {<^r 
(1.4.9)). 
Proof. Taking n = 0 in series definition of the BAP B^n{x) (Table 2.3.1(1)) and u.siug 
equation (2.5.1) in the r.h.s of the resultant equation, we get the assertion (2.5.5) of 
Theorem 2.5.1. 
In order to prove assertion (2.5.6), we expand the determinant in the r.h.s. (.f 
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equation (2.5.2), so that we have 
Bn{x) = (-1)" ( n - 1 ) ! 
1 1 
2 3 
1 1 
0 2 3 
0 0 (3) 
0 0 0 
1 
n+l 
1 1 
n — 1 n 
( - 2^ ) (2) 
\n-2) \n-2) 
(-l)"a: 
1 i 
0 1 1 
0 2 3 
0 0 © 
0 0 0 
1 1 
n n+l 
1 1 
n — 1 n 
("2^) (2) 
L-2J 1,71-2/ 
+ (n-1)! 
1 I 
0 1 1 
0 0 3 
0 0 Q 
0 0 0 
n 
n-1 
1 
n+l 
1 
n 
iV) (2) 
ln-2J Vn-2/ 
+ 
+ 
(-1)^ 
(n-1)! 
1 I 
0 1 
0 0 2 
0 0 il) 
0 0 0 
1 
n - 1 
1 
n+l 
1 1 
n - 2 
/ n - 2 
n 
("2 ) (2) 
U.-2/ 
+ (n-1)! 
1 I 
0 1 1 
0 0 2 
0 0 il) 
0 0 0 
1 
n - 1 
1 1 
n — 2 n — 1 
\n-2y 
(2.5.7) 
Since, each minor in equation (2.5.7) is independent of x, therefore replacing x by 
M4 in equation (2.5.7) and then using equation (1.4.5) for n = 1, 2, 3,... in the r.h.s of 
the resultant equation, we find 
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^lim U « v « ^ 
Bn{MA) (-1)" (n-1)! 
1 1 
2 3 
1 1 
0 2 3 
0 0 il) 
0 0 0 
1 
n 
1 
n+1 
1 1 
n- 1 
rr) (2) 
n 
Vn-2 / Vn-2/ 
(n-1)! 
^ 3 
0 1 
0 2 3 
0 0 il) 
0 0 0 
r 1 
1 
n + 1 
1 
(2) 
U 27 ' n - 2 / 
+ 
(-1)"A2(X) 
(n-1)! 
1 ^ 
0 1 
0 0 3 
0 0 il) 
0 0 0 
1 J_ 
n n+1 
1 1 
1 n 
("2^) (2) 
Vn-2/ Vn-2/ 
+ 
(- l)^"-M„-i(x) 
+ (n-1)! 
1 i 
0 1 
0 0 2 
0 0 il) 
0 0 0 
1 
n - 1 
1 
n+1 
1 1 
n — 2 n 
r.') (2) 
0 L-2) 
+ (n-1)! 
1 ^ 
0 1 
0 0 2 
0 0 {I 
0 0 0 
1 
n — 
1 1 
n - 2 n - 1 
(2 5.S) 
Using the fact that fi„(M^) = ABn{x) in the I.h.s and combining the terms in tlie 
r.h.s of equation (2.5.8), we find 
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ABn{x) = ( -1 )" 
1 Ai{x) A2{x) Aaix) ••• An-i{x) An{x) 
(n-iy. 
1 
2 
1 
0 
0 
1 
3 
1 
2 
0 
1 
4 
1 
3 
® 
i 1 
n n+1 
1 1 
n — 1 n 
n= 1,2,3, 
0 0 0 0 ... Czl) C-2) 
(2.5.9) 
which in view of equation (2.3.5), yields assertion (2.5.6) of Theorem 2.5.1. D 
Remark 2.5.1. Since BQ = 1, therefore for /4„(.T) = Bn{x), we deduce the following 
result as a consequence of Theorem 2.5.1: 
Corollary 2.5.1. The 2-iterated Bernoulli •polynomials Bn{x) of degree n = 0,1,2, 3 , . . . 
are defined by 
B?(x) = l, 
B^K^) = P^. ( n - 1 ) ! 
1 B,{x) B2{x) B^{x) 
1 1 1 1 
0 
0 
0 
2 
1 
0 
0 
3 
1 
2 
0 
4 
1 
3 
(D 
^n-l{x) 
1_ 
n 
1 
n - 1 
("2") 
Bn{x) 
1 
n+1 
1 
n 
(2 ) 
(2.5.10) 
n = 1,2,3,.-- , 
0 0 0 0 ••• c::^ ) („"j 
(2.5.11) 
where the Bernoulli polynomials 5„(x) (n = 0,1,2,3,...) are defined by equation (2.1.1). 
Remark 2.5.2. Since EQ = I, therefore for An{x) = En{x), we deduce the following 
result as a consequence of Theorem 2.5.1: 
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Corollary 2.5.2. The Bemoulli-Euler polynomials s£'„(a;) of degree n = 0,1,2 3. 
are defined by 
BEQ{X) = 1, 
BEn{x) = (n - 1)! 
1 Ei{x) E2{x) E^ix) 
1 
0 
0 
0 
1 
2 
1 
0 
0 
1 
3 
1 
2 
0 
1 
4 
1 
3 
(D 
^n-i(a:) 
i 
n 
1 
n - 1 
("^ )^ 
En{x) 
1 
n+1 
1 
n 
( 2 ) 
(2.5.12) 
n = 1, 2,.'., 
0 0 . 0 0 ••• e :^) („:,) 
(2 5.13) 
where the Euler polynomials En{x) (n = 0,1, 2, 3,...) are defined by equation (2.1.6 > 
Now, taking x = 0 in equations (2.5.10), (2.5.11), we get the following determii.autal 
definition of the 2-iterated Bernoulli numbers i3„ . 
5P' = (-1)" ( n - 1 ) ! 
1 B, B2 B3 
1 1 1 1 
• ^ 2 3 4 
0 1 1 1 
0 0 2 3 
0 0 0 © 
D121 _ , 
^ 0 ~ ^' 
Bn-1 
1 
Bn 
1 
n n+1 
1 1 
n — 1 n 
(2.5 14) 
n = 1,2,3, (2.5 15) 
0 0 0 0 ••• c::^) ( „ " j 
where the Bernoulli numbers Bn (n = 0,1, 2,3,...) are defined by equation (2.1.3\ 
Next, using definitions (2.5.3), (2.5.4) in relation (2.4.5), we get the following de-
terminantal definition of the Bernoulli-Euler numbers of the first kind BEn(iy 
BEO{I) = 1, 
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(i.5 16) 
B-E'n(/) = 
( -2)" 
(n - 1)! 
1 1 1 
0 2 3 
0 0 {^ 
0 0 0 
Further, taking x = i in equat 
1 
n+l 
1 1 
n - 1 n 
\n-2j Vn-2/ 
n = l ,2 ,3 , (2.5.17) 
ions (2.5.12), (2.5.13), we get the following determi-
nantal definition of the BernoulU-Euler numbers of the second kind RE, B^n{II)-
BEn(U) = (n - 1)! 
Ex E2, 
2 22 
1 1 
2 3 
8^0(^11) = 1, 
1 
4 
1 1 
0 0 2 3 
0 0 0 (^ ) 
0 0 0 0 
271-1 
1 f 
1 1 
n - 1 
( -2^) (2) 
n 
\ n - 2 / W-2/ 
n 1,2,3, 
(2.5.18) 
(2.5.19) 
where the Euler numbers En (n = 0,1, 2,3,...) are defined by equation (2.1.8). 
The Bernoulh-Appell polynomials B^nix) introduced in Section 2.3 are defined 
above by using a determinantal approach. However, to show the equivalence of the two 
approaches defining these polynomials can be taken as a further research problem. Also 
the method outlined in this chapter can be extended to define the "s-iterated" Appell 
polynomials and numbers generated by s > 2 Appell polynomials. 
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Chapter 3 
Families of Mixed Appell Polynomials 
3.1 Introduction 
The special polynomials of two variables are important from the point of ^ icv of 
applications in physics. Also, these polynomials allow the derivation of a nunilx r of 
useful identities in a fairly straight forward way and help in introducing new faniilii'S of 
special polynomials. For example, Bretti et. al. [14] introduced general classes ol two 
variable Appell polynomials by using properties of an iterated isomorphism, rehitt 1 to 
the Laguerre-type exponentials. 
We consider the 2-variable general polynomials (2VGP) family p„(x,7/) defi icil by 
the generating function 
e''^(j){y,t) = Y^Pn{x,y)— {po{x,y) = I), ;3 1,1) 
n=0 
where (j){y, t) has (at least the formal) series expansion 
0(2/,O = J]0n(y)-r iMy)^0). 3 1.2) 
n=0 
We recall that the 2-variable Hermite Kampe de Feriet polynomials (2VHKdFP) 
Hn{x,y) [6], the Gould-Hopper polynomials (GHP) Hi"'\x,y) [60] and the Herniite-
Appell polynomials (HAP) H^n(x,y) [88] are defined by the generating functions 
e^'^y'' = Y.Hr,{x,y)~ 3,1.3) 
n=0 
The contents of this chapter are pubhshed in International Journal of Analysis (20131 J 11. 
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' • " ' '"'n\ 
71=0 
E^^Hx,y);;y (3.1.4) 
and 
A{t)e^'^y'' = Y,HAr,{x,y)- (3.1.5) 
71=0 " • 
respectively. Thus, in view of generating functions (3.1.1), (3.1.3), (3.1.4) and (3.1.5), we 
note that the 2VHKdFP Hn{x,y), the GHP H^"'\x,y) and the HAP HAnix,y) belong 
to 2VGF family. 
The 2VHKdFP H„{x,y) [6] are defined by the series 
fc=0 
A;!(n-2/fc)!' 
These polynomials are quasi-monomial with respect to the following multiplicative 
and derivative operators [22, p. 148(1.9)]: 
MH = x + 2yD, (3.1.7) 
and 
PH = D,, (3.1.8) 
respectively. The 2VHKdFP //„(x, y) are the solutions of the differential equation [22, p. 
149(1.10)]: 
{2yDl + xD, - n) i/„(x, y) = 0. (3.1.9) 
It is easily seen from equations (3.1.3), (1.2.29) and (1.2.33) that 
Hn{2x,-l) = H„(x) (3.1.10) 
and 
HJx,-^j=Hen{x) (3.1.11) 
with Hn{x) and Hen{x) being classical Hermite polynomials, defined by equations 
(1.2.29) and (1.2.33), respectively. Also 
i^„(x,0) = x". (3.1.12) 
The GHP Ht\x,y) are defined by the series [60, p. 58(6.2)] (see also [23,30,38]): 
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These polynomials are quasi-monomial with respect to the following multiplioat ive 
and derivative operators [23]: 
Mfjin.)=-x + myD^-^ (3 1,14) 
and 
PHim,=D,, (3 115) 
respectively. The GHP H^\x,y) are the solutions of the differential equation 
{myD^ + xD,-n)Hi"'\x,y)=0. (3.1J6) 
Taking m = 2 in equations (3.1.13)-(3.1.16), we obtain the corresponding nsiilrs 
forthe2VHKdFP//„(x,2/). 
Further, from generating functions (3.1,5) and (1.4.7), we find the following .^ ei le.s 
definition of the HAP HAn{x,y): 
^^ „(x,y) = n!^f"-"f ,^ ,. (3. .17) 
'^ —' (n — zry.ri 
The multiplicative and derivative operators for the HAP HAn(x,y) are given ;is 
MHA = x + 2yD, + ^ ^ (3.1.IS) 
and 
PHA = D^, (3.1.1«)) 
respectively. These polynomials are the solutions of the differential equation 
2yDl + xD, + ^ MD. - n) //^„(x,y) = 0. (3.1 20) 
By making use of equations (3.1.5) and (3.1.17), for the members belonging to 
Appell family (Table 1.4.1), we can obtain the generating functions and series definitions 
for the members belonging to the HAP family. We present these results in the following 
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table: 
Table 3.1.1. Generating Functions and Series Definitions for the Members 
Belonging to the HAP Family 
S. N o . 
I. 
II . 
H I . 
I V . 
V . 
V I . 
VII. 
VIII. 
I X . 
X . 
X I . 
R e s u l t a n t P o i y n o m i a l s 
Hermite-BernoulH polynomials 
Hermite-Euler polynomials 
Hermite-generalized 
Bernoulli polynomials 
Hermite-generalized Euler 
polynomials 
Hermite-generalized 
Bernoulli polynomials of 
order m 
Hermite-generalized Euler 
polynomials of order m 
Herniite-new generalized 
Bernoulli polynomials 
Hermite-Apostol Bernoulli 
polynomials of order a 
Hermite-Apostol Bernoulli 
polynomials 
Hermite-Apostol-Euler 
polynomials of order a 
Hermite-Apostol-Euler 
polynomials 
G e n e r a t i n g F u n c t i o n s 
( e * _ l ) ^ ^ n = 0 H^ni.^,y)^ 
( e t + 1 ) ^ ^ n = 0 HEn{x,y)rfj 
( c * _ l ) " '^ 2 - T i = 0 H^n (J-. y) „ ] • 
2 « xt + vt"^ Y>oo p(^)( , ^ t " 
( c ' + l ) « 2^n=0^^n {^,y)^T 
"!<"?. •••'^mt^ xt-i-ut'^ 
( e " l ' - 1 ) ( e " 2 * - l ) . . . ( e « m * - ! ) ' ' 
a*" xt+vt"^ 
("^ ^a;t + ut2 
/ e "("..le+vt^ 
1 , i f + i / t 2 
| t + logA| < IT; 1" := 1 
2 ^ i l + u t ' 
= i : " = o H £ - . ( ^ , » ; A ) i ^ , 
11 + log A| < It 
S e r i e s D e B n i t i o n s 
H^^C .^^ j^nlE'-io '^ V ^ ' l l ' / 
„Bi''>(.,„ = n , r i%^'4 iy^ 
f„l r„/2l E I ^ ' O ^ - C * ) «'• 
/ / i ^ n ( I , !»; " ' i ^ ^ O ( n - 2 r - ) l r l 
HBi^'(x,y\ai.a2 Q m ) 
" • • 2 - T - = 0 ( n - 2 r ) ! T - ! 
" • i - r = 0 ( T . - 2 r ) ! r ! 
o f m — 1 ] , > r 
" " ' ^y=0 ( 7 i - 2 r > ! r ! 
"•• ^r=0 ( n - 2 r ) ! r ! 
H'8„(X,V;X) 
- " ' i - r - = 0 (n-2r) lr l 
„4°){x,v;A) 
._„,Wn/2| 4-'2.('^*) ""^  
- " ! r r = 0 ( r . - 2 r ) l r l 
H f f „ ( i , y ; A) 
, , ^ [ n / 2 1 £ „ - 2 r ( * i A ) «"" 
- " ' i : r = 0 r „ - 2 r ) l r l " 
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XII. 
xm. 
XIV. 
Hermite-generalized Gould-
Hopper polynomials (For 
r = 1, t h e Hermite-Hermits 
polynomials jfHn{x,y) and 
for r = 2, Hermite-classjcal 
2-orthogonal polynomials) 
Hermite-Miller-Lee 
polynomials (For m = 0, 
the Her mi te- t runcated 
exponent ia l polynomials 
H^ni^i y) ^^^ for 
m = 0 — 1, the Hermite-
modified Laguerre 
polynomials n / n (^^y)) 
Hermite-Genocchi polynomials 
1 ^xt+vt' 
= E~=OHG1'"'(X,H)(" 
21 .it + yt^ >poo ^ I \ t " 
(st + l ) ^ - 2 ^ „ = 0 H<Jnta:,!/J „, 
H-4,L(i,y) 
, ^ ( n / 2 1 > l „ - 2 r ( » ) J'" 
" • A - r = 0 (n~2r) l r ! 
,y,[r»/2) G<,"'(=-) !, 
r fj- ul , , . y-l"/21 G T . - 2 T - ( » 1 1 
/ jC„l , i , ! ; J n! i^^^g (n-2T-) r! 
Remcirk 3 .1 .1 . By taking A{t) of the members belonging to the Appell polynomials 
family given in Table 1.4.1 in equations (3.1.18)-(3.1.20), we can find the multiplic.itive 
and derivative operators and differential equations for the corresponding member of I lie 
HAP family. 
In this chapter, the monomiality principle is used to introduce mixed special polyno-
mials of two variables related to the Appell polynomials sequence. In Section 3.2, .^oiac 
results for the 2-variable general polynomials (2VGP) Vni^x, y) are derived. Further 1 he 
2-variable mixed Appell polynomials (MAP) p^„(x, y) are introduced and framed within 
the context of monomiality principle. In Section 3.3, the Gould-Hopper Appell pol.-no-
mials (CHAP) jy/li'"'(x,y) are considered and results for some members belonging to 
the Gould-Hopper Appell polynomials family are obtained. In Section 3.4, examples of 
some members belonging to the Gould-Hopper-Appell and Hermite-Appell families aie 
given and their plots are drawn for suitable values of the parameters and indices. In 
Section 3.5, Carlitz's Theorem on mixed generating functions is extended to the MAP 
pAn{x,y) as concluding remarks. 
3.2 Mixed Appell Polynomials 
In order to introduce the mixed Appell polynomials (MAP), we need to establish 
certain results for the 2VGP p„(x,y). Therefore, first we prove the following results for 
the2VGPp„(x,y): 
Lemma 3.2.1. The 2VGP Pn{x,y) defined by generating function (3.1.1), where (j){y, t) 
is given by equation (3.1.2), are quasi-monomial under the action of the following n.ul^ 
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tiplicative and derivative operators: 
and 
respectively. 
P — D 
(3.2.1) 
(3.2.2) 
Proof. Differentiating equation (3.1.1) partially with respect to t, we have 
(3.2.3) 
Tl=0 
If ^{y, t) is an invertible series and 4 ^ ^ has Taylor's series expansion in powers of 
t, then in view of the identity 
we can write 
D.{e"<t>(y,t)) = t(e-'4>(y,t)) 
*''^'^-'-{e«0fo.O} = # ^ (»««•/. 1))^  
<t>{y,Da:) ' (p{y,t) 
Now, using equation (3.2.5) in the I.h.s. of equation (3.2.3), we find 
(3.2.4) 
(3.2.5) 
n=0 
have 
(y, D,) 
Making use of generating function (3.1.1) in the I.h.s. of the above equation, we 
which on equating the coefficients of like powers of t in both sides, gives 
<f>' {y, D,) 
x + 4>{y.D,) {Pn{x,y)}=Pn+l{x,y). (3.2.6) 
Thus, in view of monomiahty principle equation (1.4.1), the above equation yields 
assertion (3.2.1) of Lemma 3.2.1. Again, using identity (3.2.4) in equation (3.1.1), we 
have 
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n=0 ' j n=l ^ ''' 
Equating the coefficients of like powers of t in both sides of equation (3.2.7). we 
find 
.Dx{Pn(x,y)} = n p „ _ i ( x , y ) , n > 1, 
which in view of monomiahty principle equation (1.4.2) yields assertion (3.2.2) of Lemma 
3.2.1. D 
Remark 3.2.1. The operators given by equations (3.2.1) and (3.2.2) satisfy comniura-
tion relation (1.4.3). Also, using expressions (3.2.1) and (3.2.2) in equation (1.4.4), we 
get the following differential equation satisfied by 2VGP Pn{x,y): 
(J) [y, Da,) J 
Remark 3.2.2. Since ^^[x, y) = 1, therefore in view of monomiality principle equation 
(1.4.5), we have 
p„(x,y) ^{x + ^ | l ^ y {!}, po(x,2/) = 1. (3,2.3) 
Also, in view of equations (1.4.6), (3.1.1) and (3.2.1), we have 
exp(Mp<){l} = e^*0(y, t) = Y^Pn{x, y)-. (3.1.10) 
n=0 
Now, we proceed to introduce the mixed Appell polynomials (MAP). In order to 
derive the generating functions for the MAP, we take the 2VGP p„{x,y) as base in t!ie 
Appell polynomials generating function (1.4.7). Thus, replacing x by the multiplicatix e 
operator Mp of the 2VGP Pn{x,y) in the l.h.s. of equation (1-4.7) and denoting the 
resultant MAP by pAn{x, y) in the r.h.s. of the resultant equation, we have 
/ l ( i ) e l M = ^ p ^ „ ( x , y ) - . (3.2 1L: 
n = 0 
Now, using equation (3.2.10) in the exponential term in the l.h.s. of equation 
(3.2.11), we get the generating function for the MAP pA„(x,y) as: 
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A{t)e^'4>{y,t) = J2pA,{x,y)-. (3.2.12) 
n=0 
In view of equation (1.4.11), generating function (3.2.12) can be expressed equiva-
lently as: 
1 °^  f" 
-—e-'<P{y,t) = ^pA^{x,y)- (3.2.13) 
^^^^ n=0 "• 
In order to frame the MAP pAn{x, y) within the context of monomiality principle 
formalism, we prove the following results: 
Theorem 3.2.1. The MAP pAn{x,y) are quasi-monomial with respect to the following 
multiplicative and derivative operators: 
or, equivalently 
and 
M _ . 0^  {y, D.) . A'{D,) 
MpA=^x+ ; ; -^ ' "( - ^-f( 3.2.146 
^(y, ^x) g[Dx) 
PpA = D^, (3.2.15) 
respectively. 
Proof. Differentiating equation (3.2.12) partially with respect to t, we find 
Since A{t) and (t){y,t) are invertible series of t, therefore -^ and t^y'll possess 
power series expansions of t. Thus, in view of identity (3.2.4), we have 
which on using generating function (3.2.12), becomes 
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or, equivalently 
Now, equating the coefficients of like powers of t in the above equation, we lind 
which in view of equation (1.4.1) yields assertion (3.2.14a) of Theorem 3.2.1. A so in 
view of relation (1.4.11), assertion (3.2.14a) can be expressed equivalently as (3.2,1 ib). 
Again, in view of identity (3.2.4), we have 
which on using generating function (3.2.12) becomes 
X^p/ln(2:,2/)-f f = J^p^„-i(x,j/)———. 
n=0 ') n = l ^ '' 
Equating the coefficients of like powers of t in the above equation, we find 
Dx{p^n{x,y)} = n pAn-i{x,]j), (3. !.-'0) 
which, in view of equation (1.4.2) yields assertion (3.2.15) of Theorem 3.2.1. J 
T h e o r e m 3.2.2. The MAP pAn{x, y) are the solutions of the following differential tqv i-
tion: 
( ^ ^ - + J I ^ M " ' + i l ) -^ -") '^"<^'"'='' ''•'-'^ '"' 
or, equivalently 
Proof. Using equations (3.2.14a) and (3.2.15) in equation (1.4.4), we get assertion 
(3.2.21a) of Theorem 3.2.2. Further, using equations (3.2.14b) and (3.2.15) in eqm 
tion (1.4.4), we get assertion (3.2.21b) of Theorem 3.2.2. [ 
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Note . With the help of the results derived above and by taking A(t) (or g{t)) of the Appell 
polynomials listed in Table 1.4-1, we can derive the generating function and other results 
for the members belonging to MAP family. 
In the next section, the Gould-Hopper Appell polynomials family is introduced as 
a special case of the MAP pAn(x, y) family. Results for some members belonging to this 
family are also obtained. 
3.3 Gould-Hopper-Appell Polynomials 
In order to introduce the Gould-Hopper Appell polynomials (CHAP), we consider 
the case when the 2VGP Pn(x,y) reduce to the GHP Hn(x,y). Therefore, taking 
4>{y,t) — e^ '"" in the l.h.s. of generating function (3.2.12) and denoting the GHAP by 
HAU {x,y) in the r.h.s. of the resultant equation, we find the following generating 
function; 
^(i)e(..+yt-) ^ ^ ^ ^ ( H ( ^ , y ) _ _ , (3.3.1) 
n=0 
or, equivalently 
1 °° fn 
J^e(--^-) = 5:,/ll-)(.,,)i^. (3.3.2) 
Using equation (1.4.7) in equation (3.3.1) (or equation (1.4.9) in equation (3.3.2)), 
we get the following series definition for HAn{x, y) in terms of the Appell polynomials 
An{x): 
\n/m] ( \ r 
HAt\x,y)=n\J2l'',,^r (3.3.3) 
^-^ in — mry.ri 
In view of equations (3.2.14a), (3.2.14b), (3.2.15), wenote that theCHAP/yyli"^(a;,?/) 
are quasi-monomial with respect to the following multiplicative and derivative operators: 
M;,,.)^ = X + myD^-' + ^ ^ , (3.3.4a) 
or, equivalently 
and 
MH("^)^ = X + myD^-' - ^ (3.3.46) 
PH('^>A = D,, (3.3.5) 
respectively. Also, in view of equations (3.2.21a), (3.2.21b), we find that the GHAP 
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ffAl^"\x,y) satisfy the following difTerential equation: 
xD^ + myD^ + ^ ^ ^ . " » ) H^^'C^, v) = 0, :3.:i.6a) 
or, equivalently 
(xD^ + myD^ - ^ Z ? . - n) HAt\x,y) = 0. (3..i.66) 
R e m a r k 3.3.1. In view of equations (3.3.1) and (3.1.5), we note that for ni = 2, 
the GHAP HA^rr\x,y) reduce to the Hermite-Appell polynomials (HAP) H A , ( ' , ! / ) -
Therefore, taking m = 2 in equations (3.3.1)-(3.3.6b), we get the corresponding re.-ults 
for the HAP HAn{x,y). Again taking m = 2 in equations (3.3.l)-(3.3.6b) a n ! then 
taking y = -1, x -^ 2x (or y = - | ) in the resultant equations and using relation 
(3.1.10) (or (3.1.11)), we get the corresponding results for the classical Hermite-\i>pcll 
polynomials //^„(a:) (or HeA„{x)). 
The members belonging to Appell family are listed in Table 1.4.1. Thus by taking 
A{t) or g(t) of the Appell polynomials An{x) (Table 1.4.1) in equations (3.3.1), (3..1.2), 
(3.3.4a), (3.3.4b) and (3.3.-5), we obtain the results for the corresponding membei.s of 
the GHAP ffAn {x,y) family. We present these results in the following table; 
Table 3.3.1. Resul t s for Some Members Belonging t o t h e G H A P nAlr'i' -.y) 
Family 
S. N o . 
I . 
I I . 
III. 
I V . 
9 ( 0 ; A(t) 
( « ' - l ) . 1 
t • ( e ' - l ) 
( = ' + !) 2 
2 ' (e ' + l) 
( e ' - l ) ° . 1° 
t" • ( „ t _ i ) » 
( e ' + l ) " . 3 " 
2 " ' (.« + ! ) " 
R e s u l t a n t P o l y n o m i a l s 
Gould-Hopper-Bernoull i 
polynomials 
Gould Hopper-Euler 
polynomials 
GouId-Hopper-generalized 
Bernoulli polynomials 
Gould-Hopper-generalized 
Euler polynomials 
* / / ( - " ) / ! • f'H('^)A 
x + myD^-^ 
x + myDj ' - ' 
= ° " • D (e^^+l)' 
" ( ( l - D , ) e O . - i ) 
H ^ 7-~^ ^ > ^x 
X + rnyD^' 
(=".--n)' 
G e n e r a t i n g F u n c t i o n s 
( e ' - l ) 
= E~=OHBS." ' (X,V) ' ; 
2 ^ i t + ut"" 
( = * + !)'= 
( e ' - l ) " ' ^ 
2 " ic» + »t"> 
( e ' + l ) " 
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n=l "h,* 
y i — t ' 
V I . 
n ^ = 1 t.'^h 
n\ ( e ° ' . ' + l ) . 
TT* 
(«" ' • ' + 1) 
GouId-Hopper-generalized 
Bernoulli polynomials of order a 
Gould-Hopper-general lzed 
Euler polynomials of order s 
_ g i t + v t " 
i + m v D j ' - ' 
= E ~ = o HBir-'1{:.,y\ai....,a,)^ 
.xt + yt"' 
( e " ! ' + 1) . . . (e"» « + l) 
fB—^^—^; Gould-Hopper-new 
generalized Bernoulli 
polynomials 
X + m y D j * " ' + m D - ' - 1 
•=•-5:: J=o(5n" j 
e^'+«'" 
E^=oHBi'"'''"'"(-.v)^ 
Gould-Hopper-Apostol-
Bernoulli polynomials 
of order a 
A . ' - i Gould-Hopper-Apostol-
Bernoulli polynomials 
X + myD^ 
Gould-Hopper-Apostol-
Euler polynomials of order Q 
X + myD^ ^ 
| t + logA| < TT; 1 " : = 1 
A c' + l 2 
2 ' A e ' + l Gould-Hopper-Apostol-
Euler polynomials 
I -I- m y D j * ' 
A . P » . 
(A = D x + i j ' 
2 e-Tt-(-„t^ 
A e ' + l 
I t -Mog A| < IT 
« r + l f i O 
GouId-Hopper-generalized 
Gould-Hopper polynomials 
(For r = 1, Gould-Hopper-
Hermite polynomials 
H - « i " ^ \ x , y) and for r = 2, 
Gould-Hopper-classical 
2-orthogonal polynomials) 
x - l - m v D ™ - ' 
+ i:;;t>SKDi-'; 
.(Ehl^'.''' + -' + ^ ''") 
• 5:~=oH-4i."''(^,v)« 
( i - t ) » + 
Gould-Hopper-Miller-Lee 
polynomials (For s = 0, Gould-
-Hopper - t runca ted exponential 
polynomials H^JTC^il/) ^'^^ ^°^ 
s = P - 1 Gould-Hopper-modified 
Laguerre polynomials 
x + myD^-^-^^; D^ 
^TTT .it + yt" 
I ; ~ = O H G " " ' " ( ^ . « ) ' " 
2 ' ' ( = ' + l ) Gould-Hopper-Genocchi 
polynomials 
i - l - m y n j ' - ' 2t ^x^-^»^" 
Remark 3.3.2. The series definition for the members belonging to the HAP family can 
be obtained by taking An{x) of the corresponding member of the Appell family. 
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Also, we note that by using the expressions of the multipHcative and derivati\'e oper-
ators of the members belonging to the GHAP family given in Table 3.3.1 in moncnuality 
principle equation (1.4.4), we can find the corresponding differential equations. 
Note, Since for m = 2, the GHAP nK^x^y) reduce to the HAP HK{x,y). Therefore. 
for m = 2, Table 3.3.1 gives the results of the corresponding HAP H^n{x, y). 
Further, we consider the case, when 0(y, i) = A{t)e'^^, that is when the 2VGP 
p„(x,y) reduce to the HAP H>l„(a;,y), we rewrite generating function (3.1.5) iu the 
following form: 
A,{t)e^'^y'' ^Y.^'^nKx^y)-^. (:U.7) 
n=0 
Now, replacing v4(;t) by 7^2(0 inequation (3.2.12) and then taking (?!>(y, i) = Ax{i)e^*'' 
in the l.h.s. and denoting the resultant Hermite-2-iterated Appell polynomials b}-
ijjVn \x, y) in the r.h.s., we get the following generating function: 
A,{t)A,{t)e^'+y'' = Y.nA'^^Kx^y)-,- (-^  3.8) 
n=0 
The results established in this chapter are general and include new families of sj) jcial 
polynomials, consequently introducing many new special polynomials. 
3.4 Gould-Hopper and Herniite Based Bernoulli and Euler 
Polynomials 
New classes of Bernoulli numbers and polynomials are introduced, which aie used 
to evaluate partial sums involving other special polynomials, see for example [24.31]. 
Here, we consider the Gould-Hopper-Bernoulli polynomials (GHBP), Gould-Hoi)per-
Euler polynomials (GHEP), Hermite-Bernoulli polynomials (HBP), Hermite-Eule • poly-
nomials (HEP), classical Hermite-Bernoulli polynomials (CHBP), classical Henuite-
Euler polynomials (CHEP). We give the surface plots of these polynomials for suitable 
values of the parameters and indices. Also, we give the graphs of the corresponding 
single variable polynomials. 
The GHBP HB^{x,y), GHEP //E-(a;,2/), HBP //B„(a:,y) and HEP ^£„(x, ij) are 
defined by the following series: 
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[n/m] 
• ^ (n — mrysl 
r=0 ^ ' 
[n/m] 
^—' I n — 
En-mr{x) ][ 
• ^ (   mr)!r! ' 
n/2) 
(3.4.1) 
(3.4.2) 
(3.4.3) 
respectively. Taking ?/ = - i in equations (3.4.3) and (3.4.4), we get the series definitions 
for the CHBP HeB^{x) and CHEP HeEn{x) as: 
or \ IV^ Bn~2r{x) y" HBr,{x, y) = n! > ^ - ^ 
r=0 ^ ' 
and 
[n/2] 
HEn{x,y) = n\y^ -~^ £;„_2r(x) y'" 
[n/21 / , N r J-, / ,, 
«^ -^ w = - E ( ^ ) ^ ^ 
and 
respectively. 
ln/2] ,_^. I V En-2r{x) 
2 y ( n - 2 r ) ! r ! ' 
(3.4.5) 
(3.4.6) 
To draw the surface plots of these polynomials, we use the values of the Bernoulli 
polynomials B„{x) and the Euler polynomials £'„(x) for n = 0, 1, 2, 3, 4, 5. We give 
the list of first few Bernoulli and the Euler polynomials in the following table: 
Table 3.4.1. List of First Few Bernoulli and the Euler Polynomials 
n 
Br.(l) 
B n W 
0 
1 
1 
1 
- - i 
»=- f 
2 
x^ - X + J 
X — I 
3 
-' - § - ' + § 
x' - |x^ + J 
4 
x - ' - 2 x 3 + x = - i 
x" - 2 x 3 + i^ 
5 
, 5 _ | , 4 + | , 3 _ 1 
X " 2 ^ + 3 ^ ~ 2 
Now, we consider the GHBP HB^{x,y), GHEP HE:;^{x,y), HBP HBn{x,y), HEP 
HEn{x, y), CHBP HeBnix) and CHEP HeEn{x), for m = 3 and n = 5, so that we have 
?(3) ;,5r^(a;,y) = B5(x) + 6052(x)2/, (3.4.7) 
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and 
HEi'\x, y) = ErA.v) + mE2{x)y, (3.4.8) 
HB.ix. y) = Br,{x) + 2()B.,(,r)y + 60Bl(x•)y^ (3.4.9) 
HES{X, y) = E,{x) + 20E3(.T)y + 60Ei{x)y\ (3.4.10) 
HeB,{x) = B,[x) - imAx) + 15B,(x) (3.4.11) 
HeMx) = E^x) - lOE-,{x) + 15Ei(x), (3.4.12) 
respectively. 
Using the particular values of H„(.T) and E„{x) given in Table 3.4.1, we find 
HB'i\x, y) = x^- ^x' + ^T^ + mx'y - mxy - ~x + ^y, (3.4.13) 
HE^^\X, y) = x' - | r ^ + GOx'y + y ' - GOxy - ^ + ^y, (3.4,14) 
uBr^ix, y) = :/' - ^x^ + 20x^2/ + ^.T^ + GO.ry-^  - GO.r^ y + lO.xy - 30y^ - -x, (3.4.15) 
5 5 10 1 
uErXx^y) = x' - ~x' + 20x^y + mxy' - 30x'y + - x ' - 30y^ + J ^ 2' ^^'^-^^^ 
HeS5(x) = x^ - Ix' - |:r^^ + 15.f2 + f -^ - f (3.4.17) 
and 
^e£^5(x-) = x= - ^x^ - lOx'^  + ^ x ^ + 15x - -^, (3.4.18) 
Zi O O 
respectively. 
In view of equations (3.4.13)-(3.4.18), we get the following surface plots and graphs: 
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m, Surface plot of ^B^g''(x,y). 
-5 -5 
(3)< Surface plot of ^^^^'M 
-5 -5 
Surface plot of ^Bglx.y). 
-5 -5 
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Surface plot of ^Eg(x,y). 
-5 -5 
Graph Of _B,(x). 
He 5' 
Graph of ^ E Jx) He 5' 
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3 . 5 C o n c l u d i n g R e m a r k s 
Generating functions play an important rolc^  in tlu^ investigation of various useful 
properties of the sequences which they generate. In this chapter, we have introduced the 
MAP pAn{x. y) by means of generating function and established the properties of these 
polynomials with the help of this generating function. Several useful applications of the 
various methods of obtaining linear, bilinear, bilat(!ral or mixed generating functions for 
a fairly wide variety of sequences of special functions (and polynomials) in one, two and 
more variables are given in [120]. Carlitz [18] derived generating functions for certain 
general one and two parameter coefficients. Mot ivated by the importance of generating 
functions, here we extend a Theorem of Carlitz [18. p. 521(Theorem 1)] on mixed 
generating functions to the MAP pAn{x, y). 
First, we recall the following consequence of Lagrange's expansion [107, p. 146): 
For an analytic function J{z), which is holomorphic at ^ = zi), we have 
f{z) ^ w' 
l-nnnz) ^ . : -^M/(^)[^H^)]"}L=o- (3-5-1) 
where •0(z) is holomorphic at 2 = ZQ, VH-^ O) ¥" 0 and c = zo + %vil}{z). 
In order to estabHsh Carlitz's Theorem for the MAP ^,./l„(:r;,y), we prove the fol-
lowing result: 
Theorem 3.5.1. We consider the sequence of polynomials {pAn{x,y)} in the following 
form: 
^(2)e-^^0(y,2) = f ] , A „ ( . r , y ) ^ , (3.5.2) 
71=0 
where x, y are independent of z and 
A(0) = An, (^ (y .O) -Po(y)^0 , (3.5.3) 
Then, for arbitrary complex parameter u independent of z, 
l^pM^ + nu, y ) - - ^-^^ : (3.5.4) 
?t=0 
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or, equivalently 
2_^pAr.[x + nu,y}^^ g(^) (1 - < ) 
n=0 
Proo/. In view of equation (3.5.2) and Taylor's Theorem, we have 
pA„(x,y) = D:{A(^)e-</)(y,z)}l^^,. 0^.5-6) 
Then for arbitrary complex parameter u independent of z, equation (3.5.6) gives 
,An{x + nu,y) = D^ {A(z)e-c/)(y, z) [ e - f } j ^ ^ , , ,3.5.7) 
or, equivalently 
pA„(x + nu, y) = D^ {P(z) [Q(z)r} j , ^ , , 3.5.S) 
where 
P{z) = A{z)e^'cj){y,z) (3.59) 
and 
Q(z) = e"^ ,3.5.10] 
From equation (3.5.8), it follows that 
Y:r>An{x + nu, y)~-Yl 1^^" ( ^ ^ [Qi^T) L=o' (•-^ID 
n=0 • n=0 
where P(z) and Q(2) are given by equations (3.5.9) and (3.5.10) respective.y 
We now apply Lagrange's expansion (3.5.1) with ZQ = 0 in the form 
X : L D : ( P ( Z ) [Qizr) l^^ . ^ ^ - - ^ , (3.5.12) 
where the functions P{z) and Q(2) are analytic about the origin, and ^ is given by 
^ = tQ{0, Q ( 0 ) ^ 0 . (3.5.1.3) 
In view of equations (3.5.11) and (3.5.12), we have 
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g , . l „ ( . + n . , , ) - = ^ - - ^ , (3.5.14) 
which on using equations (3.5.9) and (3.5.10), gives 
2^^P^n{x + nu,y)^^ - - ^ ^ _ _ ^ ^ , (3.5.15) 
which on using equation (3.5.13) in the r.h.s. gives assertion (3.5.4) of Theorem 3.5.1. 
Also, using equation (1.4.11), assertion (3.5.4) can be expressed equivalently as equation 
(3.5.5), n 
To give an example, we derive a class of the mixed generating functions for the 
GHBP HBU {x,y) by applying CarUtz's Theorem. Comparing generating function of 
the GHBP HBi"'\x,y) (Table 3.3.1(1)) and equation (3.5.2), we have 
^ W = - 7 ^ ' <Piy,^) = ey^"' and p^„(x, y) -^ H5^) ( :C , 2/). 
e — 1 
It follows from assertion (3.5.4) that 
Y:^Bi-\x + nu,y)--=.J'_^^^., ^ = te^^. (3.5.16) 
n=0 n! (e«- i ) ( l -uO' 
Next, we derive a class of mixed generating functions for the GHEP nEn {x,y). 
Comparing generating function oi nEn {x,y) (Table 3.3.1(11)) and equation (3.5.2), we 
have 
^(2) = -7-rT' < (^y,-z) = e'^ "^ and pAn{x,y)-^ HE^f>{x,y). 
e^  + 1 
It follows from assertion (3.5.4) that 
E ^ g ^ ' ( x + » u , r i ^ ^ f = (e« .^ (3.5.17) 
We note that, taking m = 2 in equations (3.5.16) and (3.5.17), we get mixed 
generating functions for the HBP HBn{x,y) and HEP nEnix, y) respectively. The above 
examples show that a large number of mixed generating functions (known or new) can 
be derived by applying Theorem 3.5.1. 
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Chapter 4 
Families of Legendre-Sheffer Polynomials 
4.1 Introduction 
The Legendre polynomials are being used by mathematicians and engineers fen va-
riety of mathematical and numerical solutions. For example, the Legendre polyromials 
are applicable in fluid dynamics to study the flow around the outside of a puff dl hot 
gas rising through the air, see for details [105]. The Legendre polynomials are closely 
related with physical phenomena for which spherical geometry is important. In partic-
ular, these polynomials first arose in the problem of expressing the newtonian pott ntial 
of a conservative force field in an infinite series involving the distance variables ot two 
points and their included central angle. 
Further, research on Legendre polynomials [17] discusses and explores the use of 
Legendre series and best leading coefficients of Legendre polynomials for differert ;ippli-
cations. Also, Cornille and Martin [20] discussed the applications and an extension of 
the Szeg-Szdsz inequality for Legendre polynomials (a = /3 = 0) to obtain global bciunds 
on the variation of the phase of an elastic scattering amplitude. In numerical uialysis 
and methods, Legendre polynomials are used to efficiently calculate numerical ini egra-
tions by Gaussian quadrature method. This method is very effective in approximating 
integrals with accuracy and in small time. 
Many properties of conventional and generalized polynomials have been s lown to 
be derivable in a straightforward way within an operational framework, which is a ( onse-
quence of the monomiality principle. We recall that the 2-variable Legendre polynomials 
Sn{x,y) and "^ '^^ ^ are quasi-monomial under the action of the operators [39 ]>. 365 
The contents of this chapter are pubhshed in Mathematical and Computer Modelling 55(3-4) 
(2012) 969-982. 
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and p. 367]: 
M, = y + 2D;'Dy, (4.1.1) 
A = Dy (4.1.2) 
and 
M2 = - D ; l + D ; ^ (4.1.3) 
A = --Dx xD, (4.1.4) 
respectively, where 
DrUix)} = ^ ^ _ j \ x - ir' mdi ; D--{1] = ^ . (4.1.5) 
In view of equations (1.4.6), (4.1.1) and (4.1.3), the generating functions for Sn{x, y) 
and Rn{x, y) are given as: 
e^J'Co{-xe) = Y.^n{x,y)-^_ (4.1.6) 
n=0 
and 
C,{xt)G,{-~yt) ^Y^M^^l (4.1.7) 
71=0 
respectively, where CQ{X) denotes the Tricorai function of order zero. The Tricoini 
function of order n is defined by means of generating function (1.2.20). We note that 
e x p ( - a D ; i ) { l } = Co(ax). (4.1.8) 
Further, the series definitions of Sn{x, y) and Rn{x, y) are given as [39, p. 366, 367]: 
1"/21 k n-2k 
and 
Rn{x,y) _ , Y ^ 
" ^^^((n-A;)!)2(A:!)2 
respectively. Consequently from equations (4.1.9) and (4.1.10), it follows that 
%^-'ESsa; 
S„(x.O) = I " ' » W ' " " ''"=™;' ; S„(a,) = ,» (4.1.11) 
[ 0 , if n is odd 
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and 
or, equivalently 
M ^ = ( _ p ; i ) " {1} •; ^21^ = [D-T {!}• (1 ^12) 
Now, since we have 
D,xD:,Sn{x,y) = DlSn{x,y) (41.13) 
and 
D:, xD^Rn{x,y) = -Dy yDyRr,{x,y), 4 1.14) 
In view of the relation [41, p. 32(8)] 
d 
= DTXDT, .4 1.15 i x - ^ J - ^ x i 
equations (4.1.13) and (4.1.14) can be written as 
^^^S^{x,y) = DlSn{x,y) (11 .10 
and 
d d 
-gjpiRn{x,y) =-j^Rn{x,y) ( j . l . l / ) 
X y 
respectively. 
Using equations (4.1.11), (4.1.12), (4.1.16) and (4.1.17), we find the follownL oi)cr-
ational definitions for the polynomials Sn{x,y) and Rn{x,y): 
Sn{x,y)=exp{D;'Dl){y''} (1,1.18) 
and 
respectively. 
Also, we note the following relation [39, p. 366]: 
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Sn{x,y) = Hn{y,D^'), (4.1.20) 
where / /„(x, y) denotes the 2-variable Hermite Kampe de Feriet polynomials (2VHKdFP) 
[6], defined by the generating function (3.1.3) and by series (3.1.6). 
In view of relation (4.1.20), we can write equation (4.1.16) as: 
- i / „ (2 / , D^') = DlHr^iv, D~\ (4.1.21) 
which is equivalent to the heat equation 
d 
g^fiy,t) = Dlf{y,t). (4.1.22) 
Moreover, the 2-variable Legendre polynomials Sn{x,y) and Rn(x,y) are related 
with the ordinary Legendre polynomials P„(x) defined by equation (1.2.25), as [39, p. 
366 and p. 367]: 
Pn{x) = Sn(~^^^,x] (4.1.23) 
and 
Pn{x) = I ^ ( ~ ^ ^ - ^ y (4.1.24) 
respectively. 
In view of generating function (1.2.29) of the Hermite polynomials //„(a;) and from 
Table 1.4.2, we note that the Hermite polynomials Hn{x) are Sheffer for 
g{t) = e^v{j) , /W = ^- (4-1-25) 
or, equivalently for 
A{t) = exp(-^2) , H{t) = 2t. (4.1.26) 
Thus, making use of equations (1.4.20a) (or (1.4.20b)) and (1.4.21a) (or (1.4.21b)), 
we find the multiplicative and derivative operators for i/„(x) as: 
M = 2x-D^ (4.1.27) 
and 
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P = \D^, (^-^28) 
respectively. 
Further, in view of the generating function (1.2.40) of the associated Laguerre poly-
nomials L^n\x) and from Table 1.4.2(11), we note that the associated Laguerre p :)l\-no-
mials Ln {x) are Shaffer for 
3(i) = ( l - 0 - " ~ ' , /(0 = ^ ' (-^29) 
or, equivalently for 
Am = 
(1 - t)'^+^ ^ W - T I T W I - ''(" = 1^- ' • ' ' ° ' 
The multiplicative and derivative operators for Ln{x) are given as: 
M = -xDl + {2x-a- l)D^ - x + a + 1, (LI ,31) 
P = ^ . t U 3 2 , 
respectively. 
For a = 0, equations (4.1.29)-(4.1.32) reduce to the corresponding expressicai^ for 
the Laguerre polynomials Ln{x). 
Recently, it has been shown that the Sheffer polynomials and the monomi-ilit}' 
principle, along with the underlying operational formalism provide a powerful tool for 
the investigation of the properties of a wide class of polynomials, see for example [3'^ , 106]. 
In this chapter, families of Legendre-Sheffer polynomials are introduced and some special 
properties of these families are derived by using operational methods. In Section 4.2, 
two different forms of the Legendre polynomials are taken as base to introduce ftinulies 
of Legendre-Sheffer polynomials. Operational rules providing correspondence between 
Sheffer and Legendre-Sheffer famihes are also established. In Section 4.3, Legandre-
Laguerre and Legendre-Herraite polynomials are considered and their properties are 
obtained. In Section 4.4, the operational correspondence between Sheffer and Legendre-
Sheffer families is applied to derive the results for some members belonging ;o the 
Legendre-Sheffer famihes. In Section 4.5, some concluding remarks are given. 
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4.2 Legendre-Sheffer Polynomials 
We denote the Legendre-ShefFer polynomials by ss„(a;, y) and RSn{x,y). Thus, 
in order to introduce the Legendre-Sheffer polynomials corresponding to the multiplica-
tive operators (4.1.1) and (4.1.3) of Sn(x,y) and ^^^^^ respectively, we consider the 
generating functions 
ssn{x,y)-^ (4.2.1) 
n=0 
A(t) exp(M,Hit)) = f ; ^ ^ ^ ^ , (4.2.2) 
n=0 
SO that, we have 
Ait)exp({y + 2D-'Dy) H{t)) = J2sSn{x,y)- (4.2.3) 
n = 0 '^• 
and 
°° r 
yi(Oexp((-D;^ + D;^)//(i)) =5;55n(.^,2/)^, (4.2.4) 
respectively. 
Now, decoupling the exponential operators in the l.h.s. of equations (4.2.3) and 
(4.2.4), by using identity (2.2.13), we find 
A{t)exp{yH{t))exp{{H{t)f D;') = 5^5Sn(x,y)-y (4.2.5) 
n=0 
and 
^(Oexp {-Hit)D~^) exp (^1)0;') = E ^ ^ ^ ^'-^-^^ 
n=0 
respectively. Finally, using relation (4.1.8) in equations (4.2.5) and (4.2.6), we find the 
following generating functions for Legendre-Sheffer polynomials sSni^, y) and /js„(a:, y): 
A{t) exp {yH{t)) Co{-x {H{t)f) = J ^ sSn{x, y)^_ (4.2.7) 
and 
n=0 
A(t)CoixH(t)ni-yHit)) = Y: ^ ^ ^ 3 . (4-2.8) 
n\ n] 
n=0 
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respectively. Also, in view of equations (4.1.1), (4.1.3), (1.4.14), (4.2.1) and ('i.2 2), 
it follows that the Legendre-Sheffer polynomials ss„(2;,y) and nSn{x,y) can also be 
obtained as: 
ss„(x,y) = s„(Mi) = s„ (y + 20''D^) (4-2.9) 
and 
^ ^ ^ ^ = s,{M,) = s„ {-D-' + D-'). (4.2 10) 
From equations (1.4.20b), (1.4.21b), (4.2.9) and (4.2.10), the multiplicative uid 
derivative operators for the Legendre-Sheffer polynomials sSn{x,y) and ^^ "^ f'^ ^ can be 
obtained as: 
Mis = M, H'{H-\D^)) + ^ ( ^ - i ( ^ ^ ) ) ; ^ ••= R^ S (4.2 11) 
and 
n, = H-\Dj^); i-R,S, ('.2 12) 
respectively. Differentiating equations (4.2.7) and (4.2.8) partially with respect to x mcl 
y, we find that sSni^^v) and RSn{x,y) are solutions of equations: 
D^ sSn{x,y) = D^ xD^ sSn{x,y) {' .2 13) 
and 
Dy yDy RSn{x,y) = -D^xD^ RSn{x,y) (' .2 14) 
respectively. Also, in view of relation (4.1.15), equations (4.2.13) and (4.2.14) (ai; be 
expressed as: 
d 
Dl sSn{x, y) = -g^ ssn{x, y) (^  .2 1.5) 
and 
-^]jZl RSn{x,y) =-~—jiSr,{x,y) ('.2 16) 
respectively Now, from equations (4.1.8), (4.2.7), (4.2.8) and (1.4.14), it follows that 
ssn{0,y) = Sn{y) (^ -2 17) 
and 
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Finally, solving equations (4.2.15) and (4.2.16) with conditions (4.2.17) and (4.2.18), 
we get the following operational definitions for sSn{x,y) and RSn{x,y): 
ssn{x, y) = exp {D-^DD {sn{y)} - (4.2.19) 
and 
RSn{x,y) 
or, equivalently 
RSn{x,y) 
= exp ( - ^ . " ' ^ ) {sn{D-')}, (4.2.20a) 
exp ( - ^ ; ' ^ ) {sn{-D-')} (4.2.206) 
respectively. The operational rules (4.2.19), (4.2.20a) and (4.2.20b) provide a correspon-
dence between the ShefFer and Legendre-Sheffer families. 
A simple computation shows that the operational rules (4.2.19), (4.2.20a) and 
(4.2.20b) can be written in the following generalized forms: 
sSn{m^x,m{y + z)) = exp ID~^~) {s„(m(t/ + Z ) ) } (4.2.21) 
and 
^^ 1 ^ = exp [-D;'g^^j {s^{mD-')}, (4.2.22a) 
or, equivalently 
nSn{mx,7ny) 
n! 
exp ( ^ - D ; ' - ^ ^ {s^i-mD-')}. (4.2,226) 
For 2 = 0, equation (4.2.21) becomes 
ssr^im^x, my)) = exp (D''—] {5„(my)}. (4.2.23) 
By using relations (1.4.19a), (1.4.19b) between A{t), H(t) and f{t), g{t), we can 
write the equivalent forms of the results derived above. Also, since for H{t) = f~^{t) = t, 
the Sheffer polynomials Sn{x) reduce to the Appell polynomials. Thus, by taking H{t) = 
t in the results of the Legendre-Sheffer polynomials, we can obtain the corresponding 
results for the Legendre-Appell polynomials. 
In the next section, we consider the Legendre-Laguerre and Legendre-Hermite poly-
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nomials as two important members of the Legendre-Sheffer polynomials family. 
4.3 Legendre-Laguerre and Legendre-Hermite Polynomials 
The Laguerre and Hermite polynomials are two important members of thi; Shef-
fer family. We take these two polynomials and generate the Legendre-Laguerre and 
Legendre-Hermite polynomials by using the formalism developed in previous eecrion. 
First, we establish the generating functions for the Legendre-Laguerre and Legendre-
Hermite polynomials. 
Taking A(t) = ^_L^i and H{t) = T ^ ^ (Table L4.2(II)) of the associated L iguerre 
polynomials Ln (x) in the l.h.s. of equations (4.2.7) and (4.2.8) and denot.n;^ the 
resultant Legendre-Laguerre polynomials in the r.h.s. by sLn {^,y) and jiLv{c.y), 
respectively, we get the generating functions for the Legendre-Laguerre poly icinials 
sLl^\x,y) and RL^n\x,y) as: 
^«p(r^)co((T^) = |s4"'(...):; (1 - i)"+l i 
and 
- a ; i \ „ / yt \ •^RL^n\x,y)V 
»^ 1^ ^^ " nh =i: ( l _ f ) a + i '^yi^tj ^yi_ij Z^ n\ n! 
1.3.11 
1.3.2 i 
n=0 
respectively Similarly, taking A{t) = exp{~t'^), H{t) = 2t (Table L4.2(I)) of Ih Her-
mite polynomials Hn{x) in the l.h.s. of equations (4.2.7) and (4.2.8) and denoting ilie re-
sultant Legendre-Hermite polynomials in the r.h.s. by 5f/„(x, y) and ;j//„(.r, y), respec-
tively, we get the generating functions for the Legendre-Hermite polynomials iJ^ri^-. y) 
and jiHn{x,y) as: 
r expi-t^)expi2yt)Coi-4xt^) - ^sHn(x,y)- 4.3.3) 
and 
n=0 
expi~f)Co{2xt)Coi-2yt) = T ^El^^^l 
respectively. 
n! nl 
n=0 
(4,3,4) 
Now, we proceed to derive the results for the Legendre-Sheffer polynomials from 
the ones given for Sheffer polynomials. First, we establish the series definitions for the 
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Legendre-Sheffer polynomials. We operate exp (U^^D^) on both sides of series definition 
(1.2.41) of the associated Laguerre polynomials Ln{y), so that we have 
exp (D^^Dl) {LH(y)} = ± JZ^.^'i^f. -P (D^Z J^) {y% (4.3.5) 
fc=0 (n ~ ky.k\{l + a)k 
which on using equation (4.1.18) in the r.h.s. and equation (4.2.19) (for s„(y) = Ll^\y)) 
in the l.h.s., yields the following series definition for sLn (x,y) in terms of Sn{x,y): 
.4°'(x,.)=E(„':'i),ii(i:':)/>(-.^)- ("•«) 
Again, replacing yhy —D^^ in equation (1.2.41) and then operating exp {—Dy^ -—rx) 
on both sides of the resultant equation, we have 
(4.3.7) 
which on using the equation (4.1.19) in the r.h.s. and equation (4.2.20b) (for s„(—D~^) = 
Ln (—D~^)) in the l.h.s., yields the following series definition for nLn {x,y) in terms 
of Rnix,yy. 
nK{x,y) _ ^ ( - l ) ' ' ( l + a)„ Rk{x,y) 
«•' £ ^ ( ^ - ' ^ ) K ^ ' ) ( l + «)fc kl ' ^ • ' 
For a = 0, equations (4.3.6) and (4.3.8) give the series definitions for the Legendre-
Laguerre polynomials sLn{x,y) and RLn{x,y) respectively. 
Similarly, considering the series definition (1.2.30) of the Hermite polynomials H„{x], 
we find the series definitions of the Legendre-Hermite polynomials s^n^x, y) and RHn{x, y) 
as: 
In/2] f^^kriyyi-ik 
sHr^ix, y)^n\Y, L_^L±_5„_,.(^, y) (4.3.9) 
fc=0 
and 
HHn{x,y)_ , ' ^ ' ( - 1 )^ (2 ) " -^^ Rn-2k{x,y) , . 
n\ " ^ ^ (n-2A:)!Jt! {n-2k)\ ^ ' ' ' 
respectively. 
Next, we derive the expressions for the multiplicative and derivative operators for 
the Legendre-Hermite polynomials 5//„(x, y) and fl//„(a;, y). In view of operations rules 
(4.2.19) and (4.2.20b), we have 
sH„{x, y) = exp (D^^D^) //„(y) (4 3 LI) 
and 
iiHn{x,y) 
n'. 
= exp i^-D-y'^^ H„{-D-'). (4 3 L2) 
Using the operational definition for Hermite polynomials Hn{x) [27, p. 609(39) 
-1 / / „ ( x ) = e x p ( ^ ^ D 2 j { ( 2 x ) " } , (4 3.13) 
in equation (4.3.11), we have 
sH^{x,y) = exp {D;'DI) exp ( ^ Z ) ^ ) {(2y)"}, 
which on using identity (2.2.13) (with A; = 0) in the r.h.s., becomes 
sH^{x,y) = exp (^(^D-' - ^ ) D^^ {(2y)"}. (4.3.1 i) 
Again, using the operational identity [38, p. 12]: 
exp {XDl) {fix)} = f{x + 2XD,)exp (XDl) , (4.,;. 1 '>] 
in the r.h.s. of equation (4.3.14), we find 
s//„(x,y) = ( 2 y + ( 4 D ; i - l ) D , ) " { l } . 
In view of the above equation and the fact that sHo{x, y) = 1, we find 
{2y + {4D-' - l)Dy) sHn{x,y) = sH^+,{x,y). (4.3.1(>) 
Also, from equation (4.3.3), it follows that 
-Dy sHn{x,y) = n sHn-i{x,y). (4.3 17) 
Thus, from equations (4.3.16), (4.3.17) and in view of monomiality principal equa-
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tions (1.4.1), (1.4.2), we conclude that the Legendre-Hermite polynomials sHn{x,y) are 
quasi-monomial under the action of following multiplicative and derivative operators: 
MsH = 2y + (W-' - l)Dy (4.3.18) 
and 
PsH = iDy, (4.3.19) 
respectively. 
Again, to derive the expressions for the multiplicative and derivative operators for 
^ ~ ^ , we use operational definition (4.3.13) (with x -^ -£'~^) in equation (4.3.12), 
so that we have 
RHn{x,y) / 1 a \ (-I ( d 
n\ ^^P (-^^"^1^) ^ "P ( f ( a ^ ) j {(-2^")"}- (4.3.20) 
Now, applying the operational identity (4.3.15) to the second exponential in the 
r.h.s. of equation,(4.3.20), we find 
^ ^ ^ - - ( - V ^ ) ( - - . - ^ ^ } " . (-3..1) 
which on using the shift identity [38, p. 4] 
exp {\D^) fix) = fix + A) exp (AZ^J , (4.3.22) 
in the r.h.s. becomes 
fi//„(rr,2/) 
n\ 
= ( 2 ( - D - + D . - . ) + ^ ) " ( l } . 
In view of the above equation and the fact that nHoix, j/) = 1, we find 
')( D-i I n-'] I ^ ^ R^^^y) _ RHn+i{x,y) . . 
Also, from equation (4.3.4), it follows that 
1 d RHnix,y) _ RHn-iix,y) (A 304) 
2dDf n\ "^  ( n - 1 ) ! • ^ ' ' ^ 
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Therefore, from equations (4.3.23), (4.3.24) and in view of monomiality pr nc ipal 
equations (1.4.1), (1.4.2), we note that Legendre-Hermite polynomials ^^ f^'^ ^ are quasi-
monomial under the action of following multiplicative and derivative operators: 
Man = 2{-D-' + D-') + ^  (t.3.25) 
and 
In the next section, we consider the apphcations of the operational correspondence 
between Sheffer and Legendre-Sheffer families to derive the results for Legendre-Shcffer 
polynomial families. 
4.4 Applications 
In order to derive the results for the members of Legendre-Sheffer families frc ni the 
results given for the special polynomials belonging to Sheffer family, we use the folioAxing 
operations: 
(Oi): Operating exp [D^^Dy] on both sides of a given result, 
(O2): Replacing x by D'^ in a given result and then operating exp i~D~^ --'-r) 
on both sides of the resultant equation. 
First, we recall the following Sheffer identity for the associated Laguerre polync nnals 
L^n\x) [112, p. 110]: 
Lir^^^\y + w) = X: (fjLPiy) Li^M . {U.l) 
fc=o ^ ^ 
Performing operation (Oi) on the above identity and using the appropriate opera-
tional definitions in the resultant equation, we get the following identity for Legend re-
associated Laguerre polynomials sL„ \x,y): 
sL^r'^'\x,y + n^) = ± (!)^4"^(->v) ^ U ^ ) • (^  -4 2) 
fc=0 ^ ^ 
Taking a = /3 = 0 in equation (4.4.2), we get 
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sLll\x,y + w) = Y^ rjsLk{x,y) L^-kH (4.4.3) 
and taking a + /? = - 1 in equation (4.4.2), we get 
sL^(x, y + w) = J2 ( ^ ) s 4 " ^ ( x , y) Lt'r\w) • (4.4.4) 
Again, performing operation (Ci) on the following functional equation involving 
associated Laguerre polynomials L''n\x) [109, p. 209(5)]: 
and using the appropriate operational definitions in the resultant equation, we get 
T(a)( 2 X ' A (1 + a)„(l - lo)"-* ?^/;*^ („) ,AAa\ 
sLi \w X, wy) = g ( ,_fc) , ( i + ^)^ ^ 4 (^-> 2/), (4.4.6) 
which for a = 0, becomes 
sUw^x, wy) = J2 ( ? ) (1 - wr-'w'sLk{x, y). (4.4.7) 
fc=o ^ '•^ 
Next, performing operation (Oi) on the following relation for the Shively's pseudo 
Laguerre polynomials Rn{a,y) [109, p. 298(1, 2)]: 
and using the appropriate operational definitions in the resultant equation, we get the 
following result: 
u ( \ 1 ^ ( a - l ) „ + f c gL„_fc(a:,j/) . 
.i?„(a,x,y) = ^ ^ - ^ g k\ ' '^-^ -^ ^ 
where sRn{a,x,y) denotes the Legendre-Shively's pseudo Laguerre polynomials. 
Also, performing operation (Ci) on the following summation formulae [1, p. 169, 
p. 176], [109, p. 207(3)]: 
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y - Z ^ 2 " f c ! {n-2k)V 
fc=0 
//„(j/) = 2"(l + a ) „ J ] 2 F 2 
Hn{y + ^ ) = i E (?) Hn-k{V2y) H,iV2w), 
fc=0 ^ ^ 
4 ( n - f c ) , - i ( n - / c - l ) ; 
_ i 
4 
- i ( a + n), - | ( a + n - l ) ; fc=0 
(--n) 
(1 
(^ -,.4 10) 
0 . 4 11) 
kLi"\y) 
+ a)k 
(4.4 12) 
and making use of appropriate operational definitions in the resultant equations, wr get 
the following results: 
^ , , Y ^ n ! sHn-2k{x,y) 
fc=0 
2"^^!(n-2A:)! 
fc=o ^ ^ 
(4.4 13) 
(4 4.14) 
5i/„(x,2/) = 2"(l + a ) „ E L o 2 ^ 2 
" -i(n-fc), 
- i ( Q + n), 
X 
- i ( n - f c - l ) ; 
- i ( a + n - l ) ; 
1 
4 
'4 4 1.5 
Further, we make use of operation (O2) to derive the results. Performing operation 
(O2) on equation (4.4.5) and using equations (4.2.22a) and (4.2.20a) (for s„{D^^' = 
Ln {Dy^)) in the l.h.s. and r.h.s. of the resultant equation, we get the folk wing 
identity involving RLn{x, y): 
RL)^\wx,wy) 
nl = E 
n-k,„k „ r ( " ) ^ 
fc=0 
{l + aUl~wr-'w''nLr{x,y) 
{n ~ k)\{l + a)k k\ (4.4.16) 
which for a = 0, gives 
RLn{wx,wy) ^ 
nl -U>-' n-k k RLk{wx,wy) k\ (4... 17) 
Next, performing operation {O2) on relation (4.4.8) and using equation (4.2.20a) 
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(for s„(£>/) = fi^{a,Dy^)) in the I.h.s. and again equation (4.2.20a) (for s„(£'-^) = 
Ln{Dy^)) in r.h.s., we get the following identity involving RB^{a,x,y) and RLn{x,y): 
RRnia,X,y) _ 1 ^{a-l)n+kRLn-k{x,y) fAA,0\ 
nl ( « - l ) n ; ^ kl (n-k)\ ' (^-^-^^^ 
where RRn{a, x, y) denotes the Legendre-Shively's pseudo Laguerre polynomials. 
Finally, performing operation {O2) on equations (4.4.10) and (4.4.12) and using 
appropriate operational definitions in the resultant equations, we get the following sum-
mation formulae: 
Rn{x,y) _y^n\ RHn-2k{x,y) E m On n\ f^ 2" k\ (n - 2ky/ (4.4.19) 
and 
RHn(x,y) _ rynf-i I \ sr-^n p 
i (n -A; ) , 
| ( a + n), 
- i ( n - A ; - l ) ; 
1 
4 
- i ( a + n - l ) ; 
V (-")»= RLk{x,y) 
(4.4.20) 
(l+a)i kl. 
respectively. 
The above examples show that the operational formalism developed in the previous 
section provide a mechanism to derive the results for the Legendre-ShefFer polynomials 
from the ones given for Sheffer polynomials. Also, by using the correspondence between 
the Legendre-Appell and Appell polynomials, we can derive the results for the Legendre-
Appell polynomials from results of the Appell polynomials. 
4.5 Concluding Remarks 
In the previous sections, we have seen that the monomiality principle provides a 
useful tool to introduce new families of special polynomials and to establish their prop-
erties. In order to further stress the importance of monomiality principle, Dattoli and 
Khan [29] have combined the monomiality principle with Lie algebraic techniques [103]. 
This combination referred as Lie-Mon method has been used to deal with Laguerre, 
Hermite and Legendre polynomials and has been extended to their multi-variable and 
multi-index counterparts, see for example [26,29,40]. Here, we derive certain results for 
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the Legendre-Hermite polynomials by making use of Lie-mon method. 
We recall that a realization of the Lie algebra Q{0,1) generating the ordinary niono-
mials is given by the following operators [103]: 
J-^ = xt, r = -D^, P = xD^, E = i, (L5.1) 
which satisfy the commutation relations: 
[J^J^] = ±J^, [J^,J-] = -E. (4.5.2) 
We note that commutation relations (4.5.2) are identical with commutaton rel;i-
tions (1.5.14) satisfied by the basis elements of the Lie algebra ^(0,1). 
In Section 4.3, it has been shown that the Legendre-Hermite polynomials c H.^{x, y) 
and *" '"^^'y> are quasi-monomial under the action of operators given in equations (1.3.18). 
(4.3.19) and (4.3.25), (4.3.26) respectively. Moreover, since these operators s;ti,.fy the 
commutation relation (1.4.3), therefore we can embed them to form the following ^(0,1) 
algebra: 
J+ = Mt, r = -P, P = MP, E = i, (4.5.3) 
with the relevant commutation relations as given in equation (4.5.2). 
In order to illustrate how a known result for Hermite polynomials //^(c) can be 
used to derive a new result involving the Legendre-Hermite polynomials s^'n'^-.u) oi 
RHn{x,y), we consider the following generating relation for //„(x-) [103, p. [(i'](4.76)l 
{fort = 1): 
oo 
exp{2bx - b^)Hk (^ - ^ + ^ ) =Y^c''-'Lf~'\-bc)Hi{x), (4..5.4, 
(=0 
obtained by using the Lie algebraic methods. 
Replacing x by the multiplicative operator Mi of Sn{x,y) given in equation (4.1.1) 
in the above generating relation, we have 
exp{2biy + 2D-'Dy)-b')fhiy + 2D-'Dy~b+l) 
which on using equation (4.2.9) (for s„(a;) = Hn{x)) in the r.h.s., becomes 
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exp {2b(y + 2D-^Dy) - b') H^ {y + 2D~'Dy - 6 + f) 
(4.5.5) 
Multiplying both sides of equation (4.5.5) by ^ and then taking the summation 
over k, we have 
exp {2b{y + 2D-'Dy) - b') ^£^0 ^k {y + 2D;'Dy - 6 + §} g 
which on making use of the generating function (1.2.29) of i/„(x) in the l.h.s. takes the 
form 
exp {2b{y + 2D~^Dy) - b^) exp (2 {y + 2Dz^Dy -b+l)t-t^) 
(4.5.6) 
= j:ZoY:Zoc'-'Lt^\-bc)sH,ix.yyi. 
Now, decoupling the exponential operators in the l.h.s. of equation (4,5.6) by using 
Identity (2.2.13) and then using shift identity (4.3.22) in the resultant equation, we find 
exp(-(6 + 0^ + ct) exp (2(6 + t)y) exp(4(6 + t)^D-^){l} 
(4.5.7) 
= EZoEr=.o^'"'Lt^-bc)sH,i^,yyl 
which on using equation (4.1.8) in the l.h.s. yields the following generating relation 
involving Legendre-Hermite polynomials sH„{x,y): 
exp(-(6 + ty + ct) exp (2(6 + t)y) Co(-4(6 -\- tfx) 
(4.5.8) 
T.ZoTZod'''Lt\~hc)sm{x,y)\ k\-
Similarly, replacing x by the multiplicative operator Mj of ^^^{^^ given in equa-
tion (4.1.3) in generating relation (4.5.4) and following the same procedure, we get the 
following generating relation involving Legendre-Hermite polynomials RHn{x,y): 
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exp(-(6 + tf + ct) Co{2{b + t)x)Coi-2{b + t)y) = '£Y.''-'L'i'-'\-bc)^^ -
fc=0 1=0 
l\ k\ 
4.5.9) 
Taking 6 ->• 0 in generating relations (4.5.8) and (4.5.9) and making use ol' the 
limit [103, p. 88(4.29)] 
n + l 
c^L^ibc) 
6=0 
c", if n > 0, 
if n < 0, 
(4.5 10) 
we get 
oo k /l.\ 
exp(d - e)exp {2ty) Co{-4f'x) = Y.Y.^''' ( i J^^^'C^' y) 
fc=0 1=0 ^ ^ 
(4 5 II) 
and 
oo fc 
exp(rf - t^) Coi2t.)C,{-2ty) = X : E ^'"' f ^ ^ ; ) ^ ^ ^ f ^ ^ (4 5 12) 
fc=0 (=0 
respectively. 
Next, taking c -> 0 in generating relations (4.5.8) and (4.5.9) and making i s r of 
the limit [103, p. 88(4.29)] 
c"Lr(6c) 
c=0 
0, if n > 0, 
( -6)-" 
(-n)! , if n < 0, 
(4.-,.13) 
we get 
oo oo 6'-* 
exp(-(6 + tf)exp(2(6 + tyy) Co(-4(6 + t)'x) = J2J2 TTIA^^^^^^-' ^^T:? (^- .M 1) 
and 
exp(-(6 + m Co(2(6 + 0 ^ ) Q ( - 2 ( 6 + t)y) = f ; f : 7 7 ^ ^ ^ ^ ^ ~ 
t^li(^-^)' '•' '^ , (4.515) 
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respectively. 
Here, we have obtained generating relations for the Legendre-Hermite polynomials 
sHn{x, y) and nHnix, y) from a known result for the Hermite polynomials Hn{x). This 
approach opens new possibilities to deal with other members belonging to the families 
of Legendre-Sheffer and Legendre-Appell polynomials. 
98 
Chapter 5 
Properties and Applications of 
Laguerre-Sheffer Polynomials 
5.1 Introduction 
Dattoli and Torre [42,43] introduced and discussed a theory of 2-variable Lag i(:Te 
polynomials (2VLP). The reason of interest for this family of Laguerre polynomials is 
because of their intrinsic mathematical importance and the fact that these polynomiiils 
are shown to be natural solutions of a particular set of partial differential equations w hi< 'h 
often appear in the treatment of radiation physics problems such as the electromagnetic 
wave propagation and quantum beam life-time in storage rings [131]. The 2VLP L„( c. /) 
are quasi-monomial under the action of the operators [22, p. 149]: 
ML = y-D;' (5.1. i) 
and 
PL = ~D^XD^, (5. .2) 
respectively, where D~^ denotes the inverse derivative operator given by equation (4.15) 
The generating function for Ln{x,y) is given as [22, p. 150]: 
exp{yt)Co{xt) = y2Ln{x,y)- (5.13) 
n=0 
where Co{x) denotes the 0*''-order Tricomi function and given by the operational df fi-
nition (4.1.8). The Tricomi function of order n is specified by means of the generatiiig 
The contents of this chapter are published in Journal of Mathematical Analysis and Appli-
cations 387 (2012) 90-102. 
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function (1.2.20) and series definition (1.2.21). The series definition for Ln{x,y) is given 
as [22, p. 148]: 
-^(n-A;)!(A;!)2 
Also, the differential equation satisfied by Ln{x,y) is [29, p. 455 (14)]: 
{xyDl - (x - y)D, + n) L^ix, y) = 0. (5.1.5) 
Further, since 
DyLn(x,y) = nLn-i{x,y). (5.1.6) 
Therefore, it follows that Ln(x,y) are the natural solutions of the following partial 
differential equation: 
DyLn{x,y) = -D:, xD:,Ln{x,y), 
(5.1.7) 
L„(x,0) = i ^ , 
which is a kind of Fokker-Planck equation [131]. Thus, in order to decrease the compu-
tations and runtime of the algorithm of the method for finding the solution of Fokker-
Planck equation, the Laguerre polynomials are the suitable orthogonal polynomials. 
The Fokker-Planck equation (FPE) was introduced by Adriaan Fokker and Max 
Planck to describe the time evolution of the probability density function of the position 
and velocity of a particle and is one of the classical widely used equations in statistical 
physics [111]. FPE also arises in a number of different fields in natural sciences, such as 
the mechanics of solids, quantum optics, chemical physics, theoretical biology, control 
and robotics, viscoelasticity and circuit theory [58,111]. 
The differential equation (5.1.7) gives the following operational definitions for Ln{x, y): 
Ln{x,y) = exp {-D-'Dy) {y"}> (51-8a) 
or, equivalently 
Ln{x,y) = CoixDy){y-}, (5.1.86) 
and 
Ux,y) = exp ( - y ^ j {{-D-'T}, (5.1.9a) 
or, equivalently 
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L „ ( x , y ) = e x p ( - y ^ ) | ^ | . (3.1.95) 
The combination of monomiality principle and operational methods provide a fairly 
unique tool to treat various polynomials from a unified point of view. We knov/ that 
the Sheffer family contains important polynomial sequences (Table 1.4.2), which have 
applications in physics and number theory. In the previous chapter, we have intro luced 
new families of special polynomials associated with Sheffer family corresponding to two 
different forms of the Legendre polynomials. 
Due to the importance of the 2VLP Ln{x,y), in this chapter the Laguerre-S letfer 
polynomials family is introduced and framed within the context of monomiality prin-
ciple. In Section 5.2, the family of Laguerre-Sheffer polynomials is introduced ai d an 
operational correspondence between the Sheffer and Laguerre-Sheffer families is est^.b-
lished. In Section 5.3, the multiplicative and derivative operators, recurrence rela'i' iis 
and the differential equations for the Laguerre-Sheller and Laguerre-Appell pol}'n( nnaJ 
families are derived. In Section 5.4, certain relations, identities and expansions fo: t lie 
Laguerre-Sheffer polynomials are derived. In Section 5.5, some concluding remark;, arc 
given. 
5.2 Laguerre-Sheffer Polynomials 
In order to introduce the family of Laguerre-Slieffer polynomials, we ope ate 
exp i-D~^^] on both sides of generating function (1.4.14) (after replacing ,r by o) 
of the Sheffer polynomials and denote the resultant Laguerre-Sheffer polynomials b\-
LSn{x, y) in the r.h.s. of the resultant equation, so that we have 
°° fn 
exp(-Z?; iZ) , ){/ l ( i )exp(y/ / (0)} = X ] i . s „ ( x , y ) - . (S.i.l 
n=0 
Also, operating exp \~y^§^) on both sides of generating functions (1.4.14) (aftei 
replacing x by —D~^) of the Sheffer polynomials and denoting the resultant Laguerre-
Sheffer polynomials in the r.h.s. of the resultant equation by LSn(a^,y), we have the 
following equivalent form of equation (5.2.1): 
f d \ °° fn 
^""^{^00^ M(Oexp {-D-'H{t))} = ^ ^ 5 „ ( a : , 2 / ) - . (5.2,2) 
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Now, using shift identity (4.3.22) in the I.h.s. of equation (5.2.1) (or in equation 
(5.2.2)), we find 
i" 
A{t)exp {{y - D-')H{t)) {1} = ^ ^ s „ ( x , t / ) - . (5.2.3) 
n=0 
Disentanglement of the exponential operator in the I.h.s. of equation (5.2.3), by 
making use of Weyl identity (4.2.5), gives 
r A(t) exp {yH{t)) exp {-H{t)D-') {1} = J ] i S n i x , y ) - , (5.2.4) 
n=0 
which on using equation (4.1.8) yields the generating function for the Laguerre-Sheffer 
polynomials LSn(x, y) in the following form: 
r A{t)expiyH{t))CoixHit)) = VLSn{x,y)-. (5.2.5a) 
ni 
n=0 
In view of relations (1.4.19a) and (1.4.19b), we can write the following equivalent 
form of generating function (5.2.5a): 
1 °° /" 
-^p^exp {yf-'it)) C,{xr\t)) = J2LSn{x,y)-. (5.2.56) 
Taking x = 0 in equation (5.2.5a) (or (5.2.5b)) and using definitions (1.4.14) (or 
(1.4.18)) and (4.1.8), we find 
LSn{0,y) = Sn{y). (5.2.6) 
Also, taking y = 0 in equation (5.2.4) and using definition (1.4.14), we have 
LSr.{x,0) = Sn{-D-'). (5.2.7) 
Prom equation (5.2.5a) (or (5.2.5b)), it follows that 
Dy LSn{x,y) = -Dx xD^ LSnix,y), (5.2.8) 
which in view of equation (4.1.15), can be written as 
d 
Dy LSn{x,y)== - g ^ ^ LSn{x,y), (5.2,9) 
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The formal solution of equation (5.2.9) along with initial condition (5.2.6) it- given 
by 
z.s„(x,y) = exp i-D-'Dy) s„(y), ([ .2 10) 
or, equivalently the solution of equation (5.2.9) along with initial condition (5.2.7) is 
given by 
LSn{x,y) = exp i-y-^^j s„ (-D;^). (5 211) 
Use of shift identity (4.3.22) in equation (5.2.10) or (5.2.11) gives 
LSn{x,y) = s^{y-D-'). (5.2:2) 
The operational rules (5.2.10) and (5.2.11) provide a correspondence between the 
Sheffer and Laguerre-Sheffer families. A simple computation shows that these o])(ia-
tional rules can be written in the following generalized forms: 
' O iD^ 
LSn{mx,m{y + z)) = exp {-D^Dy) Sn{m(y + z)) = exp {{z - D^^)Dy) s„(my 
(5.1.:: 
and 
LS„{m,x, m{y + z)) = exp [-y-^J Sn{m{z - D-^)) 
(5.2.1 
= e x p ( - ( y + z ) ^ ) s „ ( - m i ^ ; i ) 
Prom any of the equations (5.2.12)-(5.2.14), it follows that 
LSn(mx,Tn{y + z)) = s„(m(y + 2; - D~^)). (5.2.1" 
Now, making use of identity (4.3.22) in equation (5.2.15), we find 
LSn{mx, m{y + z)) = exp (^-z-^j exp {~D~^Dy) Sn{my) 
= exp ( - 2 / ^ ) exp (-P;^^) Sr,{mz). 
(5 .2 . ]6 i 
For z = 0, equations (5.2.13)-(5.2.15), become 
LSn{mx,my) = exp (-Z^^^Dj,) s„(mi/), (5.2.r 
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LSnimx, my) = exp ( -y-^jp[ ) Sn{-mD^ )^ (5.2.18) 
and 
LSr,(mx, my) = Sr,{m{y - D~^)), (5.2.19) 
respectively. For a; = 0, equation (5.2.19) gives 
z,s„(0, my) = Sn{my) (5.2.20) 
and for y = 0, it gives 
LSn{mx, 0) = s„ ( -mD-^) . (5.2.21) 
Equations (5.2.20) and (5.2.21) are the generalized forms of equations (5.2.6) and 
(5.2.7) respectively. Also, in view of equation (5.2.17), we can express equation (5.2.16) 
as: 
LSn{mx, m{y + z)) = exp ( -y^fp[ ) LSn{mx, mz) = exp f -^^Tp^ ) ^•^"("^^' "^2/)-
(5.2.22) 
Also, we note that taking H{t) = ^ in generating function (5.2.5a) or equivalently 
taking f~^{t) = i in generating function (5.2.5b), we obtain the following generating 
function for the recently introduced Laguerre-Appell family L^n{x,y) [83]: 
°° i" 
A{t) exp (2/0 C^ixt) = V LAn{x, y)-, (5.2.23a) 
•^—' n i 
or, equivalently 
1 °° r 
—-exp(2/0Co(:r:0 = Vi .4„ (a ; , j / ) - . (5.2.235) 
Using equations (1.4.8) and (5.1.3) in the l.h.s. of equation (5.2.23a), it becomes 
J : ^ / 1 „ Uix^y)-^, = E^^r.ix,y)-^, (5.2.24) 
n=0 fc=0 • n=0 
which on equating the coefficients of like powers of t, gives the following series definition 
iov iAn{x,y) as: 
^M..}-n±^^^^J^. (5.2.25, 
k=0 ^ ' 
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Further, we remark that by taking A{t) and H{t) (or f{t) and g{t)) of the members 
belonging to Sheffer family (Table 1.4.2) in generating function (5.2.5a) (or (5.2.5b)), 
we can obtain the generating function for the corresponding member of the Laguerre-
Sheffer family. We present the generating functions of some members belonging to the 
Laguerre-Sheffer family in the following table: 
Table 5.2.1. Generating Functions of Some Members Belonging to Laguerre-
ShefFer Polynomials Family 
S.No. 
I . 
I I . 
III. 
I V . 
V . 
V I . 
VII. 
VIII. 
I X . 
X. 
A ( t ) i H ( t ) 
e""'"*; I't 
( 1 - t ) — - ' ; 
f 
t - 1 
T^; 'n( i^) 
e ^ S l - e * 
( i + Ci + O*)"",-
ln ( I + t) 
ln(l + t ) ' "^ ' '•' 
5 i j ; I n ( l + t) 
1 ; arc tan{t) 
( l - 4 t ) " 2 
^ ( I T ; ^ ) " - ' ^ 
-4t 
( i + v ' m )2 
s(t)-
, ( i ) " , i 
t 
e - 1 
2 =' 
e ' - l ' ? 
ln ( l - t) 
exp f a ( e ' 
a ( e ' - 1) 
( l + e - ) 
e ' - 1 
? ^ ^ = ' -
^ ( l + = ' ) i 
sect; t a n t 
4 4 I 1 -
/ ( t ) 
- 1 
- 1 
+ 1 
- ) ) • • 
M 
1 
e' - 1 
^ ) ' 
R e s u l t a n t S p e c i a l P o l y n o m i a l s 
Laguerre-generalized Hermite 
polynomials LHn,m,i/{x, y) 
Laguerre-associated Laguerre 
polynomials nli^L^ (x,y) 
Laguerre-Pidduck polynomials 
Laguerre-Acturial polynomials 
Lagiierre-Poisson-Chariier 
polynomial.^ ^Cn{x, y ; a) 
Laguerre-Peters polynomials 
Z.s„(3:,!/; A, fi) 
Laguerre-Bernoulli 
polynomials of the second 
kind t 6 „ ( x , y) 
Laguerre-related polynomials 
I , ' -n( l , ! / ) 
Laguerre-Hahn polynomials 
LRr,(x,y) 
Laguerre-Shively's pseudo 
-Laguerre polynomials 
i / i „ ( o , x , i / ) 
G e n e r a t i n g F u n c t i o i s 
Co ("= ' ) exp(l^yt - t"^) 
1 i~ ( tit \ ( y \ 
( l _ , , . . + l '^U { t - l ) ' ' ' ' P ( t - l ) 
T i T C „ ( . l n ( i ± | ) ) ( i i | ) ' 
Co ( x ( l - e ' ) ) exp (/3t + 1/(1 - e ' ) ) 
e - ' C o ( x e x p ( a ( e ' - l ) ) ) ( l - i ) " 
= E S ° = Q L<:r,(.x,y\a)^T 
( l + (1 + ( ) * ) " " Co ( i ln( l + ( ) ) ( ! + '-)" 
= 5 : ~ = o i , b r , ( x , » ) S ^ 
5 i j C o ( i l n ( l + t ) ) ( ! + ()! ' 
/ Co ( l a r c t a n ( t ) ) exp{j/ arctan(f) 
(1 4t)-i( ' 5 _ _ ) ° - ' 
^ ' Vl + v ' l - 4 t / ' 
x C o f ^ - : ± i L , ; ) exp ^ = ^ * l = - 5 
= E ^ = o I . « n ( a , i , ! / ) t " 
) 
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In the next section, we frame the Laguerre-Sheffer and Laguerre-Appell polynomials 
within the context of monomiality principle. 
5.3 Properties of Laguerre-Sheffer Polynomials 
In order to obtain the expressions for multiplicative and derivative operators for the 
Laguerre-Sheffer polynomials z,s„(x, 2/) and to derive the recurrence relations satisfied 
by x,s„(a;, y), we prove the following result: 
Theorem 5.3.1. The Laguerre-Sheffer polynomials LSn{x, y) are quasi-monomial under 
the action of the following multiplicative and derivative operators: 
or 
MLS ={y- D-^) H'{H-\Dy)) + ^ § ^ ^ (5-3.16) 
PLS = f{Dy), (5.3.2a) 
PLs = H-\Dy), . (5.3.26) 
respectively. 
Proof. In view of equations (1.4.1) and (1.4.20a), we have 
("' f ro) ?Py''"<'» = "^"<'''-
Operating ex\){-D~^Dy) on both sides of the above equation, we find 
exp {-D-'Dy) {y - ^ ) 77(^ i«" (2 / )} = exp {-D-'Dy) {.„^i(y)}, 
that is, we have 
exp(-D- iZ}, ) [y j^){sn{y)]] - exp {-D-'Dy) [ ^ -jr^){^n{y)}] 
= ex^[-D-^Dy){sn+\{y)), 
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and 
or 
which on using identity (4.3.22) in the l.h.s., becomes 
( y - D ; i ) e x p ( - D ; i Z ? , ) { ^ K ( j / ) } } - e x p ( - Z ? ; i Z ? , ) { ^ ^ K a ) } 
= exp{-D-^Dy) {sn+i{y)}. 
:5.3.3) 
Since, for any arbitrary function (l){Dy) oi Dy, we have 
[exp{~D;'Dy),<l>{Dy)]^0 5 14) 
and therefore, equation (5.3.3), takes the form 
{{y ~ ^~^' ~ ^ ) 7 ^ '^P i-D^'Dy)^ K(2/)} = «^P i-D-'Dy) {s„^,iy)}. 
Using operational definition (5.2.10) in the above equation, we find 
which in view of equation (1-4.1) yields assertion (5.3.1a) of Theorem 5.3.1. Abo, in 
view of relations (1.4.19a) and (1.4.19b), equation (5.3.1a) can be expressed cquival m: ly 
as (5.3.1b). 
Further, in view of equations (1.4.2) and (1.4.21a), we have 
fiDy){s„(y)} =nsn-i{y). 
Operating exp {—D~^Dy) on both sides of the above equation, we find 
exp {-D;'Dy) {f(Dy){s^iy)}} = exp{~D-'Dy) {ns„-r{y)}, (5 3 fi) 
which on using relation (5.3.4) in the l.h.s., gives 
/(Z^,)exp i-D-'Dy) {5„(y)} = exp {-D-'Dy) {ns„_i(y)}. 
Using operational definition (5.2.10) in the above equation, we find 
fiDy){LSn{x,y)} =nLSn-i{x,y), (5.3.7,1 
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which in view of equation (1.4.2) yields assertion (5.3.2a) of Theorem 5.3.1. Also, in view 
of relation (1.4.19b), equation (5.3.2a) can be expressed equivalently as (5.3.2b). D 
Remark 5.3.1. Equations (5.3.5) and (5.3.7) are the recurrence relations satisfied by 
the Laguerre-Sheffer polynomials LSn{x,y). 
Remark 5.3.2. In view of relations (4.1.15) and (5.2.9), the multiplicative and deriva-
tive operators (5.3.1a, 5.3.1b) and (5.3.2a, 5.3.2b) of the Laguerre-Sheffer polynomials 
LSn{x, y) can also be expressed as: 
or, equivalently 
M,. = ( , - D-/) H' (H-' (-D^ .D.)) + ^ ' ( ' , ^ : ; ( ' : ° ' : g ; » (5-3.8*) 
and 
pLs = n-D^xD,), (5.3.9a) 
or, equivalently 
PLS = H-' {-D, xD,), (5.3.96) 
respectively. 
Next, we prove the following similar result for the Laguerre-Appell polynomials: 
Theorem 5.3.2. The Laguerre-Appell polynomials lAnix-, y) are quasi-monomial under 
the action of the following multiplicative and derivative operators: 
or, equivalently 
and 
MLA = y - D - ' - ^ ^ (5.3.10^) 
PLA = Dy. (5.3.11) 
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Proof. Consider the identity 
Dye^i^{yt)Co{xt) = te^Y>{yt)Co{xt). (5.:i.l2) 
Since A{t) can be expressed cis Taylor's series, therefore we have 
A{Dy) exp {yt) Co{xt) = A(t) exp (yt) Co{xt), 
which in view of generating functions (5.1.3) and (5.2.23a), becomes 
^L^{x,y)-\ ^^LAn{x,y)-^. 
n=0 • J n=0 
Equating the coefficients of like powers of t in the above equation, we find 
A{Dy){Lnix, y)} = lAnix, y), (.)..i 13) 
or, equivalently 
A{Dy){L„+iix,y)} = LAn+iix,y), 
which on using equations (1.4.1) and (5.1.1) in the l.h.s., gives 
A{Dy){{y - D-^)K{x, y)} = LAn+i{x, y). {I ..3 14) 
Since, the inverse oi A{Dy) exists, therefore we have 
{A{Dy)r'A{Dy) = l. (5,3.15) 
Thus, operating {A{Dy))~^ on equation (5.3.13), we find 
Ln{x,y) = {A{Dy)y^{LAn{x,y)}. (5 3 16) 
Using equation (5.3.16) in equation (5.3.14), we find 
A{Dy) {y - D-') {A{Dy))-' U>l„(x,y)} = i/l„+i(a:, y), (5 3.17) 
which in view of equation (1.4.1) shows that the multiplicative operator for z,/4„(x y is 
given as 
MLA = A{Dy) [y - D-^) (A(D, ) ) - \ (5.3.18) 
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Using identity 
[F{Dy),y] = F'{Dy), (5.3.19) 
we have 
A{Dy)y{A{Dy))-' = y + ^ ^ . (5.3.20) 
Now, using equation (5.3.20) in equation (5.3.18), we get assertion (5.3.10a) of The-
orem 5.3.2. Also, in view of relation (1.4.11), equation (5.3.10a) can be expressed equiv-
alently as (5.3.10b). Again, using identity (5.3.12) in equation (5.2.23a) (or (5.2.23b)), 
we get 
oo 
Dy <j Y.LMx,y)- ^ = J2^A^_,{x,y)j~^ 
. n = 0 J n=l 
or, equivalently 
e ^ , , i" J2Dy{LAn{x,7j)}- = J^iA„_i(x,2/)-—-—-. 
n = 0 • n = l ^ ^' 
Equating the coefhcients of like powers of t in the above equation, we get 
Dy{LAn(x,y)} = nLAn-i{x,y), 
which in view of equation (1.4.2), yields assertion (5.3.11) of Theorem 5.3.2. 
Alternate Proof. Since, for f-\t) = H{t) = t (or f{t) = / / " ^ O = 0> the Laguerre-
Sheffer polynomials i:s„(a;,y) reduce to the Laguerre-Appell polynomials LAn{x,y). 
Therefore taking f(t) = t and H~^(t) = i in equations (5.3.1a) and (5.3.1b), respec-
tively, we get assertions (5.3.10b) and (5.3.10a). Also, taking f{t) = t and H'^{t) = t 
in equations (5.3.2a) and (5.3.2b) respectively, we get assertion (5.3.11). • 
Remark 5.3.3. In view of relations (4.1.15) and (5.2.9), the multiplicative and deriva-
tive operators (5.3.10a, 5.3.10b) and (5.3.11) of the Laguerre-Appell polynomials LAn{x, y) 
can also be expressed as: 
or, equivalently 
7-,-l g'i-D^xDx) / c o n i n 
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and 
PLA^-D^XD,, (5.:!.22) 
respectively. 
To derive the differential equation for the Laguerre-Sheffer polynomials jrSr('-2/), 
we prove the following result: 
Theorem 5.3.3. The Laguerre-Sheffer polynomials LSn{x,y) satisfy the following dif-
ferential equation: 
9'{Dy)\ f{Dy)_ ^ \ ^^^^^^ ^^ ^ ^^ (5.:U3a) {{^yOl-i^~y)D.^D,^^) 
Dy f'{Dy) 
or, 
{{i^.ol - , - ,.., M i l l _ m ^ . - , . , ,„) ..„,,, . 0 
(5.;..'_']/;) 
Proof. Using equations (5.3.1a) and (5.3.2a) in monomiality principle equation (1.4 1). 
we have 
or, 
((»- ^-'i ^ »OT) - ?™ m l ) «''"'^ '='» ^ " '^ "'^ •*'-
which on using relation [29, p. 455(12)]: 
(y - D-') Dy = -xyDl + (x - y)D,, (5.1.21) 
yields assertion (5.3.23a) of Theorem 5.3.3. Again, using equations (5.3.1b) and (5.3.21i) 
in monomiality principle equation (1.4.4), we get assertion (5.3.23b). H 
Remark 5.3.4. In view of relations (4.1.15) and (5.2.9), equations (5.3.23a) m i 
(5.3.23b) can also be expressed as: 
\ \^ [y 9(~D^ xD^) )^x \X y + g(-D^ xD.) ^ ^)) ( - / ) . xD.) f'(~D. XD7) + " j 
{iSnix, y)] = 0 
(5.3.26a) 
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and 
(^  [{^y^x {^ y)^x) {_D, xD.) - A[H-H-D, xD.)}) ^ ( "^x xD^) + UJ 
{LS„ix,y)} = 0, 
(5.3.266) 
respectively. 
Remark 5.3.5. Since, for f~^{t) = H{t) = t (or f{t) = H'^t) = t), the Laguerre-
ShefFer polynomials LS„(x,y) reduce to the Laguerre-Appell polynomials iA„(a;,y). 
Therefore for f{t) = H~'^{t) = t, we deduce the following consequence of Theorem 
5.3.3. 
Corollary 5.3.1. The Laguerre-Appell polynomials LAn{x,y) satisfy the following dif-
ferential equation 
(xyDl - {x - y)D, + H^^Dy + nj i / l„(x, y) = 0, (5.3.27a) 
or, equivalently 
(xyDl - (x - y)D, - ^r^Dy + n\ ^A^ix, y) = 0. (5.3.276) 
R e m a r k 5.3.6. In view of relations (4.1.15) and (5.2.9),equations (5.3.27a) and (5.3.27b) 
can also be expressed as: 
(5.3.28a) 
and 
""[^^ Ai-D^xD,))''^ y" y Ai-D^xD,))''^^'')'^''"^'^'^^ "• 
(5.3.286) 
We have derived the properties of the Laguerre-Sheffer polynomials family by us-
ing the monomiality principle and operational methods. The results for the members 
belonging to Laguerre-Sheffer family can be obtained by making use of Table 1.4.2. 
In the next section, we use the operational formalism developed in Section 5.2 to 
derive the results for the Laguerre-Sheffer polynomials from the results of the corre-
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spending ShefFer polynomials. 
5.4 A p p l i c a t i o n s 
The operational formalism developed in the previous sections can be used to 
derive the results for the Laguerre-Sheffer polynomials i,5„(z, y) from the result,'^  of the 
corresponding Sheffer polynomials. We use the correspondence between Shefter and 
Laguerre-Sheffer polynomials to derive several new relations, identities and expinsions 
for the Laguerre-Sheffer polynomials. 
To achieve this, we perform the following operation : 
{O): Operating exp (—D^^Dy) on both sides of a given relation. 
Roman [112] characterized ShefFer sequences in several ways. One of which is the 
ShefFer identity [112, p. 21], which is equivalently written as : 
Sniy + Z) = Yl ( ;, )^ fc(y) Pn-k{z), ( 5 . 4 . 1 ) ^LjSkiy)Pn-kiz), 
where the sequence Pn{z) is an associated Sheffer for / ( t ) . 
Now, we recall the following Sheffer identities for associated Laguetre p)l\iionii-
als Ln (y), Pidduck polynomials Vn{y)-, actuarial polynomials a„ {y), Poisson C'harlier 
polynomials c„(y; a), Peters polynomials s„(y; A, jj), Bernoulli polynomials of tl e second 
kind bn{y) and related polynomials Vniy): 
fc=0 ^ ^ 
Vn{y + z) = Y. (r) '^^ ('^ ) ^"--^(^^' 
c^{y + 2; a) = J 3 U j fl*~" Cfe(y; a) (z)„_fc , 
fc=0 
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and 
respectively. 
k=0 ^ ^ 
Performing the operation {O) on the above identities and using the appropriate 
operational definitions on the resultant equations, we get the following identities for 
Laguerre-associated Laguerre polynomials iLn {x,y), Laguerre-Pidduck polyno-
mials LPn{x-iy), Laguerre-actuarial polynomials Lan{x,y), Laguerre-Poisson-Charlier 
polynomials LCn{x, y, z; a), Laguerre-Peters polynomials iS„(a;, y, z; A, fj,), Laguerre-Bernoulli 
polynomials of the second kind iKix, y) and Laguerre-related polynomials L^n(^, y) as: 
LL^:'-'^'\x.y^z) = f:fS%Lt\x.y) Lf,(.), (5.4.2) 
fc=o • ^ ^ 
iP„(.x, y + z) = Yl U )^^*^-^' y^ ^^r.-k{z) , (5.4.3) 
^ a f (a:,y + z) = j ^ (^•)^4'^(^'2^) '^n-k{-z) , (5.4.4) 
k=o ^ ^ 
LCn{x, y + z;a) = J2[l) «*""" LCk{x, y; a) (2)„_fc , (5.4.5) 
LSn{x, y + z;X,f.c) = ^(ALSk{x, y; X, n) {z)n-k , (5.4.6) 
Lbn{x,y + z) = ^r]ibkix,y) (z)„-fc (5.4.7) 
!—n ^ ' 
and 
Lrn{x,y + z) = Y^ ( J ^ ' ' * ( ^ ' ^ ) (^^"-^ ' ^^-^-^^ 
respectively. 
Further, we recall the Binomial identity (5.4.1) in the following equivalent form : 
fc=0 ^ ^ 
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We consider binomial identity (5.4.9) for lower factorial polynomials (?/)„, exponen-
tial polynomials 0„(2/), Bessel polynomials p„(?/) and Mittag-Leffler polynomials V/, (y), 
respectively to have the following identities: 
fc=0 ^ ^ 
4>n{y + z) = 5 3 [k)'^''^^'^ <t>n-k{z), 
Pn{y + Z) = Y1 [i^jPkiy) Pn-k(z), 
k=0 ^ ^ 
Mniy + z) = Yl ( l ) ^ ^ ( ^ ) Mn-k{z), 
which on performing the operation (O) and using the appropriate operational c:elini-
tions on the resultant equations, yield the following identities for Laguerre-lower la* lo-
rial polynomials ^(a;, j/)„, Laguerre-exponential polynomials i(f)nix,y), Laguerre-I^essel 
polynomials LPn{x,y) and Laguerre-Mittag-Leffler polynomials LMn{x,y) as: 
L(-T,,v + 2)„ = 5^(")L(a;,y)fc {z)n-k , (5.1.10) 
I—n V 
and 
respectively. 
L0„(X, y + ^) = Yl\k) I^^k{x, y) (pn-kiz) 
9„(X, y + z) = Y^iA LVk{x, y) Pn-k{z) 
iMn{x,y + z) = J2 [l]LMkix,y) M^-kiz) . (5.4 1; 
1—n V / 
(5.-.U) 
LPn{x y  )  •>  { " ] Pk{x,y) Pn-k{z) ( S . ^ i . l i ) 
Again, performing the operation (O) on relations (4.4.8) and (4.4.12) and uthig 
the appropriate operational definitions on the resultant equations, we find the followinj^ 
relations for the corresponding Laguerre-Sheffer polynomials: 
LRn{a,x,y) = / _-^x Yl [Iji^ - '^)n+k LLn-k{x,y) (5.4.J4) 
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and 
,H„{x, y) = 2"(1 + a)„ YTU-lf ^ ^ ^ 
X2i^2 
-\{n-k), - i (n - fc - l ) ; 
-|(Q; + n), - | (Q! + n - l ) ; 
(5.4.15) 
respectively. 
Also, corresponding to the functional equation (4.4.5) involving associated Laguerre 
polynomials Ln (y), we find the following identity involving Laguerre-associated La-
guerre polynomials iLn {x, y): 
LLl^\wx,wy) = J2 ^^„V1+-)=(!-)":W,4. . ( , ,„) , (5,4,16) 
k=0 
(l + a)A 
which for a = 0, becomes 
M,... w.) = ± (I) "'"^f^'^L^l., yl (5^4,17) 
fc=0 kl 
To provide further examples, we consider the summation formulae [112, p. 81 and 
p. 124]: 
fc>f 
k \ n\ /- l \n-fc , , 
and 
ar%) = E uH''(y^' 
fc=0 
which yield the following results: 
Lnix,y) = J2(^J_^^{~y~\p,{x,y) 
and 
respectively. 
.ar^ (^x,y) = Eu)^4'^(-'y)' 
fc=0 
(5.4.18) 
(5.4.19) 
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Again, corresponding to the summation formulae (4.4.10) and (4.4.11), we f nd the 
following results: 
J , Y^ n! LHn-2k(x, y) 
Ln[x,y)- l^ 2nk\{n-2k)\ 
fc=0 
and 
:5.i.20) 
(-).1.21) 
respectively. 
Also, corresponding to the recurrence relations [112, p. 77 and p. 121]: 
Mn{y + 1) - Mn{y) = n M„^i{y + l) + Mn-i{y) 
and 
c„(y + 1; a) - a Cn{y\ a) - n c„_i(j/; a) = 0, 
we find the following recurrence relations for the corresponding Laguerre-based polyno-
mials: 
iM^ix, 2/ + 1) - iMnix, y) = nLA/„_i(x, y + \) + LM^-I{X, y)] (5 4 22) 
and 
respectively. 
a LCn{x, y + l;a) -a i:,c„(.r, y;a) -n /,c„_i(a;, y; a) = 0, (5 4 2.3) 
Finally, we mention special cases of some of the results derived in this section 
As for example taking /9 = — 1 in equation (5.4.2), we get 
,L^:\x,y + z) = J2(l)LLt\x,y) Lt'Iiz) 
I—n V / 
(5.4.24) 
*:=0 
which on taking a = 0, gives the following expansion: 
:Ln{x,y + z) = Y, (jJLLk{x,y) 4-fc(^). (5.4.2.^  
Again, taking a = /3 = - | in equation (5.4.2), we get 
117 
LL^{x,y + z) = Y, {^^LL^;''\x,y) L^;}^{z) . (5.4.26) 
Further, taking 2; = 1 in equations (5.4.5)-(5.4.8) and (5.4.10), we get the following 
expansions: 
ic„(x, 2/ + 1; a) = X i ^ a*= " iCfc(a;, y; a), (5.4.27) 
/fc=0 
n , 
—iSfc(x,2/;A,//) , (5.4.28) 
fc=o ^• 
n , 
\—^ Tl 
Lbnix, y + l) = ^ fcT^^*=^^' 2/) ' {5A.29) 
fc=0 
n I 
Lrn{x, y+l) = Y^ T^LTkix, y) (5.4.30) 
and 
L(a:,2/ + l)„ = ^ ^ i , ( x , y ) f c . (5.4.31) 
, kV 
fc=0 
Also, taking /3 = 0 in Equation (5.4.19) and using the relation an {y) = (pn{-y) (o). 
we get 
Lal^Har.y) = X ] (jL-^fcl-^^.-y)- (5.4.32) 
The above examples show that the operational formalism developed here is useful 
to derive the results for the Laguerre-based polynomials. 
5.5 Concluding Remarks 
In the previous two sections, the Laguerre-Sheffer family is introduced and its 
properties are derived within the context of monomiality principle and by using certain 
operational techniques. 
In order to further stress the importance of using operational techniques in the 
theory of special polynomials, we derive the integral representation for the Laguerre-
Sheffer family. Dattoli et. al. [36] have shown that the integral transform method 
associated with operational techniques provide an effective way to obtain the practical 
solutions of families of partial differential equations. We recall the following equation [36, 
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p. 661(1)]: 
DyF{x,y) = ~D,xD^F{x,y), 55.1) 
F{x,0) = g{x), ^5,12) 
whose formal solution can be written as [36, p. 661(2)]: 
F{x,y) = exp {~y (D^xD,)) {g{x)} . (5 -,.3) 
The solution of equation (5.5.1) is specified by the following integral representation 
[28, p. 226(51)]: 
F{x,y) = exp f - j / exp(-T)Co ( - r j g{-yT)dT, 2/7^0. (5,:..4) 
Now, since iS„(x, y) satisfy equations (5.2.7) and (5.2.8), therefore, in view of e<]ua-
tions (5.5.1) and (5.5.2), we can use integral I'epresentation (5.5.4), with F{x.y =• 
LS„{X, y) and F(x, 0) = LS„(a.-,0) = g{x) = Sn{~D-'^) to get 
LSn{x,y) = exp(-j exp{-T)Coi-TJSn{Dy})dT, y ^ 0. (').".5) 
Again, since 
D-^ = TD;\ (,,.r.6) 
therefore, equation (5.5.5) becomes 
Sn(a^,y) =exp f - j / exp(-r)Co ( - r j s„ (rZ)y^)ciT, LSn{x,y) p{-j 1 s„ (rZ)y )ciT, y 7^ 0, (•>."'7j 
which is the integral representation for LS„(X, 2/). Also, in view of equation (5.2.21 , the 
above integral representation can be expressed as: 
LSnix,y) = exp(-j e x p ( - r ) C o f - r K s „ ( - r t / , 0 ) d r , y y^ 0. (5.5 8) 
Next, we use the fact that the inverse of the operator A (Dy) exists to introduce 
the complementary Laguerre-Appell polynomials LA^{x,y) in the following manner: 
i< ( .T , y) = {A {Dy)y' L„(x, y). (5 5 ')) 
Using the same lines of proof of Theorem 5.3.2., we observe that LA* (x, y) are qua^ i^-
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monomial under the action of the following multiplicative and derivative operators: 
MLA* = y - D~,' - 1 ^ , (5.5.10a) 
MLA*=y~D-' + ^ ^ (5.5.106) 
and 
PLA* = Dy, (5.5.11) 
respectively. Also, the complementary Laguerre-Appell polynomials z,v4*(2;, y) satisfy 
the following differential equation: 
(xyDl -{x- y)D, - ^ T ^ ^ y + n\ LAI{X, y) = 0, (5.5.12a) 
or, equivalently 
(xyDl - (x - y)D, + ^^Dy + v\ LAI{X, y) = 0. (5.5.126) 
In this chapter, the Laguerre-Sheffer family LSn{^,y) is introduced by considering 
the generating function (1.4.14) of the Sheffer polynomials s„(a;) and the multiplicative 
operator (5.1.1) of the base polynomials i.e. of 2VLP L„(a;,y). Thus establishing a 
correspondence between the Sheffer and the Leguerre-Sheffer families. The possibility 
of establishing a connection between LSni^, y) and L„(.T, y) may be explored as a further 
research problem. We remark that such a connection between Laguerre-Appell family 
x,^„(x,y) and the 2VLP Z/„(x,y) is given in equation (5.3.13). 
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Chapter 6 
Hermite Matrix Polynomials and Lie 
Algebra Representation 
6.1 Introduction 
In the last two decades matrix polynomials have become important and some re -;vi i ts 
of the classical orthogonal polynomials have been extended to orthogonal matrix pol v'li > 
mials, see for example [70-72,116]. Orthogonal matrix polynomials is a developing fi< VJ 
whose development is attaining significant results from both the theoretical and practi-
cal examples. The property of orthogonality [72], Rodrigues formula [47,48], a second-
order Sturm-Liouville differential equation [48], a three-term matrix recurrence i 17 , 
a relation between different orthogonal matrix polynomials [75] are theoretical exu i -
ples for orthogonal matrix polynomials. Besides, practical examples for matrix spe?i, 1 
polynomials can be seen in statistics [69], group representation theory [85], scatteiin,; 
theory [59], differential equations [19,70-72], Fourier series expansions [47], interpolafiou 
and quadrature [71,72], splines [49] and medical imaging [46]. 
An important example of orthogonal matrix polynomials is Hermite matrix pcly 
nomials. Hermite matrix polynomials have been introduced and studied in [70, 76] '^oi 
matrices in C^'" (r e N) whose eigenvalues are all situated in the right open half-pla)ie 
Some properties of Hermite matrix polynomials are discussed in [47,70]. 
The Hermite matrix polynomials (HMaP) //„(x. A) are defined by means of gent r-
ating function (1.3.17) and series definition (1.3.18). 
The contents of this chapter are pubUshed in Reports on Mathematical Physics 66(2) (201'>) 
159-174. 
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The k^^ order derivative oi the HMaP Hn{x, A) with respect to x is given as; 
d ^ ^ " ^ ' ^ ' ^ ^ " ( ; r = T ) ! ( ' ^ ) ^ " - ^ ( ^ ' ^ ) ' ^ ^ " (6.1.1) 
and the expansion of x"I in a series of the HMaP //„(x, A) is given as: 
Next, we recall that the Rodrigues formula for the HMaP Hn{x, A) is given as: 
Also, the following integral representation involving the HMaP Hn{x,A) holds: 
Hr.{x,A) = ( f ) - ( ^ ) ^ " ( - ) " j : K ^ ) / ° ; e x p ( - 2 ^ M - ^ + 2ivxl)v-dv, 
(6.1.4) 
n > 0 , — o o < a ; < +oo 
If B is a matrix in C ^ ' ' (r G N) satisfying the spectral condition, 
\Re{^)\ > \Im(n)\, n e (7{B), a{B) := spectrum of B, (6.1.5) 
then the Hermite matrix polynomials series expansion of exp {Bx), sin-{Bx) and cos {Bx) 
are [47, p. 109]: 
"^ H (x -B^] 
exp{Bx) = e ^ " ^ ',^—^, - oo < x < + o o , (6.1.6) 
T1=0 
• .R ^ 1 ^ ( - 1 ) " / J 2 n - M ( x , i g ^ ) 
sm 
n=0 
and 
CO < a; < +00 (6.1.7) 
cos(Ba;) = - 2 ^ ^ — , ,, ^— - , - TO< x < + o o , (6.1.8) 
respectively. 
The 2-variable Hermite Kampe de Feriet polynomials (2VHKdFP) Hn{x,y) [6] are 
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defined by generating function (3.1.3) and series definition (3.1.6). We note tliai the 
2VHKdFP H„{x,y) are closely related to the classical Hermite polynomials H^{r) or 
Her,{x) as [6, p. 341(21)]: 
H.ix,y) = MTH. ( ^ ) = ^"(2y)tHe„ ( - ^ ) , (6 1.9) 
Recently, Sayyed et al. [116, p. 273(6.2.1)] introduced the generalized Herinite 
matrix polynomials H^j^{x;A) as: 
e x p ( A ( x t V 2 A - r / ) ) = ^ / / i „ ( x ; > l ) t " , (d.l 10) 
n=0 
where n = 0 ,1 ,2 , . . . , A€ E"^  and m is a positive integer. 
The usage of a second variable (parameter) y in the 2VHKdFP Hn{x,y) is found 
to be convenient from the viewpoint of their applications. The importance of geu( ,xil-
ized Hermite polynomials has been recognized [25,33] and these polynomials havt l)':en 
exploited to deal with quantum mechanical and optical beam transport problems I'lu? 
introduction of multi-variable special functions serves as an analytical foundatic n for 
the majority of problems in mathematical physics that have been solved exacth' ;ind 
finds broad practical applications. For some physical problems the use of new clas:;e~ of 
special functions provided solutions hardly achievable with conventional analytica a iid 
numerical means. 
The theory of special functions from the group-theoretic point of view is a w ill 
established topic, providing a unifying formalism to deal with the immense aggregate of 
the special functions and a collection of formulae such as the relevant differential equa-
tions, integral representations, recurrence formulae, composition theorems etc, see for 
example [126,127]. The first significant advance in the direction of obtaining generating 
relations by Lie-theoretic method is made by Weisner [128-130] and Miller [103]. 
Within the group-theoretic context, indeed a given class of special functions aj)-
pears as a set of matrix elements of irreducible representations of a given Lie group. 
The algebraic properties of the group are then reflected in the functional and differen-
tial equations satisfied by a given family of special functions, whilst the geometrv of 
the homogeneous space determines the nature of the integral representation associated 
with the family. Lie theoretical representations of the Hermite 2D and Laguerre 2D 
polynomials are considered by Pathan and Subuhi Khan [86] and Subuhi Khan [79] 
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Motivated by the importance of using Lie-algebraic techniques in the study of special 
matrix polynomials, in this chapter the 2-variable generalized Hermite matrix polyno-
mials are introduced and framed within the context of an irreducible representation of 
the harmonic oscillator Lie algebra Q{0,1). In Section 6.2, the 2-variable generalized 
Hermite matrix polynomials (2VGHMaP) are introduced and their generating function, 
series definition, differential equation and some other important properties are derived. 
In Section 6.3, generating relations involving 2VGHMaP are derived by using the rep-
resentation theory of the Lie algebra ^(0,1). In Section 6.4, certain new and known 
generating relations involving other forms of the Hermite matrix and scalar polynomials 
are obtained as applications. In Section 6.5, some concluding remarks are given. 
6.2 2-Variable Generalized Hermite Matrix Polynomials 
In view of equations (1.3.17), (1.3.20) and (3.1.3), the generating function for 
the 2-variable Hermite matrix polynomials (2VHMaP) Hn(x, y; A) can be cast in the 
following form: 
e x p l x i y - + yi2/J = ^ / / „ ( x , t / ; A ) - , (6.2.1) 
where yl is a positive stable matrix in C ^ ' ' (r € N). 
In order to find the series definition for the 2VHMaP Hn{x, y; A), we consider the 
matrix valued function: 
GA{X, y-1) = exp [xt^j^ + y^A . (6.2.2) 
Further, in view of equation (6.2.1) and due to the fact that GA{X, y; t) is a function 
of the complex variable t, we can represent GA{X, y; t) by a power series at i = 0 of the 
form: 
n=0 
Now, due to the fact that the exponentials in the r.h.s. of equation (6.2.2) commute, 
we have: 
GA{X,y;t) = exp I x t J - exp{yt^I) = J2Y1 
n=0 fc=0 
+2fc 
n\k\ 
n=0 fc=0 
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which on rearranging the series, becomes: 
( I—\ n—2fc V 2 / 
n=0 *;=0 ^ ' 
Thus, from equations (6.2.3), (6.2.4) and by identification of the coefficient of f\ 
we obtain the following series definition for the 2VHMaP //„(x, y; A): 
[n/2]tri. A\n-'ik yk 
H^{x,y-A) =nlj: (J,^,^),^, • - > 0. -2.5. 
fc=o ^ ^ 
For our purpose, we consider the generalized Hermite matrix polynomials (C H XlaP) 
H^^{x; A), defined by equation (6.1.10), for m = 2, i.e. 
exp{X{xtV2A-t^I)) = J]//;^(a;;yl)-y. i i.2.6i 
n=0 
In view of equations (1.3.17), (6.2.1) and (6.2.6), we introduce the 2-varia ;L gini-
eralized Hermite matrix polynomials (2VGHMaP) H^{x,y:A) as: 
( ( FA W °° r 
e x p ( A ( x i ^ - + yi2/j 1 =Y,H^{x,y:A)-. (.,.2.7) 
Following the same procedure as in the case of //„(x, y; A), we find the ser es defi-
nition for H^{x,y;A) as: 
n-2k 
yk 
/ /„ ' (x , .M)=n.r i :y;_^ -,, ,,,.28) 
k=0 ^ ' 
Now, we mention the 2VGHMaP H^{x,y;A) for n < 3 corresponding to some 
physically and algebraically important matrices 
H^{x,y;A)==I; H^{x,y; A) ^ Xxy ^, 
H^{x,y;A) = A V {j)+2XyI- H^{x,y;A) = X' ( x y ^ ) % 6 A 2 ( x ^ f ) yl. 
(6.2.9) 
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We observe that H^{x, y; A) and H^{x; A) are related as: 
H^{x,y;A) = {z^rH^ 
2i./y Al (6.2.10) 
and consequently Hn{x, y; A) and Hn{x, y) are related as: 
Hn{x,y;A) = i/„ | x\/—,y (6.2.11) 
Now, by differentiating generating function (6.2.7) with respect to t, x and y, we get 
the following pure and differential matrix recurrence relations satisfied by the 2VGHMaP 
H^{x,y;A): 
H^{x, y; A) - XxJ^H^_^{x, y; A) + 2(1 - n)\yH^_^{x, y;A)=0 (6.2.12) 
and 
xJ^DJI^ix, y; A) + 2nyD,H^_,{x, y; A) = nJpI^{x, y;A)=0, n > 1 
2yD,Hl,{x, y; A) = J^H^{x, y; A) - Xx^H^_,{x, y;A), n > 1 
xyJJDyH^ix, y; A) + 2nyDyH^_^{x, y; A) = n{n - l)//^_i(x, y;A), n>l 
2yDyH^{x, y;A) = n (f/„^(x, y; A) - Xx^H^_,{x, y; A)^ = 0, n > 1 
respectively. 
We derive the k'-'^ derivative of H^{x, y; A) with respect to x as 
(6.2.13) 
,krjXr^ ... ^ ^ _ "= I x''^^ ^^ DlH^{x,y-A) {n - k)\ H^_k{x,y-A), k<n 
and with respect to y as 
n! 
D ; / / „ \ X , y- A) = ( ^^3%^"-2 fc (^ ' y; ^ ) ' ^ ^ n 2J 
(6.2.14) 
(6.2.15) 
Prom the recurrence relations (6.2.12) and (6.2.13), we conclude that the 2VGHMaP 
H^{x, y; A) are the solutions of the following matrix differential equation: 
{4yDl + XxAD, - nXA) H^{x, y;A)=0, n> 0. (6.2.16) 
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Further, we note the following special cases of the 2VGHMaP H^{x,y] A): 
I. For A = 1, we have: 
Hl{x,y-A) = Hr,{x,y;A) 6 2.17) 
where Hn{x,y;A) are 2VHMaP defined by equation (6.2.1). Again, in view of equation 
(6.2.11), for yl = 2 G C^^S we have: 
Hn{x,y;2) = Hn{x,y) 
where //„(x, y) are the 2VHKdFP defined by equation (3.1.3). 
II. For y = -1 and x -^ 2x, we have: 
H^{2x,-l;A] = H^{x;A) (6.:>.18) 
where H^{x;A) are the GHMaP defined by equation (6.2.6). Again, for A = 1, we have: 
/ / „ ( 2 x , - l ; / l ) = //„(x;yl) (G.LM9) 
where Hn{x; A) are the HMaP defined by equation (1.3.17). 
III. For A = / = 1, y = - 1 , ^  = 2 e C^^^ and x -^ 2x, we have: 
H'^{2x,~l;2) = H„{x) ().-.20) 
where Unix) are the classical Hermite polynomials. 
IV. For y = 0, we have: 
H^ix,0;A)=lxx^] ((i.2.21) 
and for X = 0, we have: 
i=Sr»!!/", if n = 2m, 
1 0 , if n = 2m + 1. 
In the next section, we deal with the problem of framing the 2VGHMaP H^(x, y. A) 
into the context of the representation ta;,^ ^ of the Lie algebra ^(0,1) and derive generat ing 
relations for these polynomials. 
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6.3 Representation of Lie Algebra and Generating Relations 
The harmonic oscillator Lie group ^(0,1) and its corresponding Lie algebra 
^(0,1) are defined in Section 1.5 of Chapter 1. The irreducible representation f^ .^  of 
the harmonic oscillator Lie algebra ^(0,1) is defined for all u,/j, e C such that /i 7^  0. 
The spectrum of this representation is the set S = {—uj + n : n a nonnegative integer} 
and the representation space V has a basis {fn)nes, such that 
J Jn — njni Efn = fJ,fn, J fn = fJ-fn+l, 
(6 .3 .1) 
J~fn = {n + Uj)fn-l, C o , l / n = {J^J' - EJ^)fn = fM^fn, 
for all n e S. The operators J'^, J~, J^, E satisty^ the following commutation relations: 
[J^J"^] = ± J * , [^^,^1 = -E, [J^,E] = [J\E] = 0. (6.3,2) 
We can take u = 0 and ^ = 1, without any loss of generality. We for this choice 
of u and /i, consider the irreducible representation t"o,i of ^(0,1) with spectrum as the 
set 5 = {n : n a nonnegative integer} and the representation V with basis {fn)n&s such 
that: 
t' Jn ^^ ^Jm ^Jn ^^ Jn> J In ^^ /n+l j 
(6.3.3) 
J-In = n/„_i, Co,i/„ = {J+J- - EJ')fn = 0, 
for all n E S, the commutation relations satisfied by the operators J"*", J~, J^, E are 
same as in equation (6.3.2). 
In particular, we are looking for the matrix functions fn{x,y,t) = Zn{x,y;A)t'^, 
where A is a. positive stable matrix in V^'' (r G N), such that equations (6.3.3) are 
satisfied for all n G S. There are numerous possible solutions of equation (6.3.2). We 
consider the linear differential operators J+, J~, J^, E oi the following form: 
^ ^ j D^ + Xxt^J^, (6.3.4a) 
J3 = t Dt, (6.3.4c) 
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E = l. ((i 3.4c/) 
The operators in equation (6.3.4a)-(6.3.4d) satisfy commutation relations (G.3.2). 
In terms of the functions Zn{x,y;A) and using operators (6.3.4a)-(6.3.4d), relations 
(6.3.3) become: 
(i) 2y 
A \ A 
- J D^ + XxJ- ] Zr,{x,y-A) = Zn+i{x,y;A), 
(ii) J D^Zn{x, y; A) 
(iii) [AyDl + XxAD^ - nXA) Zr,{x,y;A) 
= nZ„_i(x,j/;/l), 
= 0. 
((i.3.5) 
In view of equations (6.2.13), (6.2.14) and (6.2.16), we observe that 
Z^{x,y;A) = H^{x,y;A) 
satisfy equations (6.3.5). Thus, we conclude that the matrix functions 
Mx,y;t) = H^{x,y;A)t'', n e S, 
form a basis for a realization of the representation to,i of ^(0,1). This repr^sinta-
tion of ^(0,1) can be extended to a local multiplier representation of the Lie group 
^(0,1), defined on J", the space of all functions analytic in a neighbourhood of the 
point (xO,2/0,^0) = (1,1,1). 
Now, we proceed to compute the multiplier representation [T{g)f](x.y;t', q e 
G{0,1) induced by the J-operators (6.3.4a)-(6.3.4d). First, we compute the act o i s of 
exp{bj~^), exp{cj~), exp(rj7'^) and exp(a£') on f{x, y; t), where JT""*", J', J'^ am t' are 
basis elements (1.5.13) of the Lie algebra ^(0,1). Using Theorem 1.5.1 and operators 
(6.3.4a)-(6.3.4d), the local multiplier representation takes the form: 
[r(exp6J^+)/](x,2/;i) = exp | A [ hxt\l~+l?yfl ) ) / x + 2byt\\l-\ ,y:l 
[T{expcJ-)f]{x,y;t) ^f\x + ~ U ^ ] ,y;t I y j " I J 
(6.3.6a) 
(6.3 66) 
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[r(expr^^)/](a:, y; t) = f(x, y; te^], 
[T(exp a£)f](x, y; t) = exp(a)/(x, y; t), 
for f £ T. If g E G(0,1) has parameters (a, b, c, r), then 
(6.3.6c) 
(6.3.6rf) 
g = exp(6J'+) exp(cj7' ) exp(rj;^) exp(a£). 
Thus, 
[T{g)f](x, y; t) = [T(exp(6y+))T(exp(c^-))T(exp(r J^))nexp(a<f))/](a:, y-1) 
and therefore, we obtain: 
[ng)I]{x, y; t)=exp{aI + X[ bxt\l - + b^yt'l ) ) / 
I cI + XxtJ- + 2Xbyt^I » 
,y;te 
\ . . / ^ / 
(6.3.7) 
The matrix elements of T{g) with respect to the analytic basis {fn)nes are the 
functions Bkn{g) uniquely determined by to,i of ^(0,1) and are defined by 
[ng)U]{x,y-t)^Yl^>^'^^3)fk{x,y;t), n - 0 , 1 , 2 , (6.3. 
fc=0 
Therefore, we prove the following result: 
Theorem 6.3.1. The following generating equation involving the SVGHMaP H^(x, y; A) 
holds true: 
exp ( \bxt\l'-^ + Xh^yt^I j H^ 
/ IA \ 
' cI + Xxt\ - + 2Xbyt^I 
\ Ail / 
= E c''-'Lt'\-bc)H^{x, y; A)t'--. (6.3.9) 
k=0 
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Proof. Using equations (6.3.7) and (6.3.8), we have 
exp \{a + nT)I + Xbxt\/ ^ + Xb'^yfl ] H^ 
ci+Xxt\l — + 2Xbyt^ I * 
\ Xt\ J 
O).3.10) 
= Er=o Bkni9)H^ix, y; A)t\ n = 0,1, 2 , . . . 
and the matrix elements Bknig) are given by [103, p. 87(6.4.26)] 
Bknig) = exp(a + nT)c"-'=Li^"~'='(-M. k,n>0. (*i.3 11) 
where L "^~ {~bc) denotes the associated Laguerre polynomials, defined by generating 
function (1.2.40). 
Substituting the value of B^n given by equation (6.3.11) into equation (6.3.10) uul 
simplifying, we get assertion (6.3.9) of Theorem 6.3.1. • 
Remark 6.3.1. Taking b —>• 0 in generating relation (6.3.9) and making use oi limit 
(4.5.10), we deduce the following consequence of Theorem 6.3.1; 
Corollary 6 .3 .1 . The following summation formula for the 2VGHMaP H^{x y A] 
holds true: 
m 
I cl + \xt\ — 
^ ^ y;A 
\ xtJ^ 
2 
= E=-
/ 
*;=0 
-" ^''_^]H',{x,y•,A)t'-- {6 3 L2j 
Remark 6.3.2. Taking c -> 0 in generating relation (6.3.9) and making use of limit 
(4.5.13), we deduce the following consequence of Theorem 6.3.1: 
Corollciry 6.3.2. The following generating equation involving the 2VGHMaP H^{x y: A) 
holds true: 
exp I Xbxt\/^ + Xb-'yt'l j H^ [ xl + 2hyt [ ^ ^ ) , y; /I 
(6..i.l3) 
= T.Zn^M{x.y:A)t^--. 
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Remark 6.3.3. Taking y = - 1 and x -^ 2x in generating relation (6.3.9) and then 
making use of equation (6.2.18) in the resultant equation, we deduce the following 
consequence of Theorem 6.3.1: 
Corollary 6.3.3. The following generating equation involving the GHMaP H^{x;A) 
holds true: 
exp{XbxtV2A - XhH^I)H^ 2,2 J. „x I cl + \xt\p2A - IhXt^I 
\ty/1A 
\A 
(6.3.14) 
= Er=o c--'Lt-'\-hc)Hl{x- A)t^--. 
Taking 6 -> 0 in generating relation (6.3.14) and making use of limit (4.5.10), we 
find the following summation formula for the GHMaP H^{x\ A): 
H::[xI + ^^iV2A)-';A)=J2c''-'( lj)H^ix;A)t'-r (6.3.15) 
Next, taking c —>• 0 in generating relation (6.3.14) and making use of limit (4.5.13), 
we find the following generating relation involving the GHMaP H^{x] A): 
exp{XbxtV2A - XbH''l)H^{xI - 2ht{^2A)-^- A) = Y^ //^^x; A)t^-". (6.3.16) 
k=n 
(A; -n ) ! ' 
In next section, we derive certain generating relations for other forms of the Hermite 
matrix and scalar polynomials as applications. 
6 . 4 S p e c i a l CEISGS 
We consider some special cases of generating relations (6.3.9), (6.3.12), (6.3.13)-
(6.3.16). 
I. Taking A = 1 in equations (6.3.9), (6.3.12) and (6.3.13) and using equation (6.2.17), 
we get the following results involving the 2VHMaP Hn{x,y; A): 
lA 
exp I bxt\l- + b^yt'I ] //„ 
/ lA \ 
' cl + xt\ - + 2byt'^I 
V2 ^y-A 
\ 
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t\ J 
= 5^c"-^4""'^(-fc)//,(z,2/M)i'=-", f(U.l) 
fc=0 
Hn 
'cl + xtJ- » 
\ t\ ) 
A;=0 ^"^ ^ 
and 
((..4.3) 
respectively. 
II. Taking A = / = l a n d v 4 = 2G C^^ i^ in equation (6.3.9), we get the fc IL iwing 
generating relation involving the 2VHKdFP //„(x,i/); 
^ ^ fc=o 
,(x,y)i^-", (^.4,4) 
which for t = 1, yields [40, p. 84(21)]. Taking the same values of A, / and A in e^ ivi ition 
(6.3.12), we get the following summation formula involving the 2VHKdFP Hniy,!,): 
Hn[x + - y)=Y,c^-H ""_ ]H,{x,y)t k — n ..4.5) 
which for t = 1, yields [40, p. 87(48)]. Again, taking the same values of A, / and A 
in equation (6.3.13), we get the following generating relation involving the 2Vin\dFP 
Hn{x,y): 
oo uk—n 
expibxt + b^yf)Hn{x + 2byt, y) = J2 77—TTT^fcl^' 2/)^"'" (''^-S) 
tn^'^—y-
which for i = 1 or fe = 1, yields [40, p. 87(46)]. 
III. Taking A = 1 in equation (6.3.14), we get the following generating relation in/ol ving 
the KMaP Hn{x; A): 
exp{bxtV2A - bH^I)H„ -^= ;/I 
tV2A 
J2c'''''L''^~''\-bc)Hk{x; A)i'~\ 
(6 4.7) 
fc=0 
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Further, taking A = 2e C^^S / = 1 e C^^^ and t -> -t, we obtain: 
oo 
exp(-26x^ - bh'')Hr, (^x + bt-^)=J2 c " - ' 4 " " ' V M ^ f c ( ^ ) ( - 0 ' ~ " (6-4.8) 
k=0 
which is a result of Miller [103, p. 106(6.4.76)] and for t = - 1 , it yields [40, p. 87(43)]. 
Again, taking A = 1 in equation (6.3.15), we 'get the following summation formula 
involving the HMaP //„(x; A): 
//„ {x + j{V2A)-';A)=J2c''-'(''_)H,ix;A)t'-^, (6.4.9) 
fc=o ^ ^ 
which ior A = 2e C^''^ / = 1 € C '^^ ^ and i = 1 yields [103, p. 106]: 
Further, taking A = 1 in equation (6.3.16), we get the following generating relation 
involving the HMaP //„(.T; A): 
oo ik—n 
exp(6xfV^ - bh^I)Hn{xI - 2bt{V2Ay^; A) = Y rrZ/Jx; A)i'=-" (6.4.11) 
^—' (k — n)\ 
k=n ' 
which for /I =: 2 e C^^S / = 1 G C^^^ and t = - 1 yields [103, p. 106]. 
In this chapter, we have introduced the 2-variable generalized Hermite polynomi-
als and framed these polynomials into the context of Lie algebra representation. The 
analysis presented in this chapter confirms the possibility of introducing multi-variable 
forms of other matrix polynomials and functions. 
6.5 Concluding Renicirks 
The Hermite polynomials and functions and their relations to other special func-
tions like the Laguerre ones determine a domain of great importance for mathematical 
analysis and quantum mechanics. There are different ways of introducing these polyno-
mials, some of which are the methods of generating functions, relations of power series 
coefficients, linear differential equations, Volterra integral equations. In this chapter, 
the first three methods are used to introduce the 2VGHMaP H^{x,y;A). Since the 
last one is also important in view of the uniqueness and provides an analytic algorithm 
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related to physical background, we therefore derive here the Volterra integral eciuation 
of the 2VGHMaP H^{x,y;A). In view of equations (6.2.14) and (6.2.22), we have 
0, if n = 2m, 
Moreover, equation (6.2.16) can also be expressed as 
Dl + ^ D , - ^ " l H^{x,y;A) = 0, n > 0. (6 .52) / ^ n XxA ^ nXA\ 
V 4y 4y J 
Now, we derive the integral equation from the above differential equation along 
with the initial conditions, given by equations (6.2.22) and (6.5.1). First, we consider 
the case, when n is even, i.e. n = 2m, then equation (6.5.2) becomes 
^l + ^ ^ x - ^ ) HU^, y- A) =.0, m > 0. (6.5.3) 
From equation (6.2.14), we have 
DlH^^{x,y-A) = {2m){2m-l)^Hl_,ix,y:A). (6,5,4) 
Integrating equation (6.5.4) and using the initial conditions given by e(iuations 
(6.2.22), (6.5.1), we find 
D^HU^, y; A) = (2m)(2m - 1) (^~) £ HL-2{^: V. ^ ) < ^ (6.5.5) 
El^{x, y; A) = (2m)(2m - 1) ( ^ ^ ^ | ' (x - e) H^,r.--2{^, y; A)d^ + ^ 2 m !^„ 
m! 
(6.5.6) 
In view of equations (6.5.4)-(6.5.6), differential equation (6.5.3) reduces io 
iyH^^_,{x, y; A) - XA f^'{{2m - l)x - {2m)0H^^_,{^, y; A)d^ 
(6.5.7) 
_ ^Xyi2rn~2y m ^ Q 
(m~l)! ^ 
Replacing m by m + 1 in equation (6.5.7), it becomes 
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42/i/2m(^, y; A) - XA / ; { ( 2 m + l)x - (2m + 2)0H^^, y; A)d^ 
(6.5.8) 
,X'^(2my m+l _ n 
^ (m)! y - '^• 
Next, we consider differential equation (6.5.2), for n = 2m+l, i.e. 
V ' "^  1 7 ^ ~ 4 / j HL+ii^, y;A) = 0, m> 0. (6.5.9) 
Following the same arguments, differential equation (6.5.9) reduces to 
iyH^„_,{x, y; A) - XA J^{2mx - (2m + l)e}^2m-i(e, V, A)d^ 
which on replacing m by m + 1 becomes 
42///2m+i(^> 2/; ^ ) - A^ /o"{(2m + 2)x - {2m. + SH}H,'^_,,it y\ A)di 
-,>fli^ym..{xx^)=^. 
(6.5.10) 
(6.5.11) 
Finally, combining equations (6.5.8) and (6.5.11), we get the Volterra integral equa-
tion of the 2VGHMaP H^{x,y; A) in the following form: 
4yH^{x, y; A)-XA j\{n+l)x-{n+2)i}H'^{i, y; A)d^-A^f^' I Xx^^ j = 0, 
(6.5.12) 
where r := [n/2] and [ . ] denotes the greatest integer function. 
In Section 6.2, we have obtained certain new and known matrix and scalar polyno-
mials as special cases of the 2VGHMaP H^{x,y]A). The integral equations for these 
special cases may be obtained either by following the method outlined above or by tak-
ing special values of the parameters and variables in the equation (6.5.12). However, 
it should be noted that the replacement of variables is not permissible in the case of 
deriving integral equations for these special cases. 
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Chapter 7 
Families of Mixed Hermite Matrix 
Polynomials 
7.1 Introduction 
Hermite polynomials are frequently used in many branches of pure and apjjlind 
mathematics and physics. The importance of multi-variable Hermite polynomials L us 
been recognized in [33] and these polynomials have been used to deal with quautu.n 
mechanical and optical beam transport problems. The Hermite matrix polynomials ai.d 
their extensions and generalizations have been introduced and studied in [8,47,70,7'), 
80,82,87,101,102,116] for matrices in C'''*'" (r G N) whose eigenvalues are all situated 
in the right open half-plane. 
In the previous chapter, we have studied the 2-variable generalized Hermite ma'-rix; 
polynomials (2VGHMaP) H^{x,y\A) by using Lie algebraic techniques. We note th;it 
for A = 1, the 2VGHMaP H^{x,y;A) reduce to the 2-variable Hermite matrix polyno-
mials (2VHMaP) Hn{x,y;A) defined by equations (6.2.1) and (6.2.5). Another form <if 
the 2-variable Hermite matrix polynomials are considered by Batahan [8]. 
We recall that for a positive stable matrix A in C^^^ (r 6 N), the 2-variable Herraitf 
matrix polynomials (2VHMaP) 'Hn{x,y,A) of Batahan are defined by the series [8, p 
84] 
lai 
\k„,kt~., /r)A\n-2k 
«„(..,.x)=„!E'-^:i!,t)ir. "2» ("" 
fc=0 
The contents of this chapter are submitted for pubhcation in Ukranian Mathematical Journal. 
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and specified by the generating function 
exp{xtV2A - yt^I) = Y^Hn{x. y, A)-. (7.1.2) 
n=0 
In view of generating functions (7.1.2) and (3.1.3), we find the following relation 
between 'Hn{x,y;A) and Hn(x,y): 
Tinix, y; A) = //„ ( x v ^ , - y ) . (7.1.3) 
The 2-index 2-variable Hermite matrix polynomials (2I2VHMaP) Hn,s{x,y,A) are 
defined by the series [102, p. 689]: 
[tti , 
and specified by the generating function 
exp(xiVX4 - ytn) = V i/„,,(a;, y,A)~. (7.1.5) 
Z / Tl. 
n=0 
We note that the 2I2VHI\IaP IIn,s{x, y, A) are also defined through the operational 
rule [102, p. 699] 
HnAx,y,A) = exp[~i^/^nDi^ {(xV^)"}. (7.1.6) 
Very recently, the 3-index 3-variable Hermite matrix polynomials (3I3VHMaP) 
Hn {x,y,z;A) are introduced, which are defined by the series [80] 
" ^ " ' ( - » . - ^ ) = » ' | % ^ ^ (7.1.7) 
and specified by the generating function 
°° t" 
exp(xtV7A-yfI + zn) = J ] / f^" ' ) ( a ; ,y , z ; A ) - . (7.1.8) 
n=0 
The 3I3VHMaP Hi^''^\x, y, z; A) are also defined through the operational rule [80] 
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Ht"'\x,y,z;A)=exp(^z{VlA)-"^D^)[H„,s{x,y,A)]. (7 1.9) 
We note that the 2I2VHMaP Hn,s{x,y,A) are quasi-monomial under the action of 
the following multiphcative and derivative operators [101, p. 43]: 
M^xsf^-sy{^/7A)-^'~^^Dl'\ (7 MO) 
P^{^fjA)-^D^. (7 111) 
The 3I3VHMaP Hl^''^\x,y,z\A) are also quasi-monomial under the action of ihe 
following multiplicative and derivative operators [80]: 
M = x\f7A - s2/(v/^)-(^-^)Dr^ + mz{\fJA)-^'^-^^D^'\ (7. L.J 2) 
P = {\/7A)-^D,. (7.1. J 3) 
The special polynomials of two variables are important from the point of vi(. w of 
applications. Now, we recall that the 2-variable Appell polynomials (2VAP) P„(r, z) 
[31], the 2D Appell polynomials (2DAP) I^\x,z) [14] and the 2 -variable genera iv 
Laguerre polynomials (2VGLP) mL„(x, z) [34] are defined by the generating functio 
•a 
^ i n 
A{zt)e^' = Y,Pn{x,z)-, ( 7 . ] . ] 1 ) 
n=0 
A{t)e^'^^'- = Y,R^:'\x,z)'~ [7.1.1 
n=0 
and 
e'' Co{-xn = Y,mLn{x,z)^^, (7.1 16) 
n=0 
respectively, where Co{x) denotes the 0*'' order Tricomi function. The n''' order Tric<inji 
functions C„(x) are defined by equation (1.2.20). 
In view of generating functions (7.1.14)-(7.1.16) and (3.1.4), we note that the 2VA.P 
Pn{x,z), the 2DAP Rt\x,z), the 2VGLP „L„(z,a;) and the GHP H'^\X,Z) belong 
to the family of 2VGP Pn{x, z) defined by equation (3.1.1). 
It is worth to mention that for z = 1 and z = Q, the 2VAP P„(x, z) and the 2DAP 
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R^'{x, z), respectively reduce to the Appell polynomials An{x) (1.4.7), i.e., we have 
Pn(x, 1) = An{x) (7.1.17) 
and 
Rl:\x,0) = Ar^ix), (7.1.18) 
where An{x) denotes the Appell polynomials defined by the equation (1.4.7). 
The use of operational identities [22,23,32,34,38], currently exploited in the the-
ory of algebraic decomposition of exponential operators may significantly simplify the 
study of Hermite matrix generating functions and the discovery of new relations. Re-
cently, Metwally [101] introduced generalized forms of operational rules associated with 
operators corresponding to the 2I2VHMaP Hn,s{x,y,A) expansions. The associated 
generating function is reformulated within the framework of an operational formalism 
and the theory of exponential operators. 
In this chapter, the Hermite-general matrix polynomials are introduced by making 
use of operational identities for decoupUng of the exponential operators. In Section 
7.2, the Hermite-general matrix polynomials are introduced and the operational rules 
are established, which provide connections of these matrix polynomials with the 2VGP 
Pn{x, z) as well as with the 2I2VHMaP Hn,six, y> A). Also, the multiplicative and deriva-
tive operators, matrix recurrence relations and the matrix differential equations for these 
polynomials are derived by using the concepts associated with monomiality principle. In 
Section 7.3, some members belonging to the Hermite-general matrix polynomials family 
are considered and certain results for these polynomials are derived. In Section 7.4, sum-
mation formulae connecting the Hermite-general matrix polynomials with certain other 
matrix and scalar special polynomials are established. In Section 7.5, some concluding 
remarks are given. 
7.2 Hermite-General Matrix Polynomials 
To generate the Hermite-general matrix polynomials (HGMaP), we take the 
2I2VHMaP //„,s(x, y,A) as base in the generating function (3.1.1) of the 2VGP p„(x, z). 
Denoting the HGMaP by nPnA^^ V^ 5^ ^ ) ' ^^ consider the generating function 
exp{Mt) ^iz,t) = ^/f;?n,s(^,2/,^;>i)—> (7.2.1) 
n=0 
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which is the result of replacement of x in equation (3.1.1) by the multiplicative operator 
M of the 2I2VHMaP //„,,(a;, y, A). 
Using the expression of M given in equation (7.1.10), we find 
tfPn,s(a;,y,2;A 
n=0 
which on using the Crofton-type identity [38] 
exp ( ( x V ^ - ^^ (V^) -^^ -^ )^ : - ' ) i ) 0(-^, 0 = 1 ] ffPn,s(2:, , 2; A ) - , (7 2.2) 
/ (x + s A ^ r ' ) {1} = exp {\D%) {/(x)}, f7 2.3) 
to decouple the exponential operator in the l.h.s. gives the generating function .'or the 
HGMaP HPn,s{x, y, 2; A) in the following form: 
expixtVsA-yt"!) (j){z,t) = ^i^Pn.sG'c,!', 2^ ; ^ ) —, 7 2.4) 
n=0 
where s is a positive integer and .4 is a positive stable matrix in C^^"^ (r G N). 
Next, we proceed to find the series definition of the HGMaP HPn,s{^, y, z', A). ]break-
ing the exponential in the l.h.s. of equation (7.2.4) and then using definition (3.1. L) and 
expanding the exponential term in the resultant equation, we find 
^ 5 ] p „ ( a ; v / ^ , ^)i-y)'^^ = 53/fPn,.(x, y, z; A)~, 
n=0 fc=0 • ' n=0 
which on using the lemma [120] 
00 00 00 17] 
5 ] I ] ^ ( ^ , n ) = J ] 5 ] ^ ( / . , n - r f c ) , (7-.5) 
n=0 fc=0 n=0 k=0 
gives the following series definition of the HGMaP nPnA^' y^ ^'1 ^ ) -
.V (x V z-A) n - V (~^ ) ' ^ ' Pn-sk{xV^,z) HPnA^,y^^,A)-n\l^ 
n=0 ^ '' 
(7.2.6) 
3ot ia-Expanding (}){z, t) in equation (7.2.4) by using equation (3.1.2) and then using eq 
tion (7.1.5) in the l.h.s. of the resultant equation, we find (after equating the coefficients 
of like powers of t) 
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HPnA^^y^^-,^) = Yl {Jj(f>n-kiz) Hk,s{x,y,A), (7.2.7) 
which in view of equation (7.1.4) gives the following alternate series definition of the 
n 
^-^ ^-^ r\\k — sr)\\n ~ k)\ 
k=0 r=0 
Differentiating equation (7.2.4) partially with respect to x and y, we get the follow-
ing matrix differential recurrence relations satisfied by the HGMaP nPnA^, y, z\ A): 
D^ HVn,s{'3:,y,z\A) = n\rsA nPn-xA^^V^^'^^)^ n > 1, (7.2.9) 
n' 
DyHVnA^^y^^'^-^) = --( v,HVn-sA^^y^z;A), n>s. (7.2.10) 
[n — s)l 
From equation (7.2.9), we have 
Dl HPn,s{^^y'^'^^) = WsAy _ gp^_,,,(x,j/,z;v4), n>s. (7.2,11) 
[n s). 
Consequently, from equations (7.2.10) and (7.2.11), we have 
D'^ HPnA^^y^^'^^) = -i^^YDy HPnAx,y.z;A). (7.2.12) 
Taking y = 0 in equation (7.2.4) and using equation (3.1.1) in the l.h.s. of the 
resultant equation, we find (after equating the coefficients of like powers of t) 
HPn,s{^' 0, z; A) = p„(x\/sA, z). (7.2.13) 
Now, solving equation (7.2.12) with the initial condition (7.2.13), we get the follow-
ing operational representation: 
HP„,.(x,2/,^M) = exp(-y(^ /Z4)-^D^){p„(x^/Z4,^)} . (7.2.14) 
Further, replacing y by z, i by (VsA) ^D^ in expansion (3.1.2) and multiplying 
both sides of the resultant equation by exp(xty/sA — yt^I) we find 
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n=0 
(7.2.15) 
which on using the identity 
{y/7A)-''D2{ exp{xtV7A - yt'I)} = i" exp(xtV^ - yt'I) (7 2.16) 
in the r.h.s. and then using equation (3.1.2) again in the r.h.s. of the resultant eqi atiou 
gives 
(P{z, (^/Uy^D^) | e x p ( x i \ / ^ - yt'I)^ = (t>{z, t) exp(xi\/Z4 - yfl). (7 2 17) 
Using equations (7.1.5) and (7.2.4) in the l.h.s. and r.h.s. respectively of the ;i,bove 
equation and equating the coefficients of like powers of t in the resultant equatic 
get the following operational representation for the HGMaP HPnsi.'^y y^ ^; ^ )'-
tio 1. we 
HVnAx.y.z-A) = 4>{z,{^JjA) iD^){//„ ,3(x,y,A) | . (7.2.; 8) 
In order to frame the HGMaP HPn,s{x,y,z]A) within the context of mononi ahty 
principle formahsm, we prove the following results: 
Theorem 7.2.1. The HGMaP HPn,s{^,y>z;A) are quasi-monomial with respect t> the 
following multiplicative and derivative operators: 
r - ^ r n , 0 ' (^ , (v / iA)- iZ; . ) 
M^p = X^IA - sy{\/TA)<'-^^D%-^ + — ) f (7.';. 10) 
and 
P„p={^/^)-^D^, (7.Z.20) 
respectively. 
Proof. Consider the identity 
((v/i]4)-^£)^)| e x p ( x ^ \ / ^ - yt'I)(l){z, O} = < { expixtVZi - yt'J)(t>{z, t)\. (7.2 2i) 
Since, 0(z, t) is an invertible series and ^ ^ has Taylor's series expansion in power 
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of t, therefore, we have 
(7.2.22) 
where the prime denotes the derivative of the function 0(z, t) with respect to t. 
Now, differentiating equation (7.2.4) partiaJly with respect to t, we have 
x^/lA - syf-'l + ^ ^ ^ { e x p ( x ^ V ^ - yt^I)cP{z, t)} = f^nPn+iA^, 2/, ^ M ) ^ . 
(7.2.23) 
Using equations (7.2.21) and (7.2.22) in the l.h.s. of equation (7.2.23), we find 
XV S A - . y (v / l4 ) - ( - i )Z ) r^ + '^^:^) { e x p ( x i v ^ - yiV)0(z, t)] 
(7.2.24) 
which on using equation (7.2.4) in the l.h.s. gives 
find 
= Er=o HPn+\A^. y, z\AY^. 
(7.2.25) 
Equating the coefficients of hke powers of t in both sides of equation (7.2.25), we 
\ (l){z,{^UA)-^D,,)) 
= HPn+\,s{x,y,z\A), (7.2.26) 
which in view of the monomiahty principle equation (1.4.1) yields assertion (7.2.19) of 
Theorem 7.2.1. 
Also, from recurrence relation (7.2.9) and in view of equation (1.4.2), we get asser-
tion (7.2.20) of Theorem 7.2.1. • 
Corollary 7.2.1. The HGMaP nPnA^i V' -^5 ^ ) satisfy the following matrix differential 
144 
equation: 
sy{/^y'Dl - xD^ - {V^r'^^, y ' , " D , + n uPnA^.V. 2; A) ---- U 
(/){z, {VsA)-W^) J 
(7.2 27) 
Proof. Using expressions of M„p and P^p given in equations (7.2.19) and (7.2.20! in 
monomiality principle equation (1.4.4), we get assertion (7.2.27) of Corollary 7.2. L. D 
Remark 7.2.1. Since HPo,mix,y,z;A) = I, therefore in view of monomiality priiciple 
equation (1.4.5), we have 
^p„,(.,y, z; A) = (xV^- syi^lA)-^^-^^By' + "^yjy^Hni ^^ >- ^^ ^ 28) \_ (l){z,{\'sAyW-^) J 
R e m a r k 7.2.2. Using relation (7.2.11) in equation (7.2.26), we get the following rr arrix 
differential recurrence relation satisfied by the HGMaP HPn,s{^, 2/i ^'1 A): 
^ ^ —yi/Pn,.(-c, y, z; A) = HPn+iA^, V. z; A). (7. Li9) 
<^(z,(v/5/l)-lZ),) 
In the next section, we consider some examples of the HGMaP nPn,s{-^, y, z; A) and 
derive certain properties of these special matrix polynomials. 
7.3 Examples 
By making suitable choice for the function (p{z,t) in equation (7.2.4), we get the 
generating functions for some members belonging to the HGMaP family HPn,s{x, y, z:A). 
The properties of these special matrix polynomials can be obtained from the results 
derived in previous section. We consider the following examples: 
Example 7.3.1. Taking (p{z, t) = A{zt) (that is when the 2VGP p„(x, z) reduce to the 
2VAP Pnix, z)) and replacing the matrix A by 6 in generating function (7.2.4), we find 
that the 3-variable Her mite-Appell matrix polynomials (SVHAMaP) H Pn,s{^, y, z; B) 
are defined by the following generating function: 
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exp{xt^/^-yfI) yl(^t) = ^ ; , P „ , , ( . T , y , ^ ; B ) ^ . (7.3.1) 
n=0 
Since, in view of equations (3.1.2) and (1.4.8), we have (pn-kiz) = An-kz"~'' and 
therefore, from equation (7.2.8), we get the following series definition for the SVHAMaP 
HPn,s{^,y,z;BJ: 
rfci 
t^ofr^ r\{k - sr)\{n - ky. 
From equations (7.2.19) and (7.2.20), we find that the 3VHAMaP HPUA^^V, ^; B) 
are quasi-monomial with respect to the following multiplicative and derivative operators: 
A' ({yfTB)-^zD^) 
MHP = x^/^ - syiy/JBy^'-'^D^-' + z—) f (7.3.3) 
A (^{^/IB)-'zD,) 
and 
PHP = {^JB)-^D,, (7.3.4) 
respectively. Also, from equation (7.2.27), we find that the SVHAMaP HPn,s{x,y,z] B) 
satisfy the following differential equation: 
sy{^/lB)-Wl - xD^ - ziVJB)-' )y [ ^[D, + n HPn,s(.x, y, z- B) = 0. 
A{{^sB)-^zD^) J 
(7.3.5) 
Further, from equations (7.2.14) and (7.2.18), we get the following operational rep-
resentations for the HAMaP HPn,s{x,y,z; B): 
j,P„^,ix,y,z;B)=exp(^~yiV7B)-w{^ {p^ixV^B,z)}, (7.3.6) 
HPUx,y,z;B) = A{z{V^)~'D,)[HnM,y,B)}. (7.3.7) 
Remark 7.3.1. In view of relation (7.1.17), for z = 1, the 3VHAMaP nPnA^^ y> ^'> ^ ) 
reduce to the Hermite-Appell matrix polynomials (HAMaP) //Pn,s(a^, y; ^ ) - There-
fore, taking z = 1 in equations (7.3.1)-(7.3.7), we get the corresponding results for 
the HAMaP HP„,s(a;,y; ^ ) . 
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Example 7.3.2. Taking (j){z,t) = Coi-zt"^) (that is when the 2VGP Pn{x.z) reduce 
to the 2VGLP mL„(2:,z)) in generating function (7.2.4), we find that the Hernite-
generahzed Laguerre matrix polynomials (HGLMaP) HLl^'"^\x,y,z:A) are defiled b}^  
the following generating function: 
exv{xt/^-yt^I) C o ( - z t - / ) = 5 ] ^ L ( f ' - ) ( x , y , z ; y l ) - . (7 :^ .8) 
n=0 
Since, here Pn{x,y) = mLn{y,x), therefore, from equation (7.2.6), we get the fol-
lowing series definition for the HGLMaP HLk"'"'\x,y, z; A): 
From equations (7.2.19) and (7.2.20) and in view of operational definition (- .1 8), 
we find that the HGLMaP nLn {^,y, z; A) are quasi-monomial with respect 1o ilie 
following multiphcative and derivative operators: 
M^L = xV^ - s2/(v/^)-(^-i)Z}^-i + mD;\^sA)-^"'-''^D^-' (7 3 LO) 
and 
P„L = {V^y'D,, (7 3^1) 
respectively. Also, from equation (7.2.27), we find that the HGLMaP HLn'"''\.c,y, z: A) 
satisfy the following differential equation: 
(sy{^^)-'D,Dl^' - xD,D, - m{^/JA)'^^-'^D"^ + nD,^ //4^'™)(x, y, z- A) = 0 
(7 5.12) 
Further, from equations (7.2.14) and (7.2.18), we get the following operational n p-
resentations for the HGLMaP HLI^''"\X, y, z; A): 
HLl:''^\x,y,z-A) = exp ( - ( v ^ ) - ^ / ) ^ ^ { ^ L „ ( z , x V ^ ) } , (7.M3) 
;,4«--)(x,t/,2;A) = e x p ( ( v / ^ ) - D ; i D - ) | / /„ , , (x ,y , ^ ) } . (7.;U 4) 
Remark 7.3.2. Taking A = l e C i ^ \ x ^ y, y-^ -z, z-^ x in equation (7.3.8), tJie 
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HGLMaP HLU ix,y,z;A) reduce to the recently introduced Laguerre-Gould Hopp< 
polynomials (LGHP) LH^'''^\x,y,z) [81], i.e., we have 
er 
^ L ^ - ) ( y , - z , x ; l / s ) = i//(^'-)(.T, y, z), (7.3.15) 
where the LGHP LHi''"'\x, y, z) are defined by the generating function [81, p. 9933] 
eMyt + zn a ( - x r ) = J ^ i / / ^ - ) ( x , y,z)-. (7.3.16) 
71=0 
Example 7.3.3. Taking (l>{z,t) = A{t) e x p ( 2 r ) (that is when the 2VGP p„(x,z) 
reduce to the 2DAP i% '{x, z)) and replacing the matrix A by 5 in generating function 
(7.2.4), we find the following generating function of the Hermite matrix 2D Appell 
polynomials (HMa2DAP) HRn'"'\x,y,z; B) [82]: 
Ait) e x p ( x i V ^ - y ^ V + z r / ) = 5^Hi?^- ) (x , y, z; 5 ) - , (7.3.17) 
n=0 
whose properties are discussed in [82]. Also, in view of equation (7.2.18), we get the 
following operational representation for the HMa2DAP f{Rn {x, y, z; B): 
HR^:'"'\x,y,z-B) = A{{y/^)-'D,)exp[z{^/^)-^D::) [H,^,{x, y, B)}. (7.3.18) 
Example 7.3.4. Taking (p^z, t) = exp(zi"*) (that is when the 2VGP ipnix, z) reduce to 
the GHP Hn (x, z)) in generating function (7.2.4), we find generating function (7.1.8) 
of the 3I3VHMaP Hi''"'\x, y, z; A). The properties of the 3I3VHMaP Ht'^\x, y, z; A) 
are discussed in [80]. 
In the next section, we derive summation formulae connecting HPn,s{Xt y> z; A) with 
certain other special polynomials by using their generating functions. 
7.4 Summation Formulae 
In order to establish the summation formulae connecting HPn,s{x, y, z; A) with 
other special polynomials, we prove the following results: 
Theorem 7.4.1. For a positive stable matrix A inC^'^^ (r G N), the following expansion 
of the 2VGP Pn{x, z) in a series of the HGMaP HPn,s{x, y, z\ A) holds true: 
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p„(xv/^,z)=.n!X: -^i(^;Z^y • ('-^'l) 
Proof. From generating function (7.2.4), we have 
exp(xiVsyl) </)(z, 0 = 2 ^ ^^ 1 • ( ' • 4 . 2 ) 
n,fc=0 
Using equations (3.1.1) and (7.2.5) in the l.h.s. and r.h.s. respectively of eiiuation 
(7.4.2), we find 
sr ( r~A \^ \^ v^ r HVuskA^^ y> ;^ ^) .n / - . O N 
)^p„(xv/3^,z)- = ^ } ^ ^,(^_^^), ^ , (.4.3) 
n=0 n=0 fc=0 ^ ' 
which on equating the coefficients of hke powers of t yields assertion (7.4.1) of T K ircm 
7.4.1. • 
Theorem 7.4.2. For a positive stable matrix A in C^'^ (r G N), the following ri-nlictt 
summation formula for the HGMaP HPn,s{x, y, z; A) holds true: 
I—n ^ ' fc=0 
Proof. Replacing x by x + w in equation (7.2.4) and using exponential function p •0]>erty 
in the resultant equation, we have 
r 
eyiY>{xt\fsA - ijf I) (j){z,t) exp(u;i\/sA) = ^/yp„_5(x + to, 7/,z;yl) —, ("^  4..5) 
n=o "• 
which on using equation (7.2.4) and expanding the second exponential in the l.h.s., ^ives 
n,fc=0 n = 0 
Now, using equation (7.2.5) (for r = 1) in the l.h.s. of equation (7.4.6), we iiri'l 
I ] S { J ^ P M ( ^ > y . 2 ; ^ ) ( ^ v / ^ ) " " S = J]//Pn,.(a: + w,2 / ,2 ; / l ) - . (7,4.7) 
„=o fc=o ^ '^^ '^- „=o "• 
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which on equating the coefficients of like powers of t yields assertion (7.4.4) of Theorem 
7.4.2. 0 
Theorem 7.4.3. For a positive stable matrix A in C""" (r G N), the following ex-
plicit summation formula for the HGMaP HPn,s{x,y,z;A) in terms of the 2I2VHMaP 
Hn,s{x,y,A) and the 2VGP pn{x,z) holds true: 
HPn,s(x + w,y,z;A) = ' ^ ( ] Hk,s{x, y, A) Pn-k{wVsA, z) (7.4.8) 
Proof. Following the same lines of proof of summation formula (7.4.4) and using gener-
ating functions (7.1.5), (3.1.1) and (7.2.4), we get assertion (7.4.8) of Theorem 7.4.3. D 
Theorem 7.4.4. For a positive stable matrix A in C^'' (r e N), the following im-
plicit summation formula for the HGMaP HPn,s{.x,y,z]A) involving the 2I2VHMaP 
Hn,s{x,y,A) holds true: 
HPn,s{^ + '^^y + ^'^''^) = y ~ ! ij]HPk,s{^,y,Z;A) Hn-k,s{^>'^'^)- (7.4.9) 
fc=o ^ "^ 
Proof. Replacing x by x-{-w, y hy y-\rv in equation (7.2.4) and then following the same 
lines of proof of summation formula (7.4.4) and using generating functions (7.2.4) and 
(7.1.5), we get assertion (7.4.9) of Theorem 7.4.4. D 
Theorem 7.4.5. For a positive stable matrix A in C^'' (r G N), the following ex-
plicit summation formula for the HGMaP HPn,s{x, y, z; A) in terms of the SISVHMaP 
Hl'''^\x,y,z\A), 2VGPpn{x,y) and GHP Ht\x,z) holds true: 
HPnA^,y,v-A) = E E ( " ) {""'A / / i ! : r i (x ,2/ , . ; / l ) pu{w,v) H\'^\-W, -Z). 
i=0 fc=0 ^ ^ ^ ^ 
(7.4.10) 
Proof. Consider the product of the generating functions (7.1.8) and (3.1.1) of the SISV-
HMaP Hn'"'\x, y, z; A) and the 2VGP Pn{x, y) respectively, in the following form: 
oo 00 ^n+fc 
exp{xtyfsA - yt'I + zt^^I) exp(u;t) 4>{v,t) = E E ^n'"\x, y, z; A) Pk{w, v) — . 
n=0 *;=0 
(7.4.11) 
Breaking the first exponential in the l.h.s. and using equation (7.2.5) (for r = 1) in 
150 
the r.h.s. of equation (7.4.11), we have 
oo n / \ ,yi 
exp{xtV7A - yfl) exp{wt + zt^) cl>{v, t) = J2J2{l)^n^^(^' 2/- ^; ^ ) Pk(^^ '^ i ^ • 
n=0 fc=0 ^ ^ 
(".4.12) 
Now, shifting the second exponential to the r.h.s. of the above equation and then 
using generating function (3.1.4) of the GHP H^\x,z) in the r.h.s. of the resultant 
equation, we find 
'^ "—w, --• 
oo oo n 
n=0 i=0 fe=0 ^ -^  
(7.4 13) 
which on replacing n by n — / in the r.h.s. becomes 
oo n n—l / \ / 7\ 
exp(xf.4X-yi^ /)^ (.,o = E E E / \T pi-r\.c^'^'-;^) 
n=0 (=0 fc=0 ^ ^ ^ ^ 
xpk{w,v)H["'\-w,-z)^^^. (7 4 U) 
nl 
Finally, using generating function (7.2.4) in the l.h.s. of equation (7.4.14) and then 
equating the coefficients of like powers of t in the resultant equation, we get assf rt on 
(7.4.10) of Theorem 7.4.5. CI 
R e m a r k 7 .4 .1 . Taking z = 0 in assertion (7.4.10) of Theorem 7.4.5 and usin;,^ the 
following relations: 
//^™)(x,y,0;yl) = //„,,(x,2/,/l), (7.1.15) 
H!^\X,Q) = X^, (7.4. 1G) 
we deduce the following consequence of Theorem 7.4.5. 
Corollary 7.4.1. For a positive stable matrix A in C'"'^ '" (r G N), the following fx-
plicit summation formula for the HGMaP HPn,si^' V'^'J ^ ) *'^  terms of the 2I2VHMaP 
Hn,s{x, y, A) and 2VGP Pn{x, y) holds true: 
/fPn,.(a;,2/,i^M) = 5 3 J ^ K j n ^ \ H^-i^kA^,y,A)pk{w,v) {-w^. (7.4.l") 
We remark that, one can easily obtain the scalar forms of the summation formulae 
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derived in this section by taking r = 1. 
7.5 Concluding Remarks 
In order to further stress the importance of the use of operational methods in 
introducing new families of special polynomials, here we introduce two more families of 
special matrix polynomials by using integral representation method. We also establish 
some integral and operational representations for the HGMaP HPn,s{x, y, z; A). 
We recall that the 2-variable generalized truncated matrix polynomials (2VGTMaP) 
Cn {x,y;A) and the 2-variable generalized Chebyshev matrix polynomial (2VGCMaP) 
Ul^'\x, y; A) are defined by [80]: 
and 
respectively, where yl is a positive stable matrix in C^ ' ' (r G N). 
We note that the 2VGTMaP e^n\x,y]A) and the 2VGCMaP U^'\x,y]A) are de-
fined in terms of the 2I2VHMaP Hn,s{^,y,A) by following integral representations: 
/ •oo 
e^:\x,y-A)= e''H„,,{x,yt.,A)dt (7.5.3) 
Jo 
and 
Ui'\x,y;A) = ^  f ^'^ "^^ n,^  (^'f'^) '^ '^ (^ •^ •^ ^ 
respectively. 
Also, we note the following relations [80]: 
eW(x ,D; \M) = //„,,(:r,2/,yl), (7.5.5) 
Ui^^'^ (x Y ^ - y ; ^ ) = Hr.A^^y,A). (7.5.6) 
Now, replacing y by yt in equation (7.2.7) and multiplying the resultant equation 
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by e"' and then integrating with respect to t between the limits 0 to oo, we find 
e-*HP„,.(x,yf,2;A)dt = 5 ^ L j</.„_fc(^) / e~' Hk,s{x,yt,A)dt, (7.5.7) 
which on using equation (7.5.3) in the r.h.s. becomes 
f e'* HPn.s{x,yt,z;A)dt = J2(jl(f>n-k{z)ei'\x,y;A). (7.5.8) 
In view of equation (7.2.7), the r.h.s. of equation (7.5.8) can be viewe 1 ;is the 
truncated-general matrix polynomials. Denoting this newly introduced truncated-general 
matrix polynomials (TGMaP) by ep„^s(a:, y, z; A), we find 
/•oo 
/ e"'' HPn,s{x,yt,z;A)dt = ePnA^'y^^'^"^)^ J.b.i)) 
Jo 
where 
ePn,5(a;,y,2;A) = J ^ f J(?!>„_fc(2) e['\x,y;A). , 7.5.10) 
I — n N / fe=0 
Again, replacing x by xt, y by yt^ ^ in equation (7.2.7) and multiplying the resultant 
equation by e and then integrating with respect to t between the limits 0 to OC'. 
find 
/o°° e"' HPn,s {xt, yt^~\ z; A) dt 
- ELo a)< n^-fc(^ ) r ^" ^M (^ ^ yi'^\ A) dt. 
we 
'.5.11) 
Now, using the relation 
eHn,s{x,y,A) = Hn,s{xt,yt',A) (7.5.12) 
in the r.h.s. of equation (7.5.11), we have 
(7.5.13) 
which on using equation (7.5.4) in the r.h.s. becomes 
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e - ' HPn,s{xt,yt'~\z-A)dt = ^-^^^<Pr,-k(^) ui'\x,y;A). (7.5.14) 
fc=o ^" ^ • 
In view of equation (7.2.7), the r.h.s. of equation (7.5.14) can be viewed as the 
Chebyshev-general matrix polynomials. Denoting these newly introduced Chebyshev-
general matrix polynomials (CGMaP) by uPn^s{x,y,z;A), we find 
/•oo 
/ e~* HPn,s{x,yt,z;A)dt = uPn,s(x,y,z;A), (7.5.15) 
Jo 
where 
n! 
uPnA^^2/>^•,^) = J27—i:M'^"-fc(-^) ^kh^^y\^)- (7.5.16) 
Further, we mention the following integral representations of Hn^x, y, A) in terms 
of the 2VGTMaP e!h'\x, y; A) and 2VGCMaP Ui'\x, y; A): 
H„,s{x, y,A) = — / e* r' e|f) (x , | ; ^ j dt (7.5.17) 
and 
Hn,si^,y,A) = —J e' f^'' UJf\x,yt;A)dt, (7.5.18) 
respectively, which are obtained by using the Hankel formula [120] 
1 1 
r{z) 2m 
/•(0+) 
/ e' r" dt (7.5.19) 
J —oo 
in series definitions (7.5.1) and (7.5.2) of the 2VGTMaP e^n\x,y]A) and 2VGCMaP 
Un {x,y;A), respectively. 
Using relations (7.5.17) and (7.5.18) respectively in the r.h.s. of equation (7.2.7), 
we find 
^p„,,(x, y, z- A) = ^^ £'^^ e' r ^ f^ (^ )^" -^ ( - ) 4^^ (^' J' ^ ) '^ '^ ^^-^"^^^ 
and 
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•"(-•»-^ ^^ ) = 2^/r^'*"'?(^*"-' '^'f i"(f .^;^)*- (^ --"D 
respectively. Now, using series definitions (7.5.10) and (7.5.16) in equation? (7.5.20) 
and (7.5.21) respectively, we get the following integral representations for the HGMaP 
/fPn,«(a;,y,2;>l): 
HP: 
and 
r(o+) 
HPn,s{x, y, ^; ^ ) = ^ / e* ^ ^ uPn,s [-, -~[, ^ ^ j ^t., ! 75.23) 
respectively. 
Finally, in view of equations (7.2.18), (7.5.5) and (7.5.6), we get the foll( wiiig op-
erational representations for the HGMaP u'Pn^six.y.z^A): 
HPnA^^ y-. ^; ^) = < (^^ . iVJAr'D,)[el:\x, D-'; A)Y -.5.2 t) 
KPn,.(a:,y,^-^) = < / ' ( ^ , ( v ^ ) ~ ' / ? x ) { t / ^ ^ + ^ ) ( ' x y ^ , j / ; ^ 4 ' ) } . ;7.5.2n) 
By making suitable choice for the 4>{z,t) as in Section 7.3, in the results lierivcd 
above, we can obtain the corresponding results for the members belonging to th( lIGMaP 
family. 
For example, taking (t){z, t) = A{zt) (that is when the 2VGP p„(a;, z) redi cc to the 
2VAP Pn{x,z)) and replacing the matrix A by 5 in equations (7.5.24) and (7 5 .25), we 
find the following operational representations for the SVHAMaP nPn^si^, y,z. B\: 
HPn,.(x, y, z- B) = A{{^/^)-'z D,)[el:\x, D^'- 5 ) } , 7.5.26) 
HP„,«(a:,y,z;B) = A{{^/^)-'z D^)[ul:+') [x ^l^,y;B] }. (7.5.27) 
Also, taking (p{z,t) = Coi-zt"") (that is when the 2VGP Pn{x,z) reduce to the 
2VGLP mLn{z,x)) in equations (7.5.24) and (7.5.25), we find the following operational 
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representations for the HGLMaP uLn {x, y, z; A): 
HPnA^>y,^>A) = Co{-z D:^)[ei'\x,D-';A)], (7.5.28) 
HPn,.(x,j/,;^;^) = Co{~z D^){ui'^'^ ( i / T T I ' ^ ' ^ ) } ' '^^ '^ '^ ^^ 
Similarly, by making other suitable choices for (j){z, t) in equations (7.5.22)-(7.5.25), 
we can obtain the corresponding results for the other members belonging to the HGMaP 
family. 
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Chapter 8 
Hermite-Laguerre Matrix Polynomials and 
Generating Relations 
8.1 Introduction 
Special matrix functions appear in connection with matrix analogues of Laoiicne, 
Hermite and Legendre differential equations and the corresponding polynomiiJ fam-
ilies [70-72]. These functions have applications in statistics [69]. Motivated b\ the 
importance of special matrix polynomials, recently the 2-variable forms of Luguerre 
and modified Laguerre matrix polynomials have been introduced and studied in 8' ] for 
matrices in C^'" (r G N). 
We recall that the 2-variable Laguerre matrix polynomials (2VLMaP) Ln ' [ i.z) 
are defined by means of the generating function [85, p. 3(2.1)]: 
{I- zt)-^^^'U^^(^\=Y,L\^^'\x,z)t\ X, z,teC; \zt\<l, (8 1.1) 
^ ^ n=0 
where A is a matrix in C'"'^ '' (r € N) satisfying the following spectral condition for 
positive stability of matrices: 
— k^a{A) for every integer A; > 0, a (/I) := spectrum of/I '8 1.2) 
and A is a complex number with Re{\) > 0. 
The contents of this chapter aie s-abmitted for publication in Reports on Mathematical Physics. 
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The 2VLMaP L'i^'^\x,z) are defined by the series [85, p. 4(2.8)]: 
and are the solutions of the following matrix differential equation [85, p. 4(2.12)]: 
(xzIDl + {Az + {z- Ax) /) D^ + Xnl^ L^"^'^^ {x,z)=0. (8.1.4) 
The pure and differential matrix recurrence relations satisfied by the 2VLMaP 
Li'^'^\x,z) are as follows [85, p. 4(2.10),(2.11)]: 
(n + l)Li+'i'^(a;, z) - (zA - (Ax - z (2n + 1)) / ) L^-^'^H^. z) + ^^^ + nI)L^n-l\x, -^ ) = 0 
(8.1.5) 
and 
Z),Ll^'^)(x, z) = ~^ [nLl^''\x, z) - z{A + n / ) 4 1 f (x, z)) , (8.1.6a) 
D.4^'^)(x, z) = ^ ((n + 1)L';^4\X, Z) - [zA - (Ax - z{n + 1)) /) L\^''\X, Z)) , 
(8.1.66) 
D,Li^'^\x,z) = (,4 + n / ) L i l f (x,z), (8.1.6c) 
respectively. 
Next, we recall that the 2-variable modified Laguerre matrix polynomials (2VMLMaP) 
/„ ' {x,z) are defined by the generating function [85, p. 6(2.20)]: 
oo 
{l-zty^exp{Xxt) = J2fn'^'^^(''^^^^"^ x,z,teC; \zt\<l, (8.1.7) 
n=0 
where yl is a matrix in C^"" (r e N) satisfying the spectral condition 
—k € (T{A) for every integer A; > 0, a(A) := spectrum of A (8.1.8) 
and A is a complex number such that Re{X) > 0. The series definition and the matrix 
differential equation for the 2VMLMaP fjr^'^\x, z) are given as [85, p. 6(2.21),(2.27)]: 
fc=0 ^ ' 
and 
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(^xzDl - {zA + (Ax - 2(1 - n))I) D^ + An)/ f '^H^. ^) = 0, ('MIO) 
respectively. 
Also, the pure and differential matrix recurrence relations satisfied by the 2VMLMaP 
f^'^'^\x,z) are as follows [85, p. 6(2.25),(2.26)]: 
(n + l)fi%'\x, z) - {zA + {\x + nz) I) fi^''\x, z) + Axz/<lf (x, z) = 0 (81.11) 
and 
DJ^^'^Hx, z) = ^ [{zA + (Ax 4- nz) 1) fi^''\x, z)-{n+ l)/iti '^(.r, z)) , (3.1.12b) 
DJi^''\x,z) = ~ (nfi^-'\x,zj- Xxfi^jP{x,z)) , (S.1.12c> 
respectively. 
The introduction of multi-variable special functions serves as an analytical foun-
dation for the majority of problems in mathematical physics that have beeu soh-ed 
exactly and finds broad practical applications. For some physical problems the r,,se of 
new classes of special functions provided solutions hardly achievable with convc nl ional 
analytical and numerical means. 
The Hermite polynomials arise in the study of classical boundary value pioblenis 
in parabolic regions, through the use of parabolic coordinates, or in quantum me "h uiics 
as well as other application areas. We recall that the 2-variable Hermite Kam])e do 
Feriet polynomials (2VHKdFP) Hn{x,y) [6] are defined by generating function (X.l 3) 
and series definition (3.1.6), respectively. There exists a close relationship between 
the 2VHKdFP Hn{x,y) and classical Hermite polynomials //„(x) or He„{x), given by 
equation (6.1.9). 
Now, since 
and 
D^Hn{x,y) = nHr,^i{x,y) (8 1 L3a) 
DyH„{x, y) = n{n ~ l)//„_2(x, y), (8 1 I3fc) 
it follows that Hn{x,y) are the natural solutions of the following partial differential 
equation: 
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(8.1.14) 
Hn{x,0)=x", 
which is a kind of heat diifusion equation. The differential equation (8.1.14) gives the 
following operational definition for Hn{x,y): 
Hn{x, y) = exp [yDl) {x"} . (8.1.15) 
The presence of a second order derivative helps in getting an effective solution. The 
operator in the r.h.s. of equation (8.1.15) is usually referred to as diffusive operator. 
Thus 2VHKdFP Hn{x, y) are solutions of the heat equation and can therefore be intro-
duced through an operational definition involving an evolution operator with a second 
order derivative as argument. The properties of the 2VHKdFP i/„(x, y) are derived 
by using the monomiality principle [22,121]. The 2VHKdFP Hn{x,y) have shown to 
be quasi-monomial with respect to the multiplicative and derivative operators given by 
equations (3.1.7) and (3.1.8), respectively. Also, the diff'erential equation for Hn{x,y) is 
given by equation (3.1.9). In view of the monomiality principle, we also have 
Hn{x,y) = {x + 2yD,r{l}. (8.1.16) 
In Chapter 5, we have used the 2-variable Laguerre polynomials (2VLP) Ln{x,y) 
as base to introduce the Laguerre-Sheff'er polynomials family. Some properties of the 
2VLP Ln{x,y) mentioned in Chapter 5 will be used in this chapter. We recall that the 
2VLP Ln{x,y) are defined by generating function (5.1.3) and series definition (5.1.4). 
However, we note that generating function (5.1.3) can be expressed equivalently as [42]: 
^ e^ P ( r ^ ) =T.^r.{x,y)e, \yt\ < 1. (8.1.17) (1 - yi) n=0 
Also, we recall that the multiplicative and derivative operators for L„(x, y) are given 
by equations (5.1.1) and (5.1.2) respectively and the differential equation for Ln(x,y) 
is given by equation (5.1.5). These polynomials are also defined by operational rules 
(5.1.8a) and (5.1.9a) (or (5.1.8b) and (5.1.9b)). Further, in view of monomiality princi-
ple, we have 
{y-D-')''{l} = Ux,y). (8.1.18) 
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The introduction of the 2VLMaP is motivated by the importance of the 2-"aiiabIe 
associated Laguerre polynomials (2VALP) Ll^\x,y), introduced by Dattoli [2-]] The 
2VALP L^^\x,y) are defined by means of the generating function [23] 
^—^exp ( ^ ^ ] =yLl^\x,y)e, \yt\ < 1 :8.1.19) 
and series definition [23] 
, " , (-^-\\k\k k„.n-k 
Llt\-,y)-E^ J ' ' (a + l)„((a + l).)-\ n>0. 
.=0 - ' ( " - ' = ) 
(8 1.20) 
(«)/ We note that for a = 0, the 2VALP L\^'{x,y) reduce to the 2VLP L„(x,y . 
In this chapter, the 2VHKdFP Hn{x, y) are used to introduce the mixed type special 
matrix polynomials. Operational representations, properties and generating relaioiis for 
these matrix polynomials are derived. In Section 8.2, the Hermite-Laguerre matiix poh'-
nomials (HLMaP) and Hermite-modified Laguerre matrix polynomials (HMLMal') arc 
introduced by means of the generating functions and series definitions. Special cases 
of these matrix polynomials are mentioned. In Section 8.3, operational represei tntions, 
recurrence relations and differential equations of the HLMaP and HMLMaP aie estab-
lished. In Section 8.4, generating relations involving the HLMaP are deri\-ed \)\ usirii, 
operational methods. Certain results for new and known matrix as well as scila,- spe-
cial polynomials are also obtained as particular cases. In Section 8.5, some concluding 
remarks are given. 
8.2 Hermite-Laguerre Matr ix Polynomials 
In order to introduce the Hermite-Laguerre matrix polynomials (HLMaP) denoted 
by nLn ' {x,y\z) and Hermite-modified Laguerre matrix polynomials (HMLMaP) de-
noted by Hfn ' {x,y; z), we prove the following results: 
Theorem 8.2.1. The Hermite-Laguerre matrix polynomials jjLn ' {x,y;z) an defined 
by the following generating function: 
x,y,z,t e C; \zt\ < 1, 
where A is a positive stable matrix in C'"' (r G N) and X is a complex number with 
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Re{X) > 0. 
Proof. Taking the 2VHKdFP Hn(x, y) as base in equation (8.1.1). Therefore, replacing 
X in the l.h.s. of equation (8.1.1) by the multiphcative operator MH given by equation 
(3.1.7) of the 2VHKdFP Hn{x,y) and denoting the resultant Her mite-Laguerre matrix 
polynomials (HLMaP) in the r.h.s. by HLif'''^\x,y;z), so that we have 
(1 - zty^^"-'^ exp [ ^ {x + 2yD,)] = f^ HLi''''\x, y; z)^. (8.2.2) 
^ -^  n=0 
Decoupling the exponential operator in the l.h.s. of equation (8.2.2) by using iden-
tity (2.2.13), we get assertion (8.2.1) of Theorem 8.2.1. D 
Theorem 8.2.2. The Hermite-modified Laguerre matrix polynomials ^fn ' {x,y;z) are 
defined by the generating function 
oo 
{l-zty^exp{Xtx + \H^y) = ^fffi'^^^\x,y;z)t^, x,y,z,teC (8.2.3) 
n=0 
where A is a matrix in C^'" (r £ N) satisfying spectral condition (8.1.8) and A is a 
complex number with Re{\) > 0. 
Proof. Taking the 2VHKdFP Hn{x,y) as base in equation (8.1.7). Therefore, replacing 
x in the l.h.s. of equation (8.1.7) by the multiplicative operator M// of the 2VHKdFP 
Hn{.x,y) and denoting the resultant Hermite-modified Laguerre matrix polynomials 
(HMLMaP) in the r.h.s. by Hfn^'^\x,y] z), so that we have 
oo 
(1 - zty^ exp {\t (x + 2yD,)) = ^^//^ ' ' • '^(a; , y; z)t^, (8.2.4) 
n=0 
which on decoupling the exponential operator in the l.h.s. by using identity (2.2.13) 
yields assertion (8.2.3) of Theorem 8.2.2. D 
Next, we proceed to find the series definitions of the HLMaP HLU ' '{;x,y]z) and 
EMLUeP Hfi^'''\x,y\z). 
In order to find the series definition of the HLMaP HL''n'^\x, y\ z), we expand the 
exponential term in the l.h.s. of equation (8.2.2), so that we have 
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J2 ^-^^{r^ (1 - zt)-^^^^'^'^'^ {X + 2yD,)'= {1} = X] HL^^^''\X, y; z)t\, ( S.2.51 
which on using equation (8.1.16) in the l.h.s. gives 
E ^ ^ % ^ (1 - zt)-^^^^'^'^'^ H,{x, y) = Y: HLi^''\x, y; z^r . 8.2.6) 
A;=0 • n = 0 
Now, expanding (1 - 2 )^-('^ +('=+^^ )^ in the l.h.s. of equation (8.2.6), by using the 
Taylor's expansion 
(1 _ ^ i)-(A+(fc+i)/) ^ f- iA±I}i}±hM±Ml^,t)\ \-^fiT^ 
'fi\ 
n = 0 
we find 
n = 0 *:=0 • ' n = 0 
which, on rearranging the series in the l.h.s., gives 
i:E-''''*t't-'Hr'''(-''+^).-((-^+')^)''=f:'^''i."'(^.!/;--)'"- (-2.'i) 
n = 0 /fc=0 • ^ '^ ^ n=0 
Equating the coefficients of like powers of t in both sides of equation (8.^.9-, we 
find 
HLi^^'\x, y;z) = ± ^"'^',^,(^!^^,^f'""' (^ + On {{A + I),^ , S^.^ -IO) 
A:=0 
which on using equation (3.1.6) in the r.h.s., gives the following series definitior of the 
HLMaPj^Ll^'^)(x,2/;z): 
Similarly, expanding the exponential term in the l.h.s. of equation (8.2.4) and 
following the same procedure, we find 
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H/<«'(x,,;.)=i:^-""-'''**^''*^"" 
fc=0 k\{n - A;)! 
(8.2.12) 
which on using equation (3.1.6) in the r.h.s., gives the following series definition of the 
EMLMaP Hfi'''^Hx,y-zy. 
n [k/2] 
He''\x,y;z) = J2Y: 
k=0 s=0 
(n - ^)! (A; - 25)! 5! ' (8.2.13) 
We note that on taking a; = y = 0 in equations (8.2.11) and (8.2.13), we get 
n! 
(8.2.14) 
and 
Hfi^''KOAz) = ^-^, (8.2.15) 
n! 
respectively. Again, taking y = z = 0 in equations (8.2.11) and (8.2.13), we get 
^Li^-^){x,0;0) = t } l p ^ (8.2.16) 
and 
Hfi^-'\x,0;0) = A"x"/ 
n! 
(8.2.17) 
respectively. 
The HLMaP //Li ' '(x, y\ z) and HMLMaP ///„ ' {x, y; z) contain a number of new 
and known matrix and scalar special polynomials as particular cases. We present the 
list of special cases of the HLMaP HLU ' (x, y; z) in the following table: 
Table 8.2.1. Special Cases of the HLMaP HL\^'^\x,y]z) 
s. 
N o . 
Special Values 
of the Para-
Meters and 
Variables 
z - 1 
Relation Between 
the HLMaP 
and Its Special Case 
Name of the Resultant 
Special Polynomials 
2-Variable Hermite-
Laguerre matrix 
polynomials 
(2VHLMaP) 
Generating Function and Series Definition 
of the Resultant Special Polynomials 
/ At ^, fAO^ \ 
(i-0-(^+^>ei ^-*^'a-)'^V 
= S^=0Hi'i'^"'^(x.v)t", 
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v = o 
2-Variable Laguerre 
matrix polynomials 
(2VLMaP) [85] 
( l - z t ) - ( ^ + ^ 5 e ( ^ A t " ) 
k-.k^k,n'k 
l,X,Z) - l^^^g k>{n-k) 
x ( ^ + /)„ ((-4+ / )» ) ' 
: -> 2l, s = - 1 „ I , ^ : ' ( 2 x , - l ; r ) 
, ( A , A ) , , 
2-Variable classical 
Hermite-Laguerre 
matrix polynomials 
(2VCHLMaP) 
{l-zty 
,,{A.X) (x; z) = Yil^a (-l)''\''H^(^). fc!(r,,-t)! 
2-Variable classical 
Hermite-Laguerre 
matrix polynomials 
(2VCHLMaP) 
( l - z t ) -
( - l ) ' ' > ' ' H e ^ . ( x ) , 
x(.4 +J)„ ( ( .4 + / t ) ' 
A = 1 
3-Variable Hermite-
associated Laguerre 
polynomials 
(3VHALP) (32| X(a + l ) „ ( { a + l ) t ) 
/I = a e C' „L<.''"(x,„;l) 
2-Variable Hermite-
associated Laguerre 
polynomials 
(2VHALP) [32] 
( 1 - 0 - t ' " + l ) e ( l"^t'^^(ih-)2!'j 
,4" ' (x ,y) = r E , „ < ^ i l i ^ 
X ( a + l ) „ ( ( a + l)fc 
a: —^  —I 
;r7H„(x,v) 
2-Variable Hermite 
-Kampe de Feriet 
polynomials 
(2VHKdFP) [6] 
A = a € C ' ^ 
V = 0, A = / = I 
„Lr '"(x,Oiz) 2-Variable associated 
Laguerre polynomials 
(2VALP) [23] 
(1 - r O " ^ " + ^ * e ^ l -^W ^ E^^o^-"''^-'^ 
x(Q + l ) „ ( ( a + l ) t . 
I -> - 2 i , y = - 1 , 
i = 0, A = 1 
Classical Hermite 
polynomials [1] 
T«n(x) 
X -+ - I , V = 
z = 0, A = 1 
r (X,l) , 
= ^ « e „ ( x ) 
Classical Hermite 
polynomials [1] 
e{"' a'"") = E ? L o " = " ( ^ ) S 
J 
Next, we present the Jist of special cases of the HMLMaP Hfi'^'^\x, y; z) in the 
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following table: 
Table 8.2.2. Special Cases of the HMLMaP Hfi'^'^\x,y;z) 
S. 
N o . 
S p e c i a l Va lues of 
t h e P a r a m e t e r s 
a n d Var iab les 
Fte la t ion B e t w e e n 
t h e H M L M a P 
a n d I t s S p e c i a l C a s e 
N a m e of t h e R e s u l t a n t 
Spec ia l P o l y n o m i a l s 
2-Va,riable Hermite 
-modified Lagucrrc 
mat r ix polynomials 
(2VHMLMaP) 
G e n e r a t i n g Funct ion a n d S e r i e s Def in i t ion 
o f t h e R e s u l t a n t S p e c i a l P o l y n o m i a l s 
- i^k=0 t i fn- fc) ! 
,(>1.A), 2-Variable modified 
Laguerre ma t r ix 
polynomials 
(2VMLMaP) [85J 
= 1:^=0 A-*'^hx,z)t" 
X —* 2x, y = - 1 
:„/r"'(xi-) 
2-Variable classical 
Hermite-modified 
polynomials 
Laguerre mat r ix 
(2VCHMLMaP) 
l -zO-<-^ + ''>e(^^'="-^''') 
• Z^t=0 •k'.<n.-k)\ 
H/4^'^>(x,-
2-Variable classical 
Hermite-modified 
polynomials 
Laguerre matr ix 
(2VCHMLMaP) 
( l - . t ) - ( ^ + ^ ) e ^ " - i * ' ' ' ) 
E~=oH./4 • ' (^i^) '" . 
^ t = 0 t!<7.-fc)l 
M = a S C 
A = 1 = „ f(") H / r ' ( x , y ; 2 ) 
3-Variable Hermite-
modified Laguerre 
polynomials 
(3VHMLP) 
(1 - zt) t ) - e ( - + ' ' ^ ) 
(-), 
= 5:r=oH/r'(i.wi»)« 
_ „ „ ( '> )„ - t (A) ' ' « f c (» ,U)>" -
/ / ^ • ' ' ( x . y ; ! ) 
2-Variable Hermite-
modified Laguerre 
polynomials 
(2VHMLP) 
( l - f j — e ( i t + B i ^ ) 
^ESLoH/r'C^.y)*", 
^ n ( ° ) n - A , " t ( ' ^ . > ) 
J = 0, A = 1 2-Variable Hermite 
-Kampe' de 
Fer ie t polynomials 
(2VHKdFP) [6] 
y = 0, A = / = l 
2-Variable modified 
Laguerre polynomials 
(2VMLP) [85] 
(1 - zt)'" e ( " ) = E ~ = o / n " ' { x , z ) t " 
e('--'')=E~.„H„(x)C, I -fr 2X, i; = - 1 , 
J = 0, A = 1 
„X,<.'*-')(2x,-l;0) Classical Hermite 
polynomials [1] 
v = - 5 
2 = 0, > = 1 
H L < . ^ ' ^ ^ ( X , - J . O ) 
; i T « e n ( x ) 
Classical Hermite 
polynomials [1] 
"' i'') =E~^o«= >WT;I 
2fc / ' - l ' l * 
H e . ( x ) = n , i : L % ^ l ' - ' ; , ; r i ^ ) 
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In the next section, we establish the operational representations for the H LMaP 
HL^^'^\x,y]z) and HMLMaP Hfl,'^'^\x,y;z). Also, we derive the recurrence relations 
and differential equations for these matrix polynomials. 
8.3 Operational Representations and Differential Equations 
First, we establish the operational rule connecting the HLMaP BLU ' {x, 7: •) with 
2VLMaP Ln'{x, y) in the form of following result: 
Theorem 8.3.1. The following operational connection between the Herrnitt-Laguerre 
matrix polynomials HLU ' '(x,y;z) and 2-variable Laguerre matrix polynomials L); ' {x,z 
holds true: 
HLi^''\x,y;z) = exp{yDl) {Li''''\x,z)} . (8.3.1) 
Proof. From generating function (8.2.1), we find 
D, HLi^'^-^x^y-z) = Dl HLi^'^\x,y-z), {8.3.2} 
also in view of equations (8.1.1) and (8.2.1), we have (Table 8.2.1(11)) 
HLi^''\x,0;z) = Ll^''\x,z). (8.3.3; 
Now, solving equation (8.3.2) with condition (8.3.3), we get assertion i8.3.1) of 
Theorem 8.3.1. D 
Following the same lines of proof as in Theorem 8.3.1, we obtain the folic vvi;ig result: 
Theorem 8.3.2. The following operational connection between the Hern it( -modified 
M,^) IX Laguerre matrix polynomials nfn ' {x,y;z) and 2-variable modified Lagieire matr. 
polynomials fi ' {x,z) holds true: 
Hfi''''\x,y;z) = ew{yDl) {fi^^'\x,z)} . (8.3.4) 
Remark 8.3.1. In view of equations (8.1.1) and (8.2.2), we have the following opera-
tional correspondence between the HLMaP HLlf'^\x, y; z) and 2VLMaP j i ' ' '^'(r. z): 
HLi''^^\x,y;z) = L^ -^ '^ ) (x + 22/D„ z) . (8.3.5) 
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Also, from equations (8.1.7) and (8.2.4), we have the following correspondence be-
tween the HMLMaP Hfk^'^\x,y;z) and 2VMLMaP fi'^'^\x,z): 
Hfi^''\x, y; z) = fi^'>'^ {x + 2yD,, z). (8.3.6) 
Remark 8.3.2. With the help of some computations, we find the following generalized 
forms of operational rules (8.3.1), (8.3.4), (8.3.5) and (8.3.6): 
;,4-^'^)(m(x + u), m\, kz) = exp (yDl) {4^'^)(m(a: + «), kz)} , (8.3.7) 
^4^'^>(m(x + u), m \ kz) = exp (yDl) {ft'''\mix + u), kz)} , (8.3.8) 
HLi^'^\mx, m \ kz) = 4-^'^) (m{x + 2yD,),kz^ (8.3.9) 
and 
K/ f ' 'Hmar .m^y iM = / f ' ' ' ( m ( x + 22/D,),A;z), (8.3.10) 
respectively. Also, we note the following results for the HLMaP HLII ' {x,y;z) and 
HMLMaP H # ' ^ \ : c , 2/; ^)-
HLi^'^\mx,m'y;kz) = m^HLi''''^ Uy>~l^) (S-^-H) 
and 
^ / f •^)(mx, m'y- kz) = m";,/^^-^) (x, y; ^ z ) , (8.3.12) 
respectively. 
Next, we derive the matrix differential equations and matrix recurrence relations 
for the HLMaP HLi^'^\x,yiz) and HMLMaP Hfn'^'^\x,y;z) in the form of following 
results: 
Theorem 8.3.3. The Hermite-Laguerre matrix polynomials HLU ' {x,y;z) satisfy the 
following matrix differential equation and matrix recurrence relations: 
{{xz - 2Xy) IDl + 2yzID^Dy + {Az + {z ~ Xx) I) D^ + nA/jn^L'^'^H^, y;z) = 0 
(8.3.13) 
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and 
(n + 1)^4+1^ (^, y, z) + {2\yD, + zA-{\-z{2n + 1)) I) HL^^'^^CX, y; z) 
(.S.:il4a) 
(xL>, + 2yD, - n)HLi^''\x,y- z) + z(A + n / ) ^ ^ ! ^ ( x , r , z) = 0, (S..U46) 
( (x - 2Ay) zZ?^  + 2yzDy ^zA- (Ax - z{n + 1)) 7)Hl'i'''^'(a:, y; 2) ., ^^^, 
Proo/. Operating exp(j/D^) on both sides of matrix differential equation (8.1.4) if the 
2VLMaP L^n'^^{x,z) and then using identity (4.3.15) in the resultant equation we find 
( (x + lyD^) zlexp {yDl) Dl + {Az + {z-\{x + 2y/:>,)) / ) exp {yDl) a^ {L f \x, z)} 
+ Xnl exp {yDl) {Li'^'^\x, z)} = 0. 8.3.15) 
hi view of the facts that [exp {yDl), z] = 0 and [exp (yDl), Z)J] = 0 (r = !,:'.,•, . . .), 
equation (8.3.15) becomes 
( (z + 2yD,) zIDl+{Az + {z-X{x + 2yD,)) I) D,+\nl) exp {yDl) {L\^^-^\:I . i} = 0, 
1^.3.16) 
which on using operational definition (8.3.1) in the l.h.s., gives 
({x + 2yD,) zIDl + (^z 4- (z - A (x + 2yD^)) I) D^ + Xnl^HLi^'^^Kx, y-z] 0, 
or, equivalently 
((xz - 2Xy) IDl + 2yzIDl + {Az + {z - Ax) / ) Z?^4-An/)j^4^'^)(x, y]z)=0 1 S.3.17) 
Now, making use of operational connection (8.3.2) in the second term on tlie l.h.s. 
of equation (8.3.17), we get assertion (8.3.13) of Theorem 8.3.3. 
Next, operating exp {yD^.) on both sides of matrix recurrence relations ( .^1 5) and 
(8.1.6a)-(8.1.6c) of the 2VLMaP Li^'^\x, z) and then following the same lines of proof 
of assertion (8.3.13), we get the assertions (8.3.14a)-(8.3.14d) of Theorem 8.3.3. D 
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Theorem 8.3.4. The Hermite-modified Laguerre matrix polynomials Hfi^'^\x,y;z) 
satisfy the following matrix differential equation and matrix recurrence relations: 
({zx -2\y)IDl + 2yzID^Dy - {zA + {Xx - z{l ~ n)) I) D, + nXl) jj fi""'"-^ {x,y-z) = {) 
(8.3.18) 
and 
(n + l)Hf!.it\x, y; z) - (zA + {2XyD, + Xx + nz) I) nfi^'^^x, y; z) 
Xz (x + 2XyD^) H / i ^ f (a;, y; z) = 0, (8.3.19a) 
(8.3.196) 
(8.3.19c) 
(8.3.19rf) 
{xD, + 2yD,) Hfi-^'^Hx, y:. z) = Xufi^^J^^. V. A. 
{zA + {Xx + nz)I-{x- 2Xy) zD^ + 2yzDy) Hfk^'^\x, y; z) 
= {n+l)Hfiit\x,y-z), 
{zD, - n) Hfi-^'^Kx, y; z) + X {2yD, + x) HL[^Ji\x, y; z) = 0, 
respectively. 
Proof Operating exp(yD^) on both sides of matrix differential equation (8.1.10) and 
matrix recurrence relations (8.1.11), (8.1.12a)-(8.1.12c) of the 2VMLMaP fi'^'^\x,z) 
and then following the same lines of proof of Theorem 8.3.3, we get assertions (8.3.18) 
and (8.3.19a)-(8.3.19d) of Theorem 8.3.4. D 
By taking suitable values of the parameters and variables in differential equations 
(8.3.13) and (8.3.18) and using the special cases mentioned in Tables 8.2.1 and 8.2.2, we 
can find the differential equations for the matrix and scalar special polynomials related 
to ffLn ' {x,y;z) and j^/A ' {x,y;z). We present the differential equations for the 
special cases of the HLMaP nLn ' {x,y; z) in the following table: 
Table 8.3.1. Differential Equations for the Special Cases of jjLn ' '{x,y;z) 
S. No. 
' 
tr. 
in. 
Special Polynomials 
HZ-I-^'^'CX,:,) 
Lk'-^\.,z-i 
Differential Equations of the Special Polynomials 
{(x-2\y)IDl +2yID:,Dy + lA + il - \x) I) D^ + nA/) HiS,""^'(i,!/) = 0 
(XZIDI + (Az + (z - Xx) I) D^ + nXl) i^^-^^x: i) = 0 [85] 
[tlDl -2{xz + X)IDl - 2 (Az + (j - 2Xi) J) D , - 4nX/) „Li^-''\x; z] = Q 
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IV. 
V. 
VI . 
VII. 
VIII. 
IX. 
X. 
HLirhx,y;z) 
J/ii."'(»:,!/) 
Wn(l.y) 
L < , " ' ( i , i ) 
H„M 
He„(l) 
[IDI -(XZ + X)IDI -(,AZ + (,Z - XX)I)D, - nX/) Hei-i*'^''('\ z) = 0 
((xz -2y)Dl +2yzDiDy + ( a r + (z - i)) £)x + n ) H^i^'C^. V; i) = 0 
( ( i - 2y)£>J+2vZ)iDp + (a + (1 - x ) ) r > i + n ) HtiT'Ci.v) = 0 
(iyD^ + xDx - r.) H„(x, y) = 0 
( X I D J + ({a + l)z - x) Dx + n) J:.5,°'(i, z) = 0 
(£i j - 2iDx + 2n) /?„(x) = 0 
( D J - xDx + n) He„(x) = 0 
The differential equations for the special cases of the HMLMaP H/n'^'^\^r, y ; : I a re 
given in the following table: 
Table 8.3.2. Differential Equat ions for t h e Special Cases of the H M L M a P 
S. No. 
I. 
II . 
i n . 
IV. 
V. 
VI . 
VII. 
Special Polynomials 
« / r ' ^ ' ( x , v ) 
fk'-'h^.z) 
Ufn (x; z) 
Hefn '(.X;Z) 
Hfk"\x,y;z) 
H/i"*(^,!/) 
/i°'(x,z) 
Differential Equat ions of the Special Polynomials 
( ( i - 2Av) IDl + 2yID^Dy - (/I + (Ax + n - 1) /) I3x + >tA/) H / i ' ' * ' ( i , i;) = 0 
[zxIDl - (zA + (Ax - ^{1 - n)) /) D^ + nA/) /4 '^ '* '{i , z) = 0 
( z / O j - 2(za: + A ) / D J + 2 ( Z A + (2AI - Z ( I - n)) /) fl^ - 4nA/) H / Z / ^ ' ^ ' C -
( Z / D J - (ZI + A ) / D J + (z/l + (Aa; - z(l - n ) ) / ) D x - nA/) He/n''' '^* (x, z 
( ( Z X - 2 J , ) D 2 ^2!/zDx£l„ - (za + (x - z(I - n) ) )D, + n) „ / i " ) ( i , y; ) 
( ( I - 2 V ) D 2 +2yDxD„ - (o + x + n - 1) D , + n) H / ^ " ' ( x , y) = 0 
(ZXDJ - (X - 2(Qr + 1 - n))D^ + n ) / i"*(x ,z) = 0 
In the same way, we can derive the recurrence relations for the matrix a^d scalar 
special polynomials related to the HLMaP /^Li^"^^(3:, y; z) and HMLMaP nln^'^'i^' y\ z). 
In the next section, we derive the generating relations for the HLMaP HL^^'^h', y, z) 
by using certain operational techniques. Also, we obtain the generating relations for the 
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special cases of these matrix polynomials as applications. 
8.4 Generating Relations 
In order to derive the generating relation for the HLMaP HLU (oc, y; z), we prove 
the following result: 
Theorem 8.4.1. The following generating equation involving the Hermite-Laguerre ma-
trix polynomials uLn ' {x,y; z) holds true: 
[ad^ (1 -f ^)-'-^^'^^^)^) exp ( , ^ . + i^fy) ,4^'^^ ( . + ^ , ,; ( - ± £ K - M ) 
= Er=o ., r(n"i.-M) i ' l r ' ^^n^'"\^^ y> -) ^F^ [~k, A + {n + 1)1; n-k + 1,^], 
1^1 < 1 ; 1^1 <1 ; ad-bc=l; n = 0,l,2,.... (8.4.1) 
Proof. We recall the result [85, p. 9(3.17)] in the following form: 
^ad)-' (1 + 6 )^-(^ +(2'=+i)^ ) exp ( ^ ) 4^-') [x, (JEllslMm^ 
1^1 <1 ; 1^1 < 1 ; ad-bc=l; n = 0, 1, 2 , . . . . (8.4.2) 
which on replacing x by MH given by equation (3.1.7), becomes 
(ad)-' (1 + *M) -('^ +(^ ^+ '^^ ^ exp ( 5 ^ {x + 2yD.)) 4^'^' {x + 2yD„ fe^±2K*£^) 
= E„~=o mx^fel) ( - ! ) " " ^^' ' '^(- + 2,Z)., . ) .F, [-/., ^ + (n + 1)/; n-k + l,^]. 
(8.4.3) 
Now, using equation (8.3.5) in both sides of equation (8.4.3), we have 
{ad)-' (1 -f ^)-(^-(^'=-^^^) exp ( ^ (X + 2,/?.)) K4^ '^^ (x,y; (^^1±^^^) 
= Er=o ^rpc^bri) ( - ^ ) " ' ' ^^" ' ' ^ (^ ' ^' ^)^^^ [-^' ^ + (" + 1)^'" - ^ -^  1' ^ ] • 
(8.4.4) 
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Decoupling the exponential operator in the I.h.s. of the above equation by using 
operational identity (2.2.13), we find 
( a d ) - ( 1 - f M ) - ( - - ( - - ) ^ , p ( ^ . . + ( ^ ) % ) 
= E ~ 0 ^FTc^eb^ H r ' HL'n^''\x, y; z) ,F, [-k, A + {n + 1)1; n-k + l,\^, 
(8,45) 
Now, using the identity (4.3.22) in the I.h.s. of equation (8.4.5), we get asse tiori 
(8.4.1) of Theorem 8.4.1. I] 
R e m a r k 8.4.1. Taking a = d = t = 1, c = 0 and replacing b by -b, we obtaii the 
following consequence of Theorem 8.4.1: 
Corollary 8.4.1. The following generating equation involving the Hermite-Laguei re 
matrix polynomials HLU ' {x,y;z) holds true: 
(1 - M-^^^^"^^^^'exp ( - ^ x - + i^fy) , 4 ^ ' ^ ) ( . - ^ , , ; . ( 1 - bz)) 
- T.ZoWf^^)HLl'''\x,y;z)^ \bz\ < 1. (-1.6) 
By taking suitable values of the parameters and variables in generating relations 
(8.4.1) and (8.4.6) and using special cases given in Table 8.2.1, we derive the gener; ting 
relations for a number of new and known matrix and scalar special polynomials. A\'e 
consider the following cases: 
I. Taking z = 1 in equations (8.4.1) and (8.4.6), making suitable computations and i sing 
special case (Table 8.2.1(1)), we get the following generating relations for the 2VHLMaP 
HL''^'^\x,y): 
(1+ §)""*"""" (l + 5 ) ' - p ( ^ x + (^)%) 
X r./"^^"'^ ' ( ^* 4- 26A3;f^ yt \ 1x4 7^  
^ ti^k \(at+c){bt+d)^ {at+c)ibt+d)^^ iat+c){bt+d}J ^"-^-'J 
= T.Z,Wri^J^){-W'HL\^''\x,y) 2F1 [-k,A + {n + l)I;n-k + h ^ ] . 
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ibt, I c I 
| - | < 1 ; | - | < 1 ; ad-bc=l; n = 0, 1, 2,. . . 
and 
= S " . t ! r t - t , ) H ^ » " ' ' " f e ! ' ) . I f -Hl . (8.4^8) 
respectively. 
II. Taking ?/ = 0 in equation (8.4.1), we obtain generating relation (8.4.2) [85, p. 9(3.17)]. 
Again, taking y = 0 in equation (8.4.6) and using special case (Table 8.2.1(11)), we get 
the following generating relation for the 2VLMaP L„ ' {x,z): 
(1 - 5.)-^ ^+(^ '=+ )^^ ) exp ( - ^ x ) 4^-^^ (., z{l - bz)) 
= ZZok^T^^Li^''\^^-)^ H < 1- (8.4.9)-
III. Taking y = —1, x —> 2a; in equations (8.4.1) and (8.4.6) and using special case (Table 
8.2.1(111)), we get the following generating relations for the 2VCHLMaP HLi^^^\x; z): 
[adr (1 + ^ )-(^^^^^^^^^) exp ( 2 ^ x - {^f) ,L[^'^^ (X - ( ^ ; ( - - K M M ) 
= Er=o ^ r r ( ^ W {-'ir'HLi'''\x- z) ,F, [-k, A + {n + 1)1; n-k+1,^], 
1^1 < 1 ; 1^1 < 1 ; ad-bc=l; n = 0, 1, 2,. . . (8.4.10) 
and 
(1 - 6.)-(^-( '^=+^)^) exp ( - 2 ^ x - i^S) HLr\ (x + ( ^ ; .(1 - bz)) 
- EZo wl^)HLi^''\^-. z), \bz\ < 1, (8.4.11) 
respectively. 
IV. Taking ?/ = - | in equations (8.4.1) and (8.4.6) and using special case (Table 
8.2.1(IV)), we get the following generating relations for the 2VCHLMaP HeL^ni^; z): 
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[ad) [i- + -^) ^^P\bzt+d^ ~ 2\bzt+d) J ff<=^k [^ (bzt+d)^ t 
- E~ 0 srrx^t^ (-!r'^ei:i^''^(^;^) 2F1 K ^ + (n 
I¥1<1; \±t\<'^-^ ad-he = I- n = 0, 1, 2, . . . (8.-1 12) 
and 
(1 - i,)-(--^(^'=+i)^) exp ( - ^ o : - i {J^f) nA'^'' ( - + ( I ^ ; ^(1 - ^-)) 
respectively. 
V. Taking A = a e C^''^ A = / = 1 in equations (8.4.1) and (8.4.6) and using 
special case (Table 8.2.1(V)), we get the following generating relations for the 3VH \ h P 
HL^n\x,y\z): 
(ad)-Ml + ^ ) - ' " " " " ^ ^ exp ( ^ x + ( ^ ) % ) , 4 " ' ( - + ( a & , y; ^ ^ ^ ^ 
I ¥ I < 1 ; 1^1 < 1 ; a a ! - f c c = l ; n = 0 , ' 1 , 2,. . .. (8.4.11) 
and 
(1 - 6 z ) - ( — ^ ' e x p ( - ^ : . + ( ^ ) % ) ^ 4 " ) (x - ^ , y ; . ( l - 6.)) 
= Er=o]grP(Sfi)H^i"^(^>?/;-)> I^^l < i> (8.4.1.^) 
respectively. 
VI. Taking A = a e C^ ' ' \ A = z = / = 1 in equations (8.4.1) and (8.4.6) and using 
special case (Table 8.2.1(VI)), we get the following generating relations for the 2VHALP 
Hll:n\x,y): 
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V „/-^"^ ( ^^ 4- 26vt ' ;/< "i 
^ -f^^fc \^(at+c)(6t+d) ^ (at+c)(6t+d)2 ' (at+c){bt+d)) 
-E r=oMT(^ tFK) ( -7 ) "~ ' ^^""^ (^ ' 2 / )2^ iKa + n + l ; n - ^ + l , ^ ] , (8.4.16) 
III < 1 ; 1^ 1 < 1 ; ad-bc=l; n = 0, 1, 2,. . . 
and 
(1 - 6)-^-^+^) exp (-jA^x + {^fy) ,1^^^ [-^^ - ^ , ^ ) 
= Er=o ^T^^Sl ) ^^n"^(^' y)^ H < 1' (8-4-17) 
respectively. 
VII. Taking X = 1, z = 0, x —)• —x in equation (8.4.6) and using special case (Table 
8.2.1(VII)), we obtain the following generating relation for the 2VHKdFP //„(x, y) [40, p. 
87(46)]: 
exp {hx + b^y) Hk {x + 2by, y) = E ~ o r(Bkr)Hn{x, y). (8.4.18) 
VIII. Taking A = a e C^^\ y = 0, A = / = 1 in equations (8.4.1) and (8.4.6) and 
using special case (Table 8.2.1 (VIII)), we get the following generating relations for the 
2VALP L^"^(x,z): 
iad)-' (1 + ^)-(^^^^^^) exp ( ^ x ) Lt"^ {x, ( - - K ^ ^ ) 
1^1 <1 ; 1^1 < 1 ; ad-bc==l; n = 0, 1, 2 , . . . , (8.4.19) 
and 
(1 - bz)-'''^^''^'''' exp (-Y=T/) 4" ' ( '^ 'i' - ^-)) 
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n=0 ^ ' 
respectively. Taking z = lm equation (8.4.19), we obtain [120, p. 331(32)]. 
IX. Taking X = I, y = - 1 , 2 = 0, a; -> -2x in equation (8.4.6) and using special case 
(Table 8.2.1(IX)), we obtain the following generating relation for the classical Hf;rmite 
polynomials Hn{x) [103, p. 106]: 
exp {2bx - b') H, ix-b) = EZo r x S r i y ^ - W - (^'^ ^l) 
X. Taking X = 1, y = - | , z = 0, a; —>• -a; in equation (8.4.6) and using special 
case (Table 8.2.1(X)), we get the following generating relation for the classical Hcriuite 
polynomials //e„(x): 
exp i^bx ~ -b'j He, (x - 6) = J ] - ^ — _ - _ ^ / / e „ ( x ) . (t.4 22) 
The generating relations obtained in this section show the usefulness of the oper-
ational techniques in deriving the results for the newly introduced special polyiioriiials 
from the corresponding ones holding for the known special polynomials. 
8.5 Concluding Remarks 
In this paper, the Hermite-Laguerre matrix polynomials ^^n ' ix,y]z) aiid the 
Hermite-modificd Laguerre matrix polynomials nln ' {x,y;z) are introduced. Ihese 
polynomials are introduced by taking the 2VHKdFP Hn{x, y) as base in the ge lei at-
ing functions of the 2VLMaP L^n'^\x,z) and 2VMLMaP fi^'^\x,z). Since the 2VLP 
Lni^ty) are also important from the view point of applications, therefore we ej:plore 
the possibility of taking these polynomials as base in the generating function of the 
2VLMaP L„ ' '[x,z). The resultant polynomials are called the Laguerre-Laguerr9 ma-
trix polynomials. 
To introduce the Laguerre-Laguerre matrix polynomials (LLMaP) denoted b / 
i,LJi ' \x,y\ z), we replace x in the l.h.s. of equation (8.1.1) by the multiphcative tpera-
tor ML given by equation (5.1.1) of the 2VLP L„(x, y) and denote the resultant LI-MaP 
in the r.h.s. by iL\ ' '{x, y; z), so that we have 
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(1 - ^^-(^^^^exp ( ^ ^ (y - D - ) ) = f ; , L ( ' ^ . ^ ) ( x , , ; z ) r , (8.5.1) 
where A is a, positive stable matrix in C"""" (r e N) and A is a complex number with 
Re{X) > 0. 
Decoupling the exponential operator in the l.h.s. of equation (8.5.1) by using iden-
tity (4.2.5) and then using operational definition (4.1.8) in the resultant equation, we 
get the following generating function for the LLMaP LLi^''^\x,y; z): 
(1 - zt)-^'^'^ Co ( f ^ ) exp ( ^ ) = EZoLLk'^^'i-^yi-r, 
(8.5.2) 
x,y,z,teC, \zt\ <1, 
where yl is a positive stable matrix in C ^ ' ' (r G N), A is a complex number with 
Re{X) > 0 and Co{x) denotes the 0''^ order Tricomi function. 
In order to find the series definition of the LLMaP iZ-„ ' (x, y; z), we expand the 
exponential term in the l.h.s. of equation (8.5.1), so that we have 
E ^ ^ ^ (1 - zt)-'"''''''''' (y - D--f {1} = f:,Llf'\r, y; z^, (8.5.3) 
*:=0 • n = 0 
which on using equation (8.1.18) in the l.h.s. becomes 
E - ^ ^ ^ (1 - ztr^'^''-"'^^' Lk{x,y) = E ^ 4 " ' ' H - , y; ^r- (8.5.4) 
fc=o • n=o 
Now, expanding (1 — zt)~^ +( + ) ) in t he l.h.s. of equat ion (8.5.4) by using equat ion 
(8.2.7), we find 
^ ^ ( - l ) ' ^ ' y ^ ; ^ ) " " ^ " ' ' ' ( ^ + / ) „^ , ( ( , l + / ) , ) - ^ = f ; ,L(^ .^)(^ ,y; . )^». (8.5.5) 
n=0 fc=0 ' ' "=0 
Rearrangement of the series in the l.h.s. of equation (8.5.5), gives 
00 n / -\\k \k T I \ n—kj-Ti QQ 
E E kUn 1)1 i^+nn{{A + I)k)-' = J2LLl^''\x,y-z)t\ (8-5.6) 
n=0 fc=0 ' ^^ '' "=0 
which on equating the coeflficients of like powers of t in both sides, yields 
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Making use of definition (5.1.4) in the r.h.s. of equation (8.5.7), we get the folk wing 
series definition of the LLMaP iLi ' '{x, y; z): 
Since Co(0) = 1, therefore, taking x = 0 in equation (8.5.2) and using definition 
(8.1.1), we have 
^L[^''\0,y;z) = Li^''\y,z). (85.9) 
Again, taking y = 0 m equation (8.5.1) and using definition (8.1.1), we have 
i4'^'^)(.r,0;z) = 4 ^ - ^ ) ( - D ; \ Z ) . (8.M0) 
From generating function (8.5.2), we find 
Dy LLif''\x,y-z) = ~D^ X D, ^4'^>^'(x, y; z), (8.5 l i ) 
which in view of relation (4.1.15), can be written as 
Dy LL^^-''\x,y;z) = - - ^ ^Li^^'\x,y;z), (8.5 IJ) 
dD X 
The formal solution of equation (8.5.12) along with initial condition (8.5.9) is gi/eii 
by 
z,Li-^'^)(x,2/;z) = e x p ( - P ; i D , ) L\^''\y,z), (8.5.131 
or, equivalently the solution of equation (8.5.12) along with initial condition (8.5.101 is 
given by 
,L\t''\x, y- z) = exp ( - y ^ ) Li''''\-D;\ z). (8.5. 4; 
Also, from equations (8.1.1) and (8.5.1), it follows that 
LLi,^''\x,y;z) = li^''^ {y - D~\z) . (8.5.15) 
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Equations (8.5.13)-(8.5.15) provide operational rules connecting LL\^'^\X, y; z) with 
2VLMaP Ln ' {x,z). A simple computation shows that these operational rules can be 
written in the following generalized forms: 
LLi'^'^\mx, m{y + w); kz) = exp {~D-^Dy) L\f''^\m{y + w), kz) 
= exp {{w - D~^)Dy) Li^'^\my, kz), 
iLn ' '(mx, m{y + w)\ kz) = Co {xDy) Ln\m{y + w), kz) 
= CQ (xDy) exp (wDy) Ln (my, kz), 
LL\^'^'{mx,m{y + w); kz) - exp i-y^^j Ll^'^\m{w - D~^), kz) 
= exp ( - ( y + w)^) Li^'^\-mD-\ kz) 
(8.5.16) 
(8.5.17) 
(8.5.18) 
and 
LL^^'^\mx, m{y + w); kz) = L\^'^\m{y + w - D'^), kz). (8.5.19) 
By making use of operational rules (8.5.13)-(8.5.19), we can derive the results 
for the LLMaP ^Li ' {x,y;z) from the corresponding ones holding for the 2VLMaP 
Li^''\x,z). 
Also, in view of equations (5.1.3) and (8.5.2), we note that 
iL (^ ' i ) ( - x , -y ;0 ) = ^L„ (x ,y ) . (8.5.20) 
Thus, for A = 1, z = 0, a: —)• -x, y —>• —y, equations (8.5.2) and (8.5.8) reduce to 
equations (5.1.3) and (5.1.4), respectively. 
We remark that other important properties of the LLMaP iLn ' '{x, y; z) may be 
established and further results for these matrix polynomials can be derived. However, 
the 2VLP L„(x, y) can also be used to introduce the Laguerre-modified Laguerre matrix 
polynomials. 
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In this paper, we introduce the 2-variable generalized Hermite matrix polynomiuls 
(ZVGHMaP) Hnix, y\ A) and discuss their special properties. Further we use the represen-
tation theory of the harmonic oscillator Lie algebra Q{Q, 1) to derive certain results involving 
these polynomials. Furthermore, as applications of our main results, we derive the generating 
relations for the ordinary as well as matrix polynomials related to 2VGHMaP H^{x,y; A). 
Keywords: 2-variable generalized Hermite matrix polynomials, Lie group, Lie Algebra, lepre-
sentation theory, generating relations. 
AMS Classifications: 33C50, 33C80. 
I. Introduction 
Special matrix functions appear in statistics, Lie group theory and number theory 
[3, 12, 19, 22]. In the last two decades matrix polynomials have become important 
and some results of the classical orthogonal polynomials have been extended to 
orthogonal matrix polynomials, see for example [10, 11, 13, 16, 20]. Hermite matrix 
polynomials have been introduced and studied in [14, 15] for matrices in C" ' ' " 
whose eigenvalues are all situated in the right open half-plane. Some properties of 
Hermite matrix polynomials are discussed in [7, 8]. 
If A is a matrix in C"^"", its spectrum cf{A) denotes the set of all the eigenvalues 
of A and a{A) = max{Re(z) : z e o-(A)), )3(A) = min{ReU) : z e a(A)}. If fiz) 
and g(z) are holomorphic functions in an open set Q, of the complex plane and 
if cr(A) C Q, then following the Riesz-Dunford functional calculus [9, p. f)58], 
we denote by / (A) and giA) the images of functions f(z) and g(z), respectively, 
acting on the matrix A and 
f(A)g(A) = g(A)f(A). <11) 
If Do is the complex plane cut along the negative real axis and log(z) denotes the 
principal logarithm of z, then z^^^ represents exp(| log(z)). If the matrix A e C" ^ '" 
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A B S T R A C T 
In this paper, we introduce families of Legendre-Sheffer polynomials correspondmg to two 
different fonns of 2-vaTiable Legendre polynomials. We discuss their special properties and 
establish a correspondence between the Sheffer and Legendre-Sheffer families Further, 
we obtain some important results involving Legendre-Hermite and Legendre-Laguerre 
polynomials as applications. 
© 2011 Elsevier Ltd. All rights reserved. 
1. Introduction and preliminaries 
The monomiality principle provides a useful tool to study the properties of special polynomials. The idea of monomiality 
traces back to the early 1940s, when Steffenson [ 1 ] suggested the concept of poweroid. The concept of monomiality principle 
is reformulated and developed by Dattoli [2], according to which, the polynomial set Pn WneN is "quasi-monomial" if there 
exist two operators M and P. called respectively, the multiplicative and derivative operators, satisfying for all n e N the 
identities 
M{p„(x)}=p„+,(x) 
and 
(l.la) 
(1.1b) P(Pn(x)} = np„_i(x). 
The operators M and P satisfy the commutation relation: 
[P,MI = PM-MP = i (1.2) 
and thus display the Weyl group structure. If the considered polynomial setp„{x)„^j^ is quasi-monomial, its properties can 
easily be derived from those of the M and P operators. In fact; 
(i) If M and P have differential realization, then the polynomial p„(x) satisfies the differential equation 
MP{p„(x)} = np„(x). (1.3) 
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A B S T R A C T 
In this paper, the Laguerre-Sheffer polynomials are introduced by using the ntonomiality 
principle formalism and operational methods. The generating function for the Laguerre-
Sheffer polynomials is derived and a correspondence between these polynomials and the 
Sheffer polynomials is established. Further, differential equation, recurrence relations and 
other properties for the Laguerre-Sheffer polynomials are established. Some concluding 
remarks ai^ e also givea 
© 2011 Elsevier Inc. All ri^ts reserved. 
1. Introduction and preliminaries 
Sequences of polynomials play an important role in various branches of science. One of the imporunt classes of polyno-
mial sequences is the class of Sheffer sequences. There are several ways to define this class, among which by a generating 
function and by a differential recurrence relation are most common. A polynomial sequence {Sn(Af))^ (, {s„(x) being a poly-
nomial of degree n) is called Sheffer A-type zero [18. p. 222 (Theorem 72)] (which we shall hereafter call Sheffer-type). if 
s„{x) possesses the exponential generating function of the form 
/i(t)exp(xH(0) = £;sn(x) 
n=0 
t" 
n! 
where A{t) and H(t) have (at least the formal) expansions: 
Mt) = J^A„-, Ao^O 
n=0 
»id 
Hit) 
n=l 
(1.1) 
(1.2a) 
(1.2b) 
respectively. 
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A B S T R A C T 
This article deals with the introduction of Appeil type sets of polynomials and associated 
numbers. The 2-iterated Appeil polynomials are introduced and the Bernoulli and Euler 
based Appeil polynomials are deduced as their particular cases. Different sets of polynomi-
als, namely 2-iterated Bernoulli and Euler, Bernoulli-Euler (or Euler-Bernoulli) and their 
related numbers are considered. The operational relations between these families and App-
eil polynomials are used on the results of the Bernoulli and Euler polynomials to obtain the 
results for the corresponding mixed polynomials. 
© 2013 Elsevier Inc. All rights reserved. 
1. Introduction and preliminaries 
The class of Appeil sequences [1] is an important class of polynomial sequences and appears in different applications in 
pure and applied mathematics. The AppeU sequences are characterized by Roman [16| in several ways. The Appeil polyno-
mials [11 may be defined by either of the following equivalent conditions: 
{A„(x)} (n e No) is an Appeil set (A„ being of degree exactly n), if either. 
(') iiMx) = nA„-, (x) (n e r^ o), or 
(ii) there exists an exponential generating function of the form 
n=0 
where/1(f) has (at least the formal) expansion: 
Alternatively, the sequence >4„(x) [16] is Appeil forg(t), if and only if 
where 
t" 
n=0 " • 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
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A general dass of the 2-variable polynomials is considered, and its properties are derived. Fiuther, these polyn«nials are 
used to introduce the 2-variable general-Appell polynomials (2VgAP). The generating function for the 2VgAP is derived, and 
a correspondence between these polynomials and the Appell polynomials is established. The differential equation, recurrence 
relations, and other properties for the 2VgAP are obtained within the context of the monomiality principle. This paper is the first 
attempt in the direction of introdudng a new family of spedal polynomials, whidi indudes many other new special polynomial 
families as its particular cases. 
1. Introduction and Preliminaries 
The i^jpell polynomials are very often found in different 
applications in ptire and applied mathematics. The AppeU 
polynomials [1] may be defined by either of the following 
equivalent conditions: {A„(x)}in € Ng) is an Appell set (A„ 
being of degree exactly n) if either, 
(i) (d/dx)A„(x) = «A^ , (x ) (« € No) or 
(ii) there exists an exponential generating function of the 
form 
The sequence A„(x) is Appell for g{t), if and only if 
Ait)exp(xt) = Y^A„(x)-, (1) 
where A{t) has (at least the formal) expansion: 
oo .n 
A ( 0 = X ^ „ - (Ao^O). (2) 
n=0 " • 
Roman [2] characterized Appell sequences in several 
ways. Properties of Appell sequences are naturally handled 
within the framework of m o d e m classical umbral calculus by 
Roman [2]. We recall the following result [2, Theorem 2.5.3], 
which can be viewed as an alternate definition of Appell 
sequences. 
I oo n^ 
9 it) 
where 
oo .n 
(3) 
(4) 
A{t) (5) 
In view of (1) and (3), we have 
I 
The Appell class contains important sequences such as the 
Bernoulli and Euler polynomials and their generalized forms. 
Some known Appell polynomials are listed in Table 1. 
We recall that, according to the monomiality principle [15, 
16], a polynomial set {p„{x))„^f^ is "quasimonomial", provided 
there exist two operators M and P playing, respectively, 
the role of multiplicative and derivative operators, for the 
family of polynomials. These operators satisfy the following 
identities, for all n 6 P*J: 
P {p„{x)}=np^^{x). 
(6) 
(7) 
