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Abstract
Approximate exchange-correlation functionals
built by modeling in a non-linear way the adi-
abatic connection (AC) integrand of density
functional theory have many attractive fea-
tures, being virtually parameters-free and sat-
isfying different exact properties, but they also
have a fundamental flaw: they violate the size-
consistency condition, crucial to evaluate inter-
action energies of molecular systems. We show
that size consistency in the AC-based function-
als can be restored in a very simple way at no
extra computational cost. Results on a large
set of benchmark molecular interaction energies
show that functionals based on the interaction
strength interpolation approximations are sig-
nificantly more accurate than the second-order
perturbation theory.
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With applications that stretch from solid
state physics to biochemistry, Kohn-Sham den-
sity functional theory (KS-DFT)1 is presently
the most employed electronic structure method.
Although the theory is in principle exact, any
practical implementation of KS-DFT must rely
on approximations for the exchange-correlation
(XC) functional, which should capture all the
many-body effects beyond the simple Hartree
theory. Despite the existence of hundreds
of different XC approximations2,3 and their
widespread success in various disciplines,2 KS-
DFT still encounters open issues, which ham-
per its overall predictive power2,4–6 and make
the quest for better approximations a crucial re-
search field for computational chemistry, solid
state physics and materials science.2,4–6
The density-fixed adiabatic connection (AC)
formalism7,8 provides an exact expression for
the XC energy functional Exc[ρ],
Exc[ρ] =
∫ 1
0
Wλ[ρ]dλ, (1)
where Wλ[ρ] is the AC integrand,
Wλ[ρ] = 〈Ψλ[ρ]|Vˆee|Ψλ[ρ]〉 − U [ρ], (2)
Ψλ[ρ] is the fermionic wavefunction with den-
sity ρ(r) that minimizes the sum of the kinetic
energy Tˆ and of the electron-electron repul-
sion Vˆee scaled by the coupling constant λ, and
U [ρ] is the Hartree energy. For small systems,
Wλ[ρ] has also been computed exactly through
eq 2. However, this requires the solution of the
many-body Schro¨dinger equation.9–11 Thus, to
all practical purposes Wλ[ρ] must be approxi-
mated.
Equation 1 has been a fundamental milestone
in guiding the construction of approximations.
Early AC-based XC functionals used forms that
depend linearly on some chosen input ingredi-
ents, such as the exchange energy from Hartree-
Fock theory as value to be recovered at λ = 0,
and semilocal approximations at some λ = λp
between 0 and 1. These forms are commonly
used for the construction of hybrid12–14 and
double-hybrid15–17 density functionals, result-
ing in mixing a fixed fraction of Hartree-Fock
exchange and second-order perturbation theory
with semilocal functionals. They often work
well for main-group chemistry, but they show
important limitations for various other prob-
lems as for example the chemistry of transi-
tion metals18 (where they even worsen the re-
sults with respect to simpler semilocal func-
tionals), metal-molecule interfaces,19 and even
non-covalent bonding (unless an ad hoc van der
Waals correction is used).20,21 Their main dis-
advantage is that the mixing fractions are fixed
and cannot adapt to different systems or to dif-
ferent parts of a system.
To address this problem, several models in
which the input ingredients enter in a non-
linear way have been proposed.11,22–26 These
latter forms do not need to rely on empiri-
cism, and can adapt automatically to the pe-
culiarities of the system under study. Along
these lines, Ernzerhof had proposed Pade´ forms
for the λ-dependence of the AC integrand,22
which later were used for the construction of the
MCY family of functionals that are constrained
to be free of one-electron self-interaction er-
ror.25,27 Another example of models that use in-
put ingredients in a non-linear way is provided
by the interaction strength interpolation (ISI)
functionals, which depend explicitly on the
weak- and strong-coupling ingredients,23,24,28–30
essentially extending to non-uniform densities
Wigner’s31,32 idea for approximating the energy
of the homogeneous electron gas. Despite the
advantages of the nonlinear forms over the lin-
ear ones, the former encounter a fundamental
flaw: the XC functionals that are constructed
from them are not size-consistent for systems
composed by different species of fragments.27,33
This depends on the fact that these methods
employ as input ingredients global quantities
(integrated over all space). A route that is cur-
rently being explored addresses this issue by
modeling the AC at each given spatial position
r, using energy densities wλ(r)
26,34–36 instead of
quantities integrated over all space. This strat-
egy is very promising, but does not allow us-
ing in a straightforward way semilocal ingredi-
ents,26,33–39 because of the inherent ambiguity
in the definition of energy densities, a prob-
lem shared with the construction of local hybrid
2
functionals.37,40,41
In this Letter we show that size consistency of
the global (integrated over all space) AC forms
in which the ingredients enter in a non-linear
way can be restored in a remarkably simple way,
making it possible to obtain meaningful inter-
action energies at no additional computational
cost.
Consider a system M (e.g., a molecular com-
plex) composed of a set of fragments Ai, with
i = 1, . . . , N . The interaction energy is a key
quantity in chemistry and it is defined as
Eint(M) = E(M)−
N∑
i=1
E(Ai), (3)
where E(M) is the energy of the bound system
M and E(Ai) are the energies of the individual
fragments. If we now compute the energy of
a system M∗ made of the same fragments Ai
placed at a very large (infinite) distance from
each other, any size-consistent method should
give Eint(M∗) = 0, or equivalently
E(M∗) =
N∑
i=1
E(Ai). (4)
We should stress at this point that size con-
sistency in DFT is in general a very subtle is-
sue, particularly when dealing with fragments
with a degenerate ground state (e.g., open-shell
atoms), as the (spin) density is not anymore
an intensive quantity.42,43 To disentangle this
more general DFT problem from the one of
size-consistency of the non-linear AC models,
here we focus on the cases where the fragments
have a non-degenerate ground-state,44 consid-
ering non-covalent interactions.
The idea behind AC-based functionals is to
use a certain number of input ingredients Wi[ρ],
constructing a λ-dependent function that in-
terpolates between them. For example, many
standard hybrid functionals model Wλ[ρ] with
functions of the kind
W hybλ [ρ] = W
DFA
λ [ρ] + (E
HF
x [ρ]− EDFAx [ρ])λn−1,
(5)
where WDFAλ [ρ] is a given density-functional
approximation (usually a semilocal functional),
with its exchange component WDFAλ=0 [ρ] =
EDFAx [ρ], and E
HF
x [ρ] is the Hartree-Fock (HF)
exchange energy.
This kind of expressions, when inserted in
eq 1, yields a fixed fraction 1/n of HF ex-
change energy mixed with a semilocal density
functional approximation. Because the input
ingredients, in this case WDFAλ [ρ], E
HF
x [ρ], and
EDFAx [ρ], enter linearly in the model of eq 5, the
resulting XC functional automatically satisfies
the size-consistency condition of eq 4 if the in-
dividual ingredients do.
As examples of approximations in which the
ingredients enter in a non-linear way, consider
first the Pade´([1/1]) form introduced by Ernz-
erhof,22
WPadλ [ρ] = a[ρ] +
b[ρ]λ
1 + c[ρ]λ
, (6)
with a[ρ] = W0[ρ] = E
HF
x [ρ], b[ρ] = W
′
0[ρ]
(which can be obtained from second-order
perturbation theory), and c[ρ] = λ−1p −
W ′0[ρ](W0[ρ] − WDFAλp [ρ])−1, where WDFAλp [ρ]
could be a semilocal functional at a chosen value
λp. We see immediately that in this case, even
if the input quantities W0, W
′
0 and Wλp sat-
isfy the size-consistency condition of eq 4, the
resulting XC functional from eq 1 does not, be-
cause it is given by a non-linear function fPad of
these ingredients, EPadxc = f
Pad(W0,W
′
0,Wλp).
Another example is the idea of Seidl and co-
workers23,24 to build approximate Wλ[ρ] by in-
terpolating between its weak- (λ → 0) and
strong- (λ→∞) coupling expansions,
Wλ→0[ρ] = W0[ρ] + λW ′0[ρ] + · · · (7)
Wλ→∞[ρ] = W∞[ρ] +
W ′∞[ρ]√
λ
+ · · · , (8)
which allows avoiding bias towards the weakly
correlated regime, and to include more pieces
of exact information. The λ → 0 limit of
eq 7 is provided by the exact exchange and
the second-order perturbation theory, while the
functionals W∞[ρ] and W ′∞[ρ] describe a float-
ing Wigner crystal with a metric dictated by
the density.28,45
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Different formulas that interpolate between
the limits of eqs 7 and 8 are available in the
literature .23,24,26,28,46 As in the Pade´ example
of eq 6, when these interpolation formulas are
inserted in eq 1 they give an XC energy that is
a nonlinear function of the 4 ingredients (or a
subset thereof) W0[ρ],W
′
0[ρ],W
′
∞[ρ],W∞[ρ] ap-
pearing in eqs 7-8.
It is clear from these examples that we can
write a general XC functional obtained by mod-
eling the adiabatic connection as
EACMxc [ρ] = f
ACM(W[ρ]), (9)
where fACM is a non-linear function that results
from the integration [via eq1] of the given adi-
abatic connection model (ACM), and W[ρ] =
{W1[ρ], ...,Wk[ρ]} is a compact notation for the
k input ingredients that have been used. Then
we have
N∑
i=1
EACMxc (Ai) =
N∑
i=1
fACM (W(Ai)) , (10)
and
EACMxc (M
∗) = fACM
(
N∑
i=1
W(Ai)
)
. (11)
This equation is one of the main points in this
work. Although conceptually simple, it shows
that the energy of a set of infinitely distant frag-
ments (M∗) can be expressed as a function of
the quantities of the isolated fragments. No-
tice that this holds in this special case because
fACM is a function of global size-consistent44
quantities. For size-inconsistent wavefunction
methods, such as CISD, this is usually not true,
and the energy of M∗ needs to be computed by
performing an extra calculation with the frag-
ments at a large distance, which might be tricky
to do in practice.
Essentially all the models that have been pro-
posed in the literature27 satisfy the condition
fACM (NW(A)) = NfACM (W(A)) , (12)
meaning that they are size-consistent when a
system dissociates into equal fragments (size-
extensivity). This is also a key difference with
the size-consistency problem of wavefunction
methods, which also arises in the case of equal
fragments. However, when the Ai are of differ-
ent species, eqs 10 and 11 give in general differ-
ent results, and attempts to make them equal
for a non-linear model have failed so far.27
As said, evaluating eq 10 or eq 11 has exactly
the same computational cost, as both equations
only need the input ingredients for the indi-
vidual fragments. The idea behind the size-
consistency correction (SCC) is thus extremely
simple and it is related to discussions reported
in Refs.:47–49 it consists in using the difference
between eq 11 and eq 10 to cancel the size-
consistency error that is made when evaluating
interaction energies from eq 3,
∆SCC =
N∑
i=1
fACM (W(Ai))−fACM
(
N∑
i=1
W(Ai).
)
.
(13)
Note that this correction is fundamentally dif-
ferent from a direct calculation of
∑
iE(Ai) −
E(M∗), since, due to the use of eq (11), only the
knowledge of the isolated fragments is required
here, while there is no need to deal with the
(possibly tricky) calculation of the supramolec-
ular energy M∗.
Adding ∆SCC to an interaction energy com-
puted via eq 3 is equivalent to always evaluat-
ing interaction energies with respect to eq 11
instead of eq 10, i.e.,
EACM,SCCxc,int [ρ] = f
ACM (W(M))−fACM
(
N∑
i=1
W(Ai)
)
.
(14)
As an example of the performance of the
SCC, we examine here ACMs that link the
two limits of eqs 7 and 8. As said, we focus
on non-covalent interactions because the frag-
ments Ai have a non-degenerate ground state,
which should guarantee size-consistency of the
input ingredients .42,43 Moreover, in this case
the interaction energy is small and so the cor-
rection can be relevant: for covalent interac-
tions, in fact, the correction is of the same
order of magnitude as for non-covalent ones,
4
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Figure 1: The absolute errors on the inter-
action energy (kcal/mol, log-scale) for a set
of dispersion heterodimers, containing the no-
ble gas atoms, obtained with the rev-ISI and
Pade´([1/1]) functionals with and without the
inclusion of the SCC of eq 13 (1: He-Ne, 2: He-
Ar, 3: Ne-Ar, 4: Ar-Kr, 5: CH4-Ne, 6: C6H6-Ne).
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Figure 2: Interaction energy curve for the HeNe
heterodimer obtained with the rev-ISI func-
tional with and without the SCC of eq 13. The
MP2 curve is shown for comparison and the ac-
curate curve has been taken from Ref.50
but the interaction energy is at least two or-
ders of magnitude larger. All calculations have
been performed using a development version of
the TURBOMOLE package,51,52 with computa-
tional details similar to those of Refs. 48 and,53
in which the ISI-like functionals are evaluated
on Hartree-Fock orbitals (see Section IV.D of
Ref. 53 for some discussion of this choice).
Thus, in eq 7 W0[ρ] = E
HF
x [ρ] and W
′
0[ρ] is twice
the second-order Mo¨ller-Plesset (MP2) corre-
lation energy, W ′0[ρ] = 2E
MP2
c . The strong-
coupling functionals W∞[ρ] and W ′∞[ρ] of eq 8
are approximated with the point-charge-plus-
continuum (PC) semilocal model,54 which is
reasonably accurate .28,45 We test different in-
terpolation formulas that have been proposed
in the literature, namely SPL,23 rev-ISI28 and
LB46 Additionally, we also tested the Pade´[1,1]
formula of eq 6 by using λp =∞. The interpo-
lation formulas and additional computational
details are reported in the Supporting Informa-
tion.
As a first example, in Fig. 1 we show the
absolute errors in the interaction energy for a
set of dispersion complexes made of fragments
of different species obtained from the rev-ISI
and the Pade´ interpolation formulas, computed
with and without the SCC. From this figure we
can see that in both cases the error is reduced
by an order of magnitude when the correction
is applied, i.e, when eq 14 is used.
In Figure 2 we also report the interaction en-
ergy curve for He-Ne obtained from the rev-ISI
functional. We see that the rev-ISI curve has a
very reasonable shape, but, because of the size-
consistency error, when computed with eq 3 it
goes to a positive value with respect to the sum
of the fragment energies. Instead, when the
SCC is applied, the correct asymptotic value of
the dissociation curve (given by eq 11) is used
to compute interaction energies. Very similar
figures are obtained when we consider other in-
terpolation formulas and other systems, with
the overall shift that is sometimes positive and
sometimes negative.
Finally, we use the SCC to assess the accuracy
of AC-based functionals for more non-covalent
complexes relevant for chemistry and biology.
For this purpose, we employ the well established
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quantum-chemical dataset for non-covalent in-
teractions S66.55
In Figure 3 we report the values of
δSCCi =
∣∣∣∣∣Erev−ISI−SCCi − ErefiErefi
∣∣∣∣∣−
∣∣∣∣∣Erev−ISIi − ErefiErefi
∣∣∣∣∣ ,
(15)
where the index i = 1, . . . , 66 labels the various
complexes, Erefi is the reference interaction en-
ergy of the i-th complex and Erev−ISI−SCCi and
Erev−ISIi are the corresponding interaction ener-
gies calculated with rev-ISI with and without
the SCC correction, respectively. Thus a nega-
tive (positive) δSCCi means that the SCC reduces
(increases) the relative error of the interaction
energies. Notice that in Figure 3 the S66 com-
plexes are sorted in ascending order according
to the computed |∆SCC| value (see inset of Fig-
ure 3). Thus, one can see that, for systems
where |∆SCC| is non-negligible (i.e. i &30),
the inclusion of the SCC brings an improve-
ment of the results (δSCCi < 0) and that the
improvement can be as large as 10%. On the
other hand, there are some systems (i.e. i .30)
with a negligible SCC. This is not surprising,
as the S66 dataset contains 17 homodimers, for
which the AC-based functionals are already size
consistent. Moreover, there is another case in
which the size-consistency error becomes neg-
ligible: when the ratio qi = Wi(A)/Wi(B) be-
tween the ith input ingredient of fragment A
and of fragment B is roughly the same for all
i, qi ≈ q, a case that becomes mathematically
equivalent to eq 12. In summary, Figure 3
shows that the larger is the ∆SCC value, the
larger is the reduction of the errors. This in-
dicates that the inclusion of ∆SCC is significant
and works correctly for most non-covalent com-
plexes having different constituting units.
More generally, for all the SCC-ISI-like func-
tionals that we examined, the performance for
non-covalent interactions is quite good, being
comparable or better than state-of-the art com-
putational approaches (see Table 1). Espe-
cially for dispersion and mixed complexes, all
the ACMs perform 7 or 8 times better than
the B2PLYP double hybrid and twice as bet-
ter than MP2 (note that both of these methods
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Figure 3: Difference δSCCi of the absolute rel-
ative errors on interaction energies calculated
with and without SCC for the complexes of the
S66 test set (sorted with increasing |∆SCC|, see
inset).
have the same computational cost as the SCC-
ISI-like functionals). This is quite relevant, con-
sidering that ISI-like functionals have not been
explicitly constructed to model interaction en-
ergies and do not employ any empirical param-
eter (in contrast e.g. to the approaches in the
last three lines of Table 1). Notice also that,
for AC-based functionals, not only is the mean
absolute error low but also the variance (last
column of Tab. 1). Therefore, these functionals
can describe different types of interactions with
similar accuracy.
We have shown that exchange-correlation
functionals built by approximating the adia-
batic connection integrand with functions in
which the input ingredients enter in a non-linear
way can be made size-consistent at no extra
computational cost. The starting idea is that
size-consistency is restored once we consider
fragments that are infinitely far apart, whose
energy, by virtue of eq 11, we compute from the
sum of quantities of individual fragments. We
focused here only on the case of non-covalent
interactions, but the method is generally appli-
cable also to covalent systems. We also remark
that, even though in this work we only con-
sider a few ACMs functionals, the SCC based
on eq 11 has a more general applicability to any
functional built using the adiabatic connection
framework as well as to any functional depend-
ing non-linearly on size-consistent global quan-
tities.
We have shown that our SCC provides in
many cases an important correction to the in-
6
Table 1: Mean absolute error (and variance, last column), in kcal/mol, for the S66
data set and some of its subsets, for different AC-based functionals including SCC
and evaluated on Hartree-Fock density an orbitals. For all results see Table S2 in
the Supporting Information. The last four lines report, for comparison, results from
literature.55,56
method H-bonds dispersion mixed total variance
rev-ISI 0.35 0.44 0.20 0.33 0.08
ISI 0.37 0.42 0.19 0.33 0.09
SPL 0.42 0.42 0.19 0.35 0.11
LB 0.36 0.41 0.19 0.31 0.14
MP2 0.11 0.81 0.45 0.45 0.29
SCS-MI-MP2 0.19 0.45 0.20 0.19 0.10
SCS-CCSD 0.30 0.08 0.08 0.27 0.05
B2PLYP 0.72 2.79 1.63 1.71 1.26
teraction energy and leads to a considerable im-
provement of the accuracy of various ACMs.
Thus, it is a simple and efficient way to cor-
rect one of the main drawbacks of actual ACMs,
which can now be reliably used for different ap-
plications. This opens the quest for the de-
velopment of improved ACMs. A promising
route in this direction is the construction of ap-
proximations by interpolating energy densities
along the adiabatic connection, which requires
non-local functionals for the strong-interaction
limit35,57 and/or for the λ = 1 case .58
The Supporting Information is available free
of charge on the ACS Publications website at
DOI:.
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Supporting Information
Mathematical forms of the used interpolation models
In this section we give mathematical forms of the used interpolation models for the AC integrand.
Interaction-Strength Interpolation (ISI):48,54
W ISIλ = W∞[ρ] +
X[ρ]√
1 + Y [ρ]λ+ Z[ρ]
, (16)
where X, Y and Z are given by:
X =
xy2
z2
, Y =
x2y2
z4
, Z =
xy2
z3
− 1 (17)
with x = −2W ′0[ρ], y = W ′∞[ρ], and z = W0[ρ]−W∞[ρ].
Revised Interaction-Strength Interpolation (rev-ISI):28
W rISIλ =
∂
∂λ
(
arISI[ρ]λ
brISI[ρ]λ√
1 + crISI[ρ]λ+ drISI[ρ]
)
, (18)
with:
arISI[ρ] = W∞[ρ]
brISI[ρ] = − 4W
′
0[ρ]W
′
∞[ρ]
2
(W0[ρ]−W∞[ρ])2
crISI[ρ] = − 8W
′
0[ρ]
2W ′∞[ρ]
2
(W0[ρ]−W∞[ρ])4
drISI[ρ] = −1− 4W
′
0[ρ]W
′
∞[ρ]
2
(W0[ρ]−W∞[ρ])3 .e (19)
Seidl-Perdew-Levy (SPL):23,26,45
W SPLλ = a
SPL[ρ] +
bSPL[ρ]√
1 + cSPL[ρ]λ
(20)
with:
aSPL[ρ] = W∞[ρ]
bSPL[ρ] = W0[ρ]−W∞[ρ]
cSPL[ρ] = − 2W
′
0[ρ]
W0[ρ]−W∞[ρ] . (21)
Liu-Burke (LB):26,29
W LBλ = a
LB[ρ] + bLB[ρ]
(
1
(1 + cLB[ρ]λ)2
+
1√
1 + cLB[ρ]λ
)
, (22)
8
with:
aLB[ρ] = W∞[ρ]
bLB[ρ] =
W0[ρ]−W∞[ρ]
2
cLB[ρ] = − 4W
′
0[ρ]
5(W0[ρ]−W∞[ρ]) (23)
Additional computational details
The point-charge-plus-continuum (PC) functional approximations to the strong coupling limit quan-
tities are given by:54
W∞[ρ] =
∫ [
Aρ(r)4/3 +B
|∇ρ(r)|2
ρ(r)4/3
]
dr (24)
W ′∞[ρ] =
∫ [
Cρ(r)3/2 +D
|∇ρ(r)|2
ρ7/6(r)
]
dr. (25)
The parameters A = −1.451, B = 5.317×10−3, and C = 1.535, are determined by the electrostatic
arguments54 and D = −2.8957× 10−2 has been obtained by ensuring that the given approximation
to W ′∞[ρ] is exact for the helium atom.
28 All interaction energies reported in the letter have been
corrected for the basis-set superposition error. In all calculations (except for Kr which used an
aug-cc-pV5Z basis set59) we used a basis set constructed adding selected s, p, d, and f functions
to the aug-cc-pVQZ basis set60,61 of each element. The list of additional functions is reported in
Table 2.
Results for the S66 test set
Full results for the S66 test are reported in Tables 3 and 4
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Table 2: List of additional (Gaussian) basis functions used for each element.
Element Basis function
type Exponent
H s 6.17937
s 0.46550
p 3.43000
d 4.45300
He s 19.0385
s 2.0880
p 16.1040
p 2.4980
d 12.4980
N s 13.8234
s 2.1950
p 2.1480
d 6.7170
C s 9.9641
s 1.6560
p 1.5040
d 4.5420
O s 18.3030
s 2.7760
p 2.7320
d 8.2530
Ne s 29.0669
s 4.3270
p 4.2810
d 13.3170
Ar s 1.7580
p 2.2450
d 4.7760
f 3.0582
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Table 3: Signed errors in kcal/mol for the S66 test for all the AC-based functionals.
Systems 1-23 have H-bond interaction, systems 24-46 dispersion, system 47-66 mixed
characters. [Continues in Table 4]
num. system rev-ISI ISI SPL LB
1 Water-Water -0.064 -0.095 -0.161 -0.146
2 Water-MeOH -0.141 -0.164 -0.213 -0.175
3 Water-MeNH2 -0.193 -0.210 -0.245 -0.189
4 Water-Peptide -0.259 -0.294 -0.370 -0.334
5 MeOH-MeOH -0.222 -0.239 -0.276 -0.225
6 MeOH-MeNH2 -0.364 -0.373 -0.393 -0.302
7 MeOH-Peptide -0.417 -0.442 -0.495 -0.432
8 MeOH-Water -0.124 -0.150 -0.204 -0.179
9 MeNH2-MeOH -0.273 -0.287 -0.315 -0.261
10 MeNH2-MeNH2 -0.376 -0.380 -0.390 -0.293
11 MeNH2-Peptide -0.484 -0.487 -0.494 -0.380
12 MeNH2-Water -0.210 -0.223 -0.253 -0.180
13 Peptide-MeOH -0.327 -0.336 -0.355 -0.272
14 Peptide-MeNH2 -0.470 -0.466 -0.460 -0.338
15 Peptide-Peptide -0.549 -0.557 -0.575 -0.467
16 Peptide-Water -0.156 -0.179 -0.226 -0.192
17 Uracil-Uracil -0.649 -0.687 -0.767 -0.685
18 Water-Pyridine -0.198 -0.209 -0.234 -0.169
19 MeOH-Pyridine -0.296 -0.298 -0.301 -0.206
20 AcOH-AcOH -0.481 -0.556 -0.713 -0.686
21 AcNH2-AcNH2 -0.679 -0.724 -0.819 -0.755
22 AcOH-Uracil -0.550 -0.610 -0.739 -0.693
23 AcNH2-Uracil -0.595 -0.647 -0.756 -0.699
24 Benzene-Benzene 0.268 0.354 0.531 0.854
25 Pyridine-Pyridine 0.350 0.448 0.652 0.998
26 Uracil-Uracil -0.725 -0.617 -0.394 -0.002
27 Benzene-Pyridine 0.300 0.392 0.583 0.919
28 Benzene-Uracil -0.180 -0.065 0.173 0.567
29 Pyridine-Uracil -0.125 -0.015 0.214 0.594
30 Benzene-Ethene 0.010 0.046 0.120 0.306
31 Uracil-Ethene -0.240 -0.205 -0.134 0.046
32 Uracil-Ethyne -0.082 -0.056 -0.003 0.152
33 Pyridine-Ethene 0.019 0.059 0.143 0.337
34 Pentane-Pentane -0.931 -0.913 -0.876 -0.634
35 Neopentane-Pentane -0.671 -0.663 -0.649 -0.486
36 Neopentane-Neopentane -0.498 -0.500 -0.502 -0.394
37 Cyclopentane-Neopentane -0.630 -0.622 -0.605 -0.449
38 Cyclopentane-Cyclopentane -0.736 -0.721 -0.690 -0.502
39 Benzene-Cyclopentane -0.265 -0.215 -0.111 0.152
40 Benzene-Neopentane -0.233 -0.202 -0.138 0.061
41 Uracil-Pentane -0.905 -0.844 -0.718 -0.416
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Table 4: [Continues from Table 3] Signed errors in kcal/mol for the S66 test for
all the AC-based functionals. Systems 1-23 have H-bond interaction, systems 24-46
dispersion, system 47-66 mixed characters.
num. system rev-ISI ISI SPL LB
42 Uracil-Cyclopentane -0.763 -0.707 -0.591 -0.322
43 Uracil-Neopentane -0.660 -0.625 -0.552 -0.348
44 Ethene-Pentane -0.411 -0.409 -0.406 -0.281
45 Ethyne-Pentane -0.148 -0.144 -0.134 -0.018
46 Peptide-Pentane -0.902 -0.875 -0.817 -0.578
47 Benzene-Benzene 0.005 0.039 0.107 0.287
48 Pyridine-Pyridine -0.022 0.010 0.077 0.255
49 Benzene-Pyridine -0.002 0.029 0.093 0.268
50 Benzene-Ethyne 0.119 0.125 0.137 0.238
51 Ethyne-Ethyne 0.037 0.023 -0.005 0.021
52 Benzene-AcOH -0.192 -0.175 -0.140 0.002
53 Benzene-AcNH2 -0.239 -0.234 -0.222 -0.106
54 Benzene-Water -0.091 -0.094 -0.100 -0.020
55 Benzene-MeOH -0.197 -0.177 -0.135 0.023
56 Benzene-MeNH2 -0.178 -0.155 -0.108 0.056
57 Benzene-Peptide -0.218 -0.175 -0.086 0.141
58 Pyridine-Pyridine -0.299 -0.299 -0.299 -0.206
59 Ethyne-Water 0.019 -0.010 -0.071 -0.071
60 Ethyne-AcOH -0.156 -0.180 -0.229 -0.177
61 Pentane-AcOH -0.642 -0.629 -0.603 -0.441
62 Pentane-AcNH2 -0.758 -0.742 -0.709 -0.524
63 Benzene-AcOH -0.176 -0.141 -0.070 0.123
64 Peptide-Ethene -0.346 -0.345 -0.344 -0.233
65 Pyridine-Ethyne -0.040 -0.054 -0.086 -0.047
66 MeNH2-Pyridine -0.243 -0.220 -0.173 -0.008
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