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ABSTRACT 
Natural conditions are imposed on spectra of products and sums of operators. 
This results in characterizations of positive operators, Hermitian operators, compact 
operators, and unitary operators. Here are two main results: If S is an operator and 
the spectrum of ST consists of nonnegative real numbers for all invertible positive 
operators [noninvertible positive operators] T, then S is a positive operator. If S is an 
operator and the spectrum of ST is countable for all invertible operators [noninvert- 
ible operators] T, then S is a compact operator. The first half of the paper is primarily 
concerned with operators on finite-dimensional spaces, and the second half with 
operators on infinite-dimensional Hilbert spaces. 
1. INTRODUCTION 
What follows is a well-known fact about operators on complex Hilbert 
spaces. In this paper an operator is a bounded linear transformation that 
maps a Hilbert space into itself. 
THEOREM 1. Zf S and T are positive operators (( Sx, x) > 0 for all x in 
the space) then the spectrum of ST consists of nonnegative real numbers. 
This theorem has a little mystery associated with it, because ST need not 
be positive. Th a IS, it is quite easy to show that the spectrum of a positive t . 
operator consists of nonnegative real numbers, and it is easy to find positive 
operators S and T for which ST is not a positive operator. What prevents ST 
from being a positive operator is the very thing that forces the spectrum of 
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ST to consist of nonnegative real numbers. Specifically, if C(R) denotes the 
spectrum of the operator R and if S and T are positive operators, then while 
ST = TS may not be true, it is true that a(ST) = (s(TS). Finally, a(ST) = 
(r(S1/‘TS1/‘), and S 1/2TS’/2 is a positive operator. 
I have been sparing with details because they are either known to the 
reader or easily discovered. Also, the gist of this paper does not concern the 
proof of Theorem 1; rather, it concerns the converse of the following less 
common version of Theorem 1. However, I couldn’t let a statement of 
Theorem 1 go by without mentioning that commutativity is the key to its 
interest and its proof. 
THEOREM 1A. lf S is a positive operator, then a(ST) 2 [0, m) for all 
positive operators T. 
The converse of Theorem 1A is also true. 
THEOREM 2. If S is an operator and a(ST) c [0, m> for all positive 
operators T, then S is a positive operator. 
The main purpose of this paper is to do what we have just done whenever 
we can do it. That is, we take results in the spirit of Theorem 1 and restate 
them in a form that is similar to Theorem 1A. Once this is done, the validity 
of their converses is determined. Actually, it often happens that the “Theo- 
rem 1A” forms of results have simple proofs. In such cases, we deal with the 
converses directly. 
There are at least two ways to carry out this course of action. One 
approach is developed in [l]. There the underlying vector space is finite- 
dimensional and minimal restrictions are placed on the underlying scalar 
field. Here we consider both finite-dimensional, with dimension greater than 
2, and infinite-dimensional Hilbert spaces, but the only allowable scalars are 
the complex numbers. 
The next section of this paper contains results that have a “finite- 
dimensional” flavor. This section and [l] have a substantial overlap in results 
but not in proofs. The last section of this paper contains results that for the 
most part require the Hilbert spaces to be infinite-dimensional. 
All matrices are written with respect to the standard basis unless other- 
wise noted. 
2. THE FINITE-DIMENSIONAL POINT OF VIEW 
The requirement in Theorem 2 that (r(ST) c [0, w> for all positive 
operators T is quite natural, but it is also very strong. The following 
“extreme” results show that we don’t need such a strong condition. 
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THEOREM 3. lf S is an operator and a(SQ> c [O, ml for all orthogonal 
projections Q (Q = Q* = Q”) of rank 1 (the dimension of the range of Q is 
l), then S is a positive operator. 
THEOREM 4. Zf S is an operator and a(ST) c [0, m> for all invertible 
positive operators T, then S is a positive operator. 
Proof of Theorem 3. Let x be an arbitrary nonzero vector. To prove this 
theorem, we will show that (Sx, x) > 0. Let Q be the orthogonal projection 
of rank 1 such that Qx = x. Explicitly, if y is an arbitrary vector and 
z = x/l]xl] [Ilxll = (x, x)“‘], then Qy = (y, z)z. We now have (SX, X) = 
(SQr, 0x1 = (QSQr, x). Since the range of QSQ is contained in the range of 
Q, it follows that there exists a complex number b such that QSQx = br. 
This implies that b is in (T(QSQ>. F rom this it follows that b is in a(SQ’> [0 
is in cr(QSQ> n (r(SQ’)]. S ince a(SQ”> = a(SQ) and a(SQ) c [O,m), it 
follows that b 2 0. Thus, (SX, X) = (QSQX, X) = (bx, X) = b(x, X) 2 0. a 
Proof of Theorem 4. Let Q be an arbitrary orthogonal projection of 
rank 1. If T, = Q + Z/n for n = 1,2,3,. . . , then each T,, is invertible 
and positive. Th is implies that (T(ST,) c [O, m) for n = 1,2,3,. . . . Since 
ST, converges to SQ in norm, it follows that cr(SQ> G [O, m). (For finite- 
dimensional Hilbert spaces, this is a consequence of the fact that the 
eigenvalues of a matrix depend continuously on its entries. For infinite- 
dimensional Hilbert spaces it follows from Theorem 3 of [lo]. Basically, the 
fact we need is that (r(SQ) is totally disconnected when cr(SQ> # {O}. This 
is the case because SQ is an operator of rank 1 when SQ it 0. Those readers 
not familiar with “continuity of u ” should find [4] and Chapter 12 of [7] as 
well as [lo] interesting and informative.) n 
Similar reasoning gives the following results. 
THEOREM 5. If S is an operator and u(SQ) G ( - ~0, a) for all orthogo- 
nal projections Q of rank 1, then S is a Hermitian operator. 
THEOREMS. Zf S is an operator and u(ST) c ( - cc), m) for all invertible 
positive operators T, then S is a Hermitian operator. 
Here is another consequence of Theorem 3 [and Theorem 51. 
COROLLARY 1. Zf S is an operator and cr( ST) contains at least one 
nonzero positive real number [real number] for every noninvertible positive 
operator T such that cr(ST) # {O}, th en S is a positive operator [ Hermitian 
operator]. 
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The main reason for presenting Corollary 1 is so that it can be contrasted 
with the following result, which is a special case of Theorem 3 in [l]. For the 
proof see [l]. 
THEOREM 7 [l, Theorem 31. Zf S is an operator on a finite-dimensional 
Hilbert space and u ( ST) contains at least one nonzero real number for eve y 
invertible positive operator T, then S is Hermitian. 
We will see why Theorem 7 does not hold for operators on infinite- 
dimensional Hilbert spaces in the next section. 
It is easy to see that if “nonzero real number” is replaced by “positive real 
number” in Theorem 7, then it is not possible to conclude that S is positive. 
Specifically, if 
then det(ST) is negative whenever the operator T is positive and invertible. 
Since the proof of Theorem 1 can be modified to show that a(ST) G c-w, m>, 
it follows that (r(ST) consists of a positive number and a negative number. 
That is, the nonpositive S satisfies the revised hypothesis. 
The ideas just utilized show that the “revised’ Theorem 7 is not valid on 
any finite-dimensional Hilbert space of even dimension. However, if 
-1 0 0 
s= I 0 1 0 0 0 1 I 
and T is an arbitrary positive invertible operator, then it is not obvious that 
ST cannot have three negative eigenvalues (counting multiplicities). That 
is, the status of the “revised’ Theorem 7 remains unsettled for finite- 
dimensional Hilbert spaces of odd dimension. If u(.?T) consists only of 
negative numbers for the positive invertible operator T, then a(T ‘i2.?T 1/2) 
consists only of negative numbers. This implies that the Hermitian operator 
- T ‘j2ST ‘I2 is a positive operator. If P = -T 1/2$T1/2, then s = 
- T-1/2PT-‘/2. This implies that - ? is a positive operator. This contradic- 
tion shows that a(ST > must contain a positive number. 
This method generalizes not only to any finite-dimensional Hilbert space 
of odd dimension, but also to any infinite-dimensional Hilbert space. In other 
words, we can’t get a version of Theorem 7 that characterizes positive 
operators. 
Proceeding from Theorem 3 along a route different from the one we’ve 
been on gives us: 
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COROLLARY~. If S is an operator and a(SQ> c [O, m) for all orthogo- 
nal projections Q of rank m (the dimension of the range of Q is m> where 
1 Q m < the dimension of the Hilbert space, then S is a positive operator. 
Proof. If m = 1, we are done. Otherwise, if x is an arbitrary nonzero 
vector, then there exists a complex number b and a vector y with (x, y) = 0 
such that SX = bx + y. Let Q be any orthogonal projection of rank m that 
maps x c) x and y c) 0. It then follows that QSQx = bx, and the proof 
continues as in the proof of Theorem 3. n 
It is easy to see that the Hermitian version of Corollary 2 is also true. 
COROLLARY 3. Zf S is an operator and u(SQ> G ( - 00, a) for all 
orthogonal projections Q of rank m, where 1 < m < the dimension of the 
Hilbeti space, then S is a Hermitian operator. 
The next result follows easily from Theorem -5, since cr(SQ) contains at 
most one nonzero complex number. 
COROLLARY 4. Zf S is an operator and u(ST) is symmetric about the 
real axis for all Hermitian operators T, then S is a Hermitian operator. 
Notice that 
and T = 
show that u( ST) need not be a subset of the real numbers when S and T are 
Hermitian operators. 
We are now ready to examine results that involve the trace. Since the 
concept of trace is also applicable to certain operators on infinite-dimensional 
Hilbert spaces, we will state our theorems accordingly. See [13, p. 831 for 
more details about the trace-class operators. 
THEOREM 8. lf S is an operator on a finite-dimensional Hilbeti space 
(or a trace-class operator) and tr(ST) > 0 f or all positive operators T, then 
S is a positive operator. 
Once again we prove two results that each imply the theorem and that 
cover the extreme cases. 
THEOREM 9. lf S is an operator and tr(SQ) > 0 for all orthogonal 
projections Q of rank 1, then S is a positive operator. 
THEOREM 10. lf S is an operator on a finite-dimensional Hilbert space 
(or a trace class operator) and tr(ST) > 0 f or all invertible positive opera- 
tors T, then S is a positive operator. 
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Proof of Theorem 9. Let 
.=,,,(+) and B=ImS(=y). 
If Q is an arbitrary orthogonal projection of rank 1, then 0 < tl(SQ> = 
tr(AQ) + i tr(BQ) = tl(AQ’) + i tr(BQ”) = tr(QAQ) + i tr(QBQ). Since 
QAQ and QBQ are Hermitian operators whose spectra each contain at most 
one nonzero real number, it follows that a( AQ> c [O, m> and QBQ = 0. 
Thus, B = 0 [( Bx, x) = 0 for all vectors x] and A is a positive operator. W 
Proof of Theorem 10. Let Q be an arbitrary orthogonal projection of 
rank 1. If T,, = Q + l/n for n = 1, 2, 3,. . . , then 
tr(S) 
0 < tr( ST,) = tr( SQ) + - for n= 1,2,3, . . . . 
n 
This implies that tr(SQ) >, 0. W 
Similar reasoning gives analogous results that characterize Hermitian 
operators. 
For other characterizations of positive and Hermitian operators, we look 
at sums of operators. The proof of the first result is easily obtained when one 
initially considers T = pI - Re S, where p is a sufficiently large positive real 
number. 
THEOREM 11. Zf S is an operator and a(S + T) c [O,m) [a(S + T) c 
C---M, a)] for all positive operators [ Hermitian operators] T, then S is a 
positive operator [ Hermitian operator]. 
TIIEOREM 12. If S is an operator on a finite-dimensional Hilbeti space 
and det(S + T) > 0 for all positive operators T, then S is a positive 
operator. 
Proof. Let A = Re S, B = Im S, and {ej} be an orthonormal basis for 
the Hilbert space and A. real numbers that satisfy Be. = I\jej for j = 
1,2,. . , n, where n is the dimension of the Hilbert space. A!so let /_+ > 211 AI], 
and the positive operator R be defined by Rej = pjej for j = 1,2, . , n. It 
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is easy to see that if T = R - A, then T is an invertible positive operator. If 
we now consider det(S + T ), we see that 
0 < det( R + iB) = ( Z+ + i A,) fi ( pj + i Aj) 
j=Z 
= ( p1 + ih,)(a, + ib,) 
for some real numbers a, and b,. This implies that 0 < pial - A,b, - 
i(b, /_L~ - a,h,). Since pi can vary and the other pj’s can be chosen so that 
a, # 0 [easily seen by considering the polar form of ny,,( /.L~ + i Aj) = 
r2 a** r,e 
i(b+ - +fl,)], it f o 11 ows that A, = 0. Clearly, there is nothing special 
about A,. That is, this method shows that all the Aj’s are zero. Consequently, 
S is Hermitian. 
Let A be an arbitrary nonzero eigenvalue of S with a nonzero eigenvector 
x. Let Q be the orthogonal projection of rank 1 determined by Qx = x. If 
T,, = nZ + (]A/21 - n>Q for 72 = 1, 2, 3, . . , then T,, is invertible and 
positive and det(S + T,) = (A + 1 A/2 1) * (p osi rve real number) for suffi- t’ 
ciently large n. This shows that A > 0. n 
The first part of the proof of Theorem 11 also proves: 
THEOREM 13. Zf S is an operator on a finite-dimensional Hilbert space 
and det(S + T) is real for all Hermitian [positive] operators T, then S is a 
Hermitian operator. 
We bring this section to a close with a characterization of unitary 
operators (S-l = S”). 
THEOREM 14. Zf S is an operator and (T(SW) c unit circle for all 
unitary operators W, then S is a unitary operator. 
Proof. Since a(SW> C unit circle, it follows that u(W *S*) L unit 
circle. If we take W = I, then we see that o( S* ) c unit circle. This implies 
that S” is invertible. It then follows from the polar decomposition theorem 
(see Chapter 16 of [7] f or a discussion of this result) that there exist a unitary 
operator U and an invertible positive operator P such that S* = UP. If we 
take W = U, then we see that c+(P) G unit circle. Since P is a positive 
operator, a(P) 5 [0, a>. Thus, a(P) = (11, since it is nonempty. It then 
follows from the spectral theorem that P = 1. This implies that S* = U, and 
thus S is a unitary operator. n 
If we only consider operators on finite-dimensional Hilbert spaces, then 
Theorem 14 is a corollary of a result in [I] h aving the same flavor as Theorem 
7. For the proof of the following result, see [l]. 
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THEOREM 15 [l, Theorem 21. Zf S is an operator on a finite-dimensional 
Hilbeti space and CT ( SW ) contains at least one complex number of modulus 1 
for every unitary operator W, then S is a unitary operator. 
We begin the next section with a discussion of why Theorem I5 is not 
true for operators on infinite-dimensional Hilbert spaces. 
3. THE INFINITE-DIMENSIONAL POINT OF VIEW 
For ease of presentation, we restrict our attention to a separable infinite- 
dimensional Hilbert space and denote it by H. 
The proof of Theorem 14 shows that the theorem is independent of the 
dimension of the Hilbert space. This is not true for Theorem 15. Consider 
the unilateral shift. If {ei} is an orthonormal basis for H, then Se, = ei + i 
defines “the” unilateral shift. Excellent sources of information about the 
unilateral shift are [7] and [12]. If W is a unitary operator, then SW is a 
noninvertible isometry (]]SWx(l = ]I x]l f or all vectors x). It follows from 
Problem 149 in [7] that SW is the direct sum of some operators, one of 
which is a unilateral shift. Thus, (T(SW) 1 cr(unilatera1 shift) = closed unit 
disc. Actually, since IlSW II = 1, it f 11 o ows that o( SW) = closed unit disc. 
This implies that Theorem 15 is not true for infinite-dimensional Hilbert 
spaces. (For a “nonseparable” proof, let S be a noninvertible isometry.) 
The information just presented leaves us with two unanswered questions: 
QUESTION 1. Is Theorem 15 true for infinite-dimensional Hilbert spaces 
if we require S to be an invertible operator? 
QUESTION 2. If S is a noninvertible isometry, then (r(SW) = closed 
unit disc for all isometries W. Is the converse of this statement true? 
The answer to each of these questions is no. Before we go into the details, 
we need some background information. Chapter 1 of [ll], Chapter 11 of [3], 
and section 9.8 of [8] are very good references for this material. 
Let B(H) denote the algebra of operators on H, and B,,(H) the closed 
ideal of compact operators on H. (The operator S is said to be a compact 
operator if S maps the unit ball into a set that has compact closure with 
respect to the topology induced by the Hilbert-space norm.) If rr : B(H) -+ 
B( H)/B,( H) is th e natural map and S is an operator, then the spectrum of 
r(S) is called the essential spectrum of S and it is denoted by a,(S). We 
need the following facts: 
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PROPOSITION 1. Zf S is an operator, then u,(S) z 0. 
PROPOSITION 2. Zf S is an operator, then CT~(S) G a(S). 
PROPOSITION 3. Zf K is a compact operator, then a,(S + K) = c~(S> 
for all operators S. 
PROPOSITION 4 (Proposition 2.16 in [ll] or p. 359 in [3]). Zf N is a 
normal operator ( N * N = NN * ), th en u,(N) consists of the limit points of 
u(N) and the eigenvalues of N of infinite multiplicity. 
We can now deal with Questions 1 and 2. We start with Question 1. Let 
Q be an orthogonal projection of rank 1, and S = Z + Q. Clearly S is an 
invertible operator and S is not a unitary operator. If W is a unitary operator, 
then SW = W + QW. Since QW is a rank-l (compact) operator, it follows 
from Propositions 2 and 3 that a(SW) 2 a,(W + QW) = u~(W 1. Proposi- 
tions 1 and 2 imply that a,(W) contains a complex number of modulus 1. 
Thus, Theorem 15 is not true on infinite-dimensional Hilbert spaces even if 
we require S to be an invertible operator. 
There is a result between Theorems I4 and 15 that is true for operators 
on infinite-dimensional Hilbert spaces. Here it is. 
THEOREM 16. Zf S is an invertible operator and a(SW) contains at 
least two (distinct) complex numbers of modulus 1 for every unitary operator 
W for which @(SW) is not a single complex number, then S is a unitary 
operator. 
Proof. Let UP denote the polar decomposition of S, where U is a 
unitary operator and P is an invertible positive operator. Consider rr(SU* 1 
= a(U*S> = c+(P). Now either c+(P) contains a single complex number or 
it contains two complex numbers of modulus I. Since P is a positive operator, 
the latter situation is impossible, and the former situation implies, via the 
spectral theorem, that P is a scalar multiple of the identity. This implies that 
S = pU for some positive real number p. Let W = U* W,, where W, is a 
unitary operator whose spectrum contains at least two complex numbers. 
Since a(SW) = a(pWl) and a(pW1) contains at least two complex num- 
bers, it follows that a(pWi) contains at least two complex numbers of 
modulus 1. This is possible only if p = 1. n 
Before moving on to Question 2, we can use some of the ideas recently 
developed to show that Theorem 7 cannot be extended to infinite- 
dimensional Hilbert spaces. Let Q be an orthogonal projection of rank 1 
and let S = Z + iQ. If 2’ is an arbitrary invertible positive operator, then 
u(ST) 2 u&T + iQT) = u,(T). S ince u,(T) contains at least one nonzero 
(positive) real number, the proof is complete. 
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Since it is possible for the essential spectrum of an invertible positive 
operator to consist of exactly one nonzero real number, the following ques- 
tion in the spirit of Theorem 16 is not resolved by what we have done. 
QUESTION 3. If S is an operator and a(ST) contains at least two 
(distinct) nonzero real numbers for every invertible positive operator T for 
which a(ST) is not a single complex number, does it follow that S is a 
Hermitian operator? 
The answer is no. Here are the details, some of which come from the 
proof of Sylvester’s law of inertia in [9]. 
Let H, be an infinite-dimensional subspace of H chosen so that H,l is 
also infinite-dimensional, and let the operator J be defined by Jr = x for x 
in H, and Jr = -3~ for x in HI1 <J is a symmetry). If Q is an orthogonal 
projection of rank 1 that commutes with J, then J + iQ is an invertible 
operator. If T is an arbitrary invertible positive operator, then a((] + iQ)T) 
rr(Tr/‘(J + iQ)T1/‘) 2 ak(T1/2JT1/2). If we choose R to denote 
~l/LJZ”/z, then to complete the proof we will show that c~;(R) contains at 
least two nonzero real numbers. 
First we show that a;(R) contains a positive real number. If y is an 
arbitrary nonzero vector in the (closed) infinite-dimensional subspace 
T-i/“H1 = {T-i/2 x : x E H,}, then (Ry, y> = (Jr, r> for some nonzero vec- 
tor x in H,. That is, (Ry, y) > 0 for all nonzero vectors y in Tpl’“H,. If 
a,(R) does not contain a positive real number, then it follows from Proposi- 
tion 4 that c+(R) contains only a finite number of positive real numbers, each 
of which is an eigenvalue of R of finite multiplicity. Let H, be the span of 
the corresponding finite set of nonzero eigenvectors. It follows from the 
spectral theorem that (Ry, y) < 0 for all y in H,’ Since T-li2H, is an 
infinite-dimensional space and H, is a finite-dimensional space, we can find a 
nonzero vector q in (Te112H1) n (H,‘). Th’ is is a contradiction, because we 
- - 
must have (Ry, y> > 0 and (I$, J) < 0. Thus, a,(R) contains a positive real 
number. Similar reasoning shows that o-,(R) also contains a negative real 
number. This completes the proof. 
The above techniques cannot be used to resolve the following open 
question: 
QUESTION 4. If S is an operator and a(ST) contains at least three, 
(four, five, etc.) nonzero real numbers for every invertible positive operator T 
for which (r(ST) contains at least three (four, five, etc.) complex numbers, 
does it follow that S is a Hermitian operator? 
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We are now ready to handle Question 2. We begin with a positive result. 
THEOREM 17. ZfS is an operator and a(SW > = closed unit disc for all 
unitary operators W, then llSll = 1. 
Proof. Since a(SW> = closed unit disc for all unitary operators W, it 
follows that a(W * S* > = closed unit disc for all unitary operators W. If x is 
a unit vector and S*x f 0, choose a unitary operator W so that W * maps 
(S*x)/llS*xll to X. This implies that W*S*x = IIS*x]lx. That is, ]lS*n-11 is an 
eigenvalue of W * S* In other words, 11 S” x I] < 1 for all unit vectors x. Since 
a(S) = closed unit disc, it now follows that l]Sll = 1. n 
This result is encouraging. However, the answer to Question 2 is still no. 
Here are the details. 
Once again let S be the unilateral shift Se, = ei + 1 with respect to the 
orthonormal basis {e,}. Also, let R be the operator defined by Re, = e2 and 
Rei = 0 for i # 1. The operator S - R is not an isometry (it is a partial 
isometry) because (S - R)e, = 0. If W is an arbitrary isometry, then the 
difference between (S - R)W and SW is a compact operator. Since the only 
possible eigenvalues that the isometry SW can have must belong to the unit 
circle, it follows from Weyl’s theorem [7, Problem 1821 that a(( S - R)W) 2 
open unit disc. Since the spectrum of an operator is closed and l](S - R)W (I 
= 1, we are done. 
Before moving on to a new area, it is worth noting some open questions 
that arise out of our work on Questions 1, 2, and 3. 
QUESTION 1’. Is there an interesting characterization of the set of 
operators [invertible operators] S for which o(SW) contains at least one 
complex number of modulus 1 for all unitary operators W? 
QUESTION 2’. Is there an interesting characterization of the set of 
operators S for which a(SW > = closed unit disc for all isometries W ? 
QUESTION 3’. Is there an interesting characterization of the set of 
operators S for which (+(ST) contains at least one nonzero real number for 
all invertible positive operators T? 
QUESTION 3”. Is there an interesting characterization of the set of 
operators S for which (T(ST) contains at least two nonzero real numbers for 
every invertible positive operator T for which a( ST) is not a single complex 
number? 
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QUESTION 3”‘. Are the answers to Questions 3’ and 3” the same? 
We are now ready to open up a new and our final area of investigation. 
We will do this by focusing our attention on compact operators. See [3], [7], 
or 1131 for any needed background information about compact operators. 
THEOREM 18. Zf S is an operator and a(ST) is countable for all 
operators T, then S is a compact operator. 
Proof. The conditions on S imply that u(TS) is countable for all 
operators T. If we replace T by RS*, where R is an operator to be specified, 
then we get that a(RS*S) is countable. If S*S is a compact operator, then it 
follows from the spectral theorem for compact normal operators and the 
polar decomposition theorem that S is compact. Thus, we assume S*S is not 
a compact operator. It then follows from the spectral theorem that there 
exists an infinite-dimensional subspace H, of H and an invertible positive 
operator P, on H, and a positive operator P, on HI1 such that S*S = P, @ 
P, with respect to H, @ H,’ Let R, be an invertible operator on H, with 
an uncountable spectrum, and R = R,P[l @ 0 with respect to H, @ HIi . 
It is now easy to see that (r(RS*S) IS uncountable. This contradiction 
establishes the theorem. n 
In keeping with the spirit of other results in this article, it would be nice 
to prove the following: If S is an operator and a(ST) is countable for 
all invertible operators [noninvertible operators] T, then S is a compact 
operator. 
The noninvertible case has already been resolved. That is, since we can 
take H, in the proof of Theorem 18 to be a proper subspace of H, the 
operator T in that proof is a noninvertible operator. 
The invertible case is not as transparent. Before settling it, we observe the 
following corollary and examine another property of compact operators. 
COROLLARY 5. Zf S is an operator and o-.( ST) is finite for all operators 
T, then S is an operator of finite rank (the range of S is finite-dimensional). 
Furthermore, if the rank of S is n, then (r(ST) contains at most n + 1 
(distinct) complex numbers. 
,,,‘F! s;’ mce S is compact, (T(TS) = (r(ST) for all operators T. If we then we conclude that the spectrum of the positive compact 
operator S*S is finite. The spectral theorem for compact normal operators 
implies that S* S and 1 S(, w h ere ( S) denotes the unique positive square root of 
S*S, are both operators of finite rank having the same rank. It then follows 
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from the polar decomposition theorem that S and 1 S ] have the same rank. 
Since the rank of S is not less than the rank of ST for an arbitrary operator T 
and since any nonzero complex number in the spectrum of a compact 
operator gives rise to at least one nonzero eigenvector for that operator, the 
proof is complete. n 
Since the sum of two compact operators is a compact operator, we get: 
PROPOSITION 5. Zf S is a compact operator, then a(S + K) is countable 
for all compact operators K. 
The converse of this result is not true. For an easy counterexample, take 
S = I. The following result clarifies the situation entirely. 
THEOREM 19. The spectrum of the operator S is countable (fund only if 
a(S + K > is countable for all compact operators K. 
This result does not appear in the literature, but it is an immediate 
consequence of Propositions 1, 2, and 3; the fact that the complement of a 
countable subset of @ is connected; and the following well-known result. 
LEMMA 1 [5, Corollary of Theorem 3.31. Zf S is an operator, then the 
intersection of o(S) with the unbounded component of Cc \ Use is a 
countable set ( possibly empty) of isolated eigenvalues of S, each of which has 
finite multiplicity. 
For a proof of Lemma 1 see [5] or [ll, Proposition 1.271. 
Proof of Theorem 19. The above and 
a(S) = &I U [o(S) n (a= \ a,W>l. n 
An additional item of interest with regard to Theorem 19 is Problem 183 
in [7]. The answer to that problem consists of a unitary operator U and a 
compact operator K for which c+(U + K) is the closed unit disc. Also, for a 
classification of operators with countable spectra, see [6] or Theorem 4.23 
in [ll]. 
We need more information about the essential spectrum and a fact from 
[2] in order to resolve the “invertible” portion of the following theorem, 
which is what is needed to complete its proof. 
THEOREM 2. Zf S is an operator and a(ST) is countable for all in- 
vertible operators [noninvertible operators] T, then S is a compact operator. 
Once again, Chapter 1 of [ll], Chapter 11 of [3], and Section 9.8 of [S] are 
very good references for the following additional material concerning the 
essential spectrum. 
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PROPOSITION 6. If S is an operator and ulre(S) denotes {A in 
C:dimker(S - AZ) = m = dimker([S - AZ]*)} U {A in C: range of S - 
hZ is not closed}, then ulre(S) E CT~(S) and a,,,(S) 2 Jv~(S). 
PROPOSITION 7. Zf S is an operator and h E &T(S), then either h 6 
a,(S) and dim ker(S - hZ) = dim ker([S - hZ]*) or h E ulre(S). In par- 
ticular, if h is a limit point of &T(S), then A E a,,,(S). 
LEMMA 2 [2, Theorem 2.11. Zf S is an operator and 0 E a,,,(S), then 
there exist a compact operator K and an operator S, with dim ker S, = ~0 = 
dim ker SF such that S = S, + K. 
For a proof of Lemma 2, see [2]. 
Proof of Theorem 20. Assume that S is not compact. We first show that 
0 E C(S). If not, then S is invertible. If we let T = S-IT,, where T, is an 
invertible operator with an uncountable spectrum, then a(ST) is uncount- 
able. Thus, 0 E u(ST). 
Now either 0 E cre(S> or 0 G q(S). If 0 E a,(S), then it follows that 0 is 
a boundary point of (the countable) c~( S). It then follows from Proposition 6 
and Lemma 2 that S = S, + K, where K is a compact operator and 
dim ker S, = 00 = dim ker ST. Since dim ker S, = dim ker S:, it follows that 
S, has a polar decomposition of the form UP where U is a unitary operator 
and P is a positive operator. If we let T = (R,Z’F~ @ I&‘*, where R, and 
Pi are defined in the proof of Theorem 18, then a(TS,) and hence a(S,T) 
are both uncountable. Since a( ST > = a( S,T + KT) and KT is a compact 
operator, it follows from Theorem 19 that (r(ST) is uncountable. This 
contradiction shows that S is a compact operator when 0 E u,(S). 
If 0 @ a,(S), then it follows from the fact that a(S) = &r(S) and from 
Propositions 7 and 6 that dim ker S = dim ker S*. If we now treat S as we 
treated S, in the previous paragraph, then we get a contradiction. n 
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