A conditional approach is developed for establishing a generalized thermodynamic-like formalism for superstatistical systems. In this framework, the existence of two largely-separated time scales is explicitly taken into account. A generalization of Einstein's relation for fluctuations is derived based on the restricted conditional maximum-entropy method.
Introduction
Superstatistics, which was anticipated in Refs. [1, 2] and formulated in Ref. [3] , turned out to offer a highly general framework for describing statistical mechanical properties of complex systems in nonequilibrium quasistationary states. There, a fundamental premise is the existence of two largely-separated time scales: one is a short time scale concerning relaxation of a system to local equilibrium and the other is a long one associated with temperature variations on a large spatial scale.
Our purpose here is to construct the thermodynamic-like formalism for superstatistics. This issue has an obvious importance, since it may offer a macroscopic description of superstatistical systems. To do so, we base our consid-eration on the conditional concepts in probability theory. In this way, we shall explicitly take into account the existence of two separated time scales. Moreover, we show how the restricted conditional maximum entropy method can give rise to the distribution of temperature variations, which turns out to be a generalization of Einstein's relation for fluctuations [4, 5] .
Hyperensemble and conditional concepts
Consider a system in a nonequilibrium quasi-stationary state. As the common first step, we divide it into a lot of cells. Each cell is small so that its state is characterized by a representative value of temperature (i.e., local temperature) but still contains an enough number of elements. In other words, the system is composed of a collection of local canonical ensembles. Thus, there is temperature gradient between neighboring cells, and heat flows among them. Accordingly, the local temperature may vary (the other intensive variables, the pressure and chemical potential, may also vary, in general, but here only the temperature variations are considered for the sake of simplicity). To express this situation, we construct replicas of the system illustrated in Fig. 1 with different values of local temperature of the cell under consideration. The resulting ensemble is referred to as hyperensemble [6] , and superstatistics is a theory of it (Fig. 2) . As mentioned earlier, in a superstatistical complex system, relaxation to local equilibrium is fast, whereas variation of temperature is slow. Its statistical-mechanical state in the hyperensemble picture is mathematically given by
where the canonical factor, Z −1 (β) exp (−β ε ) with Z (β) = exp (−β ε ), represents local equilibrium. Eq. (1) can be viewed as follows. In a superstatistical system, both energy and temperature are random variables: the former is fast and the latter is slow. The joint distribution is given by P (ε β), which satisfies the Bayesian rule
where (β) = P (ε β) is a marginal distribution describing the temperature variations and P (ε | β) is a conditional distribution describing local equilibrium with a given value of the inverse temperature, β, which is of the canonical form:
Since we are interested in the energy distribution, we calculate the marginal
which is, in fact, identical to Eq. (1).
Generalized thermodynamics
We need consider the entropy to formulate a generalized thermodynamic-like formalism. Since we are concerned with local equilibria, what we should evaluate is the Boltzmann-Gibbs-Shannon entropy
Here, E and B are the random variables, the values of which are {ε } and {β}, respectively, and the Boltzmann constant, B , is set equal to unity for the sake of simplicity. Substituting Eq. (2) into Eq. (5), we have
whereS [B] and S [E| B] are the marginal and conditional entropies given by
with
Eq. (6) is nothing but Khinchin's second axiom for the Shannon entropy [7] . Using Eq. (3) in Eqs. (7) and (8), we obtain
In this expression, the over-bar denotes the average over the varying inverse temperature,
and U (β) is the "local" internal energy defined by
Regarding Eq. (10), we notice the following point. The summation over the fast degree of freedom, E, is taken first, and subsequently the slow degree of freedom, B, is averaged over. In other words, the randomness of B is quenched when E is summed up. Thus, the existence of two largely-separated time scales in superstatistics is explicitly taken into account in this way. From Eq. (10), it follows that the conditional entropy can be rewritten as
where
is the "local" free energy. Eq. (12) shows how the ordinary thermodynamic Legendre-transformation structure is modified in thermo-superstatistics. In particular, we notice that what is relevant here is the conditional entropy and not the total entropy. To see how ordinary thermodynamics is modified, it may be of interest to consider a case when (β) is sharply peaked around a certain fixed representative value of β. In such a case, it is possible to systematically evaluate the superstatistical corrections to ordinary thermodynamics. This kind of discussions can be found in a recent work in Ref. [8] .
Conditional maximum entropy method and determination of temperature variations
The present conditional approach also enables one to calculate the distribution, (β), describing temperature variations in a given superstatistical system. The basic idea is to make use of the maximum entropy method only for the slow degree of freedom, B, (recalling that the fast degree of freedom, E, was already summed up). The simplest situation is the case when there is no a priori information available. In this case, we maximize the total entropy in Eq. (6) with respect only to (β) under the constraint on normalization alone:
where α is a Lagrange multiplier and δ denotes the variation with respect to (β). The solution of Eq. (14) is given by
which is a function only of β. Eq. (15) has an interesting similarity with Einstein's theory of fluctuations [4, 5] , which is based on the reversal of Boltzmann's relation: W =
S
. We notice however that the entropy appearing in Eq. (15) is not the ordinary thermodynamic entropy, S, but a conditional quantity given in Eq. (9) . If there exists no correlation between E and B, then P (ε | β) = P (ε ), and accordingly S [E| β) becomes reduced to the thermodynamic entropy. This means that the correlation between energy (E) and inverse temperature (B) is essential in superstatistics, and thus Eq. (15) is seen to be a generalization of Einstein's relation. In the above, we have imposed only the constraint on normalization of (β). If additional information is available on averages of some physical quantities, say Q ( ) (β) ( = 1 2 3 ), then the corresponding constraints can be included in Eq. (14). Accordingly, Eq. (15) is changed into the following form:
where λ's are Lagrange multipliers.
Superstatistical gas
To illustrate the above formulation, let us consider a simple model of a superstatistical gas, which consists of mutually noninteracting Brownian particles with unit mass in the spatial cells of a fluid that is subject to large-scale temperature variations such as those in turbulence. The conditional probability of a given value of the inverse temperature, β, is of the Maxwellian form:
where V 0 and 3 are the volumes of the spatial cells in the fluid and those in phase space, respectively. The local internal energy is given by
Therefore, the quantity in Eq. (16) is calculated to be This is purely a power-law distribution and therefore is normalizable only over finite intervals of nonvanishing β. Eq. (22) is obtained without imposing any a priori constraint. Now, if we impose a constraint on the average internal energy, U (β), then we obtain from Eq. (17) that
where λ is a Lagrange multiplier. This is the inverse χ 2 -distribution [9] peaked at β = λ and is normalizable in the whole range of β 0. Finally, we wish to emphasize the following difference between the present approach and those in Refs. [6, 9] . The authors in Refs. [6, 9] derive the temperature distribution, (β), also by using the maximum entropy method by imposing three constraints: the normalization, the internal energy, and the average entropy. On the other hand, in the present approach, we impose only two constraints: the normalization and the internal energy; the quantity S [E| β) automatically appears in (β) as in Eq. (15). Therefore, we have one Lagrange multiplier less compared to the discussions in Refs. [6, 9] .
Conclusion
We have developed a conditional approach to thermosuperstatistics, in which the existence of two largelyseparated time scales is explicitly taken into account. We have proposed a way of consistently deriving the distribution of temperature variations based on the restricted conditional maximum entropy method. We have found that this approach offers a generalization of Einstein's relation for fluctuations. These concepts and ideas are illustrated by employing a simple example of the superstatistical gas.
