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I. INTRODUCTION
A COMPLEX-VALUED random vector x is said to be circular (or circularly symmetric) if e j θ x has the same probability distribution as x for all real θ [1] , [2, p. 53] . A complex-valued random vector x is said to be proper if x is uncorrelated with its complex conjugate, i.e., E{xx } = E{x}E{x } [2, p. 35], [3] , [4] . A circular x is proper but converse is not necessarily true. A complex zero-mean Gaussian x is proper if and only if it is circular [2, p. 53] .
A zero-mean complex-valued random sequence is called proper if the cross-correlation function of the sequence with its complex conjugate (called complementary correlation) is vanishing [2] . Quite often, algorithms for complex signal processing in communications and statistical signal processing have been derived assuming that the complex signals are proper [2] , [3] , [5] . However, this assumption of propriety is often not justified. For example, binary phase shift keying (BPSK), offset quadrature phase shift keying (QPSK), Gaussian minimum shift keying (GMSK) and amplitude shift keying (ASK) modulation based signals are improper [2] . If the underlying signals are improper, much can be gained in performance if they are treated as improper, i.e., the information contained in the complementary correlation is also exploited [2] , [6] , [7] . If it is not known apriori whether a signal of interest is proper or improper, this information must be obtained from its noisy measurements. This problem has received considerable attention in the literature [2] , [8] - [14] .
A generalized likelihood ratio test (GLRT) of propriety for complex Gaussian data was developed independently in [8] and in [9] . This test is based on multiple i.i.d. samples of a Gaussian random vector x. In [8] and [9] the test threshold is selected via simulations. In [10] this GLRT is derived via a real-valued Gaussian vector formulation. In addition, [10] presented a theoretical analysis of the null asymptotic distribution which allows for analytical determination of the test threshold, unlike [8] , [9] . The test in [10] is also based on multiple i.i.d. samples of a Gaussian random vector x.
A robust detector for propriety, robust to deviations from the Gaussianity assumption, based on multiple i.i.d. samples is derived in [12] based on complex elliptically symmetric (CES) distributions. The case of independent but not identically distributed samples is discussed in [13] . In [11] some of the propriety detectors are reviewed; see also [2] , [6] . In [14] a real-valued formulation based on block-skew-circulant matrices is considered for GLRT of propriety when i.i.d. samples of Gaussian x are available. Recently [15] investigated a stochastic modeling framework for the power spectral representations of stationary complex-valued scalar signals in terms of their rotary components. Included therein is a new method of testing for impropriety of univariate complex sequences based on parametric modeling of "rotary coherency."
Thus, we see that with the exception of the parametric modeling approach of [15] for scalar complex time series, past work on this problem of determination of propriety is limited to the case where the measurements consist of a sequence of independent random vectors, typically assumed to be Gaussian. In this paper, we allow an arbitrary stationary (i.e., correlated) vector sequence that can be non-Gaussian. Unlike [15] , our approach applies to multivariate sequences, and like [2] , [8] - [14] but unlike [15] , our approach is non-parametric. Further comments on [15] are provided later in Remark 4. Practical real-life signals do not typically consist of independent measurement samples, whether they are proper or improper signals. The tests of [2] , [8] - [14] do not apply to the case of correlated sequences since their tests are not invariant under changes to the correlation structure of the null hypothesis signals, which, in turn, precludes determination of the test threshold for a specified false-alarm rate either via simulations or analytically.
As in [2] , [9] (and others), we use the GLRT framework and an augmented complex vector sequence consisting of the original sequence augmented with its complex conjugate. But instead of working with the time-domain sequence, we operate on the power spectral density (PSD) estimator of the augmented sequence. Several technical advantages accrue by looking at the signal in the frequency-domain. For a large class of stationary random processes, the discrete Fourier transform (DFT) of a given stretch of measurements is complex, asymptotically jointly proper Gaussian, and independent at distinct frequencies on an appropriate frequency grid [16] . The random process need not be Gaussian. This allows one to readily write down an expression for the likelihood function of observations in terms of its DFT-based PSD estimator. Detailed parametric modeling of the underlying system/signal to capture any dependencies in the signal samples is not essential, and neither is the (widely used) assumption that the observed signal is Gaussian.
In Section II-A, we present background material regarding the augmented sequence, its PSD estimator and the asymptotic distribution of the PSD estimator. Then, in Section II-B, we discuss our system model and problem formulation. The GLRT for impropriety is derived in Section III. An asymptotic analytical solution for calculating the test threshold is provided in Section IV. In Section V, we discuss calculation of the power of the test for a specified augmented signal PSD. The theoretical results are illustrated via simulations in Section VI, where we also present regularization of the problem via addition of artificial white proper Gaussian noise to mitigate possible ill-conditioning of the log-likelihood computation. Some technical details are given in four appendices.
A preliminary version of this paper is in the conference version [17] . Section V does not appear in [17] which also does not have most of the simulation examples of this paper including the regularization via addition of proper white noise.
II. BACKGROUND AND SYSTEM MODEL
We first introduce notation, and then review some basic definitions and properties in Section II-A regarding proper and improper random sequences, and their PSDs. In Section II-B, we formulate the binary hypothesis testing problem based on the results of Section II-A.
A. Background 1) Notation:
We use S 0 and S 0 to denote that Hermitian S is positive semi-definite and positive definite, respectively. For a square matrix A, |A| and etr(A) denote the determinant and the exponential of the trace of A, respectively, i.e., etr(A) = exp(tr(A)), [B k ] i:l,j :m denotes the submatrix of the matrix B k comprising its rows i through l and columns j through m, [B k ] ij is its ijth element, B ij is the ijth element of B, and I is the identity matrix. The superscripts * , and H denote the complex conjugate, transpose and Hermitian (conjugate transpose) operations, respectively, and E denotes the expectation operation. The sets of real and complex numbers are denoted by R and C, respectively. The notation y = O(g(x)) means that there exists some finite real number b > 0 such that lim x→∞ |y/g(x)| ≤ b. Given a column vector x, diag{x} denotes a square matrix with elements of x along its main diagonal and zeros everywhere else, and x = √ x H x. Given matrices A i , i = 1, 2, . . . , n, block-diag{A 1 , A 2 , . . . , A n } denotes a square matrix with A i s along its main block-diagonal and zeros everywhere else. The notation δ(τ ) denotes the Kronecker delta, i.e., δ(τ ) = 1 if τ = 0, = 0 otherwise. The abbreviations i.i.d., w.p.1 and c.f. stand for independent and identically distributed, with probability one, and characteristic function, respectively.
The notation χ 2 n represents central chi-square distribution with n degrees of freedom, whereas χ 2 n (λ) denotes the noncentral chi-square distribution with n degrees of freedom and non-centrality parameter λ. The notation x ∼ N c (m, Σ) denotes a random vector x that is proper complex Gaussian with mean m and covariance Σ, and x a ∼ N c (m, Σ) implies that x is asymptotically N c (m, Σ) as number of measurements tend to ∞. The notation a ∼ applies to other distributions (χ 2 , Wishart, etc) as well. Also, for real x, x ∼ N r (m, Σ) denotes a real random vector x that is Gaussian with mean m and covariance Σ.
2) Definitions: Given stationary, complex-valued, zero-mean random sequences {u(t)} and {v(t)}, with u(t), v(t) ∈ C p , and t = 0, ±1, ±2, . . . , denote their cross-correlation function by R uv (τ ) and their complementary cross-correlation function byR uv (τ ), given by [2] 
The discrete-time Fourier transform (DTFT) of R uv (τ ), given by S uv (f ) = ∞ τ =−∞ R uv (τ )e −j 2π f τ , is the cross-PSD of {u(t)} and {v(t)}, whereas their complementary cross-
p , is said to be proper [2] if its complementary correlation (covariance) function (called pseudo-correlation in [3] )R xx (τ ) vanishes, i.e., ifR
where x(t) = x r (t) + jx i (t), with x r (t) ∈ R p and x i (t) ∈ R p denoting its real and imaginary components, respectively, and j := √ −1. Clearly, for a proper process {x(t)}, its complementary PSDS xx (f ) vanishes.
Define the augmented complex process {y(t)} and the realvalued process {z(t)} as
The autocorrelation function of {y(t)} can be expressed in terms of the correlation and complementary correlation functions of {x(t)} as
Similarly, the PSD of {y(t)} can be expressed in terms of the PSD and complementary PSD of {x(t)} as
3) Asymptotic Distribution of the PSD Estimators of {z(t)} and {y(t)}:
We assume that {z(t)} satisfies Assumption 2.6.1 of [16] so that some asymptotic results from [16] regarding PSD estimators can be invoked; this assumption implies that the time series need not be Gaussian, but its moments of all orders should be finite. More details on this condition are provided in Appendix A.
Consider the DFT
where f n = n/N , n = 0, 1, . . . , N − 1. Then an estimator of the PSD of z(t) at frequency f n , based on unweighted smoothing in frequency-domain, is given by [16, Eqn. (7.3. 2)]
where K = 2m t + 1 is the smoothing window size. By [16, Theorem 7.3.3] 
, so long as the smoothing window in (10) does not include the frequency at n = 0 or n = N/2, where W C 2p, K, K −1 S zz (f n ) denotes the complex Wishart distribution of dimension 2p, degrees of freedom K, and mean value S zz (f n ). For any given choice of m t , we pick n in f n such that the set {n + l} l=m t l=−m t excludes integers 0 and N/2. Since z(t) is real-valued and S zz (f n ) is periodic in f n with period 1, we have
Thus, one only needs to know the PSD matrix
, and for K ≥ p, the probability density function (pdf) of X is given by
where the pdf (11) is defined for S(f ) 0 and X 0, and is otherwise zero, and
We will confine our attention to PSD estimators Z(f k ) forf k s given byf
where
Let M := {f k : 1 ≤ k ≤ M } denote the set of M frequency bins as in (12) . Since the set of Z(f k )s forf k ∈ M are the result of averaging of periodogram matrices over non-overlapping smoothing windows, Z(f k )s forf k ∈ M are (approximately) mutually independent. From (4) we have
and T is full-rank. Hence,
t=0 y(t)e −j 2π f n t , and (12), are asymptotically mutually independent complex Wishart random matrices. As we shall see later in Section III, these properties of Y(f k )s allow one to readily write down an expression for the likelihood function of observations, thereby facilitating the derivation of the PSD-based GLRT for testing impropriety. Detailed parametric modeling of the underlying system/signal to capture any dependencies in the signal samples is not needed, and neither is the assumption that the observed signal is Gaussian.
B. System Model
Now we state our system model and the underlying assumptions. We observe x(t) ∈ C p for t = 0, 1, . . . , N − 1 (N samples), under the assumption that {x(t)} is a stationary, complex-valued, zero-mean random sequence. We assume that {z(t)} satisfies Assumption 2.6.1 of [16] , where z(t) is defined from x(t) as in (4). Given observations {x(t), t = 0, 1, . . . , N − 1}, we need to determine if {x(t)} is proper.
We will employ multivariate spectral analysis to test if the complementary PSD of {x(t)} vanishes. Let y(t) be defined from x(t) as in (4) . If x(t) is a proper random process, then
else S yy (f ) 0 with no specific structure. Note that irrespective of whether x(t) is proper or improper, the DFT d y (f n ) and the PSD estimator Y(f n ) of augmented y(t) are asymptotically complex, proper Gaussian, and complex Wishart, respectively. The information regarding the propriety of x(t) is in its complementary PSD: (17) holds for proper x(t), whereas for improper x(t), S yy (f ) follows (8) . The information regarding the propriety is in the covariance of d y (f n ) and the mean of Y(f n ). Testing for impropriety of x(t) is then cast as a binary hypothesis testing problem:
where H 0 is the null hypothesis and H 1 is the alternative. We assume that S yy (f ) 0 for any f . Otherwise, one can add artificial proper, spatially independent, white Gaussian noise to x(t), to achieve S yy (f ) 0. Addition of proper noise does not change the impropriety we are testing for.
Given observations {x(t), t = 0, 1, . . . , N − 1}, we first form the augmented complex process {y(t)} as in (4).Then we estimate its PSD via (16) on the frequency grid specified by (12)- (13). We
and Y(f k )s are asymptotically mutually independent for 1 ≤ k ≤ M . We will use a GLRT based on {Y(f k )} M k =1 to discriminate between the two hypotheses specified by (18) . The GLRT is derived and discussed in Section III. Henceforth we use the asymptotic distribution of Y(f k ).
III. PSD-BASED GLRT FOR TESTING IMPROPRIETY
In this section, we derive the GLRT based on distribution (19) 
In order to design a detector optimal in the Neyman-Pearson sense [19] , one needs knowledge of S yy (f k ) in (19) under both hypotheses. But these PSDs are unknown. Hence, we follow the GLRT approach, as in [2] , [9] (and others), where one replaces the unknown parameters with their maximum likelihood (ML) estimates. The unknowns under H 0 are S xx (f k )s and S * xx (−f k )s, and their ML estimates are shown to be the corresponding submatrices of Y(f k )s. Similarly, the unknowns under H 1 are S yy (f k )s, and their ML estimates are shown to be Y(f k )s. While the GLRT is "a systematic joint estimation and detection procedure which is applicable under all circumstances" [19, Section 5.5], it is obtained "in a heuristic manner" and "does not have a built-in optimality property" [19, Section 5.6]; however, it can be highly effective, particularly asymptotically, as N → ∞.
where we have used the structure (17) under H 0 . Using (11), (17) and (19), we have
The unknowns in (20)- (21) 
with equality if and only if A = aB/b. Applying (24) to (21) with
Similarly, the joint pdf of
Using (11) and (19) we have
By (24), the ML estimate of S yy (f k ) is given byŜ yy (f k ) = Y(f k ), and the optimized joint pdf of Y under H 1 is given by
Using (25) and (28), one gets the GLRT
where the threshold τ 1 is picked to achieve a specified probability of false alarm
This requires pdf of L under H 0 , which is discussed in Section IV. Using (25) and (28) in (29), one obtains
A. Invariance of GLRT
Now we investigate invariance of the GLRT (29) 
where 
variant, and the transformedỸ k s now correspond to a proper i.i.d. (white) sequence x(t), which can be used to compute the test threshold via Monte Carlo simulations. This threshold is valid for any other PSD. However, in Section IV, we offer an analytical approach that is valid for large sample sizes; for relatively smaller sample sizes one may still prefer threshold selection via simulations [10] .
IV. THRESHOLD SELECTION
We now turn to determination of an asymptotic expansion of the distribution of L under H 0 following [18] , [21] , [22] , which allows us to calculate the test threshold analytically instead of via simulations. The series approximation of [22] has been used in [10] (see also [23] , [24] ). The main result is stated in Theorem 1 below, and proved in Appendix C.
In the following, χ 2 n denotes a random variable with central chi-square distribution with n degrees of freedom as well as the distribution itself. Also, B r (x) denotes the Bernoulli polynomial of degree r and order unity. The first five Bernoulli polynomials are (B 0 (x) = 1):
The GLRT for (18) can be expressed as 2ρ ln(L)
1 In the time-domain, propriety is preserved under linear filtering but not under widely linear filtering [2] , [6] . For x ∈ C p , the operation z = A 1 x + A 2 x * is widely linear for arbitrary A 1 and A 2 , and is linear if A 2 = A * 1 . In (33), we do not require A The threshold τ is picked to achieve a specified probability of false alarm
and the various needed parameters are specified by
(39) Theorem 1 allows us to calculate the test threshold analytically, at least in the large sample case.
Remark 1: It follows from (13) 
. We also require lim N →∞ (M/K) = 0, which implies that 0.5 < β < 1. Henceforth, in the rest of the paper, it is assumed that as N → ∞, we have K → ∞, M → ∞, and (M/K) → 0. It is also worth noting that for a given p, we must have K ≥ 2p, otherwise the Wishart density such as (11) does not exist. Therefore, by (35), lim N →∞ ρ = 1, and by (39),
As pointed out in [18] , [21] , [22] , under H 0 , the distribution χ 2 2M p 2 is often not accurate unless N is "quite large;" hence the extra terms and the Bartlett scale factor ρ in Theorem 1. Also, by Lemma 9 in Appendix C and Theorem 1, we have the following modifications to (37):
and
where ν = 2p 2 M . How many terms to use is application dependent.
Remark 2: One issue remains unresolved: how large must N be for a given p, for (37) (or any of (40)-(43)) to be accurate in calculating the test threshold? Unlike the time-domain results of [10] where the data models are exact, in this paper estimated PSDs play the role of data, and we begin with their asymptotic distribution (19) . The periodogram matrix W C (2p, 1, S yy (f n )), which is typically accurate for N as small as 64. But this result is not directly useful for our purposes, since the pdf of this Wishart matrix does not exist. By smoothing as in (16), we obtain (19), whose pdf exists for K ≥ 2p. An underlying assumption in obtaining (19) (by appealing to [16, Theorem 7.3.3] ) is that over the smoothing window in (16), the true PSD does not change with frequency. For any given smooth (w.r.t. frequency) true PSD, eventually S yy (f n ) will be constant over the selected smoothing window of size K for each of the M frequency bins, as N becomes large. As p increases, K needs to be increased too, to maintain K ≥ 2p, which, in turn, calls for (much) increased N for (19) to hold true. As noted in Remark 1, we also need lim N →∞ (M/K) = 0. We will see later in Section VI-B, Figs. 1 and 2 , that with increasing p, one has to increase N for Theorem 1 to be applicable.
V. PERFORMANCE: PROBABILITY OF DETECTION
In this section, we derive asymptotic distribution of the test statistic under H 1 , so that one can calculate the power (probability of detection) of the GLRT. As noted in Remark 1, it is assumed that as N → ∞, we have K → ∞, M → ∞ and (M/K) → 0. The comments made in Remark 2 apply to this section also.
We first need Lemma 1, which is proved in Appendix D. The hypergeometric function 2 F 1 (K, K; K + Kh;P k ) is defined in (86) in Appendix B.
where, for
and ρ ki s are eigenvalues of
We will concentrate on asymptotic considerations under "local" alternatives [18 
whereP k is fixed, and of the form (45) with ρ ki replaced with 
where ν is given by (38), the non-centrality parameter λ is given by
andΣ k is specified in (46). Proof: The characteristic function (c.f.) of random variable 2ρ ln(L), with ρ as in (35), is given by
where, using Lemma 1 and h = −2jρu, we have
As in the proof of Lemma 9 in Appendix C, the choice h = −2jρu relates the hth moment of 2ρ ln(L) to its c.f. By Lemma 8 in Appendix B, (47) and (52), and the choice ρ = 1 + O(1/K), we obtain
The choice ρ = 1 + O(1/K) gives the desired result. The function φ 0 (u) is given by (106) in Appendix C with W = 1/L. Then by (107) with m = 0, we have
Therefore, using (50), (54) and (55), it follows that
The first term on right-side of (56) is the c.f. of X ∼ χ 2 ν (λ), which proves the theorem.
We can also use an indirect approach to compute an approximation to λ (also used in [23] , [24] in a different problem). We note that asymptotically, under
Using Lemma 2, we have an alternative expression for the noncentrality parameter
Using the identity |Σ| = |Σ (22) ||Σ (11) 
Σ (21) | [18, Theorem A5.3] for Σ as in (83) with m = p, and applying it to the decomposition (8) of S yy (f k ), we have
Taking log of the terms in (59), we have
As the hypothesis H 1 approaches H 0 ,P k approaches 0 and ρ ki s tend to 0. Hence, by (58) and (61), for ρ ki 
where ν = 2Mp 2 , and λ is given by either λ 1 in (49), or λ 2 in (58). Under H 0 , λ = 0, and under H 1 , as the hypothesis H 1 approaches H 0 , λ → 0, sinceS xx (f k ) becomes vanishingly small ∀f k . Under both these cases, (37) and (62) become the same. Thus, use of (62) is well justified.
In Section VI-D, we compare the efficacy of λ 1 and λ 2 in estimating the probability of detection. It turns out that λ 2 is more accurate.
VI. NUMERICAL EXPERIMENTS
We now present some computer simulation examples to illustrate the proposed approach and the analytical results.
A. Signal and Noise Models
We generate stationary x(t) ∈ C p as a noisy proper or improper signal given by
where {n(t)} is spatially uncorrelated, colored, proper complex Gaussian noise, and {s(t)} is the signal sequence. The noise sequence {n(t)} ∈ C p is generated as
where n w (t) ∼ N c (0, σ The signal {s(t)} is a filtered digital communications signal generated by passing an information sequence through a frequency-selective Rayleigh fading channel as follows: 
}, filtered through a random time-invariant, frequency-selective Rayleigh fading p × 1 vector channel h(l) with 5 taps, equal power delay profile, mutually independent components, which are identically distributed zero-mean proper complex Gaussian random variables. For different ls, h (l)s are mutually independent and identically distributed as h(l) ∼ N c (0, σ 2 h I). When d(t) is a BPSK signal, it is improper, whereas when it is a QPSK signal, it is proper. Since any linear filtering preserves propriety/impropriety property [ 
2], we have an improper {s(t)} for BPSK d(t), and a proper {s(t)} for QPSK d(t).
We pick σ 2 h to achieve the desired average signal-to-noise ratio (SNR) across p components (receive antennas in the communications context), defined as ratio of the sum of signal powers at the p antennas to the sum of noise powers:
Remark 4: Consider (65) with p = 1 and impulse response of length L + 1. Then, the scalar s(t) is
where h r (l) and h i (l) are real and imaginary parts of h(t) with DTFT H r (f ) and H i (f ), respectively, and s r (t) and s i (t) are similarly defined. In [15] , rotary coherency ρ ± (f ) is defined as (we have replaced ω therein with f or 2πf to be consistent with our notation)
where S ri (f ) is the cross-PSD between s r (t) and s i (
t). If d(t) is a QPSK sequence, then it is easily shown that S rr
. Therefore, for QPSK signals, ρ ± (f ) ≡ 0, and for BPSK signals, we have
As shown in [15] , ρ ± (f ) = 0, ∀f , for proper signals, whereas ρ ± (f ) ≡ 0 for proper signals. In [15] , a parametric model is used for ρ ± (f ), and that forms the basis for devising a GLRT for testing for impropriety. The models used in [15] 
It is clear none of the parametric models of [15] is applicable to (70). We note again that [15] discusses only scalar signals, and that our approach is non-parametric based directly on the estimated PSDs. 
B. Threshold Calculation
First we investigate the efficacy of Theorem 1 in computing the GLRT threshold for a given P f a . In this case, we set x(t) = n(t), just noise, given by (64). We consider up to four antennas (p = 1, 2, 3 or 4). We used smoothing in the frequency-domain to estimate PSD (see (16) ). To estimate the PSD of augmented y(t), for N = 64, we choose m t = 4 leading to K = 9 and M = 3, and for N = 256, we choose m t = 7 leading to K = 15 and M = 8. In Figs. 1 and 2 , we compare the actual P f a and design P f a based on 10,000 runs for N = 64 and N = 256, respectively. The threshold values were calculated based on (37). It is seen that Theorem 1 is effective in accurately calculating the threshold value for N = 256, for all values of p used, whereas for N = 64, the actual P f a is significantly higher than the design value for p = 4, but is close to the design value (as for the case of N = 256) for p = 1, 2 and 3. The accuracy of threshold calculation improves with N , in keeping with the asymptotic nature of Theorem 1.
C. Detection Performance 1) ROC: Improper Signals:
Next, we show the receiver operating characteristic (ROC) curves to illustrate the detection performance, based on 10,000 runs. In this case, we set x(t) = s(t) + n(t), given by (63), where n(t) and s(t) are as in (64) and (65), respectively, and d(t) is BPSK. Thus, the signal is improper and the noise is proper. The empirical probability of detection P d versus empirical false-alarm rate P f a results, based on 10,000 runs, are shown in Fig. 3 for four different SNR values, p = 1, N =64, K=9 and M =3. Fig. 4 shows the ROC curves for three different SNR values, p = 3, N =256, K=15 and M =8. It is seen that the performance improves with increasing SNR, and our approach is able to detect improper random signals quite well at low SNRs.
2) P d vs SNR: Improper and Proper Signals:
In this example, we investigate P d vs SNR for p = 1, 2, 3 or 4, P f a = 0.005, N =256, K=15 and M =8. The noisy signal is x(t) = s(t) + n(t), given by (63), where n(t) and s(t) are as in (64) and (65), respectively, and d(t) is either BPSK (improper sequence) or QPSK (proper sequence). The results based on 10,000 runs are shown in Figs. 5 and 6 for improper and proper signals, respectively. We fixed E{|n(t)| 2 } = 0.01 p. As the SNR increases, the relative contribution of s(t) to x(t) increases, and therefore, for BPSK d(t), the noisy x(t) becomes "more improper." This is reflected in Fig. 5 where P d increases with SNR. On the other hand, for QPSK d(t), in addition to n(t), s(t) is also proper. Therefore, there is no change in propriety properties with changing SNR. However, the PSD of x(t) becomes closer to the PSD of s(t) with increasing SNR. While n(t) has a white noise component (see (64)), s(t) does not, and its PSD is likely to be ill conditioned at some frequencies since the underlying channel in (65) is random (although this PSD is positive-definite w.p.1). As a consequence of this ill-conditioning and estimation errors in PSD estimation, the determinant in the denominator in (32) can be close to zero at some frequencies. This phenomenon is reflected in Fig. 6 at higher SNR values, where P d increases with SNR (except in the scalar case of p = 1), even though the signal is proper. In order to mitigate this deterioration in performance, we seek to regularize the problem by adding artificial proper white Gaussian noise to x(t) to improve conditioning of the estimate of PSD. As noted earlier in Section II-B, addition of proper noise does not change 
the impropriety we are testing for: if x(t) is improper then so is noisy x(t), and similarly, if x(t) is proper then so is noisy x(t).
Given the measurements x(t), t = 0, 1, . . . , N − 1, we generate regularizedx(t), t = 0, 1, . . . , N − 1, by adding artificial proper, white Gaussian noise to x(t):
where n a (t) ∼ N c (0, σ Fig. 6 for the proper signal, we observe that the ill-conditioning problem has been significantly mitigated. Higher value of α leads better adherence to the design P f a of 0.005. On the other hand, comparing Figs. 8 and 10 with Fig. 5 for improper signal, we observe that there is a small loss in performance: for a given SNR, P d is slightly smaller when artificial proper noise is added, with the loss increasing with increasing α. Adding proper noise makes the improper signal "less improper." 
D. Corroboration of Performance Analysis
Here we compare the theoretical performance based on (62) with the simulations-based performance for the proposed impropriety detector. We use the noisy improper signal model of Section VI-C1. Fig. 11 shows the probability of detection versus SNR results based on 10,000 runs under the set-up for Figs. 3 and 4 , except that the channels after having been randomly generated, were then fixed for all runs -the results of Section V apply to processes with fixed PSDs. No artificial noise was added. Fig. 11 shows results for N =64, 128 and 256, with corresponding values (K, M ) = (9,3), (11, 5) and (15, 8) , respectively, using either λ 1 in (49), or λ 2 in (58), for theoretical results. It is seen from Fig. 11 that the agreement between the theoretical and simulation-based Fig. 4 except that SNR=−3dB and p = 1, 2. The label "iid model" refers to the approach of [8] - [10] , [13] . N = 256, and for the proposed approach K = 15, M = 8. Fig. 13 . Actual P f a vs design P f a for white and colored proper Gaussian noise signals (labeled "white" and "colored"). The label "iid model" refers to the approach of [8] - [10] , [13] . N = 256, and for the proposed approach K = 15, M = 8.
results is good for non-centrality parameter λ = λ 2 , although not "perfect," and it improves with increasing N . [8] - [10] , [13] 
E. Inadequacy of the GLRT of
for correlated sequences
As noted in Section I, the propriety tests of [2] , [8] - [14] do not apply to the case of correlated sequences, since their tests are not invariant under changes to the correlation structure of the null hypothesis signals, which, in turn, precludes determination of the test threshold for a specified false-alarm rate, either via simulations, or analytically. Moreover, they do not exploit the correlation information. We now illustrate this via some simulations. First, we use signals under the two hypotheses as in Fig. 4 of Section VI-C1, except that SNR=−3 dB, and p = 1 or 2. Fig. 12 shows the ROC curves for the proposed approach, and for the test of [10] , which is equivalent to that of [8] , [9] , [13] (note that signal is Gaussian under H 0 ). It is seen that the proposed approach significantly outperforms [8] - [10] , [13] . Next, we investigate how P f a varies with the changes in the correlation structure of signals under H 0 . We set the thresholds analytically for the proposed approach as well as for test statistic T 1 of [10] . We used two different proper signals: white Gaussian noise n w (t) and colored Gaussian noise n(t), both as in (64) with p = 1 or 2. In Fig. 13 we compare the actual P f a and design P f a based on 10,000 runs for N = 256. For the proposed approach, we have K = 15 and M = 8. It is seen from Fig. 13 that the proposed approach maintains the design P f a for both colored and white signals. The test T 1 of [10] does equally well when the signal is white, but the actual P f a is significantly higher than the design values when the signal is colored.
VII. CONCLUSION
In this paper, we derived and analyzed a GLRT based on analysis of the multivariate PSD of augmented received noisy complex signal to determine if the signal is proper or improper. An analytical method for calculation of the test threshold was provided. We also analyzed the performance of the GLRT by deriving an approximate asymptotic distribution of the GLRT statistic under the alternative hypothesis. The GLRT was illustrated via simulations. Past work on this problem is limited to a sequence of independent random vectors, whereas we allow correlated signal sequences with unknown correlation. APPENDIX A ON ASSUMPTION 2.6.1 OF [16] Here we follow [16] , [24, . In this paper we invoke [16, Theorems 7.2.4 and 7.3.3] to establish some asymptotic results regarding PSD estimators of stationary random sequence z(t). These theorems require satisfaction of Assumption 2.6.1 of [16] , which is stated in terms of the kth order joint cumulant of the components of z(t). In this appendix, for easy reference, we state and briefly discuss this assumption.
Consider 
for a 1 , a 2 , . . . , a k = 1, 2, . . . , q and t, τ 1 , τ 2 , . . . , τ k −1 = 0, ±1, ±2, · · · . Now define a multivariate sequence z(t) modeled as
where z(t) is m × 1 and {H( )} is the m × q impulse response matrix sequence of the system. We take it to be causal implying H( ) = 0 for < 0. Furthermore, the system is either finite impulse response implying that 
(80) Note that (80) is the same as the expression given after (11) .
The complex counterpart to [18, Theorem 2.1.11] is stated and proved below. 
This completes the proof. Lemma 3 shows that the function
is a probability density function for any real (not necessarily an integer) α > m − 1, since it is non-negative and integrates to 1. That is, the Wishart density given in (11) is still a Wishart density even when one replaces integer K therein with a real
The complex counterpart to [18, Theorem 3.2.7] is stated below in the notation of this paper; its proof follows in a similar manner via a characteristic function argument.
Lemma 4: Let X ∼ W C (2p, K, Σ) and partition X and Σ as X = X (11) X (12) X (21) X (22) , Σ = Σ (11) Σ (12) Σ (21) Σ (22) 
where X (11) and Σ (11) (22) ), and X (11) and X (22) are independent. We will also need the following expected value of the logdeterminant of a complex Wishart matrix. Lemma 5 is an extension of part of [29, Theorem 2.11] .
Lemma 5:
Lemma 6 is a restatement of [30, Lemma 5] in the notation of this paper. First we need to recall the definition of complex hypergeometric functions with a single matrix argument [28] . Let κ = (k 1 , . . . , k m ) be a partition of the integer k with 
are arbitrary complex numbers, κ denotes summation over all partitions κ of integer k, and C κ (Y) denotes the complex zonal polynomial of Y [27] , [28] .
Lemma 6: Let X ∼ W C (2p, K, Σ) and partition X and Σ as in (83). Then, for any real h ≥ 0,
It is well-known that in (86), Y enters via its eigenvalues which are non-negative reals for Hermitian Y [27] , [28] . Suppose m = p in Lemma 5. Since |I − CD| = |I − DC| for square matrices C and D, we can write |I − Σ −1 
Lemma 7 is a restatement of part of [30, Lemma 2] in the notation of this paper.
Lemma 7: For any x (real or complex) and any Y = Y H ∈ C m ×m such that Y 0, the following equality holds true for all integers r
where κ and C κ (Y) are as in (86).
We also use the following two results. For any Hermitian Y,
where, in (91), x is any real or complex number and integer n > 0, and in (92) 
and therefore,
The following is needed for the results of Section V. Lemma 8: Let Σ and P be as in Lemma 6 and (88), respectively, and let m = p in Lemma 6. If P = K −1P , then
Proof: By (91), with n = K and x = −1,
By (93), with κ denoting a partition of k, we have
By (86), (90) with
and r = 0, and (96), it follows that
Therefore, from (95) and (98), we have
This proves the desired result. 
where a and b are integers, C is a constant such that E{W 0 } = 1 and
Then
Proof: As noted in [22, p. 321 ], although one obtains (100) for real h, it is extended to complex h by analytic continuation, and more specifically, (100) is used for imaginary h; this is also the approach in [18, Section 8. Using the above result, (102) and (38), we obtain (35). We also have
Similarly, we have
Substitution of (115) and (116) in (104) yields (39). We also have 
where we have used (88), (89) and (110) 
k and Y (2) k are not independent. By Lemma 5, we have
E{ln |Y (1) k |} = ln
E{ln |Y (2) k |} = ln 
Using Lemma 11 we have
where we have used ln(1 + x) = x + O(x 2 ) and (1 − x) −1 = 1 + x + O(x 2 ). By (123) and (124) we have
Substitution of (125) in (122) proves Lemma 2.
