Abstract-This work considers the open-loop control problem of steering a two level quantum system, from an initial to a final condition. The model of this system evolves on the state space X = SU(2), having two inputs that corresponds to the complex amplitude of a resonant laser field. A symmetry preserving flat output is constructed using a fully geometric setting. Using a particular parametrization, some simulation results of the flatness based control are presented for the Hadamard gate.
I. INTRODUCTION
Take a single qubit, i. e. a two level quantum system. Denote by ω 0 its transition frequency and assume that it is controlled via a resonant laser field v ∈ R:
where u = u 1 + ıu 2 ∈ C, (u 1 , u 2 ) ∈ R 2 , is its complex amplitude. In general, the frequency ω 0 is large and the time variation of u is slow: |u| ω 0 |u|. In the interaction frame, after the rotating wave approximation and up to some scaling [1] , [2] , the Hamiltonian reads u 1 σ 1 +u 2 σ 2 , where σ 1 and σ 2 are the first two Pauli matrices (see appendix A). The gate generation problem then reads: take a transition time T > 0 such that ω 0 T 1 and a goal matrixŪ ∈ SU (2) ; find a smooth laser impulsion [0, T ] t → u(t) ∈ C with u(0) = u(T ) = 0 such that the solution [0, T ] t → U(t) ∈ SU(2) of the initial value problem ı d dt U(t) = (u 1 (t)σ 1 + u 2 (t)σ 2 ) U(t), U(0) = I 2 reachesŪ at time T , i. e., U(T ) =Ū. This motion planing problem admits a well-known elementary solution 1 . It relies on the fact that there always exists (α, β , γ) ∈ R 3 such U = exp(−ıγσ 1 ) exp(−ıβ σ 2 ) exp(−ıασ 1 ) (see, e.g. [3] ). An obvious steering control u(t) is decomposed in three elementary and successive pulses: for the first (resp. third) pulse, u 2 = 0 and u 1 is such that its integral over the time interval equals α (resp. γ); for the second pulse, u 1 = 0 and the integral of u 2 is β . In this paper, we propose another solution where u 1 and u 2 vary simultaneously, i.e. the steering control u(t) is contained in a single pulse. Our solution does not relies on optimal control techniques (see, e.g., [4] for example and the references therein): it is explicit; it does not rely on numerical resolution scheme; it provides controls that can be chosen to be a function of t of class C ω or C ∞ . As far as we know, such explicit solution is new and could be of some interest for reducing the transition time T while still respecting the rotating wave approximation. Our approach is based on the fact that the system dynamics is differentially flat [5] . The flat output constructed in this paper has a clear geometrical interpretation.
In section II, we show that this system is flat and propose a coordinate-free definition of the flat output that lives in the homogenous space SU(2)/ exp(ıRσ 1 ). This geometric construction preserves invariance with respect to righttranslation. It can be seen as the analogue of the geometric construction based on the Frenet formula for the car with n-trailers, a flat system that is SE(2) invariant (see [6] ). In section III, we show how to use such geometric flatness parameterization to solve analytically the motion planning problem corresponding to an arbitrary quantum gate. Section IV is devoted to simulations in the case of the Hadamard gate. In appendix A one finds the basics properties of Pauli matrices, in appendix B the construction of the parameterization of SU (2) that is used in section IV is presented, and finally, a formula for the representation of U ∈ SU(2) as a quaternion is presented in appendix C.
II. A SYMMETRY PRESERVING FLAT OUTPUT
We consider here the following dynamics
where U ∈ SU(2) is the state and (u 1 , u 2 ) ∈ R 2 is the control relative to the modulation of a coherent laser field (1). This system is a driftless system on the Lie Group SU (2) . It is controllable since the Lie Algebra generated by ıσ 1 and ıσ 2 is su(2) (see, e.g., [7] ). Moreover, this control system is invariant with respect to right translation in the sense of [6] , [8] :
• the group G = SU(2) acts on the state space X = SU(2) via right multiplication φ g : U → Ug, where g ∈ G.
• the dynamics is G-invariant:
is a solution of (2), then t → (Ug(t), u 1 (t), u 2 (t)) is also a solution of (2) for any g ∈ G. The controllability structure of this system is in fact of a very special kind. Around any pointŪ ∈ SU(2), (2) can be seen in local coordinates as a driftless controllable system with 3 states 2 and 2 controls. Thus as known since [9] (see also [10] ), such system is differentially flat and the flat output function can be chosen to depend only on the state. More precisely, the flat output for the controllable system
with dim(x) = 3 is obtained by the rectifying coordinates of any vector field f (x) = α 1 (x) f 1 (x)+α 2 (x) f 2 (x) which is a linear combination of the two control vector fields f 1 and f 2 (α 1 , α 2 are any scalar functions of x).
We propose here a coordinate-free and symmetry preserving construction of the flat output via the above procedure. Thus we are looking for a flat output map h : SU(2) → Y , where Y is the output space, a compact manifold of dimension 2, and G-compatible in the sense of [6] . This means that the output map h must satisfy the following constraint: there exists an action of G = SU(2) on the flat output space Y described by the transformation group ρ g :
The following construction will be based on the control vector field associated to u 1 , and so to σ 1 . It extends easily to any linear combination cos ασ 1 + sin ασ 2 (α ∈ S 1 ) instead of σ 1 .
Denote by K = {exp(ıφ σ 1 )} φ ∈[0,2π] the one-dimensional subgroup of SU(2) generated by ıσ 1 ∈ su (2) . We can consider the action of K on SU(2) via left multiplication: to any k ∈ K, we have the diffeomorphism SU(2) U → kU ∈ SU (2) . Two elements of SU (2), U and V , belong to the same orbit if and only if exists k ∈ K such that kU = V . Denote by Y = G/K the set of the orbits. This set is a compact manifold of dimension 2 and the output function h is the smooth map that associates to any U, the orbit h(U) to which U belongs. This map is smooth and Y is called an homogenous space (see, e.g. [11] ). If U and V belong to the same orbit, then Ug and V g also belong to the same orbit for any g ∈ SU (2) . Hence, this output map is G-compatible in the sense of [6] .
Let us show now that it defines a flat output. This means that the inverse of the system (2) with the output y = h(U) has no dynamics 3 . Thus, we have to consider the following implicit system
where t → y(t) is a known time function and where the matrix U(t) ∈ SU(2) and the control (u 1 (t), u 2 (t)) are the unknown quantities. The problem is how to manipulate h since we have only at our disposal a geometric construction for h. Knowing the time function t → y(t) means that we have at our disposal a smooth time function t → W (t) ∈ SU (2) 
such that y(t) = h(W (t)). Then the output map y(t) = h(U(t)) means that U
and W belongs to the same orbit for each time t. Thus, there exists
Since h is of constant rank around any point U, one can always choose k such that its dependence versus t remains smooth. Thus we haveU =kW + kẆ . (2), we get the following matrix equation
This matrix equation gives in fact k as a function ofẆW † where † stands for Hermitian conjugation. Left and right multiplication by σ 3 of kẆW
Thus we obtain the following relation (without the controls and ω):
We haveẆ
where the ω i 's are known smooth functions of time. Therefore we get
Thus (3) reads:
Right multiplication by σ 2 yields the following algebraic equation 4 defining k
Since k = cos φ + ı sin φσ 1 , we obtain the following equation for the angle φ
which is equivalent to exp(ı4φ ) = z 2 |z| 2 where z = ω 2 + ıω 3 is a known complex number. Thus we have four distinct possibilities for k:
where θ is the argument of ω 2 + ıω 3 . The controls u 1 and u 2 associated to each one of these four trajectories are obtained by
where ω =θ /2 is given via simple algebraic formulae based on ω 2 , ω 3 ,ω 2 andω 3 . 4 The expression ω 2 − ıω 3 σ 1 reads, more rigorously, ω 2 I 2 − ıω 3 σ 1 , where
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So one has constructed, from an arbitrary smooth curve W (t) on SU(2), a solution U(t) of (2). Conversely, from the reasoning above, given any solution U(t) = k(t)W (t) of (2), with k(t) ∈ K and W (t) ∈ SU(2) being smooth curves, then, when z(t) is always nonzero, there exist smooth maps A and B such that U(t) = A (W (t),Ẇ (t)) and (u 1 , u 2 ) = B(W (t),Ẇ (t),Ẅ (t)). In particular, h : G → G/K is a flat output map.
Thus we have proved the following result: Theorem 1: Take an arbitrary smooth curve t → W (t) on SU (2) . Denote by (ω 1 , ω 2 , ω 3 ) ∈ R 3 the coordinates ofẆW † ∈ su(2) with respect to the Pauli basis:ẆW † = ı(ω 1
This theorem means that to any arbitrary smooth curve t → W (t) on SU(2) (not necessarily a solution of (2)), we can associate, without any integration, but just by algebraic manipulations and time derivations, a trajectory t → (U(t), u 1 (t), u 2 (t)) of (2). In fact we have four different possibilities for U satisfying h(U) = h(W ). If one possibility is given, i.e. a smooth solution t → (U(t), u 1 (t), u 2 (t)) of (2) such that h(U(t)) = h(W (t)), the three remaining ones are
III. MOTION PLANNING
In this section, a motion planning technique will be established using the ideas of the previous section. The choice of parametrization of this section is a particular choice of local charts of G = SU(2) and of G/K. It follows easily from those results that any choice of a local parametrization of Y = G/K will produce a flat output of the system. Other choices may produce better results than the ones obtained here.
As the system is driftless, every time re-parameterization of a solution is also a solution. In fact, consider the equation 
(s)) if and only if U(t) =Ũ(ς (t)
) is a solution of (2) defined on [0, T ] with input (u 1 (t), u 2 (t)) = dς dt (ũ 1 (ς (t)),ũ 2 (ς (t)). One concludes that, without loss of generality, one may always state the motion planning problem with the (virtual) time s belonging to the interval [0, 1] and after that, one may "control the clock" by choosing a convenient bijection s = ς (t).
Notice that any element of U ∈ SU(2) reads
with e 1 = −ıσ 1 , e 2 = −ıσ 2 and e 3 = −ıσ 3 and with (q 0 , q 1 , q 2 , q 3 ) ∈ R 4 and of length one, i. e., q 2 0 + q 2 1 + q 2 2 + q 2 3 = 1. This corresponds to the identification of SU (2) with quaternions q = q 0 + q 1 e 1 + q 2 e 2 + q 3 e 3 of length one: e 2 k = −1 and e 1 e 2 = e 3 , e 2 e 3 = e 1 and e 3 e 1 = e 2 . Our computations, based on theorem 1, will rely on the following surjective parameterization:
Proposition 1: Given any matrix U of SU (2) , there exists (φ , α, τ) ∈ R 3 , which is not unique, such that U = exp(ıφ σ 1 )W (α, τ), where
The proof is given in appendix B. It is constructive once U is given as a quaternion of length one via (6) . It is easy to see that the mapping Γ : R 3 → SU(2) defined by Γ(φ , α, τ) = exp(ıφ σ 1 )W (α, τ) is differentiable and surjective. Let Π : SU(2) → SU(2)/K be the canonical projection. Then the map Π • Γ : R 3 → SU(2)/K is also differentiable and surjective. Taking φ = 0, and defining Γ 0 = Γ(0, α, τ), it follows that the map Π•Γ 0 : R 2 → SU(2)/K is also surjective and differentiable. Now let W (s) = W (α(s), τ(s)), s ∈ [0, 1] be a differentiable path on SU (2) . Then, differentiating in s (the virtual time), one gets (here the symbol stands for d/ds)
Then, by (8) , it is easy to show that
Differentiating the last equation in s, one obtains
Let θ be such that cos(θ ) = ω 2 /ρ and sin(θ ) = ω 3 /ρ, where ρ = ω 2 2 + ω 2 3 . By (5), a possible choice for φ (t) is taking
By construction, z = ω 2 + ıω 3 = ρ exp(ıθ ). So, z = ω 2 + ıω 3 = ıθ ρ exp(ıθ ) + ρ exp(ıθ ). It follows that one may compute ω = φ = θ /2 as a function of ω 2 , ω 3 , ω 2 , ω 3 by
From the previous discussion, one has established the following method for constructing a control law in order to steer the system from U(0) = I 2 to U(T ) =Ū, whereŪ is the desired final condition.
• Choose a "control of the clock" diffeomorphism ς :
• Choosing φ 0 = 0, τ 0 = 0, one gets I 2 = exp(ıφ 0 )W (α 0 , τ 0 ), independently of the choice of α 0 (see (7)).
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• Choose φ 1 , α 1 and τ 1 such thatŪ = exp(ıφ 1 )W (α 1 , τ 1 ).
• Choose τ 0 = 0. As φ 0 = 0, then (9) and (10) imply that α 0 = 0, if τ 0 > 0, or α 0 = ±π, if τ 0 < 0. Note that there is no constraint regarding the choice of α 0 .
• Let θ 1 = 2φ 1 . Choose some ρ 1 > 0 (free choice). Let z 1 = ω 1 + ıω 2 = ρ 1 exp(ıθ 1 ). Then deduce τ 1 and α 1 from (9).
Compute the open-loop control by using the following expressions
From (9) and (10), one concludes that, for τ = 0, the only possible solutions for φ are of the form ±α/2 + nπ for n ∈ Z. This is in fact a singularity of the parameterization (α, τ) (of SU(2)/K) for τ = 0 (note from (7) that W (α, 0) is independent of α). This is not a problem when one considers U(0) = I 2 , but it is possible that better solutions can be found when this singularity is avoided, as follows. In fact, the same control that steers the system from the identity toŪ, will steer the system fromW toŪW . In particular one may chooseW = W (τ, α 1 ). Then the control may be computed from a curve τ(t) such that τ(0) =τ and τ(T ) = τ 1 +τ. This may allow other choices for the initial conditions of α than kπ, for k ∈ Z, but (9) and (10) introduce a constraint in the choice of the initial condition α 0 of α . Recall that α 0 can be freely chosen when τ 0 = 0.
IV. HADAMARD GATE
In this section, an application of the previous steering technique will be presented. The important case of the Hadamard gate [12] :Ū = α(s) = −6.2832s 3 + 9.4248s 2 − 3.1416 τ(s) = −0.4292s 3 + 0.6438s 2 − 1.0000s
The "control of the clock" function ς : [0, 1] → [0, 1] such that ς (t) = t − sin(2πt)/(2π) was used, which has produced the results depicted in figures 1-6.
V. CONCLUSION
We have shown via theorem 1 that we can associate (just by algebraic manipulations and time derivations) to any arbitrary smooth curve on SU(2) a trajectory of (2) characterized by the fact that its relative velocity does not admit any component along ıσ 3 . This correspondence is based on the fact that (2) is differentially flat. Since our construction is fully geometric and preserves right-translation invariance, other procedures can be conceived, different from the one explained in section III. In particular, all the computations can be done with quaternions, without using the parameterization of proposition 1. Such quaternion-based computations will be considered in the future.
VI. CONCLUDING REMARKS
The results of this paper holds if the laser matches exactly the resonant frequency. If we have a frequency offset of Δ r from resonance, then this offset leads to the following drift (see, e.g., [13] ): Fig. 4 . Simulation result of (q 0 (t), q 1 (t)).
It is still interesting to notice that h(q) is also a flat output. In this case, the key relation (3) becomes
and k = exp(φ e 1 ) is a root of the following polynomial k 4 (ω 2 e 2 + ω 3 e 3 ) + 2k 2 Δ r e 3 − (ω 2 e 2 − ω 3 e 3 ) = 0.
Then one could try to apply similar techniques for solving the motion planning problem for this system, although the time-scale s = ζ (t) cannot be considered in this case. 
APPENDIX

A-Pauli matrices
The Hermitian matrices
are the three Pauli matrices. They satisfy σ 2 k = 1, σ k σ j = −σ j σ k for k = j, and σ 1 σ 2 = ıσ 3 , σ 2 σ 3 = ıσ 1 , σ 3 σ 1 = ıσ 2 .
For any k exp(ıφ σ k ) = cos φ + ı sin φ σ k and for any (k, j) with k = j we have
B-Proof of proposition 1 Let U ∈ SU(2) be given by (6) . By direct computation, one has exp(−ıφ σ x )U = cos (φ ) q 0 − sin (φ ) q 1 − cos (φ ) q 2 + sin (φ ) q 3 − sin (φ ) q 3 + cos (φ ) q 2 cos (φ ) q 0 − sin (φ ) q 1 + +ı − cos (φ ) q 3 − sin (φ ) q 2 − sin (φ ) q 0 − cos (φ ) q 1 − sin (φ ) q 0 − cos (φ ) q 1 cos (φ ) q 3 + sin (φ ) q 2
Note also that exp[ıτ(cos(α)σ y + sin(α)σ z )] = cos (τ) cos (α) sin (τ) − cos (α) sin (τ) cos (τ) +ı sin (α) sin (τ) 0 0
− sin (α) sin (τ)
After some simple computations, one finds the following possible solution:
• If q 2 0 + q 2 1 = 0, then τ = π/2, α = −π, φ = π/2 + θ , where cos θ = q 3 , sinθ = q 2 .
• If q 2 2 + q 2 3 = 0, then τ = 0, α = 0, cos φ = q 0 , sinφ = −q 1 .
• If 0 < q 2 0 + q 2 1 < 1, then cos φ = q 0 / q 2 0 + q 2 1 , sinφ = −q 1 / q 2 0 + q 2 1 . Furthermore cos(τ) = q 2 0 + q 2 1 and sin(τ) = ± q 2 2 + q 2 3 . One may take α ∈ [0, π] such that cos(α) = (−q 3 sin φ + q 2 cos φ )/ sin τ. Now choose the sign of sin(τ) in a way sin(τ)(−q 3 cos φ − q 2 sin φ ) ≥ 0.
C-Quaternion representation of U ∈ SU(2)
Let U ∈ SU (2) . Let ℜ(x) and ℑ(x) stand for the real and the imaginary part of a given object x. Let R = ℜ(U) and J = ℑ(U). Then the following expressions may be used to express U as in (6) q 0 I 2 = TuCI16. 2 
