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Abstract—We have developed an approximate signal recovery
algorithm with low computational cost for compressed sensing on
the basis of randomly constructed sparse measurement matrices.
The law of large numbers and the central limit theorem suggest
that the developed algorithm saturates the Donoho-Tanner weak
threshold for the perfect recovery when the matrix becomes as
dense as the signal size N and the number of measurements M
tends to infinity keep α = M/N ∼ O(1), which is supported
by extensive numerical experiments. Even when the numbers of
non-zero entries per column/row in the measurement matrices
are limited to O(1), numerical experiments indicate that the
algorithm can still typically recover the original signal perfectly
with an O(N) computational cost per update as well if the density
ρ of non-zero entries of the signal is lower than a certain critical
value ρth(α) as N,M →∞.
I. INTRODUCTION
Compressed (compressive) sensing (CS) is a framework that
enables the recovery of a sparse signal from few of its mea-
surements by exploiting the sparsity as the prior knowledge
of the original signal. Famous applications of CS include
computational photography and seismic data processing, in
which the original signal and its measurements are linearly
related, in most cases, by the Fourier and/or wavelet trans-
formations. In general, these relationships are expressed by
dense matrices. Accordingly, much effort has been made in
analyzing the performance [1], [2], [3], [4] and developing
practical algorithms for the signal recovery [5], [6], [7] for
the density matrix based CS.
Data compression, data stream processing, and group testing
are also included in examples of CS but may be classified
into another category. Unlike the above applications, these
examples naturally allow situations where each measurement
is related to only a few entries of the original signal. In such
cases, it is more suitable to model the signal-measurements
relationship by not density but sparse matrices [8].
The l1-norm minimization under the constraint of given
measurements is widely adopted for the signal recovery of
CS and the interior point method is a standard solution for
this task. In general, the computational cost per update of
this scheme enlarges as cubic of the problem size, which
is regarded as feasible in computational complexity theory.
However, in practice, the cost may exceed the allowable limit
depending on the problem size and/or situations. In such cases,
the sparsity of the matrices can be advantageous for reducing
the computational cost because necessary computations for
relating the signal and measurements increase just linearly
with respect to the signal size if the numbers of non-zero
entries per column/row in the matrix are O(1) [8], [9].
From this perspective, we have developed an approximate
algorithm for the signal recovery of the sparse matrix based
CS. In a similar setting, an earlier study [10] developed an
algorithm on the basis of belief propagation (BP) [11], [12]
in conjunction with using a mixture of two finite variance
Gaussians as a sparse prior. The computational cost of the
algorithm increases only linearly with respect to the signal
size. However, the following two issues may be problematic:
• Functions of continuous variables must be updated to deal
with continuous signals. This means that the prefactor
of the computational cost is rather large even if it is
proportional to the signal size.
• The finiteness of the variances of the two Gaussians in the
prior does not allow the perfect recovery of the original
signal even if no noise is added to the measurements.
We will show that these possible drawbacks can be resolved
by using BP to the constrained l1-norm minimization in
conjunction with further quadratic approximation. We will
also show that our algorithm asymptotically saturates the
Donoho-Tanner weak threshold for the perfect recovery [13]
when the matrix becomes dense. This indicates that, in the
dense limit, the algorithm developed here is as capable as the
approximate message passing (AMP) proposed by Donoho et
al. [7] although control of a soft-thresholding parameter is not
necessary unlike AMP.
The remainder of this article is organized as follows. The
next section introduces the problem on which we will focus.
Section III, which is the main part of this article, describes the
suitable signal recovery algorithm for the sparse matrix based
CS that we developed. Section IV examines the properties of
the algorithm by extensive numerical experiments. The final
section summaries the paper.
II. THE PROBLEM SETTING
In the general scenario, we suppose that each entry x0i ∈ R
of an N -dimensional original signal x0 = (x0i ) ∈ RN is
independently generated from an identical distribution P (x) =
(1 − ρ)δ(x) + ρP˜ (x). Here, P˜ (x) is a certain distribution
that has a finite variance but not a finite mass at the origin,
and ρ represents the density of non-zero entries of the signal.
Multiplying M(< N)×N matrix F = (Fµi) ∈ RM×N yields
the linear measurements y = Fx0 of dimensionality M . To
simply characterize the sparsity of the measurement matrix,
we focus on the case of regular ensembles in which positions
of non-zero entries in F are determined randomly under the
constraint that the numbers of non-zero entries per column
and row are fixed to finite values j and k, respectively while
N,M → ∞ with keeping α = M/N ∼ O(1). However,
extension to irregular ensembles for which values of j and
k are distributed in a matrix is straightforward. After the
positions of the non-zero entries are fixed, each value is
provided by independently sampling a random number from
an identical distribution of a finite variance.
To recover the original signal x0 given y and F , we follow
the constrained l1-norm minimization scheme
minimize
x
{
N∑
i=1
|xi|
}
subject to Fx = y. (1)
This can be expressed as a problem of linear programming. In
general, necessary computational cost for solving this scales
as O(N3) per update by using the interior point method as
a certain matrix inversion is required for each iteration [14].
The purpose of our study is to reduce this cost by developing
an efficient approximate algorithm utilizing the framework of
BP.
III. ALGORITHM DEVELOPMENT
A. Belief propagation
As a basis of our study, we first convert eq. (1) to an
unconstrained optimization problem
max
λ
min
x
{
λT(Fx− y) +
N∑
i=1
|xi|
}
(2)
by introducing the Lagrange multiplier λ = (λµ) ∈ RM ,
where maxX and minY stand for maximization and mini-
mization with respect to X and Y , respectively. T denotes the
matrix transport.
The objective function of eq. (2) includes non-trivial in-
teraction terms λTFx, which is why computation cost is
so considerable. Our key idea for reducing the cost is to
approximate eq. (2) by a bunch of single-body optimization
problems that can be handled with a lower computational cost,
which is similar to the spirit of mean field approximations of
statistical mechanics [15].
For this, we introduce auxiliary functions φi→µ(xi) and
ψµ→i(λµ) to two types of optimization variables xi and λµ,
respectively. φi→µ(xi) physically means the single-body ob-
jective function of xi for the “µ-cavity system” that is defined
by removing λµ from the original system, and similarly for
ψµ→i(λµ) [16], [17]. The BP framework indicates that these
functions can be determined by the following considerations:
1) i-cavity → µ-cavity
Recover the original system by inserting xi to the i-
cavity system. After that, choose an index µ ∈ M(i),
where M(i) denotes the set of indices of the Lagrange
multipliers that are directly connected to xi, and remove
λµ. This yields the µ-cavity system. Optimizing the ap-
proximate objective function of the µ-cavity system with
respect to λν∈M(i)\µ offers the single body objective
function of xi in the µ-cavity system. Here, A\a denotes
the set that is defined by removing an element a from a
set A. This provides
φi→µ(xi) = |xi|
+
∑
ν∈M(i)\µ
max
λν
{Fνiλνxi + ψν→i(λν)} . (3)
2) µ-cavity → i-cavity
Recover the original system by inserting λµ to the µ-
cavity system. After that, choose an index i ∈ I(µ),
where I(µ) denotes the set of indices of the signal
variables that are directly connected to λµ, and remove
xi. This yields the i-cavity system. Optimizing the
approximate objective function of the i-cavity system
with respect to xl∈I(µ)\i offers the single body objective
function of µ in the i-cavity system. This provides
ψµ→i(λµ) = −yµλµ
+
∑
l∈I(µ)\i
min
xl
{Fµlλµxl + φl→µ(xl)} . (4)
Let us denote the single body objective functions for
approximating eq. (2) as φi(xi) and ψµ(λµ). These can be
constructed from the auxiliary functions as follows:
3) Construction of φi(xi) and ψµ(λµ)
Recover the original system by inserting λµ to the µ-
cavity system and optimize the approximate objective
function with respect to λµ∈M(i). This yields
φi(xi)= |xi|+
∑
µ∈M(i)
max
λµ
{Fµiλµxi+ψµ→i(λµ)} . (5)
Similarly,
ψµ(λµ)=−yµλµ+
∑
i∈I(µ)
min
xi
{Fµiλµxi+φi→µ(xi)} . (6)
Under suitable conditions, iterating eqs. (3) and (4) for all
connected pairs of i and µ is expected to yield a convergent
solution of φi→µ(xi) and ψµ→i(λµ). Inserting the solution
into (5) and optimizing φi(xi) offer the recovered signal x̂i =
argminxi{φi(xi)}.
B. Quadratic approximation
As long as j, k ∼ O(1), the necessary computational cost
for performing the above procedure grows linearly with N
since the optimization required at each step is concerned with
only a small number of variables. However, the prefactor is
considerably large since one has to update functions at each
step, which may reduce practical applicability. This difficulty
is shared with another BP-based algorithm developed by Baron
et al. [10].
To reduce necessary computation cost, we limit φi→µ(xi)
and ψµ→i(λµ) to the form of (piecewise) quadratic functions
as
φi→µ(xi) =
1
2
Ai→µx
2
i −Bi→µxi + |xi|, (7)
ψµ→i(λµ) = −1
2
Cµ→iλ
2
µ + (Dµ→i − yµ)λµ, (8)
and derive update rules for Ai→µ, Bi→µ, Cµ→i and Dµ→i.
For this, we first substitute eq. (8) into eq. (3), which yields
Ai→µ =
∑
ν∈M(i)\µ
F 2νi
Cν→i
, (9)
Bi→µ =
∑
ν∈M(i)\µ
Fνi
Cν→i
(yν −Dν→i), (10)
exactly. Next, we insert eq. (7) into eq. (4). In this, the
expression
min
xl
{Fµlλµxl + φµ→l(xl)} =
− (Bl→µ−1−λµFµl)22Al→µ , Bl→µ−λµFµl>1,
0, |Bl→µ−λµFµl|<1,
− (Bl→µ+1−λµFµl)22Al→µ Bl→µ−λµFµl<−1
(11)
should be paid attention to. For a fixed µ, eq. (11) represents a
piecewise quadratic function that switches its functional form
at two points λµ = (Bl→µ ± 1)/Fµl, which vary among l ∈
I(µ)\i. This means that directly using eq. (11) in assessing
eq. (4) yields a piecewise quadratic function that switches its
functional form at 2(j − 1) different points, which makes it
impossible to obtain the quadratic form of eq. (8) any more.
To practically resolve this problem, we approximate the right
hand side of eq. (11) by
− (Bl→µ−1−λµFµl)22Al→µ , Bl→µ > 1,
0, |Bl→µ| < 1,
− (Bl→µ+1−λµFµl)22Al→µ , Bl→µ < −1
(12)
which is justified if |Bl→µ/Fµl| ≫ 1 holds. As eq. (12)
represents not piecewise but totally quadratic functions of λµ,
using this approximation in assessing eq. (4) yields the form
of eq. (8), which leads to
Cµ→i =
∑
l∈L(µ)\i
F 2µl
∂f(Bl→µ;Al→µ)
∂Bl→µ
, (13)
Dµ→i =
∑
l∈L(µ)\i
Fµlf(Bl→µ;Al→µ). (14)
Here, f(B;A) represents a soft-thresholding function
f(B;A) ≡
(
B − B|B|
)
Θ(|B| − 1)/A, (15)
in which Θ(u) = 1 for u > 0 and vanishes, otherwise.
Under appropriate conditions, iterating eqs. (9) and (10) →
eqs. (13) and (14) is expected to yield a convergent solution
of Ai→µ, Bi→µ, Cµ→i and Dµ→i. In addition, substituting eq.
(8) into eq. (5) offers an expression
φi(xi) =
1
2
Aix
2
i −Bixi + |xi|, (16)
where
Ai =
∑
µ∈M(i)
F 2µi
Cµ→i
, (17)
Bi =
∑
µ∈M(i)
Fµi
Cµ→i
(yµ −Dµ→i). (18)
Equation (16) provides the recovered signal as
x̂i = f(Bi;Ai). (19)
All this constitutes the main achievement of this article. Actual
time required for running this algorithm is much less than that
for the direct product from BP of eqs. (3), (4) and (5) because
one only has to deal with four types of variables defined
for each pair of signal variables and the Lagrange multipliers
without handling their functions, although the growth rate of
the computational cost with respect to N is the same between
the two algorithms.
C. Dense matrix limit
To theoretically examine the property of the algorithm
developed above, let us suppose an extreme situation where
j → M , k → N and matrix entries Fµi independently
follow an identical distribution of zero mean and variance
N−1. A consideration similar to the following has been
provided in research on CDMA multiuser detection of wireless
communication before [18]. In the supposed situation, the law
of large numbers suggests that Ai→µ ≃ Ai ≃ A ≡ α/C
and Cµ→i ≃ C ≡ N−1
∑N
l=1(∂/∂Bl)f(Bl;A) typically hold
for i = 1, 2, . . . , N and µ = 1, 2, . . . ,M , where we used an
expression of the Taylor expansion
f(Bl→µ;A)− f(Bl;A) ≃ −∂f(Bl;A)
∂Bl
Fµl
C
(yµ −Dµ→l)
∼ O(N−1/2)→ 0 (N →∞). (20)
Further, inserting this and the expression of yν =
∑N
i=1 Fνix
0
i
into eq. (10), we have
Bi→µ ≃ α
C
x0i +
1
C
∑
ν 6=µ
Fνl
∑
l 6=i
Fνl
(
x0l − f(Bl→ν ;A)
)
. (21)
Concerning this, the central limit theorem indicates that the
second term of eq. (21) converges to obey a Gaussian distri-
bution of zero mean and variance C−2N−2
∑
ν 6=µ
∑
l 6=i(x
0
l −
f(Bl→ν ;A))
2 ≃ (α/C2)N−1∑Nl=1(x0l − f(Bl;A))2 and is
independent among different i’s for given µ as N tends to
infinity since Fµi’s are independent of one another.
These arguments mean that as N,M = αN →
∞, macroscopic variables with respect to the signal es-
timate of eq. (19), m = N−1∑Ni=1 x0i x̂i and Q =
N−1
∑N
i=1(x̂i)
2 are determined from the following equations:
m =
〈∫
Dzx0f (B;A)
〉
x0
, Q =
〈∫
Dz (f (B;A))
2
〉
x0
and C =
〈∫
Dz (∂f (B;A) /∂B)
〉
x0
, where B =
(α/C)x0 + (
√
α(Q − 2m+Q0)/C)z, A = α/C and Dz =
dz exp(−z2/2)/√2pi denotes the Gaussian measure. 〈· · ·〉x0
represents the average operation with respect to the original
signal and Q0 =
〈
(x0)2
〉
x0
. It may be noteworthy that
these equations for determining the macroscopic variables are
equivalent to those obtained by the replica method of statistical
mechanics for the l1-norm based signal recovery scheme [4].
As the replica method reproduces the result identical to that
obtained by mathematically rigorous analyses [13], [19], this
suggests that the current algorithm can saturate a theoretical
limit of the l1-norm based scheme for the perfect recovery,
which is often termed the Donoho-Tanner weak threshold [13],
in the limit of dense matrices.
The techniques based on the law of large numbers and the
Taylor expansion, which are used above, are also useful for
reducing the necessary computational cost in the dense matrix
case. Inserting eq. (20) into Dµ ≡
∑N
i=1 Fµif(Bi→µ;A)
yields
zµ = yµ −
N∑
i=1
Fµix̂i +
1
C
(
1
N
N∑
i=1
∂f(Bi;A)
∂Bi
)
zµ, (22)
where zµ ≡ yµ −Dµ and
∑N
i=1 F
2
µi∂f(Bi→µ;A)/∂Bi→µ ≃
(1/N)
∑N
i=1 ∂f(Bi;A)/∂Bi was used in the right hand side
on the basis of the law of large numbers. On the other hand,
plugging Dµ→i = Dµ − Fµif(Bi→µ;A) ≃ Dµ − Fµix̂i into
eq. (18) and using an effect of the law of large numbers∑M
µ=1 F
2
µi ≃ α lead to
Bi =
1
C
M∑
µ=1
Fµizµ +
α
C
x̂i. (23)
Iterating eqs. (22) and (23) in conjunction with C =
(1/N)
∑N
i=1 ∂f(Bi;A)/∂Bi and A = α/C offers the signal
estimate x̂i = f(Bi;A) with an O(MN) computational cost
per update, which is considerably smaller than that of the
original expression, O(MN(M +N)), when N,M ≫ 1.
In the context of the signal recovery of CS, a class of
algorithms similar to eqs. (22) and (23), termed AMP, has
already been proposed by Donoho et al. [7]. Performance
of AMP generally depends on how a certain parameter for
soft-thresholding, which corresponds to “A−1” in the current
algorithm, is controlled externally. A characteristic feature of
the current algorithm is that this parameter is tuned adaptively
for given F and y in the course of updates. This property may
be preferred in practical usage because one does not have to
care about effects of sample fluctuations in such an adaptive
control.
IV. EXPERIMENTAL VALIDATION
To examine the abilities and limitations of the above
scheme, we assessed the capability of the perfect signal
recovery for cases (A) (j, k) = (10, 20) and (B) the dense
matrix case by extensive numerical experiments. As they
can be compared with accurate and mathematically rigorous
assessments, we will first show the results for (B).
In the (B) experiment, the probability that the original signal
is perfectly recovered up to 10000 iterations of eq. (22) →
C = (1/N)
∑N
i=1 ∂f(Bi;A)/∂Bi → A = α/C → eq. (23)
→ eq. (19) was evaluated through 10000 trials for each pair of
various signal density ρ and signal length N . We focused on
the case of α =M/N = 1/2. For each trial, we generated an
M(= N/2)×N dense random matrix F , entries of which were
sampled independently from an Gaussian distribution of zero
mean and variance 1/N . Each entry x0i of the original signal
x0 was sampled from P (x) = (1 − ρ)δ(x) + ρ exp (−x2/2)
independently. We judged that x0 was perfectly recovered
if N−1
∑N
i=1(x̂i − x0i )2 < 10−8 is satisfied. The results
for N =500, 1000, and 2000 are plotted in Fig. 1, which
shows that three curves of the probability of the perfect
recovery for the different system sizes intersect one another
at a point very close to the Donoho-Tanner weak threshold
for α = 1/2, ρc(1/2) = 0.1928 . . .. This suggests that the
developed algorithm can saturate the theoretical limit of the
perfect recovery in the dense matrix case with a computational
cost of O(N2) per update, which is lower than that required
for the generic interior point method.
For the case of (A), we also assessed the probability of the
perfect recovery by using iterations of eqs. (9) and (10) →
eqs. (13) and (14) for sparse matrices which were randomly
constructed under the constraint of (j, k) = (10, 20). Values of
non-zero entries were independently sampled from the Gaus-
sian of zero mean and unit variance. As convergence is rather
faster than in the dense matrix case, we set the maximum
number of iterations to 1000. The ways of generating x0, the
condition for judging the perfect recovery, and the number of
trials for each parameter setting were the same as the above.
Figure 2 (a) plots the results for N =3200, 6400, 12800, and
25600 and shows that four curves for the different system sizes
non-trivially intersect one another at ρ ∼ 0.1652. The accurate
estimate for the theoretical limit of the perfect recovery
has not been clarified for the sparse matrices. Alternatively,
we performed another experiment by shuffling connectivities
among variables at each iteration, which corresponds to the
density evolution analysis of BP [20]. The results are presented
in Fig. 2 (b). A non-trivial cross of four curves is also observed
at ρ ∼ 0.1643, where the difference in the third digit from that
in Fig. 2 (a) may be attributed to effects of finiteness of the
system sizes and the maximum number of iterations. These
suggest that for the sparse matrices the algorithm developed
here can typically recover the original signal perfectly with an
O(Nk+Mj) cost of computations per update if the density of
non-zero entries in the signal is below a certain finite critical
value ρth(α) as N,M →∞ keeping α =M/N ∼ O(1).
V. SUMMARY
In summary, we have developed an approximate signal
recovery algorithm with low computational cost for sparse
matrix based compressed sensing. The developed algorithm
saturates the Donoho-Tanner weak threshold for the perfect
recovery when the measurement matrix becomes dense. For
sparse matrices, the algorithm is still capable of typically
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Fig. 1. Probability of perfectly recovering the original signal for dense
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Fig. 2. (a): Probability of perfectly recovering the original signal evaluated
for randomly constructed sparse matrices of (j, k) = (10, 20). (b): That
assessed by the “density evolution” scheme (see the main text for details).
recovering the original signal perfectly if the density of the
non-zero entries in the original signal is lower than a certain
finite critical value as the signal length and the number of
measurements tends to infinity while keeping the ratio between
them finite.
Accurately identifying the theoretical limit of the perfect
signal recovery for the sparse matrix based compress sensing
and designing sparse matrices [21] for improving the perfor-
mance of the current algorithm are challenging problems for
future studies.
ACKNOWLEDGMENTS
The authors thank KAKENHI Nos. 22300003, 22300098
(YK), 22560370 (TW) and The Mitsubishi Foundation (YK)
for their financial support. The authors also acknowledge the
JSPS GCOE “CompView” for letting them use the TSUBAME
Computing Services of Tokyo Tech. YK also appreciates
useful discussions with M. Me´zard at a preliminary stage of
this work.
REFERENCES
[1] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52,
no. 4, pp. 1289 –1306, Apr. 2006.
[2] E. J. Cande`s and T. Tao, “Decoding by linear programming,” IEEE
Trans. Inf. Theory, vol. 51, no. 12, pp. 4203–4215, Dec. 2005.
[3] S. Rangan, A. K. Fletcher and V. K. Goyal, “Asymptotic Analysis of
MAP Estimation via the Replica Method and Applications to Com-
pressed Sensing” Preprint [online] arXiv:0906.3234v2.
[4] Y. Kabashima, T. Wadayama and T. Tanaka, “A typical reconstruction
limit for compressed sensing based on Lp-norm minimization,” J. Stat.
Mech. (2009), L09003 (12 pages), Sep. 2009.
[5] T. Blumensath and M.E. Davies, “Iterative Thresholding for Sparse
Approximations,” The Journal of Fourier Analysis and Applications,
vol.14, no 5, pp. 629–654, Dec. 2008.
[6] A. Maleki and D. L. Donoho, “Optimal iterative thresholding algo-
rithms,” in Proc. of signal Processing with Adaptive Sparse Represen-
tations, SPARS 09, 2009.
[7] D. L. Donoho, A. Maleki and A. Montanari, “Message-passing algo-
rithms for compressed sensing,” Proc. Natl. Acad. Sci., vol. 106, no. 45,
pp. 18914-18919, Nov. 2009.
[8] A. Gilbert and P. Indyk, “Sparse Recovery Using Sparse Matrices,” Proc.
IEEE, vol. 98, no. 6, 937–947, Jun. 2010.
[9] M. Akc¸akaya, J. Park and V. Tarokh, “Compressive Sensing Using Low
Density Frames” Preprint [online] arXiv:0903.0650v1.
[10] D. Baron, S. Sarvotham and R. G. Baraniuk, “Bayesian Compressive
Sensing Via Belief Propagation,” IEEE Trans. Signal Processing, vol.
58, no. 1, 269–280, Jan. 2010.
[11] J. Pearl, Probabilistic Reasoning in Intelligent Systems: Networks of
Plausible Inference (2nd ed.). Morgan Kaufmann, San Francisco, CA,
1988.
[12] D. J. C. MacKay, “Good error correcting codes based on very sparse
matrices,” IEEE Trans. Inf. Theory, vol. 45, no. 2, 399–431, Mar. 1999.
[13] D. L. Donoho and J. Tanner, “Counting faces of randomly projected
polytopes when the projection radically lowers dimension,” J. Amer.
Math. Soc., vol. 22, no. 1, pp. 1–53, Jan. 2009.
[14] J. Nocedal and S. Wright, Numerical Optimization. Springer-Verlag,
New York, NY, 1999.
[15] M. Opper and D. Saad, Advanced Mean Field Methods: Theory and
Practice. MIT Press, Cambridge, MA, 2001.
[16] M. Me´zard, G. Parisi and M. Virasoro, Spin Glass Theory and Beyond,
World Scientific, Singapore, 1987.
[17] M. Me´zard and A. Montanari, Information, Physics, and Computation,
Oxford University Press, Oxford, UK, 2010.
[18] Y. Kabashima, “A CDMA multiuser detection algorithm on the basis
of belief propagation,” J. Phys. A: Math. and Gen., vo. 36, no. 43, pp.
11111–11121, Oct. 2003.
[19] M. Bayati and A. Montanari, “The dynamics of message passing on
dense graphs, with applications to compressed sensing” Preprint [online]
arXiv:1001.3448
[20] S-Y. Chung, G. D. Forney Jr., T. J. Richardson and R. Urbanke, “On
the Design of Low-Density Parity-. Check Codes within 0.0045 dB of
the Shannon. Limit,” IEEE Comm. Lett., vol. 58 no. 2, pp. 58–60Feb.
2001.
[21] A. G. Dimakis, R. Smarandache, P. O. Vontobel, “LDPC Codes for
Compressed Sensing” Preprint [online] arXiv:1012.0602.
