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Abstract1— The past decades have witnessed an increasing 
percentage of traffic accidents resulting from errors in the 
perception of the human driver. as confirmed by the World 
Health Organization in 2018, according to a report issued by it, 
which shows traffic accidents as the ninth cause of death in the 
world. Today with the rapid development of computer vision 
systems, and what deep learning has achieved in the field of 
artificial intelligence in solving many complex problems. In this 
study, we have proposed a system based on computer vision and 
deep learning that detects objects in front of the car in our road 
environment and the risk factor for it according to the estimate 
of its distance from the vehicle, as when the distance of the 
detected object is less than the imposed minimum (20 meters), the 
system alerts the driver as soon as Possible time to take 
appropriate action to prevent collision and reduce its occurrence. 
The main requirement of the proposed system is to provide a 
technical solution that is easy to implement, provides high 
accuracy, works in real time and at reasonable prices, which 
reduces the increased accident rates. Therefore, our proposed 
system uses monocular camera images and the latest object 
recognition model, the YOLO model, which achieved a 
recognition rate of 61% and estimated distance using the 
boundaries of the detected object and depth maps accurately and 
quickly to help the driver alert him and avoid collision. Our 
proposed system provides a starting point for an integrated 
system that avoids collision, achieves safety and saves lives in our 
street environment.    
Keywords— deep learning; distance estimation; collision 
avoidance; depth map; machine learning. 
I.  INTRODUCTION  
in the field of  developing autonomous driving cars 
computer vision  has become a key component, due the 
advances in visual environment perception like object 
classification, detection, segmentation and distance estimation 
Techniques .Researchers mainly focus on  object 
classification, detection and segmentation [1, 2, 3], beside a lot 
                                                          
 
 
of efforts on improving the accuracy of visual perception 
crucial information for cars to avoid collisions, adjust its speed 
for safety driving can be provided through distances 
estimating  between camera sensors [25,26,27] and recognized 
objects (e.g. cyclists , pedestrians ,cars) and not only by 
recognizing the objects on the way. 
Today with the rapid growth of technology, internet 
applications which led to the availability of huge quantities of 
data, the creation of robust and highly performant computers 
,the emergence of the convolutional neural networks, 
researchers have achieved remarkable progress on traditional 
2D computer vision tasks using deep learning techniques, such 
as object detection, semantic segmentation, instance 
segmentation, scene reconstruction [4, 6, 7, 5],but we have 
failed to find any deep learning application on object-specific 
distance estimation 
   In this paper, we will focus on how deep learning and 
computer vision technique can be used to estimate the distance 
of the detected object (s) and raise an alarm if this distance is 
within the danger range, then this can help boost the driver to 
take action in order to avoid the crash by reducing the speed 
significantly. 
II. MOTIVATION 
This paper is mainly motivated by a research report 
released in 2018 by the World Health Organization (WHO) 
which showed how alarming was the number of deaths on our 
roads each year[8].This same report says that if nothing is 
done road accident will be the 5th cause of death among the 
youths by 2030. there is no barrier preventing us to take 
advantage of these to propose a solution. To find a solution, 
we suggest a system which will recognize objects on our 
streets, valuation  the distance of these object from the camera 
and warning the driver if this distance is equal or less than the 
limit value(20meters). 
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  The main motivation of this paper is to formulate an “easy to 
implement” and affordable technology solution for the ever 
increasing accident rates during driving. 
III. LEARNING-BASED DETECTION TECHNIQUES 
It’s a computer vision technique whose aim is to enable the 
computer to detect surrounding objects even better than 
humans and even in poor lightening and weather conditions. 
Object detection is made up of classification and drawing of 
the bounding box around the object. Object detection is used 
in many activities such as driver assisted and self-driving 
(automobile industry), Surveillance systems (smart security). 
A. Deep Learning in Detection ‎ 
computer vision researches are widely  using deep 
learning, in general object recognition using deep learning 
have two approaches the first one which is known as a two 
stages approach (R-CNN) comparing to previously published 
sliding window-based techniques provides a remarkable 
improvement [9], an unattended algorithm for feature 
generating extraction by CNN's separately is used in  R-CNN 
known as selective search . to estimate the classes of objects 
SVM classifier is applied by R-CNN in the last step , and to 
fine-tune the positions and sizes of detection boxes a  linear 
regression is  applied to get a better performance. After the 
spectacular effect of RCNN, many new ideas have been 
introduced on CNN, such as Fast R-CNN [10], Faster R-CNN 
[11] and the spatial pyramid pooling network (SPP-Net) [12]. 
As for the object detection techniques mentioned above, they 
have significantly improved the accuracy and speed of object 
recognition, while there are techniques that adopt a one-stage 
approach such as YOLO (you only look once) which is 
considered one of the fastest object detection algorithms 
which makes use of Convolutional Neural Network. It's not 
the most accurate but it's one of the best choices for real time 
object detection tasks while maintaining an accepted level of 
accuracy. Some researchers have done a good job to convert 
the YOLO implementation from DarkNet to a TensorFlow 
using python programming language. The latest version 
(YOLO v3) has codename DarkNet53[15] which indicate that 
it contains 53 convolution layers each separated by a 
normalization layer and a Leaky ReLU activation. It’s a fully 
convolutional Network. another technique similar to the 
YOLO approach is The SSD (Single Shot multi box Detector) 
[14], which to  increase the  accuracy uses multi-scale feature 
mapping layers  and standard boxes . 
   Regarding the deep learning approaches, the two step 
strategies have advantages in terms of recognition accuracy 
and localization accuracy. However, a large amounts of time 
and resources is needed and the efficiency of calculation is 
poor .unified network structures accelerate he single-stage 
methods ,although the accuracy of the process decreases .In 
addition , a major factor for deep learning-based methods is 
the amount of dataset 
B. Distance Estimation 
In computer vision this is one of the top problems which 
often comes forward after the object of interest is identified 
since object detection and depth estimation goes together. 
Many researchers have worked on distance estimation or 
depth estimation of an object from the source, using camera, A 
variety of techniques, methods and algorithms have been 
developed in the due course. This finds application in wide 
range of areas: intelligent transportation systems, robotics, the 
automobile industry with self-driving cars[17] etc. Distance 
estimation can be done either passively or actively. 
1) The Active method : signals (usually radio & laser 
beam) are sent to the object(s) which we want to measure the 
distance. Such a system uses sensor such as Ultrasound, laser 
scanners or time-off light to search for surrounding objects. 
Active methods are usually very expensive methods. 
2) The Passive method: The images provided from the 
camera and computer vison techniques to be able to estimate 
the object distance from the camera. Such a system usually has 
a low cost and can be used in variety of domains such as 
robotics, Virtual reality and industrial automation[18]. 
a) The Stereo vison: This method uses two cameras to 
calculate the distance of the object. The two cameras parallel 
to each other and observe the object from different locations 
which result in different image locations. It exploits the 
parallax phenomenon which refers to a displacement of the 
apparent position of the object view from different line of 
sight. The object distance is calculated from the relative 
distance of the object position on both cameras. The difference 
in image location is known as disparity while the distance 
between the two cameras is called baseline.  
b) The Monocular camera: This method uses a 
monocular camera and computer vison technique to estimate 
the distance of the object in the image Even though many 
researchers have work on stereo vision, we are interested in 
the monocular method which sooth this paper context and 
turns to be cheaper. Many researches go from the principle of 
stereo vision and try to implement it using a single camera 
Several. where they used strategies like the temporal method 
for distance estimating between position of the monocular 
camera and the target , in temporal method for example the 
distance is computed  based on the temporal sequence of 
object copies (e.g. visual odometry), while in The another way 
the prediction of distance is in the actual frame independently 
of previous frames (e.g. triangulation methods or depth 
estimation based on CNN techniques). 
One important thing note in Many researches Which I was 
reading was suffering from limited by the depth used to the 
camera performance This is what we are more interested in 
and we went forward to look at what some researchers have 
done regarding this. 
There are many methods to estimate  the distance of objects 
using different sensors. The advantages and disadvantages of 
some of these methods are presented in the table 1 . 
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TABLE I.  :COMPARISON OF DISTANCE ESTIMATION TECHNOLOGY. 





requires continuous active 







Heavy and large  devices. high 




Image scale and 
depth 
information is 




More cost  and needs more 
calibration effort than monocular 
cameras, Complex multi-step 
refinement processes or Global 
processing requirements that 
demand huge memory size and 
bandwidth 
Monocular 





Suffer from image scale 
uncertainty, Very large training 




C. depth estimation 
 depth image is an image which contain information about 
the distance of each point in the image from the viewpoint. 
The intensity value of each pixel represents the distance of the 
that point from the camera. Depth map images are grayscale 
and brighter a point the further way it is and the darker a point, 
the closer it is. Now our days we have specialised camera 
devices (e.g. Kinect) and 3D software which are used to 
produce depth images. Such images are very important and 
used in augmented reality usually for special visual effect and 
scene reconstructions[21]. Researchers have also worked to 
develop this techniques. where there very interesting method 
is the depth estimation with monocular images is done using 
deep learning model trained on pair of images with their depth 
maps. This method provides decent accuracy[22]. This can be 
done by either using Supervised Learning or Unsupervised 
learning. The commonly used dataset which contain both label 
depth maps and raw data used to trained the model are; 
NYUv2(RGB-D depth maps for indoor images), Kitti(RGB-D 
depth maps for road images and Make3D (RGB-D depth maps 
for outdoor). 
IV. THE PROPOSED SYSTEM AND METHODOLOGIES 
our system proposes an Object distance estimator and 
notification warning system which uses as input images from 
monocular camera and uses deep learning models together 
with some computer vison techniques for processing and 
giving out the result in real-time.. We started this system  by 
doing an analysis of the requirement necessary and a 
feasibility study .  Then we we came forward with a schematic 








From Our proposed system Shown in the figure1 , the 
sequences of images are collected from a monocular camera 
(or video file) and passed as input to the deep leaning model. 
The deep learning model here represent actually two models; 
one for object detection and the other for depth map generation. 
The object detector model will identify and locate the position 
of a target object in the image, while the depth map generator 
model will generate the depth map from the image, and this 
depth map will be used together with the coordinate of the of 
the object from the detector, to estimate the distance of this 
object from the camera. Once the object is detected, position 
known and distance from the camera calculated, we will now 
be able to tell if this distance is within the danger zone or not. 
If this distance is within the danger range, the warning state 
will be stated notifying the driver to take care and be more 
careful.  
    To Implement this project and make it realistic within the 
limited time frame, we divided it into 4 sub modules which are: 
 Train model and build Object detector. 
 Generate the depth maps from Color images (2D 
images) 
 Integrate the depth map with Object detection 
 Implement the Warning state.  
A. Train model and build Object detector  
In this part of the proposed system we are interested in 
bringing up an object detector to detect objects of specific 
classes that can intercept a moving vehicle that work in a real-
time with high-precision. After studying the state-of-the-art 
object detection architectures (YOLOv3, Faster R-CNN, 
SDD), we note YOLOv3 has proven to be the best option for 
us since it has a very good balance between the accuracy and 
speed which is essential for this system. Then we chose 
dataset which will provide us with high quality labelled 
images of the classes of object (Car, Van, Bus, Truck, 
Pedestrian, Motorcycle, Dog, Traffic sign)  which we will 
train our classifier. For this, we had two options; Google Open 
images dataset and Kitti dataset were more suitable for this. 
The training method we are interested in doing here is 
supervised learning using a pretrained model trained on the 
MS COCO dataset. Our training script was configured to train 
in two phases sequentially, each with 50 epochs but with batch 
size of 32 for the first and 8 for the second. We downloaded 
the labelled dataset from Kitti (7481 training images and 7518 
test images, 12GB) and GOID (5000 images for each class). 
We started by training on the Kitti dataset which took 4 days 
to complete. We tested the resulting Keras model on a couple 
of images and the performance from first view was poor. The 
model could not accurately detect the target objects from the 
images unless these objects shaped was well shown in a good 
quality image. so  We also train the original pretrained model 
on the GOID (Google open image dataset). It also took 4 days 
to complete the training. We tested the resulting Keras model 
and the result was encouraging. We tested with serval set of 
images and the model could identify the object in the images. 
We wrote a script to test this model in real time, with data  
 







Awareness  state 
 
Figure 1: System data flow overview design. 
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from a video file and the model was able to detect the object at 
an acceptable latency. 
B. Generate the Distance  from Color images (2D images)  
depth estimation from images is a very important task ‎in 
many applications and  used in augmented ‎reality usually for 
special visual effect and scene ‎reconstructions. Depth map is a 
gray scale image that contains the distance of the objects from 
a viewpoint. In this phase, we are interested in generating 
depth images from the 2D RGB images fed to our system. 
This depth image would be necessary in to estimate the 
distance of the detected object. 
we will use the deep learning supervised method which is one 
of the recommended ways for this with decent level of 
accuracy. We decide to go on form a project done and 
published by Ibraheem Alhashim and Peter Wonka in their 
paper title High Quality Monocular Depth Estimation via 
Transfer Learning[23]. They trained and tested their model on 
both the Kitti[25] and NYUv2[24] dataset. This was done 
using a simple and yet efficient architecture which produces 
quality depth map with good resolution. This architecture is an 
encoder-decoder architecture where this encoder make use of 
a pre-trained DenseNet-169 (trained on the ImageNet) and the 
decoder made up of two convolutional layers applied after a 





From the training results achieved on the NYU v2 dataset by 
the model, we clearly see that his generated model performs 
better than most others.  So, we went forward and included 
this in our system for depth map generation from 2D images.  
C.  Integrate the depth map with Object detection for distance 
estimatio 
 In this phase of implementation, the input image passed 
into our model, the previous two steps will detecte the objects, 
and pridect boundary boxes to indicate their positions in the 
image and create a depth map from this image. From there we 
will use the object's coordinates and its boundary boxe and 
extract the pixel value from the depth map based on the 
coordinates of the center of the boundary boxe of the object 
detecte to give an estimate of that object's distance from the 
camera. when The boundary boxe of the object detected is big, 
the closer its distance to the camera, and the distance increases 
with the small boundary boxe of the object. We also  need to 
understand the geometry of the pinhole camera projection and 
we need to know how we can map a point on the 2D to the 3D 
 
D. Implement the Warning state in the sysytem 
 In this phase of the project, we want to able to notify the 
driver by anything which can call for his/her attention and let 
him know that one of the objects detected is at a distance 
equal or below the threshold distance. The notification is done 
by a sound together with an alert shown in the image 
displayed. In our prototype we displayed a text indicator in red 
and make a beep sound as means of notification. 
V. RESULTS AND DISCUSSION 
After training and being able to detect the target objects, 
now is time to test how accurate is our model. In Object 
detection, the accuracy of the model is tested not only with the 
real time performance on video or images, but with what is 
called Intersection Over Union (IoU) and mean Average 
precision(mAP) detector as shown in the figure 4. We need 
needed to check the mean average precision (mAP) at the 
minimum IoU which is conventional taken at 0.5 which gave 
mAP=61. 
Precision and Recall are used to calculate the performance 
of the detector as shown in the figure 4. 
Figure 2: overview of Alhashim nd Peter network 
architecture. 
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Figure 5: Sample result 1. 
 
Figure 8: Sample result 1. 
We tested our systems with various images taken at different 
angle and at different conditions of the day, also while testing 
our system we tweak from time to time the parameters to see 
how our results was affected by these changes. What we 
realized is that our model worked best for images taken 
horizontally and for objects not too close to the camera. 
As we may have notice in figure 5, the first car detected has 
distance which is for sure not correct, but the subsequent cars 
detected have an estimated distance more or less close to the 
possible actual distances. 
From the figure 7, we can see a difference in distance 
between the Traffic sign and the second car which may lead to 
some questions. As I said earlier, even though the accuracy of 
this system needs to be enhanced, the images at a certain angle 
like the traffic sign may even be more affected. 
VI.  CONCLUSION AND FUTURE WORK  
This is quite an interesting and challenging system which 
shows how much we can exploit the potential of machine 
learning in solving problems which causes much harm to the 
society. At this point, we generated our depth map using a 
pretrained model which was trained on NYUv2 and Kitti 
depth maps and  has a high quality for the depth map images 
created from it. This allowed us to use information about the 
objects detected in the first step and the corresponding depth 
map images to be able to extract information from the depth 
map at specific point and analyses it to get an estimation of the 
distance from this point to the camera. We were able to detect 
and estimate the distance of the detected objects from the 
camera. Even though there is still much room for 
improvement, we firmly believe we are on the right track and 
that is a very good opportunity to contribute to something 
which can ameliorate the living conditions of people and save 
lives. 
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