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Biologists have shown that yeast can be restricted to grow vertically upwards from an agar
plate to form cylindrical colonies. It is known that cell proliferation within the cylindrical
yeast colonies is nutrient driven. However, the cell behaviour within the colony is not
fully understood. Yeast colonies are not well mixed cultures and the cells throughout the
colony will not have equal access to nutrient. This results in non-uniform domain growth
within the colonies. Furthermore, the height of the cylindrical yeast colonies was found
to grow linearly in time. We present a discrete cellular automaton and a continuous par-
tial differential equation model to predict the cellular behaviour and cell growth within
the cylindrical yeast colonies. We provide a general method for determining the average
trajectories of initial cells in a non-uniformly growing domain using cellular automata
and obtain closed form solutions for some particular cases of interest. Furthermore, we
provide a numerical approximation to the pathlines of individual cells using a reaction–
diffusion–advection PDE model that couples domain length, nutrient concentration and
cell density on a non-uniformly growing domain. We compare our numerical approxima-
tion to the experimental results of Vulin et al. (2014) to predict the cell behaviour within
the cylindrical yeast colonies. It was found that only a fixed number of cells at the base






Yeasts are unicellular microorganisms and are classified as part of the fungi kingdom (Rosa
& Peter 2006). They are a eukaryotic fungus and thus have organelles, such a cell nuclei
and mitochondria, within their cells. This is different to prokaryotic microorganisms,
such as bacteria, that do not have organelles. There are currently over 1500 recognised
species of yeast (Rosa & Peter 2006). The yeast species Saccharomyces cerevisiae was the
first eukaryotic cell to have its genome fully sequenced (Williams 1996) and is used as a
model organism for other eukaryotic cells (Botstein 2011). Thus yeast experiments have
applications in cell biology and can be used to investigate the genetic traits of diseases
such as cancer. Furthermore, yeast is used for brewing beverages, such as beer (Priest
et al. 2006) and Kombucha (Teoh et al. 2004), and used as a leavening agent when baking
bread (Moore-Landecker 1996).
Saccharomyces cerevisiae, like many other yeasts, typically reproduce asexually via mitosis
in the presence of a nutrient. Yeast cells cannot proliferate if they do not have access to
nutrient. As a result, yeast grows by consuming nutrient and the behaviour of cells within
yeasts can be modified by adjusting the nutrient supply (Palkova 2004). In experiments,
this nutrient typically comes from an agar medium within a Petri dish. Many yeast
experiments, and mathematical models describing them, examine growth in the radial
direction along the surface of the dish (Pirt 1967, Reynolds & Fink 2001, Reynolds et al.
2008, Chen et al. 2014, Tronnolone et al. 2017, Tam et al. 2018, Tam 2019). Figure
1.1 contains photographs of one of these experiments for Saccharomyces cerevisiae that
resulted in a floral pattern formation (Tam et al. 2018).
However, the remarkable experiments conducted by Vulin et al. (2014) showed that Sac-
charomyces cerevisiae can be restricted to grow vertically upwards from an agar plate to
form a cylindrical colony. A schematic of the cylindrical yeast colony experiment is shown
in Figure 1.2. Vulin et al. (2014) designed a culture system to control nutrient delivery.
1
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Figure 1.1: Time lapse images for a Saccharomyces cerevisiae mat formation experiment dis-
playing a floral pattern formation. The photographs are taken after approximately (a) 68 hrs,
(b) 117 hrs, (c) 164 hrs and (d) 237 hrs of incubation. Images from Tam et al. (2018).
Figure 1.2: Sketch of the cylindrical yeast colonies growing vertically upwards from an agar
plate (image from Vulin et al. (2014)). The nutrient concentration (given on the right) will be
monotonically decreasing up the colony until it reaches 0 mM. We use the variable H to refer
to the height that nutrient can reach. The cells below H are known as replicative cells as they
have access to local nutrient and can proliferate and the cells above H are known as quiescent
cells as they have do not access to local nutrient and cannot proliferate.
This was designed to allow the experimentalists to grow yeast colonies into desired ge-
ometries — including the letters of the alphabet (Vulin et al. 2014). The versatile culture
system ensured nutrient was delivered into the agar gel directly beneath the colony. As
a result, there was a monotonically decreasing nutrient concentration from the base to
the top of the colony with both a replicative and quiescent region within the tower (see
Figure 1.2). In the replicative region there is sufficient nutrient for the cells to proliferate.
However, in the quiescent region there is insufficient nutrient for the cells to proliferate.
This is due to the nutrient being consumed in the lower region of the colony at a greater
rate than it can diffuse into the upper region. The distance in which nutrient can reach up
the colony depends on the nutrient consumption rate of the yeast, the amount of nutrient
delivered and its diffusivity (Nguyen et al. 2004).
Time lapse images of a cylindrical yeast colony grown by Vulin et al. (2014) are shown in
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Figure 1.3: Growth of a cylindrical yeast colony over time (image from Vulin et al. (2014)).
The radius of this yeast colony is 1.5 mm and the constant flux of nutrient into the agar gel is
111 mM. The height of the colony is growing linearly in time and appears to be growing in the
order of 1 mm per 50 hours.
Figure 1.3. The growth is uniaxial and the height of the tower is growing linearly. It was
hypothesised by Vulin et al. (2014) that this linear increase in the number of cells is due to
the fact that nutrient can only reach a certain distance up the colony. As yeast is a model
organism, this observation of uniaxial growth is applicable to other biological systems. It
is therefore important to understand the relationship between nutrient concentration and
the spatial properties within the colony.
The non-constant nutrient concentration within the colony results in spatially dependent
growth (Minarikova et al. 2001, Vachova et al. 2009). As both quantities are difficult to
measure during an experiment, little is known of their relationship and how this influences
the colony height. We address this by developing mathematical models of cylindrical
colony growth that provide new insights into the influence of the nutrient distribution on
the cell growth rates and colony morphology. We explore the growth rates by tracking
the average trajectories of the initial cells within a colony. We may equivalently refer
to the average trajectory of a cell as the pathline of a cell. We consider two different
one-dimensional models to predict cell growth rates in the cylindrical yeast colonies.
Generally speaking, the growth of yeast colonies on agar gel is a problem in three spatial
dimensions. Yeast colonies may grow into various different shapes and can experience
radial growth. However, Vulin et al. (2014) prevented radial growth by controlling the
nutrient delivery. We observe in Figure 1.3 that the diameter of the colony is fixed to 1.5
mm throughout the duration of the experiment. As there is no radial growth, the cells
will remain in a fixed radial and azimuthal position. Hence, we assume that cells may
only travel upwards in one spatial dimension. Furthermore, Figure 1.2 suggests that the
nutrient concentration is only changing in one spatial dimension — it is decreasing up
the colony. Thus, it is plausible to assume that two cells at the same height will have
the same amount of access to nutrient. As cell proliferation, and hence cell displacement,
is nutrient driven, we expect two cells at the same height to have the same proliferation
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Figure 1.4: Image of an E6 quail embryo. The gut tissue has been split into three sections to
illustrate non-uniform growth dynamics. Image from Binder et al. (2008).
rate. Hence, the vertical growth rate of a cell depends only on the vertical position of
a cell. As a result, it is a reasonable assumption to model the non-uniform growth in
cylindrical yeast colonies in one spatial dimension.
The first of the two models we develop is an agent based cellular automaton (CA). These
models have previously been used to model proliferative tissue growth in biology (Binder
& Landman 2009a,b, Hywood et al. 2013, Ross et al. 2016). CA models can also be used
to model proliferative tissue growth with cell motility or other intercellular interactions
(Codling et al. 2008, Ross & Binder 2014, Yates et al. 2015, Ross et al. 2015). Some pre-
vious applications of CA models include tumour growth (Kansal et al. 2000, Monteagudo
& Santos 2015), embryonic tissue growth (Binder et al. 2008), bone growth (Czarnecki
et al. 2014), fungal colonies (Matsuura 2000) and yeast colonies (Tronnolone et al. 2017).
Binder et al. (2008) developed a CA model for uniaxial growth in the gut tissue of an
embryonic quail. They found that unbiased cell proliferation (implying that all cells have
equal access to nutrient) results in uniform uniaxial growth. They also showed that the
length of the tissue grew exponentially in time. Binder et al. (2008) also considered a
uniaxial growth model where the tissue was split up into three sections with three different
uniform growth rates (see Figure 1.4). This adds a bias into the CA model and results in
non-uniform growth of the tissue.
A major limitation of this piecewise uniform model developed by Binder et al. (2008) is
that the non-uniform growth rate cannot be continuous across the domain. Lai De Oliveira
& Binder (2019) overcame this limitation by introducing a continuous probability distri-
bution that assigned a bias to cell proliferation. This biased cell proliferation can ac-
count for a non-constant nutrient concentration and results in non-uniform growth. Lai
De Oliveira & Binder (2019) took a combinatorial approach to numerically compute the
average trajectories of the cells. The numerical approximation limits the potential for fur-
ther analysis and thus we wish to find a closed form solution for the average trajectories
of cells, if possible.
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The CA models we use allow for some randomness of the spatial positions and times of
proliferation events. They are microscopic models that encapsulate the proliferation at
an individual cell level. However, the average cell trajectories are a macroscopic property
of cylindrical yeast colonies. A challenge in developing our model is deriving a solution
for macroscopic behaviour using microscopic properties.
An alternative approach is to use a partial differential equation (PDE) model for macro
scale behaviour (Deroulers et al. 2009, Baker et al. 2010, Yates et al. 2012, Davies et al.
2014, Davies 2016). Vulin et al. (2014) used a PDE model to predict the evolution of
the nutrient concentration and colony height (resulting curve can be found in Figure 1.2).
However, their model does not couple nutrient concentration and colony height. In this
work we develop a PDE model that couples nutrient concentration with yeast growth.
One widely used PDE model for analysis of macroscopic properties is the Keller–Segel
Model (Keller & Segel 1970, Horstmann 2003). The Keller–Segel model is used for con-
tinuous models in chemotaxis (Painter 2009). The model can be derived by taking the
continuous limit of the cellular Potts model with chemotactic interactions of the form of
a Fokker–Planck PDE (Turner et al. 2004, Alber et al. 2006, Yates 2014). It has also
been shown that an advection–diffusion equation for nutrient transport can be derived by
taking the continuous limits of a discrete stochastic process (Penington et al. 2011).
Our PDE model is derived by considering the conservation of mass (nutrient concentration
and cell production). Specifically, we develop a model using reaction–diffusion theory.
Reaction–diffusion theory has been used to model a wide range of biological phenomena
(Britton 2003, Murray 2003, K. Maini et al. 1997). It was first proposed by Turing
(1952) to model spatial patterns in biological systems. Since then, many mathematicians
have used reaction–diffusion theory to develop models for tissue growth (Ward & King
1997, 1999, Byrne & Chaplain 1995, Chaplain 1996, McGillen et al. 2014). The models
are particularly interesting to us as they incorporate domain growth into the model.
Reaction–diffusion models incorporating domain growth have also been applied to predict
skin patterns in certain species of fish (Kondo & Asai n.d., Varea et al. 1997, Painter et al.
1999). We note, however, that domain growth is usually specified (Crampin et al. 1999,
Simpson 2015). The common specifications in the literature for domain growth are linear
growth (Chaplain et al. 2001) and exponential growth (Mulesa et al. 1996). We also
note that models typically make the constitutive assumption that cell density is constant
(Ward & King 1997, Neville et al. 2006).
Although the cylindrical yeast colonies have been observed to grow linearly, it is not
appropriate to specify linear domain growth. This is because domain growth is dependent
on nutrient concentration. Furthermore, the spatial distribution of nutrient will depend
on the length of the colony. Thus, we wish to create a model that couples domain growth
with nutrient concentration. Neville et al. (2006) have previously created a reaction–
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diffusion model that couples domain growth with concentrations of two chemicals to
analyse spatial patterns in one dimension. We wish to adapt the techniques used by
Neville et al. (2006), Simpson (2015) and Crampin et al. (1999) to derive a reaction–
diffusion model that couples domain growth with nutrient concentration. Furthermore,
we wish to incorporate cell compressibility into our model.
1.1 A Brief Summary of this Thesis
In Chapter 2, we develop our CA model and algorithm. We carefully define the prolifer-
ation mechanism and how this can be used to determine the average trajectories of the
initial cells. We also explain the importance of differentiating between quiescent cell (cells
that cannot proliferate) and replicative cells (cells that can proliferate).
In Chapter 3, we run simulations of our CA model to obtain results for both biased and
unbiased proliferation. We find that, on average, unbiased proliferation leads to uniform
growth and biased proliferation leads to non-uniform growth within the colony. We also
find that the colony growth is exponential if all cells in the colony are replicative (all
cells can proliferate) or if a fraction of the cells are replicative. However, if there is only
a fixed number of replicative cells at the base of the colony (and all remaining cells are
quiescent) then the colony grows linearly. This is an important result as it helps to explain
why the cylindrical yeast colonies are growing linearly. We also show that the continuum
approximation is accurate for predicting the discrete cell positions as time evolves.
In Chapter 4, we derive a continuous reaction–diffusion model for non–uniform growth
and explore model parameters and their biological applications. The model we develop is
an improvement on the model suggested by Vulin et al. (2014) as we have coupled nutrient
concentration with domain growth. Furthermore, we allow for cell compressibility in our
model. We compute numerical solutions to the system in Chapters 5 and 6.
In Chapter 5, we obtain numerical solutions to a system where cells are incompressible.
In our PDE model, we do not specify the length of the colony or nutrient concentration
but instead simulate nutrient consumption coupled with colony growth from an initial
condition. We use known physical measurements from Vulin et al. (2014) to parameterise
the model. Our results predict that there is a fixed number of replicative cells at the base
of the colony and thus the colony grows linearly for the known parameters. Hence our
model is able to predict the linear growth of the cylindrical yeast colony observed in the
experiments of Vulin et al. (2014).
As yeast is a model organism for other eukaryotic cells, our model is applicable to com-
pressible systems in cell biology. Hence, we also obtain numerical solutions to the system
when cells are compressible in Chapter 6. We find that increasing cell compressibility
increases the cell density at the base of the colony. This is because a majority of cell
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proliferation occurs near the base of the colony. Lastly, we suggest some extensions to
the model — including alternate pressure laws.
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Chapter 2
Development of the CA model and
Algorithm
In this chapter, we present a one-dimensional cellular automaton (CA) to model the
microscopic stochastic behaviour of individual cells that are proliferating in the colony.
The CA model we develop can be also be generalised to model other biological systems that
exhibit proliferative cell growth. As the CA is a stochastic model, any single simulation
will result in a non-uniform spatial distribution for the initial cells. However, Binder et al.
(2008) showed that the ensemble average of many CA simulations can lead to a uniform
spatial distribution for the initial cells if proliferation is unbiased. We wish to extend
their CA model to include biased cell proliferation based on the nutrient availability in
the colony. If cell proliferation is biased, we expect the ensemble average of many CA
simulations to result in a non–uniform spatial distribution for initial cells.
2.1 Framework
To model one-dimensional non-uniform growth using CA, we first define a one–dimensional
array of discrete cells as illustrated in Figure 2.1. Each of the discrete cells in the array
represent one biological cell. We assume that all the cells are the same size and are evenly
spread across the array. This is equivalent to assuming the cells are incompressible. Each
of the cells in the array may proliferate to give birth to daughter cells. We use the
term daughter cell to refer to the new cell and parent cell to refer to the original cell.
Furthermore, we assume that there will be no cell motility and no cell death. These
are reasonable assumptions as yeast cells are sessile and cell death is negligible for the
time-scale of the experiments (Tam et al. 2018). Hence, the number of cells in the array,
and length, will be increasing with time. We will use CA models to predict uniform and
non-uniform growth in one-dimensional biological systems and focus on the cylindrical
9
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Figure 2.1: Our one-dimensional CA model is built from a simple array of cells. We note
that the array has been drawn such that are spaces between adjacent cells. This is purely for
illustrative purpose and emphasise that there are no empty spaces between adjacent cells. Each
of the cells within the colony is labelled by a dimensionless variable i = 1, 2, . . . , N(t), where
N(t) is the total number of cells at time t. Each of the N cells in the colony will have width ∆x
units. Hence if we define a physical length L(t), we observe that L(t) = ∆xN(t).
yeast colonies experimentally grown by Vulin et al. (2014).
We first introduce the nomenclature of our model. We denote the width of a cell as ∆x.
At time t, each cell in the colony is labelled with the index i such that the physical position
of the cell is given by x = i∆x. The leftmost cell is indexed as i = 1 and the second cell
from the left is indexed i = 2 until the rightmost cell. The physical position x can be
interpreted as the distance from the base of the colony. The length of the colony at time
t will be given by L(t) = ∆xN(t) where N(t) is the total number of cells in the colony at
time t. In setting this length, we have assumed that there are no gaps between adjacent
cells in the colony. A simple CA is illustrated in Figure 2.1. We impose that the initial
number of cells in the colony is N(0) = N0 and initial length of the colony is L(0) = L0.
We choose to split up time into discrete time steps of size ∆t. We also define τ as the
number of time steps since the start of the simulation. Hence our temporal variable can
be written as t = τ∆t. The temporal variable t will be continuous in the limit ∆t→ 0. In
each time step of length ∆t, each of the cells will have the opportunity to proliferate. We
introduce a proliferation probability pi defined as the probability that the cell located at
position i proliferates in a given time step. It is important to note that this probability pi
will depend on the size of the time step. We also define a proliferation rate p̂i as the rate
in which a cell located at position i proliferates. As the proliferation rate is a physical
quantity, p̂i will not change as the size of the time step ∆t varies. The relationship between
the proliferation probability and proliferation rate is given by pi = p̂i∆t.
We now define the cell proliferation rule for our model. As aforementioned, each of the
cells may proliferate to produce a daughter cell in one time step of length ∆t. If a
cell in position i proliferates, the parent cell is displaced to the right, to position i + 1,
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i = 1 i = 2 i = 3 i = 4 i = 5 i = 6
i = 1 i = 2 i = 3 i = 5 i = 6 i = 7
New Parent
i = 4
Figure 2.2: This is an illustrative example of the ‘proliferation to the left’ mechanism within the
CA model. We again note that the empty spaces between adjacent cells are purely for illustrative
purposes. In this case, the parent cell located at position i = 4 (green cell) is proliferating so
moves to i = 5 and the daughter cell (blue cell) has been birthed to position i = 4. We note
that the cells originally to the left of the proliferating cell (the three cells located at i = 1, 2, 3)
have stayed in their original position. Furthermore, the cells originally to the right of the green
proliferating cell have gone from locations i = 5 and i = 6, respectively, to i = 6 and i = 7.
Hence we can see that a cell will be displaced one position to the right if a proliferation event
occurs to the left of it.
and a daughter cell is inserted in the parent cell’s original position i. We refer to this
proliferation mechanism as cells ‘proliferating to the left’ as is depicted in Figure 2.2. The
cells to the left of the proliferating cell remain in the same position while the cells right
of the proliferating cell are displaced one position to the right. This displacement occurs
because of the insertion of the daughter cell.
We also introduce the notation Nτ to refer to the number of cells after τ time steps. We
define this mathematically by Nτ = N(τ∆t). Furthermore, we note the physical length
after τ time steps will be Lτ = L(τ∆t). As before, we have the relationship Lτ = ∆xNτ .
It is important to note that in one time step, we can have multiple proliferation events.
Although unlikely, it is possible that every cell in the colony proliferates in one time step.
Similarly, it is also possible that no cell in the colony proliferates in one time step. Suppose
the number of cells in the colony at some point in time is Nτ . Hence, after one time step
of length ∆t, the total number of cells in the colony will satisfy Nτ ≤ Nτ+1 ≤ 2Nτ . This
is because each of the Nτ cells may proliferate and add one more cell to the colony.
We now consider the displacement of a cell when multiple proliferation events have oc-
curred in one time step. This situation is illustrated in Figure 2.3. We impose that each
of the proliferation events occur due to the previously defined ‘proliferation to the left’
mechanism (see Figure 2.2). We recall that when a proliferation event occurs, the prolif-
erating parent cell will be displaced one position to the right. We also recall that all cells
to the right of that proliferating parent cell will be displaced one position to the right.
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i = 1 i = 2 i = 3 i = 4 i = 5
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8
New Parent New Parent New Parent
∆t
Figure 2.3: One time step of the CA model where multiple proliferation events have occurred.
During the second time step three proliferation events have occurred at positions i = 1, 3, 4.
One proliferation event has occurred to the left of the cell at i = 2 so it is displaced one position
to the right to i = 3 and three proliferation events have occurred to the left of the cell at i = 5
so it is displaced three positions to the right to i = 8. Two proliferation events have occurring
to the left of the parent cell at i = 4. Thus the daughter cell is birthed at position i = 6 and
the parent cell is displaced three positions to the right to position i = 7.
Thus we conclude that a specific cell will be displaced one position to the right if one
proliferation event has occurred to the left of that specific cell. We can extend this idea
to say that a cell will be displaced n positions to the right if n proliferation events have
occurred to the left of it. Furthermore, if a cell is chosen to the proliferate, its daughter
cell will be birthed n positions to the right and the parent cell will be displaced n + 1
positions to the right if n proliferation events have occurred to the left fo the parent cell.
An example of multiple proliferations in one time step is illustrated in Figure 2.3. As
we have defined all the key parameters and mechanisms for the CA model, we can now
specify the algorithm for simulating growth with cellular automata. This is outlined in
Algorithm 1.
We choose to label the proliferation probabilities and proliferation rates at the time step τ
with piτ and p̂
i
τ , respectively. We know that the proliferation probabilities will depend on
the size of the time step and proliferation rate such that piτ = ∆tp̂
i
τ . We specify the size of
the time step ∆t in Algorithm 1 as a sufficiently small value in the order of around 10−2.
We also specify the value T as the total number of time steps. Lastly, we must specify
the proliferation rate. This is a physical parameter that will depend on the biology of the
system.
One of the main biological factors used to determine the proliferation rate is the nutrient
concentration within the colony. Suppose we define the nutrient concentration within
the colony C(x, t) as a function of space and time. In our CA model, the concentration
will have support on the spatial domain x = ∆x, 2∆x, . . . , Lτ and the temporal domain
t = ∆t, 2∆t, . . . , T ∆t. Recall that Lτ = ∆xNτ and T is the total number of time
steps. Thus we can define the nutrient concentration of the i-th cell after τ time steps by
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Algorithm 1: Simulating One–Dimensional Growth with Cellular Automata
1 Set initial number of cells to N0;
2 Initialise a fixed number of time steps as T ;
3 for τ = 1 to T do
4 Set proliferation probabilities for each cell in colony;
// used to determine whether a cell proliferates
5 for i = 1 to Nτ−1 do
6 Determine whether cell i is proliferating;
7 Set ni as the number of cells proliferating to the left of i;
// used to determine cell displacement
8 if Cell i proliferates then
9 Cell i will be displaced to position i+ ni + 1;
10 New cell inserted at position i+ ni;
11 else
12 Cell i will be displaced to position i+ ni
13 end
14 end
15 Determine total number of cell proliferations in the timestep;
// used to determine total number of cells in the colony after time
step
16 Set Nτ as the new total number of cells in the colony
17 end
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Ciτ = C(j∆x, τ∆t).
We expect a cell to have a higher proliferation rate if it has access to more nutrient. Thus
a higher nutrient concentration at a cell leads to a higher proliferation rate and hence
higher proliferation probability. Hence we assume p̂iτ = kC
i
τ where k is a constant. It is
important that k is selected appropriately such that the resulting probabilities piτ = ∆tkC
i
τ
are between zero and one.
2.2 Trajectories of Initial Cells
We can use the CA algorithm to track the trajectories of cells within the colony. The cell
trajectories can be defined as the path of an individual cell as the colony grows. We may
also refer to the cell trajectories as the pathlines of the cells. These trajectories depend
on the number of cell proliferation events and their positions. Thus they depend on
the proliferation probabilities and are stochastic. Hence we expect the trajectories to be
different each simulation and are thus interested in the average trajectories. Furthermore,
we are particularly interested in the average trajectories of the N0 initial cells. The
average trajectories of the initial cells allow us to analyse the spatial distribution of the
cells, infer where in the colony the proliferation events are occurring and how this evolves
over time. From these average trajectories, we can determine whether uniform or non–
uniform growth has occurred.
As aforementioned, the average trajectories of the initial cells depend on the proliferation
probabilities. We also recall that the proliferation probabilities depend on the nutrient
concentration in the colony. Thus the average trajectories will depend on the nutrient
concentration. Hence we expect to see different trajectories for different nutrient con-
centrations. In particular, a constant nutrient concentration will lead to uniform growth
on average (Binder et al. 2008). We confirm this result in Chapter 3 and show that a
non–constant nutrient concentration leads to non–uniform growth on average.
As we are interested in the initial cells, we track N0 cells in each simulation. Suppose we
label the trajectory X̃jτ where τ is the number of time steps and j is the initial position
of the tracked cell. Thus at t = 0, we have X̃j0 = j∆x for j = 1, 2, . . . , N0. We note
that X̃jτ is the dimensional position in terms of physical length. We also observe that the
trajectory X̃jτ = L̃τ due to the proliferation rule, where L̃τ is the length of one simulation.
An example of tracking cells and cell trajectories is illustrated in Figure 2.4.
A näıve method of calculating the average behaviour would be to run multiple simulations
of Algorithm 1 and calculate an ensemble average for the trajectory. Using this method, we
expect the average value to be more accurate as the we increase the number of simulations.
However, this will be computationally expensive. Thus we explore another method for
obtaining the average trajectories of the initial cells.





































τ . We observe that the cell trajectories will not crossover and that X̃
4
τ = L̃τ .
We wish to derive an expression for the evolution of the average trajectories over time.
Recall our proliferation rule and our illustrations of the CA model in Figures 2.2, 2.3, 2.4.
Any given cell can either stay in the same position or move to the right. Thus the average
trajectories for each of the initial cells will be increasing functions. Furthermore, we recall
that the cell displacement depends on the number of cell proliferations to the left of it.
Specifically, the cell displacement will be n∆x, where n is the number of cell proliferations
to the left of, and including, the specific cell. Thus we need to determine the value of n
for each of the initial cells at each time step. Recall that X̃jτ is the trajectory of the cell
initially in position j. Suppose we define njτ as the number of cells proliferating to the left
of, and including, X̃jτ during time step τ . Hence we can derive the difference equation for
one simulation to be
X̃jτ+1︸ ︷︷ ︸
Location of cell at
next time step
= X̃jτ︸︷︷︸
Location of cell at
current time Sstep




However, we note we that we are interested in finding average trajectories of the initial
cells. We recall the CA model is a stochastic model and the cell proliferations depend on
probabilities. Thus njτ is a random variable. Hence we can derive the average trajectories
by using the expected value of njτ . We label the expected value E [njτ ]. Thus the difference
equation for the average trajectories of the initial cells will be












is defined as the average trajectory of the cell initially in position
j after τ time steps. We note that X̃jτ can only be a multiple of ∆x but the average
trajectory Xjτ can be any real positive number. Intuitively, E [njτ ] will depend on the
proliferation probabilities piτ . We recall that for the proliferation probabilities p
i
τ , the i
refers to the dimensionless index of the cell. Suppose we refer to a cell proliferating as
a success and a cell not proliferating as a failure. Furthermore, we assign the value 1 to
a success and 0 to a failure. We assign these values as we are counting the number of
cell proliferations and thus one cell proliferation event is equal to 1. Hence we can view
a cell proliferation as a Boolean outcome with success probability piτ . This is known as a
Bernoulli trial and has expected value that is equal to the probability of success. Hence
the expected value of cell proliferation for a cell with proliferation probability piτ is simply
piτ . We also note that each of the cells proliferate independently of each other. Thus we
can view the njτ as a sum of independent Bernoulli trials. Hence the expected value for










It is important to note that the i in the expression for the proliferation probabilities refers
to the dimensionless index of the cell. As Xjτ is the dimensional position of the cell, we
need to convert it to a nondimensional value. This is why we divide Xjτ by ∆x in Equation
(2.3). Hence, we can simplify the difference equation for the average trajectories of the







2.3 Quiescent and Replicative Cells
We now introduce the concept of quiescent and replicative cells. A quiescent cell is defined
as one that cannot proliferate and a replicative cell is one that can. As proliferation is
nutrient driven, a quiescent cell can also be defined as one that does not have access
to nutrient. We can define a cell as quiescent in our model by setting its proliferation
probability piτ = 0. We recall that the proliferation probability is related to the nutrient
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H
Z = 4
Figure 2.5: An example of a CA with N = 8 cells with quiescent and replicative cells. The
yellow cells are replicative and the red cells are quiescent. The quiescent region is always assumed
to be at the top of the colony. We note that the number of cells in the replicative region is Z = 4.
Hence the the length of the replicative region is H = 4∆x.
concentration such that piτ = k∆tC
i
τ , where ∆t is the size of the time step and k is a
proportionality constant. As both ∆t and k are nonzero, piτ = 0 implies that C
i
τ = 0.
This confirms that quiescent cells will not have any access to nutrient. It is not physically
meaningful to have quiescent cells arbitrarily scattered throughout the colony. Hence
quiescent cells will usually appear in regions. We refer to these regions of quiescent cells
as quiescent regions. Similarly, replicative cells will appear in regions and we refer to
these as replicative regions.
In the cylindrical yeast colonies experimentally grown by Vulin et al. (2014), the nutrient
was injected into the colony from the base (the left). It is also suggested that this nutrient
does not diffuse the whole way through the colony (see Figure 1.2). Thus we assume that
there is a quiescent region at the top of the colony. This also implies that there is a
replicative region at the base of the colony. An example of this is depicted in Figure
2.5. Recall that we may refer to colony size as the dimensionless number of cells or
the dimensional length. When defining the size of the replicative region, we use the
dimensionless variable Z to represent the number of cells in the region. Equivalently, we
use the dimensional variable H to represent the physical length of the replicative region.
As before, we have H = Z∆x, where ∆x is the width of a cell.
We now consider changes to the size of the replicative region over time. In the model,
there is no restriction on how the size of the replicative region changes. Suppose we define
Zτ as the number of cells in the replicative region at time step τ . Similarly, we may also
define Hτ = Zτ∆x as the length of replicative region at time step τ . Intuitively, we require
Zτ ≤ Nτ (and equivalently Hτ ≤ Lτ ) for all time steps τ . Other than this inequality, we
may arbitrarily define Zτ . However, we choose to focus on two separate specifications for
Zτ .
The first specification is to say that the number of cells in the replicative region is constant
at all times. Thus we set Zτ = Z, for all time steps τ . This would correspond to a physical
system in which the nutrient can only diffuse a specific length up the colony. An example
of the evolution a colony with a fixed number of replicative cells is illustrated in Figure
2.6












Figure 2.6: An example of the evolution of a CA model with quiescent cells. Similarly to Figure
2.5, the yellow cells are replicative and the red cells are quiescent. We observe that Zτ = 2 for
all time steps τ . Hence this is an example of a system with a fixed number of replicative cells.
The second specification is to say that the number of cell in the replicative region is some
scale of the length of the colony. We set Zτ = hNτ , where h is a scale between zero and
one. We can also interpret h as the proportion of replicative cells in the colony. If h = 0,
then there will be no replicative cells and thus no growth. If h = 1, then there will be
no quiescent cells. Depending upon the choice of the scale h, we may find that Zτ has
a non integer value. If this is the case we simply round to the nearest integer. Thus we
set Zτ = round (hNτ ). An example of the evolution a colony with a scaled number of
replicative cells is illustrated in Figure 2.7. In Chapter 3, we explore simulations of the
CA model for both of the two specifications for Zτ and well as CA models without any
quiescent cells.












Figure 2.7: An example of the evolution of a CA model with quiescent cells with h = 0.5 so
that Zτ = 0.5Nτ . Thus 50% of the cells in the colony are replicative cells. Similarly to Figure
2.5 and 2.6, the yellow cells are replicative and the red cells are quiescent.
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Chapter 3
Results for the CA Model
In this chapter, we run simulations of our CA model for cases of constant and non–
constant nutrient concentration. A constant nutrient implies that all the cells in the
colony have equal access to nutrient. This results in unbiased (or spatially invariant)
cell proliferation and, on average, uniform growth across the colony. Conversely, a non–
constant nutrient concentration implies that cells do not have equal access to nutrient
and thus cell proliferation is biased (or spatially varying). Due to the uneven nutrient
distribution within the cylindrical yeast colonies (see Figure 1.2), cell proliferation will be
biased and thus we expect them to exhibit non–uniform growth.
The main input into the CA model is the cell proliferation probabilities. There are an end-
less number of distributions we can have for the proliferation probabilities. As discussed in
Chapter 2, these proliferation probability distributions are derived from the nutrient con-
centration. Some potential probability distributions include a unifrom distribution or an
exponential distribution. Thesewould correspong to a constant nutrient concentration or
an exponentially decreasing nutrient concentration, respectively. Although we may choose
more complicated probability distributions to represent the nutrient concentrations, it is
best to use simpler distributions to approximate concentration.
In this chapter, we explore results for a constant nutrient concentration across the colony
(corresponding to a well mixed culture) and a linearly decreasing nutrient concentration
(an approximation for the cylindrical yeast colonies). For both of these nutrient concen-
tration specifications, we explore results for colonies with unlimited and limited nutrient
supplies and colonies with and without quiescent cells. The models we consider are sum-
marised in Table 3.1
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No Quiescent Cells CNCA LNCA
Fixed Number of Replicative Cells CNCA-Q1 LNCA-Q1
Increasing Number of Replicative Cells CNCA-Q2 LNCA-Q2
Limited Nutrient Supply DCNCA DLNCA
Table 3.1: List of CA models
3.1 Uniform Growth
3.1.1 Constant Nutrient Cellular Automaton (CNCA) Model
We first consider a CA with constant nutrient across the entire colony. This problem was
previously considered by Binder et al. (2008) and enables us to validate the results of our
model. This nutrient concentration corresponds to a physical system where the nutrient
has diffused evenly throughout the colony. Furthermore, as the colony grows, suppose
the nutrient concentration remains at the same constant value across the colony. Thus
as t gets large and the colony grows, the nutrient concentration will remain at a constant
value Cjτ = C. This corresponds to a physical system with a constant flux of nutrient
and an unlimited supply of nutrient. We assume the nutrient quickly diffuses throughout
the colony. We will refer to this model as the Constant Nutrient Cellular Automaton
(CNCA) model.
As there is a constant nutrient concentration in the CNCA model we may assume that
the proliferation rate is also constant such that p̂iτ = p̂. Thus, as the size of the time step
∆t is fixed, the proliferation probabilities will also be constant such that piτ = p.
Using Algorithm 1 (as defined in Chapter 2), we run 1000 simulations of the CNCA model.
We use a CA with N0 = 100 initial cells and a uniform proliferation probability, p = 0.05.
The average positions of the initial cells are plotted in Figure 3.1. We observe that the
distance between adjacent initial cells is approximately equal on average for any fixed
time. We also note that this distance between adjacent cells is growing as we increase the
number of time steps. This is evidence that cell proliferation events are occurring evenly
across the domain. We may use this uniformly increasing distance between adjacent cells
as a way of classifying uniform growth. We now wish to solve the difference equation (2.4)
and compare its result to the simulations.
For the CNCA model, we recall that piτ = p for all values of i and τ . Thus (2.4) becomes












τ = (1 + p)X
j
τ . (3.2)
Hence, we may solve Equation (3.2) to find that
Xjτ = X
j
0 (1 + p)
τ . (3.3)
We also note that
Lτ = L0 (1 + p)
τ , (3.4)
as XN0τ = Lτ . The average positions derived from the difference equation, as defined in
Equation (3.3), coincide with the average positions calculated from the 1000 simulations
of Algorithm 1. Thus validating the accuracy of the difference equation method for
determining the average cell positions. Notably, it takes much less computation time
than running 1000 simulations.
We note that the solution to the difference equation is discrete in time. Furthermore, it
is in terms of the uniform proliferation probability, p. Suppose we now wish to express
this in terms of continuous time and uniform proliferation rate, p̂. We recall that our
continuous time will be given by t = ∆tτ and that p = p̂∆t. We can obtain a continuum
path for the average cell position by taking the limit as the time step ∆t→ 0. Hence, the
continuum path will be given by Xj(t) = lim∆t→0X
j
τ . We find that
Xj(t) = lim
∆t→0
Xj0 (1 + p̂∆t)
t/∆t . (3.5)
Noting the identity
exp (x) = lim
h→0
(1 + xh)1/h , (3.6)
we get the solution
Xj(t) = Xj0e
p̂t. (3.7)
We observe that the average length of the colony can be approximated by
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Figure 3.1: Average positions of tracked initial cells for the CNCA model from 1000 simulations
and T = 25 time steps with cell proliferation probability p = 0.05. The initial number of cells in
the model is N0 = 1000 and the cell width is ∆x = 0.1. We have chosen to plot the the positions
of 10 initials cells (asterisks) at j = 100, 200, . . . , 1000 with the corresponding continuum paths
Xj(t) as defined in Equation (3.7).
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L(t) = L0e
p̂t. (3.8)
We refer to Xj(t), given in Equation (3.7), as the continuum paths for the average position
of the initial cells. As shown by Binder et al. (2008), the continuum paths are exponential.
Furthermore, we note that the exponential growth rate is the uniform proliferation rate of
the cells. This makes intuitive sense as the total number of cells in the colony is increasing
at every time step and thus the number of cells that can proliferate is also increasing. This
exponential growth with cell proliferation rate as a growth rate can be used to describe
the continuum paths for a well mixed yeast culture.
From Figure 3.1, we can see that the there is a strong agreement between the average
discrete positions simulated using Algorithm 1 and the continuum approximations for
the average cell behaviour (Equation (3.7)). The discrete difference equation (Equation
(3.3)) also gives similar results for the average cell locations. This is very useful as we
have derived an accurate closed form solution for the evolution of the cell positions in
time.
It is important to note that the dependent variable Xj(t) is a continuous variable so the
continuum paths are defined over a continuous spatial domain. Hence there is no longer
a discrete array of cells and the cell length ∆x is now zero. Hence, the continuum paths
will give the best agreement with their discrete equivalent when the change in length for
each proliferation event (∆x) is small compared to Xjτ . This is equivalent to the limit
X/∆x→∞ and will occur when there is a large number of cells in the colony. We note
that taking the limit ∆x→ 0 implies that X/∆x→∞.
3.1.2 CNCA models with quiescent cells (CNCA-Q Models)
We now consider the CNCA model with the addition of quiescent cells. We refer to
this model as the CNCA-Q model. Recall that quiescent cells do not proliferate as they
have no access to nutrient. We first explore the case where there are a fixed number
of replicative cells so that Zτ = Z. We refer to the this as the CNCA-Q1 model. As
aforementioned, the fixed number of replicative cells corresponds to a physical system
where nutrient can only reach a certain point in the colony at all times. Hence, we have
the nutrient concentration Cjτ = 0 and proliferation probability p
j
τ = 0 for all values of
j > Z. As we are assuming a constant nutrient concentration, we also have that pjτ = p
for j ≤ Z. The evolution of this probability function is illustrated in Figure 3.2.
The average trajectories of the initial cells for the CNCA-Q1 model can be found using
Equation (2.4). However, we note that the average trajectories of cells will depend on
whether it is in the replicative or quiescent region. We assume that the replicative region
is of fixed length H = Z∆x. Equation (2.4) simplifies to
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(a) Initial proliferation probabilities for the CNCA-Q1 model. Each of the Z replicative cells have
proliferation probability p. The remaining N0 −Z quiescent cells have proliferation probability
zero.




(b) Proliferation probabilities for the CNCA-Q1 model at time step τ . We note that there are
now Nτ cells in the colony. However, there are still only Z replicative cells with proliferation
probability p. There are now Nτ −Z quiescent cells. We note that the number of quiescent cells
has increased.
Figure 3.2: Evolution of the proliferation probabilities over time for the CNCA-Q1 model.
Each of the rectangular columns represents the probability of proliferation for a cell. The first
rectangle represents the proliferation probability of the first cell, etc. We note that the width
of the each of the columns is one and thus the area of the rectangle is also the proliferation
probability of the cell.





τ , for X
j
τ < H. (3.9)
Thus the average positions of the initial cells for Xjτ < H will be
Xjτ = X
j
0 (1 + p)
τ . (3.10)
We now consider cells in the quiescent region, Xjτ > H, where the cell proliferation
probabilities are zero. In this region, Equation (2.4) simplifies to
Xjτ+1 = X
j
τ + pZ∆x. (3.11)
Hence, the average positions for cells in the quiescent region will be
Xjτ = pHτ +X
j
0 , for X
j
0 > H (3.12)
where Xj0 is the initial position of the cell. Lastly, we note that cells may cross over from
the replicative to the quiescent quiescent region. Suppose we define the value τ ?j as the
time in which the cell with average position Xjτ crosses from the replicative region to the
quiescent region. We note that τ ?j does not have to be a multiple of ∆t and is just a way
of joining paths up across the two regions. As the cell is initially in the replicative region,
its average position for τ < τ ?j will be given by Equation (3.10). We can find τ
?
j by solving
Xj0 (1 + p)
τ?j = H, (3.13)
where H is the fixed length of the replicative region. This is because H is the location in







log (1 + p)
. (3.14)
For τ ≥ τ ?j , the cell will be in the quiescent region. Thus the average trajectory for τ ≥ τ ?j
will be of the form
Xjτ = pHτ + c1, (3.15)






Figure 3.3: An example of the average trajectory of an initially replicative cell. The trajectory
of the cell within the replicative region follows the path defined in (3.10). This is until it reaches
Xjτ = H. As H is the length of the replicative region, it is also the point in space where a cell
transitions to the quiescent region. Furthermore, we label the time Xjτ reaches H by τ?j . As we




by P1. As the average trajectory must be continuous, the path in the quiescent region must also
go through the point P1. Hence the average trajectory of the cell within the quiescent region
follows the path defined in (3.16).
where c1 is a constant. We note that this is not exactly the same as Equation (3.12).
Equation (3.12) is the average trajectory of a cell that starts (and remains for all time)
in the quiescent region. We note that the slopes are the same for Equation (3.12) and
(3.15) but the intercepts are different. The intercept Xj0 in Equation (3.12) is the initial
position of the cell. The constant c1 is a shift that accounts for the time taken for





, where the average trajectory transitions from the replicative region to the




into Equation (3.15) and rearranging, we
find that c1 = H − pHτ ?j . Thus the average position, for τ ≥ τ ?j , of an initially replicative
cell that has crossed into the quiescent region at time τ = τ ?j is
Xjτ = pH
(
τ − τ ?j
)
+H. (3.16)
An example of the average trajectory of an initially replicative cell that crosses into the
quiescent region is illustrated in Figure 3.3. Hence the full expression for the average
positions of the tracked cells after τ time steps is
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Xjτ =

Xj0 (1 + p)





τ − τ ?j
)
+H, if Xj0 < H, τ ≥ τ ?j ,




where Xj0 is the initial position of the cell and τ
?
j is the time that a cell transitions from
the replicative region to the quiescent region given by Equation (3.14). We note that
Xj0 < H refers to a cell initially in the replicative region and X
j
0 ≥ H refers to a cell
initially in the quiescent region. We again wish to derive continuum paths for the average
trajectories of the initial cells. We recall that t = τ∆t, p = p̂∆t and that we may find the
continuum paths by taking the continuous limit as ∆t→ 0. Applying this limit to (3.17),
we find that the average trajectories are given by
Xj(t) =

Xj0 exp{p̂t}, if X
j







+H, if Xj0 < H, t ≥ t?j ,












We note that this is now in terms of the physical proliferation rate p̂ instead of the
proliferation probability p. We also note that t?j is defined similarly to τ
?
j and is found by




j . Recalling that L(t) = X
N0(t),
the length will be given by
Lτ = p̂Ht+ L0, (3.20)
where L0 = X
N0
0 is the initial length of the colony. Thus, for the CNCA-Q1 model,
the length is growing linearly. 1000 simulations of the CNCA-Q1 are illustrated with the
average trajectories (3.18) in Figure 3.4. We observe that there is again a strong agreement
between the discrete positions and the continuum paths for the average cell behaviour.
We also see that the replicative region exhibits the same uniform growth characteristics
as the CNCA model. Specifically, the distances between initially adjacent cells are equal
at each time step. We also note that the distances between initially adjacent cells are
increasing as the number of time steps increases. In the quiescent region, the distances
between initially adjacent cells are not growing as the number of time steps increases. We
expect this as the cells within this region are not proliferating. However, we observe that
the distances between the adjacent initial cells are not always the same. This is due to
the fact that cells are entering the quiescent region at non-constant intervals.
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Figure 3.4: Average positions of the initial cells for the CNCA-Q1 model with continuum paths
given by Equation (3.18). These are the average results from 1000 simulations and T = 25 time
steps. The initial number of cells in the model is N0 = 1000 and the cell width is ∆x = 0.1.
Thus the dimensional length of the colony is initially L0 = 100 units. We, again, only chose to
plot every 10th cell for brevity. The fixed number of replicative cells is chosen to be Z = 70.
Hence the fixed length of the replicative region is H = 70. The location of H is the dotted line
on the plot. Lastly, we have used a uniform proliferation probability of p = 0.05.
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We now consider our second specification for the CNCA-Q model. We will refer to this as
the CNCA-Q2 model. Suppose we set the number of replicative cells in the region to be
Zτ = hNτ , where h is some fixed scale between 0 and 1. We recall that h = 0 implies that
there are no replicative cells and thus no growth can occur in the colony. We also recall
that h = 1 implies all the cells are replicative cells and thus we have the CNCA model.
As we are assuming a constant nutrient concentration across the replicative region, the
probabilities at time step τ will be
piτ =
{
p if i ≤ Zτ ,
0 if i > Zτ ,
(3.21)
where i ≤ Zτ corresponds to the replicative cells and i > Zτ corresponds to the quiescent
cells. The evolution of this probability function is illustrated in Figure 3.5.
We may again use Equation (2.4) to derive an expression for the average positions of
the initial cells. Similarly to the CNCA-Q1 model, the average positions will depend on
whether cells are in the replicative or quiescent region. We firstly note that the length
of the replicative region will be given by Hτ = ∆xZτ = h∆xNτ . For the replicative
region, we may again use the difference equation (3.2). Hence the average positions in
the replicative region will be given by Equation (3.3).
We now consider the cells in the quiescent region. Using the probability function (3.21),
we observe that only the first Zτ cells have a non-zero probability of proliferation. Hence,
for cells in the quiescent region, the difference equation (2.4) simplifies to
Xjτ+1 = X
j
τ + p∆xZτ ,
= Xjτ + hpLτ . (3.22)
From Equation (3.22), we observe that the average trajectory of a cell depends on the
length of the colony. Hence we must first derive an expression for the length of the colony.
We recall that XN0τ = Lτ . As N0 ≥ Z0, we note that this cell is quiescent and thus the
length can be derived by solving
Lτ+1 = Lτ + hpLτ . (3.23)
Thus the length of the colony will be
Lτ = L0 (1 + hp)
τ . (3.24)
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(a) Initial proliferation probabilities for the CNCA-Q2 model. Each of the Z0 = 0.5N0 replicative
cells have proliferation probability p. The remaining N0 − Z0 quiescent cells have proliferation
probability zero.




(b) Proliferation probabilities for the CNCA-Q2 model at time step τ . We note that there are
now Nτ cells in the colony. Hence, there are now Zτ = 0.5Nτ replicative cells with proliferation
probability p. The remaining quiescent cells have proliferation probability 0. We note that the
proportion of replicative and quiescent cells has stayed the same
Figure 3.5: Evolution of the proliferation probabilities over time for the CNCA-Q2 model. We
note that the scale in this case is specified to be h = 0.5. As with Figure 3.2, each of the
rectangular columns represents the probability of proliferation for a cell. The first rectangle
represents the proliferation probability of the first cell, etc. We note that the width of the each
of the columns is one and thus the area of the rectangle is also the proliferation probability of
the cell.
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Hence Equation (3.22) becomes the inhomogeneous difference equation
Xjτ+1 = X
j
τ + hpL0 (1 + hp)
τ . (3.25)
We also note that Hτ = hLτ and hence Hτ = hL0 (1 + hp)
τ . Solving (3.25), we find the
average positions for the initially quiescent cells to be
Xjτ = X
j
0 − L0 + L0 (1 + hp)
τ . (3.26)
We note the the average positions of the quiescent cells are simply a shift on the average
length of the colony. This is exactly as expected as there is no growth in the quiescent
region and hence all the cell are being displaced at the same rate due to proliferation in
the replicative region. As with the CNCA-Q1 model, the replicative cells will eventually
move into the quiescent region. We again refer to the time in which the cell with average
trajectory Xjτ crosses from the replicative region into the quiescent region as τ
?
j . Using
Equation (3.3) for the average positions in the replicative region, we may find τ ?j by
equating Xjτ?j = Hτ
?
j
= hL0 (1 + hp)












Using a similar argument as illustrated in Figure 3.3, we may find the average trajectories
of the initially replicative cells that have crossed into the quiescent region. We know,
due to continuity of the cell’s path, that the average trajectory in the quiescent region
must past through the point P1 = (Hτ?j , τ
?
j ). We also know that the form of the average
trajectories for τ ≥ τ ?j must be
Xjτ = c1 + L0 (1 + hp)
τ . (3.28)
We note that τ ≥ τ ?j refers to time in which the cell is in the quiescent region. We also
note that Equation (3.28) follows the paths as (3.26) but with a shift c1. Similarly to the
CNCA-Q1 model, this shift accounts for the time taken to leave the replicative region.
Using the fact that the average trajectory of the form (3.28) must pass through point P1,
we may calculate c1 and find that
Xjτ = L0 (1 + hp)
τ − L0 (1 + hp)τ
?
j + hL0 (1 + p)
τ?j , (3.29)
for τ ≥ τ ?j . Thus the average positions for the initial cells of the CNCA-Q2 model are
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Xjτ =

Xj0 (1 + p)
τ , if Xj0 < H0, τ < τ
?
j ,
L0 (1 + hp)
τ − L0 (1 + hp)τ
?
j + hL0 (1 + p)
τ?j , if Xj0 < H0, τ ≥ τ ?j ,
Xj0 − L0 + L0 (1 + hp)
τ , if Xj0 ≥ H0,
(3.30)
where τ ?j is defined in equation (3.27). We note that X
j
0 < H0 coincides with a cell initially
in the replicative region and Xj0 ≥ H0 coincides with a cell initially in the quiescent region.
We again wish to derive continuum paths for the average positions of the initial cells. We
recall that t = τ∆t, p = p̂∆t and that we may find the continuum paths by taking the
continuous limit ∆t→ 0. Applying this limit to (3.30), we find that
Xj(t) =

Xj0 exp{p̂t}, if X
j
0 < H0, t < t
?
j ,
L0 exp{p̂t} − L0 exp{hp̂t?j}+ hL0 exp{hp̂t?j}, if X
j
0 < H0, t ≥ t?j ,




We note that this is now in terms of the physical proliferation rate p̂ instead of the
proliferation probabilities p. We also note that t?j is defined in the same way as τ
?
j .
However, it is not necessarily the case that t?j = τ
?
j . By equating X










The average positions over 1000 simulations of the CNCA-Q2 model are illustrated with
the average trajectories (3.31) in Figure 3.6. We notice similar cell behaviour to the
CNCA-Q model with a fixed number of replicative cells. There is uniform growth within
the replicative region and there is no growth within the quiescent region. The most
noticeable difference between this model and the CNCA-Q1 model is the length. When
the number of replicative cells is increasing, the length is no longer growing linearly.
Specifically, in the case where the replicative region is a constant proportion of the length,
the length of the colony is growing exponentially.
3.1.3 Depleting Constant Nutrient Cellular Automaton (DC-
NCA) Model
In the CNCA and CNCA-Q models, we have assumed that the proliferation probabilities
do not decrease as the length of the colony increases. However, with a limited source of the
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Figure 3.6: Average positions of the initial cells for the CNCA-Q2 model with continuum paths
given by Equation (3.31). These are the average results from 1000 simulations and T = 25 time
steps. The initial number of cells in the model is N0 = 1000 and the cell width is ∆x = 0.1.
Thus the dimensional length of the colony is initially L0 = 100 units. We, again, only chose to
plot every 10th cell for brevity. The scale is chosen to be h = 0.7. Hence the initial length of
the replicative region is H0 = 70. The location of H is the dotted line on the plot. Lastly, we
have used a uniform proliferation probability of p = 0.05.
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nutrient the local nutrient concentration Cjτ will be decreasing as the length of the colony
is increasing. This will result in the proliferation probabilities of the cells also decreasing
in time. We assume a uniform nutrient concentration and hence all the probabilities will
decrease uniformly. We refer to this model as the depleting constant nutrient cellular
automaton (DCNCA) model. We also assume that all cells are replicative cells in the
DCNCA model.
The proliferation probabilities for the DCNCA model will not depend on space as they are
uniform across the colony but they will depend on time. Thus we observe that piτ = pτ .
We also impose that the uniform proliferation probabilities will be inversely proportional





where S is a constant and Nτ is the number of cells in the colony at time step τ . We
note that S will be the sum of the proliferation probabilities at any given time step τ .
The evolution of the probability function for the DCNCA model, as specified in Equation
(3.33), is illustrated in Figure 3.7.
We again use Equation (2.4) to derive an expression for the average positions of the initial







noting the fact that Lτ = ∆xNτ . We observe that Equation (3.34) has dependence on
Lτ . Thus we must first solve for Lτ before solving for general X
j
τ . Substituting X
N0
τ = Lτ
into Equation (3.34) , we find that
Lτ = ∆xSτ + L0, (3.35)











(∆xSτ + L0) , (3.37)
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(a) Initial proliferation probabilities for the DCNCA model. Each of the N0 cells within the
colony has proliferation probability p0 = S/N0.




(b) Proliferation probabilities for the DCNCA model at time step τ . We note that there are
now Nτ cells in the colony. As Nτ > N0, the proliferation probability of each of the Nτ cells has
decreased. The proliferation probabilities are now pτ = S/Nτ .
Figure 3.7: Evolution of the proliferation probabilities over time for the DCNCA model. Each of
the rectangular columns represents the probability of proliferation for a cell. The first rectangle
represents the proliferation probability of the first cell, etc. We note that the width of the each
of the columns is one and thus the area of the rectangle is also the proliferation probability of
the cell. Hence the total area of all of the rectangles will be S for all time steps τ .
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is a solution to Equation (3.36). We wish to derive a continuous approximation to the
average position of the initial cells. We can find the continuum paths to the average





Substituting τ = t/∆t into Equation (3.37), we may take this limit to find that









We note that Xj(t) must be finite as ∆x → 0 and ∆t → 0. Noting the term ∆x/∆t in
Equation (3.39), we must therefore take the limit such that
∆x = O (∆t) , (3.40)
as ∆t,∆x → 0. This will ensure that Xj(t) is finite. Thus the continuum paths for the













Lastly, we recall that S can be interpreted as the expected number of cell proliferation
events in each time step. However, when taking the continuous approximation there are
no time steps and thus we define Ŝ. The quantity Ŝ can be expressed in terms of the





We recall the distinguished limit ∆x = O (∆t). Thus we may take the limits for the
continuous approximation to find that
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Figure 3.8: Average positions of the initial cells for the DCNCA model with continuum paths
(3.45). These are the average results from 1000 simulations and T = 250 time steps. The initial
number of cells in the model is N0 = 1000 and the cell width is ∆x = 0.1. Thus the dimensional
length of the colony is initially L0 = 100 units. We, again, only chose to plot every 100th cell
for brevity. We have set the value S = 5. This corresponds to an expected number of 5 cell










Hence we can simplify Equation (3.41) to find that
Xj(t) = Xj0 p̂0t+X
j
0 . (3.45)
Thus we have the continuum paths for the average position of the cells written in terms
of physical quantities. The continuum paths are compared with the average results from
1000 simulations of Algorithm 1 in Figure 3.8. We have used N0 = 1000 initial cells and
set S = 5. We have also increased the number of time steps plotted to T = 250. We have
done this as the proliferation probabilities are much smaller than the previous cases and
thus less proliferation occurs in a time step.
Observing Figure 3.8, we notice that all of the average trajectories of the initial cells
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throughout the colony are linear. We particularly choose to focus the length of the
colony. Its average position is given by Lτ = ∆xSτ + L0. We note that at each time the
average length of the colony is increasing by ∆xS. This is equivalent to the number of
cells in the colony increasing by S. Hence, on average Nτ+1 = Nτ + S. Hence S is the
expected number of proliferation events that occur within a time step τ . We note that S
does not have to be an integer as it is an expected value and not an observed value.
We have shown that our CA model simulated with Algorithm 1 yields similar results to
Binder et al. (2008). Thus we conclude that Algorithm 1 and the continuum paths for
the average positions derived from Equation (2.4) are accurate for modelling proliferative
tissue growth. We have already expanded on the work of Binder et al. (2008) by adding
quiescent cells. We now wish to further extend the model by exploring non-uniform
growth.
3.2 Non-Uniform Growth
Up to this point we have only explored models with a uniform nutrient concentration.
However, we note that many systems do not have a uniform nutrient concentration. An
example is the cylindrical yeast colonies grown by Vulin et al. (2014). We note that the
nutrient concentration of cylindrical yeast colonies is highest at the base and smallest at
the top. Furthermore, the nutrient concentration is monotonically decreasing. Hence we
know that Ciτ ≥ Cjτ if i < j. Furthermore we assume that the curve for the nutrient con-
centration is linear. We explore similar models as Section 3.1 with the linearly decreasing
nutrient concentration.
3.2.1 Linear Nutrient Cellular Automaton (LNCA) Model
The first linear nutrient concentration model we consider is the LNCA model. The LNCA
model is similar to the CNCA model but has a non-uniform linear nutrient concentration
instead of a constant nutrient concentration. Thus all the cells in the LNCA model are
replicative. As the nutrient concentration Cjτ is linearly decreasing, the proliferation rates
p̂iτ and hence proliferation probabilities p
i
τ will also be linearly decreasing. Hence, for
all time steps τ , the maximum proliferation probability will be p1τ and the minimum
probability will be pNττ .
For the LNCA model we assume nutrient is being injected at the base of the colony from
an unlimited source so we assume that the concentration at the base of the colony C1τ
is some constant value. Hence the corresponding proliferation probability at the base
of the colony p1τ will also be a constant value. As p
i
τ is the maximum probability, we
let p1τ = pmax for all time steps τ . As nutrient is being injected into the colony from
an infinite source, we assume there will be sufficient nutrient diffusing to the end of the
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colony. Thus, we assume that the nutrient concentration at the end of the colony CNττ will
also be constant so let pNττ = pmin for all time steps τ , where pmin < pmax. We also define
the maximum and minimum proliferation rates p̂max and p̂min, respectively. It follows
that p̂1τ = p̂max = pmax/∆t and p̂
Nτ
τ = p̂min = pmin/∆t. The evolution of the probability
function for the LNCA model is illustrated in Figure 3.9. We know that the function
for the proliferation probabilities is linear and passes through the points (1, pmax) and
(Nτ , pmin). Hence it can be given by
piτ = pmax +
pmax − pmin
Nτ − 1
− pmax − pmin
Nτ − 1
i. (3.46)
We again wish to calculate the average trajectories of the intial cells for the LNCA model.
























) pmax − pmin
2 (Lτ −∆x)
Xjτ . (3.48)
We again note that (3.48) has dependence on the length of the colony Lτ . Hence we again
must first solve for Lτ to find a general solution for (3.48). Substituting X
N0
τ = Lτ into
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(a) Initial proliferation probabilities for the LNCA model. We note that the function for the
probabilities does not pass through the point (0, pmax).




(b) Proliferation probabilities for the CNCA model at time step τ . We note that there are now
Nτ cells in the colony.
Figure 3.9: Evolution of the proliferation probabilities over time for the LNCA model. The
proliferation probabilities for the LNCA model are given by Equation (3.46). Similarly to the
constant nutrient models, the sum of all the probabilities can be found by calculating the area of
the reactangles. We also note that probability functions pass through the right of the rectangles.
Equivalently, we can define a probability function that passes through the left of the rectangles.
However, we note that in the limit ∆t→ 0, the two probability functions would be identical and
thus will yield the same results for the continuum paths.
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We now wish to solve (3.48) for general Xjτ . However, we note that the difference equation
for the average positions cannot be solved analytically. Thus we choose to take the
continuum limit to find a corresponding differential equation to approximate the average
trajectories. The solutions to the differential equation can be expressed as the continuum
paths or average trajectories of the initial cells. Firstly we rearrange equation (3.48) and








) p̂max − p̂min
2 (Lτ −∆x)
Xjτ . (3.53)

























We note that the differential equation (3.55) is a Bernouilli equation. Hence we obtain




















We note that (3.56) are the average trajectories of the initial cells for the LNCA model.
These continuum paths are plotted with 1000 simulations of the LNCA model using
Algorithm 1 in Figure 3.10. We note that the length of the colony for the LNCA model
is increasing exponentially. We also note the numerator of (3.56) is simply L(t). This
implies that L(t) is a limiting value for Xj(t). This is intuitive as the trajectory of a cell
cannot cross over the length.
We observe Figure 3.10 to examine the characteristics of non-uniform growth. We recall
that uniform growth has occurred when the distance between adjacent cells is equal and
increasing at all time steps. We can see that this is not the case for non-uniform growth.
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Figure 3.10: Average positions of the initial cells for the LNCA model with continuum paths
given by (3.56). These are the average results from 1000 simulations and T = 250 time steps.
The initial number of cells in the model is N0 = 1000 and the cell width is ∆x = 0.1. Thus
the dimensional length of the colony is initially L0 = 100 units. We again choose to plot every
100th cell for brevity. We have used pmax = 0.008 and pmin = 0.
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We observe that the distance between adjacent cells is increasing as the number of time
steps increases. However, the distances across the colony are not equal. We note that
the distances between adjacent cells appears to be larger towards the left of the colony.
This is because the proliferation probability is larger and thus it is expected that more
cells will be born. We now wish to explore how non-uniform growth is affected by adding
quiescent cells.
3.2.2 LNCA models with quiescent cells (LNCA-Q Models)
We now consider adding quiescent cells to the LNCA model. Suppose we again have a
nutrient source at the base of the colony so that the nutrient concentration will be highest
at the base of the colony. However, we assume that the colony readily consumes nutrient.
Thus the nutrient concentration hits 0 at some point in the colony. Thus we have a linear
decreasing function in the replicative region. We again use Zτ to represent the number of
cells in the replicative region after τ time steps and Hτ to represent the physical length
of the replicative region after τ time steps. We recall that Hτ = ∆xZτ .
We first explore the LNCA-Q model with a fixed number of replicative cells. We refer
to this as this LNCA-Q1 model. Thus we set the number of cells in the replicative
region to Zτ = Z. Similarly, we have Hτ = H where H = ∆xZ. We now wish to
define a probability function for the LNCA-Q1 model. We know that the proliferation
probability of quiescent cell is zero so piτ = 0 if i > Z. We also again know that the
nutrient concentration and thus proliferation probability is largest at the base of the
colony. Hence we set p1τ = pmax. We note that the corresponding proliferation rate will
be p̂max. Similarly, we know that the nutrient concentration decreases linearly until it
hits zero at the end of the replicative region and so we set pZτ = pmin = 0. Thus, as it is







Z−1 i if i < Z,
0 if i ≥ Z.
(3.57)
This probability function is plotted in Figure 3.11. We now wish to find the average trajec-
tories for the initial cells using the difference equation (2.4). Substituting the probability















First we wish to solve for the quiescent cells and length of the colony. This corresponds
to cells that have index i ≥ Z. Hence we can simplify (3.58) to get
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(a) Initial proliferation probabilities for the LNCA-Q model. Each of the Z replicative cells have
proliferation probability p. The remaining N0 −Z quiescent cells have proliferation probability
zero.




(b) Proliferation probabilities for the LNCA-Q1 model at time step τ . We note that there are
now Nτ cells in the colony. However, there are still only Z replicative cells. There are now
Nτ −Z quiescent cells. We note that the number of quiescent cells has increased.
Figure 3.11: Evolution of the proliferation probabilities over time for the LNCA-Q1 model. As
with Figure 3.9, the probability function does not pass through the point (0, pmax) as it passes
through the right hand side of the rectangles. Similarly to the LNCA model, this will not affect
the accuracy of the derived continuum paths. This probability function is given in Equation
(3.57).























τ +Xj0 . (3.61)
Taking the continuum limits as ∆t→ 0 and ∆x→ 0, we find the average trajectory of a
















We now wish to derive the average trajectories for the replicative cells. Simplifying

















to the difference equation (3.65), then we get the logistic map
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Zτ+1 = rZτ (1− Zτ ) , (3.67)
where
r = 1 + pmax +
∆xpmax
2(H −∆x)




We note that the logistic map does not have a closed form solution. Thus we must again
use the continuous limit to find a continuous approximation to the average trajectories
of the initial cells. We also note that the parameter r will be between 1 and 2.5 as
0 < pmax ≤ 1 and Z ≥ 2. Thus the logistic map will not show any chaotic behaviour.
Rearranging Equation (3.65) and dividing by ∆t we find that
Xjτ+1 −Xjτ
∆t

























Similarly to the CNCA-Q models, the replicative cells will eventually cross over into the
quiescent region at some time t?j as defined by X











We again note that the path of the initially replicative cells that have crossed over will
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for t > t?j . We can calculate the constant c1 by again noting that the path must pass




. Thus we find that

























+H, if Xj0 < H, t ≥ t?j ,
H p̂max
2




where t?j is defined in Equation (3.72). These continuum paths are plotted with 1000 sim-
ulations of the LNCA-Q model in Figure 3.12. We note that the length of the colony is
again growing linearly. We also note that non-uniform growth has occurred in the replica-
tive region as the distances between adjacent cells are increasing unevenly throughout the
colony. We also note that the distances between adjacent cells are not changing in the
quiescent region. This is characteristic of regions of quiescent cells.
We now consider the LNCA-Q model where the length of the replicative region is some
proportion of the length of the colony. We refer to this as the LNCA-Q2 model. Thus we
can again specify the number of replicative cells as Zτ = hNτ , where 0 < h < 1. We note
that h = 0 implies that all cells are quiescent and the colony does not grow and h = 1 is
simply the LNCA model. We again assume a linear nutrient concentration that peaks at
the left of the colony and hits 0 at the end of the replicative region. Thus our proliferation
probability function will be a straight line from the point p1τ = pmax to p
Zτ







Zτ−1i if i < Zτ ,
0 if i ≥ Zτ .
(3.76)
This probability function is plotted in Figure 3.13. We now wish to find the average trajec-
tories for the initial cells using the difference equation (2.4). Substituting the probability
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Figure 3.12: Average positions of the initial cells for the LNCA-Q1 model with continuum
paths given by (3.75). These are the average results from 1000 simulations and T = 250 time
steps. The initial number of cells in the model is N0 = 1000 and the cell width is ∆x = 0.1.
Thus the dimensional length of the colony is initially L0 = 100 units. We plot every 100th cell
for brevity. We have used pmax = 0.008 and Z = 750. Thus the fixed length of the replicative
region is H = 75.
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(a) Initial proliferation probabilities for the LNCA-Q2 model. Each of the Z0 replicative cells
have proliferation probability p. The remaining N0 −Z′ quiescent cells have proliferation prob-
ability zero.




(b) Proliferation probabilities for the LNCA-Q2 model at time step τ . We note that there are
now Nτ cells in the colony and hence Zτ = hNτ replicative cells. There are now Nτ−Z quiescent
cells. We note that the number of quiescent cells has increased.
Figure 3.13: Evolution of the proliferation probabilities over time for the LNCA-Q2 model.
As with Figure 3.9, the probability function does not pass through the point (0, pmax). This
probability function is given in Equation (3.57)
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First we wish to solve for the quiescent cells and length of the colony. This corresponds



























Similarly to the previous models, we must first solve for the length Lτ before solving for
general Xjτ . Substituting X
N0








Substituting Equation (3.81) into Equation (3.80), we can solve to find that
Xjτ = X
j







By taking the continuous limits ∆t→ 0 and ∆x→ 0, we find that the continuum paths
are







and the continuum path for the length is







We now wish to derive the average trajectories for the replicative cells. Simplifying
Equation (3.77), we find that









We again note that this difference equation cannot be solved analytically. Thus we must
take the continuous limit to find an approximation to the average trajectories. Rearrang-
ing Equation (3.85) and dividing by ∆t we find that
Xjτ+1 −Xjτ
∆t


















































Similarly to the previous model, the replicative cells will eventually cross over into the
quiescent region at some time t?j defined by








We note that the right can side of Equation (3.90) is the continuum path for the value
Hτ . This can be found by taking the continuum limits. We find t
?
j by solving Equation
(3.90) numerically. We again note that the path of the initially replicative cells that have
crossed over will be of the form















. Thus we find that
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Hence the continuum paths for the average trajectories of the initial cells for the LNCA-Q2




































, if Xj0 < H, t ≥ t?j ,






, if Xj0 ≥ H,
(3.93)
where t?j is defined in Equation (3.90). These continuum paths are plotted with 1000
simulations of the LNCA-Q model in Figure 3.14. We note that the length of the colony
is again growing exponentially and that non-uniform growth has occurred in the replicative
region as the distances between adjacent cells are growing unevenly throughout the colony.
We also note that the distances between adjacent cells are not changing in the quiescent
region. This is our characteristic for quiescent cells.
3.2.3 Depleting Linear Nutrient Cellular Automaton (DLNCA)
Model
The last model we choose to explore is the LNCA model with a depleting nutrient. We
refer to this model as the DLNCA model. Similarly to the DCNCA model, we assume
we have a finite nutrient source at the base of the colony. Nutrient emitting from this
source will diffuse up the colony. However, we again assume that the colony also consumes
nutrient. Thus the nutrient concentration will be higher at the base of the colony and
lower at the top of the colony. We assume the nutrient concentration will be decreasing
linearly so that the proliferation probabilities will be decreasing linearly from the base of
the colony to the top of the colony. Hence we again have a maximum probability at p1τ
and minimum probability at pZττ . We assume that p
Zτ
τ = 0 for all time steps τ . However,
since the nutrient is depleting, these will not be a fixed value in the DLNCA model.
Similarly to the DCNCA model, we assume all of the probabilities sum to a constant
value S. Thus we must define a probability function that is linearly decreasing, passes
through the point (Nτ , 0) and sums to S at all time steps τ . The appropriate probability
function is
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Figure 3.14: Average positions of the initial cells for the LNCA-Q2 with the continuum paths
given by (3.93). These are the average results from 1000 simulations and T = 250 time steps.
The initial number of cells in the model is N0 = 1000 and the cell width is ∆x = 0.1. Thus the
dimensional length of the colony is initially L0 = 100 units. We plot every 100th cell for brevity.
We have used pmax = 0.008 and h = 0.5 as the scale for the replicative region. Thus the initial
length of the replicative region is H0 = 50.




− S (2i− 1)
N2τ
. (3.94)
This probability function is illustrated in Figure 3.15. From the probability function, we
define an average probability, paveτ at each time step τ . We recall that the average value







Thus we can see that paveτ = S/Nτ . We also note that we can define the average prolifer-




τ /∆t. We again wish to find the average trajectories
for the DLNCA model by using the difference equation (2.4). We substitute Equation












Again, we must first find the average trajectory for the length of the colony. By substi-
tuting XN0τ = Lτ into Equation (3.96), we find that
Lτ+1 = Lτ + S∆x. (3.97)
Hence the average position for the length is
Lτ = L0 + S∆xτ (3.98)
and that the continuum path for the length is
L(t) = L0 + L0p̂
ave
0 t, (3.99)
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0 1 2 N0
...
pj 0
(a) Initial proliferation probabilities for the DLNCA model.
0 1 2 Nτ
...
pj τ
(b) Proliferation probabilities for the DLNCA model at time step τ . We note that there are
now Nτ cells in the colony and thus the probabilities at each position have decreased.
Figure 3.15: Evolution of the proliferation probabilities over time for the DLNCA model. The
proliferation probabilities for the DLNCA model are given by Equation (3.94).
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Suppose we now want to find the average trajectories for all initial cells Xjτ . Substituting

















































Solving the Bernoulli equation (3.103), we find the average trajectories of the initial cells












These continuum paths are plotted with 1000 simulations of the DLNCA model in Figure
3.16. Analysing Figure 3.16 we again observe non-uniform growth throughout the colony,
as expected. We also note that the length of the colony is growing linearly.
3.3 Discussion
In this chapter, we have considered a number of generic cell proliferation scenarios ap-
plicable to yeast colonies, for which we have developed CA models. We have been able
to approximate the continuum paths for the average positions of the initial cells in the
colony.
There are many ways in which we can extend our CA models to explore various differ-
ent cases. There are also many different ways in which we can develop our CA model.
Appendix A describes an alternate framework for the CA model which only allows one
proliferation event per time step. As the proliferation probability function piτ can be arbi-
trarily defined, there are infinitely many cases that could be considered. Similarly, using
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Figure 3.16: Average positions of the initial cells for the DLNCA with the continuum paths
given by (3.104). These are the average results from 1000 simulations and T = 250 time steps.
The initial number of cells in the model is N0 = 1000 and the cell width is ∆x = 0.1. Thus the
dimensional length of the colony is initially L0 = 100 units. We, again, only chose to plot every
100th cell for brevity. We have set the value S = 5. This corresponds to an expected number of
5 cell insertions across the entire colony in each time step τ .
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the alternate framework described in Appendix A, we can arbitrarily define a pdf p(x, t)
for the proliferation probabilities.
We have shown that we can derive a difference equation for any given proliferation prob-
ability function and hence we can find a numerical solutions for the average positions
of initial cells. Furthermore, we have shown that we can take the continuum limits to
derive an ODE and hence find a numerical or analytic solution to the continuum paths
for the average trajectories of the initial cells. We may also wish to extend our analysis
of quiescent cells to arbitrarily define the number of replicative cells Zτ . Furthermore, we
may wish to define multiple quiescent and replicative regions.
For the models explored in Sections 3.1 and 3.2, we highlight the accuracy of the contin-
uum approximation for the average positions of the initial cells. For each of the uniform
and non-uniform cases, the continuum approximation coincides with the average positions
from simulations of the CA models. This is a very important result as it shows that re-
sults are accurate when making the continuum approximation if there is a suitably large
number of cells. The continuum approximation is also a favourable approach as it takes
far less computation time than running simulations of the CA model.
Based on our analysis, we have also identified the characteristics of growth within a colony.
Furthermore, we have created a classification system for the type of growth in certain
regions of a colony. The first classification is uniform growth. There are two conditions
to determine whether uniform growth has occurred within a region. Firstly, we require
proliferation to occur within the region. Thus, we require the average distances between
adjacent initial cells to be increasing. Secondly, we require proliferation to be uniform
across the colony. Thus, we expect the average distances between initially adjacent cells
to be increasing uniformly across the region. Suppose we define the distance function dn,iτ
to be the average distance between cells X iτ and X
i+n
τ at time step τ . Thus we have
dn,iτ = X
i+n
τ −X iτ . (3.105)
We note that the cells X iτ and X
i+n
τ are initially n cells apart. Thus, it will always be the
case that dn,i0 = n∆x. Hence, for uniform growth, it will be the case that
dn,iτ = d
n,j
τ for all i, j, n, τ, (3.106a)
dn,iτ+1 > d
n,i
τ for all i, n, τ. (3.106b)
The second classification is non-uniform growth. We again require proliferation to
occur within the region and thus require the average distances between adjacent initial
cells to be increasing. However, we require proliferation to be non-uniform across the
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colony. Thus we expect the average distances between initially adjacent cells to be different
as the number of time steps increases. Thus, the conditions for non-uniform growth are
dn,iτ 6= dn,jτ for all i, j, n, τ, (3.107a)
dn,iτ+1 > d
n,i
τ for all i, n, τ. (3.107b)
The last classification we have is quiescent growth. Quiescent ‘growth’ occurs in qui-
escent regions within the colony. It is characterised by no proliferation events occurring.
Thus we expect the average distances between cells to stay the same for all time steps τ .
Hence the condition for quiescent growth is
dn,iτ+1 = d
n,i
τ for all i, n, τ. (3.108)
We can use these to create a classification algorithm. Suppose we have some empirical
data for the trajectories of initial cells in some colony exhibiting one-dimensional growth.
This data can be obtained by labelling individual cells with unique fluorescent protein
colour combinations (Di Talia & Poss 2016). Furthermore, we note that greeen fluorescent
proteins (GFP) have previously been used as a marker for tumor cells to detect and
predict single-cell behaviour (Zimmer 2002). Lastly, fluorescent ubiquination-based cell
cycle indicators (FUCCI) have also been used to track cell progression (Vittadello et al.
2019).
Using the empirical data, we can determine the average distances between adjacent cells
dn,iτ . Hence we can analyse the average distances d
n,i
τ to classify regions of growth. This is
outlined in Algorithm 2. This algorithm is purely a classification algorithm. However, we
may still make some inference about the proliferation probabilities within the colony. If
a region in the colony is classified as having quiescent growth, we know the proliferation
probabilities in that region will be piτ = 0. Furthermore, if a region in the colony is
classified as having uniform growth, we know the proliferation probabilities in that region
will be some constant piτ = p. However, we do not know what the value of p will be. Lastly,
we consider when a region in the colony is classified as having non-uniform growth. We
cannot make any inference on the proliferation probabilities for these regions without
applying further analysis on the empirical data. We may also use statistical analysis to
determine the constant proliferation probability p for regions classified as having uniform
growth. Algorithm 2 may be extended in the future to also predict the proliferation
probabilities using statistical inference.
An alternate method for classifying growth is by analysing the nutrient concentration. If
the instantaneous nutrient concentration is known, we can easily determine where quies-
cent and replicative cells are. If the local nutrient concentration is zero in a region of the
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Algorithm 2: Growth Classification Algorithm
input : Import empirical data for trajectories of initial cells
output: Growth Classification for entire colony at all time steps τ
1 Select appropriate value for n;
// n is the initial number of cells between adjacent trajectories
// It is best to make n as small as possible
2 Calculate Xjτ to be the average trajectories of initial cells;
3 Calculate dn,iτ to be the average distances between adjacent cells after τ time steps;
// dn,iτ = X
i+n
τ −X iτ
4 Set T to be the final time step;
5 for τ = 1 to T do
6 foreach i do
7 if dn,iτ = d
n,i
τ+1 then
8 Set xτ1 = X
i
τ ;
9 Set xτ2 = X
i+n
τ ;
10 Classify region [xτ1, x
τ
2] as quiescent growth;
11 else
12 if dn,iτ = d
n,i+1
τ then
13 Set xτ1 = X
i
τ ;
14 Set xτ2 = X
i+2n
τ ;
15 Classify region [xτ1, x
τ
2] as uniform growth;
16 else
17 Set xτ1 = X
i
τ ;
18 Set xτ2 = X
i+2n
τ ;
19 Classify region [xτ1, x
τ






colony, the cells in that region will be quiescent and thus we have quiescent growth. Simi-
larly, if the nutrient concentration is a constant across a region within the colony, the cells
with in the region will be replicative and exhibit uniform growth. Lastly, if the nutrient
concentration is non-constant across a region within the colony, the cells with in the region
will be replicative and exhibit non-uniform growth. We may also use the instantaneous
nutrient concentration to determine the instantaneous length of the replicative region, H.
The CA model provides an excellent understanding of the macroscopic properties of a
cylindrical yeast colony. However, it requires that we specify a nutrient concentration at
each time step. We wish to extend the CA model by coupling the nutrient concentra-
tion with the length of the colony. As we have shown that the continuum approximation
is accurate and more time efficient, we choose to develop continuous models for the re-
mainder of this thesis. Specifically we wish to develop a PDE model to couple nutrient
concentration and colony length.
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Chapter 4
Derivation of PDE Model for
Non-Uniform Growth
In Chapter 2, we developed a CA model to describe non-uniform growth in microorgan-
isms and discussed its applications to cylindrical yeast colonies. We note the assumptions
and limitations of the CA model. Firstly, we made the assumption that the cells are
incompressible and thus the colony exhibits constant cell density. We also note that the
nutrient concentration is not coupled with tissue growth in the CA model. We wish to ex-
plore a model in which nutrient concentration is coupled with tissue growth. Furthermore,
we wish to develop a model that can be applied to compressible systems.
It is also important to note that the continuum model was found to match the average
behaviour of the CA model. This enables us to use techniques based on PDE theory, that
cannot be applied to the stochastic model, to analyse the continuum model. Thus we wish
to use a continuous partial differential equation (PDE) model for the remainder of this
thesis. Specifically, we wish to use reaction–diffusion theory to explore the spatial patterns
within biological systems. Crampin et al. (2002) has previously used reaction–diffusion
models to predict pattern formation in systems with non-uniform growth. Lastly, we wish
to apply the results to the cylindrical yeast colonies.
4.1 Derivation
We assume that we are modelling a system that contains only live cells. Furthermore,
we assume that cell proliferation generates a velocity field that relates to domain growth
(Neville et al. 2006). Cell proliferation is regulated by the presence of a nutrient diffusing
through the colony. We assume that growth is restricted to one spatial dimension, as is
the case for the cylindrical yeast colonies. We recall the cylindrical yeast colonies grow
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vertically upwards and assume that the effect of gravity on the system is negligible.
As before we let t and x denote time and space, respectively, and let L(t) be the length
of the colony where L(0) = L0. As we are only interested in the spatial patterns within
the colony, we restrict our spatial variable to the domain 0 ≤ x ≤ L(t). The value x = 0
corresponds to the base of the colony and can be interpreted as the spatial position of
the surface of the agar plate. Similarly, the value x = L(t) refers to the spatial position
of the length (or height) of the colony.
Similarly, the local nutrient concentration is given by C(x, t) and the average trajectories
of initial cells are given by Xj(t) (as defined in Chapter 3). Suppose we define the variable
X(t) to be the pathlines of the individual cells where X(0) = X0 is the initial position of
the cell. This quantity is analogous to the average trajectory of the cell initially in position
Xj(0) = X0. We again use this to explore regions of uniform, non-uniform and quiescent
growth. Furthermore, we can use the pathlines X(t) to explore the spatial patterns and
growth within a biological system. Lastly, we represent the local cell density by ρ(x, t).
When deriving our governing equations, we assume a model in three spatial dimensions.
We first consider local cell density ρ and how this is related to the local nutrient concen-
tration C. From conservation of mass, we know the rate of change of the mass must be






ρ dV = −
∫∫
∂V
Jρ · n̂ dS +
∫∫∫
V
R(ρ, C) dV, (4.1)
where Jρ is the local flux of cells, n̂ is a unit normal for the surface ∂V and R(ρ, C) is the








−∇ · Jρ dV +
∫∫∫
V
R(ρ, C) dV. (4.2)





+ ∇ · Jρ −R(ρ, C) dV = 0. (4.3)
Since V is arbitrary, we must have that
∂ρ
∂t
+ ∇ · Jρ = R(ρ, C). (4.4)
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Lastly, we observe that there is both advection and diffusion contributing to the flux of








whereDρ is a coefficient that represents the random motility of a cell and u is the advective
cell velocity. The motility coefficient Dρ is assumed to be constant throughout the colony.




+ ∇ · [ρu] = Dρ∇2ρ+R(ρ, C). (4.6)
We now consider the evolution of local nutrient concentration C(x, t) throughout the
colony. We set the nutrient consumption to be q(ρ, C) = λρC, where λ is the nutrient
consumption rate. Then, by using the same arguments as above, we obtain the conserva-
tion of mass equation
∂C
∂t
+ ∇ · [uC] = DC∇2C − λρC. (4.7)
where DC is the diffusion coefficient for the nutrient which is assumed to be constant
throughout the colony. The reaction–diffusion–advection equations (4.6) and (4.7) have
been derived to apply to three dimensions. As the cylindrical yeast colonies are restricted




















Recall that our spatial variable is defined on the domain 0 ≤ x ≤ L(t). We assume that
the tissue at the top of the colony x = L(t) moves with the local cell velocity (Neville




The local cell velocity relates to the flux of cells such that
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Jρ = ρv. (4.10)
Equating (4.5) and (4.10), we find that

















We can make a similar argument for the pathlines at x = X(t). Noting that the pathlines












We now consider boundary and initial conditions for nutrient concentration. Firstly, we
know the cell velocity due to advection at the base of the tower will be zero and thus
u|x=0 = 0. (4.14)
We also assume that there is a constant concentration of nutrient at the base of the tower,
say C|x=0 = C0, and there is no flux of nutrient at the top of the tower Cx|x=L(t) = 0.
As the nutrient is initially at the base of the tower and not diffusing throughout it, we
impose the initial condition
C|t=0 = CI(x) =
{
C0 if x = 0,
0 else.
Lastly, we impose an arbitrary initial condition for cell density such that ρ|t=0 = ρI(x).































with boundary and initial conditions







C|t=0 = CI(x) =
{
C0 if x = 0,
0 else,
(4.15f)
ρ|t=0 = ρI(x), (4.15g)
L|t=0 = L0. (4.15h)
where x ∈ [0, L(t)] and t ≥ 0. We note that this model is currently underspecified. At this
stage, we have four dependent variables and only three equations. To fix this problem, we
require a constitutive relation, which specifies the mechanical properties of the system. We
follow Byrne & Chaplain (1997) by using Darcy’s Law to relate the mechanical pressure,
P , and advective cell velocity via,
u = −α∇P, (4.16)
where α is a constant related to the cell diffusivity. As our system is one-dimensional in




Secondly, we must also define a pressure law that relates the pressure of the system to
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where ρ0 is a constant pressure and β is a compressibility constant. The system is incom-
pressible in the limit β → 0. Hence, we note that the pressure law will have a singularity
in the incompressible limit. This singularity ensures the cell path lines will not overlap
(Hecht & Vauchelet 2017). We explore the incompressible limit further in Chapter 5.
Lastly, we must define boundary conditions and initial conditions for the pressure. Our






We also assume that the mechanical pressure at the top of the colony will be zero, so that
P |x=L(t) = 0. (4.20)

































ρ = ρ0 + βP, (4.21e)
with boundary and initial conditions







C|t=0 = CI(x) =
{
C0 if x = 0,
0 else,
(4.21h)
ρ|t=0 = ρI(x), (4.21i)





= 0, P |x=L(t) = 0. (4.21k)
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We now have five equations for five dependent variables. We also note our expression for
the pathlines is given by Equation (4.13). Thus we are able to solve the system. However,
we must first define a proliferation function R(ρ, C). In Chapter 3, we used a proliferation
rate defined by p̂ = kC where k is a proportionality constant. We recall that for the CA
model, there is a constant density assumed. We choose to use the proliferation function
R = kρC, where k is a constant. We note that the rate of proliferation will be higher if
the local cell density is higher.
4.1.1 Nondimensionalisation
To solve the model (4.21), we must nondimensionalise it. Firstly, we map the problem to
a fixed spatial domain ξ ∈ [0, 1] (Crank 1984) using the coordinate change































































































ρ = ρ0 + βP, (4.24e)
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with boundary and initial conditions







C|T=0 = CI(ξ) =
{
C0 if ξ = 0,
0 else,
(4.24h)
L|T=0 = L0, (4.24i)





= 0, P |ξ=1 = 0. (4.24k)
where ξ ∈ [0, 1] and T ≥ 0. As the spatial variable has been mapped to the domain [0, 1],
we require no further rescalings on ξ. We however note that there are two time scales we










We choose to scale time with the advective timescale. We also define the dimensionless
























We choose to scale the temporal variable with the advective timescale and all dependent
variables with the scalings
T = T̂advT̃ , C = C0C̃, L = L0L̃, X = L0X̃, ρ = ρ0ρ̃, u =
L0
Tadv
ũ, P = π̂P̃ .
(4.28)





































































ρ = 1 + β̂P, (4.29e)
with boundary and initial conditions







C|T=0 = CI(ξ) =
{
1 if ξ = 0,
0 else,
(4.29h)
L|T=0 = 1, (4.29i)





= 0, P |ξ=1 = 0. (4.29k)
where λ̂ ≥ 0, Pe ≥ 0, D ≥ 0 and β̂ ≥ 0. Note that all the variables are nondimensional
but we have dropped the tildes for brevity. From the nondimensionalisation process, we
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We also note that the equation for the pathlines will also be affected by the nondimen-
sionalisation process. After performing the coordinate change (4.22) and applying the














We again note that we have dropped the tilde for brevity. Lastly we note that Ξ = X/L(t).
We now have a dimensionless system in terms of two dimensionless independent variables,
five dimensionless dependent variables and four non–negative dimensionless parameters.
The temporal variable, τ , must be non–negative and the spatial variable is restricted to
the domain 0 ≤ ξ ≤ 1. We also note that nutrient concentration C must always be non–
negative and local cell density must be positive. Using Equation (4.29e), we can see that
restricting ρ > 0 implies that pressure must satisfy, p > −1/β̂. Lastly, we note that the
cell velocity can be positive or negative. A positive cell velocity implies that the direction
of travel is to the right and, conversely, a negative cell velocity implies the direction of
travel is to the left.
4.2 Discussion
We have now developed a PDE model for coupled cell proliferation and nutrient concen-
tration which consists of equations and boundary conditions given in (4.29). In general,
this model must be solved numerically. We find numerical solutions to the model in Chap-
ters 5 and 6. In Chapter 5, we also find analytic solutions to specific cases that relate to
the solutions of the CA model.
The full model (4.29) is quite general and could be applied to a range of physical and
biological phenomena. Depending on the application, we may wish to make further as-
sumption on the model. Some systems do not exhibit domain growth and thus we may
make the assumption that the length is fixed. Mathematically, we impose this by setting
L(t) ≡ L. We may also wish to make the assumption that the cells are incompressible.
We impose this mathematically by taking the limit β̂ → 0. An immediate consequence of
taking this incompressible limit will be constant cell density across the colony. This is ev-
ident from Equation (4.29e). We explore solutions to the model under these assumptions
in Chapter 5. We also find solutions to the full model in Chapter 6
We also consider the physical meanings of the dimensionless parameters. The parameter
β̂ can be interpreted as a measure of the compressibility of the system. A large value for
β̂ implies that the system is highly compressible and, as previously discussed, the limit
β̂ → 0 implies that the system is incompressible. The parameter λ̂ can be interpreted
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as a measure of how the cells consume nutrient. A large value for λ̂ implies that the
nutrient consumption rate is high. Similarly, a small value for λ̂ implies that the nutrient
consumption rate is small.
The Péclet number Pe is a ratio between the advective nutrient transport rate and the
diffusive nutrient transport rate. If the nutrient advection rate is much higher than the
nutrient diffusion rate, the Péclet number will be larger. Conversely, if the nutrient
diffusion rate is much higher than the nutrient advection rate, the Péclet number will be
small. Lastly, the parameter D can be interpreted as the ratio between diffusion of cells
and diffusion of nutrient. If the diffusion of cells is larger than the diffusion of nutrient,
we expect D to be large. Conversely, if the diffusion of nutrient is much quicker than the
diffusion of cells, we expect D to be small. By altering, these nondimensional parameters,
we can find solutions to the model for a wide range of different applications.
For the specific case of the cylindrical yeast colonies, we make the incompressible as-
sumption for simplicity and thus take the incompressible limit β̂ → 0. Furthermore, an
incompressible system implies that there is no diffusion of cells. Thus we set the diffusion
scale to D = 0. We also expect the yeast cells to consume nutrient at a high rate. Thus
we expect the nondimensional parameter λ̂ to be large. Lastly, We expect the diffusive
nutrient transport rate to be much higher than the advective nutrient transport rate.
Thus we expect the Péclet number to be small. We explore solutions to this set and other
sets of parameters in Chapter 5 and Chapter 6.
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Chapter 5
Solutions to the Incompressible
System
5.1 Model Assumptions
In this chapter, we consider the model in the case that the cells are incompressible. This
corresponds to the limit β̂ → 0. From Equation (4.29e), the incompressible limit implies
that ρ = 1 and hence cell density is constant. This constant cell density coincides with
the constitutive assumption made by Neville et al. (2006). An immediate consequence of
constant density is that all the derivatives of ρ are equal to zero. Thus, we observe that




Using the boundary condition (4.29f), that says the advective cell velocity is zero at the
base of the colony, we can rewrite Equation (5.1) as
u(ξ, T ) =
∫ ξ
0
L(T )C(ξ?, T ) dξ?. (5.2)
Equation (5.1) can also be interpreted as a mass conservation or continuity equation
for this incompressible system. Typically, the continuity equation in fluid mechanics is
∇ · u = 0. However, in our system mass is being created due to cell proliferation. Thus,
the continuity equation for a general proliferation rule will be
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∇ · u = 1
ρ
R(ρ, C). (5.3)
This can be derived by assuming a constant ρ in Equation (4.6). Due to constant density,
Equation (4.29c) simplifies to
dL
dT
= u|ξ=1 . (5.4)
This implies that the length of the colony travels with the advective cell velocity. Fur-
thermore, this implies that the advective cell velocity is equal to the local cell velocity.
We also note that Equation (4.31) for the pathlines X(t) simplifies to
dX
dT
= u|ξ=Ξ . (5.5)
Lastly, we observe that we now have only four unknown dependent variables. This is
because the cell density is known to be constant. We note that it is redundant to cal-
culate pressure in the incompressible model. This is because pressure only appears in
one equation and is not used to calculate the other three dependent variables. Thus we






























C(ξ?, T ) dξ?, (5.6b)
dL
dT
= u|ξ=1 , (5.6c)
with boundary and initial conditions







C|T=0 = CI(ξ) =
{
1 if ξ = 0,
0 else,
(5.6f)
L|T=0 = 1. (5.6g)
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5.2 Solving on a Fixed Domain
To understand the dynamics of our nutrient transport problem, we wish to first solve
the incompressible model (5.6) on a fixed domain. By restricting the domain to a fixed
length, we expect to recover a reaction–diffusion equation. Solving on a fixed domain can
also be used as a check to ensure our model is behaving as we expect. We fix the domain
by setting L(T ) = 1 for all values of T . This fixed domain implies that there is no cell




in place of (5.6b) when solving on a fixed domain. Solving the continuity equation (5.7),
we observe that u(ξ, T ) = c(T ) where c(T ) is an arbitrary function of T . However, we
know that u(0, T ) = 0 from the boundary condition (4.29f) and thus c(T ) = 0. Hence, the
advective cell velocity is equal to 0 across the entire domain. This makes intuitive sense
as there is no growth and thus no cell displacement due to advection. The expression
u = 0 can also be substituted into Equation (5.6c) to derive that dL/dt = 0. This is
expected as the length of the colony is not increasing nor decreasing. Using the fact that









We recall that the nondimensional temporal variable T̃ , used in (5.8), has been scaled by
the advective time scale T̂adv. It does not make sense to use an advective time scale for
the fixed domain as there is no advection. Thus we wish to rescale time with the diffusive
time scale before solving (5.8). We can rescale time by the diffusive timescale by defining
a new nondimensional temporal variable by
T ′ = PeT̃ = T̂diffT, (5.9)
where T̃ is the dimensionless temporal variable scaled by T̂adv, T
′ is the dimensionless
temporal variable scaled by T̂diff and T is the dimensional temporal variable. Applying







where µ2 is a nondimensional constant defined by
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From here onwards, we drop the apostrophe in our temporal variable T ′ for brevity. We







C|T=0 = CI(ξ) =
{
1 if ξ = 0,
0 else.
(5.12b)
To solve Equation (5.10) we write the nutrient concentration as
C(ξ, T ) = CE(ξ) + C̄(ξ, T ), (5.13)
where CE(ξ) is the equilibrium solution. The equilibrium solution can be found by setting
∂C/∂T = 0 in Equation (5.10). Thus we find CE(ξ) by solving the ODE
∂2CE
∂ξ2
− µ2CE = 0, (5.14a)











cosh [µ (1− ξ)] . (5.15)








and boundary and initial conditions













= CI(ξ)− CE(ξ). (5.16c)
Hence we find the solution for C̄ to be









































Thus the nutrient concentration will be given by
C(ξ, T ) =
1
coshµ
























where 0 ≤ ξ ≤ 1 and T ≥ 0. We focus on the equilibrium distribution CE(ξ) and how
the nondimensional parameter µ2 affects it. The equilibrium distribution is plotted for
varying µ2 in Figure 5.1. Firstly, we consider the case when µ2 → 0. This implies that
the nutrient diffusion rate DC is much larger than the nutrient consumption rate λ, the
density ρ0 and the colony length L0. Equivalently, µ
2 → 0 implies that Pe→ 0 or λ̂→ 0.
Substituting the limit µ2 → 0 into (5.15) we find that
lim
µ2→0
CE = 1. (5.20)
Thus a sufficiently large nutrient diffusion rate DC or sufficiently small nutrient consump-
tion rate λ will result in a constant nutrient concentration across the colony. This is
visualised in Figure 5.1. This nutrient concentration coincides with the uniform growth
CA models discussed in Chapter 3.1. We now consider the case where the nutrient dif-
fusion rate DC is much smaller than the nutrient consumption rate λ, the cell density ρ0
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Figure 5.1: Equilibrium distribution of (5.10) subject to (5.12) for varying µ2. The
equilibrium distribution is given by Equation (5.15). In the limit µ2 → 0, the equilibrium
distribution is given by (5.20) and in the limit µ2 →∞, it is given by (5.22).
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and the colony length LI . We explore this by taking the limit µ
2 → ∞. We note that
µ2 → ∞ implies that Pe → ∞ and/or λ̂ → ∞. Substituting this limit into the ODE




− CE = 0, (5.21)
where ε = 1/µ2  1. Hence we have a boundary layer problem. Solving (5.21) subject










1 if ξ = 0,
0 otherwise.
(5.23)
Thus a sufficiently small nutrient diffusion rate DC or sufficiently large nutrient consump-
tion rate λ will result in a monotonically decreasing nutrient concentration. Furthermore,
as the parameter µ is large, we expect the nutrient concentration to decrease to zero near
the bottom of the colony. We observe this in Figure 5.1. Thus there will be a region of
quiescent cells at the top of the colony. This is similar to the LNCA-Q models in Chapter
3.2. We also recall the predicted nutrient distribution from the cylindrical yeast colonies
(Vulin et al. 2014). This looks similar to our equilibrium distribution when µ2 is large.
5.3 Solving on a Growing Domain
5.3.1 Solving with Specified Nutrient Concentration
Before solving the full incompressible model (5.6), we wish to relate it back to the CA
model. In Chapter 3, we ran simulations of a CA model with a specified nutrient concen-
tration and found the average trajectories of the initial cells. We wish to explore whether
we can derive similar pathlines for the initial cells using the PDE model. By substituting






C(ξ?, T ) dξ?. (5.24)
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Suppose we specify a constant nutrient concentration C(ξ, T ) = 1. Upon noting that





Hence we find that the pathlines are given by
X = X0e
t, (5.26)
where X0 is the initial location of the cell. We recall that the temporal variable is dimen-
sionless and scaled by the advective time scale T̂adv = 1/kC0. Hence, converting back into
dimensional time, we find that
X = X0e
kC0t (5.27)
where k is a proliferation rate constant and C0 is the dimensional concentration at x = 0
(or equivalently ξ = 0). We also recall that the proliferation rate is defined as p̂ = kC,
where C is the dimensional nutrient concentration. For the constant nutrient concentra-
tion we observe that p̂ = kC0. Thus the pathlines will be
X = X0e
p̂t. (5.28)
This is equivalent to the average trajectories for the CNCA model (Equation (3.7)) derived
in Chapter 3. We can also derive the average trajectories for the LNCA model using this
PDE model. Suppose we specify the nutrient concentration to be C(ξ, T ) = 1 − ξ. This
is a linearly decreasing function where nutrient concentration is largest at the base of the
colony and zero at the top of the colony. Thus we can simplify Equation (5.24) to
dX
dt













Recall that p̂max is the proliferation rate at the top of the colony and p̂min is the prolif-
eration rate at the base for the colony. We observe that p̂ = kC0(1 − ξ) for the linearly
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decreasing nutrient concentration and thus p̂max = kC0 and p̂min = 0. Hence we can









This is equivalent to the ODE for the average trajectories for the LNCA (Equation (3.54)).
We can derive the average trajectories for each of the other CA models by specifying an
equivalent nutrient concentration in the PDE model. Furthermore, we have found a link
between the CA model and the PDE model.
5.3.2 Solving for Unspecified Nutrient Concentration
We now wish to find solutions to the full incompressible model (5.6) for a general nutrient
concentration. Substituting Equation (5.1) into the Reaction–Diffusion–Advection PDE



























We wish to numerically solve Equations (5.32), (5.6b) and (5.6c). We use an upwinding
scheme to deal with the advection term in Equation (5.32). We also use an implicit Euler
method for time stepping with Picard linearisation for the non-linear term. Lastly, we
use the cumulative trapezoidal rule for equation (5.6b) and a first order approximation
for (5.6c). We can also use a first order approximation for Equation (5.5) to solve for the
pathlines. We solve the system (5.6) using Algorithm 3.
The incompressible model has two nondimensional parameters λ̂ and Pe that may vary.
The parameter λ̂ is similar to the the parameter µ2 as defined in Section 5.2. A small value
for λ̂ implies that the nutrient consumption rate λ is small. After running simulations
of Algorithm 3 for different values of λ̂, we find that the nutrient travels further up the
colony as λ̂ → 0. However, unlike the fixed domain case with µ2 → 0, the nutrient
concentration is not necessarily uniform as T → ∞. This is because the length of the
domain is growing and the unlimited nutrient supply cannot necessarily reach the end of
the domain. The nutrient concentration can only remain approximately uniform if the
nutrient spread is sufficiently fast and the consumption rate is sufficiently small. As a
result, the nutrient concentration is monotonically decreasing. We also observe that the
nutrient concentration is monotonically decreasing at all times when λ̂ is large. This is
because a large value for λ̂ implies the nutrient consumption rate is large and thus the
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Algorithm 3: Numerical Scheme to find solutions for the incompressible system (5.6).
1 Set a fixed number of time steps as T ;
2 Initialise the nutrient concentration CI ;
3 Initialise the colony length LI ;
4 Initialise the pathlines XI ;
5 Calculate the advective velocity uI , using LI and CI ;
6 for i = 1 to T do
7 Calculate colony length at next iteration Li, using ui−1;
8 Calculate pathlines at next iteration Xi, using ui−1;
9 Calculate nutrient concentration at next iteration Ci, using Li and ui−1;
10 Calculate advective velocity at next iteration ui, using Li and Ci;
11 end
nutrient will not be able to travel as far up the colony. These results for a varying λ̂ are
illustrated in Figure 5.2.
From Figure 5.2, we can also see a large difference in the lengths. The length appears
to be growing much quicker when λ̂ is small. This is exactly as expected. We recall
that a small value for λ̂ implies that the nutrient consumption rate is small. When the
nutrient consumption rate is small, we expect a larger nutrient concentration. As the
proliferation rule is given by R(ρ, C) = kρC, we expect more cell proliferation events for
a larger nutrient concentration. Thus the length L will grow quicker for smaller values of
λ̂. This can also be seen in Figure 5.4.
Lastly, we observe that we have used the value Pe = 0.01. A small Péclet number implies
that the rate of diffusion is much larger than the rate of advection. Thus we expect our
nutrient to diffuse throughout the domain before the length of the domain has drastically
increased. From Figure 5.2, we observe the time lapse concentrations for t = 0.05 and
how these relate to the equilibrium distributions for the fixed domain case (Figure 5.1).
We recall that µ2 = Peλ̂. Thus the values Pe = 0.01 and λ̂ = 0.01 correspond to a
value of µ2 = 0.0001 and Pe = 0.01 and λ̂ = 100 correspond to a value of µ2 = 1. For
µ2 = 0.0001, the equilibrium nutrient distribution for the fixed domain will be almost
constant. From Figure 5.2, we observe that the nutrient concentration for Pe = 0.01 and
λ̂ = 0.01 is approximately constant at t = 0.05. Similarly we observe that the nutrient
concentration for Pe = 0.01 and λ̂ = 100 at t = 0.05 is similar to the equilibrium nutrient
distribution for µ2 = 1. Hence the nutrient diffuses to approximately the equilibrium
distribution before the colony starts to grow. This is what we expect for a small Péclet
number.
We now wish to explore the effects of that varying the Péclet number. Figure 5.3 shows
time lapse images of the nutrient concentration for a small and large Péclet number. We
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(a) Evolution of nutrient concentration for
λ̂ = 0.01.




(b) Evolution of nutrient concentration for
λ̂ = 100.
Figure 5.2: Numerical solutions of the nutrient concentration for the incompressible case with
Péclet number Pe = 0.01 and varying λ̂. These solutions were simulated using Algorithm 3. We
recall that the initial condition for the nutrient concentration is given in equation (4.29h).




(a) Evolution of nutrient concentration for
Pe = 0.01.




(b) Evolution of nutrient concentration for
Pe = 100.
Figure 5.3: Numerical solutions of the nutrient concentration for the incompressible case with
λ̂ = 1 and varying Pe. These solutions were simulated using Algorithm 3. We recall that the
initial condition for the nutrient concentration is given in equation (4.29h).
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can see that the nutrient does not travel as far up the colony when the Péclet number is
larger. As the nutrient is not travelling as far up the colony, the total nutrient concen-
tration is smaller and thus the cell proliferation rate is smaller. Hence the length of the
colony grows faster when the Péclet number is smaller. This can also be seen in Figure
5.4.
We can also numerically simulate the pathlines in the system using Algorithm 3. The
pathlines are analogous to the continuum paths for the trajectories of the initial cells.
The results for varying Pe and λ̂ are illustrated in Figure 5.4. We also numerically
evaluate the instantaneous size of the replicative region H. In Chapter 2 we assumed
that quiescent cells occur when the local nutrient concentration is zero. In the continuum
model C may never reach zero, so we impose that quiescent cells occur when the nutrient
concentration is below a tolerance, θ. Thus we can determine H by examining when the
nutrient concentration C has dropped below the tolerance. The function H is illustrated
by a black dotted line in Figure 5.4 and was calculated using a tolerance of θ = 10−3.
Analysing Figure 5.4 we notice that the colonies tend to exhibit non-uniform growth in the
replicative region with a majority of proliferation occurring near the base of the colony.
This is expected as nutrient concentration is largest at the base of the colony. We also
observe that quiescent growth appears to be occurring in the numerically evaluated quies-
cent region. This confirms that our numerical solution for H is an accurate approximation
for the length of the replicative region.
We recall that the evolution of the size of the replicative region H affects the growth of the
colony. If the size of the replicative region is growing, we expect to see exponential growth.
We also expect to see exponential growth if there are no quiescent cells. Conversely, we
expect linear growth if the size of the replicative region is fixed. We observe that there are
no quiescent cells in Figures 5.4a, 5.4b, 5.4c and thus approximately exponential growth
in the colony. In Figure 5.4f we observe that the size of the replicative region is fixed and
thus growth is linear. Figures 5.4d and 5.4e display more unique results. The size of the
replicative region H is initially increasing but tends to a fixed value as t gets large. As a
result, the colony starts to grow approximately exponentially for early times but appears
to be growing approximately linearly as t gets large.
We also observe a small kink in the solution for H in Figure 5.4e. A similar kink occurs in
Figures 5.5 and 5.6. The kink occurs when the solution for H transitions from the length
of the colony to a fixed value. It can be viewed as a correction as H is transitioning
between two solutions. We expect to only see this kink in the mathematical model as
there is no experimental evidence of its existence.
Despite the domain growth, we have numerically shown that the size of replicative region
remains fixed for some parameter values. This is a useful result for understanding why
some biological systems, including the cylindrical yeast colonies, grow linearly. We have
5.3. Solving on a Growing Domain 89









(a) Pe = 0.01, λ̂ = 0.01






(b) Pe = 100, λ̂ = 0.01








(c) Pe = 0.01, λ̂ = 1






(d) Pe = 100, λ̂ = 1






(e) Pe = 0.01, λ̂ = 100 (f) Pe = 100, λ̂ = 100
Figure 5.4: The Pathlines X(t) of the incompressible system for varying parameter values.
These results were numerically simulated using Algorithm 3. We ran these simulations until
t = 20 or L = 100. The dotted line in each plot illustrates the numerical approximation to the
function H(t). The cells to the left of the dotted line are replicative and the cells to the right of
the dotted line are quiescent. We note the axes are scaled differently for each plot.
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noted that there are no quiescent cells for the simulations illustrated in Figures 5.4a,
5.4b, 5.4c. Hence the size of the replicative region is equivalent to the length of the
colony. However, we wish to explore the size of the replicative region as t→∞. We are
particularly interested in whether the size of the replicative region will eventually tend
to a constant value (similar to Figures 5.4d and 5.4e). Consider the governing equation
for nutrient concentration (5.32). If we assume Pe → 0 and write (5.32) in terms of the




where C = 1 at x = 0, Cx = 0 at x = L(t) and µ
2 = Peλ̂. Solving (5.33) subject to these




cosh [µ (L− x)] . (5.34)
We observe that (5.34) is a monotonically decreasing function on the domain 0 ≤ x ≤ L(t).
Recall that we have imposed that cells are replicative when C > θ and quiescent when
C < θ. Hence the value of H will be the spatial position where the nutrient concentration
C is equal to the tolerance θ. Setting C(H, t) = θ in Equation (5.34), we may rearrange
to derive that
H = L− 1
µ
cosh−1 (θ coshλL) . (5.35)
There is no explicit time dependence in Equation (5.35). However, as we are solving on
a growing domain, the length is a monotonically increasing function and thus L→∞ as
t → ∞. Hence we may take the limit L → ∞ to approximate the behaviour of H as t




as L gets large and
cosh−1 z → ln 2z, (5.37)
as z gets large, we find that
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HA = lim
L→∞
H = − 1
µ
ln θ, (5.38)
where HA is the analytic approximation for H. As µ
2 = Peλ̂ and we have used θ = 10−3,
we can re-write (5.38) as






Although we have assumed Pe → 0 in the derivation of (5.39), we may still use it as an
approximation for H when Pe is large.
Evaluating Equation (5.39) for Pe = 0.01 and λ̂ = 100, we find that HA ≈ 6.91. Com-
paring this approximation with Figure 5.4e, we observe that the numerical solution tends
to approximately H = 6.91. Thus the analytic approximation HA = 6.91 is accurate
for this set of parameters. We further extend our analysis to the numerical solutions for
Pe = 0.01 & λ̂ = 1 and Pe = 0.01 & λ̂ = 0.01. While some of the plots shown in Figure
5.4 have not yet reached a steady state for H, running the simulation further shows that
H in Figure 5.4a will tend to HA(0.01, 0.01) ≈ 690.78 and H in Figure 5.4c will tend to
HA(0.01, 1) ≈ 69.08.
5.3.3 Application to Cylindrical Yeast Colonies
As discussed in Chapter 4, we assume that the cells within the cylindrical yeast colonies
are incompressible and the nutrient diffuses throughout the colony at a much faster rate
than the colony grows. Thus, the advective transport rate is much smaller than the
diffusive transport rate. Hence we expect the Péclet number to be small. The yeast cells
are also expected to readily consume nutrient. Thus we expect the value for λ̂ to be
large. We approximate this behaviour by setting the parameter values to Pe = 0.01 and
λ̂ = 1000. We can justify this choice by using the known values from Vulin et al. (2014)





where L0 = 2× 10−4 m is the initial length of the colony, T̂adv is the advective time scale
and DC is the diffusivity of the nutrient. From the supporting material of Vulin et al.
(2014), we find that the measured diffusion of glucose (nutrient) through yeast layers is
DC = 1.44× 10−10m2s-1 = 5.184× 10−7m2h-1. (5.41)
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We also note that the linear growth rate of the cylindrical yeast colonies was found to be
γ = 0.021 mmh-1. As the length of the nondimensional simulations for Pe = 0.01 and
λ̂ = 1000 is growing at approximately 0.0633 mm per unit time, we set the advective time








Thus Pe = 0.01 is an accurate approximation for the Péclet number. We can make a
similar argument for λ̂. Recall that the nondimensional nutrient consumption rate can be
given
λ̂ = λρ0T̂adv, (5.43)
where λ is the nutrient consumption rate, ρ0 is the density scale and T̂adv is the advective
time scale. Recall, from our derivation in Chapter 4, that the nutrient consumption
function is given by q(ρ, C) = λρC. As density is constant in the incompressible model,





We use a value of q = 5.48 mol m-3s-1= 19728 mol m-3h-1 (Vulin et al. 2014, Youk & van
Oudenaarden 2009) and recall that T̂adv = 3.014 h. We also set the nutrient concentration
at the base of the colony as C0 = 44.4 mM. This value corresponds to an experiment where
the nutrient delivery into the agar gel has a glucose concentration of Cdel = 111 mM and
we assume the concentration at the base is 40% of the agar gel concentration. We choose
to use 40% as Vulin et al. (2014) found that the concentration at the base of the colony
was in the order of at least 40% of Cdel. Using these values, we can evaluate Equation
(5.44) to find that
λ̂ = 1.34× 103 ≈ 103. (5.45)
Thus, we use λ̂ = 103 as an approximation for the nondimensional nutrient consumption
rate. The numerically simulated pathlines for these parameter values are illustrated in
Figure 5.5.
We recall that the cylindrical yeast colonies were found to exhibit linear growth in time
(Vulin et al. 2014). Observing Figure 5.5, there are initially no quiescent cells in the
colony. However, a majority of the nutrient concentration is at the base of the colony. As
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Figure 5.5: The pathlines for the incompressible model with parameters Pe = 0.01 and λ̂ =
1000. The dotted line represents the size of the replicative region. This set of parameters
is used to predict cell behaviour in the cylindrical yeast colonies.
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Figure 5.6: The pathlines for the incompressible model with parameters Pe = 0.01 and λ̂ =
1000. The pathlines have been plotted in terms of dimensional space and time. We expect
the average trajectories of the cells in the cylindrical yeast colonies to behave similarly to
these pathlines. The growth rate of the colony is 0.021 mmh-1 and the constant nutrient
concentration at the base of the colony is 44.4 mM.
a result, a majority of the proliferation is occurring at the base of the colony. Although the
cells at the top of the colony are replicative, cell proliferation is highly unlikely. This can
be justified by observing the nutrient concentration at early times. Thus the pathlines
at the the top of the colony appear to be approximately linear. After some time, the
replicative region does eventually remain fixed and thus the colony grows linearly. Hence
we dimensionalise the simulations illustrated in Figure 5.5 to approximate the non-uniform
growth within the cylindrical yeast colonies.
Using the known values from Vulin et al. (2014) for a colony with diameter 1.5 mm, we
can rescale to find results in dimensional form. The pathlines for the cylindrical yeast
colonies in terms of dimensional units can be found in Figure 5.6.
From Figure 5.6, we observe that the nutrient cannot travel further than about 0.4 mm
up the colony. Thus all of the proliferation is occurring within the first 0.4 mm of the
colony, no matter how tall it grows. This is illustrated in Figure 5.7. The nutrient is also
monotonically decreasing up the colony. Thus we expect more cell proliferation towards
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the base of the colony. This can also be seen from Figure 5.6. The distances between
adjacent pathlines are increasing at a higher rate towards the base of the colony. This is
because more cells are proliferating between them and the initial cells are being pushed
up the colony.
Figure 5.7 illustrates the evolution of the nutrient concentration in terms of dimensional
quantities. The chosen time lapse images illustrate the evolution of the nutrient concen-
tration after the size of the replicative region H has tended to a fixed value. We recall
that H was determined using a tolerance of θ = 0.001. In terms of a dimensional concen-
tration, this tolerance is equivalent to θ = 0.044 mM. Although the length of the colony
is growing, we observe that the curve for nutrient concentration remains steady in the
replicative region. This is an important result as it implies the cell proliferation rates
across the colony will remain the same as time goes on.
Lastly, we consider the proliferation rate constant k. We recall that the advective timescale
is given by T̂adv = 1/kC0. As we have set T̂adv = 3.014 h and C0 = 44.4 mM, we can
calculate the proliferation rate constant to be k = 0.0075 m3mol-1h-1. We wish to explore
how this proliferation rate constant changes as the radius of the cylindrical yeast colony
changes. It was shown by Vulin et al. (2014) that the growth rate of the colony is inversely





where γ is the linear growth rate of the colony, r is the radius of the colony and A
is a proportionality constant. As the the nondimensional simulations for Pe = 0.01 &
λ̂ = 1000 are growing at approximately 0.0633 mm per unit time, we note that the
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Figure 5.7: Plots of the numerical solution for the nutrient concentration C in terms of di-
mensional quantities. The dotted black line is the numerical approximation for the size of the
replicative region H and the fixed black is the length of the colony L. The value of H is evaluated
by determining where the nutrient concentration is less than θ = 0.044 mM.
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Thus the proliferation rate is also inversely proportional to the radius of the colony. This
implies that the one-dimensional proliferation rate will be higher if the radius of the colony
is smaller. Furthermore, this implies that the length of the colony will be growing faster
if the radius of the colony is smaller. This matches the results found experimentally by
Vulin et al. (2014).
5.4 Discussion
In this Chapter, we simulated numerical solutions to the incompressible model (5.6). We
found that a replicative region of fixed length occurs when Pe is small and λ̂ is large.
Furthermore, we found that the numerically simulated colony growth is approximately
linear when there is a fixed replicative region. This coincides the results from the CA
model (Chapter 3).
Using parameters from Vulin et al. (2014), we were able to predict the growth within the
cylindrical yeast colonies. For the case in which the colony diameter was 1.5 mm and
constant nutrient at the base of the colony was 44.4 mM, we found that nutrient can only
reach 0.4 mm up the colony. We note this value was calculated assuming cells cannot
proliferate if local nutrient concentration is less than 0.44 mM. Future experiments could
be conducted to determine the accuracy of these values for cylindrical yeast colonies.
The cylindrical yeast colonies are just one of the applications of the incompressible model.
By altering the values of the nondimensional parameters, Pe and λ, we are able to simulate
non-uniform growth in other incompressible systems. However, we recall that our full
model, derived in Chapter 4, can also be applied to compressible systems. In Chapter
6, we assume that β̂ 6= 0 and consider methods of solving the full model (4.29) for
compressible systems.
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Chapter 6
Solutions to the Full Model
6.1 Solving the Compressible Model on a Growing
Domain
We wish to find solutions to the full compressible model (4.29) derived in Chapter 3.
Before solving this model, we wish to write the reaction–advection–diffusion equation
(4.29b) in terms of pressure P (ξ, T ). We choose to do this as the boundary conditions
(4.29k) are pressure conditions and the advective cell velocity is calculated using pressure


































































Lastly, we chose to set the initial pressure to
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where ε is a constant that is assumed to be small. This is equivalent to an initial cell
density of






We note that the initial condition for pressure will change as the parameter β̂ changes.
We impose this such that the initial density is the same for all values of β̂. We may
interpret this initial condition as a small perturbation of cell density at the base of the
colony. This initial condition also implies that the pressure gradient is zero at the base of






























































































ρ = 1 + β̂P, (6.6e)
subject to the initial and boundary conditions
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C|T=0 = CI(ξ) =
{
1 if ξ = 0,
0 else,
(6.6h)














= 0, P |ξ=1 = 0. (6.6k)
We again use an upwinding scheme for the advection terms in equations (6.6a) and (6.6b).
We use an implicit Euler method for time stepping with Picard linearisation for the source
terms. We use a forward Euler method to solve (6.6c) and (6.3). Lastly, we use a first
order centred difference approximation to solve (6.6d). We solve the system (6.6) using
Algorithm 4.
Algorithm 4: Numerical Scheme to find solutions for the Compressible system (6.6).
1 Set a fixed number of time steps as T ;
2 Initialise the nutrient concentration CI ;
3 Initialise the colony length L0;
4 Initialise the pathlines XI ;
5 Initialise the pressure PI ;
6 Calculate the advective velocity uI using PI ;
7 Calculate the cell density ρI ;
8 for i = 1 to T do
9 Calculate colony length at next iteration Li, using ui−1 and Pi−1;
10 Calculate pathlines at next iteration Xi, using ui−1 and Pi−1;
11 Calculate nutrient concentration at next iteration Ci, using Li, ui−1 and Pi−1;
12 Calculate pressure at next iteration Pi, using Li, ui−1 and Ci−1;
13 Calculate advective velocity at next iteration ui, using Pi;
14 Calculate the cell density at the next iteration ρi, using Pi;
15 end
We notice one problem when simulating Algorithm 4 with the Picard linearisation in
Equation (6.6b). When we are numerically evaluating Equation (6.6b), we use a difference
equation of the form
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β̂
P i+1j − P ij
∆t
+ β̂ (. . . )︸ ︷︷ ︸
Advection Term




















where j is a spatial index and i is a temporal index. We assume that the values for time
with time index i are known and the values with time index i+ 1 need to be calculated.
Hence the values for Cij, L
i and uij are known for all j and thus can be interpreted in the
difference equation (6.7) as constants. Suppose we take the incompressible limit β̂ → 0.








i and uij are all known and thus (6.8) may not be satisfied. As a result, we
see instabilities in the numerics if β̂ is too small. Thus we must be careful when setting
a small value for β̂.
The compressible model has four nondimensional parameters that can vary. We have
discussed the Pélet number and nondimensional nutrient consumption rate coefficient in
Chapter 5. They will have a similar impact in the compressible model. The other two
constants that don’t appear in the incompressible model are the diffusion scale D and the
nondimensional compressibility coefficient β̂. As previously discussed, the limit β̂ → 0
implies that the system is incompressible and thus the density is constant. Hence a large
value of β̂ implies that the system is more compressible. A small perturbation in pressure
will result in a larger change in cell density as β̂ increases. The diffusion scale is defined
as the ratio between the diffusion of cells and diffusion of nutrient. Hence, for a small D,
we expect the nutrient to diffuse throughout colony at a faster rate than cell diffusion.
As a result, the nutrient concentration is expected to reach an equilibrium concentration
before the cells diffuse. If D is large, the cells will diffuse throughout the colony before
the nutrient has time to diffuse. However, a large D is physically implausible for yeast.
The first case we wish to explore is when D and β̂ are both small. We set our parameters
to Pe = 0.01, λ̂ = 100, β̂ = 0.125 and D = 0.1 to compare with results in Figure 5.4e.
The numerical simulations of the pathlines are illustrated in figure (6.1). We compare
this to the pathlines for the incompressible model for parameters Pe = 0.01 and λ̂ = 100,
illustrated in Figure 5.4e. The pathlines are very similar and thus we can be confident
that Algorithm 4 is sufficient for numerically simulating the compressible model (6.6).
We now wish to analyse the impact that changing the values of the parameters D and
β̂ has on the nutrient concentration, cell density, cell pathlines and length of the colony.
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Figure 6.1: The pathlines for the compressible model with parameters Pe = 0.01, λ̂ = 100,
β̂ = 0.125 and D = 0.1. The dotted line represents the size of the replicative region. We have
also used a value of ε = 1/16 in the initial condition for pressure. A small value for β̂ and
D imply that the system should behave like the incompressible system where Pe = 0.01 and
λ̂ = 100 (Figure 5.4e).




(a) Evolution of nutrient concentration for
β̂ = 1 and D = 0.1.




(b) Evolution of nutrient concentration for
β̂ = 100 and D = 10.
Figure 6.2: Numerical solutions of the nutrient concentration for the incompressible case with
Pe = 1, λ̂ = 1 and varying β̂ and D. These solutions were simulated using Algorithm 3. We
recall that the initial condition for the nutrient concentration is given in equation (4.29h).
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We first wish to explore the impact on nutrient concentration. Figure 6.2 illustrates the
evolution of the nutrient concentration for varying D and β̂. Although the length is
different at the same time points for the two parameter sets, we observe that the shape
of the concentration curves are similar at the same point in time. Thus we conclude that
varying the diffusion scale D and nondimensional compressibility β̂ will have a negligible
effect on the shape of the nutrient concentration. Hence we observe that this nutrient
concentration curve is a good approximation for all cases in the compressible model where
Pe = 1 and λ̂ = 1.
We now extend our analysis to the cell density within the colony. Figure 6.3 illustrates
the evolution of the cell density for varying β̂ and Figure 6.4 illustrates the evolution of
the cell density for varying D. We observe that the cell density is growing at the base of
the colony much quicker for a larger β̂. For a large β̂, a small perturbation in pressure
will result in a large perturbation in cell density. However, when the β̂ is small, a small
perturbation in pressure also results in a small perturbation in cell density. The larger cell
density for a larger β̂ can be explained by considering the compressibility. A larger value
for β̂ implies that the compressibility of the system is larger. Hence more cells can be
compressed closer together. As there is no flux of cells at the base of the colony, cells are
more compressed towards the bottom of the colony and thus cell density is much higher.
We also observe that the length of the colony is shorter when the compressibility is larger.
This also makes intuitive sense. When an incompressible cell proliferates, we recall that
it will be pushed up the colony and thus increase the length of the colony. However, if
the cells are compressible, the additional material created by proliferation can be partly
accommodated by cell compression. Thus if β̂ is larger, the cells will not move as far up
the colony when proliferating. As a result, the cell density increases and the length of the
colony grows at a slower rate.
We can also see from Figure 6.4 that the length grows faster when D is larger. A large
value for D implies that the cell motility is large. Thus the cells are spreading quicker
and the length is growing faster. We also observe from Figure 6.4 that the cell density is
much higher for a smaller D. Furthermore, most of the cells are concentrated at the base
of the colony. Observing the nutrient concentration in Figure 6.2, we expect a majority
of the cell proliferation to occur at the base of the colony. When D is large, the newly
birthed cells spread out through the colony. However, when D is small the newly birthed
cells stay do not spread out as quickly. Hence, the cell density at the base of the colony
increases.
Lastly, we compare the pathlines of the plots for varying β̂ and D. These are plotted
in Figure 6.5. We recall that the black dotted line is the numerical approximation for
the size of the replicative region. Thus the cells to the left of the dotted line will be the
replicative cells that can proliferate. A majority of the proliferation is occurring at the
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(a) Evolution of cell density for β̂ = 1.





(b) Evolution of cell density for β̂ = 100.
Figure 6.3: Numerical solutions of the nutrient concentration for the incompressible case with
Pe = 1, λ̂ = 1, D = 1 and varying β̂. These solutions were simulated using Algorithm 4. We
note the differing scales on the y-axes between the two figures.





(a) Evolution of cell density for D = 0.1.




(b) Evolution of cell density for D = 10.
Figure 6.4: Numerical solutions of the nutrient concentration for the incompressible case with
Pe = 1, λ̂ = 1, β̂ = 10 and varying D. These solutions were simulated using Algorithm 4. We
note the differing scales on the y-axes between the two figures.
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base of the colony and the initial cells are pushed up the colony. This is consistent with
the incompressible case. However, we notice a difference for the quiescent region. For
the incompressible model, the distances between adjacent initial cells would not increase
or decrease in the quiescent region. This corresponds to the advective cell velocity be-
ing uniform across the quiescent region. However, due to compressibility, the distances
between adjacent initial cells is not constant in the quiescent region.
This is due to a larger cell density and larger pressure at the base of the colony. As
proliferation occurs at the base of the colony and the cell density increases, the pressure
of the system at the base of the colony increases. However, the pressure at the top of the
colony will always remain at zero. Thus the magnitude of the pressure gradient is increases
up the colony and thus the advective cell velocity increasing up the colony. Hence the
advective cell velocity is not uniform across the quiescent region. This is particularly
noticeable when the compressibility is high (β̂ is large).
We also wish to compare the size of the replicative region in the compressible model to
the incompressible model. We recall from Figure 5.4 that the size of the replicative region
is a fixed value as t→∞ for the incompressible case. For the compressible case, however,
the size of the replicative region is not fixed but rather tending to a fixed value. This
is again due to the compressibility of the system. As cells compress and the cell density
increases at the base of the colony, the size of the replicative region gradually decreases.
This is why the replicative region appears to tend to a smaller value when β̂ is large.
6.2 Discussion
We have simulated numerical solutions to the full compressible model (4.21) derived in
Chapter 4. We found that cell compressibility does not have a major effect on the nutrient
concentration curve but does, however, have an effect on the length of the colony. If the cell
compressibility is larger, then the length of the colony will be shorter. This is particularly
noticeable when the diffusion scale D is small — as is the case for yeast.
Cell compressibility also affects the distances between initially adjacent cells. In the
incompressible model, the distances between initially adjacent cells only increased if cells
between them proliferated. However, cells can now move up or down the colony due to
compression. As a result, we see distances between initially adjacent cells increasing in
the quiescent region.
We note that we have assumed the proliferation rate function is given by R(ρ, C) =
kρC for the incompressible and compressible models. This function assumes a linear
relationship between proliferation and nutrient concentration. Furthermore, it assumes
a linear relationship between proliferation and cell density. We may wish to extend our
model to consider other relationships between cell proliferation and cell density or nutrient
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(a) β̂ = 1, D = 0.1







(b) β̂ = 1, D = 10







(c) β̂ = 10, D = 0.1







(d) β̂ = 10, D = 10







(e) β̂ = 100, D = 0.1







(f) β̂ = 100, D = 10
Figure 6.5: The pathlines X(t) of the compressible system for varying β̂ and D with fixed
Pe = 1 and λ̂ = 1. These results were numerically simulated using Algorithm 4. We ran these
simulations until t = 20 with a time step of 0.001 and spatial step 0.01. The dotted line in
each plot illustrates the numerical approximation to the function H(t). The cells to the left of
the dotted line are replicative and the cells to the right of the dotted line are quiescent. The
pathline plots do not capture the local cell density within the compressible colonies.
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concentration. We can also extend the model by adding pressure dependence to the
proliferation function.
We may also wish to use a different pressure law. A pressure law that has been previously





where γ is a constant relating to the compressibility of the system. The incompressible
limit for this pressure law can be obtained by taking γ → ∞. This choice is useful for
porous media as it can be used to derive the porous media equation (Hecht & Vauchelet
2017). This, however, does not prevent the cells from overlapping like our selected pressure
law. A pressure law that was used by Hecht & Vauchelet (2017) that does not allow for





where β is the compressibility. We may wish to extend our model to use one of these two
pressure laws. We choose not to explore these pressure laws in this thesis for simplicity.
Chapter 7
Conclusion
We have developed and solved both a discrete and continuum model to describe and
predict the mechanisms in cylindrical yeast growth. Furthermore, we have shown that
the average behaviour of the probabilistic CA model matches the results found in the
deterministic PDE model. These models were shown to coincide for both uniform and
non-uniform growth.
The cylindrical yeast colonies were found to grow linearly and there were two observed
cases in which the CA model exhibited linear growth. The first case was when the nutrient
supply was depleting at a constant rate as the length of the colony increased. However,
the cylindrical yeast colonies were grown with a constant flux of nutrient into an agar
plate at the base of the colony. Thus, it is unlikely that the nutrient supply within the
colony is depleting and so this scenario would not apply to the cylindrical yeast colonies.
The second case that exhibited linear growth was when only a fixed number of cells at
the base of the colony were allowed to proliferate. This is a more appropriate assumption
as it is expected that the nutrient can only reach a small distance up the colony. Thus
the CA model suggests that there will be a replicative region at the base of the colony
where all the cell proliferation occurs. We expect the size of the replicative region to
be determined by the height that nutrient reaches up the colony. This will depend on
the nutrient transport and consumption by the cells. However, these processes were not
modelled explicitly in the CA
In order to address the coupling between nutrient transport, nutrient consumption and cell
proliferation, we developed an alternative, PDE-based model. For the cylindrical yeast
colonies, the system is assumed to be incompressible and thus cell density is constant.
We also assume that nutrient diffusivity is low and the nutrient consumption rate in the
yeast is high. The numerical simulations of the incompressible PDE model again showed
that the colony growth was linear if there was a fixed replicative region at the base.
109
110 Chapter 7. Conclusion
Furthermore, if there was not a fixed replicative region at the base of the colony then the
colony growth was non-linear. Hence both our incompressible PDE model and CA model
predict linear growth if there is a fixed replicative region at the base of the colony. Thus
we conclude that the cylindrical yeast colonies grow linearly as the nutrient can only reach
a fixed height, determined by nutrient diffusivity and nutrient consumption rate, within
the colony.
It was also found in the PDE model that the nutrient concentration is monotonically
decreasing within the replicative region. This matches the model originally considered by
Vulin et al. (2014). As a result, a majority of the cell proliferation occurs at the base
of the colony. Furthermore, the monotonically decreasing nutrient concentration implies
that the cell proliferation rate is monotonically decreasing up the colony. This is what
leads to non-uniform growth within the colony.
In Chapter 5, our model predicted that the size of the replicative region was approximately
0.4 mm when diameter of the colony was 1.5 mm, the inital height of the colony was 0.2
mm and the concentration at the base of the colony was 44.4 mM. A cylindrical yeast
colony with these dimensions was grown by Vulin et al. (2014). The accuracy of this model
could be tested experimentally by tracking the initial cells using fluorescent protein. Our
model can also be used to predict the growth of cylindrical yeast colonies and the size of
their replicative regions in future experiments.
In this thesis, we developed a new model that couples nutrient concentration and colony
length. We created a model to explain the non-uniform growth in cylindrical yeast
colonies. As yeast is a model organism for other eukaryotic cells, the model may be
applied to other problems in cell biology, tumour biology, plant biology or genetics. This
may include problems where cells are compressible. Hence we developed a generalised
compressible model for one-dimensional non-uniform nutrient-driven growth. The model
couples nutrient concentration, cell density, cell velocity and colony length and was de-
veloped to explore how cell compressibility affects nutrient driven-growth. The model
depends on the Péclet number Pe, the nondimensional nutrient consumption rate λ̂, the
nondimensional compressibility β̂ and the diffusion scale D. The long term distribution
of the nutrient concentration depends on Pe and λ̂ and the long term distribution of the
cell density depends on D and β̂. However, our numerical approximation was not stable
for values of β̂  1. Future work is to be conducted to find a stable numerical solution
for a wider range of parameter values.
We also wish to conduct future research to extend the model and find solutions for three
spatial dimensions. We propose that the average behaviour will coincide with our one-
dimensional model. However, we have not yet shown this. Lastly, we wish to extend
the model to find solutions for different proliferation functions. We have assumed that
proliferation is proportional to local cell density and local nutrient concentration. Future
111
work is to be conducted to explore non-linear relationships with cell density or nutrient
concentration and relationships with mechanical pressure.
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Appendix A
Alternative Framework for the
Depleting Nutrient CA models
If we set S = 1 in our DCNCA model, we have a model where the expected number of
proliferation events per time step is one. Suppose we create a framework for our DCNCA
model where only one cell can proliferate per time step. We aim to derive continuum
paths for the average trajectories of the initial cells using the new framework. Algorithm
5 provides an outline for the new framework of the DCNCA model.
We use the same proliferation rule and same definitions that we’ve used in all previous
models. We recall that our previous DCNCA model with S = 1 allows for multiple cell
proliferations in each time step. However, we impose the rule that one and only one cell
must proliferate at each time step τ . Thus, we define a probability mass function (pmf)
across the colony rather than defining individual proliferation probabilities. We recall
that a pmf must sum to one. We still refer to the proliferation probability of the cell with
index i at time time step τ as piτ . However, we must now impose the condition that
Nτ∑
i=1
piτ = 1. (A.1)





We note that F iτ refers to the cumulative probability of the cell in position i at time step
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τ . From the definition of a cdf, we note that FNττ = 1, where Nτ is the number of cells
in the colony at time step τ . We note that in the new framework, the time step τ is
analogous to the number of cell proliferation events. This is because we impose that one
and only one cell must proliferate in each time step.
We note that the pmf piτ and cdf F
i
τ are discrete in space. However, we wish to derive
a continuum path for the average trajectories of the initial cells. Thus we must use a
continuous probability density function (pdf) and continuous cdf. Hence we must deter-
mine a continuous pdf and cdf that are analogous to piτ and F
i
τ . Firstly, we recall our
continuous variables x and t. We may use these continuous variables to define the pdf,
p(x; t) and cdf, F (x; t). We note that the pdf and cdf are both defined of the domain
[0, L(t)]. Hence they must satisfy the conditions
∫ L(t)
0
p(x; t) dx = 1, (A.3a)
F (x; t) =
∫ x
0
p(x̃; t) dx̃. (A.3b)
Thus we may link the discrete pmf to the continuous cdf by setting
piτ = F (i∆x; t)− F ((i− 1)∆x; t). (A.4)
We may view Equation (A.4) as the process of discretising a continuous cdf. Lastly, we
specify a method of obtaining the continuum paths for the average trajectories of the
initial cells. We know that the displacement of a cell with continuum path Xj(t) will
depend on the proliferation probability to the left of it. Hence the rate of displacement
will be equal to the cumulative proliferation probability. We note that the cumulative
probability will be F
Xj/∆x






F (i∆x; t)−F ((i−1)∆x; t) = F (Xj; t)−F (0; t) =
∫ Xj
0
p(x̃; t) dx̃. (A.5)







p(x̃, t) dx̃. (A.6)
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Algorithm 5: Simulating One–Dimensional Growth with Cellular Automata using
the new framework. We impose the rule that only one cell can proliferate per time
step.
1 Set initial number of cells to N0;
2 Initialise a fixed number of time steps as T ;
3 for τ = 1 to T do
4 Set pmf for cell proliferation;
// used to determine which cell proliferates
5 for i = 1 to Nτ−1 do
6 Determine which cell proliferates;
7 Set j to be the proliferating cell;
8 insert new cell at position j;
9 if i ≥ j then
10 Move cell i to position i+ 1;
11 end
12 end
13 Set Nτ = Nτ+1 + 1 as the new total number of cells in the colony;
14 end





This pdf satisifies the conditions outlined in A.3. Hence we substitute the pdf into Equa-







Similarly to previous models, we must first find the length to solve for general Xj(t). We
solve Equation (A.8) by substituting XN0(t) = L(t). Thus we find that
L(t) = t+ L0, (A.9)
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Thus we may solve (A.10) to find that the continuum paths for the average trajectories








We note that the continuum paths (A.11) are equal to the continuum paths derived for
the DCNCA model with S = 1. We also note that the differential equation (A.8) can be

































Lastly, we note that Ŝ = 1 and hence we have derived Equation (A.8). Thus we have
confirmed that the two different methodolgies for producing the model yield similar re-
sults. We also wish to use our alternative framework for the DLNCA model. We now use
Algorithm 5 to simulate growth. However, as we are assuming a linearly decreasing nu-
trient concentration, we cannot use the uniform distribution to simulate growth. Instead
we use a triangular distribution. In particular, a triangular distribution with its peak at
the base of the colony. This is equivalent to a linearly decreasing function. The pdf and










Recalling the alternative framework for the uniform case, we can use (A.6) to find the
continuum paths for the average trajectories of the initial cells. Substituting (A.16a) into











Suppose we compare the ODE (A.17) with our ODE for the continuum paths for the
DLNCA model (3.103). We recall that
L(t) = L0 + L0p̂
ave
0 t, (A.18)




















Hence if we set Ŝ = 1 in the DLNCA model, we can derive the ODE (A.17). Hence,
similarly to the uniform case, our alternative framework is equivalent to the DLNCA
model with Ŝ = 1.
We also consider how our CA model compares to previous one–dimensional non–uniform
cellular automata. Lai De Oliveira & Binder (2019) also ran simulations of a CA model
similar to Algorithm 5. The pdf used was also linearly decreasing. However, we note that
they used a combinatorial approach to find an approximation for the average trajectories.
We observe that both the combinatorial formulation and our formulation yield similar and
accurate results when approximating the average trajectories of the initial cells. Lastly,
we observe that Lai De Oliveira & Binder (2019) has re–scaled time to yield exponential
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growth. Thus the combinatorial approach can also yield solutions similar to the LNCA
model. We note that we have derived closed form approximations for the continuum paths
of the average trajectories to support the combinatorial formulation. This closed form
approximation can also be used for further analysis.
We can also extend this alternative framework to explore non–uniform growth from a
generalised triangular distribution. The genral triangular distribution again corresponds
to a linear nutrient concentration. However, this general distribution also allows for
linearly increasing nutrient concentrations. A generalised triangular distribution has pdf
p(x) =

0 if x < a;
2(x−a)
(b−a)(c−a) if a ≤ x ≤ c;
2(b−x)
(b−a)(b−c) if c < x ≤ b;
0 if x > b;
(A.21)
where a and b are the end points and c peak of the distribution. We may also view c as
the x-value at which the probability is maximised. Previously, we have used endpoints
a = 0 and b = L(t) as this is the domain of the colony. We have also used c = 0 as
this is where nutrient concentration, and hence proliferation probability, is maximised.
In our extension, we assume the endpoints are the same but consider the case where the
proliferation probability is not maximised at c = 0. Suppose we set c = αL(t), where α
is some scale between 0 and 1. Thus the pdf will become
p(x, t) =

0 if x < 0;
2x
αL2(t)
if 0 ≤ x ≤ αL(t);
2(L(t)−x)
(1−α)L2(t) if αL(t) < x ≤ L(t);
0 if x > L(t).
(A.22)
Examples of the pdfs of triangular distributions with different values of α are illustrated
















α−1 if αL(t) < X
j(t) ≤ L(t).
(A.23)
















(c) α = 0.5
Figure A.1: Illustrations of the the pdf of the triangular distribution, as defined in Equation
(A.22), with different peaks. The peak of the pdf corresponds to the point in the colony where
the nutrient concentration is maximised. The maximum nutrient concentration will correspond
to the location of the nutrient source. This may be at the beginning, end or somewhere in the
middle of the colony.
















α−1 if αL(t) < X
j(t) ≤ L(t).
(A.25)
Hence we can solve (A.25) to find the continuum paths for the average trajectories of the























+ t+ L0, if αL(t), < X
j(t) ≤ L(t).
(A.26)
This is a particularly interesting extension as we have still made the linear assumption
for nutrient concentration and can still write a closed form solution for the continuum
paths for the average trajectories of the initial cells. We wish to explore the applications
of this model. In previous models we have assumed that the nutrient source is at the base
of colony. This corresponds to α = 0 as the nutrient concentration will be maximised
at x = 0. If the nutrient source was at the top of the colony, we would have α = 1.
We may even have a case where the nutrient source in somewhere in the middle of the
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colony. Thus we would set 0 < α < 1 as appropriate. If the nutrient source is always at
the halfway point of the colony, then we would set α = 0.5. Lastly, we may even wish to
model a situation where the the nutrient source is moving throughout the colony. Thus
we may generalise and set α = α(t) where 0 ≤ α(t) ≤ 1. We may also wish to extend
the model to analyse non-linear nutrient concentrations. Lai De Oliveira & Binder (2019)
previously used a binomial distribution for proliferative growth and our formulation can
derive continuum paths for that case. Furthermore, any valid pdf can be substituted into
Equation (A.6). Thus we can derive an ODE for the continuum path for any pdf we
choose. Hence we should be able to find a numerical solution for the continuum paths for
the average trajectories of the initial cells for any chosen nutrient concentration.
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