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Abstract. Let f be the regularized solution for the problem of estimating a function or vector
f0 from noisy data yi = Lif0 + "i, i = 1;:::;n, where Li are linear functionals. A prominent
method for the selection of the crucial regularization parameter  is generalized cross-validation
(GCV). It is known that GCV has good asymptotic properties as n → ∞ but it may not be reliable
for small or medium sized n, sometimes giving an estimate that is far too small. We propose a
new robust GCV method (RGCV) which chooses  to be the minimizer of 
V ()+(1−
)F(),
where V () is the GCV function, F() is an approximate average measure of the inﬂuence of
each data point on f, and 
 ∈ (0;1) is a robustness parameter. We show that for any n, RGCV
is less likely than GCV to choose a very small value of , resulting in a more robust method.
We also show that RGCV has good asymptotic properties as n → ∞ for general linear operator
equations with uncorrelated errors. The function EF() approximates the risk ER() for values
of  that are asymptotically a bit smaller than the minimizer of ER() (where V () may not
approximate well). The “expected” RGCV estimate is asymptotically optimal as n → ∞ with
respect to the “robust risk” 
ER() + (1 − 
)v(), where v() is the variance component of the
risk, and it has the optimal decay rate with respect to ER() and stronger error criteria. The
GCV and RGCV methods are compared in numerical simulations for the problem of estimating
the second derivative from noisy data. The results for RGCV with n = 51 are consistent with
the asymptotic results, and, for a large range of 
 values, RGCV is more reliable and accurate
than GCV.
Subject Classications: AMS(2000) 65J20, 65J22, 45Q05, 62G08, 62J071 Introduction
Consider the problem of estimating a function or vector f0 from indirect measurements
yi = Lif0 + "i; i = 1;:::;n; (1.1)
where Li are linear functionals and "i are random errors. An important class of examples are
linear inverse problems or ill-posed operator equations Kf(x) = g(x), x ∈ [0;1], e.g. a ﬁrst kind
Fredholm integral equation
Kf(x) =
∫ 1
0
k(x;t)f(t)dt = g(x); x ∈ [0;1]; (1.2)
for which we wish to estimate the solution f0 from discrete noisy data yi = g(xi)+"i, i = 1;:::;n.
Here the functionals are Lif = Kf(xi), i = 1;:::;n. The general problem also includes a
discretized operator equation or other ﬁnite dimensional linear model, in which case we have
Lif = Kfi, where f ∈ Rq, q ≤ n, and K is the n × q model or design matrix.
To obtain an approximate solution of this problem, we use the well-known method of regular-
ization in the form (see [26])
minimize n−1
n ∑
i=1
(Lif − yi)2 + ∥Pf∥2
W (1.3)
over f ∈ W. Here  > 0 is called the regularization parameter and ∥Pf∥2
W is a roughness penalty
deﬁned by an appropriate Hilbert space W. The operator P : W → W is either the identity or an
orthogonal projection with ﬁnite dimensional null space. In particular, if W is a Sobolev space
of order 2 with a certain inner product and projection P, then ∥Pf∥2
W =
∫
(f′′(x))2dx (see [26]).
In the special case of (1.1) where Lif = f(xi), xi ∈ [0;1], we have a problem of data smoothing
or ﬁtting a curve to noisy data. In this case it is well known [26] that if ∥Pf∥2
W =
∫
(f(m)(x))2dx
in (1.3), then f is the natural polynomial smoothing spline of degree 2m − 1.
In the case of a discrete linear model yi = (Kf0)i +"i, i = 1;:::;n, where f0 ∈ Rq, we apply
regularization of the form
minimize n−1
n ∑
i=1
(Kfi − yi)2 + ∥Mf∥2 (1.4)
over f ∈ Rq, with Euclidean norm ∥ · ∥ and suitable matrix M. Usually, either M = I or Mf
involves ﬁrst or second ﬁnite diﬀerences of f. This method is also known as ridge regression (see
[7]).
Under mild conditions, (1.3) and (1.4) have a unique solution f, called the regularized solution
(see Section 2). It is well known that to obtain a reasonable regularized solution it is important
to make a good choice of . If  is too small, the regularized solution is too noisy, while if  is
too large, the regularized solution is overly smooth and inaccurate.
One of the most prominent and successful methods for choosing the regularization parameter
in (1.3) or (1.4) is generalized cross-validation (GCV). It is easy to use in practice and requires no
knowledge of the error variance or the smoothness of the desired solution. Let A = A() be the
1inﬂuence matrix deﬁned by Ay = Lf, where Lf = (L1f;:::;Lnf)T. In particular, the inﬂuence
matrix for the regularized solution of (1.4) is A = K(KTK + nMTM)−1KT (see Section 2).
The GCV choice of  is the minimizer of the GCV function
V () =
n−1∥(I − A)y∥2
[n−1tr(I − A)]2 ; (1.5)
where ∥ · ∥ is the Euclidean norm on Rn. The GCV function V () can be expressed as a certain
weighted sum of squared prediction errors yk−Lkf
[k]
 , where f
[k]
 is the regularized solution found
by leaving out the kth data point.
The GCV method was introduced by Wahba [24], and investigated further in [5], [7], [25],
[15], [9], [18], [19] and [23]. See also [1] and [16] for related results on an unbiased risk criterion
to choose the regularization parameter for the white noise model corresponding to the discrete
data model (1.1). From these papers it is known that the GCV method has good asymptotic
properties as n → ∞, being asymptotically optimal in appropriate senses, and it performs well
in practice for large n.
However, it is known that for small or medium sized n, the GCV method may not be reliable
and can give a value of  that is far too small (possibly even 0), corresponding to a very noisy
regularized solution; see section 4.9 in [26] and [12]. In the case of spline smoothing, Wahba and
Wang [27] showed that there is a nonzero probability that the GCV function has a local minimum
at 0, and though this probability goes to 0 exponentially fast as n → ∞, it can be signiﬁcant for
small n. Also, for ﬁnite n the GCV function can have several local minima, a property that was
analysed by Hall and Marron [8] for kernel density estimation. Efron [6] and Kou and Efron [13]
gave an intuitive geometric explanation of why GCV and the related unbiased risk criterion Cp
are unstable for small n. Using this and other ideas, they developed a more stable method, called
the extended exponential criterion; see also [14].
Here we propose a new general method, called robust GCV (RGCV), for choosing the regu-
larization parameter. It will be shown that this method is more reliable than GCV for small n
as well as being potentially more accurate than GCV in general.
The RGCV method is deﬁned using the average inﬂuence n−1 ∑
k ∥Lf − Lf
[k]
 ∥2, where
∥Lf − Lf
[k]
 ∥2 is a measure of the inﬂuence of the kth data point on the regularized solution.
This measure is an extension of the Cook distance [2, 3] for linear regression. Using a suitable
approximation (see Section 3), the average inﬂuence simpliﬁes to F() = 2()V (), where
2() = n−1tr(A2). The RGCV estimate is deﬁned to be the minimizer of the weighted sum
V () = 
V () + (1 − 
)F() = [
 + (1 − 
)2()]V ();
where 
 ∈ (0;1] is a robustness parameter. Clearly, when 
 = 1, RGCV reduces to GCV. In
the special case of data smoothing by natural polynomial smoothing splines, the same parameter
choice function was derived in a diﬀerent way (using a special property of the splines) by Robinson
and Moyeed [22].
In Section 3 it is shown that the term (1−
)F() in V () penalizes values of  that are close
to 0. We also show that for any n, RGCV is less likely than GCV to choose a very small value of
2 (including 0), resulting in a more robust method. The smaller the value of 
 the more robust
is the RGCV method.
Note that if a singular value decomposition (SVD) is used to compute trA in the GCV function
V (), there is little extra calculation required to compute 2() in the RGCV function V (). The
parameter 
 enters in V () in a very simple way and so, as described in Section 3, it is feasible
to try several diﬀerent values of 
 to ﬁnd one that gives a good choice of .
RGCV also has favourable properties for large n which further explain its robustness. In
Section 4 we derive asymptotic results as n → ∞ for the RGCV method for (1.3), with Lif =
Kf(xi) for a linear operator K. We use the same assumptions as in [18]. In particular, we assume
that the errors "i are uncorrelated random variables, each with mean 0 and variance 2.
For the GCV method it is known [26, 18] that the function EV ()−2 approximates the risk
ER() = n−1E∥Lf −Lf0∥2 (expected mean square prediction error) in a neighbourhood of the
minimizer R of ER(). In Theorem 4.1 we show that EF() also approximates ER() but for
values of  that are asymptotically a bit smaller than R. This is useful because by itself V ()
sometimes deviates signiﬁcantly from ER() + 2 for such values of .
With the assumption of uncorrelated errors, the risk can be expressed as ER() = b2()+v(),
where b2() = n−1∥ELf − Lf0∥2 is the squared bias and v() = n−1E∥Lf − ELf∥2 is the
variance. In Theorem 4.2 we show that the minimizer V of EV () tends to minimize the “robust
risk” ER() = 
ER()+(1−
)v() in that the ineﬃciency ER(V )=minER() → 1 as n → ∞.
The robust risk diﬀers from the risk ER() only in putting extra weight on the variance v().
Therefore the optimal parameters with respect to the risk and robust risk have the same decay
rate as n → ∞, but with diﬀerent coeﬃcients depending on 
. Hence V also has the optimal
decay rate. As shown in Corollary 4.1, if f0 is not too “smooth” relative to W, this decay rate is
also optimal for a range of stronger error functions, including E∥f − f0∥2
L2 and E∥f − f0∥2
W.
Section 5 describes numerical simulations with the GCV and RGCV methods for the dis-
cretized ill-posed problem of estimating the second derivative of a function g(x) from noisy data
yi = g(xi) + "i, i = 1;:::;n. To measure the accuracy of the regularized solution f of (1.4)
we use two loss functions: the mean square prediction error R() = n−1∥Kf − Kf0∥2 and a
stronger loss function R1() = ∥Kf − Kf0∥2
1, which behaves like a squared discrete Sobolev
norm of order 1 of the error f − f0. The second one is the better guide to the accuracy of f.
The GCV and RGCV estimates were found for 100 replicates of the data, and ineﬃciencies with
respect to R(), ER(), R1() and ER1() were computed and displayed in histograms. Even
for moderately sized n the numerical results are consistent with the results in Section 4. For
n = 51 data points and errors "i with standard deviation  = 0:001 (about 1.5% error), GCV
gave a poor choice of  in about 20% of the replicates. With 
 = 0:1, the RGCV method gave
a good choice for almost all the replicates. Other values of 
 were also tried, and a plot of the
proportion of poor choices against 
 shows that for 
 ∈ [0:1;0:5] the RGCV method gives less
than half the number of poor choices as GCV.
In [20] we derive and investigate a whole family of robust GCV methods, ranging from the
RGCV method above to a strong robust GCV method.
32 The regularized solution and spectral representation
Assume that for each i = 1;:::;n, the linear functional Li : W → R is bounded and let i be
its representer, deﬁned by Lif = (f;i)W for all f ∈ W. For notational convenience, deﬁne
L : W → Rn by Lf = (L1f;:::;Lnf)T. It is well known [24, 26] that if P = I, (1.3) has the
unique solution
f = ηT(Q + nI)−1y;
where ηT = (1;:::;n) and Q is the n × n matrix with elements Qij = (i;j)W. Then the
inﬂuence matrix A, deﬁned by Ay = Lf, is A = Q(Q + nI)−1 and the residual vector is
y − Ay = n(Q + nI)−1y: (2.1)
If P ̸= I, let {j;j = 1;:::;m}, where m << n, be a basis for N(P) and let i = Pi,
i = 1:::;n. Deﬁne matrices T = Tn×m and Σ = Σn×n by Tij = Lij and Σij = (i;j)W = Lij.
Assume that N(L) ∩ N(P) = {0} or, equivalently, that T has full rank m. Then there exists
a matrix B = B(n−m)×n such that BBT = In−m and BT = O(n−m)×m. In this case it is well
known [11, 26] that (1.3) has the unique solution
f =
m ∑
i=1
aii + ξ
TBT(BΣBT + nI)−1By; (2.2)
where a = (a1;:::;am)T is the unique solution of
Ta = y − (Σ + nI)BT(BΣBT + nI)−1By: (2.3)
From (2.2) and (2.3), the inﬂuence matrix A is given by
Ay = Ta + ΣBT(BΣBT + nI)−1By = y − nBT(BΣBT + nI)−1By;
and therefore the residual vector is
y − Ay = nBT(BΣBT + nI)−1By: (2.4)
Clearly, from (2.1) and (2.4), I − A and A are symmetric.
The GCV function in (1.5) can be evaluated using a spectral decomposition of the inﬂuence
matrix A, as shown in [25, 26]. In the case where P = I, from the deﬁnition of Q, clearly n−1Q
is symmetric and positive deﬁnite, and therefore it has eigenvalues ¯ i such that ¯ 1 ≥ ¯ 2 ≥ ··· ≥
¯ n ≥ 0 (not all equal to 0) and corresponding eigenvectors ¯ ϕi such that n−1(¯ ϕi; ¯ ϕj) = ij, where
(·;·) is the Euclidean inner product on Rn.
It is worth noting that these deﬁnitions involve the appropriate normalizations to be consistent
with the limiting form of the problem. Suppose that Lif = Kf(xi) for a bounded linear operator
K : W → L2(0;1). Assume that as n → ∞, the empirical distribution function Gn of the
points x1;:::;xn approaches a distribution function G, and let L2(G) be L2(0;1) with inner
product deﬁned by
∫
g(x)h(x)dG. Then ¯ i and ¯ ϕi, i = 1;:::;n, are approximate eigenvalues
and eigenfunctions (orthonormal in L2(G)) of the operator KK∗, where K∗ : L2(G) → W is the
adjoint of K. This is discussed further in [18, 19].
4In the case where P ̸= I, since n−1BΣBT is symmetric and positive deﬁnite, there ex-
ists an orthogonal matrix U = U(n−m)×(n−m) such that n−1BΣBT = UΛUT, where Λ =
diag{¯ 1;:::; ¯ n−m} and ¯ 1 ≥ ¯ 2 ≥ ··· ≥ ¯ n−m ≥ 0 (not all equal to 0). Let W = Wn×(n−m) =
BTU. Then WTW = In−m, and from (2.4) we get I − A = W(Λ + I)−1W T. Let wi be the
ith column of W and deﬁne ¯ ϕi =
√
nwi, so n−1(¯ ϕi; ¯ ϕj) = ij.
With these deﬁnitions, we have for both P = I and P ̸= I that
A¯ ϕi = AT ¯ ϕi = [¯ i=(¯ i + )]¯ ϕi: (2.5)
When P ̸= I, the residual vector in (2.4) can be expressed as
y − Ay = 
n−m ∑
i=1
n−1(y; ¯ ϕi)¯ ϕi=(¯ i + ): (2.6)
From this and the decomposition of I − A, we obtain
n−1∥(I − A)y∥2 = 2
n−m ∑
i=1
n−2(y; ¯ ϕi)2=(¯ i + )2 and (2.7)
n−1tr(I − A) = n−1
n−m ∑
i=1
1=(¯ i + ): (2.8)
These expressions can be used to compute the GCV function V () in (1.5). When P = I, from
(2.1), the same equations (2.6)-(2.8) apply but with m = 0.
In later sections we will use the important functions 1() = n−1trA and 2() = n−1tr(A2).
Using the spectral decompositions above, 1 and 2 can be expressed as
1() = n−1trA = n−1
(
m +
n−m ∑
i=1
¯ i=(¯ i + )
)
; (2.9)
2() = n−1tr(A2) = n−1
(
m +
n−m ∑
i=1
[¯ i=(¯ i + )]2
)
(2.10)
if P ̸= I, and the same form but with m = 0 if P = I. Note that 0 < 1 < 1, 0 < 2 < 1 and
2 < 1 for  > 0. Also, by the Cauchy-Schwartz inequality, 2
1 ≤ 2 for all  ≥ 0. Clearly the
GCV function in (1.5) can be expressed as
V () = n−1∥(I − A)y∥2=(1 − 1)2:
Discrete regularization method
The fully discrete regularization problem (1.4), where K is n × q, q ≤ n, and M is p × q, can be
expressed as a standard least squares problem:
minimize n−1
 
 
 
   
 

 K
√
nM

f −

 y
0


 
 
 
   
 
2
over f ∈ Rq. From this it is not hard to see that if N(K) ∩ N(M) = {0}, there is a unique
regularized solution f = (KTK +nMTM)−1KTy, and the inﬂuence matrix is A = K(KTK +
nMTM)−1KT. Clearly A is symmetric.
5In the case where M = Iq, it is well known that f and the GCV function V () can be
computed using the singular value decomposition (SVD) K = USV T. Here the n × n matrix U
and the q ×n matrix V satisfy UTU = V TV = In, and S = diag{1;:::;n}, where the singular
values i are ordered such that 1 ≥ 2 ≥ ··· ≥ n ≥ 0. Deﬁne ¯ i ≡ n−12
i , i = 1;:::;n, and
¯ ϕi ≡
√
nui, where ui is the ith column of U (so n−1(¯ ϕi; ¯ ϕj) = ij). Then it is not hard to show
that (2.5) holds for all i, that the residual vector y − Ay is given by the same expression as in
(2.6) but with m = 0, and the equations (2.7)-(2.10) apply with m = 0.
In the case where M ̸= I, suppose that M is a p × q matrix with p ≤ q ≤ n. In practice,
usually we also have q − p << q. It is known [10] that the regularized solution f and the GCV
function V () can be computed using the generalized SVD of the pair (K;M). This is deﬁned by
K = U

 S 0
0 Iq−p

X−1; M = V (D 0)X−1; (2.11)
where both the n×q matrix U and the p×p matrix V have orthonormal columns, the q×q matrix
X is nonsingular, and S = diag{1;:::;p} and D = diag{1;:::;p} are p×p diagonal matrices.
The elements of S and D satisfy 0 ≤ 1 ≤ ··· ≤ p ≤ 1, 1 ≥ 1 ≥ ··· ≥ p > 0 and 2
i + 2
i = 1,
i = 1;:::;p. The generalized singular values are the ratios i=i, i = 1;:::;p, and the squares
(i=i)2 are the generalized eigenvalues of (KTK;MTM) satisfying KTKxi = (i=i)2MTMxi,
i = 1;:::;p, where xi is the ith column of X. Deﬁne ¯ i ≡ n−1(p+1−i=p+1−i)2, i = 1;:::;p, (so
¯ i are decreasing) and ¯ ϕi ≡
√
nui, i = 1;:::;q, where ui is the ith column of U (so n−1(¯ ϕi; ¯ ϕj) =
ij).
Let Pq : Rn → Rn denote the orthogonal projection onto span{¯ ϕ1;:::; ¯ ϕq}. Using the decom-
position (2.11) in the expression for A, it is not hard to show that
Ay =
p ∑
i=1
[¯ i=(¯ i + )]n−1(y; ¯ ϕi)¯ ϕi +
q ∑
i=p+1
n−1(y; ¯ ϕi)¯ ϕi
and so (2.5) holds for i = 1;:::;p, and
n−1∥(I − A)y∥2 = 2
p ∑
i=1
n−2(y; ¯ ϕi)2=(¯ i + )2 + n−1∥y − Pqy∥2: (2.12)
With the same decomposition we also obtain:
1() = n−1trA = n−1
(
q − p +
p ∑
i=1
¯ i=(¯ i + )
)
; (2.13)
2() = n−1tr(A2) = n−1
(
q − p +
p ∑
i=1
[¯ i=(¯ i + )]2
)
: (2.14)
3 Robust GCV method
Let f
[k]
 be the regularized solution of (1.3) or (1.4) obtained by leaving out the kth data point.
We will use the “leaving-out-one” lemma (see [26]), which states that the regularized solution (of
6(1.3) or (1.4) ) obtained with the data {(xi;yi);i ̸= k;(xk;Lkf
[k]
 )} is just f
[k]
 . This implies (see
[26]) that
yk − Lkf
[k]
 = (yk − Lkf)=(1 − akk); (3.1)
where akk = akk() is the kth diagonal element of the inﬂuence matrix A. The formula (3.1) can
be used to rewrite the ordinary cross-validation function V0() as
V0() ≡ n−1
n ∑
k=1
(yk − Lkf
[k]
 )2 = n−1
n ∑
k=1
(yk − Lkf)2=(1 − akk)2 (3.2)
As described in [26], the GCV function V () is obtained from (3.2) by replacing akk by n−1trA.
The “leaving-out-one” lemma also immediately gives
Lf
[k]
 = A(y − (yk − Lkf
[k]
 )ek); (3.3)
where ek is the kth standard unit vector. Subtracting (3.3) from Lf = Ay, we get
Lf − Lf
[k]
 = A(yk − Lkf
[k]
 )ek;
so
Lif − Lif
[k]
 = aik(yk − Lkf
[k]
 ) = aik(yk − Lkf)=(1 − akk);
where we have used (3.1).
Taking the square of the Euclidean norm, ∥Lf − Lf
[k]
 ∥2 is a measure of the inﬂuence of
the kth data point on the regularized solution. The corresponding quantity (except for a scale
factor) in the case of linear regression is the Cook distance [2, 3], which is widely used for the
diagnostic detection of inﬂuential observations. If the regularization parameter is too small, then,
because of the resulting sensitivity, we can expect that some points will have a large inﬂuence on
the regularized solution.
Deﬁne the average inﬂuence to be
n−1
n ∑
k=1
∥Lf − Lf
[k]
 ∥2 = n−1
n ∑
k=1
n ∑
i=1
(Lif − Lif
[k]
 )2
= n−1
n ∑
k=1
n ∑
i=1
a2
ik(yk − Lkf)2=(1 − akk)2: (3.4)
Now, like in deﬁning V () from V0(), we replace akk by
n−1
n ∑
k=1
akk = n−1trA ≡ 1
and replace
∑n
i=1 a2
ik by
n−1
n ∑
k=1
n ∑
i=1
a2
ik = n−1tr(ATA) = n−1tr(A2) ≡ 2;
to get the approximate average inﬂuence function
F() ≡ (2=(1 − 1)2)n−1
n ∑
k=1
(yk − Lkf)2 = (2=(1 − 1)2)n−1∥(I − A)y∥2: (3.5)
7Note that F() is related to V () simply by F() = 2()V ().
It is reasonable to expect that for a good choice of the regularization parameter, the average
inﬂuence would not be large. With this in mind, we propose the following parameter choice
method (denoted RGCV): for some 
 satisfying 0 < 
 ≤ 1, choose  to minimize
V () = 
V () + (1 − 
)F() =

 + (1 − 
)2
(1 − 1)2 n−1∥(I − A)y∥2: (3.6)
Note that V () can be computed using the expressions for n−1∥(I − A)y∥2, 1 and 2 in (2.7),
(2.9) and (2.10), respectively, for regularization in (1.3), and the expressions in (2.12), (2.13)
and (2.14), respectively, for regularization in (1.4). Clearly, there is not much more computation
needed to obtain V () than there is for V ().
The RGCV method, like GCV [26], has the property of invariance under orthogonal transfor-
mations of the data. This is desirable because, if U is an orthogonal matrix and the errors are
normally distributed such that ε ∼ N(0;2I), the problem of estimating f0 from y = Lf0 + ε is
equivalent to estimating f0 from ˜ y ≡ Uy = ULf0+Uε, since Uε ∼ N(0;2I). Applying regular-
ization (1.3) or (1.4), since ∥ULf − ˜ y∥2 = ∥Lf −y∥2, the regularized solution of the transformed
problem is identical to that of the original problem. Then the inﬂuence matrix ˜ A for the trans-
formed problem (satisfying ˜ A˜ y = ULf) is just ˜ A = UAUT. Therefore ∥(I− ˜ A)˜ y∥2 = ∥(I−A)y∥2,
tr ˜ A = trA and tr( ˜ A2) = tr(A2), so V () is invariant under the transformation.
Clearly, when 
 = 1 the RGCV method is the GCV method. The parameter 
 is a robustness
parameter; as 
 decreases the method becomes more robust. This can be seen easily by writing
the method in the equivalent form: select  to minimize
(1=
)V () = V () + ((1 − 
)=
)F() = [1 + ((1 − 
)=
)2()]V (): (3.7)
Suppose ﬁrst that P = I in (1.3) and ¯ i > 0 for all i = 1;:::;n. From (2.10) with m = 0,
2() → 0 as  → ∞, so (1=
)V () ∼ V (). Clearly 2(0) = 1 and 2() is a smooth decreasing
function of . So as  → 0, we have (1=
)V () ∼ (1=
)V () >> V () for small 
. This means
the term (1 − 
)F() in V () penalizes values of  that are close to 0, but not large values of .
If P ̸= I or ¯ i > 0 for i = 1;:::;n−l, from (2.10) the same conclusion applies so long as m << n
and l << n, which we assume is the case. For discrete regularization (1.4), we can use the same
reasoning with (2.14) so long as q − p << q, which usually holds in practice.
Another useful perspective can be gained by taking the log in (3.7) to obtain
log[(1=
)V ()] = logV () + log[1 + ((1 − 
)=
)2()]: (3.8)
Clearly, minimizing log[(1=
)V ()] (and logV ()) is equivalent to minimizing V () (and V ()),
and u() ≡ log[1 + ((1 − 
)=
)2()] ≥ 0 is a decreasing function of . Therefore in (3.8), u()
is a deterministic penalty function that is summed with the random function logV ().
The following general result shows that for any n and 0 < 
 < 1, RGCV is less likely than
GCV to choose a very small value of .
Theorem 3.1 Suppose that the errors "i have a continuous probability distribution. Let p =
P(V (+h) < V ())) and let p = P(V (+h) < V ()). For any n and 0 < 
 < 1, we have p > p
for all  ≥ 0 and h > 0, and p − p increases as 
 decreases.
8Proof Using the deﬁnition (1.5) of V () with (2.7) and (2.8) (or (2.12) and (2.13) for discrete
regularization), it is not hard to see that for each  ≥ 0 and h > 0, the random variables V () > 0
and V ( + h)=V () have continuous distributions. Denote z() = 
 + (1 − 
)2(). Then, from
(3.7) and since 0 < z( + h) < z(), we have
p = P(V ( + h)=V () < z()=z( + h)) > P(V ( + h)=V () < 1) = p:
Since @(z()=z( + h))=@
 = (2( + h) − 2())=[z( + h)]2 < 0, clearly p − p increases as 

decreases.
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Geometrically, it is clear that the term (1 − 
)F() in (3.6) has the eﬀect of modifying the
shape of V () for very small  to better deﬁne a suitable global minimizer (see Figures 5.3 and
5.6).
We can also interpret the RGCV method intuitively as follows. If the errors "i are uncorrelated
random variables with mean 0 and variance 2, it is not hard to show (see [18]) that the variance
v() ≡ n−1E∥Lf − ELf∥2 of f, as a component of the risk, is v() = 22(). It is known
[18] that under certain conditions, if  = (n) → 0 with the same decay rate as the minimizer of
ER(), then EV () → 2 as n → ∞. Therefore EF() ∼ 22() = v(), indicating that the
RGCV method places extra weight on the variance of the regularized solution. This is analysed
further in Section 4.2.
Clearly, the choice of the robustness parameter in the RGCV method is an important issue
which needs further study. Here we just outline a simple iterative approach to select 
. For a
sequence of decreasing values of 
 starting with 
 = 1, we compute the corresponding RGCV
estimates. It would also be useful to plot V () and V () for each value of 
 to see how the
graphs change. If there is a large shift in successive RGCV estimates, we can infer that V ()
has been modiﬁed suﬃciently into V () to produce a signiﬁcantly diﬀerent global minimizer. We
then compute the regularized solution for the new RGCV estimate and compare it with that
deﬁned by the GCV estimate to decide which one to accept. Although it is unlikely, there may be
more than one large shift if V () has several local minima. If the RGCV estimates only change
continuously, we can be fairly sure that the GCV estimate, or an RGCV estimate for 
 near 1,
will be a good choice.
4 Asymptotic properties of the robust GCV method
4.1 Framework for asymptotic analysis
First we describe the framework for our analysis, which is the same as that in [18]. Suppose that
the linear functionals Li : W → R are deﬁned by Lif = Kf(xi) for some bounded linear operator
K : W → L2(0;1). Assume that for each x ∈ [0;1], the linear functional W → R, f → Kf(x) is
bounded, and let x be its representer, so Kf(x) = (f;x)W.
Assume that the empirical distribution function Gn of the points xi, i = 1;:::;n, converges in
the sup norm to a distribution function G with density bounded away from 0 and ∞. Let L2(G)
9denote the space L2(0;1) with inner product (g;h)L2(G) =
∫ 1
0 ghdG. Clearly the L2(G) norm is
equivalent to the standard L2(0;1) norm. If the points xi are equally spaced, then G(x) = x and
L2(G) is simply L2(0;1).
Assume that K : W → L2(G) is 1−1 and compact with dense range, and let K∗ : L2(G) → W
be the adjoint of K. Then K∗K : W → W is compact and there is a basis { i} for W satisfying
( i;K∗K j)W = ij, and eigenvalues i satisfying P i = iK∗K i, with 0 ≤ 1 ≤ 2 ≤ ···
and i → ∞. If K is an integral operator with kernel k(x;t) as in (1.2) and W is a reproducing
kernel Hilbert space with kernel R(x;t), then under general conditions (see [18]) the eigenvalues
!1 ≥ !2 ≥ ··· ≥ 0 of the integral operator with kernel kRk∗(x;t) satisfy c1!i ≤ 
−1
i ≤ c2!i for
all i. This is useful in determining the growth rate of i.
To describe the “smoothness” class of f0, we use the family of Hilbert spaces W as in [18]
with inner product
(f;v) =
∞ ∑
i=1
(1 + i)(f;K∗K i)W(v;K∗K i)W:
It is shown in [18] that W1 = W with equivalent norms. If W is L2 or a Sobolev space and K
is a convolution integral operator with eigenvalues decaying according to a power law, then the
spaces W can be identiﬁed as fractional Sobolev spaces, including L2; see [18].
We now state the main assumptions in this section. These are the same assumptions used
in [18] for the asymptotic analysis of GCV. For convenience we will write an ≈ bn if there exist
positive constants c1 and c2 such that c1bn ≤ an ≤ c2bn. We will also write an ∼ bn if an=bn → 1
as n → ∞, and an . bn if there exists a positive constant c such that an ≤ cbn.
Assumption 4.1 The errors "i are uncorrelated random variables with mean E"i = 0 and
variance E"2
i = 2.
Assumption 4.2
(a) The operator K : W → L2 is 1–1, bounded and compact, and K(W) is dense in L2.
(b) P : W → W is an orthogonal projection with dimN(P) < ∞.
(c) There exists r > 1 such that i ≈ ir for i > m.
Assumption 4.3
(a) For each x ∈ [0;1] the functional W → R, f → Kf(x) is bounded.
(b) For all n suﬃciently large, N(L) ∩ N(P) = {0}.
Assumption 4.4 For the kernel q(x;t) = (x;t)W, there exists ¯ q such that q(x;x) ≤ ¯ q for all
x ∈ [0;1].
Assumption 4.5 There exists s ∈ (0;1−1=r), {1;:::;J} ⊆ [0;s] and a sequence dn → 0 such
that for all f;v ∈ W
|(Kf;Kv)L2(G) − n−1
n ∑
i=1
Kf(xi)Kv(xi)| ≤ dn
J ∑
j=1
∥f∥j∥v∥s−j:
This assumption deﬁnes the order of approximation of the integral (Kf;Kv)L2(G) by the quadra-
ture formula n−1 ∑n
i=1 Kf(xi)Kv(xi), assuming that f and g have a certain “smoothness” de-
10termined by s. If the xi are equally spaced, then under suitable conditions, we have dn = O(n−1)
(see [21]).
The asymptotic analysis of the RGCV method depends crucially on the asymptotic behaviour
of the functions 1() and 2() deﬁned in (2.9) and (2.10). The following estimates of 1()
and 2() were derived in Theorems 4.1 and 4.3 of [18], respectively. If Assumptions 4.2–4.5 hold
and n → 0 as n → ∞ such that d2
n
−(s+1)
n → 0, then
1() ≈ n−1D(;−1=r;−1) (4.1)
2() ≈ n−1D(;−1=r;−2); (4.2)
uniformly in  ∈ [n;∞), where D(;a;b) ≡ a, if  ≤ 1, and D(;a;b) ≡ b, if  > 1.
Under the above assumptions, the risk ER() = n−1E∥Lf − Lf0∥2 and E∥f − f0∥2
W have
a known asymptotic behaviour as n → ∞. For E∥f − f0∥2
W it was derived in [4, 17, 21] and for
ER() in [18]. To obtain an estimate of the risk, it is decomposed using Assumption 4.1 into a
squared bias and variance term as
ER() = n−1∥ELf − Lf0∥2 + n−1E∥Lf − ELf∥2 = b2() + v(); (4.3)
where b2() = n−1∥(I − A)Lf0∥2 is the squared bias and v() = 22() is the variance. From
Theorem 4.5 in [18], under Assumptions 4.1–4.5, if f0 ∈ W,  ≥ s, and n → 0 as n → ∞ in
such a way that
d2
n−(s+1=r)
n → 0; if s ≤  ≤ 2; and d2
n−(s+1=r+−2)
n → 0; if  > 2;
then
min{1;2}∥ ¯ Pg∥2
L2(G) . b2() .



min{1;}∥f0∥2
; if  < 2;
min{1;2}∥f0∥2
2; if  ≥ 2;
(4.4)
uniformly in  ∈ [n;∞). Here g = Kf0 and P : L2(G) → L2(G) is the orthogonal projection
onto K(N(P))⊥.
Using (4.2) and (4.4) in (4.3) gives an estimate of ER(), and minimizing the upper bound
yields Corollary 4.1 in [18] which we restate below.
Proposition 4.1 Suppose that Assumptions 4.1{4.5 hold, f0 ∈ W,  ≥ s, and n → 0 as
n → ∞ in such a way that
d2
n−(s+1)
n → 0; if s ≤  ≤ 3 − 1=r; and d2
n−(s+1=r+−2)
n → 0; if  > 3 − 1=r:
Dene
∗ =



(2n−1)r=(r+1); s ≤  < 2;
(2n−1)r=(2r+1);  ≥ 2;
(4.5)
and assume that ∗ ≥ n. Then the minimum over  ≥ n of the upper bound on ER() occurs
at  ≈ ∗ and
min
[n;∞)
ER() ≤ ER(∗) ≈



(2n−1)r=(r+1); s ≤  < 2;
(2n−1)2r=(2r+1);  ≥ 2:
11In addition, let R = R(n) minimize ER() over  ≥ n. If f0 ∈ W,  ≥ 2, then R ≈ ∗ and
ER(R) ≈ ER(∗).
4.2 Asymptotic behaviour of RGCV as n → ∞
Before examining the RGCV method, ﬁrst we review a result about the GCV function V (). It
is known that, under certain assumptions, the function EV ()−2 tracks the function ER() in
a neighbourhood of the minimizer R of ER() (see [24, 26, 18]). In fact we have
|EV () − 2 − ER()|
ER()
≤ hV () ≡
21 + 2
1=2
(1 − 1)2 ;
and, under Assumptions 4.2–4.5, if  → 0 as n → ∞ such that d2
n−(s+1) → 0 and n−1−1=r → 0,
then hV () ≈ n−1−1=r → 0 as n → ∞. From Theorem 5.1 in [18],  = R satisﬁes the condition
n−1−1=r → 0.
We now show that the minimizer of EV () will not be far away from the minimizer of the
risk ER(). Since V () = 
V () + (1 − 
)F(), the minimizer of V () will be shifted away
from the minimizer of V () through the eﬀect of F(). The next result shows that EF() also
tracks ER() but for values of  that are asymptotically a bit smaller than ∗ in (4.5). This is
important because V () sometimes deviates signiﬁcantly from ER() + 2 for such values of .
Theorem 4.1 Suppose that Assumptions 4.1{4.5 hold, f0 ∈ W,  ≥ s, and n → 0 as n → ∞
in the same way as in Proposition 4.1. If  = (n) → 0 as n → ∞ such that  ≥ n, n1=r → ∞
and either (n1=r) → 0 if s ≤  < 2 or 2(n1=r) → 0 if  ≥ 2, then
EF() = ER()(1 + o(1)):
Note that =∗ → 0 as n → ∞ since ∗(n∗1=r) ≈ 1 if s ≤  < 2, and ∗2(n∗1=r) ≈ 1 if
 ≥ 2.
Proof Using Assumption 4.1 and the spectral decomposition of A, we have
EF() = (2=(1 − 1)2)En−1∥(I − A)y∥2 = (2=(1 − 1)2)(b2 + 2(1 − 21 + 2));
where b2 = b2() = n−1∥(I − A)Lf0∥2 is the squared bias. Then, from (4.3) and since 1 → 0,
we obtain
|EF() − ER()|=ER() ≤ |EF() − ER()|=(22)
= b2|1 − 2=(1 − 1)2|=(22) + 2(1 − 2
1=2)=(1 − 1)2:
Now, using (4.1), (4.2), and (4.4), we estimate the ﬁrst term as
b2|1 − 2=(1 − 1)2|=(22) ≈ b2()(1 − O(n−1−1=r))=(2n−1−1=r) → 0:
Using (4.1) and (4.2), the second term is estimated as
2(1 − 2
1=2)=(1 − 1)2 ≈ n−1−1=r(1 − O(n−1−1=r)) → 0:
The result follows.
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An important result about the GCV method is that the “expected” estimate is asymptotically
optimal with respect to the risk, i.e. under certain conditions, there is a sequence of minimizers
V = V (n) of EV () such that the ineﬃciency
ER(V )=minER() → 1
as n → ∞ (see [18]).
We now derive a corresponding result for the RGCV method. Deﬁne the “robust risk” ER()
to be
ER() = 
ER() + (1 − 
)v() = 
b2() + v(); (4.6)
where v() = 22() is the variance. Clearly, when 
 = 1, ER() = ER(), the ordinary risk.
But with 0 < 
 < 1, the robust risk ER() is a risk function that, compared to ER(), places
more weight on controlling the variance of the regularized solution relative to the squared bias
b2().
From (3.6), using Assumption 4.1 and the spectral decomposition of A, we have
EV () = (
 + (1 − 
)2)(b2 + 2(1 − 21 + 2))=(1 − 1)2: (4.7)
Using the expressions in (4.6) and (4.7), and rearranging, we obtain
ER() + 
2 − EV ()
ER()
= −
1(2 − 1) + ((1 − 
)=
)2
(1 − 1)2 +

2(1 + ((1 − 
)=
)2)2
(
b2 + 22)(1 − 1)2 :
Since 1 < 1, this gives the bound
|ER() + 
2 − EV ()|
ER()
≤ h() ≡
21 + ((1 − 
)=
)2 + 
(1 + ((1 − 
)=
)2)2=2
(1 − 1)2 : (4.8)
From the estimates in (4.1) and (4.2), if  → 0 as n → ∞ such that d2
n−(s+1) → 0 and
n−1−1=r → 0, then
h() ≈ (2 + (1 − 
)=
 + 
(1 + (1 − 
)=
)2)n−1−1=r=(1 − n−1−1=r)2 → 0:
Geometrically, this means that, for a certain range of , the graph of EV () − 
2 tracks the
graph of ER(), in the same way that EV () − 2 tracks ER() for the GCV method.
Using (4.8), we obtain the following result in the same way as for Lemma 5.1 in [18] and
Theorem 4.2 in [5].
Lemma 4.1 Let a ≥ 0 and let R minimize ER() over  ≥ a. There exists a minimizer V of
EV () over  ≥ a such that if h(V ) < 1, then
ER(V )
ER(R)
≤
1 + h(R)
1 − h(V )
= 1 +
h(V ) + h(R)
1 − h(V )
:
The next result shows that the “expected” RGCV estimate is asymptotically optimal with
respect to the robust risk ER().
13Theorem 4.2 Suppose that Assumptions 4.1{4.5 hold, f0 ∈ W,  ≥ s, and n → 0 as n → ∞
in the same way as in Proposition 4.1, and also n ≤ ∗. Let R = R(n) minimize ER() over
 ≥ n. Then there exists a sequence V = V (n) of minimizers of EV () such that as n → ∞
0 ≤
ER(V )
ER(R)
− 1 → 0:
Proof The proof is similar to the proof of Theorem 5.1 in [18]. First consider the case where
f0 ∈ N(P). Then, from (2.4), Lf0 −ALf0 = 0 and so b2() = 0. Hence, from (4.6) and (4.7), we
have ER() = 22 and
EV () = 2(
 + (1 − 
)2)(1 − 21 + 2)=(1 − 1)2:
Clearly ER() = 22 is minimized at  = ∞. From the argument in [5], p. 389, (1 − 21 +
2)=(1−1)2 is minimized at  = ∞, and, because 2() is a decreasing function of , EV () is
also minimized at  = ∞. Thus the result holds.
In the general case where f0 = ∈ N(P), we use Lemma 4.1 with a = n and show that h(R) → 0
and h(V ) → 0. It is easy to see that the estimates for ER() in Proposition 4.1 also apply to
ER(). Hence, from (4.6) we have, as n → ∞,

b2(R) ≤ ER(R) ≤ ER(∗) → 0:
Therefore the lower bound in (4.4) implies that R → 0. Similarly, from (4.2) and (4.6),
2n−1
−1=r
R ≈ v(R) ≤ ER(R) → 0
and so n−1
−1=r
R → 0. Hence, using (4.8), (4.1) and (4.2), we get h(R) ≈ n−1
−1=r
R → 0. From
(4.7) and since 2
1 ≤ 2, it follows that 0 ≤ EV () − 
2 for all  ≥ 0. Now for a minimizer V
of EV (), because from (4.8)
0 ≤ EV (V ) − 
2 ≤ EV (R) − 
2 ≤ ER(R)(1 + h(R));
we have EV (V ) − 
2 → 0. This implies, using (4.7) and 2
1 ≤ 2, that

b2(V ) ≤ 
b2(V )=(1 − 1)2 ≤ EV (V ) − 
2 → 0
so V → 0. Also, using (4.2), (4.1) and (4.7), we have

2n−1
−1=r
V ≈ 
22(V ) ≈ 
22(1 − 2
1=2)=(1 − 1)2 ≤ EV (V ) − 
2 → 0
and so n−1
−1=r
V → 0. Hence, using (4.1), (4.2) and (4.8), we get h(V ) ≈ n−1
−1=r
V → 0. The
result follows from Lemma 4.1.
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From (4.6) it is clear that the minimizers R and R of ER() and ER(), respectively, have
the same decay rate as n → ∞, but diﬀerent constant coeﬃcients depending on 
. It is shown
in Corollary 5.1 in [18] that if f0 ∈ W,  ≥ 2, then there are minimizers V of EV (), R of
ER() and L of E∥Kf −Kf0∥2
L2(G) such that V ≈ R ≈ L ≈ ∗, where ∗ is given in (4.5).
14From Theorem 4.2 we can conclude that the RGCV estimate V has the same optimal rate, i.e.
V ≈ R ≈ ∗.
In Theorem 5.3 in [18] it is shown that if f0 ∈ W2 but f0 = ∈ W2+,  > 0, then the GCV estimate
V also has the optimal decay rate for the stronger error functions E∥f −f0∥2
, 0 ≤  ≤ 2. Note
this includes the error function E∥f −f0∥2
1 ≈ E∥f −f0∥2
W, which is stronger than the L2 error
function E∥f−f0∥2
L2 if W is a Sobolev space. On the other hand (also from Theorem 5.3 in [18]),
if f0 ∈ W,  > 2, then for any  > 0, V does not have the optimal decay rate for E∥f − f0∥2
;
it decays to 0 too quickly. Hence for GCV to achieve the optimal rate for a ﬁxed error function,
say E∥f −f0∥2
L2, one should try to choose W in (1.3) such that the smoothness of f0 is not too
large relative to W. Since V ≈ V , the same conclusions apply to RGCV.
We summarize this in the following corollary.
Corollary 4.1 Assume the conditions of Theorem 4.2 are satised. Let  minimize E∥f−f0∥2

over  ≥ n and let V be the sequence of minimizers of EV () dened in Theorem 4.2. If
f0 ∈ W2, then for any 0 ≤  ≤ 2, we have V ≈  as n → ∞ and
E∥fV − f0∥2
 =E∥f − f0∥2
 = O(1):
If f0 ∈ W,  > 2, then for any  > 0, we have V = → 0 as n → ∞ and
E∥fV − f0∥2
 =E∥f − f0∥2
 → ∞:
5 Numerical simulations
To illustrate the methods and results of the previous sections, we consider the ill-posed problem
of estimating the second derivative function f0(x) = g′′(x), 0 ≤ x ≤ 1, from discrete noisy data
yi = g(xi) + "i, i = 1;:::;n, with g(0) = g(1) = 0. It is not hard to show that this problem is
equivalent to solving the ﬁrst kind Fredholm integral eqution
∫ 1
0 k(x;t)f(t)dt = g(x), where
k(x;t) =



x(t − 1); x < t;
t(x − 1); x ≥ t:
To solve the problem, we discretize the integral equation and apply the regularization method
(1.4) for suitable matrix M. Using the trapezoidal rule with nodes equal to the abscissa values
xi, i = 1;:::;n, we have
∫ 1
0
k(xi;t)f(t)dt ≈
n ∑
j=1
wjk(xi;xj)f(xj);
where wj are the appropriate weights, and deﬁne the n × n matrix K = [Kij] = [wjk(xi;xj)].
For simplicity we take uniform points xi = (i−1)=(n−1), i = 1;:::;n, and let g(x) = (x3 −x)=6
so f0(x) = x. The data were generated using yi = (Kf0)i + "i, where f0 = [f0(x1);:::;f0(xn)]T
and "i is a pseudo-random normal variate with mean 0 and standard deviation . The n × n
matrix M was deﬁned by Mf1 = f1 and Mfi = fi − fi−1, i = 2;:::;n, which is a (scaled)
discrete approximation of the ﬁrst derivative operator f → f′ if f(0) = 0.
15Our computations were carried out in MATLAB with the aid of the package Regulariza-
tion Tools of Hansen [10], which is available from the Netlib library. The regularized solution
f = (KTK + MTM)−1KTy was computed in this package using the generalized SVD of the
pair (K;M) in (2.11). Note that since M is invertible, the generalized eigenvalues ¯ i, which
satisfy n−1KTK¯ ϕi = ¯ iMTM ¯ ϕi, i = 1;:::;n, are the eigenvalues of n−1(KM−1)TKM−1 =
n−1(MT)−1KTKM−1, and also the eigenvalues of n−1KM−1(KM−1)T = n−1K(MTM)−1KT.
The matrix n−1K(MTM)−1KT is a scaled discrete representation of the integral operator
with kernel kGG∗k∗(x;t), where G is the Green’s function of the derivative operator f → f′ with
f(0) = 0. Since this kernel is a Green’s function for the sixth derivative operator, its eigenvalues
decay like i−6, corresponding to the value r = 6 in Assumption 4.2(c). A logarithmic plot of the
computed eigenvalues ¯ i shows the same decay rate of i−6 for i = 1;:::;n − 2. Since the ﬁrst
and last columns of K are zero vectors, then rankK = n − 2 and so ¯ n−1 = ¯ n = 0.
The asymptotic results in Section 4 do not apply directly to this discretized regularization
problem. However, since Kfi is a consistent approximation of
∫ 1
0 k(xi;t)f(t)dt and n−1∥(n −
1)−1Mf∥2 is a consistent approximation of ∥Pf∥2
W ≡
∫ 1
0 (f′(t))2 dt, with f(0) = 0, it is rea-
sonable to expect that for suﬃciently large n, the estimates in Theorems 4.1 and 4.2 will hold
approximately for the discrete regularized solution f.
First we consider the GCV method. For a particular data set of size n = 51 with  = 0:001,
shown in Figure 5.1, the GCV method yields a good value of the regularization parameter ( =
1:076 × 10−5) leading to the good regularized solution shown in Figure 5.2.
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Figure 5.1: g(x) = (x3−x)=6 and data (xi;yi),
i = 1;:::;51
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Figure 5.2: f(x) = x and f(x) for good GCV
estimate 
However, GCV does not always give a good estimate. To illustrate the lack of reliability of
GCV, we use 20 replicates of the data (each with diﬀerent error vector but the same  = 0:001)
and plot V () together with ER() + 2 for n = 51 in Figure 5.3 and for n = 101 in Figure 5.4.
Here ER() = n−1E∥Kf−Kf0∥2. As expected from the asymptotic results for GCV discussed
in Section 4, in both ﬁgures the GCV functions V () track ER() + 2 in a neighbourhood of
the minimum of ER() and near this minimum their variability is low, as shown asymptotically
16in [19]. But, clearly, for n = 51 in Figure 5.3, there is high variability in the GCV functions for
smaller values of  and, for several replicates, there are spurious minimizers which produce very
inaccurate noisy regularized solutions. This behaviour is not nearly as pronounced for n = 101
in Figure 5.4. Note also that for both n = 51 and n = 101 some of the functions V () have an
oscillating nature with several local minima, which is consistent with the results in [8].
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Figure 5.3: 20 replicates of V () (dotted) for
n = 51 and ER() + 2,  = 0:001 (solid)
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Figure 5.4: 20 replicates of V () (dotted) for
n = 101 and ER() + 2,  = 0:001 (solid)
For n = 51 and the same 20 replicates of the data, Figure 5.5 shows the functions F()
deﬁned in (3.5), together with EF() and ER(). Note that, although EF() does not follow
ER() closely on both sides of the minimum point of ER() (marked with a + symbol), it does
approximate ER() well in an interval to the left of the minimizer, consistent with Theorem 4.1.
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Figure 5.5: 20 replicates of F() (dotted),
EF() (dashed) and ER() (solid)
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Figure 5.6: 20 replicates of V () (dotted) and
ER() + 
2 for 
 = 0:1,  = 0:001 (solid)
Again for the same 20 replicates, Figure 5.6 shows the robust GCV functions V () deﬁned by
(3.6) with 
 = 0:1, together with the shifted robust risk ER() + 
2 deﬁned by (4.6). Clearly,
the functions V () track ER()+
2 in a neighbourhood of its minimizer, consistent with (4.8)
17and Theorem 4.2. Comparing Figure 5.6 with Figure 5.3, note that the graphs of the functions
V () are modiﬁed suﬃciently so that, for every replicate, the global minimizer is close to the
minimizer of ER().
To assess the accuracy and reliability of the methods, GCV and RGCV with 
 = 0:1 were
used to give parameter estimates ˆ V and ˆ V , respectively, for each of 100 replicates of the data
(again for n = 51 and  = 0:001). Then for each estimate ˆ  we computed the ineﬃciencies:
(a) IR(ˆ ) = R(ˆ )=minR(), (b) IER(ˆ ) = ER(ˆ )=minER(),
(c) IR1(ˆ ) = R1(ˆ )=minR1(), (d) IER1(ˆ ) = ER1(ˆ )=minER1(),
where R() = n−1∥Kf − Kf0∥2 and
R1() = ∥Kf − Kf0∥2
1 ≡
n−2 ∑
i=1
n−2(Kf − Kf0; ¯ ϕi)2¯ 
−1
i :
Very similar loss functions and ineﬃciencies were used in [19] for regularized solutions of (1.3).
Of the two loss functions R() and R1() above, R1() is the better measure of the accuracy
of the regularized solution f. This is because R1() behaves like a squared discrete Sobolev
seminorm of order 1 of the error f−f0. On the other hand, because the matrix K has the eﬀect
of smoothing high frequency error in the regularized solution f, the functions R() and ER()
may be small even if the regularized solution is very noisy. A log-log plot of ∥K sin(jx)∥2
1
against j conﬁrms this behaviour; ∥K sin(jx)∥2
1 behaves like cj2, consistent with a squared
Sobolev seminorm of order 1 of sin(jx). In contrast, a log-log plot shows that n−1∥K sin(jx)∥2
behaves like cj−4, as expected since K corresponds to integration twice. Therefore, of the four
ineﬃciencies above, IR1 is the best guide to the accuracy of the regularized solution.
For the GCV estimate ˆ  = ˆ V , histograms with bin width 0.5 for the four ineﬃciencies above
are plotted in Figures 5.7 (a), (b), (c) and (d), respectively. If the ineﬃciency is greater than or
equal to 50, it is included in the bin at 50. From the four histograms, for 60-80% of the replicates,
the corresponding ineﬃciency satisﬁes 1 ≤ I ≤ 1:5, but for nearly 20% of the replicates the GCV
estimate has a very large ineﬃciency, i.e. it produced a very poor regularized solution.
Figures 5.8 (a), (b), (c) and (d) show the ineﬃciency histograms of the RGCV (with 
 = 0:1)
estimate ˆ  = ˆ V for the same 100 replicates. Clearly, for 90 − 100% of the replicates, the
ineﬃciencies in (c) and (d) are less than 1.5, and there are very few replicates for which any
ineﬃciency is large, so the method is reliable. Note that for the RGCV estimate, there is more
spread in the ineﬃciencies IR near 1 in Figure 5.8(a) than for the GCV estimate in Figure 5.7(a).
This is because the RGCV method estimates the minimizer of the robust risk ER() rather than
the minimizer of the risk ER(), and so it tends to give a slightly larger estimate ˆ V than the
GCV estimate ˆ V when the latter is good. However, note that the ineﬃciencies IR1 for RGCV
in Figure 5.8(c) are closer to 1 than those for GCV in Figure 5.7(c), indicating that RGCV has
the more favourable accuracy.
To see the eﬀect of the choice of 
, Figure 5.9 shows the proportion of the 100 replicates for
which the RGCV estimate ˆ  = ˆ V gives ineﬃciency IR1(ˆ ) > 1:5 (∗ symbol), IR1(ˆ ) > 2 (+
symbol) and IR1(ˆ ) > 4 (◦ symbol). Clearly all these proportions tend to decrease signiﬁcantly
as 
 decreases from 1 (the GCV case) until 
 is about 0:1. This means there is a substantial
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Figure 5.7: Histograms of ineﬃciencies (a) IR(ˆ ), (b) IER(ˆ ), (c) IR1(ˆ ) and (d) IER1(ˆ ) for
GCV estimate ˆ  = ˆ V
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Figure 5.8: Histograms of ineﬃciencies (a) IR(ˆ ), (b) IER(ˆ ), (c) IR1(ˆ ) and (d) IER1(ˆ ) for
RGCV (
 = 0:1) estimate ˆ  = ˆ V
19improvement in accuracy and reliability. It can be seen that if 
 is chosen in [0:1;0:5], RGCV
produces less than about half the number of poor regularized solutions as GCV. Note, however,
that RGCV fails if 
 is very close to 0 (the proportion with IR1 > 1:5 increases signiﬁcantly as

 → 0). In this case, although the RGCV estimates are stable, generally they are too large giving
inaccurate solutions.
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Figure 5.9: Proportion of RGCV replicates with IR1 > 1:5 (∗), IR1 > 2 (+) and IR1 > 4 (◦)
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