A parameter-self-adjusting Levenberg-Marquardt method (PSA-LMM) is proposed for solving a nonlinear system of equations F (x) = 0, where F : R n → R n is a semismooth mapping. At each iteration, the LM parameter µ k is automatically adjusted based on the ratio between actual reduction and predicted reduction. The global convergence of PSA-LMM for solving semismooth equations is demonstrated. Under the BD-regular condition, we prove that PSA-LMM is locally superlinearly convergent for semismooth equations and locally quadratically convergent for strongly semismooth equations. Numerical results for solving nonlinear complementarity problems are presented.
Introduction
Suppose that a mapping F : R n → R n is locally Lipschitz but not necessarily continuously differentiable. We consider a nonlinear system of nonsmooth equations F (x) = 0, (1.1) which arises from many important applications in optimization field. Pang and Qi [15] reviewed eight problems in the study of complementarity problems, variational inequality problems and optimization problems, which can be reformulated as systems of nonsmooth equations. From the early 1990s, a number of generalized Newton methods for solving nonsmooth equations were proposed and analyzed. For a comprehensive discussion on this topic, readers are referred to the monographs [4, 5] and references therein. In this paper, we will discuss the LevenbergMarquardt-type methods for solving nonsmooth equations. The Levenberg-Marquardt (LM) method proposed by [9, 11] is a classical and popular approach for solving nonlinear equations For the k−th iterate point x k , denote
At the k−th iteration, the LM method calculates the direction p k by solving the following linear system of equations
where µ k > 0 is the LM parameter which is updated at each iteration. Note that, if B k is nonsingular and µ k = 0, the LM direction p k is reduced to the traditional Newton step. Thus, the LM method has global convergence and local quadratic convergence rate if the LM parameter µ k is chosen suitably and the Jacobian B k is nonsingular at the solution. However, the nonsingularity condition of the Jacobian is too strong. Yamashita and Fukushima [19] proved that, under the local error bound condition, the LM method maintains the quadratic convergence if the LM parameter is chosen as µ k = F k 2 . Fan and Yuan [7] chose µ k = F k δ with δ ∈ [1, 2] and proved that the LM method still achieves the quadratic convergence under the same conditions. We do not attempt to survey the literature on LM method for solving smooth equations, which is vast. Based on the nonsmooth Newton-type method, Facchinei and Kanzow [3] studied a LevenbergMarquardt-type algorithm with Armijo line search for solving the nonsmooth equation reformulation Φ(x) = 0 of the nonlinear complementarity problems. At each iteration, select an element H k ∈ ∂Φ(x k ) and find a solution d k of the system
If the BD-regular condition holds at a solution x * and the LM parameter sequence {µ k } → 0, the algorithm was shown to be superlinearly convergent. In the implementation of LevenbergMarquardt-type algorithms for solving smooth equations, the choice of LM parameter µ k is a critical issue. This paper aims to discuss the choice of LM parameter in nonsmooth case. It is well known that the Levenberg-Marquardt method can be viewed as a type of trust region method, see [13, 16] for instance. Inspired by a strategy of adjusting trust region radius, in this paper we will study a parameter-self-adjusting Levenberg-Marquardt method for solving nonsmooth equations, in which the parameter µ k is automatically adjusted at each iteration.
The paper is organized as follows. In Section 2, we recall some concepts in nonsmooth analysis. In Section 3, we describe a nonsmooth parameter-self-adjusting Levenberg-Marquardt method and discuss its global convergence. Under mild conditions, the local convergence rate is analyzed in Section 4. Some preliminary numerical results for solving nonlinear complementarity problems are reported in Section 5.
Preliminaries
In this section, we review some definitions and results in nonsmooth analysis. We start by introducing the generalized differentials of a non-differentiable function, which is based on Rademacher's theorem. 
n denote the set of points at which F is differentiable. We introduce the concepts of B(ouligand)-differential and generalized Jacobian.
(a) The set
(b) Clarke's generalized Jacobian is defined as
where "co" denotes the convex hull. 
In order to establish high order convergence of the nonsmooth Levenberg-Marquardt method, the concept of semismoothness is required. This concept was originally introduced by Mifflin [12] for F : R n → R and extended by Qi and Sun [17] to F :
Definition 2.3. The function F : R n → R m is said to be semismooth at x ∈ R n , if it is locally Lipschitz continuous at x and the limit
The following theorem gives equivalent characterizations of semismoothness which are more convenient to handle.
1)
A set-valued mapping Φ is said to be upper semicontinuous at x, if for every ε > 0 there exists a δ > 0 such that, for all y ∈ B(x, δ), 
(c) For any V ∈ ∂F (x + h), h → 0,
Semismoothness is closed under scalar multiplication, summation and composition. A vector-valued function F is semismooth if and only if all its component functions are semismooth. Convex functions, smooth functions, and piecewise linear functions are examples of semismooth functions. The composition of semismooth functions is still a semismooth function.
A stronger notion than semismoothness is strong semismoothness.
Definition 2.4. F : R n → R m is said to be strongly semismooth at x if F is locally Lipschitz continuous at x and for any V ∈ ∂F (x + h), h → 0,
F is said to be strongly semismooth if it is strongly semismooth everywhere.
Global Convergence of Semismooth LM Method

The semismooth LM method
Consider the system of nonlinear equations
where F : R n → R n is locally Lipschitz but not necessarily continuously differentiable. Define
then f is a merit function of (3.1) with
where the second equality comes from [1, Theorem 2.6.6].
For the k-th iterate point x k , let V k ∈ ∂F (x k ) be an arbitrary element, denote
Consider the quadratic model for approximating f around x k defined as follows
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For p k , define the following ratio between actual reduction and predicted reduction
We present the parameter-self-adjusting Levenberg-Marquardt method (PSA-LMM) as follows.
A similar method for smooth equations was constructed in [6] . For nonsmooth equations, the global complexity bound of a similar method was studied in [18] .
Remark 3.1. In one case, if we choose η = 0 in Algorithm 1, that means the direction p k works at every iteration. In the other case, if the parameter is chosen as η ∈ (0, 1 4 ), then at some iteration when ρ k ≤ η (that means p k is not an ideal direction), the scenario that x k+1 = x k will happen.
Global convergence
The following lemma, which gives a lower bound of the predicted reduction, is a key to the proof of global convergence.
Lemma 3.1.
and m k (·) is a convex function, we obtain that p k is a Karush-Kuhn-Tucker point and thus an optimal solution to the problem
If we take the Cauchy step defined as in [14, Chapter 4 ]
then the following inequality follows from [14, Lemma 4.3] ,
so the inequality (3.3) is obtained.
We make the following assumption to study the global convergence of Algorithm 3.1.
where
Therefore, for any ε > 0 and x ∈ L(x 0 ), there exists δ x > 0 such that for all p ≤ δ x satisfying
we have that
is non-empty and compact, there are finite points in L(x 0 ), say y 1 , . . . , y q , such that y j ∈ L(x 0 ) for j = 1, . . . , q and
B(y j , δ yj ).
The proof is completed.
Next, we show that the sequence generated by Algorithm 3.1 with η = 0 converges to a stationary point of the merit function f (x). Proof. We proceed the proof by contradiction. Suppose that there exists ε > 0 and an infinite set of integers N such that
First, we will estimate the bound of
From the upper semicontinuity of ∂F (x) (Theorem 2.2), there exists δ 1 > 0 such that for all
Let µ > µ N , where N is the first index in N be sufficiently large such that when k ∈ N ,
We add some further comments for the above statement. From
δ , which means
Therefore, we have
Hence we have that p k is small enough when µ k is large enough. Noticing that
we have from (3.8) that
Then, by using (3.5) in Lemma 3.2 and (3.9) we obtain
Therefore, since p k ≤ 1, we obtain
In view of (3.3) in Lemma 3.1, we have for k ∈ N that
The last equality comes from (3.10). Then from (3.11) and (3.12), we obtain for k ∈ N with p k small enough that
Therefore, ρ k ≥ 3/4. This implies that when k ∈ N and µ k ≥ µ, the scenario µ k+1 ≤ µ k will happen from the structure of Algorithm 3.1 .
It follows that increase of µ k (by a factor 4) can only occur when µ k < µ. Therefore, we conclude that
Suppose now that there exists an infinite index set K ⊂ N such that ρ k ≥ 1/4 for all k ∈ K. If k ∈ K, we have from (3.2) and (3.3) that
Since f is bounded from below, it follows from this inequality lim k∈K,k→∞
This implies µ k → ∞, when k ∈ K and k → ∞, that contradicts (3.13) because µ k+1 ≥ max{µ k /2, κ}. Hence no such infinite index set K can exist, and we must have ρ k < 1/4 for all k large enough. In this case, µ k will eventually be enlarged by a factor 4 at every iteration, and we have µ k → ∞, which again contradicts (3.13). Therefore, (3.7) is incorrect, giving (3.6).
Finally in this section, we show that Algorithm 3.1 also globally converges when η ∈ (0, 1/4). If the entire sequence {x k } k≥m satisfies g k ≥ ε, by using the reasoning in the proof of Theorem 3.1, we can show that this scenario does not occur. Therefore, we can choose the index l ≥ m such that x l+1 is the first iterate after x m with g l+1 < ε, then there exists a positive scalar R > 0 such that
From the framework of Algorithm 3.1, we can write
where we have limited the sum to the iterations k for which x k = x k+1 , that is, those iterations on which a step was actually taken. Note that those iterations occur only under the condition ρ k ≥ η, by using (3.12) we have
If p k ≤ ε/β 3 for all k = m, m + 1, . . . , l, we have
Otherwise, we have p k > ε/β 3 for some k = m, m + 1, . . . , l, and so
Since the sequence {f (
is non-increasing and bounded below, we have that
for some f * > −∞. Therefore, using (3.15) and (3.16), we can see
which implies g m → 0.
Remark 3.2. From the proofs in this section, we notice that the value of δ is actually never used. Therefore, if the condition δ ∈ [1, 2] in Algorithm 1 is replaced by δ ∈ R, the global convergence will maintain.
Local Convergence of the Semismooth LM Method
Let X * be the solution set of system (3.1). Since the algorithm only guarantees to converge to a stationary point, to establish the local convergence rate, we assume that the sequence {x k } generated by Algorithm 3.1 converges to a solution x * of X * and lies in the neighborhood of x * . In this section, we consider the convergence rate of Algorithm 3.1 under a nonsingularity condition.
Assumption 4.1. Suppose that F is BD-regular on X * , i.e., for any x * ∈ X * , every element in ∂F (x * ) is nonsingular.
The following proposition is an obvious result. The first inequality c 1 dist(x, X * ) ≤ F (x) is usually called local error bound condition, which is weaker than BD-regularity. The second inequality comes directly from the Lipschitz continuity of F (x). 
The following proposition states that, for anyx ∈ X * and V ∈ ∂F (x), the minimum singular value of V denoted by σ min (V ) is lower bounded. Proof. First we prove that there exists a constant εx > 0 such that σ min (V ) ≥ εx > 0 for each V ∈ ∂F (x) whenx ∈ X * . For any V ∈ ∂F (x), there exists a constant δ V > 0 such that
} is a covering of open sets and ∂F (x) is a compact set in R m×n , we have from the finite covering theorem that there exist a finite number of elements in ∂F (x), say
As the solution set X * is nonempty and compact, we use the finite covering theorem again to prove that there exists a constant ε 0 > 0 such that σ min (V ) ≥ ε 0 for every V ∈ x∈X * ∂F (x). We omit the details here.
From the upper semi-continuity of ∂F and Proposition 4.2, we obtain the following result. 
where ε 0 is defined as in Proposition 4.2.
Letx k be the projection of x k onto X * , namelyx k satisfieŝ
From Assumption 4.1, it is easy to see that F (x k ) = 0. To prove the local high order convergence, we first present the following key lemmas.
Lemma 4.1. Let Assumption 3.1 and Assumption 4.1 be satisfied and {x k } be generated by Algorithm 3.1, then for k sufficiently large,
1)
Proof. From Assumption 4.1 and the upper semicontinuity of ∂F , for k sufficiently large and any V k ∈ ∂F (x k ), V k is nonsingular. Consider the following singular value decomposition
where P k ∈ R n×n and Q k ∈ R n×n are orthogonal matrices and
with σ ki > 0, i = 1, . . . , n being the singular values of V k . Then from the fact
As dist (x k , X * ) → 0, we have from the upper semicontinuity of ∂F , for k sufficiently large, that
where B n is the unit ball of R n×n under Frobenius norm. Hence, we have for k large enough that
Therefore, we obtain that for i = 1, . . . , n,
The inequalities (4.2) and (4.3) imply the conclusion.
Lemma 4.2. Let Assumption 3.1 be satisfied and {x k } be generated by Algorithm 3.1. Then
Proof. LetV k be the projection of V k on the set ∂F (x k ). Then for k sufficiently large,
From the semismoothness of F and the upper semicontinuity of ∂F , for k sufficiently large such that x k is close enough tox k , we have
We prove the result by considering the following two cases.
The first inequality comes from the facts that m k (p) = 1 2 F k + V k p 2 and p k is the optimal solution of problem (3.4) . The second inequality is based on Proposition 4.1. The last inequality is according to (4.4) .
Case (ii):
Then from the fact that p k is the optimal solution of problem (3.4) again, we have
The last inequality is obtained from the facts that
According to the updating rule of µ k in Algorithm 3.1, we have that µ k ≥ κ and thus {µ k } is bounded below. The following lemma shows that {µ k } is also bounded above. 
In view of Lemma 4.1 and Proposition 4.1, we have
Thus, from (4.7) we have
(ii) Next, we estimate the bound of |1 − ρ k |. Let W k be the projection of V k on the set
From the upper semicontinuity of ∂F (x) (Theorem 2.2) and the semismoothness of F , we have that for any ε > 0, when k is large enough,
Therefore, from (4.8) and (4.10),
Then, from (4.9) and the five inequalities above, we have
If ε > 0 is taken small enough, we can obtain that |1 − ρ k | < 
Proof. Suppose that V k has the following singular value decomposition
where P k and Q k are orthogonal matrices and
with σ ki , i = 1, . . . , n being the singular values of V k arranged in the non-increasing order
Letσ k = σ kn = σ min (V k ). Then, we obtain
The last inequality comes from Corollary 4.1 and Lemma 4.3.
Theorem 4.1. Let Assumption 3.1 and Assumption 4.1 be satisfied and {x k } be generated by Algorithm 3.1. Then dist (x k , X * ) converges to 0 superlinearly, namely
Proof. Let W k be the projection of V k on the set ∂F (x k + p k ). From Assumption 3.1, Assumption 4.1, Lemma 4.4 and Lemma 4.1, we have that
If the semismoothness in Assumption 3.1 is enhanced to strong semismoothness, we will obtain the quadratic convergence of Algorithm 3.1. 
Assumption 4.2. Let the level set
for some positive constant M 0 .
Proof. From Assumption 4.2, F is strongly semismooth over L(x 0 ), we have that there exists a constant L 1 > 0 such that
Note that
Thus, from the strongly semismoothness of F , we have that there exists L 2 > 0 such that
The third line in the above formula is based on Lemmas 4.4 and 4.1. The last inequality is from (4.18) and (4.19) . Let
Then we obtain the estimate (4.17) . This completes the proof. 
Therefore, suppose that Assumption 4.2 and Assumption 4.1 are satisfied, the convergence order of PSA-LMM will be min{1 + δ, 2} if the parameter is chosen as δ ∈ (0, 2]. A similar convergence result for smooth Levenberg-Marquardt method can be found in [8] .
Numerical Experiments
In this section, we present some numerical results of PSA-LMM for solving nonlinear complementarity problems.
Nonlinear complementarity problems
We consider the nonlinear complementarity problems (NCP), which is to find a vector x ∈ R n satisfying the following conditions
where G : R n → R n is a continuous differentiable function. For a comprehensive review on NCP, the readers are referred to the classical monographs [4, 5] . The nonlinear complementarity problems can be reformulated to a semismooth equation based on the Fischer-Burmeister function defined by
NCP is obviously equivalent to the nonlinear system F (x) = 0, where F : R n → R n is defined by
. . .
In the implementation of nonsmooth algorithms, an important issue is how to choose V k ∈ ∂F (x k ). In [2, 3] , the authors show that an element V ∈ ∂F (x) can be obtained in the following way. Let β(x) := {i : x i = 0 = G i (x)} be the index set of "degenerate indices" and define z ∈ R n to be a vector whose components z i are 1 if i ∈ β(x) and 0 otherwise. Then, if i / ∈ β(x), set the i-th row of V by
Therefore, at the k-th iteration of the algorithm, let z k ∈ R n be the vector whose components z k i are 1 if i ∈ β(x k ) and 0 otherwise. Then, by calculating two vectors a k and b k as
respectively, we choose the matrix V k ∈ ∂F (x k ) by
Numerical results
We tested our algorithm on the numerical problems constructed in [3] , which are based on the collection of 17 nonlinear systems in [10] . Let g(x) = 0 be a differentiable system of nonlinear equations and let x * ∈ R n be defined by x * = (1, 0, 1, 0 , . . .) T . For all i = 1, . . . , n, set
Therefore, x * is a degenerate solution (with |β(x * )| = 1 4 n) of the corresponding nonlinear complementarity problems. We coded the algorithm in MATLAB 8.4.0 and ran it on a PC (Intel Core i5 2.5 GHz CPU, 8GB RAM).
The main stopping criterion is min{x
If the main iteration k ≥ 100, the test is called "failed" and denoted by "F". The parameters in the algorithm are set as:
We ran the algorithm on 17 test problems with dimensions n = 500 or 501 (some numerical problems require that the dimensions should be odd) by using the initial points suggested in the reference [10] . Since these initial points are independent of the optimal solution x * , we can view them as arbitrary initial points. The results are summarized in Table 5 .1. For each test we report: the number of iterations (it), the number of actually reduced iterations (real it), the final value of the merit function (f ) and the final value of the residual (Res/ √ n). The results in Table 5 .1 show that, on most of the numerical problems, the algorithm is capable of finding a solution with a fairly limited number of iterations. In Table 5 .1 we can observe that the algorithm fails on Problems 3, 6, 7 and 10. The reason is that in these cases convergence occurs towards stationary pints of f that are not solutions of NCP. However, when we chose the initial points which are close enough to x * , these failures disappeared. We report this issue in Table 5 .2, in which we take the initial point as a small 
