The basis of a wastewater treatment system is to achieve the desired characteristics of the wastewater treatment process. An estimation of the obtained wastewater treatment characteristics provides the information needed to set up the current process steps, and it is important to have an optimum treatment. In this study, an artificial immune system (AIS) structure is developed to estimate important wastewater output parameters such as pH, DBO, DQO, and SS for the first time. The proposed AIS models are based on the clonal selection principle, and the dataset is provided from the University of California Irvine (UCI) Machine Learning Library. The current dataset is analyzed by principal component analysis (PCA) to obtain maximum system performance. As a result of the simulation, the output parameters are successfully predicted using the AIS model with real data. The classifier's performance ratios are studied separately using the coefficient of determination (R 2 ) and the mean squared error of prediction (MSEP), and their rates are given in this study.
Introduction
Water is a basic need of life. It is required for the realization of many vital activities such as economic development, environmental health, food production, and energy production. However, the rapid growth of the human population, increase in environmental pollution, and decrease in the number of water resources have created difficult circumstances. In order to eliminate potential water shortages throughout the world, various precautions should be taken into consideration by researchers.
Because of rapid urbanization, the consequent reduction in green cover makes it difficult to naturally treat environmental pollution [1] . The pollution rate is very high for our world [2] . While the world's population increases rapidly, the water resources in the world are finite. Therefore, these resources must be conserved.
Water sources are mainly polluted by waste. Waste products contain harmful materials that are in solid, liquid, and gaseous states and are produced as a consequence of activities performed by households, industrial enterprises, and agriculture. According to data from the Turkish Statistical Institute (TSI) in 2010, 48.6% of the 3.58 billion cubic meters of wastewater in total collected by the sewerage system in Turkey was released into streams, while the rest was released into seas (41.8%), dam lakes (3.6%), lakes/ponds (2.1%), lands (1%), and other recipient environments (2.8%) [3] . In fact, before this releasing process, the wastewater needs to be cleaned. The wastewater treatment plants, which are built for this purpose, try to minimize its effects on * Correspondence: cengiz.sertkaya@ogr.sakarya.edu.tr This work is licensed under a Creative Commons Attribution 4.0 International License. the environment. While it is done, the wastewater is processed by some physical and chemical treatments [4] .
Supervision of the wastewater treatment processes is realized in reference to water purification at an optimum level. The checks are conducted by designating the characteristics of the wastewater. Then the necessary adjustments in the system at each step of the process are realized to obtain the desired purification. Finally, the examination in the plant outlet is performed by health institutions to determine whether the desired water standards have been reached or not [5] . However, water purification involves nonlinear and highly sophisticated processes. In a study, the design and implementation of a nonlinear model-predictive control (NMPC) system are discussed in relation to the wastewater treatment process [6] . Artificial intelligence-based systems are required to control these processes [7] .
In the literature, many artificial intelligence system models are defined to ensure control over the wastewater treatment process. In [8] , estimations of BOD, TSS, COD, flow rate, nitrogen, and phosphorus parameters were obtained with a determination coefficient of 0.919 using an artificial neural network (ANN) model. In another study, input parameters COD, SS, and temperature were used in an ANN model for the estimation of output parameters COD and SS with a coefficient of 0.98 [9] . In another study, an ANN model was developed to estimate the pH value; as a result of simulation, an error rate of 0.004% was obtained [10] .
The aim of the present study was to estimate the characteristic features PH-S, DBO-S, DQO-S, and SS-S of cleaned water using AIS. This paper is organized as follows. Section 2 describes the data-processing steps. Section 3 briefly introduces the concept of an AIS system and presents the proposed methodology. The simulation results are presented in Section 4. Finally, Section 5 presents the conclusion.
Data source and its analysis
The process of the developed model has a number of steps. In the first step, the data are provided for the system. In the second step, the data are preprocessed and analyzed. Then proposed AIS models are developed. In the last step, the developed AIS models are simulated and the obtained results are discussed. The steps of the developed model are schematically shown in Figure 1 . The dataset used in this study is obtained from the University of California Irvine (UCI) Machine Learning Library. The daily readings of a municipal wastewater treatment plant make up this dataset. In this study, the input and output features of this plant are used [11] .
There are 527 daily data points in the dataset. In addition, 13 features (9 inputs and 4 outputs) are selected. The UCI dataset features used are also shown in Table 1 . If the dataset is examined, it is seen that there are some missing values for some days. These days are removed from the current dataset. Following this, the study is continued with the remaining 417 data points.
After the data-cleaning process, principal component analysis (PCA) is performed for each parameter.
PCA analysis is known as a variable-reduction procedure [12] . The aim of this process is to select input parameters that have a high correlation in terms of the output parameter. Therefore, this process saves the system from unnecessary input parameters and improves the system performance [13, 14] .
In this study, the linear correlation method for PCA analysis is used [15] . The correlation equation is given as follows:
where E is the expected value of operator, X and Y are two random variables having the expected values µ x and µ y , and the terms σ x and σ y are the standard deviations. Correlation is a numerical way to quantify the relationship between two variables, e.g., X and Y, and it is denoted by the symbol Corr. This value is always between -1 and 1; thus -1 < Corr(X,Y) < 1. The variables move in the same direction when there is a positive correlation. A positive correlation means that as variable 1 increases, variable 2 increases, and, conversely, as variable 1 decreases, variable 2 decreases. A negative correlation means that as variable 1 increases variable 2 decreases and vice versa. After the correlation process is performed, the relationships between the input and output parameters are found and given in Table 2 .
The correlation results summarize the linear relationship between input and output parameters.
• The output parameter PH-S has a negative correlation with input parameters ZN-E, DQO-E, and SSV-E and has a positive correlation with others.
• The output parameter DBO-S has a negative correlation with input parameters ZN-E and SSV-E and has a positive correlation with others. • The output parameter DQO-S has a negative correlation with input parameters QE and SS-E and has a positive correlation with others.
• The output parameter SS-S has a negative correlation with input parameters QE, ZN-E, PD-E, SSV-E, and COND-E and has a positive correlation with others.
The parameters having a correlation over 0.05 are chosen for use in the AIS structure. AIS models for each output parameter are determined in reference to the obtained results (Table 3) . Table 3 . Selected input parameters which absolute correlation values are larger than 0.05.
Variables Outputs PH-S DBO-S DQO-S SS-S Inputs
After the examination of data, we find that data variability ranges are different for all parameters. Therefore, the data normalization process is performed between 0 and 1. The formula used for the normalization process is given as follows:
where x i is an original value of the related attribute, N (x i ) is the normalized value of the related attribute, and x max and x min are maximum and minimum values of the related attribute.
The required training and test dataset creation process is done by using the k-folds cross validation technique. The whole data are randomly partitioned into three equal-size subsample datasets. For each fold, one fold is used for test and the other two are used for training AIS.
The proposed AIS structure
The first study related to AIS was the article entitled "The immune system, adaptation and machine learning" published in 1986. The process of recognizing germs and exterminating them is known as the natural immune system in the human body. AIS realizes some natural immune system approaches such as learning and recognition capabilities in a computer environment [16] .
In the literature, AIS is applied in many areas such as pattern recognition [17, 18] , computer security [19, 20] , network security [21] , dynamic business programming [22] , disease diagnosis [23, 24] , dynamic control of group elevator systems [25] , and optimization of job shop scheduling problems [26] , and successful results are obtained.
AIS structures have many techniques. These techniques include negative selection, positive selection, and clonal selection [27] . In this study, the developed AIS structure is based on the clonal selection principle. A flowchart of the proposed AIS estimation model is shown in Figure 2 . The following processes are performed:
Step 1. The training data of 277 samples are randomly selected from the initial dataset, and are applied to the AIS structure. These data constitute the system's permanent data pool.
Step 2. The required parameters of the AIS structure are determined. These parameters are threshold, affinity (measure of being healthy), and the maximum number of clonings. In this study, the threshold value is determined to be 0.5, and the maximum number of clonings is determined to be 20. A Euclidian equation is used for affinity measure. Because of various experiments, the best results were obtained from these parameter values. Equations are given as follows:
where n is the number of attributes, Ab is antibody, and Ag is a new antigen vector. Ag can be represented by a single dimensional array of attributes. a 2 , a 3 , a 4 , ..., a n } Antibody (Ab) is the representation of solution candidates. Ab can be represented by a single dimensional array of attributes. a 2 , a 3 , a 4 , ..., a n } In Ag and Ab, a is attribute value and n is attribute count in one single row of data.
Step 3. Two antibodies in the same class are randomly selected for cloning. Two attributes of these two clones are randomly selected, and these attribute values are placing from one to another. This newly created sample is called an antigen. A simple cloning procedure is shown below in Figure 3 . Step 4. The cloned sample antigen is checked for affinity. Affinity describes whether this antigen is in the same class as its cloned antibodies. If the antigen is identified as healthy, it is accepted as an antibody and is added to the permanent antibody pool. If not, it is destroyed.
Step 5. The cloning process is repeated until it reaches the maximum number of clonings. The training process of the AIS model is completed when the maximum number of clonings is reached.
Step 6. The test data are estimated by the trained AIS model by performing a k-nearest neighbors (k-NN) algorithm.
A k-NN algorithm is a type of instance-based learning algorithm and is a nonparametric method used for classification. Nonparametric refers to the fact that a k-NN algorithm does not make any assumptions on the underlying data distribution. The output of a k-NN classification is a class membership, and classification is performed by a majority vote of neighbors [28] .
For a k-NN algorithm, classifying the data requires only a few parameters. These are k and the distance metric parameters. To choose the optimal value of k, the algorithm was made to run various values between 5 and 50. The best k-value was found to be 20. A k-NN algorithm makes predictions by measuring the distance between the point and its k neighbors. In the literature, one of the most popular choices to measure this distance is known as Euclidean [29] . In this study a Euclidean equation is used for the distance metric. The Euclidean equation is given in Eq. (5).
Here n is the number of attributes, Ab is one of the nearest neighbors of Ag, and Ag is the test data from our test dataset. Ab comes from our solution candidates after the training of AIS. The closest antibody's class is chosen for determining the class of Ag.
Simulation results
As a result of data analysis, four AIS models have been developed for the estimation of four output parameters. The input and output parameters of these models are shown in Figure 4 . The proposed AIS structure is simulated three times, and in every simulation two folds of data are used for training and the other fold is used for testing the AIS models. The generated Ab candidates in the training phases are shown in Table 4 . Table 4 . Generated antibodies in training for AIS models. Fold 1+2  206  278  248  210  Fold 1+3  211  246  219  213  Fold 2+3  200  254  210  277 The AIS models' performances are measured by the coefficient of determination (R 2 ) or the mean squared error of prediction (MSEP). This coefficient of determination is a measure of the accuracy of prediction of the trained AIS models. Higher R 2 values indicate better prediction. The MSEP may also be used to measure the accuracy of prediction. Lower MSEP values indicate better prediction. The R 2 and MSEP equations are given as follows:
Training dataset PH-S DBO-S DQO-S SS-S
where r is the number of predictions, x i is the real value,x is the mean x-value, y i is the predicted value,ȳ is the mean y-value, σ x is the standard deviation of x, and σ y is the standard deviation of y.
where r is the number of predictions, x i is real, and y i is predicted result. Table 5 shows R 2 values of the AIS models for different thresholds. Figure 5 . Table 6 shows MSEP values of the AIS models. A graphical representation of obtained MSEP results are given in Figure 6 .
The best result has been achieved with threshold 0.5. As seen from the best results, the proposed AIS structure successfully estimates the desired results. The second fold for the prediction of DQO-S and SS-S has the lowest prediction rates. It may be caused by an inhomogeneous splitting of the dataset or the complex nature of the wastewater parameters. These deviations can be also realized when the values in the test data take actual input values that are not present in the training data or when there is an inadequate amount of data. The proposed method gives good estimation accuracies on average. The obtained test results prove that the developed AIS structure can learn the problem and is good at achieving the desired outcomes. 
Discussion and conclusions
In this study, a new AIS-based model is developed for wastewater treatment plant parameter estimation for the first time. The stages of the developed model are described in detail. The proposed structure has many advantages. First, for nonlinear situations, such as in wastewater parameter estimation problem, an AIS structure is expected. Second, this approach can be adapted and used in real-time wastewater plant management. In this way, this system can provide decision support for administrators. Finally, this system can be directly adapted to the wastewater plant's mechanical system to manage it automatically. A drawback of the proposed system is the data preprocessing requirement at the beginning of the process.
In future studies, an attribute-weighting procedure can be applied to the proposed AIS structure. In this manner, the performance of these algorithms can be improved.
