Abstract The numbers of pests and of natural enemies released to control them as part of integrated pest management (IPM) strategies are density dependent. Therefore the numbers of natural enemies to be released and the rate at which they kill pests should depend on their densities when the number of the pest population has reached the economic threshold. Bearing this in mind, a classic Lotka-Volterra system but with nonlinear state-dependent feedback control tactics is proposed and analyzed in this paper. Furthermore, the definition and properties of the Poincaré map which is defined in the phase set were investigated for various cases, and all those allow us to address the existence and global stability of an order-1 periodic solution of the model with nonlinear feedback control. Moreover, the existence and nonexistence of periodic solutions with an order larger than 2 or 3 are also discussed. The modelling methods and analytical techniques developed could be widely used and applied in other systems with threshold control such as the glucose insulin regulatory system.
Introduction
The well known Lotka-Volterra system, which describes an ecological relationship between two species, plays a key role in theoretical ecology. Volterra first explained oscillations in the volumes of fish catches in the Finme harbour of Italy during the First World War with his model, which later led to what is now known as the Volterra principle [1] . Many scholars have studied the model, by taking into account more realistic factors than he did, and the structure of the Lotka-Volterra system has been much improved and extended [2] [3] [4] [5] [6] [7] . More species can be introduced into the model, for which methods used in the two-dimensional system are extended to an n-dimensional system [8, 9] . A time-delay effect has also been considered [10] [11] [12] [13] [14] , as well as the influence of diffusion in the system [15] [16] [17] [18] .
In such extended models, the Lotka-Volterra predator-prey system with impulsive effects is often used in models of integrated pest management(IPM). IPM is defined as the careful consideration of all available control techniques to eliminate or mitigate economic and plant health damage caused by pests and to minimize risks to human health and the environment [19, 20] . Tang and Chen [21] developed the Lotka-Volterra system by introducing two different types of impulsive effects: fixed moments and unfix moments (so called as state dependent feedback control). In the first model, these authors provided the threshold condition under which the pest-eradication periodic solution is globally stable. A tenet of IPM is to keep the quantity of a pest below a threshold level to prevent ecological damage by, for instance, not overusing pesticides while keeping the pest density below its economic threshold (ET). The second model was constructed according to such requirements, and a stable order-1 periodic solution which is less than the given ET was obtained. The model showed mathematically that the IPM measure was more effective than any single control tactic.
In [22] , the authors developed the analytical techniques to investigate the state-dependent impulsive models of IPM strategies and showed that the proposed simple model can only exist order-1 or order-2 periodic solutions. Furthermore, the relations between the existence of an order-2 limit cycle and the existence of an order-1 limit cycle have been discussed. Importantly, the detailed definitions and domains of several positive invariant sets and attractors of the proposed model have been investigated. Moreover, by constructing the suitable Lyapunov functions the authors provided some sufficient conditions under which the order-1 limit cycle is globally stabile.
In the classic Lotka-Volterra model, the relative growth rate of the two species is a linear function, which does not fully describe the interaction of two species. In order to make the model more realistic, the Lotka-Volterra model has been improved and extended by previous scholars [23] [24] [25] [26] [27] [28] [29] [30] . In references such as [26] and [27] , the authors proposed, respectively, a linear and a nonlinear Holling type II pest and natural enemy system with impulsive effects; A non-autonomous predator-prey Lotka-Volterra system with mixed functional responses and impulsive effects was presented and studied in [28] .
The key assumptions in all previous models are: (1) the killing efficacy is proportional to the density or number of the pest population no matter how large the economic threshold is; (2) the number of natural enemies to be released at each impulsive event is a constant once the density of the pest population reaches the economic threshold, which indicates that the number of natural enemies to be released is independent of their density. However, IPM programmes require accurate identifications and monitoring of the pest populations, so that appropriate integrated control decisions can be made in conjunction with the economic threshold. For example, the instantaneous killing rate should be varied according to a saturation function which depends strictly on the pest density, while the number of natural enemies to be released should be a function of their density such that the fewer the natural enemies the more that should be released.
Therefore, in order to address how the density dependent integrated control or nonlinear control actions influence the dynamic behavior of a system with state dependent feedback control, and consequently affect the biological outcomes, we propose the following novel mathematical model:
x(t)+β x(t), y(t + ) = y(t) + τ 1 + θy(t) ,
Model (1) without integrated control measures is a classic Lotka-Volterra system, which has been widely used to depict the interaction between the pest (x(t)) and natural enemy (y(t)) populations, and the biological meanings of each term can be found in [1, 22] . The discrete maps shown in the third and fourth equations represent how to implement the integrated control interventions which depends on the threshold level V L , i.e. the controlling strategies should be applied immediately and the numbers of the pest and its natural enemy are updated to (1− δx(t) x(t)+β )x(t) and y(t)+ τ 1+θy(t) (i.e. x(t + ) and y(t + )), respectively.
We assume that x(0 + ) and y(0 + ) are the initial densities of the pest and natural enemy populations after the control action is applied at time zero, which satisfy x(0 + ) < V L and y(0 + ) > 0. Here the parameters δ > 0 and β > 0 denote the maximal killing rate once the pesticide is applied and the half saturation constant, respectively, τ > 0 represents the maximum number of predators released, and θ > 0 is a shape parameter. Moreover, the nonlinear releasing factor τ 1+θy(t) is a decreasing function of y(t), which indicates that the number of natural enemies released depends on their density and the maximum number of natural enemies to be released is not more than τ according to some realistic factors including limited resources. Note that by using notations and definitions similar to those in reference [26] we can define model (1) as an impulsive semi-dynamical system.
The main purpose of this paper is to investigate the global dynamical behaviour of system (1), reveal how nonlinear impulsive control actions influence the global dynamics and address the biological implications. Firstly, the main properties of an ODE model will be introduced in Section 2. We characterize the impulsive and phase sets and discuss the definition of the Poincaré map by employing the properties of phase portraits of the proposed model and the Lambert W function in Section 3. In Section 4, sufficient conditions for the existence and global stability of the order-1 limit cycles for τ = 0 are given. Moreover, in Section 5, we first investigate the existence and stability of order-1 limit cycles for some special cases, and then we further discuss whether an order-k ( k ≥ 2 ) periodic solution exists or not. Finally, our conclusions and biological discussion are provided in Section 6.
The ODE model
In order to compare results from our new model with the main results obtained in Tang and Cheke [22] , we assume that the carrying capacity K is infinite, i.e. the pest population can grow exponentially in the absence of the natural enemy. This is realistic for the initial stage of the pest population growth, i.e. we could assume that the pest population grows very fast before implementing IPM. Thus, the ODE model considered here is the classic Lotka-Volterra predator-prey model
Scholars have worked a lot on this system, and some important conclusions have been obtained. Thus, we only list the main results as follows [22] : (1) there exist two equilibria: O(0, 0) is a saddle point, and E 0 (x * , y
) is a stable centre; (2) the closed trajectories in the first quadrant are contained inside the point (x * , y * ); (3) the model has the first integral:
here h is a constant.
The equation H(x, y) = h can be analytically solved with respect to variable y by employing Lambert W function [22, 31] , i.e. we have following two real roots:
and
Besides, based on the properties of the Lambert W function we can see that both y L and y U are well defined if and only if the following inequality holds
Firstly, we focus on the following equation:
, then both y L and y U can be well defined. Furthermore, we have lim
, and the function F 1 (x) is a monotonically increasing function for x > 0. Further, solving F 1 (x) = F 2 (x) with respect to x yields root x = x * = d c , which happens to be the abscissa of the interior equilibrium E 0 . Therefore, the two functions
and Γ h converges to the equilibrium E 0 as h → h * . If h < h * , then the two functions F 1 (x) and F 2 (x) can intersect at two points, with the horizontal coordinates of the two points denoted by x min , x max , as shown in Fig.1 . It is easy to see that the two curves y L and y U can be well defined for all x ∈ [x min , x max ] with y L ≤ a b ≤ y U . Meanwhile, the solution (x(t), y(t)) starting from (x 0 , y 0 ) satisfies the following relation
i.e.
with h 0 = alny 0 − by 0 − cx 0 + dlnx 0 . 
Analytical formula for the Poincaré map
In order to obtain the analytical formula for the Poincaré map and investigate the dynamics of model (1), we first discuss the exact domain of the impulsive and phase sets, which play a key role in defining the Poincaré map.
The solution of system (1) initiating from (x + 0 , y + 0 ) ∈ N may be free from pulse perturbations, or experiences finitely many impulsive effects or infinitely many impulsive effects [26] . For example, any solution starting from the interior of segment P 1 P 2 does not experience any impulsive effects and any solution initiating from L 3 /P 1 P 2 will experience at least one impulsive effect, which depends on the impulsive functions, as shown in Fig.2(A) . However, if the threshold value V L satisfies the conditions shown in Fig.2(B) , then any solution initiating from L 3 will experience infinitely many impulsive effects. Therefore, what we want to know first is that the trajectory of system (1) initiating from (x + 0 , y + 0 ) ∈ N cannot reach the segments of the maximal im-
To address this, based on the relations between V L and x * we consider two possible cases as follows:
Moreover, there exists a critical value determined by the parameters of model (1), denoted by A h , i.e. we have
which is important for depicting the dynamics of the model. Denote the point
as the intersection point of the closed trajectory Γ h with the line Fig.2(A) . It is easy to see that x 1 < x * < V L . Then, based on the positions of the two lines x = V L and
, we can address cases of the impulsive and phase sets under different circumstances. 
Impulsive set
According to the properties of planar impulsive semi-dynamic systems [32] [33] [34] [35] [36] , we can discuss the impulsive sets of system (1) as follows.
The basic impulsive set M defined as
The set M 0 defined as
M 0 is a subset or a segment of the basic impulsive set M, where
with A h ≤ 0, and note that
there exists a curve Γ 1 which is tangent to the straight line L 3 at point Q 0 :
, where the curve Γ 1 satisfies the following equation:
(8) Note that the intersection points of the straight line L 2 with the curve Γ 1 can be analytically determined (as shown in Fig. 2(A) ), i.e. the vertical components of Q 1 and Q 2 can be solved from the following equation:
i.e. 
If A h < 0, then we can solve equation (10) with respect to y, i.e.
, then it is easy to see that there does not exist any solution of model (1) initiating from the line L 3 that can arrive the set
}, which indicates that the impulsive set is defined by M 0 for case (A 1 ). By employing the similar methods as those for case (A 1 ), the impulsive set for case (A 2 ) can be defined by M 0 (as shown in Fig. 2(B) ). This completes the proof.
Note that the more detailed definition of the impulsive set should combine with the definition of the phase set, and we will focus on this in the following subsection.
Phase set
As mentioned before, we must first investigate whether the trajectory of model (1) from the line L 3 is free from pulse effects or not, which are crucial for defining the impulsive and phase sets, i.e. we have the following main result: 
Moreover,
Proof. The closed orbit Γ h which tangents to the line L 2 can be analytically determined as follows:
Letting y = a b in equation (13) yields the following equation
and x 1 is the small root of the above equation. By simple calculation, we have
Note that the line L 3 intersects with the closed orbit Γ h at two points, denoted by Fig. 2(A) ), where Y h max and Y h min are the two roots of equation (13) 
and further we have
If A h ≥ 0, according to the definition of the Lambert W function, we can solve (16) with respect to y. It follows from
that both P 1 and P 2 are well defined. Solving (16) with respect to y, yields two roots as follows: Thus, according to the proof of Lemma 2 we can define the following set for case (A 1 ) and
Moreover, the properties of impulsive function y(t + ) = y(t) + τ 1+θy(t) is also necessary. To do this, denote
and it is easy to see that
Therefore, according to the sign of z =
and the monotonicity of function G(z), we can discuss the following cases related to the exact impulsive and phase sets.
For the phase set, we consider the following three subcases based on the relations between
Then, the phase set which corresponds to the impulsive set M is given as
(ii)
Then, the phase set which corresponds to the impulsive set M here could be given as
Therefore, the phase set which corresponds to the impulsive set M=M 1 ∪ M 2 can be defined as N 3 ∪ N 4 , where
According to Lemma 1 the impulsive set for this subcase can be defined as
the definition of the phase set we further consider the following three subcases.
(i)
The phase set which corresponds to M 0 here is as follows:
and denote
(ii) 0 <
is . For this subcase the impulsive set M 0 is given as:
Therefore, the phase set which corresponds to the impulsive set
and we denote the interval
is . For this subcase the phase set which corresponds to the impulsive set M 0 can be defined as
and we further denote the interval
It follows from V L ≤ x * and Lemma
impulsive set for case (A 2 ) is defined as M 0 . Similarly, the exact phase set can be classified and discussed in the same way as described above, and we have (i) The phase set is given as N 5 for
(ii) The phase set is given as N 6 ∪ N 7 for 0 <
The phase set is given as N 8 for
is . For convenience, we list all possible cases in Table 1 , from which we can see clearly how the impulsive set and phase set vary with the key parameters including the threshold value V L and the parameters related to the control actions. Table 1 Exact domains of the impulsive sets (Is) and phase sets (Ps) of system (1).
Cases
(
Poincaré map
Based on the domains shown in Table 1 , we can analytically determine the formula for the Poincaré map, i.e. we have the following main results.
Theorem 3
In the phase set the Poincaré map of model (1) is analytically given as
(20)
Proof. Without loss of generality, we assume that any solution Π z 0 + initiating from z 
is the resetting point of q i . If two points q + i and q i+1 lie in the trajectory Γ , i = 0, 1, 2, · · · , k, then the both points satisfy the following relation:
where (23) with respect to y i+1 by using the properties of the Lambert W function, one has
and y 
. Therefore, the exact domain of the Poincaré map for all cases discussed in Table 1 can be determined accordingly. This completes the proof.
If θ = 0 or τ = 0, we can obtain the formula of the Poincaré map which has been investigated in [22] , i.e. we have the following results.
Corollary 1 If θ = 0, the Poincaré map is given as
If τ = 0, the Poincaré map is defined as
Based on the above discussion, we can see that the sign of A h , the key parameters τ , θ and V L play important roles in defining the domains of the impulsive and phase sets, and in determining the Poincaré map, as shown in Table 2 . Thus, it is time to explore the existence and stability of the order-1 periodic solutions of model (1) and to discuss how the above vital parameters affect the dynamics of model (1). Table 2 The signs of A h and domains of the Poincaré map P(y + i ) for all possible cases
4 Order-1 periodic solution for τ = 0
Note that the relations between the Poincaré map P(y + i ) and the solutions of model (1) show that the existence and stability of the fixed point of P(y + i ) indicate the existence and stability of the order-1 periodic solution or limit cycle of model (1) .
The explicit expression of the Poincaré map P(y + i ) has been obtained in the previous section, which can be used to investigate the existence of the fixed point of P(y + i ) more easily, denoted by y * , and we have P(y * ) = y * , i.e.
. (26) Note that if τ = 0, then the above equation becomes
which can be easily analyzed. To show this, we consider the following two cases:
which means that any y * in the phase set is a fixed point of the P(y + i ) due to the definition of the Lambert W function.
If τ = 0, A h = 0, then the fixed point y * of the P(y
from which we can see that P(y * ) = y * is true if and only if y * = 0. Therefore, y * = 0 is a unique fixed point of the P(y Proof. If τ = 0, A h = 0, then it is easy to see that y * is a fixed point of the P(y + i ) and the results are follows. Note that if τ = 0 and A h = 0, then y * = 0 is a unique fixed point of Poincaré map P(y + i ), and consequently a unique boundary order-1 periodic solution of model (1) with 
appears. In fact, letting y(t) = 0 and τ = 0 in system (1), yields the following subsystem:
For convenience, we denote
and integrating the first equation yields
and solving it with respect to period T , one
. Therefore, system (29) has a periodic solution with period T as follows:
Next we discuss the stability of (x T (t), 0). To do this, for A h = 0 we take any two points q
from same trajectory of model (1) (Fig. 3(A) and (D) ), and the both points satisfy the following equation:
with y 2 = y * and y * = 0 hold. Therefore, all those confirm that the boundary order-1 limit cycle (x T (t), 0) is globally attractive. To show the local asymptotical stability of (x T (t), 0), we can prove it with two different methods: according to the relationship between the T -periodic solution and the Floquet multiplier [26, 27] or directly employing the Poincaré map P(y + i ), which are given separately as follows. Method 1 : For A h < 0, we denote 
Moreover, we have
Thus, the Floquet multiplier µ 2 can be obtained as follows:
Therefore, it follows from (31) that |µ 2 | < 1 if A h < 0 and τ = 0, which indicates that the boundary order-1 periodic solution is globally stable. Meanwhile, the instability of the boundary order-1 periodic solution follows if A h ≥ 0, as shown in Fig. 3 .
taking the derivative with respect to y
g(y * ). The stability of the boundary order-1 periodic solution (x T (t), 0) is equivalent to the inequality |g(y * )| < 1 holding true. In fact, it is easy to see that the limitation lim
which indicates that if A h < 0, then |g(y * )| < 1 (y * → 0 + ), and consequently the boundary order-1 periodic solution is globally stable. This completes the proof.
5 Order-1 periodic solution for τ > 0
Some important notations and relations
From Lemma 1 and Lemma 2 we know that if A h < 0, then the line L 2 will intersect the curve Γ 1 at two points Q 1 and Q 2 , here
) is the impulsive point of Q 2 after a single impulsive perturbation. If A h ≥ 0, then the curve Γ h will intersect with line L 3 at two points P 1 and P 2 , and tangent to the line
) after a single impulsive effect.
We define the useful point Q :
), and if the point Q is located in the impulsive set, it will map to the impulsive point Q + :
Lemma 5 Denote q i (V L , y i ) to be a point which is located in the impulsive set, and q
Proof
is a monotonically increasing function of y i . This means that for any two points
) in the impulsive set, the slope of the impulsive line segments satisfies the relation K
Note that the impulsive segments q i q
are not parallel which is caused by the nonlinear pulse. Therefore, from a qualitative point of view, it will result in some difficulties for analyzing the dynamics when nonlinear impulsive functions are considered, and the dynamic behavior of system (1) would be richer [22] .
Lemma 6
If A h ≥ 0 and τ > 0, then the Poincaré map satisfies the following inequality
Proof. Note that any solution (x(t), y(t)) of system (2) with initial value (x 0 , y 0 ) satisfies equation (4): alny − by + dlnx − cx = h 0 with h 0 = alny 0 − by 0 − cx 0 + dlnx 0 . Thus, there is a trajectory which crosses the point q 0 ((1 − P V L )V L , y * ) and intersects with L 2 at point q 1 (V L , y * * ) under the line L 1 (i.e. y = a b ), here we assume that 0 < y * < a b . Moreover, it is easy to obtain the following relationship: a y * ∈ (0, 1) that we have y * * ≥ y * . Further, according to y + * * = y * * + τ 1+θy * * and P(y * ) = y + * * , we obtain the following inequality:
Existence and stability of order-1 periodic solution
In order to discuss the existence and stability of the fixed point of the Poincaré map P(y
we first analyze its properties. Theorem 7 a) The monotonicities of Poincaré map P(y + i ) for cases (A 1 ) and (A 2 ) listed in Table 2 are as follows: , where y M2 = min{y + : P(y + ) = y Q + }, y M1 = max{y + : P(y By using the same methods we can prove that the cases (A 12 )(i), (ii), (iii) and cases (A 2 )(i), (ii), (iii) in Theorem 7 are true.
b) It follows from the Lambert W function that
It follows from equality (25) that we can calculate the limitation about P(y
which indicates that there exists a horizontal asymptote y = τ for P(y Proof. According to the results shown in subsection 5.1 we know that in case (A 11 ), there is a curve Γ h which intersects with line L 3 at two points P 1 and P 2 , and is tangent to the line L 2 at point T (V L , a b ). Obviously, if y T + = y P1 , then the curve P 1 T is an order-1 periodic solution for system (1).
For case (A 11 )(i), if y T + > y P1 , then it follows that P(y p1 ) = y T + that the point T + lies above the point P 1 , and we have
Moreover, the solution with initial value T + meets the line L 2 at a point T 1 which lies below the point T , i.e. y T1 < y T . Due to the impulsive function G is increasing on [0, y T ] in this case, we have G(y T1 ) < G(y T ), i.e. y + T1 < y + T . All these results confirm that for case (A 11 )(i) the Poincaré map satisfies the relationship P(y T + ) < y T + .
It follows from the inequalities (36) and (37) that one fixed point exits in the interval (y P1 , y T + ), which corresponds to an order-1 periodic solution for system (1).
If y T + < y P1 , then any solution of system (1) will map to the interval [τ, y T + ] after a single impulsive effect in this case. Thus, if τ ≤ y P2 , based on the inequality (34) in Lemma 6, then the trajectory initiating from y + with τ ≤ y + ≤ y P2 will arrive at L 2 and experience a finite number of pulses and eventually tends to the interior of closed trajectory Γ h (here we denote its interior as IntΩ h ), and will be free from any more impulsive effects. If y P2 < τ < y T + , obviously, any solution of system (1) will map to the IntΩ h after a single impulsive effect. In conclusion there does not exist any fixed point for y T + < y P1 .
For case (A 11 )(ii), if y T + > y P1 , on the one hand, inequality (36) P(y P1 ) > y P1 holds true. On the other hand, the impulsive function G is decreasing on [0, y T ] for this case, so the solution initiating from y
, +∞) will map to the interval [y T + , τ ] after a single impulsive effect. Then, the trajectory initiating from the point
It follows from the inequalities (36) and (38) that there exists a fixed point in the interval (y P1 , τ ). If y T + < y P1 , any solution of system (1) will map to interval [y T + , τ ] after a single impulsive effect for this case. If τ > y P1 , in terms of P(y P1 ) = y T + < y P1 and the inequality (34) in Lemma 6, we conclude that any solution initiating from the point ((1−P V L )V L , y + ) with y + ∈ (y P1 , τ ) experiences a finite number of pulses and then enters into IntΩ h , which indicates that no fixed point exists in the interval [y P1 , τ ] at all. If τ ≤ y P1 , any solution of system (1) experiences a single pulse and then enters into IntΩ h , and it will also be free from any impulsive effects after that. So, no fixed point exists for this situation. This completes the proof. Proof. Obviously, if y T + = y P1 , the curve P 1 T is an order-1 periodic solution of system (1). Otherwise, we consider two cases:
(1) y T + ≥ τ, and (2) y T + < τ.
For case (1) : If y T + > y P1 , then we have P(y P1 ) > y P1 . Furthermore, based on the exact domain of P(y + i ) that we discussed in the previous section, any impulsive point lies below the point T + for y T + ≥ τ . Therefore, the inequality P(y T + ) < y T + is true, which indicates that there exists a fixed point in the interval (y P1 , y T + ) for the Poincaré map.
If y T + < y P1 , by employing similar methods as shown in proof of Theorem 8, it is easy to know that any solution of system (1) experiences a finite number of pulse effects and then enters into IntΩ h , when it is then free from impulsive effects.
For case (2): If y T + > y P1 , on the one hand, P(y P1 ) > y P1 holds true. On the other hand, the point
is the highest impulsive point due to y T + < τ . Thus, we have P(τ ) < τ , and the theorem is true under this circumstance.
If y T + < y P1 , any solution of system (1) experiences a finite number of pulse effects and then enters into IntΩ h .
Theorem 10
For case (A 12 )(i)(or(iii)), the Poincaré map P(y + i ) exists with at least a fixed point and there exists at least an order-1 periodic solution for system (1) . ) satisfies the following relationship
On the other hand, the point P τ is the lowest impulsive point of the exact phase set here, then we must have
Based on the inequalities (39) and (40) we conclude that there exists at least one fixed point for the P(y < y Q0 , we have the following inequality
besides, the point
is the highest impulsive point, and inequality (38) P(τ ) < τ holds true. Therefore, there exists at least one fixed point for the P(y + i ), i.e. system (1) has at least an order-1 periodic solution.
Theorem 11
For case (A 12 )(ii), the Poincaré map exists with at least one fixed point, i.e. system (1) has at least an order-1 periodic solution.
Proof. Obviously, if y Q + 2 = y Q0 , the curve Q 0 Q 2 should be an order-1 periodic solution of system (1). Otherwise, we consider two cases:
(1) y Q > y Q0 , we obtain
Besides, the point Q + 2 is the highest impulsive point, then the inequality
holds true. Thus, according to these two inequalities above, there exists a fixed point for the Poincaré map P(y
< y Q0 , then we have
Moreover, the point Q + is the lowest impulsive point, then we obtain an inequality as follows:
which shows that there exists a fixed point for the Poincaré map P(y > y Q0 , on the one hand, P(y Q0 ) > y Q0 is true obviously. On the other hand, if the point
is the highest impulsive point, then P(τ ) < τ holds true. With these two inequalities we can clarify that the Poincaré map P(y + i ) has a fixed point. If y Q + 2 < y Q0 , then P(y Q0 ) < y Q0 . Furthermore, as we know that the point Q + is the lowest impulsive point in this case, we obtain the inequality P(y Q + ) ≥ y Q + . It shows that the Poincaré map P(y + i ) exists a fixed point, i.e. system (1) has an order-1 periodic solution. This completes the proof.
From Table 1 and Theorem 3 we know that the exact domains of the impulsive and phase sets and the formula of the Poincaré map for case (A 2 ) are exactly the same as (A 12 ). Therefore, for case (A 2 )(i), (ii), (iii), we have the same conclusions corresponding to the case (A 12 )(i), (ii), (iii) .
Theorem 12
For case (A 2 )(i), (ii), (iii), the fixed point of the Poincaré map P(y + i ) exists and consequently system (1) exists an order-1 periodic solution.
Based on the monotonicity of Poincaré map P(y + i ) in Theorem 7 and the existence of the fixed point of the P(y + i ) that we have discussed above, we will consider the stability of the order-1 periodic solution of system (1) in the following theorems.
Theorem 13
For case (A 11 )(i), if P(y P1 ) > y P1 , then the unique positive fixed point y * of P(y + i ) is globally stable provided that τ ≥ y P1 and P 2 (y
Proof. For case (A 11 )(i), it follows from Theorem 8 that if P(y P2 ) = P(y P1 ) > y P1 , then the P(y + i ) exists one fixed point. Moreover, according to A h ≥ 0 for case (A 1 ) and Lemma 6 we know that P(y
Besides, it is easy to see that P(0) = τ > 0, then the fixed point does not belong to the interval [0, y P2 ]. Furthermore, since P(y + i ) is decreasing on [y P1 , +∞], the uniqueness of fixed point for P(y
* , it follows from monotonicity of P(y
Further, according to the condition P 2 (y
By induction, we conclude that P 2(j−1) (y
is monotonically increasing, and lim j→+∞ P 2j (y
, based on the monotonicity of P(y + i ), there exists a positive integer l such that P l (y
Therefore, the results shown in Theorem 13 are true, and the proof is completed.
Theorem 14
For case (A 11 )(ii), if P(y P1 ) > y P1 , then the fixed point of the P(y + i ) is globally stable provided that it is unique.
Proof. Based on Theorem 8, if P(y P2 ) = P(y P1 ) > y P1 , then the fixed point of the P(y + i ) exists. By using the same analytical methods as those shown in Theorem 13, no fixed point in [0, y P2 ] exists, and the fixed point must be located in the interval (y P1 , +∞). Furthermore, we assume that it is unique.
For case (A 11 )(ii), the Poincaré map P(y + i ) is decreasing on [0, y P2 ] and increasing on [y P1 , +∞). If the fixed point y * ∈ (y P1 , +∞) is unique, then for any y + i ∈ [y P1 , y * ), according to y + i < P(y + i ) < y * , we know that P j (y + ) is monotonically increasing as j increases, and lim j→+∞ P j (y
, based on the monotonicity of P(y + i ), we conclude that P j (y + i ) is monotonically decreasing as j increases, which means that lim j→+∞ P j (y
In conclusion, the result shown in Theorem 14 is true, which completes the proof.
Theorem 15
For case (A 11 )(iii), if P(y P1 ) > y P1 and the fixed point is unique for the Poincaré map P(y + i ), then we have the following results: a) If P(y Mi ) > y Mi (i = 1, 2), then the unique fixed point y * is globally stable.
b) If y P1 ≤ P(y M2 ) = P(y M1 ) ≤ y M1 , then the fixed point y * is globally stable provided that P 2 (y
Proof. It follows from Lemma 6 and Theorem 9 that there exists at least one fixed point y * , which is located in the interval [y P1 , +∞) rather than in [0, y P2 ]. If we further assume that the fixed point of the P(y + i ) is unique, we can show the global stability as follows.
a) If P(y Mi ) > y Mi (i = 1, 2), then the unique fixed point y * is located in the interval [y M1 , +∞). According to Theorem 7 we know that the Poincaré map P(y + i ) is increasing for all y
) is monotonically increasing as j increases, and then lim j→+∞ P j (y
Thus, based on the monotonicity of P(y + i ) we conclude that P j (y + i ) is monotonically decreasing as j increases, which indicates that lim j→+∞ P j (y
, +∞) for a given positive integer l. Therefore, by employing the same method as used for Theorem 14 we have lim j→+∞ P l+j (y , 2) , then the unique fixed point y * of the function P(y
, then it follows from the inequality P(y P1 ) > y P1 that the unique fixed point y * is located in the interval (y P1 , y M1 ]. Therefore, for case (A 11 )(iii), on the one hand, it follows from y P1 ≤ y + i < y * and P(y + i ) is decreasing on [y P1 , y * ) that we have P(y P1 ) ≥ P(y
) is monotonically increasing, and lim j→+∞ P 2j (y
. On the other hand, if y P1 ≤ P(y M2 ) = P(y M1 ) ≤ y M1 , for any y
, there must exist a positive integer l such that P l (y
, which indicates that lim j→+∞ P l+2j (y
Therefore, if y P1 ≤ P(y M2 ) = P(y M1 ) ≤ y M1 , then the fixed point y * is globally stable provided that P 2 (y
is true. This completes the proof.
Theorem 16
For case (A 12 )(i), if the fixed point y * is unique for the Poincaré map P(y + i ), then we have that a) if P(y Q0 ) < y Q0 , the unique fixed point y * is globally stable. b) if P(y Q0 ) > y Q0 , the fixed point y * is globally stable provided that
Proof. Based on Theorem 10, we know that the fixed point of the Poincaré map P(y (1), it follows from y Q0 ≤ y + i < y * and the Poincaré map P(y + i ) is monotonicity decreasing that we have P(y Q0 ) ≥ P(y
* for all j ≥ 1, which means that P 2j (y + i ) is monotonically increasing, and lim j→+∞ P 2j (y (2) and case (3), by using similar methods we can show that there exists a positive integer n such that P n (y
, then according to case (1), we see that the results shown in case b) are true. The proof is completed.
Theorem 17
For case (A 12 )(ii), if the fixed point y * is unique, then we have that a) y * is globally stable if P(y mi ) > y mi (i = 1, 2). b) y * is globally stable if P(y mi ) < y mi (i = 1, 2) and P 2 (y
]. c) if P(y Q0 ) > y Q0 , P(y m2 ) > y m2 and P(y m1 ) < y m1 , then y * is globally stable provided that y * < P 2 (y
, P(y m2 ) > y m2 and P(y m1 ) < y m1 , y * is globally stable.
Proof. Based on Theorem 11, we know that the fixed point of the P(y b) if P(y mi ) < y mi (i = 1, 2), then we consider two cases: (1) y For any y + i ∈ (0, y * ) ∪ (y m2 , +∞), there has a positive integer k such that P k (y + i ) ∈ [y * , y m2 ),then we obtain that lim j→+∞ P k+2j (y
. All these results confirm that those shown in case b) are true.
c) Similarly, we still consider two cases: (1) y
For any y + i ∈ (y * , y m1 ], the monotonicity of P(y + i ) in this interval is decreasing, furthermore, as y * < P 2 (y
, it is easy to know that y * < P 4 (y
. By induction, we have y * < P 2j (y
) for all j ≥ 1, which indicates that P 2j (y + i ) is monotonically decreasing with lim j→+∞ P 2j (y
, similarly there exists a positive integer l such that P l (y
. Thus, we have lim j→+∞ P l+2j (y
, which means that the results shown in case c) are true. d) Again, two cases should be considered: (1) y
For the interval [y m2 , y Q0 ], according to the monotonicity of P(y + i ), it is easy to know that P j1 (y + i ) is monotonically increasing with lim
) is monotonically decreasing with lim
, there also exists a positive integer k such that P k (y + i ) ∈ [y m2 , y Q0 ] and we have lim j1→+∞ P k+j1 (y
. Therefore, the results shown in case d) are true. This completes the proof.
Theorem 18
For case (A 12 )(iii), there exists at least one fixed point. Moreover, if we assume that there is only one fixed point, then for the global stability we have: a) if P(y Q0 ) > y Q0 , the unique fixed point y * is globally stable. b) if P(y Q0 ) < y Q0 , the unique fixed point y * is globally stable provided that
Proof. Based on Theorem 10, we know that the fixed point of the P(y 
The proof is completed.
Order-k periodic solutions
In this subsection, whether the order-k(k ≥ 2) periodic solution of system (1) exists or not has been investigated in some cases.
< y Q0 for case (A 12 )(i)), and if y Q + 2 > y Q0 for case (A 12 )(iii)), then system (1) does not exist a periodic solution with order larger than 2.
Proof. If y T + > y P1 for case (A 11 )(ii) , from Theorem 8 we know that there exists an order-1 periodic solution for system (1) . Without loss of generality, we assume that the order-1 periodic solution passes through the point P (V L , η 0 ) and
, the trajectory with initial point T + will reach the line x = V L at the point T 1 (V L , y T1 ), in view of the uniqueness of any two solutions, we see that the point T 1 lies below the point T , then the point T 1 maps to the point T 
As a result, an order-k(k ≥ 2) periodic solution for system (1) ≥ y P1 for case (A 11 )(i), the conclusions can also be proved by using the same methods. This completes the proof.
Conclusions
Lotka-Volterra predator-prey systems with impulsive effects can provide theories and suggest strategies for deploying a variety of control techniques as part of integrated pest management. The two most common manipulations considered in these systems are the spraying of pesticides and releases of natural enemies of the pest. Previously studied impulsive models have assumed that the interventions (impulsive effects) occurred at either fixed times or at unfixed times. In these models, the quantity of natural enemies released was usually taken to be a constant number [21] [22] [23] [24] [25] [26] [27] . However, factors such as resource limitation, feedback from monitoring data, and management goals were ignored. Consequently, assumptions about the methods used in interventions should be more realistic for real world applications. Therefore, we take the economic threshold level for guiding the implementation of the integrated control tactics, i.e. once the density of the pests arrives the critical size V L , density dependent control interventions including spraying pesticides and releasing natural enemies could be applied immediately. Based on these facts, we proposed a novel Lotka-Volterra predator-prey model here concerning density guided quantities of natural enemies released with a state-dependent feedback control strategy. One of the main purposes was to provide a complete qualitative analysis for system (1) , and show how nonlinear pulse functions affect the dynamics of the system. Firstly, we reviewed the properties of the ODE model (2) with its first integral by using the Lambert W function. Subsequently, in order to define the impulsive sets and phase sets, we analyzed the effects of the key parameters: δ, V L and h on the signs of A h ; τ and θ for the key value In contrast, if A h < 0, the impulsive set is defined by M 0 , as shown in Lemma 1 and Lemma 2. The detailed domains of the impulsive and phase sets of system (1) are described in Table 1 , from which the analytical formula for Poincaré map has been provided, as shown in Theorem 3 and Table 2 . Note that as the quantity of natural enemies released is not a fixed number, the nonlinear term τ 1+θy(t) and the value of √ τ θ−1 θ not only result in difficulties for the construction of the Poincaré map, but also add complexity to the analysis of the periodic solution for the system.
In particular, it can be seen from Theorem 4 that if the quantity of natural enemies released is zero (τ = 0 here), then the dynamics of system (1) strictly depend on the sign of A h . If the quantity A h related to threshold V L is equal to zero, then both the pest and natural enemy populations could coexist, i.e. any solution could be an order-1 periodic solution once the initial point lies in the phase set; If A h < 0 then the boundary order-1 periodic solution is globally stable and the natural enemies will die out eventually; If A h > 0 then the boundary order-1 periodic solution becomes unstable, and system (1) could present a positive order-1 periodic solution, as shown in Fig. 3 . Furthermore, the dynamics of system (1) for τ > 0 have been investigated in more detail in the present paper. The main results reveal that the nonlinear control strategies which depend on the densities of both populations will cause different complex dynamics. That is, variations in the densities of both populations will result in changes to the impulsive functions, thereby generating difficulties and complexities in analyzing the dynamics of system (1).
All the theoretical results shown in the present paper reveal that the nonlinear impulsive control actions are not only more realistic, but also can generate new dynamic behaviour in comparison with those described in previous studies [21, 22, 37] . We can successfully control the pest population such that its density is less than the threshold V L by a finite number of control actions, i.e. the solution of system (1) eventually stabilizes to a periodic solution of the corresponding ODE model. The establishment of impulsive and phase sets and the Poincaré map make it easier to have a clear realization about the dynamic behaviour of the system (1).
There are different kinds of functional response functions which have been introduced into the Lotka-Volterra prey-predator system in many previous papers [26, 27, 38, 39] , which result in the more realistic and complex LotkaVolterra systems. Therefore, a future research direction will not only be to assess how nonlinear impulsive control actions affect the dynamics of models that include such functional responses, but also it could apply the main methods and techniques developed in the present paper to study other analogous biological systems such as the glucose insulin regulatory system with state dependent feedback control [40] .
