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Re´sume´. Soit {Xn}n≥0 une chaˆıne de Markov V -ge´ome´triquement ergodique, ou` V est une
fonction non borne´e a` valeurs dans [1,+∞[. Soit Mn(α) := n−1
∑n
k=1 F (α,Xk−1, Xk), avec
α ∈ A ⊂ R et F (·, ·, ·) une fonction re´elle. Le M−estimateur α̂n est de´fini par Mn(α̂n) ≤
minα∈AMn(α)+ cn, ou` (cn)n est une suite de´croissante de nombres re´els positifs de limite nulle.
Sous des hypothe`ses de re´gularite´ proches de celles du cas i.i.d., et sous la condition de moment(∣∣∣∣∂F∂α (α, x, y)
∣∣∣∣+ ∣∣∣∣∂2F∂α2 (α, x, y)
∣∣∣∣)3+ε ≤ C (V (x) + V (y)),
avec ε > 0 et C > 0 inde´pendants de (x, y), l’estimateur α̂n ve´rifie un the´ore`me de Berry-Esseen
de manie`re uniforme par rapport a` la loi de la chaˆıne de Markov.
Abstract. Let {Xn}n≥0 be a V -geometrically ergodic Markov chain with some fixed unbounded
real-valued function V ≥ 1 and consider Mn(α) := n−1
∑n
k=1 F (α,Xk−1, Xk) with α ∈ A ⊂ R
and some real-valued functional F (·, ·, ·). Let us define the M−estimator α̂n by Mn(α̂n) ≤
minα∈AMn(α) + cn with cn, n ≥ 1 some sequence of real numbers decreasing to zero. Under
some standard regularity assumptions, close to that of the i.i.d case, and under the moment
assumption (∣∣∣∣∂F∂α (α, x, y)
∣∣∣∣+ ∣∣∣∣∂2F∂α2 (α, x, y)
∣∣∣∣)3+ε ≤ C (V (x) + V (y))
for some constants ε > 0 and C > 0, the estimator α̂n satisfies a Berry-Esseen theorem uniformly
with respect to the underlying probability distribution of the Markov chain.
Mots cle´s : The´ore`me de Berry-Esseen, chaˆıne de Markov ge´ome´triquement ergodique,
M−estimateur, me´thode spectrale
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1. Hypothe`ses et e´nonce´ du re´sultat.
Soit {Xn}n≥0 une chaˆıne de Markov d’espace d’e´tats (E, E) et de probabilite´ de transition
{Qθ(x, ·) : x ∈ E}, ou` θ appartient a` un ensemble quelconque Θ de parame`tres. La
probabilite´ initiale note´e µ peut, ou bien eˆtre fixe´e (par exemple e´gale a` une distribution
de Dirac), ou bien de´pendre de θ. On de´signe par Pθ,µ la loi de {Xn}n≥0 (qui de´pend de
Qθ et µ), et par Eθ,µ l’espe´rance associe´e.
Hypothe`se (M). Pour tout θ ∈ Θ, il existe une probabilite´ Qθ-invariante, note´e piθ, et
il existe un fonction V : E→[1,+∞[ non borne´e telle que:
(VG1) b1 := sup
θ∈Θ
piθ(V ) < +∞ ;
(VG2) Il existe κ < 1 et C ≥ 0 tels que l’on ait, pour tous θ ∈ Θ, n ≥ 1 et x ∈ E
sup
{
|Qnθf(x)− piθ(f)| , f : E→C mesurable, |f | ≤ V
}
≤ C κn V (x).
A` θ fixe´, la proprie´te´ pre´ce´dente exprime que {Xn}n≥0 est V -ge´ome´triquement ergodique.
Sous des conditions d’irre´ductibilite´ et d’ape´riodicite´, cette proprie´te´ est e´quivalente a`
la condition de de´rive QθV ≤ ρV + b 1S, ou` ρ < 1, b > 0, et S est un ensemble petit,
voir Meyn et Tweedie (1993) [Th. 16.0.1]. D’apre`s Meyn et Tweedie (1994), pour obtenir
l’uniformite´ en θ dans l’hypothe`se (M), il suffit de ve´rifier que les constantes ρ, b, et celles
intervenant pour de´finir S, ne de´pendent pas de θ.
De´crivons maintenant notre cadre statistique. Le parame`tre d’inte´reˆt, α0 = α0(θ), est
une fonction de la loi de la chaˆıne de Markov, et il est a` valeurs dans un intervalle ouvert






F (α,Xk−1, Xk), (1)
ou` F (·,·,·) est une fonction mesurable re´elle de´finie sur A × E2. Dans ce travail, le
M−estimateur est de´fini comme une variable ale´atoire α̂n qui de´pend des observations




ou` (cn)n≥1 est une suite de nombres re´els positifs ou nuls, tendant vers 0 quand n→+∞.





soit de´fini sur A et ne de´pende pas de µ, d’autre part qu’il existe une unique “vraie”
valeur α0 du parame`tre d’inte´reˆt: ∀α 6= α0, Mθ(α0) < Mθ(α), et enfin que pour tout
(x, y) ∈ E2, l’application α 7→ F (α, x, y) soit de classe C2 sur A. On note F ′(·, ·, ·) et











F ′′(α,Xk−1, Xk). (2)
E´tant donne´s m0 ∈ N et une fonction quelconque ξ : E × E→R, nous ferons appel dans
ce travail a` la condition de moment suivante, qui est naturelle dans notre cadre :
Condition (Dm0). Il existe des constantes re´elles m > m0 et Cξ > 0 telles que
∀α ∈ A, ∀(x, y) ∈ E2, |ξ(α, x, y)|m ≤ Cξ (V (x) + V (y)). (3)
Hypothe`ses.
(V0) F ′ et F ′′ ve´rifient la condition (D3);
(V1) ∀θ ∈ Θ, Eθ,piθ [F ′(α0, X0, X1)] = 0 et α0 est l’unique re´el ve´rifiant cette condition;
(V2) m(θ) := Eθ,piθ [F ′′(α0, X0, X1)] est tel que inf
θ∈Θ
m(θ) > 0;
(V3) ∀n ≥ 1 il existe rn > 0 tel que
√
nrn → 0 et supθ∈Θ Pθ (|M ′n(α̂n)| ≥ rn) = O(n−1/2).






















F ′′(α0, Xk−1, Xk)− nm(θ))2
]
sont bien de´finies, et enfin que supθ∈Θ σj(θ) < ∞ for j = 1, 2 (cf. Th. 2). Aux hy-
pothe`ses (V0)-(V3), nous ajoutons les suivantes :
(V4) infθ∈Θ σj(θ) > 0 for j = 1, 2.
(V5) Il existe η ∈ (0, 1/2) et C > 0 tels que
∀(α, α′) ∈ A2, ∀(x, y) ∈ E2, |F ′′(α, x, y)−F ′′(α′, x, y)| ≤ C |α−α′| (V (x)+V (y))η.
(V6) Il existe γn→ 0 et une constante d > 0 tels que
sup
θ∈Θ
Pθ{ |α̂n − α0| ≥ d } ≤ γn.
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The´ore`me 1 Supposons que l’hypothe`se (M) soit satisfaite, que µ(V ) <∞, que la fonc-
tionnelle F ve´rifie la condition (D1), et que les conditions (V0) a` (V6) soient satisfaites.
Soit τ(θ) := σ1(θ)/m(θ). Alors il existe une constante positive C telle que l’on ait, en
notant Φ la fonction de re´partition de la loi normale centre´e re´duite :






(α̂n − α0) ≤ u
}
− Φ(u)







Si µ de´pend de θ, la condition µ(V ) < ∞ doit eˆtre remplace´e par supθ∈Θ µθ(V ) < ∞, et
la constante C de (4) est alors uniforme par rapport a` µθ. Le The´ore`me 1 correspond au
re´sultat de Michel et Pfanzagl (1971) du cas i.i.d., aux changements suivants pre`s:
1. Les variances du cas i.i.d. (ie. Eθ[F ′(θ,X0)2] et Eθ[(F ′′(θ,X0)−m(θ))2] pour {Xn}n≥0
i.i.d. et F (θ, x) donne´e) sont ici remplace´es par les variances asymptotiques σ21(θ)
et σ22(θ) de´finies plus haut. Ceci est naturel dans notre contexte markovien.
2. La condition de moment d’ordre 3 du cas inde´pendant (ie. supθ∈Θ Eθ[ |F ′(θ,X0)|3+
|F ′′(θ,X0)|3 ] <∞) est remplace´e par la condition de domination (D3). Ce type de
condition est naturel sous l’hypothe`se (M) d’ergodicite´ V -ge´ome´trique. Sous cette
meˆme hypothe`se, Dehay et Yao (2007) ont de´montre´ un the´ore`me limite central
pour l’estimateur du maximum de vraisemblance sous une condition de domination
d’ordre 2 sur F ′ et F ′′ qui correspond a` l’ine´galite´ (3) avec m0 = 2.
3. Michel et Pfanzagl (1971) suppose que M ′n(α̂n) = 0. La condition plus faible (V3)
permet un traitement plus souple en pratique. Les nombres rn de (V3) interviennent
dans (4). Si rn = O(1/n) dans (V3) et γn = O(1/
√
n) dans (V6), on obient alors la
vitesse attendue en O(1/
√
n) dans (4).
A` notre connaissance, le The´ore`me 1 est nouveau, et il comple`te le travail de Dehay et Yao
(2007). Notre condition de moment (V0) est presque optimale (nous avons m > 3 dans
(D3) au lieu de l’ordre m = 3 du cas i.i.d.). La preuve du the´ore`me repose sur la me´thode
de Pfanzagl et sur les re´sultats de Herve´ et Pe`ne (2008). Les de´tails sont pre´sente´s dans
Herve´-Ledoux-Patilea (2009). Nous en rappelons les principaux e´le´ments ci-dessous.
2. Me´thode de Pfanzagl.
La me´thode de Pfanzagl requiert, d’une part la proprie´te´ d’uniforme consistence (V6),
d’autre part de disposer d’un the´ore`me de Berry-Esseen pour une large classe de fonc-
tionnelles du mode`le e´tudie´. E´tant donne´e une fonctionnelle centre´e ξ(α0, x, y), et en
posant Sn(α0) =
∑n
k=1 ξ(α0, Xk−1, Xk), nous devons ici disposer des re´sultats suivants :
(a) La suite {Eθ,µ[S2n(α0)]/n}n≥1 converge vers un nombre re´el σ2(θ).





∣∣∣∣Pθ,µ{ Sn(α0)σ(θ)√n ≤ u}− Φ(u)
∣∣∣∣ ≤ B(ξ)√n .
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Dans la me´thode de Pfanzagl, les proprie´te´s (a) et (b) sont applique´es a` une famille de
fonctionnelles de´finies comme combinaisons line´aires de F ′ et F ′′, et a` cet effet nous avons
besoin d’un controˆle pre´cis de la constante B(ξ) ci-dessus en fonction de la taille de ξ.
Dans le cas i.i.d., le the´ore`me classique de Berry-Esseen fournit un tel controˆle, et l’e´nonce´
correspondant pour les M−estimateurs he´rite de cette condition de moment optimale
(ie. d’ordre 3 pour F ′ et F ′′). La me´thode de Pfanzagl a de´ja` e´te´ mise en oeuvre dans le
contexte markovien, tout d’abord par Rao (1973) dans le cas des chaˆınes uniforme´ment
ergodiques, puis par Milhaud et Raugi (1989) pour les mode`les autore´gressifs line´aires.
Dans ces deux articles, les conditions de moment requises pour la re´solution de (b) sont
assez fortes, et ces conditions se re´percutent sur les fonctions F ′ et F ′′ lorsqu’on de´duit
le the´ore`me de Berry-Esseen pour α̂n. Sous l’hypothe`se (M), les questions (a) et (b)
peuvent eˆtre re´solues graˆce a` la me´thode spectrale de´veloppe´e par Herve´ et Pe`ne (2008),
qui fournit en outre un controˆle de la constante B(ξ). Nous pre´sentons ci-dessous les
e´nonce´s pre´cis que l’on peut de´duire de Herve´ et Pe`ne (2008) pour les fonctionnelles de
type ξ(Xk−1, Xk).
3. The´ore`me de Berry-Esseen pour les fonctionnelles de (Xk−1, Xk).
On suppose ci-dessous que l’hypothe`se (M) est satisfaite et que µ(V ) < ∞ (avec les
pre´cisions de´ja` mentionne´es si µ de´pend de θ). Soit ξ(α, x, y) une fonction re´elle sur
A × E2 telle que la v.a. ξ(α0, Xk−1, Xk) soit inte´grable et centre´e par rapport a` la loi




1. Si ξ ve´rifie la condition (D1), alors on a supθ∈Θ supn≥1 |Eθ,µ[Sn(α0)]| < ∞, donc
limn Eθ,µ [Sn(α0)/n] = 0 pour tout θ ∈ Θ.





est de´fini et ne de´pend pas de µ, de plus σ2(·) est borne´e sur Θ et il existe une constante
C > 0 de´pendant uniquement de la constante Cξ (dans (D2)) et de µ(V ) telle que
∀θ ∈ Θ, ∀n ≥ 1,
∣∣∣∣σ2(θ)− Eθ,µ[Sn(α0)2]n
∣∣∣∣ ≤ Cn .




σ2(θ) > 0, alors il existe une constante
positive B(ξ) telle que




∣∣∣∣Pθ,µ{ Sn(α0)σ(θ)√n ≤ u
}
− Φ(u)
∣∣∣∣ ≤ B(ξ)√n .
En outre la constante B(ξ) de´pend de la fonctionnelle ξ, mais uniquement comme fonction
de σ0 et de la constante Cξ de la condition (D3).
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En adaptant les techniques de transforme´es de Fourier du cas i.i.d., on peut voir que le
the´ore`me 2 re´sulte du lemme suivant qui a un inte´reˆt propre : en effet il fournit, en relation
avec la condition (3), un de´veloppement inte´ressant pour la fonction caracte´ristique de la
v.a. Sn(α0).
Lemma 1 Si ξ ve´rifie la condition (Dm0) avec m0 ∈ N∗, alors il existe β > 0 tel que
∀θ ∈ Θ, ∀n ≥ 1, ∀t ∈ [−β, β], Eθ,µ[eitSn(α0)] = λθ(t)n (1 + Lθ(t)) + rθ,n(t),
ou` λθ(·), Lθ(·) et rθ,n(·) sont des fonctions de classe Cm0 de [−β, β] dans C satisfaisant
λθ(0) = 1, λ
′
θ(0) = 0, Lθ(0) = 0 et rθ,n(0) = 0. En outre il existe ρ ∈ [0, 1[ tel que l’on
ait pour ` = 0, . . . ,m0 :
G` := sup {ρ−n |r(`)θ,n(t)|, |t| ≤ β, θ ∈ Θ, n ≥ 1} <∞.
Enfin les constantes β, ρ, G`, et les constantes suivantes (de´finies pour ` = 0, . . . ,m0)
E` := sup{|λ(`)θ (t)|, |t| ≤ β, θ ∈ Θ} <∞, F` := sup{|L(`)θ (t)|, |t| ≤ β, θ ∈ Θ} <∞,
de´pendent de ξ, mais uniquement comme fonction de la constante Cξ dans (Dm0).
Ce lemme est une conse´quence des re´sultats de Herve´ et Pe`ne (2008).
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