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DIMENSION RESULT AND KPZ FORMULA FOR
TWO-DIMENSIONAL MULTIPLICATIVE CASCADE PROCESSES
By Xiong Jin
CNRS & Universite´ Paris XIII
We prove a Hausdorff dimension result for the image of two-
dimensional multiplicative cascade processes, and we obtain from this
result a KPZ-type formula which normally has one point of phase
transition.
1. Introduction. The famous Knizhnik–Polyakov–Zamolodchikov formu-
la in quantum gravity relates the conformal dimension ∆0 of any field op-
erator of a two-dimensional conformal field theory to the analogous dimen-
sion ∆ of the same operator when the theory is coupled to a two-dimensional
quantum gravity,
∆0 =∆+
γ2
4
∆(∆− 1) for γ =
√
25− c
6
−
√
1− c
6
,(1)
where c is the central charge of the conformal field theory. This formula
was first derived by Knizhnik, Polyakov and Zamolodchikov [12] in 1988 via
Liouville quantum gravity in a light cone gauge, building on a earlier work
of Polyakov [18] in 1987. Shortly after, David [6] provided an alternative
heuristic derivation of the KPZ formula by using Liouville field theory in
the so-called conformal gauge. The KPZ formula has a great influence on
string theory and conformal field theory, and it plays a core role in study-
ing the connections of two-dimensional quantum gravity to random planar
maps, two-dimensional lattice models, random matrix theory and Schramm–
Loewner evolution.
In a recent inspiring paper [8] Duplantier and Sheffield provide (in a math-
ematically rigorous way) a geometrical KPZ formula under a similar frame-
work as used in [6]. They relate the Euclidean scaling exponent x of a fractal
subset of the domain D (with respect to the Lebesgue measure) to the quan-
Received September 2010; revised September 2010.
AMS 2000 subject classifications. Primary 60G18, 60G57; secondary 28A78, 28A80.
Key words and phrases. Hausdorff dimension, image of stochastic process, KPZ for-
mula, multiplicative cascade.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2012, Vol. 40, No. 1, 1–18. This reprint differs from the original in pagination and
typographic detail.
1
2 X. JIN
tum scaling exponent ∆ of the same set (with respect to the Liouville quan-
tum gravity measure, that is, roughly speaking, the measure eγh dz with h
being the Gaussian free field on D). By using large deviation estimates they
prove that x and ∆ satisfy the same formula as (1) (replacing ∆0 by x) for
γ ∈ [0,2).
Inspired by Duplantier and Sheffield’s work, Benjamini and Schramm [5]
prove a Hausdorff dimension version of the geometrical KPZ formula for
random metrics built from Mandelbrot measures constructed in [11]. Adapt-
ing Benjamini and Schramm’s proof, Rhodes and Vargas [19] prove a sim-
ilar result for one-dimensional log-infinite divisible multifractal measures
constructed in [1] and two-dimensional Gaussian multiplicative chaos con-
structed in [9, 20] (like the Liouville quantum gravity measure constructed
in [8]). It is also worth mentioning that following [8] there is the paper of
David and Bauer [7] that gives a physicist’s derivation of the geometrical
KPZ formula via heat kernel methods.
A common feature of the random measures mentioned above (Liouville
quantum gravity measure, Mandelbrot measure, log-infinite divisible mul-
tifractal measure, etc.) is that they are all obtained through a limiting
procedure, and along the procedure the random densities that are used
to construct these measures can always be locally written as a product of
independent weights. These random measures nowadays are mentioned as
multiplicative chaos. The first work on this subject could be traced back
to Kolmogorov [13] in 1941 regarding the local structure of turbulence in
probabiliy interpretation. The study was developed by Yaglom [23] in 1966
(introducing the cascade structure) and Mandelbrot [16, 17] in the early 70s
(refining the cascade structure and pointing out the necessity of using limit-
ing procedures). Then in 1976 Kahane and Peyrie`re [11] completed the work
in [17] regarding Mandelbrot measures, and introduced several fundamental
ideas for the study of multiplicative chaos. Later in 1985 Kahane [9] de-
fined rigorously the Gaussian multiplicative chaos suggested by Mandelbrot
in [16]; in particular his theory gives a rigorous definition of the measure
eγh dz where h is the Gaussian free field. For more details on this subject
one can see, for example, the survey paper [4].
Of special interest to this paper, we would like to present here more
precisely Benjamini and Schramm’s result on the geometrical KPZ formula
for Mandelbrot measures: letW be a positive random variable of expectation
1/2, and let {W (w) :w ∈
⋃
n≥1{0,1}
n} be a sequence of independent copies
of W encoded by the dyadic words. The Mandelbrot measure µ on [0,1]
generated by W is defined as the weak limit of
(dµn(x) = 2
n ·W (x|1)W (x|2) · · ·W (x|n)dx)n≥1,
where for i = 1,2, . . . , and x ∈ [0,1], x|i stands for the first i letters of the
dyadic expansion of x. From [10, 11] one knows that if E(W logW ) < 0,
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then µ is almost surely nondegenerate and without atom, so it induces a ran-
dom metric ρµ on [0,1] given by ρµ(x, y) = µ([x, y]) for 0≤ x < y ≤ 1 (such
a metric was previously considered in [2]). Denote by dimH the Hausdorff
dimension with respect to the Euclidean metric and by dim
ρµ
H the Hausdorff
dimension with respect to ρµ, it is shown in [5] that if E(W
−s)<∞ for all
s ∈ [0,1), then for any Borel set K ⊂ [0,1] with dimHK = ξ0, almost surely
dim
ρµ
H K is equal to a constant ξ ∈ [0,1] satisfying
2−ξ0 = E(W ξ).(2)
In the special case when W = 2−1 · 2−γ
2/4eγH/2, where H = N (0,2 ln 2) is
a normal random variable and γ ∈ [0,2) [notice that E(W logW )< 0 is equiv-
alent to γ < 2], they obtain a geometrical KPZ formula for ρµ,
ξ0 = ξ +
γ2
4
· ξ(1− ξ).(3)
To recover (1) one may let ∆0 = 1 − ξ0 and ∆ = 1 − ξ. Notice that if we
consider the indefinite integral of µ, that is the function Fµ(x) = µ([0, x])
for x ∈ [0,1], then by definition one directly gets
dim
ρµ
H K = dimH Fµ(K).
So Benjamini and Schramm’s result can be also understood as a Hausdorff
dimension result for the image of the increasing process Fµ.
The main goal of this paper is to extend Benjamini and Schramm’s result
to signed multiplicative cascade processes, a class of random multifractal
functions recently constructed in [3] as a natural generalization of Fµ. These
processes are no longer increasing functions, and their graphs normally have
Hausdorff dimension greater than 1, so one would naturally expect a for-
mula that relates sets with dimension smaller than 1 to sets with dimen-
sion larger than 1. This remark led us to directly consider the case of two
signed multiplicative cascades simultaneously. Before stating in more detail
the result we need to recall the definition of two-dimensional multiplica-
tive cascade processes. Let us begin with some notations on the coding
space.
Coding space. Let b≥ 2 be an integer, and let A = {0, . . . , b− 1} be the
alphabet. Let A ∗ =
⋃
n≥0 A
n (by convention A 0 = {∅} the set of empty
word) and A N+ = {0, . . . , b− 1}N+ .
The word obtained by concatenation of u ∈ A ∗ and v ∈ A ∗ ∪ A N+ is
denoted by u · v and sometimes uv. If n ≥ 1 and u = u1 · · ·un ∈A
n, then
for every 1≤ i≤ n, the word u1 · · ·ui is denoted by u|i, and if i= 0 then u|0
stands for ∅. Also, for any infinite word v = v1v2 · · · ∈A
N+ and n≥ 1, v|n
denotes the word v1 · · ·vn and v|0 the empty word.
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The length of a word w is denoted by |w|= n if w ∈A n and |w|=∞ if w ∈
A
N+ . Let pi :w ∈A ∗∪A N+ 7→
∑|w|
i=1wi ·b
−i be the canonical projection from
A
∗∪A N+ onto the interval [0,1]. For w ∈A ∗ denote by Iw = [pi(w), pi(w)+
b−|w|) the b-adic interval encoded by w.
For x ∈ [0,1) and n≥ 1, let x|n = x1 · · ·xn be the unique element of A
n
such that x ∈ Ix1···xn , as well as 1|n = b− 1 · · · b− 1.
Two-dimensional multiplicative cascade processes. Let (Ω,A,P) be the
probability space, and let W = (W1,W2) be a random vector satisfying:
(A0) E(W1) = E(W2) = b
−1;
(A1) ∃q ∈ (1,2] such that E(|W1|
q)∨E(|W2|
q)< b−1;
(A2) ∃s > 2 such that E(|W1|
−s)∨E(|W2|
−s)<∞.
Let {W (w) :w ∈A ∗} be a sequence of independent copies of W .
For k ∈ {1,2}, x ∈ [0,1] and n≥ 1 define the product
Qk(x|n) =Qk(Ix|n) =Wk(x|1) ·Wk(x|2) · · ·Wk(x|n).
For k ∈ {1,2} and n≥ 1 define the random piecewise linear function
Fk,n : t ∈ [0,1] 7→
∫ t
0
bn ·Qk(x|n)dx.
From [3] one has almost surely Fk,n converges uniformly to a limit Fk. The
two-dimensional multiplicative cascade process considered in this paper is
defined as
F : t ∈ [0,1] 7→ (F1(t), F2(t)) ∈R
2.
Notice that if P(W1 =W2) = 1, then almost surely F1 = F2, thus F degen-
erates to a one-dimensional multiplicative cascade process.
Main result. Given ξ0 ∈ [0,1], denote by ξ the smallest solution of the
equation
b−ξ0 = E(|W1|
ξ)∨E(|W2|
ξ)(4)
and ζ the smallest solution of the equation
b−ξ0 = E(|W1|
ζ−1 · |W2|)∨E(|W1| · |W2|
ζ−1).(5)
Also denote by
ξ∗ =− logb(E(|W1|)∨ E(|W2|)).
From assumptions (A0) and (A1) one can easily deduce that ξ∗ ∈ (1/2,1].
Theorem 1. Let K ⊂ [0,1] be any Borel set with dimHK = ξ0.
(i) If P(W1 =W2)< 1, then almost surely
dimH F (K) = ξ ∧ ζ =
{
ξ, if ξ0 ∈ [0, ξ∗];
ζ, if ξ0 ∈ (ξ∗,1].
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(ii) If P(W1 =W2) = 1, then almost surely
dimH F (K) = ξ ∧ 1 =
{
ξ, if ξ0 ∈ [0, ξ∗];
1, if ξ0 ∈ (ξ∗,1].
Let us give two examples to help understand the result.
Example 1. Let X1 and X2 be two random variables both taking values
b−α and −b−α with respective probabilities (1+bα−1)/2 and (1−bα−1)/2 for
some α≤ 1. Suppose that P(X1 =X2)< 1. Let γ ≥ 0 and let H =N (0,2 ln b)
be a normal random variable independent of X1 and X2. Define
W1 =X1 · b
−γ2/4eγH/2 and W2 =X2 · b
−γ2/4eγH/2.
By simple calculation one has for {k, l}= {1,2},
E(|Wk|
ξ) = E(|Wl|
ξ) = E(|Wk|
ξ−1 · |Wl|) = b
−ξα · b−ξ(1−ξ)γ
2/4.
Then assumption (A1) [(A0) and (A2) are automatically satisfied] is equiv-
alent to requiring
γ < 2 and
{
γ − γ2/4< α≤ 1, if γ ≥ 1;
γ2/4 + 1/2< α≤ 1, if γ < 1.
(6)
In such a case, Theorem 1 says that for any Borel set K ⊂ [0,1] with
dimHK = ξ0, almost surely dimH F (K) is equal to a constant ξ ∈ [0,2)
satisfying
ξ0 = α · ξ +
γ2
4
· ξ(1− ξ).
Comparing to (3), this formula has a new parameter α varying in the region
given by (6), and when α < 1, the maximal dimension dimH F ([0,1]) is equal
to
γ2 +4α−
√
(γ2 + 4α)2 − 16γ2
2γ2
∈ (1,2)
if γ > 0 and is equal to 1/α ∈ (1,2) if γ = 0.
Example 2. Now let
W1 =X1 · b
−γ2/4eγH/2 and W2 = b
−1 · b−γ
2/4eγH/2,
so W2 is almost surely positive. For ξ ≥ 0 one has
E(|W1|
ξ)∨E(|W2|
ξ) = b−ξα · b−ξ(1−ξ)γ
2/4,
and for ζ ≥ 1 one has
E(|W1|
ζ−1|W2|) ∨E(|W2|
ζ−1|W1|) = b
−(ζ−1+α) · b−ζ(1−ζ)γ
2/4
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as well as ξ∗ = α. We need the same condition as in (6). In this case, since F2
is almost surely increasing, one can deduce a random metric ρF from F on
[0,1] given by ρF (x, y) = |F (x)−F (y)| for x, y ∈ [0,1]. Then Theorem 1 says
that for any Borel set K ⊂ [0,1] with dimHK = ξ0, almost surely dim
ρF
H K
is equal to a constant ξ ∈ [0,2) satisfying
ξ0 = α · ξ +
γ2
4
· ξ(1− ξ), if ξ0 ∈ [0, α];
ξ0 = ξ − 1 + α+
γ2
4
· ξ(1− ξ), if ξ0 ∈ (α,1].
If α= 1, then we go back to (3). If α < 1, then this KPZ-type formula has
a phase transition at α, and the maximal dimension dimρFH [0,1] is equal to
γ2 +4−
√
(γ2 +4)2 − 16γ2(2−α)
2γ2
∈ (1,2)
if γ > 0 and is equal to 2−α ∈ (1,3/2) if γ = 0.
Remark 1. The reason why we consider the two-dimensional case can
be easily seen from Theorem 1 and Examples 1, 2. If we only consider the
one-dimensional case, as already shown in Theorem 1(ii), the formula will
also have a phase transition at ξ∗, but such a phase transition is indeed
caused by the limitation of the image space.
Remark 2. Examples 1 and 2 are special cases of Theorem 1. In general,
the theorem could provide us with more colorful formulas. In principle, the
formula can have as many points of phase transition as we want.
Remark 3. Finding the Hausdorff dimension of the image of a stochas-
tic process restricted to any Borel set is a classical problem in probability
theory. The first work on this subject could be traced back to Le´vy [14]
and Taylor [21] in 1953, regarding the Hausdorff dimension and Hausdorff
measure of the image of Brownian motion. Since then much progress has
been made for fractional Brownian motion, stable Le´vy process and many
other processes. We refer to the survey paper [22] and the references therein
for more information on this subject.
The proof of Theorem 1 will be given in the next section. We end this
section with some preliminaries.
Hausdorff dimension. If (X,ρ) is a locally compact metric space, for
d≥ 0, δ > 0 and K ⊂X let
Hρ,dδ (K) = inf
{∑
i∈I
|Ui|
d
ρ
}
,
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where the infimum is taken over the set of all the at most countable coverings
{Ui}i∈I of K such that 0 ≤ |Ui|ρ ≤ δ, where |Ui|ρ stands for the diameter
of Ui with respect to ρ. Define
Hρ,d(K) = lim
δց0
Hρ,dδ (K).
Then Hρ,d(K) is called the d-dimensional Hausdorff measure of K with
respect to ρ, and the Hausdorff dimension of K with respect to ρ is the
number
dimρHK = inf{d :H
ρ,d(K)<∞}.
When ρ is the standard Euclidean metric, we often omit the index ρ.
Stationary self-similarity of multiplicative cascade processes. For k ∈ {1,2},
w ∈A ∗ and n≥ 1 define
F
[w]
k,n : t ∈ [0,1] 7→
∫ t
0
bn ·Wk(w · x|1) · · ·Wk(w · x|n)dx.
Since A ∗ is countable, we have almost surely for all w ∈A ∗, F
[w]
k,n converges
uniformly to a limit F
[w]
k and F
[w]
k has the same law as Fk.
By construction for any w ∈A ∗ and t ∈ [0,1] one has
Fk(pi(w) + t · b
−|w|)− Fk(pi(w)) =Qk(w) · F
[w]
k (t).(7)
For w ∈A ∗ define
Zk(w) = F
[w]
k (1)
and
Xk(w) = sup
s,t∈[0,1]
|F
[w]
k (s)−F
[w]
k (t)|.
Then from (7) one has
Fk(pi(w) + b
−|w|)−Fk(pi(w)) =Qk(w) ·Zk(w)
and
Ok(w) =Ok(Iw) := sup
s,t∈Iw
|Fk(s)− Fk(t)|= |Qk(w)| ·Xk(w),
where Qk(w) is independent of Zk(w) and Xk(w).
We will use the convention that Zk = Zk(∅) and Xk =Xk(∅).
By direct calculation, for any q1, q2 ∈R and w ∈A∗ one has
E(O1(w)
q1O2(w)
q2) = E(|W1|
q1 |W2|
q2)|w| ·E(Xq11 X
q2
2 ),
whenever the expectation exists.
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Moments control. It is proved in [3] that for k ∈ {1,2}:
(i) If E(|Wk|
q)< b−1 for some q > 1, then E(Xqk)<∞;
(8)
(ii) If E(|Wk|
−s)<∞ for some s > 0, then E(X−sk )<∞.
2. Proof of Theorem 1.
2.1. Upper bound estimate. For p≥ 0 let
φ(p) = E(|W1|
p)∨E(|W2|
p)
and
φ˜(p) = E(|W1|
p−1 · |W2|)∨ E(|W1| · |W2|
p−1).
We have the following lemma:
Lemma 1. One has φ(p)≤ φ˜(p) if p ∈ [0,1] and φ(p)≥ φ˜(p) if p≥ 1.
Proof. Obviously φ(1) = φ˜(1).
Since |W1||W2| +
|W2|
|W1|
≥ 2, we get φ˜(0)≥ 1 = φ(0).
Let {k, l}= {1,2}. For p > 1 from Ho¨lder’s inequality one gets
E(|Wk|
p−1|Wl|)≤ E(|Wk|
(p−1)·p/(p−1))(p−1)/p ·E(|Wl|
p)1/p
= E(|Wk|
p)(p−1)/p ·E(|Wl|
p)1/p
≤ φ(p).
This implies φ˜(p)≤ φ(p). For p ∈ (0,1) from Ho¨lder’s inequality one gets
E(|Wk|
p) = E(|Wk|
p · |Wl|
−p(1−p) · |Wl|
p(1−p))
≤ E((|Wk|
p · |Wl|
−p(1−p))1/p)p ·E((|Wl|
p(1−p))1/(1−p))1−p
= E(|Wk| · |Wl|
p−1)p ·E(|Wl|
p)1−p
≤ φ˜(p)p ·E(|Wl|
p)1−p.
In an analogous way one can also obtain
E(|Wl|
p)≤ φ˜(p)p ·E(|Wk|
p)1−p.
Then
E(|Wk|
p)≤ φ˜(p)p · φ˜(p)p(1−p) ·E(|Wk|
p)(1−p)(1−p),
which implies E(|Wk|
p)≤ φ˜(p), thus φ(p)≤ φ˜(p). 
Given ξ0 ∈ [0,1] recall the definition of ξ and ζ in (4) and (5).
Notice that under assumptions (A0) and (A1), Lemma 1 ensures that, by
the convexity of φ and φ˜, φ and φ˜ are non increasing on φ˜−1([0,1]). This
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implies that ξ ≤ ζ ≤ 1 if ξ0 ∈ [0, ξ∗] and ξ ≥ ζ > 1 if ξ0 ∈ (ξ∗,1], as well as
φ′(ξ+)≤ 0 and φ˜′(ζ+)≤ 0. Thus given any ε > 0 small enough, one can find
an η > 0 such that
φ(ξ + η)≤ b−(ξ0+ε) and φ˜(ζ + η)≤ b−(ξ0+ε).
From the moments control (8) it is easy to deduce that
E(Xξ+η1 )∨E(X
ξ+η
2 )<∞
as well as for {k, l}= {1,2} and ζ > 1,
E(Xζ+η−1k Xl)≤ E(X
ζ+η
k )
(ζ+η−1)/(ζ+η) ·E(Xζ+ηl )
1/(ζ+η) <∞.
From the definition of Hausdorff dimension, for each n≥ 1 one can find
a sequence In of b-adic intervals such that
K ⊂
⋃
I∈In
I and
∑
I∈In
|I|ξ0+ε ≤ 2−n.
Let δn = supI∈In |F (I)|. Since F is almost surely continuous, δn→ 0 almost
surely. For any interval I ∈ In denote by
O∗(I) =O1(I) ∧O2(I) and O
∗(I) =O1(I) ∨O2(I).
Then we can obtain the desired upper bounds from the following two facts:
(i) If ξ0 ∈ [0, ξ∗]: for each I ⊂ In one can use a single square of side length
2O∗(I) to cover F (I), thus
E(Hξ+ηδn (F (K))) ≤ 2
ξ+η
E
(∑
I∈In
O1(I)
ξ+η ∨O2(I)
ξ+η
)
≤ 2ξ+η
∑
I∈In
E(O1(I)
ξ+η +O2(I)
ξ+η)
≤C ·
∑
I∈In
|I|ξ0+ε
≤C · 2−n,
where C = 2ξ+η+1E(Xξ+η1 )∨E(X
ξ+η
2 ).
(ii) If ξ0 ∈ (ξ∗,1]: for each I ⊂ In one can use no more than ⌊O
∗(I)/O∗(I)⌋-
many squares of side length 2O∗(I) to cover F (I), thus
E(Hζ+ηδn (F (K)))
≤ 2ζ+ηE
(∑
I∈In
(
O2(I)
O1(I)
·O1(I)
ζ+η
)
∨
(
O1(I)
O2(I)
·O2(I)
ζ+η
))
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≤ 2ζ+η
∑
I∈In
E(O2(I)O1(I)
ζ+η−1 +O1(I)O2(I)
ζ+η−1)
≤C ′ ·
∑
I∈In
|I|ξ0+ε
≤C ′ · 2−n,
where C ′ = 2ζ+η+1E(Xζ+η−11 X2)∨E(X
ζ+η−1
2 X1).
2.2. Lower bound estimate. We will use a similar method as in [5] to
estimate the lower bound. First we consider the case P(W1 =W2)< 1.
There is nothing to prove when dimHK = 0, since F (K) is always nonempty.
Let dimHK = ξ0 > 0. Given any δ ∈ (0, ξ0), due to Frostman’s lemma there
exists a Borel probability measure µ0 carried by K such that∫ ∫
s,t∈[0,1]
dµ0(s)dµ0(t)
|s− t|ξ0−δ
<∞.
Let {k, l}= {1,2} and let d ∈ (0,2) be the unique number such that{
E(|Wk|
d) = b−(ξ0−δ), if ξ0 ∈ (0, ξ∗];
E(|Wk| · |Wl|
d−1) = b−(ξ0−δ), if ξ0 ∈ (ξ∗,1].
We may assume that δ is small enough such that d > 1 if ξ0 ∈ (ξ∗,1], and
d ∈ (0,1) if ξ0 ∈ (0, ξ∗].
For w ∈A ∗ let
W˜ (w) =
{
bξ0−δ · |Wk(w)|
d, if ξ0 ∈ (0, ξ∗];
bξ0−δ · |Wk(w)| · |Wl(w)|
d−1, if ξ0 ∈ (ξ∗,1]
and
Q(w) = W˜ (w|1)W˜ (w|2) · · ·W˜ (w).
For n≥ 1 define the random measure µn by
dµn(x) =Q(x|n)dµ0(x).
By construction, (µn)n≥1 is a measure-valued martingale thus yields a weak
limit µ, and µ([0,1] \K) = 0 almost surely.
For s, t ∈ [0,1] define
Kdn(s, t) = |Fk(s)− Fk(t)|
d ∨Ok(s|n)
d(9)
if d ∈ (0,1] and
Kdn(s, t) = (|Fk(s)−Fk(t)|
2 + |Fl(s)−Fl(t)|
2)d/2
(10)
∨ (Ok(s|n)
2 +Ol(s|n)
2)d/2
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if d > 1. Due to the continuity of F , one has almost surely Kdn converges
uniformly to
Kd(s, t) =
{
|Fk(s)−Fk(t)|
d, if d ∈ (0,1];
(|Fk(s)− Fk(t)|
2 + |Fl(s)−Fl(t)|
2)d/2, if d > 1.
We have the following proposition:
Proposition 1. There exists a constant C such that for any 0 ≤ s <
t≤ 1 and n≥ 1,
E
(
dµn(s)dµn(t)
Kdn(s, t)
)
≤C ·
dµ0(s)dµ0(t)
|s− t|ξ0−δ
.
By using Fubini’s theorem, Proposition 1 yields that for any n≥ 1,
E
(∫ ∫
s,t∈[0,1]
dµn(s)dµn(t)
Kdn(s, t)
)
≤ 2C
∫ ∫
s,t∈[0,1]
dµ0(s)dµ0(t)
|s− t|ξ0−δ
<∞.(11)
For any s, t ∈ [0,1] one has
Kdn(s, t)≤ sup
s,t∈[0,1]
|Fk(s)− Fk(t)|
d =Xdk ,
so (11) implies
sup
n≥1
E(X−dk · µn([0,1])
2)<∞.(12)
Notice that for d ∈ (0,1) we have
E(µn([0,1])
2/(1+d)) = E(X
d/(1+d)
k ·X
−d/(1+d)
k · µn([0,1])
2/(1+d))
≤ E(Xk)
d/(1+d) ·E(X−dk · µn([0,1])
2)1/(1+d),
and for d ∈ (1,2) we have for any ε > 0,
E(µn([0,1])
1+ε) = E(X
d(1+ε)/2
k ·X
−d(1+ε)/2
k · µn([0,1])
1+ε)
≤ E(X
d(1+ε)/(1−ε)
k )
(1−ε)/2 ·E(X−dk · µn([0,1])
2)(1+ε)/2.
Thus by using the corresponding martingale convergence theorem we get
from (12) that E(µ([0,1])) = 1. Then by using the same tail event argument
as in [5] we can get P(µ([0,1])> 0) = 1.
Due to the fact that almost surely µn converges weakly to µ and K
d
n
converges uniformly to Kd, we get from (11) that
E
(∫ ∫
s,t∈[0,1]
dµ(s)dµ(t)
Kd(s, t)
)
≤ lim inf
n→∞
E
(∫ ∫
s,t∈[0,1]
dµn(s)dµn(t)
Kdn(s, t)
)
<∞.
Since almost surely µ is carried by K and µ(K) > 0, by using the mass
distribution principle we get the desired lower bound.
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For the case P(W1 =W2) = 1, it is the same proof as above when ξ0 ∈
(0, ξ∗]. When ξ0 ∈ (ξ∗,1], we may take d ∈ (0,1) such that E(|Wk|
d) = b−(ξ∗−δ)
and for w ∈A∗ let
W˜ (w) = bξ∗−δ · |Wk(w)|
d.
Then the same procedure as the case ξ0 ∈ (0, ξ∗] will yield a lower bound d,
which can be arbitrarily close to 1, thus the conclusion.
2.3. Proof of Proposition 1. Recall that Zk = Fk(1). We will frequently
use the following lemma, whose proof will be given in the Section 2.4.
Lemma 2.
(i) For any d ∈ (0,1) there exists a constant Cd such that for any con-
stants A,B ∈R with A 6= 0, one has
E(|AZk +B|
−d)≤Cd · |A|
−d.
(ii) If P(W1 =W2)< 1, then for any d ∈ (1,2) there exists a constant Cd
such that for any constants A1,A2,B1,B2 ∈R with A1A2 6= 0, one has
E((|A1Zk +B1|
2 + |A2Zl +B2|
2)−d/2)≤Cd · |A1|
−1 · |A2|
−d+1.
For n ≥ 1 and w ∈A n \ {b− 1 · · · b− 1} denote by w+ the unique word
in A n such that pi(w+) = pi(w) + b−n.
Since s < t, there exists a unique j ≥ 0 such that s|+j = t|j and s|
+
j+1 6=
t|j+1. This implies pi(s|
+
j+1) + b
−j−1 ≤ t and
b−(j+1) ≤ |s− t| ≤ 2b−j ≤ b−(j−1).
Notice that one has either sj+1 ∈ {0, . . . , b − 2} or sj+1 = b − 1. Without
loss of generality we may assume sj+1 ∈ {0, . . . , b− 2} thus s|
+
j+1 = s|j · r for
r = sj+1+ 1 ∈ {1, . . . , b− 1}.
Recall the definition of Kdn in (9) and (10). We have the following two
situations.
2.3.1. When d < 1.
(i) If j ≥ n, then
dµn(s)dµn(t)
Kdn(s, t)
≤Ok(s|n)
−d ·Q(s|n) ·Q(t|n)dµ0(s)dµ0(t)
= bn(ξ0−δ) ·Xk(s|n)
−d · |Q(t|n)|dµ0(s)dµ0(t).
Since Xk(s|n) and Q(t|n) are independent, we get
E
(
dµn(s)dµn(t)
Kdn(s, t)
)
≤ bn(ξ0−δ) ·E(X−dk )dµ0(s)dµ0(t)
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≤ bξ0−δ ·E(X−dk ) · b
(j−1)(ξ0−δ) dµ0(s)dµ0(t)
≤ bξ0−δ ·E(X−dk ) ·
dµ0(s)dµ0(t)
|s− t|ξ0−δ
.
(ii) If j ≤ n− 1, then
Kdn(s, t)
−1 ≤ |Fk(s)−Fk(t)|
−d
= |Qk(s|
+
j+1) ·Zk(s|
+
j+1) +∆k|
−d,
where ∆k = Fk(t) − Fk(pi(s|
+
j+1) + b
−j−1) + Fk(s|
+
j+1) − Fk(s). Notice that
Zk(s|
+
j+1) is independent of Q(s|n), Q(t|n), Qk(s|
+
j+1) and ∆k. Let
A(s|+j+1) = σ(W (w) : |w| ≤ j +1 or w|j+1 6= s|
+
j+1).(13)
From Lemma 2(i) we get
E
(
dµn(s)dµn(t)
Kdn(s, t)
∣∣∣A(s|+j+1))
≤Cd · |Qk(s|j · r)|
−d ·Q(s|n) ·Q(t|n)dµ0(s)dµ0(t)
=Cd · |Wk(s|j · r)|
−d · b(j+1)(ξ0−δ) ·
n∏
i=j+1
W˜ (s|i) ·Q(t|n)dµ0(s)dµ0(t).
Since all the random variables in the above products are independent, we
get
E
(
dµn(s)dµn(t)
Kdn(s, t)
)
≤Cd ·E(|Wk|
−d) · b(j+1)(ξ0−δ) dµ0(s)dµ0(t)
≤Cd · b
2(ξ0−δ) ·E(|Wk|
−d) ·
dµ0(s)dµ0(t)
|s− t|ξ0−δ
.
2.3.2. When d > 1.
(i) If j ≥ n, then
dµn(s)dµn(t)
Kdn(s, t)
≤
Q(s|n) ·Q(t|n)dµ0(s)dµ0(t)
(Ok(s|n)2 +Ol(s|n)2)d/2
≤
Q(s|n) ·Q(t|n)dµ0(s)dµ0(t)
((Qk(s|n) ·Zk(s|n))2 + (Ql(s|n) ·Zl(s|n))2)d/2
.
Let An = σ(W (w) : |w| ≤ n). From Lemma 2(ii) we get
E
(
dµn(s)dµn(t)
Kdn(s, t)
∣∣∣An)
≤Cd · (|Qk(s|n)| · |Ql(s|n)|
d−1)−1 ·Q(s|n) ·Q(t|n)dµ0(s)dµ0(t)
=Cd · b
n(ξ0−δ) ·Q(t|n)dµ0(s)dµ0(t).
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This implies
E
(
dµn(s)dµn(t)
Kdn(s, t)
)
≤ Cd · b
n(ξ0−δ) dµ0(s)dµ0(t)
≤ Cd · b
ξ0−δ ·
dµ0(s)dµ0(t)
|s− t|ξ0−δ
.
(ii) If j ≤ n− 1, like in Section 2.3.1(ii) one has
Kdn(s, t)
−1
≤ (|Fk(s)− Fk(t)|
2 + |Fl(s)−Fl(t)|
2)−d/2
= (|Qk(s|
+
j+1) ·Zk(s|
+
j+1) +∆k|
2 + |Ql(s|
+
j+1) ·Zl(s|
+
j+1) +∆l|
2)−d/2.
By using Lemma 2(ii) we get
E
(
dµn(s)dµn(t)
Kdn(s, t)
∣∣∣A(s|+j+1))
≤Cd · (|Qk(s|j · r)| · |Ql(s|j · r)|
d−1)−1 ·Q(s|n) ·Q(t|n)dµ0(s)dµ0(t)
=Cd ·Q(s|j · r)
−1 ·Q(s|n) ·Q(t|n)dµ0(s)dµ0(t)
=Cd · W˜ (s|j · r)
−1 · b(j+1)(ξ0−δ) ·
n∏
i=j+1
W˜ (s|i) ·Q(t|n)dµ0(s)dµ0(t).
All the random variables in the above products are independent, so
E
(
dµn(s)dµn(t)
Kdn(s, t)
)
≤Cd ·E(|Wk|
−1|Wl|
1−d) · b(j+1)(ξ0−δ) dµ0(s)dµ0(t)
≤Cd ·E(|Wk|
−1|Wl|
1−d)b2(ξ0−δ) ·
dµ0(s)dµ0(t)
|s− t|ξ0−δ
.
2.3.3. Conclusion. Let
C =
{
max{bξ0−δE(X−dk ),Cdb
2(ξ0−δ)E(|Wk|
−d)}, if ξ0 ∈ (0, ξ∗];
max{Cdb
ξ0−δ,Cdb
2(ξ0−δ)E(|Wk|
−1|Wl|
1−d)}, if ξ0 ∈ (ξ∗,1].
Then we get the conclusion from Section 2.3.1 and 2.3.2.
2.4. Proof of Lemma 2.
(i) Let ϕk(x) = E(e
ixZk) be the characteristic function of Zk. From (7) we
have the following functional equation:
Zk =
b−1∑
j=0
Wk(j) ·Zk(j).(14)
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This implies
ϕk(x) = E
(
b−1∏
j=0
ϕk(x ·Wk(j))
)
.
Notice that given x ∈R one has |ϕk(x)|= |ϕk(−x)|= |ϕk(|x|)|, so
|ϕk(x)| ≤ E
(
b−1∏
j=0
|ϕk(x ·Wk(j))|
)
= E
(
b−1∏
j=0
|ϕk(x · |Wk(j)|)|
)
,
which implies
|ϕk(x)| ≤ E(|ϕk(x · |Wk|)|)
b.(15)
Starting from (15) and following the proof of Theorem 2.1 in [15] one can
prove the following result:
If E(|Wk|
−s)<∞ for some s > 0, then |ϕk(x)|=O(|x|
−s) when x→∞.
Under assumption (A2) this result will imply that ϕk ∈ L
1(R), thus Zk has
a bounded density function fk with ‖fk‖∞ ≤Ck :=
∫
R
|ϕk(x)|dx <∞. This
gives us
E(|AZk +B|
−d) =
∫
R
fk(x)
|Ax+B|d
dx
= |A|−d
∫
R
fk(x)
|x+B/A|d
dx
= |A|−d
∫
R
fk(u−B/A)
|u|d
du
= |A|−d
(∫
|u|>1
fk(u−B/A)
|u|d
du+
∫
|u|≤1
fk(u−B/A)
|u|d
du
)
≤ |A|−d ·
(
1 +Ck
∫
|u|≤1
1
|u|d
du
)
.
(ii) First we assume that Zk and Zl have a bounded joint density func-
tion f with ‖f‖∞ =C <∞, then
E((|A1Zk +B1|
2 + |A2Zl +B2|
2)−d/2)
=
∫ ∫
f(x, y)
(|A1x+B1|2 + |A2y +B2|2)d/2
dxdy
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= |A2|
−d
∫ ∫
f(x, y)
(|(A1/A2)x+B1/A2|2 + |y +B2/A2|2)d/2
dxdy
≤ |A2|
−d |A2|
|A1|
∫ ∫
f((A2/A1)u−B1/A1, v−B2/A2)
(u2 + v2)d/2
dudv
≤ |A1|
−1|A2|
−d+1
(
1 +C
∫ ∫
|u|2+|v|2≤1
1
(u2 + v2)d/2
dudv
)
,
which gives us the conclusion. So it is enough to show that the characteristic
function
ϕ : (x, y) ∈R2 7→ ϕ(x, y) = E(ei(xZk+yZl))
is in L1(R2). For we consider the polar coordinates: for r ∈R+ and θ ∈ [0,2pi)
define
ϕ(r, θ) = ϕ(r cos θ, r sinθ) = E(ei(r cos θZk+r sinθZl)).(16)
Let ψ(r) = supθ∈[0,2pi) |ϕ(r, θ)|. Clearly ψ(r) ≤ 1, so it is enough to show
that ψ(r) =O(r−s) for some s > 2 when r→∞. This can be done by using
a similar argument as in (i): from (16) and (14) one has
ϕ(r, θ) = E
(
b−1∏
j=0
ϕ(r ·W (j), θ + θ(j))
)
,
whereW (j) =
√
|Wk(j)|2 + |Wl(j)|2 and θj = arccos(Wk(j)/W (j)). This gives
us
ψ(r)≤ E(ψ(r ·W ))b where W =
√
|Wk|2 + |Wl|2.(17)
Again, starting from inequality (17) and following the proof of Theorem 2.1
in [15] (with a nontrivial modification which we will present later), one can
prove the following result:
If E(W
−s
)<∞ for some s > 0, then ψ(r) =O(r−s) when r→∞.(18)
Then we can get the conclusion due to assumption (A2).
The nontrivial modification for proving (18) is the part that proves ψ(r)< 1
holds for all r > 0, the rest of the proof will follow easily from the proof of
Theorem 2.1 in [15]. In order to prove that ψ(r)< 1 holds for all r > 0, first
we show that ψ(r)< 1 holds for all r small enough.
Suppose that it is not the case. Then we can find sequences rn → 0 and
θn ∈ [0,2pi) such that |ϕ(rn, θn)|= 1, and thus there exists a subset Ω
′ ⊂ Ω
with P(Ω′) = 1 and a sequence ζn ∈ [0,2pi) such that
rn cos θnZk(ω) + rn sinθnZl(ω) ∈ ζn +2piZ
holds for all n≥ 1 and ω ∈Ω′. In other words, for any ω,ω′ ∈Ω′ one has
rn cos θn(Zk(ω)−Zk(ω
′)) + rn sinθn(Zl(ω)−Zl(ω
′)) ∈ 2piZ ∀n≥ 1.
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From rn→ 0 one gets
cos θn(Zk(ω)−Zk(ω
′)) + sin θn(Zl(ω)−Zl(ω
′)) = 0
for all n large enough. Since cos θn and sinθn cannot be equal to 0 at the
same time and Zk, Zl are not almost surely a constant, there exist a subset
Ω′′ ⊂Ω′ with P(Ω′′) = 1 and a constant c 6= 0 such that
Zk(ω)−Zk(ω
′) = c(Zl(ω)−Zl(ω
′))
holds for all ω,ω′ ∈ Ω′′. This implies that Zk − cZl is a constant on Ω
′′. In
other words,
∑b−1
j=0Wk(j)Zk(j) − cWl(j)Zl(j) is almost surely a constant.
But this could happen only if Wk(j)Zk(j) − cWl(j)Zl(j) is almost surely
equal to 0 for each j = 0, . . . , b− 1 (since they are i.i.d. random variables).
So we get c = 1 and Wk =Wl almost surely, which is contradictory to the
assumption P(W1 =W2)< 1.
Now suppose that there exists an h > 0 such that ψ(h) = 1, and we may
assume that ψ(r)< 1 holds for all 0< r < h. From (17) we get
1 = ψ(h)≤ E(ψ(h ·W ))b ≤ 1.
This implies that almost surely ψ(h · W ) = 1. Due to (A1) there exists
q ∈ (1,2] such that E(|W1|
q) ∨ E(|W2|
q)< b−1. Since q/2< 1, by using sub-
additivity of x→ xq/2, we get that
P(W ≥ 1)≤ E((|Wk|
2 + |Wl|
2)q/2)
≤ E(|Wk|
q + |Wl|
q)
< 2b−1
≤ 1.
Thus there exists δ < 1 such that ψ(h · δ) = 1, which is a contradiction.
Acknowledgments. The author would like to gratefully thank the referee
for his careful reading of the original manuscript and for his many useful
comments and suggestions.
REFERENCES
[1] Bacry, E. and Muzy, J. F. (2003). Log-infinitely divisible multifractal processes.
Comm. Math. Phys. 236 449–475. MR2021198
[2] Barral, J. (1999). Moments, continuite´, et analyse multifractale des martingales de
Mandelbrot. Probab. Theory Related Fields 113 535–569. MR1717530
[3] Barral, J., Jin, X. and Mandelbrot, B. (2010). Convergence of complex multi-
plicative cascades. Ann. Appl. Probab. 20 1219–1252. MR2676938
[4] Barral, J. and Mandelbrot, B. B. (2004). Random multiplicative multifractal
measures. I, II, III. In Fractal Geometry and Applications: A Jubilee of Benoˆıt
Mandelbrot, Part 2. Proc. Sympos. Pure Math. 72 3–90. Amer. Math. Soc., Prov-
idence, RI.
18 X. JIN
[5] Benjamini, I. and Schramm, O. (2009). KPZ in one dimensional random geometry
of multiplicative cascades. Comm. Math. Phys. 289 653–662. MR2506765
[6] David, F. (1988). Conformal field theories coupled to 2-D gravity in the conformal
gauge. Modern Phys. Lett. A 3 1651–1656. MR0981529
[7] David, F. and Bauer, M. (2009). Another derivation of the geometrical KPZ rela-
tions. J. Stat. Mech. Theory Exp. 3 P03004, 9. MR2495865
[8] Duplantier, B. and Sheffield, S. (2008). Liouville quantum gravity and KPZ.
Available at arXiv:0808.1560.
[9] Kahane, J.-P. (1985). Sur le chaos multiplicatif. Ann. Sci. Math. Que´bec 9 105–150.
MR0829798
[10] Kahane, J.-P. (1987). Multiplications ale´atoires et dimensions de Hausdorff. Ann.
Inst. H. Poincare´ Probab. Statist. 23 289–296. MR0898497
[11] Kahane, J. P. and Peyrie`re, J. (1976). Sur certaines martingales de Benoˆıt Man-
delbrot. Advances in Math. 22 131–145. MR0431355
[12] Knizhnik, V. G., Polyakov, A. M. and Zamolodchikov, A. B. (1988). Fractal
structure of 2D-quantum gravity. Modern Phys. Lett. A 3 819–826. MR0947880
[13] Kolmogorov, A. N. (1991). The local structure of turbulence in incompressible
viscous fluid for very large Reynolds numbers. Proc. Roy. Soc. London Ser. A
434 9–13. MR1124922
[14] Le´vy, P. (1953). La mesure de Hausdorff de la courbe du mouvement brownien.
Giorn. Ist. Ital. Attuari 16 1–37. MR0064344
[15] Liu, Q. (2001). Asymptotic properties and absolute continuity of laws stable by
random weighted mean. Stochastic Process. Appl. 95 83–107. MR1847093
[16] Mandelbrot, B. (1972). A possible refinement of the lognormal hypothesis concern-
ing the distribution of energy in intermittent turbulence. In Statistical Models
and Turbulence. Lecture Notes in Phys. 12 333–335. Springer, Berlin.
[17] Mandelbrot, B. (1974). Intermittent turbulence in self similar cascades: Divergence
of high moments and dimension of carrier. J. Fluid Mech. 62 331–358.
[18] Polyakov, A. M. (1987). Quantum gravity in two dimensions. Modern Phys. Lett.
A 2 893–898. MR0913671
[19] Rhodes, R. and Vargas, V. (2008). KPZ formula for log-infinitely divisible multi-
fractal random measures. Available at arXiv.0807.1036.
[20] Robert, R. and Vargas, V. (2010). Gaussian multiplicative chaos revisited. Ann.
Probab. 38 605–631. MR2642887
[21] Taylor, S. J. (1953). The Hausdorff α-dimensional measure of Brownian paths in
n-space. Proc. Cambridge Philos. Soc. 49 31–39. MR0052719
[22] Xiao, Y. (2004). Random fractals and Markov processes. In Fractal Geometry and
Applications: A Jubilee of Benoˆıt Mandelbrot, Part 2. Proc. Sympos. Pure Math.
72 261–338. Amer. Math. Soc., Providence, RI. MR2112126
[23] Yaglom, A. M. (1966). Effect of fluctuations in energy dissipation rate on the form
of turbulence characteristics in the inertial subrange. Dokl. Akad. Nauk SSSR
166 49–52.
LAGA
Institut Galile´e
Universite´ Paris 13
93430 Villetaneuse
France
E-mail: xiongjin82@gmail.com
