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1 Introduction
The Yamabe problem asks, in dimension n ≥ 3, to find on a given smooth
closed Riemannian manifold (Mn, g) a conformal metric which has constant
scalar curvature. This is the same as finding a solution of
− Lgu = λ1(−Lg)u
n+2
n−2 , u > 0, on M, (1)
where
Lg := ∆g − n− 2
4(n− 1)Rg
is the conformal Laplacian of g, ∆g is the Laplace-Beltrami operator, Rg is the
scalar curvature of g, and λ1(−Lg) is the first eigenvalue of −Lg. The answer
was proved affirmative through the works of Yamabe himself [84], Trudinger
[74], Aubin [5] and Schoen [68]. Different solutions to the Yamabe problem in
the case n ≤ 5 and in the case (M, g) is locally conformally flat were later given
by Bahri and Brezis [7] and Bahri [6].
Let M(M, g) denote the set of smooth solutions of (1). It is not difficult
to see that M(M, g) consists of one element if λ1(−Lg) < 0, and is equal
to {au¯ | a > 0} for some positive function u¯ on M if λ1(−Lg) = 0. When
λ1(−Lg) > 0, things are much more complex. Schoen proved in the pioneering
work [69] that if (Mn, g) is locally conformally flat with positive λ1(−Lg), n ≥ 3,
then
sup
{
‖u‖Cm(M) + ‖u−1‖Cm(M)
∣∣∣ u ∈ M(M, g)} <∞, ∀ m = 1, 2, 3, . . .
(2)
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It was conjectured in [69] and [70], with a suggested strategy, that (2) holds
for general Riemannian manifolds (Mn, g), n ≥ 3, and λ1(−Lg) > 0. Following
the strategy, Li and Zhu proved in [62] the compactness result (2) in dimension
n = 3. Subsequent independent works were carried out by three groups as
follows. Druet proved in [25] that (2) holds for n = 4 if sup { ‖u‖H1(M) | u ∈
M(M, g)} < ∞; and in [26] that (2) holds for n = 4, 5. Li and Zhang proved
in [59] that sup { ‖u‖H1(M) | u ∈ M(M, g)} < ∞, for n = 4; in [60] that (2)
holds for 4 ≤ n ≤ 7, or if |Wg| + |∇Wg | > 0 on M , or for n = 8, 9 provided
that the positive mass theorem holds in these dimensions; and in [61] that (2)
holds for n = 10, 11 provided that the positive mass theorem holds in these
dimensions. Marques proved in [65] that (2) holds for 4 ≤ n ≤ 7, or if |Wg| > 0
on M . Surprisingly, Brendle gave in [10] a counterexample to (2) in dimension
n ≥ 51. In subsequent papers, Khuri, Marques and Schoen in [48] extended
(2) to 12 ≤ n ≤ 24 provided that the positive mass theorem holds in these
dimensions, while Brendle and Marques in [12] improved the dimensions for
counterexamples to n ≥ 25. In the above works to establish the compactness
property (2) in dimension n ≤ 24, the Liouville type theorem of Caffarelli, Gidas
and Spruck in [14] has played a very important role.
For compact manifolds with boundary, analogues of the Yamabe problem has
been studied by many authors, see e.g. Cherrier [23], Escobar [28], [29], Han
and Li [43], [44], Ambrosetti, Li and Malchiodi [4], Brendle [8], [9], Felli and
Ould Ahmedou [31], Marques [64], [66], Almaraz [3], Brendle and Chen [11] and
the references therein. Since the works of Viaclovsky [79], [81] and of Chang,
Gursky and Yang [15], [16], there has been much activity on fully nonlinear
versions of the Yamabe problem (see e.g. [19], [55], [75], [82], and the references
therein) and of the Yamabe problem on manifolds with boundary ([53], [21],
[46], [45], [22]); see also [67] and [36] for some other boundary conditions. In
particular, a very general fully nonlinear version was proposed, and solved when
the manifold is closed and locally conformally flat, by Li and Li [50], [52] (see
also [38]). Along this line, we consider analogues for manifolds with boundary.
Let Γ be an open cone in Rn and f be a function defined on Γ such that
Γ ⊂ Rn is an open convex symmetric cone with vertex at the origin, (3)
Γn := {λ ∈ Rn|λi > 0} ⊂ Γ ⊂ Γ1 := {λ ∈ Rn|λ1 + . . .+ λn > 0}. (4)
f ∈ C∞(Γ) ∩ C0(Γ¯) is a non-negative symmetric function of λ, (5)
f > 0,
∂f
∂λk
> 0 in Γ (1 ≤ k ≤ n), and f |∂Γ = 0, (6)
n∑
k=1
∂f
∂λk
≥ δ in Γ for some constant δ > 0. (7)
In some cases, we will also assume that
f is homogeneous of degree one on Γ, (8)
and/or
f is concave in Γ. (9)
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Note that if (f,Γ) satisfies (3)-(6), (8) and (9), then (7) is automatically satisfied;
see [78]. Important examples of such (f,Γ) are (σ
1
k
k ,Γk) where σk is the k-th
elementary symmetric function, i.e. σk(λ) =
∑
i1<...<ik
λi1 . . . λik , and Γk =
{λ ∈ Rn : σl(λ) > 0, 1 ≤ l ≤ k}. It is well known that (f,Γ) = (σ
1
k
k ,Γk)
satisfies (3)-(9) and Γk is the connected component of {σk > 0} containing
Γn ≡ {λi > 0}. See e.g. [13] where fully nonlinear elliptic equations with
eigenvalues of the Hessian ∇2u in such cones were first studied. In Section 6,
we give a construction for f satisfying (5)-(9) for a given cone Γ that satisfies
(3), (4) and admits a smooth concave defining function, i.e. there exists some
function h ∈ C∞(Γ) ∩C0(Γ¯) satisfying ∇2h ≤ 0 in Γ, h > 0 in Γ and h = 0 on
∂Γ.
Let (Mn, g) be a smooth compact Riemannian manifold with boundary (n
≥ 3), Ag denote the Schouten tensor of M , i.e.
Ag =
1
n− 2
(
Ricg − Rg
2(n− 1)g
)
,
and λ(Ag) denote its eigenvalues with respect to the metric g. Here Ricg denotes
the Ricci curvature of g. Let hg denote the mean curvature of ∂M with respect
to the inner normal (so that the mean curvature of a Euclidean ball is positive).
Let N1, . . . , Nm be the components of ∂M and c1, . . . cm be real numbers.
Consider the problem
f(λ(A
u
4
n−2 g
)) = 1 in M◦,
λ(A
u
4
n−2 g
) ∈ Γ and u > 0 in M,
h
u
4
n−2 g
= ck on Nk, k = 1 . . .m.
(10)
Note that under a conformal change of the metric, the Schouten tensor and the
mean curvature change according to
A
u
4
n−2 g
= − 2
n− 2u
−1∇2gu+
2n
(n− 2)2 u
−2∇gu⊗∇gu− 2
(n− 2)2 u
−2|∇gu|2 I+Ag,
and
h
u
4
n−2 g
= u−
n
n−2
[∂u
∂ν
+
n− 2
2
hg u
]
.
Here ν is the outer unit normal to ∂M .
On closed manifolds, the primitive of problem (10), i.e. the first two lines in
(10) under the assumption that λ(Ag) ∈ Γ, has been examined extensively in the
literature. The problem for (f,Γ) = (σ
1
k
k ,Γk) was first proposed by Viaclovsky
in [79]. Chang, Gursky and Yang [15] proved, for (f,Γ) = (σ
1
2
2 ,Γ2) in dimension
n = 4, the existence and compactness of solutions. Li and Li [52] proved the
existence and compactness of solutions on locally conformally flat Riemannian
manifolds for (f,Γ) satisfying (3)-(6) and (9); see [38], [50] and [37] for earlier
results on (f,Γ) = (σ
1
k
k ,Γk). These existence and compactness results have
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been extended as follows. Gursky and Viaclovsky [42] proved the existence and
compactness of solutions for (f,Γ) = (σ
1
k
k ,Γk), n < 2k; see [81] and [41] for
some earlier results, as well as a later related paper [76]. Trudinger and Wang
[77] proved the existence and compactness of solutions for (f,Γ) = (σ
1
k
k ,Γk) in
dimension n = 2k for all k ≥ 2. Sheng, Trudinger and Wang [73] proved the
existence result for (f,Γ) = (σ
1
2
2 ,Γ2) in dimensions n ≥ 3; while an independent
proof was given by Ge and Wang [32] in dimensions n > 8. The previously
mentioned Liouville type theorem in [14] was extended by Li and Li [52] to
(f,Γ) satisfying (3)-(6); see [15], [17] and [50] for some earlier results.
The case where (f,Γ) = (σ1,Γ1) boils down to the Yamabe problem on
manifolds with boundary in the “positive case”. This particular case was studied
in [23], [28], [29], [43], [44], [4] and [9]. In these works, it is important to consider
the first eigenvalue λ1 of the eigenvalue problem{ −∆gϕ+ n−24(n−1)Rgϕ = λϕ in M◦,
∂ϕ
∂ν +
n−2
2 hgϕ = 0 on ∂M.
(11)
In the literature, (M, g) is sometimes classified as of positive, negative or zero
type according to whether λ1 is positive, negative or zero. The signs of λ1 is in-
variant under a conformal change of metrics, i.e. sign(λ1(M, g)) = sign(λ1(M, ξ
4
n−2 g))
for any positive smooth function ξ onM . We note that in order for (10) to have
a solution when (f,Γ) = (σ1,Γ1) and ck = 0, it is necessary that (M, g) is of
positive type, i.e. (M, g) admits a conformal metric of positive scalar curvature
and minimal boundary. Conversely, it was proved, when c1 = · · · = cm = c ∈ R,
in [43] and [44] that the problem (10) is solvable for (f,Γ) = (σ1,Γ1) under one
of the following hypotheses:
(i) n ≥ 3, (M, g) is locally conformally flat, ∂M is umbilic, and λ1(M, g) >
0;
(ii) n ≥ 5, ∂M is not umbilic, and λ1(M, g) > 0.
Note that the case c1 = · · · = cm = 0 was proved earlier in [28] and [29], where
other cases were also studied. Recall that a hypersurface is umbilic if its second
fundamental form is a multiple of the metric.
We introduce the following definition.
Definition 1 Let (M, g) be a smooth compact Riemannian manifold with bound-
ary ∂M and Γ satisfy (3) and (4).
(a) We say that (M, g) is of Γ-positive type if there is a C2 positive function u
on M such that the conformal metric g˜ = u
4
n−2 g satisfies λ(Ag˜) ∈ Γ in M
and hg˜ ≥ 0 on ∂M .
(b) We say that (M, g) is of Γ-nonpositive type if there is a C0,1 positive function
u on M such that the conformal metric g˜ = u
4
n−2 g satisfies λ(Ag˜) ∈ ∂Γ in
M◦ and hg˜ ≤ 0 on ∂M in the viscosity sense (see Definition 3 in Section
6).
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Clearly, a necessary condition for the solvability of (10) for ck = 0 is that
(M, g) is of Γ-positive type. Also, if (M, g) is of Γ-positive type, then λ1(M, g) >
0. We note that the two types are mutually exclusive, see Lemmas 15 in Section
6. Moreover, if (M, g) is locally conformally flat, ∂M is umbilic, λ1(M, g) >
0, and Γ satisfies (3)-(4) and admits a smooth defining concave function, then
(M, g) must be of Γ-positive or Γ-nonpositive type; see Lemma 16 in Section 6.
Example 1 Let M = SSn \ (B1 ∪ B2) where SSn is the standard sphere, B1
and B2 are two disjoint non-touching geodesic balls in SS
n. Then M is of Γk-
positive type for 1 ≤ k < n2 , and of Γk-nonpositive type for n2 ≤ k ≤ n. For a
proof, see Section 6.
Concerning the existence of solutions to (10), Jin, Li and Li showed in [46]
that ifM has umbilic boundary and is locally conformally flat near its boundary,
then (10) is always solvable when Γ ⊂ Γj for some j > n2 , ck ≥ 0, and (M, g)
is of Γ-positive type. In the same paper, they showed that the requirement Γ
⊂ Γj for some j > n2 can be relaxed if c1 = . . . = cm = 0. A similar statement
was proved independently by Chen [21].
Concerning estimates for solutions of (10), local first and second derivative
estimates are fairly well established. Under the assumption that 0 < u < b for
some positive constant b, local interior gradient estimates were established in
[56] for (f,Γ) satisfying (3)-(8); while under an additional concavity assumption
of f in Γ, different proofs were given in [20], [56] and [83]. The estimates for
(f,Γ) = (σ
1
k
k ,Γk) were proved earlier in [39]. Local boundary gradient estimates
were established in [56] for (f,Γ) satisfying (3)-(8); while on locally conformally
flat manifolds with umbilic boundary, a different proof was given in [21] under
the additional assumptions that f is concave in Γ, ck ≥ 0, and Γ ⊂ Γ2 if ck > 0.
Under a much stronger assumption that a < u < b for some positive con-
stants a and b, local interior and boundary estimates for (f,Γ) satisfying (3)-(8)
were established in [51] and [46] respectively. Local interior second derivative
estimates were proved in [39] for (f,Γ) = (σ
1
k
k ,Γk) and were extended in [50]
to (f,Γ) satisfying (3)-(6), (8) and (9). Local boundary second derivative es-
timates for (f,Γ) satisfying (3)-(6), (8) and (9) on locally conformally flat M
with umbilic boundary ∂M were established in [46] for ck ≥ 0. Similar results
were obtained independently by different methods in [21]. The locally confor-
mally flat assumption is unnecessary — see [46] for (f,Γ) = (σ
1
n
n ,Γn) and [45]
for general (f,Γ).
The main purpose of this paper is to establish C0 bounds for solutions of
(10) for the case whereM is a smooth locally conformally flat compact manifold
with umbilic boundary. Such estimates enable us to establish, in view of the
aforementioned first and second derivative estimates, the degree theory for fully
nonlinear elliptic operators of second order in [54] and the degree counting
formula in [43], the existence of solutions of (10) for non-negative ck’s.
Theorem 1 Let (Mn, g), n ≥ 3, be a smooth compact locally conformally flat
Riemannian manifold with umbilic boundary ∂M and N1, . . . , Nm be the com-
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ponents of ∂M . Assume that (M,g) is not conformally equivalent to the stan-
dard half-sphere SSn+. Let (f,Γ) satisfy (3)-(8) and assume that (M, g) is of Γ-
positive type. For any given β > 0 there exists a constant C = C(n, (M, g), (f,Γ), β)
such that if u ∈ C2(M) is a positive solution to (10) for some constants c1, . . . ,
cm satisfying |ck| ≤ β, then
‖u‖C0(M,g) + ‖u−1‖C0(M,g) ≤ C. (12)
Remark 1 We note that in Theorem 1, we do not assume that f be concave.
Also, regarding the upper bound of u, it suffices to assume that λ1(M, g) > 0
instead of (M, g) is of Γ-positive type (see Proposition 3 in Section 3).
Theorem 2 Let (Mn, g), n ≥ 3, be a smooth compact locally conformally flat
Riemannian manifold with umbilic boundary ∂M and N1, . . . , Nm be the com-
ponents of ∂M . Let (f,Γ) satisfy (3)-(6) and assume that (M, g) is of Γ-positive
type. Assume in addition condition (9), i.e. f is concave. Then, for any collec-
tion of non-negative numbers ck ≥ 0, there exists a positive solution u ∈ C∞(M)
of (10).
Moreover if (M, g) is not conformally equivalent to the standard half-sphere,
then any such u satisfies, for any l = 0, 1, . . . ,
‖u‖Cl(M) + ‖u−1‖Cl(M) ≤ C, (13)
where C depends on n, (M, g), (f,Γ), {ck} and l.
It should be noted that if one removes the non-negativity assumption on
{ck} in Theorem 2, estimate (13) may fail. In fact, for any ǫ > 0 and any 2 ≤
k ≤ n, there exist two non-touching geodesic balls of the standard sphere SSn,
denoted by B1 and B2, and a sequence of smooth positive solutions {ul} of (10)
with M = SSn \ (B1∪B2), N1 = ∂B1, N2 = ∂B2, (f,Γ) = (σ
1
k
k ,Γk), c1 = 0, −ǫ
< c2(l) < 0 such that ‖ul‖C2(M) → ∞. See Lemma 14 for details. As pointed
out earlier, when 2 ≤ k < n2 , M is of Γk-positive type and therefore satisfies the
hypotheses of Theorem 2. We thus ask the following question.
Question 1 Does the existence part of Theorem 2 hold without the non-negativity
assumption on {ck}?
Another relevant question is:
Question 2 Does the existence part of Theorem 2 hold for general boundary
∂M?
In the special case where (f,Γ) = (σ1,Γ1), Theorems 1 and 2 were proved
by Han and Li in [43]. Our proof of Theorem 1 is very different. A proof along
the line of [43] would require more development in the analysis of fully nonlinear
conformally invariant equations.
As mentioned earlier, an analogue of Theorem 1 for closed locally conformally
flat Riemannian manifolds was established by Li and Li [52]. An important in-
gredient in their approach was the use of the positive mass theorem of Schoen
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and Yau [71] for locally conformally flat manifolds to reduce their analysis to
that on a Euclidean domain. This approach is also useful in our setting. As a
tool for the passage from locally conformally flat manifolds with umbilic bound-
ary to Euclidean domains, we establish, based on the positive mass theorem,
Theorem 3 Let (Mn, g), n ≥ 3, be a smooth compact locally conformally flat
Riemannian manifold with (non-empty) umbilic boundary ∂M . Assume in addi-
tion that λ1(M, g) > 0. Then there exist a non-empty family of non-overlapping
geodesic open balls {Bα} in the standard sphere (SSn, gSSn) and a closed subset
Λ of SSn of Hausdorff dimension at most n−22 such that the following conclu-
sions hold.
(i) There exists a smooth conformal covering map Ψ : G := SSn \ (∪Bα ∪Λ)
→ (M, g), where G is equipped with the metric inherited from the round
SSn.
(ii) If B¯α ∩ B¯β = {p}, then p ∈ Λ.
(iii) If {Bαj} ⊂ {Bα} is a sequence of distinct balls “converging” to a point p,
i.e. their centers converge to p in SSn and their radii tend to 0, then p ∈
Λ.
(iv) If we write the pull-back metric of g to G by Ψ as w
4
n−2 gSSn, then
w(p)→∞ as dist SSn(p,Λ)→ 0.
By virtue of Theorem 3, the analysis of (10) can be “reduced” to that of an
analogue on a Euclidean domain with a possibly singular boundary. Let B =
Br(x) ⊂ Rn be a ball and {Bα = Brα(xα)} be a family of (possibly empty, at
most countably many) open and mutually non-overlapping balls contained in
B. Let Λ be a (possibly empty) closed subset of B¯ \ (∪Bα) satisfying
(i)
( ∪Bα) ∪ Λ 6= ∅,
(ii) if B¯α ∩ B¯β = {p}, or B¯α ∩ ∂B = {p}, then p ∈ Λ,
(iii) if {Bαj} ⊂ {Bα} is a sequence of distinct balls “converging” to a point p
in B¯ in the sense that xαj → p and rαj → 0, then p ∈ Λ.
Note that by these assumptions, the set
Ω := B \ (∪B¯α ∪ Λ)
is and open set. Consider on Ω the following equation
f(λ(A
u
4
n−2 gflat
)) = 1 in Ω,
λ(A
u
4
n−2 gflat
) ∈ Γ and u > 0 in Ω¯ \ Λ,
u(x)→∞ as x→ Λ,
∂u
∂ν +
n−2
2r u = c(B)u
n
n−2 on ∂B \ Λ,
∂u
∂ν − n−22rα u = c(Bα)u
n
n−2 on ∂Bα \ Λ.
(14)
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Here gflat is the Euclidean flat metric and ν is the outer unit normal.
Theorem 4 Let (Ω,Λ) be as above and (f,Γ) satisfy (3)-(7). For any given β
> 0 and ǫ > 0 there exists a constant C = C(n, f,Γ, (Ω,Λ), β, ǫ) such that if u
∈ C2(Ω¯ \ Λ) satisfies (14) for some constants c(B), c(Bα) > −β, then
sup{u(x) : x ∈ Ω¯, dist (x,Λ) ≥ ǫ} ≤ C.
Here when Λ = ∅, the set {x ∈ Ω¯ : dist (x,Λ) ≥ ǫ} is understood as Ω¯.
It is readily seen that Theorems 3 and 4 imply the “upper bound” in Theorem
1.
Remark 2 (a) In fact, in the case where the family {Bα} is empty or finite,
the estimate in Theorem 4 takes a better form:
sup{u(x) : x ∈ Ω¯, dist (x,Λ) ≥ ǫ} ≤ C(n, f,Γ, (Ω,Λ), β) ǫ−n−22 .
(b) As far as interior estimate is concerned in Theorem 4, the assumption (7)
can be dropped. The conclusion one gets is
u(x) ≤ C(n, f,Γ, β) dist (x, ∂Ω)− n−22 in Ω.
Note that the constant above does not depend on (Ω,Λ). Also, ∂Ω contains Λ
by definition. See Proposition 2 in Section 3.
One might have noticed that between Theorem 1 and Theorem 2, there is
some additional restriction on the sign of the constants ck’s. This is due to the
limit of known local C2 estimates which were used in the proof of Theorem 2.
Since this is of special relevance to our result, we state it as a reference.
Theorem A ([46]) Let (f,Γ) satisfy (3)-(6), (8) and (9). Let (M, g) be a
smooth locally conformally flat Riemannian manifold with umbilic boundary, O
be an open subset of M , and η and ψ > 0 be smooth functions satisfying one of
the following conditions:
(i) η ≡ 0 and ∂ψ∂ν ≡ 0 on (O ∩ ∂M)× R,
(ii) or η > 0 on (O ∩ ∂M)× R.
Then for any O1 ⋐ O and C0 > 0, there exists a constant C depends only on
(M, g), (f,Γ), (η, ψ), O1, O and C0 such that for any u ∈ C2(O) satisfying
f(λ(A
u
4
n−2 g
)) = ψ(x, u) in O,
λ(A
u
4
n−2 g
) ∈ Γ and u > 0 in O,
∂u
∂ν +
n−2
2 hg u = η(x, u) on O ∩ ∂M,
(15)
and
|u|+ |u−1|+ |∇u| ≤ C0 in O,
there holds
|∇2u| ≤ C in O1.
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Note that in [46], u ∈ C4(O) was assumed. On the other hand, by standard
elliptic theories, a C2(O) solution of (15) is in C∞(O); see e.g. [35, Lemma
17.16].
As mentioned earlier, similar results were proved independently by a different
method in [21], and the locally conformally flat assumption onM is unnecessary
([46], [45]). See also [22] where related equations were treated. Second derivative
estimates for fully nonlinear elliptic equations with Neumann type boundary
conditions can be found in [63] and the references in.
Naturally one asks if the estimate in Theorem A holds for arbitrary choices
of smooth η and ψ > 0. In particular, does it hold for η ≡ c and ψ ≡ 1 where c
is a negative constant? Evidently, such estimate holds for (f,Γ) = (σ1,Γ1). It
turns out that the answer is negative, in general, for any (f,Γ) = (σ
1
k
k ,Γk) with
2 ≤ k ≤ n (see Lemma 13 in Section 5).
Concerning Question 1, simple examples of manifolds that give a positive
answer are ones that are conformally covered by the standard half sphere.
Proposition 1 (a) Assume that (M, g) is conformally covered by the standard
half sphere SSn+. Then for any c ∈ R, there exists a metric gˆ which is con-
formal to g, has constant sectional curvature 1, and has constant boundary
mean curvature c.
(b) Let M be a smooth compact locally conformally flat Riemannian manifold
with umbilic boundary. The following statements are equivalent.
(i) M is conformally covered by the standard half sphere.
(ii) M is of Γn-positive type.
(iii) M is of Γ˜-positive type for some Γ˜ ⊂ Γk, n2 ≤ k ≤ n.
To shed more light on the failure of C2 estimates and the existence of so-
lutions for the σk equation with 2 ≤ k < n2 , we state here a result for annuli
which we will present in another paper. Consider
σk(λ(A
u
4
n−2 gflat
)) = 1 in BR \B1,
λ(A
u
4
n−2 gflat
) ∈ Γk and u > 0 in B¯R \B1,
∂u
∂r +
n−2
2 u = −c1 n−22 u
n
n−2 on ∂B1,
∂u
∂r +
n−2
2R u = c2
n−2
2R u
n
n−2 on ∂BR,
(16)
where c1 and c2 are given constants.
Theorem 5 ([57]) Assume that 1 ≤ k < n2 .
(a) If c1 + c2 ≥ 0, then (16) has a radial solution for any R > 1.
(b) If c1 + c2 < 0, there exists R∗ = R∗(c1, c2, n, k) > 1 such that (16) has a
radial solution for R ≥ R∗. Moreover, if k ≥ 2, R∗ can be chosen so that
(16) has no radial solution for 1 < R < R∗.
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(c) If c1 = c2 = 0, (16) always has a radial solution, which is a constant mul-
tiple of the cylindrical metric on the punctured space. If, in addition, R >
exp π√
n−2k , then (16) has an additional radial solution.
In connection with the failure of boundary C2 estimates for negative ck’s, it
is natural to ask the following question.
Question 3 Even though local boundary C2 estimate may fail, what can one
say about C1,α estimates for conformally invariant elliptic equations? More
generally, if w > 0 satisfies a fully nonlinear elliptic partial differential equation
of the form 
f(λ(∇2w + b |∇w|2w I)) = ψ(x,w) in B+1 (0),
λ(∇2w + b |∇w|2w I) ∈ Γ in B¯+1 (0),
wn = η(x,w) on B1(0) ∩ {xn = 0},
w + w−1 + |∇w| ≤ C1 in B+1 (0),
for some constant b and some positive smooth function ψ, can one say
[∇w]0,α;B+
1/2
(0) ≤ C(n, f,Γ, ψ, η, b, C1)
for some 0 < α < 1? (To see the connection between the above equation and
(15), simply put w−2 gflat = u
4
n−2 g, then b = −1/2 and η(x,w) ≡constant
correspond to the conformally invariant one.)
An important property of (10) is its invariance under conformal transforma-
tions. More precisely, if ψ : (M˜, g˜) → (M, g) is a bijective conformal transfor-
mation and u solves (10), then u˜ = |Jacψ|n−22n u ◦ ψ satisfies
f(λ(A
u˜
4
n−2 g˜
)) = 1 in M˜,
λ(A
u˜
4
n−2 g˜
) ∈ Γ and u˜ > 0 in M˜,
∂u˜
∂ν +
n−2
2 hg˜ u˜ = ck u˜
n
n−2 on ψ−1(Nk), k = 1 . . .m.
In [50], it was shown that any conformally invariant differential operator of
second order on a Euclidean domain must be of the form f(λ(A
u
4
n−2 gflat
))
where gflat is the flat metric on R
n for some symmetric function f . It turns
out that a similar classification for conformally invariant boundary differential
operators can be carried out.
Since the conformally invariant property involves not only the geometry of
the boundary but also that of the ambient space, we model a boundary operator
on Euclidean domains by
B : Rn × R× Rn × SSn × Symn×n → R
(x, u,∇u, ν,H) 7→ B(x, u,∇u, ν,H).
Here ν and H play the roles of the outer unit normal and the Weingarten map
of the boundary respectively, and Symn×n denotes the set of symmetric n × n
matrices.
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Definition 2 We say that B is conformally invariant if for any Mo¨bius trans-
formation ψ of Rn, u ∈ C1(Rn), ν ∈ C0(Rn;SSn), and H ∈ C0(Rn; Symn×n),
there holds
B(·, uψ,∇uψ, ν,H) = B(ψ, u ◦ ψ, (∇u) ◦ ψ, νψ, Hψ), (17)
where
uψ(x) = |Jacψ|n−22n (x)u ◦ ψ(x),
νψ(x) =
(dψ(x))∗(ν(x))
|(dψ(x))∗(ν(x))| ,
Hψ(x) = |Jacψ(x)|− 1n (H + 1
n
∇|Jacψ(x)| · ν(x)
|Jacψ(x)| I).
Note that if H is the Weingarten map of a submanifold Nn−1 ⊂ Rn with unit
normal vector ν, then Hψ is the Weingarten map of ψ(N).
Theorem 6 If B is a conformally invariant boundary operator then
B(x, s, p, ν,H) = B
(
0, 1, 0, e, s−
2
n−2
(
H +
2
n− 2
p · ν
s
I
))
,
where e is any arbitrary unit vector. In particular, prescribing a conformally in-
variant “boundary condition” on an umbilic boundary is equivalent to prescribing
its mean curvature.
The rest of the paper is organized as follows. We start with the proof of
Theorem 3 in Section 2. Section 3 is devoted to the proofs of Theorems 1 and
4. The proof of Theorem 2 and of Proposition 1 are carried out in Section
4. In Section 5, we present counterexamples to local and global C2 estimates
discussed above. Some simple relevance results to the notion of Γ-type are done
in Section 6. The classification result in Theorem 6 is done in Appendix A.
Finally, in Appendix B we define a degree theory for second order nonlinear
elliptic equations with nonlinear oblique boundary conditions.
2 The holonomy covering of a locally confor-
mally flat manifold with umbilic boundary
In this section, we prove Theorem 3. The idea is to attach another copy of M
toM along its boundary and to use the corresponding result of Schoen and Yau
[71] on closed manifolds.
Proof of Theorem 3. Since λ1(M, g) > 0, we can assume that Rg > 0 in
M and hg = 0 on ∂M . This can be achieved by working with gˆ = ϕ
4
n−2 g for
a positive eigenfunction ϕ of (11). Let M2 be the double of M obtained by
attaching a second copy of M to M along its boundary. Extend the metric g
11
to M2 by an even extension. Then, as ∂M is umbilic and minimal, (M2, g) is a
closed C2,1-regular locally conformally flat manifold whose scalar curvature is a
positive function on M2.
Let M˜2 be the universal covering of M2 with covering map π. Equip M˜2
with the metric g˜ inherited from g. By a deep result of Schoen and Yau (see
[71, Theorems 4.5, 4.7]), there exists an injective conformal map Φ : M˜2 → SSn
such that ∂Φ(M˜2) is the same as SS
n \Φ(M˜2) and has Hausdorff dimension at
most n−22 .
Let Mˆ be any connected component of π−1(M) ⊂ M˜2. Then π : Mˆ →
M is a covering map. In particular, (Mˆ, g˜) is a complete locally conformally
flat manifold with umbilic boundary. We will show that Φ(Mˆ) is of the form
SSn \ (∪Bα ∪ Λ) where Bα and Λ are as described in the statement of the
theorem.
We claim that there is an identification of each component Nˆ of ∂Mˆ with a
geodesic (n− 1)-sphere SNˆ of SSn such that the following holds:
(a) Φ(Nˆ) is contained and dense in SNˆ , Φ(Nˆ) is open in the relative topology
of SNˆ , and SNˆ \ Φ(Nˆ) has Hausdorff dimension at most n−22 ,
(b) For any two different components Nˆ1 and Nˆ2 of ∂Mˆ , SNˆ1 ∩ SNˆ2 cannot
contain more than one point,
(c) Φ(Mˆ \ Nˆ) belongs to only one component of SSn \SNˆ .
First, if Nˆ is a component of the boundary of Mˆ , then, by umbilicity, Φ(Nˆ)
is contained in some geodesic (n− 1)-sphere of SSn, which will be denoted by
SNˆ . Clearly, Φ(Nˆ) is open in SNˆ . Let ZNˆ denote the boundary of Φ(Nˆ) in
SNˆ and consider a point p in ZNˆ . Then there exists xˆk ∈ Nˆ such that Φ(xˆk)→
p in the topology of SNˆ , and so in the topology of SS
n. If p = Φ(x˜) for some x˜
∈ M˜2, the injectivity and local invertability of Φ implies that xˆk → x˜, and so x˜
∈ Nˆ and so p ∈ Φ(Nˆ), which contradicts the choice of p. We conclude that the
boundary ZNˆ must be a subset of SS
n \Φ(M˜2), and thus must have Hausdorff
dimension at most n−22 < n− 2.
We claim that Φ(Nˆ) is dense in SNˆ . Indeed, if not, then exist ǫ > 0 and
p, q ∈ SNˆ such that B2ǫ(p) ⊂ Φ(Nˆ) and B2ǫ(q) ∩ Φ(Nˆ) = ∅, where B2ǫ(p) and
B2ǫ(q) denote the geodesic balls in SNˆ . We can then easily construct a Lipschitz
map ψ : ZNˆ → ∂Bǫ(p) which is onto. To see the existence of such ψ, we may
assume (modulo a self-diffeomorphism of SNˆ ) that p and q are antipodal points
of SNˆ . Then along each geodesic connecting p and q there must be a point in
ZNˆ . Then the map projects ZNˆ along geodesics to ∂Bǫ(p) is clearly Lipschitz
and onto. The existence of such a ψ implies that the Hausdorff dimension of
ZNˆ is not smaller than that of ∂Bǫ(p) which is n− 2, violating the fact that the
Hausdorff dimension of ZNˆ ≤ n−22 . We have proved that Φ(Nˆ) is dense in SNˆ .
It follows that ZNˆ = SNˆ \ Φ(Nˆ). We have established (a).
Next, consider two different components Nˆ1 and Nˆ2 of the boundary of Mˆ
where SNˆ1 ∩ SNˆ2 is non-empty. Then either SNˆ1 ∩ SNˆ2 consists of a single
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point or it is an (n− 2)-sphere. Pick any point p in this intersection. Then we
can pick xˆk ∈ Nˆ1 and yˆk ∈ Nˆ2 such that Φ(xˆk) and Φ(yˆk) converge to p in the
topology of SSn. Therefore, if p = Φ(x˜) for some x˜ ∈ M˜2, we can argue as in the
previous paragraph to get xˆk, yˆk → x˜, which implies x˜ ∈ Nˆ1 ∩ Nˆ2 contradicting
our initial assumption that Nˆ1 and Nˆ2 are different connected components of
∂Mˆ . We infer that SNˆ1 ∩SNˆ2 is a subset of SSn \Φ(M˜2) and so has Hausdorff
dimension at most n−22 < n − 2. This implies that SNˆ1 ∩ SNˆ2 consists of a
single point. We have established (b).
Consider a sphere SNˆ where Nˆ is some component of ∂Mˆ . Then SNˆ sepa-
rates SSn into two components. We claim that Φ(Mˆ \ Nˆ) is contained in only
one of those two components. Arguing indirectly, assume for some xˆ and yˆ in
Mˆ \ Nˆ that Φ(xˆ) and Φ(yˆ) belong to different components of SSn \SNˆ . Let γ
be a path in Mˆ \ Nˆ that connects xˆ to yˆ. Then Φ ◦ γ is a path in Φ(Mˆ \ Nˆ)
that connects Φ(xˆ) to Φ(yˆ). Since γ(t0) is not in Nˆ , there exists an open neigh-
borhood of γ(t0) which has no intersection with Nˆ , so Φ ◦ γ(t0) is not in the
closure of Φ(Nˆ), violating (a). Part (c) is proved.
By the above claim, for each component Nˆ of ∂Mˆ , there is a component
of SSn \SNˆ , which we will denote by BNˆ , that does not intersect Φ(Mˆ). We
would like to say that {Bα} := {BNˆ} and Λ := [SSn \Φ(M˜2)]∩ [SSn \ (∪BNˆ )]
meet the requirements in our theorem.
As shown before, if two spheres SNˆ1 and SNˆ2 intersect non-trivially, the
intersection consists of a single point. Hence, the balls Bα are non-overlapping.
Also, by construction, Λ is closed in SSn and has Hausdorff dimension at most
n−2
2 . In addition, (ii) is evident according to our earlier consideration.
To show (iii), we assume that {BNˆj} converges to a point p in SSn where
{Nˆj} is a sequence of distinct components of ∂Mˆ . Assume by contradiction
that p does not belong to Λ, clearly p = Φ(x˜) ∈ Φ(M˜2) for some x˜ ∈ M˜2.
Then the injectivity and local invertability of Φ implies that for any ǫ > 0, all
Nˆj must eventually lie in an ǫ-ball centered at x˜. On the other hand, we can
always pick some δ sufficiently small so that any δ-neighborhood of π(x) ∈ M2
cannot intersect more than one component of ∂M . Since π : M˜2 → M2 is a
local isometry, we get a contradiction for ǫ < δ.
Before proving (i), we claim that the set G := SSn \ (∪Bα∪Λ) is connected.
The connectedness of SSn \Λ and ∂Bα \Λ is a consequence of the fact that the
Hausdorff dimension of Λ is less than n− 2, by an argument used earlier. Next
we show that G is connected. Pick p and q in G and a path γ : [0, 1]→ SSn \Λ
which connects p to q. If γ intersect infinitely many Bα’s, then as these balls
are non-overlapping, we can pick a subsequence of them that shrinks to a point
on γ which contradicts (iii) and the definition of γ. Hence γ can only intersect
at most finitely many Bα. Therefore, it suffices to show that for any ball Bα
that intersect γ, we can modify γ to γ˜ that does not intersect Bα. Define
tα = sup{0 ≤ t ≤ 1 : γ(s) /∈ Bα for 0 ≤ s ≤ t},
t¯α = inf{0 ≤ t ≤ 1 : γ(s) /∈ Bα for t ≤ s ≤ 1}.
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Then these numbers are well-defined and tα < t¯α. Moreover, we must have
γ(tα) and γ(t¯α) belongs to ∂Bα \ Λ. We then obtain γ˜ from γ by replacing
γ([t1, t¯1]) by a path in ∂B1 \ Λ with same endpoints. The claim follows.
To prove (i), we need to show that G = Φ(Mˆ). As Bα does not intersect
Φ(Mˆ), we must have Φ(Mˆ) ⊂ G. Since G is also connected, it suffices to show
that Φ(Mˆ) is both closed and open in G. To see that Φ(Mˆ) is closed in G,
pick pk = Φ(xˆk) ∈ Φ(Mˆ) such that pk → p ∈ G. By the definition of p, p =
Φ(x˜) for some x˜ ∈ M˜2. The injectivity and local invertability of Φ then implies
that xˆk → x˜, which shows x˜ ∈ Mˆ and so p ∈ Φ(Mˆ). To see that Φ(Mˆ) is open
in G, pick a point p = Φ(xˆ) ∈ Φ(Mˆ). If xˆ ∈ Mˆ◦, then by the injectivity and
local invertability of Φ, p is an interior point of Φ(Mˆ) relative to G. Hence, it
is enough to consider xˆ ∈ ∂M , i.e. p ∈ ∂Bα0 for some α0. By (iii), using the
fact that p is not in Λ, we can pick a ball Bδ(p) in SS
n such that Bδ(p) ∩ ∂Bα
= ∅ for all α 6= Bα0 , and Bδ(p) \ ∂Bα0 has exactly two components, one is
Bδ(p)∩ (G \ ∂Bα0) and the other is Bδ(p)∩Bα0 . By lowering δ if necessary, we
can further assume that Φ|Φ−1(Bδ(p)) : Φ−1(Bδ(p))→ Bδ(p) is a bijection. Using
the definition ofM2, Mˆ and M˜2, we infer that Φ|Φ−1(Bδ(p))∩Mˆ : Φ−1(Bδ(p))∩Mˆ
→ Bδ(p)∩G is also a bijection, which implies that p is an interior point of Φ(Mˆ)
relative to G. Hence Φ(Mˆ) is open (and closed) in G. Assertion (i) follows with
Ψ = π ◦ Φ−1.
Finally, we show (iv). Let w˜
4
n−2 gSSn be the pull-back of g˜ to Φ(M˜2) by Φ
−1.
Then (Φ(M˜2), w˜
4
n−2 gSSn) is a complete manifold. Hence, by an application of
the Harnack inequality (see [71, Proposition 2.6]), we have
w˜(p) ≥ c dist (p, ∂Φ(M˜2))−n−22 , p ∈ Φ(M˜2),
where c is some positive constant. Since w = w˜|Ω, (iv) follows. Theorem 3 is
established. 
3 C0 estimates
In this section, we first prove Theorem 4 and then use it in conjunction with The-
orem 3 to prove Theorem 1. Throughout the section, unless otherwise stated,
we will use Br(x) to denote the open ball of radius r centered at x in R
n, n ≥
3.
For a positive C2 function u, define
Au = − 2
n− 2u
−n+2n−2 ∇2u+ 2n
(n− 2)2 u
− 2nn−2 ∇u⊗∇u− 2
(n− 2)2 u
− 2nn−2 |∇u|2 I.
As noted in the introduction, if gflat is the flat metric of R
n and g˜ = u
4
n−2 gflat,
then Ag˜ = u
4
n−2Auij dx
i dxj .
For the ease of exposition, we define a pair (F,U) by
U = {M ∈ Symn×n : λ(M) ∈ Γ},
F (M) = f(λ(M)).
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Here λ(M) denotes the set of (real) eigenvalues of a symmetric matrix M and
Symn×n denotes the set of symmetric n× n matrices. Then the equation
f(λ(A
u
4
n−2 gflat
)) = 1 and λ(A
u
4
n−2 gflat
) ∈ Γ
is equivalent to
F (Au) = 1 and Au ∈ U.
It is standard to check that (3)-(8), imply
U is invariant under orthogonal conjugation, i.e. Ot U O = U
for any orthogonal matrix O,
(18)
U ∩ {M + tN : t > 0} is convex for any M,N ∈ Symn×n, N ≥ 0, (19)
tr(M) :=
∑
i
Mii ≥ 0 for any M ∈ U, (20)
F is invariant under orthogonal conjugation, i.e. F (OtM O) =
F (M) for any orthogonal matrix O and M ∈ U , (21)
F is homogeneous of degree one, (22)
F ∈ C1(U) and (Fij(M)) > 0 for all M ∈ U where Fij(M) = ∂F
∂Mij
(M), (23)
there exists δ > 0 such that
F (M) < 1 for all M ∈ U, ‖M‖ =
√∑
M2ij < δ. (24)
We will use the method of moving spheres, a variant of the method of moving
planes developed through the works of Alexandrov [2], Serrin [72] and Gidas,
Ni and Nirenberg [33], [34]. For a continuous function w, a point x and a real
number λ > 0, let wλx denote its Kelvin transformation with respect to the
sphere ∂Bλ(x), i.e.
wλx(y) =
λn−2
|y − x|n−2 w
(
x+
λ2(y − x)
|y − x|2
)
wherever the expression makes sense.
We will also use the notation
ψλx(y) = x+
λ2(y − x)
|y − x|2 .
The proof of Theorem 4 is split into two parts: the “interior” estimate and
the “boundary” estimate. We first treat the interior estimate, as it is easier to
present and already contains most of the ideas of the proof for the other part.
3.1 Interior C0 estimate
Proposition 2 Let (F,U) satisfy (18)-(21), (23), and (24) and (Ω,Λ) be as
in Theorem 4, though allowing (∪Bα) ∪ Λ = ∅. For any β > 0, there exists a
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constant C depending only on n, (F,U) and β such that if u ∈ C2(Ω)∩C1(Ω¯\Λ)
is a positive solution of (14) for some c(B), c(Bα) > −β, there holds
u(x) ≤ C dist (x, ∂Ω)− n−22 for all x ∈ Ω.
We first sketch the proof and then fill in the details later. Fix a point x ∈
Ω. We rescale to get a “unit size” solution by
Ωˆ = {y : x+ u(x)− 2n−2 y ∈ Ω}, Λˆ = {y : x+ u(x)− 2n−2 y ∈ Λ},
Bˆ = {y : x+ u(x)− 2n−2 y ∈ B}, Bˆα = {y : x+ u(x)− 2n−2 y ∈ Bα},
uˆ(y) =
1
u(x)
u
(
u(x)−
2
n−2 y
)
.
(25)
By the conformally invariant property, uˆ satisfies
F (Auˆ) = 1 in Ωˆ,
Auˆ ∈ U and uˆ > 0 in Ωˆ,
uˆ(x)→∞ as x→ Λˆ,
∂uˆ
∂ν +
n−2
2 hˆ uˆ ≥ −β uˆ
n
n−2 on ∂Ωˆ \ Λˆ,
uˆ(0) = 1.
(26)
Here hˆ is the mean curvature of ∂Ωˆ \ Λˆ, i.e.
hˆ =

1
u(x)
2
n−2 r
on ∂Bˆ,
− 1
u(x)
2
n−2 rα
on ∂Bˆα.
(27)
To finish the proof, we need to show that
dist (0, ∂Ωˆ) = u(x)
2
n−2dist (x, ∂Ω) ≤ C(n, F, U, β).
For this end, we employ the method of moving spheres. Define
λ¯ = sup{0 < λ < dist (0, ∂Ωˆ) : uˆλ0 (y) ≤ uˆ(y) for all y ∈ Ωˆ \Bλ(0)}.
Note that λ¯ is well-defined in light of the following lemma.
Lemma 1 ([58]) Let D be an open subset of Rn and w ∈ C0,1(D) satisfy
inf
BR(0)∩D
w > 0 for any R > 0.
If D is unbounded, assume in addition that
lim inf
|y|→∞
|y|n−2w(y) > 0.
For any x ∈ D, there exists λ1 > 0 such that Bλ1(x) ⊂ D and for any 0 < λ
< λ1 and y ∈ D \Bλ(x), we have
wλx(y) ≤ w(y).
16
The remain of the proof is split into two independent parts.
Step 1: λ¯ ≤ C(n, F, U);
Step 2: dist (0, ∂Ωˆ) ≤ C(n, β)(λ¯2 + λ¯).
Evidently, these imply the result.
In the proof of Step 2, we need the following gradient estimate:
|∇ ln uˆ| ≤ C(n)
λ¯
in Bλ¯/2(0).
For the ease in exposition, we first present the proof of this estimate.
3.1.1 Gradient estimates
Interior gradient estimates were established in [56]. Here we provide a simpler
and self-contained proof for a somewhat different version of interior gradient
estimates which suffice for our purpose. The proof of Proposition 2 can be
made shorter if we use the interior gradient estimates in [56], but the arguments
therein are considerably more involved.
Lemma 2 Let w ∈ C0(Bλ(0)), λ > 0, be a positive function. Assume that
wηz (y) ≤ w(y) for any Bη(z) ⊂ Bλ(0) and y ∈ Bλ(0) \Bη(z).
Then lnw is locally Lipschitz in Bλ(0) and
|∇ lnw(x)| ≤ n− 2
λ− |x| for a.e. x ∈ Bλ(0).
Remark 3 Under a stronger assumption that w is differentiable, this lemma
was proved in [52, Lemma A.2].
Proof. Write v = lnw. For x in Bλ(0), r = λ − |x|, and 0 < ǫ < r8 , we will
show that
|v(y)− v(x)| ≤ n− 2
2( r2 − 2ǫ)
|y − x| for all y ∈ Bǫ(x).
Indeed, for y ∈ Bǫ(x), y 6= x, let
z± = x± (r
2
− ǫ) y − x|y − x| and s± = |y − z±|.
Note that
y ∈ Bǫ(x) ⊂ B r
2
(z±) ⊂ Bλ(x).
Hence, for any 0 < η < r2 , we have
wηz±(p) ≤ w(p) for any p ∈ Bλ(0) \Bη(z±),
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which implies
w
(
z± + s1
x− z±
|x− z±|
)
≤
(s2
s1
)n−2
2
w
(
z± + s2
x− z±
|x− z±|
)
for any 0 < s1 ≤ s2 ≤ r
2
.
Therefore, if we define
g±(s) =
n− 2
2
ln s+ v
(
z± + s
x− z±
|x− z±|
)
, 0 ≤ s ≤ r
2
,
then g±(s) is increasing for s ∈ [0, r2 ]. In particular, as s+ ≤ r2 − ǫ ≤ s−, we
have
g+(s+) ≤ g+
(r
2
− ǫ) and g−(r
2
− ǫ) ≤ g−(s−),
which is equivalent to
n− 2
2
ln
(r
2
− ǫ− |y − x|)+ v(y) ≤ n− 2
2
ln
(r
2
− ǫ)+ v(x)
≤ n− 2
2
ln
(r
4
− ǫ+ |y − x|)+ v(y).
This implies that
|v(y)− v(x)| ≤ n− 2
2( r2 − 2ǫ)
|y − x|.
We conclude that v is locally Lipschitz and thus differentiable almost every in
Bλ(0). Moreover, at point where v is differentiable, we have
|∇v|(x) ≤ n− 2
r
=
n− 2
λ− |x| .
This completes the proof. 
The following lemma is crucial in our approach to gradient estimates.
Lemma 3 Assume that (F,U) satisfies (18), (19), (21) and (23). Let D be an
open subset of Rn, n ≥ 3, and let u ∈ C2(D) be a positive solution of
F (Au) = 1 and Au ∈ U in D. (28)
Assume for some B¯λ(x) ⊂ D that
uλx(y) ≤ u(y) for all y ∈ D \Bλ(x).
Then for any Bη(z) ⊂ Bλ(x), there holds
uηz(y) ≤ u(y) for all y ∈ D \Bη(z).
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Proof. Define the function u˜ on Rn by
u˜(y) =
{
u(y) if y ∈ Bλ(x),
uλx(y) elsewhere.
By conformal invariance, u˜ satisfies (28) in Bλ(x) and R
n \ ∂Bλ(x). Moreover,
u˜ ≤ u in D \Bλ(x). As u˜ = u on ∂Bλ(x), it follows that ∂u˜∂ν ≤ ∂u∂ν on ∂Bλ(x),
where ν is the outer unit normal to ∂Bλ(x).
Fix z ∈ Bλ(x). By Lemma 1, there exists ǫ > 0 such that u˜ηz ≤ u˜ on
R
n \Bη(z) for any η < ǫ. Let
η¯ = sup{µ > 0 : u˜ηz ≤ u˜ on Rn \Bη(z) for all 0 < η < µ}.
To finish the proof, we only need to show that
η¯ ≥ λ− |z − x|.
Arguing by contradiction, assume the converse so that η¯ < λ−|z−x|. We have
u˜η¯z ≤ u˜ on Rn \Bη¯(z),
which implies
u˜η¯z ≥ u˜ on Bη¯(z).
We claim that we can find q ∈ ∂Bλ(x) such that u˜η¯z(q) = u˜(q). Indeed, by
the maximality of η¯, one of the following two cases must occur:
(i) there exists y ∈ Bη¯(z) such that u˜η¯z(y) = u˜(y);
(ii) there exists y ∈ ∂Bη¯(z) such that ∂u˜
η¯
z
∂νz
(y) = ∂u˜∂νz (y) where νz is the outer
unit normal to ∂Bη¯(z).
Let
B =
{
ζ :
∣∣∣z + η¯2(ζ − z)|ζ − z|2 − x∣∣∣ > λ} = (ψη¯z )−1(Rn \Bλ(x)).
Note that B is a ball. By conformal invariance, we have
F (Au˜) = F (Au˜
η¯
z ) = 1 in Bη¯(z) \ ∂B,
Au˜, Au˜
η¯
z ∈ U in Bη¯(z) \ ∂B,
u˜ ≤ u˜η¯z in Bη¯(z),
u˜ = u˜η¯z on ∂Bη¯(z).
If Case (i) holds and y /∈ ∂B, a standard argument using the strong maximum
principle shows that u˜ and u˜η¯z are identically the same in Bη¯(z) \ B or in B.
Indeed, we have u˜(y) = u˜η¯z(y), Du˜(y) = Du˜
η¯
z(y), D
2u˜(y) ≤ D2u˜η¯z(y), and so
Au˜(y) ≥ Au˜η¯z (y). Thus, near y, the function w = u˜η¯z − u˜ ≥ 0 satisfies
0 = F (Au˜)− F (Au˜η¯z ) = aij∇ijw + bi∇iw + cw := Lw,
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where (aij) > 0, bi and c are continuous near y. Here we have used (19) and (23).
If Case (ii) holds, another standard argument using the Hopf lemma implies that
u˜ and u˜η¯z are identically the same in Bη¯(z) \B. To see this, it suffices to notice
that u˜ = u˜η¯z on ∂Bη¯(z) which implies Du˜(y) = Du˜
η¯
z(y), D
2u˜(y) ≤ D2u˜η¯z(y), and
Au˜(y) ≥ Au˜η¯z (y). In either case, we must have that u˜(y) = u˜η¯z(y) for some y ∈
∂B, which implies the claim.
We have showed that u˜η¯z must touch u˜ from below at some point q ∈ ∂Bλ(x),
i.e. u˜η¯z(q) = u˜(q) and u˜
η¯
z ≤ u˜ near q. Recalling the definition of u˜ and noting
that ∂u˜∂ν ≤ ∂u∂ν on ∂Bλ(x) and uη¯z is C1 near q, we infer that ∂u˜∂ν (q) = ∂u∂ν (q). As
F (Au˜) = F (Au) = 1 in D \ B¯λ(x),
Au˜, Au ∈ U in D \Bλ(x),
u˜ ≤ u in D \Bλ(x),
u˜ = u on ∂Bλ(x),
the Hopf lemma again implies that u and u˜ are identically the same near ∂Bλ(x)
(in D \Bλ(x)). Therefore, u˜ ≡ u˜λx is C2 and is an entire solution of (28).
We thus have 
F (Au˜) = F (Au˜
η¯
z ) = 1 in Rn \Bη¯(z),
Au˜, Au˜
η¯
z ∈ U in Rn \Bη¯(z),
u˜ ≥ u˜η¯z in Rn \Bη¯(z),
u˜(q) = u˜η¯z(q) for some q ∈ ∂Bλ(x).
By the strong maximum principle, we infer that u˜ ≡ u˜η¯z in Rn \ Bη¯(z), and so
in Rn.
In the remaining, we show that u˜ ≡ u˜λx ≡ u˜η¯z leads to a contradiction. We
compute for ξ ∈ Bλ(x) and p := x+ λ
2(ξ−x)
|ξ−x|2 = ψ
λ
x(ξ),
u˜(ξ) = (u˜η¯z)
λ
x(ξ) =
λn−2
|ξ − x|n−2
η¯n−2
|p− z|n−2 u˜
(
ψη¯z (p)
)
=
[ |p− x|
λ
η¯
|p− z|
]n−2
u˜
(
ψη¯z (p)
)
≤
[ |p− x|
λ
η¯ + |z − x|
|p− z|+ |z − x|
]n−2
u˜
(
ψη¯z (p)
)
≤
[ η¯ + |z − x|
λ
]n−2
u˜
(
ψη¯z (p)
)
.
Observe that the map ξ 7→ ψη¯z (p) = ψη¯z ◦ ψλx(ξ) maps B¯η¯(z) into itself and so
has a fixed point ξ∗ ∈ B¯η¯(z). It follows that
u˜(ξ∗) ≤
[ η¯ + |z − x|
λ
]n−2
u˜(ξ∗),
which contradicts our earlier assumption that η¯ + |z − x| < λ. 
As a consequence of Lemma 2 and Lemma 3, we have:
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Corollary 1 Assume that (F,U) satisfies (18), (19), (21) and (23). Let D be
an open subset of Rn, n ≥ 3, and let u ∈ C2(D) be a positive solution of
F (Au) = 1 and Au ∈ U in D.
If for some B¯λ(x) ⊂ D there holds
uλx(y) ≤ u(y) for all y ∈ D \Bλ(x),
then
|∇u(y)| ≤ n− 2
λ− |y − x| u(y) for all y ∈ Bλ(x).
3.1.2 Step 1 of the proof of Proposition 2
Lemma 4 Assume that (F,U) satisfies (20) and (24). Let u ∈ C2(Bs(0)), s
> 0, be a positive solution of
F (Au) ≥ 1 and Au ∈ U in Bs(0).
Assume for some positive constant C1 that
u(y) ≥ C1 in Bs(0).
Then
s ≤ C(n)δ−1/4 C−
2
n−2
1 ,
where δ is the constant in (24).
Remark 4 Under an additional hypothesis that u(y) ≤ C2 in Bs(0) for some
C2, it was shown in [52] that s ≤ C(n,C1, C2, δ).
Lemma 4 is equivalent to:
Lemma 4’ Assume that (F,U) satisfies (20) and (24). Let u ∈ C2(B1(0)) be
a positive solution of
F (Au) ≥ 1 and Au ∈ U in B1(0).
Then
inf
B1(0)
u ≤ C(n, δ).
Indeed, the equivalence follows by considering u˜(x) = s
n−2
2 u(sx) and using
the fact that Au˜(x) = Au(sx).
Before giving the proof of Lemma 4 we point out that under an additional
hypothesis that there exists some α > 0 such that
tr(M) ≥ α for all M ∈ U satisfying F (M) ≥ 1,
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Lemma 4 can be treated simplier by ODE method. For in this case we must
have
−∆u ≥ n− 2
2
αu
n+2
n−2 and u ≥ C1 in Bs(0),
which implies the radial average u¯(r) := 1|∂Br|
∫
∂Br
u dx satisfies
−∆u¯ ≥ n− 2
2
α u¯
n+2
n−2 and u¯ ≥ C1 in Bs(0).
Proof. Let τ be the largest positive number such that
ξ(y) :=
τ
s4
(s2 − |y|2)2 ≤ u in Bs(0).
Then for some |y¯| < s,
u(y¯) = ξ(y¯),
and so
∇u(y¯) = ∇ξ(y¯) = −4τ
s4
(s2 − |y¯|2)y¯,
∇2u(y¯) ≥ ∇2ξ(y¯) = 8τ
s4
y¯ ⊗ y¯ − 4τ
s4
(s2 − |y¯|2)I.
Therefore
Aξ(y¯) =
2
n− 2 ξ(y¯)
− n+2n−2
[
−∇2ξ(y¯) + n
n− 2
∇ξ(y¯)⊗∇ξ(y¯)
ξ(y¯)
− 1
n− 2
|∇ξ(y¯)|2
ξ(y¯)
I
]
=
16τ
(n− 2)s4 ξ(y¯)
− n+2n−2
[n+ 2
n− 2 y¯ ⊗ y¯ +
(s2 − |y¯|2
2
− 2
n− 2 |y¯|
2
)
I
]
.
Using (20), we get
0 ≤ tr(Au(y¯)) ≤ tr(Aξ(y¯)) = 8τ
(n− 2)s4 ξ(y¯)
− n+2n−2
[
ns2 − (n+ 2)|y¯|2
]
,
which implies
|y¯|2 ≤ n
n+ 2
s2 and therefore ξ(y¯) ≥ 4
(n+ 2)2
τ.
As we also have ξ(y¯) = u(y¯) ≥ C1, it follows that
ξ(y¯) ≥ ( 4
(n+ 2)2
τ)
n−2
n+2 (C1)
1−n−2n+2 = C(n)C
4
n+2
1 τ
n−2
n+2 .
Consequently, by our previous calculation,
Au(y¯) ≤ Aξ(y¯) = 16τ
(n− 2)s4 ξ(y¯)
− n+2n−2
[n+ 2
n− 2 y¯ ⊗ y¯ +
(s2 − |y¯|2
2
− 2
n− 2 |y¯|
2
)
I
]
≤ C(n)C
− 4n−2
1
s2
I.
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On the other hand, from F (Au(y¯)) ≥ 1, (20) and (24), we have
‖Au‖ ≥ δ and tr(Au) ≥ 0.
Combining the above estimates we obtain
C
− 4n−2
1
s2
≥ C(n)
√
δ > 0.
The assertion follows. 
Remark 5 The same proof yields the following conclusion: If u ∈ C2(Bs(0))
satisfies for some p ≥ 1 + ǫ, ǫ > 0, and C1 > 0
F (u
n+2
n−2−pAu) ≥ 1, u n+2n−2−pAu ∈ U and u ≥ C1 in Bs(0),
then
s ≤ C(n, δ, ǫ)C−
p−1
2
1 .
3.1.3 Step 2 of the proof of Proposition 2
The following lemma describes the contact set when we carry out the method
of moving spheres at an interior point.
Lemma 5 Assume that (F,U) satisfies (18), (19), (21) and (23). Let D be a
connected open subset of Rn, Λ a (possibly empty) closed subset of ∂D, and let
u ∈ C2(D) ∩C0(D¯ \ Λ) be a positive solution of{
F (Au) = 1 and Au ∈ U in D,
lim
y→Λ
u = +∞ if Λ 6= ∅.
Assume for some B¯η(z) ⊂ D that
uηz(y) ≤ u(y) for all y ∈ D \Bη(z). (29)
Let C = Cη(z) denote the contact set
C = {y ∈ D¯ \ B¯η(z) : uηz(y) = u(y)}.
Then one of the following (mutually exclusive) cases must occur:
(a) C is empty and
∂u
∂ν
>
∂uηz
∂ν
on ∂Bη(z),
where ν is the outward unit normal to ∂Bη(z);
(b) C = D¯ \ B¯η(z) and Λ = ∅;
(c) ∅ 6= C ⊂ ∂D \ Λ.
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Moreover, if (a) holds and η is the largest number such that (29) is satisfied,
then D is unbounded and “touching occurs at infinity”, i.e.
lim inf
|y|→∞
|y|n−2[u(y)− uηx(y)] = 0.
Proof. We follow the argument given in [50] for solutions of conformally invari-
ant equations. The idea is to use the strong maximum principle and the Hopf
lemma as in the proof of Lemma 3.
If C is non-empty, then uηz touches u from below somewhere. If interior
touching happens, the strong maximum principle implies u ≡ uηz outside Bη(z),
which gives (b). If interior touching does not happen, (c) holds.
If C is empty, (a) follows from the Hopf lemma. Moreover if D is bounded
or if D is unbounded and lim inf |y|→∞ |y|n−2[u(y)− uηx(y)] > 0, we can find by
a continuity and compactness argument some ǫ > 0 such that
uλx(y) ≤ u(y) for all η < λ < η + ǫ and y ∈ D \Bλ(x).
The last assertion follows. 
Before going on to the proof of Proposition 2, we state and prove an elemen-
tary result concerning the geometry of a sphere.
Lemma 6 Let B = Br(x) be a ball in R
n, n ≥ 1. Let ν− denote the inward
unit normal along the boundary of B.
(a) If z /∈ B, then for any y ∈ ∂B,
|y − z|2
2r
+ (y − z) · ν−(y) ≥ dist (z, ∂B).
The equality holds if and only if z ∈ ∂B.
(b) If z ∈ B¯, then for any y ∈ ∂B,
−|y − z|
2
2r
− (y − z) · ν−(y) ≥ dist (z, ∂B)
2
.
The equality holds if and only if z ∈ ∂B ∪ {x}.
Proof. We can assume without loss of generality that z is the origin.
(a) We calculate using the cosine law,
|y|2
2r
+ y · ν−(y) = |y|
2
2r
+ y · x− y
r
=
−|y|2 + 2x · y
2r
=
−|y|2 + (|x|2 + |y|2 − r2)
2r
=
|x|2 − r2
2r
= |x| − r + (|x| − r)
2
2r
≥ |x| − r = dist (0, ∂B).
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(b) Similarly,
−|y|
2
2r
− y · ν−(y) = −|y|
2
2r
− y · x− y
r
=
|y|2 − 2x · y
2r
=
|y|2 − (|x|2 + |y|2 − r2)
2r
=
−|x|2 + r2
2r
=
r − |x|
2
+
|x|(r − |x|)
2r
≥ r − |x|
2
=
dist (0, ∂B)
2
.

Proof of Proposition 2. Fix a point x ∈ Ω. Define Ωˆ, Λˆ, Bˆ, Bˆα, and uˆ by
(25). Then, by conformal invariance, uˆ satisfies (26). We need to show that
u(x)
2
n−2dist (x, ∂Ω) = dist (0, ∂Ωˆ) ≤ C(n, δ, β).
Using Lemma 1, we define
λ¯ = sup{0 < λ < dist (0, ∂Ωˆ) : uˆλ0 (y) ≤ uˆ(y) for all y ∈ Ωˆ \Bλ(0)}.
By Corollary 1, we have
|∇ ln uˆ| ≤ C(n)
λ¯
in Bλ¯/2(0). (30)
As uˆ(0) = 1, this implies that
C(n) ≥ uˆ ≥ C(n)−1 > 0 in Bλ¯/2(0). (31)
Step 1: By Lemma 4, we must have
λ¯ ≤ C(n, δ).
Step 2: If dist (0, ∂Ωˆ) ≤ 2C(n, δ), with the same C(n, δ) above, we are done.
Otherwise, dist (0, ∂Ωˆ) ≥ 2λ¯, and by Lemma 5, we can find y ∈ ∂Ωˆ, |y| > λ¯
such that uˆ(y) = uˆλ¯0 (y). Let B∗ be the ball in the family {Bˆ} ∪ {Bˆα} such that
y ∈ ∂B∗, and let h∗ be the mean curvature of ∂B∗ at y (with respect to the
inner normal). Then
λ¯ ≤ 1
2
dist (0, ∂Ωˆ) ≤ 1
2
dist (0, ∂Bˆ∗),
and so ∣∣∣λ¯2 y|y|2 ∣∣∣ ≤ λ¯2 .
Hence, by (30) and (31),
uˆ
(
λ¯2
y
|y|2
) ≤ C(n) and ∣∣∣D ln uˆ(λ¯2 y|y|2 )∣∣∣ ≤ C(n)λ¯ .
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For simplicity, we write uˆλ¯ ≡ uˆλ¯0 . By a straightforward calculation using the
expression for uˆλ¯ and the above gradient estimate, we get
∂uˆλ¯
∂ν
(y) +
n− 2
2
h∗ uˆλ¯(y) ≤ uˆλ¯(y)
[
− (n− 2)y · ν|y|2 + C(n)
1
λ¯
λ¯2
|y|2
]
+
n− 2
2
h∗ uˆλ¯(y)
≤ − (n− 2)|y|2 uˆ
λ¯(y)
[
y · ν − |y|
2
2
h∗ − C(n) λ¯
]
.
Applying Lemma 6, we arrive at
∂uˆλ¯
∂ν
(y) +
n− 2
2
h∗ uˆλ¯(y) ≤ − (n− 2)
2|y|2 uˆ
λ¯(y)
[
dist (0, ∂B∗)− C(n) λ¯
]
.
Recalling the expression for uλ¯ and the upper bound for u in Bλ¯/2(x), we infer
that
∂uˆλ¯
∂ν
(y) +
n− 2
2
h∗ uˆλ¯(y) ≤ −C1(n)
λ¯2
[uˆλ¯(y)]
n
n−2
[
dist (0, ∂B∗)− C(n) λ¯
]
.
On the other hand, as uˆλ¯ ≤ uˆ near y and uˆλ¯(y) = uˆ(y),
∂uˆλ¯
∂ν
(y)+
n− 2
2
h∗ uˆλ¯(y) ≥ ∂uˆ
∂ν
(y)+
n− 2
2
h∗ uˆ(y) ≥ −β uˆ(y) nn−2 = −β [uˆλ¯(y)] nn−2 .
Combining with the preceeding estimate, we get
−β ≤ −C1(n)
λ¯2
[
dist (0, ∂B∗)− C(n) λ¯
]
,
which implies
dist (0, ∂B∗) ≤ β
C1(n)
λ¯2 + C1(n)C(n) λ¯ ≤ C(n, F, U, β).
It follows that
dist (0, ∂Ωˆ) ≤ C(n, F, U, β),
and the conclusion follows readily. 
3.2 The proof of Theorem 4
Loosely speaking, by Proposition 2, in order to establish Theorem 4, we only
need to focus on establishing C0 bound near the boundary. The idea is to
adapt the proof of Proposition 2. The main difference is that here we do not
have a simple gradient estimate as in the interior case. We have to resort to the
gradient estimate established in [56]. We will present the proof by contradiction
arguments, though a direct argument can be given similarly.
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Proof of Theorem 4. Suppose the contrary, then for some β > 0 and ǫ > 0,
there exists a sequence of solutions {ui} ⊂ C3(Ω) ∩ C2(Ω \ Λ) satisfying (14),
with ci(B), ci(Bα) > −β, and for some x¯i ∈ Ω,
dist (x¯i,Λ) ≥ ǫ, (32)
ui(x¯i) = max{ui(x) : x ∈ Ω, dist (x,Λ) ≥ ǫ} → ∞. (33)
By the interior estimate (Proposition 2),
ui(x¯i)dist (x¯i, ∂Ω)
n−2
2 ≤ C. (34)
Here and below, we use C > 1 to denote some positive constant independent of
i. It follows that
dist (x¯i, ∂Ω)→ 0. (35)
Because of (32), there exists {Bi := Bαi} ⊂ {Bα}, x¯′i ∈ ∂Bi, such that
|x¯i − x¯′i| = dist (x¯i, ∂Ω)→ 0. (36)
By (32) and (36), {x¯′i} is ǫ/2−distance away from Λ for large i. It follows
that
ri := radius of Bi ≥ 1
C
, (37)
dist (x¯′i, ∂Ω \ ∂Bi) ≥
1
C
. (38)
The reason is that otherwise a subsequence of {x¯′i} together with a subsequence
of {Bα} would converge to a point, which has to be in Λ. This would violate
the fact that {x¯′i} is of a fixed distance away from Λ.
Let ψi be a Mo¨bius transformation which maps R
n \B+i to
R
n
+ := {x : x = (x′, xn) = (x1, · · · , xn−1, xn) ∈ Rn, xn > 0}
such that
ψi(x¯
′
i) = 0, ψi(x¯i) = x˜i := (0
′, Ti), Ti :=
ri
ri + |x¯i − x¯′i|
|x¯i−x¯′i|, and ψi(x¯′′i ) =∞,
where x¯′′i is the antipodal point of x¯
′
i on ∂Bi.
Set
Λ˜i = ψi(Λ \ {x¯′′i }),
Ω˜i = ψi(Ω \ Λ),
u˜i = u˜ψ−1i
= |Jacψ−1i |
n−2
2n u ◦ ψ−1i .
Then, depending on whether there is another ball in {Bα} that touches Bi at
x¯′′i or not, we can write Ω˜i as either
R
n
+ \ (∪B˜iα ∪ Λ˜i)
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or
R
n
+ \ ({(x′, xn) ∈ Rn+, xn ≥ Hi} ∪ B˜iα ∪ Λ˜i),
where in the first case B˜iα are non-overlapping balls contained in R
n
+ and in the
second case they are non-overlapping balls contained in {(x′, xn) ∈ Rn+, xn <
Hi}. By abuse of notation, we will ambiguously write
Ω˜i = R
n
+ \ (∪B˜iα ∪ Λ˜i),
by which we view half-spaces as balls of infinite radius and centered at infinity.
By (37) and (38),
dist (0, (∂Ω˜i \ ∂Rn+) ∪ Λ˜i) ≥ 1/C. (39)
By the conformal invariance of the equation of u, u˜i ∈ C3(Ω˜i)∩C2(Ω˜i \ Λ˜i)
satisfies
F (Au˜i ) = 1 in Ω˜i,
Au˜i ∈ U and u˜i > 0 in Ω˜i \ Λ˜i,
limx→x0 u˜i(x) =∞ ∀ x0 ∈ Λ˜i,
∂u˜i
∂xn
= ci(Bi) u˜
n
n−2
i on ∂R
n
+ \ Λ˜i,
∂u˜i
∂ν +
n−2
2r˜iα
u˜i ≥ −β u˜
n
n−2
i on ∂B˜
i
α \ Λ˜i,
lim inf
|y|→∞
|y|n−2 u˜i(y) = +∞, or
(u˜i)
Ri
0 extends to a C
2 positive function in B¯+Ri(0) for some Ri > 0.
In the above, r˜iα = radius of B˜
i
α.
It is clear that
u˜i(x) ≤ Cu˜i(0′, Ti), ∀ |x| ≤ ǫ/C, x ∈ Rn+, (40)
Cui(x¯i) ≥ u˜i(0′, Ti) ≥ 1
C
ui(x¯i)→∞. (41)
Moreover, by (34),
u˜i(0
′, Ti)T
n−2
2
i ≤ C, (42)
Let
M˜i = u˜i(0
′, Ti).
We define
Ωˆi = {y : M˜−
2
n−2
i y ∈ Ω˜i},
Λˆi = {y : M˜−
2
n−2
i y ∈ Λ˜i},
Bˆiα = {y : M˜
− 2n−2
i y ∈ B˜iα},
uˆi(y) =
1
M˜i
u˜i
(
M˜
− 2n−2
i y
)
, y ∈ Ωˆi.
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By the conformal invariance, uˆi satisfies
F (Auˆi ) = 1 in Ωˆi,
Auˆi ∈ U and uˆi > 0 in Ωˆi \ Λˆi,
limx→x0 uˆi(x) =∞ ∀ x0 ∈ Λˆi,
∂uˆi
∂xn
= ci(Bi) uˆ
n
n−2
i on ∂R
n
+ \ Λˆi,
∂uˆi
∂ν +
n−2
2rˆiα
uˆi ≥ −β uˆ
n
n−2
i on ∂Bˆ
i
α \ Λˆi,
lim inf
|y|→∞
|y|n−2 uˆi(y) = +∞ or
(uˆi)
Ri
0 extends to a C
2 positive function in B¯+Ri(0) for some Ri > 0.
(43)
In the above, rˆiα = radius of Bˆ
i
α.
We know from (42), (41), (40) and (39) that
Tˆi := TiM˜
2
n−2
i = Tiu˜i(0
′, Ti)
2
n−2 ≤ CTiui(x¯i) 2n−2 ≤ C,
uˆi(0
′, Tˆi) = 1,
uˆi(x) ≤ Cuˆi(0′, Tˆi) = C, ∀ |x| ≤ ǫ
C
M˜
2
n−2
i , x ∈ Rn+,
dist (0,∪Bˆiα ∪ Λˆi) ≥
1
C
M˜
2
n−2
i →∞. (44)
By the local gradient estimates in [56, Theorem 1.19],
|∇uˆi(x)| ≤ Cuˆi(x) ≤ C, ∀ |x| ≤ ǫ
2C
Mˆ
2
n−2
i , x ∈ Rn+. (45)
Define
λ¯i = sup{0 < λ < dist (0,∪Bˆiα ∪ Λˆi) : (uˆi)λ0 (y) ≤ uˆi(y) for all y ∈ Ωˆi \Bλ(0)}.
This definition is justified by the following lemma.
Lemma 7 ([58]) Let D be an open subset of Rn+ containing {(x′, xn) : |x′| <
s, 0 < xn < ǫ} for some ǫ > ). Let w be a locally Lipschitz function in D∪B′s(0),
B′s(0) := {(x′, 0) : |x′| < s}, satisfying
inf
BR(0)∩D
w > 0 for any R > 0.
If D is unbounded, assume in addition that
lim inf
|y|→∞
|y|n−2w(y) > 0.
Then for any x ∈ B′s(0), there exists some λ1 > 0 such that B+λ1(x) ⊂ D and
for any 0 < λ < λ1 and y ∈ D \Bλ(x), we have
wλx(y) ≤ w(y).
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Claim. lim
i→∞
λ¯i =∞.
Proof of the claim. Suppose not, then
λ¯i ≤ C, ∀ i.
We know that
(uˆi)
λ¯i
0 (y) ≤ uˆi(y) for all y ∈ Ωˆi \Bλ¯i(0). (46)
Arguing as usual, using the strong maximum principle and the Hopf lemma, we
conclude that there exists some point yi ∈ ∂Bˆiαi such that
(uˆi)
λ¯i
0 (yi) = uˆi(yi). (47)
For readers’ convenience, we outline the arguments. If
∂
∂ν
[uˆi − (uˆi)λ¯i0 ] = 0 at some point of ∂Bλ¯i(0),
then by the Hopf lemma and the strong maximum principle, (47) must occur
(and Λˆi = ∅). So we may assume
∂
∂ν
[uˆi − (uˆi)λ¯i0 ] > 0 on ∂Bλ¯i(0), (48)
If
lim inf
|y|→∞
|y|n−2[uˆi(y)− (uˆi)λ¯i0 (y)] = 0,
then line 7 of (43) occurs. After a Kelvin transformation, we can apply the
strong maximum principle, and the Hopf lemma if necessary, to show that (47)
must occur (and Λˆi = ∅). So we may assume
lim inf
|y|→∞
|y|n−2[uˆi(y)− (uˆi)λ¯i0 (y)] > 0. (49)
Using the third line of (43) and the strong maximum principle, we have, in
case (47) does not occur,
inf
y∈Ωˆi,λ¯i+ǫ<|y|<R
[uˆi(y)− (uˆi)λ¯i0 (y)] > 0, ∀ 0 < ǫ < R <∞. (50)
Using (48), (49) and (50), we can show that for some ǫ > 0,
(uˆi)
λ
0 (y) ≤ uˆi(y) for all y ∈ Ωˆi \Bλ(0) and all λ ≤ λ¯i + ǫ.
This violates the definition of λ¯i. So we have proved (47). Details can be
found in [53, Lemma 3]. The main difference between this lemma and Lemma
5 is to prevent touching on ∂Rn+ and to prove a version of the Hopf lemma on
∂Bη(z) ∩ ∂Rn+.
On the other hand, in view of (45) and (44), (47) cannot occur by the
arguments in the proof of Proposition 2. The claim is proved.
To complete the proof of Theorem 4, we will show that contrary to the above
claim, λi is uniformly bounded. For this purpose we start with a few lemmas.
First is an analogue of Lemma 3.
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Lemma 8 Assume that (F,U) satisfies (18), (19), (21) and (23). Let D be a
connected open subset of Rn+ such that R
n−1 is a component of ∂D. Let u ∈
C2(D¯) be a positive solution of{
F (Au) = 1 and Au ∈ U in D¯,
∂u
∂xn
= c u
n
n−2 on ∂Rn+ for some constant c.
Assume for some x ∈ ∂Rn+ and B+λ (x) ⊂ D that
uλx(y) ≤ u(y) for all y ∈ D \B+λ (x).
Then for any z ∈ ∂Rn+ and B+η (z) ⊂ B+λ (x), there holds
uηz(y) ≤ u(y) for all y ∈ D \B+η (z).
Proof. The proof is similar to that of Lemma 3. Here one has to prevent
touching on ∂Rn+, which can be done by using the Hopf lemma and the Neumann
boundary condition as in the proof of the claim below Lemma 7. 
We retailor Lemma 4 into the following two lemmas. In effect, the first one
is also an improvement of Lemma 4.
Lemma 9 Assume that (F,U) satisfies (20) and (24). Let u ∈ C2(B+s (0)) ∩
C0(B¯+s (0)) be a positive solution of
F (Au) ≥ 1 and Au ∈ U in B+s (0).
Assume for some positive constant C1 that
u ≥ C1 on Bs(0) ∩ {xn = 0}
Then
s ≤ C(n, δ)C−
2
n−2
1 ,
where δ is the constant in (24).
Remark 6 Under an additional hypothesis that u ≤ C2 in B+s (0), this result
was proved in [51]. Here we use Lemma 4 to relax this extra hypothesis.
Proof. Let ρ ∈ C∞c (−1, 1) be a nice cut-off function such that 0 ≤ ρ ≤ 1 and
ρ = 1 in (− 12 , 12 ). Let ψ be the solution of
∆ψ = 0 in B+s (0)
ψ = 0 on ∂Bs(0) ∩ Rn+
ψ = ρ
( |x′|
s
)
on B s
2
(0) ∩ {xn = 0}.
Then ψ ≥ c(n) in B+s
2
(0). Hence, by our assumption on the lower bound of u
on Bs(0) ∩ {xn = 0} and the maximum principle,
u ≥ C1ψ ≥ c(n)C1 in B+s
2
(0).
Applying Lemma 4 to any ball of radius s8 which is contained in B
+
s
2
(0), we get
the assertion. 
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Lemma 10 Assume that (F,U) satisfies (20) and (24). Let u ∈ C2(B+s (0)) ∩
C0(B¯+s (0)) be a positive solution of
F (Au) = 1 and Au ∈ U in B+s (0),
which satisfies, for some constants C1 > 0 and 0 ≤ T ≤ s8 ,
u(0′, T ) ≥ C1.
Moreover, assume that
u
s/2
0 (y) ≤ u(y) for any y ∈ B+s (0) \B+s/2(0).
Then
s ≤ C(n, δ)C−
2
n−2
1 ,
where δ is the constant in (24).
Proof. By Lemma 9, it suffices to shows that
u(x′, 2T ) ≥ C(n)C1 for any |x′| ≤ s
8
.
To see this, fix |x′| ≤ s8 . By Lemma 8, we have for any λ ≤ s− |x′|,
uλ(−x′,0)(y) ≤ u(y) for any y /∈ B+λ (−x′, 0).
Therefore, for e = (0,T )−(−x
′,0)
|(0,T )−(−x′,0)| , r
n−2
2 u(re) is monotonically increasing for r <
s
4 . It follows that
u(x′, 2T ) ≥ 1
2
n−2
2
u(0, T ) ≥ c(n)C1.
The proof is complete. 
Proof of Theorem 4 (continued). Taking s = λ¯i in Lemma 10, we arrive at
λ¯i ≤ C.
This contradicts the claim. Theorem 4 is established. 
As a corollary of the proofs of Lemmas 9 and 10, we obtain the following
result which is of independent interest, though not needed in this paper.
Corollary 2 Assume that (F,U) satisfies (20) and (24). Let u ∈ C2(B+s (0))∩
C0(B¯+s (0)) be a positive solution of
F (Au) ≥ 1 and Au ∈ U in B+s (0),
Moreover, assume for B′s(0) := Bs(0) ∩ {xn = 0}that
uηx(y) ≤ u(y) for any x ∈ B′s(0), 0 < η < s− |x| and y ∈ B+s (0) \B+η (x).
Then
sup
B+
s/4
(0)
u ≤ C(n, δ) s 2−n2 ,
where δ is the constant in (24).
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Proof. It suffices to show that
u(x) < C(n, δ) s−
n−2
2 for any x = (0′, xn) with xn <
s
4
.
Define, for R > 0,
WR(x) :=
{
y = x+ t
(z′, xn)√|z′|2 + x2n for some 0 ≤ t ≤ R, |z′| ≤ s4
}
,
∂LWR(x) :=
{
y = x+ t
(z′, xn)√|z′|2 + x2n for some 0 ≤ t ≤ R, |z′| = s4
}
.
Arguing as in the proof of Lemma 10, we get
u(y) ≥ C(n)u(x) for any y ∈ ∂LW s
4
(x).
Using (20) and comparing u to a harmonic function as in the proof of Lemma
9, we get
u(y) ≥ C(n)u(x) for any y ∈W s
8
(x).
Applying Lemma 4 to any ball of radius s100 contained in W s8 (x), we get
s ≤ C(n, δ)u(x)− 2n−2 .
The assertion follows. 
3.3 The proof of Theorem 1
We next move on to the proof of Theorem 1. Recall that (M, g) is a locally
compact complete conformally flat manifold with umbilic boundary ∂M whose
components are N1, . . . , Nm. By (a) in Definition 1, λ1(M, g˜) > 0, since, in
addition to hg˜ ≥ 0 on ∂M , λ(Ag˜) ∈ Γ ⊂ Γ1 implies Rg˜ > 0. Hence λ1(M, g) >
0. By Theorem 3, we can find a ball B−1 ⊂ Rn and (possibly empty, finite or
infinite) collection of non-overlapping balls {Bα}α=1,2,..., each being contained
in B−1, and a closed subset Λ of B¯−1, whose Hausdorff dimension does not
exceed n−22 , such that
(i) If Ω = B−1 \ (∪Bα∪Λ), then there exists a conformal map Ψ : Ω→ (M, g)
which is a covering map.
(ii) If B¯α ∩ B¯β = {p}, or B¯α ∩ B¯−1 = {p}, then p ∈ Λ.
(iii) If {Bαj} ⊂ {Bα} is a sequence of distinct balls “converging” to a point p,
then p ∈ Λ.
(iv) If we write the pull-back metric of g to Ω by Ψ as w
4
n−2 δij , then
w(x)→∞ as dist Rn(x,Λ)→ 0.
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Then for any positive solution u of (10), the function
v(y) := u ◦Ψ(y)w(y), y ∈ Ω,
satisfies 
F (Av) = 1 in Ω,
Av ∈ U and v > 0 in Ω¯,
v →∞ near Λ,
∂v
∂ν +
n−2
2 h v = ck v
n
n−2 on ∂Bα \ Λ if Ψ(∂Bα \ Λ) = Nk,
(51)
Proposition 3 Let (Mn, g), n ≥ 3, be a smooth compact locally conformally
flat Riemannian manifold with umbilic boundary ∂M and N1, . . . , Nm be the
components of ∂M . Assume that (M,g) is not conformally equivalent to the
standard half-sphere SSn+. Let (f,Γ) satisfy (3)-(8) and assume that λ1(M, g)
> 0. For any β > 0, there exists a constant C depending only on n, (M, g),
(f,Γ) and β such that if u ∈ C2(M) is a positive solution of (10) for some c1,
. . . , cm > −β, there holds
sup
M
u ≤ C. (52)
Proof. As shown above, we can use Theorem 3 to find a ball B−1 ⊂ Rn
and a (possibly empty, finite or infinite) collection of non-overlapping balls
{Bα}α=1,2,..., each being contained in B−1, and a closed subset Λ of B¯−1, whose
Hausdorff dimension does not exceed n−22 , such that the properties (i)-(iv) listed
above are satisfied.
Next, fix some point p0 ∈ Ω and pick R large enough such that
Ψ(ER) =M,
where ER = {p : dist (Ω,Ψ∗(g))(p, p0) ≤ R}. Such R is guaranteed to exist by the
compactness of M . Evidently,
dist Rn(ER,Λ) > ǫ > 0.
We distinguish two cases: (Ω,Λ) 6∼= (SSn+, ∅) or (Ω,Λ) ∼= (SSn+, ∅).
Case 1: (Ω,Λ) 6∼= (SSn+, ∅).
Define
v(y) = u ◦Ψ(y)w(y), y ∈ Ω.
Then v satisfies (51). By Theorem 4, we have
sup
ER
v ≤ C(n, (M, g), (f,Γ), β),
which implies
sup
M
u ≤ C(n, (M, g), (f,Γ), β)[ inf
ER
w
]−1
= C(n, (M, g), (f,Γ), β).
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Case 2: (Ω,Λ) ∼= (SSn+, ∅). In particular, we can assume that Ω = Rn+.
Assume that the conclusion fails so that we can construct a family of solution
uj to (10) on M such that
uj(xj) = sup
M
uj →∞.
Furthermore, assume that xj → x∗ ∈ M .
Note that since (M, g) is not conformally equivalent to SSn, for any x ∈
M , Ψ−1(x) ⊂ R¯n+ contains at least two points. Hence, by compactness, we can
select yj → y∗ and zj → z∗ in R¯n+ with y∗ 6= z∗ such that Ψ(y∗) = Ψ(z∗) = x∗.
Now let
vj(y) = uj ◦Ψ(y)w(y), y ∈ Rn+.
Then vj blows up at y∗ and z∗.
On the other hand, vj satisfies
F (Avj ) = 1 in Rn+,
Avj ∈ U and vj > 0 in R¯n+,
∂vj
∂ν = c v
n
n−2
j on R
n−1.
By the Liouville theorem established in [53], vj must be a “standard bubble”,
i.e.
vj(p) = c(n)
( aj
1 + a2j |p− pj |2
)n−2
2
for some aj > 0, pj ∈ Rn
This implies in particular that vj can only blow up at a single point. This
contradicts our earlier conclusion that vj blows up at y∗ and z∗, which are
separated. 
Proof of Theorem 1. In view of Proposition 3, it suffices to show that
inf
M
u ≥ C > 0.
Consider the metric gǫ = (1 − ǫ ϕ) 4n−2 g where ǫ is a small positive number
to be determined and ϕ is a smooth function such that ϕ(x) = dist g(x, ∂M)
near ∂M . Then for all ǫ sufficiently small, λ(Agǫ) ∈ Γ in M . But as ϕ = 0 and
∂νϕ = 1 on ∂M , we have
hgǫ = −
2
n− 2 ∂ν(1− ǫϕ) + hg =
2ǫ
n− 2 + hg > 0 on ∂M.
Therefore, by replacing g by gǫ if necessary, we can assume from the beginning
that
inf
∂M
hg ≥ C > 0.
We next show that
sup
M
u ≥ C > 0.
Let u(x¯) = maxM u. Then either x¯ ∈ M or x¯ ∈ ∂M .
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If x¯ ∈ M , ∇u(x¯) = 0 and ∇2u(x) ≤ 0. Thus,
1 = f
(
λ(A
u
4
n−2 g
(x¯))
) ≥ f(u− 4n−2 (x¯)λ(Ag(x¯))) = u− 4n−2 (x¯)f(λ(Ag(x¯))).
Since λ(Ag) ∈ Γ in M , this implies that
u(x¯) ≥ min
M
[
f(λ(Ag))
]n−2
4 = C > 0.
If x¯ ∈ Nk ⊂ ∂M , we have
∂u
∂ν
(x¯) +
n− 2
2
hgu(x¯) = cku
n
n−2 (x¯).
Since x¯ is a maximum point of u and hg is positive, this implies that ck > 0 and
n− 2
2
hg(x¯)u(x¯) ≤ ck u nn−2 (x¯),
which in turn gives
u(x¯) ≥ min
∂M
[n− 2
2ck
hg
]n−2
2
= C > 0.
In either case, we have shown that
sup
M
u = u(x¯) ≥ C > 0.
To finish the proof, we invoke the gradient estimates in [56, Theorem 1.19]
to obtain, in view of (52),
sup
M
|∇ lnu| ≤ C.
Evidently, this estimate implies
inf
M
u ≥ C sup
M
u ≥ C > 0.
The proof is complete. 
4 General existence results
In this section we give the proof of Theorems 2 and of Proposition 1.
Proof of Theorem 2. First notice that, by the results in [52, Appendix B],
we can assume without loss of generality that (8) holds. Then, by (9), (7) also
holds.
We first prove the estimate (13). By Theorem 1,
‖u‖C0(M) + ‖u−1‖C0(M) ≤ C.
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By known C1 and C2 estimates as described in the introduction, see e.g. [56,
Theorem 1.19], [50] (the proof of (1.39) there), [46, Theorems 1.3 and 1.5] and
[21, Theorem 3], we have
‖u‖C2(M) + ‖u−1‖C2(M) ≤ C.
Here, for the C2 estimates, we have used (9) and ck ≥ 0; the latter is for the
boundary C2 estimates. (13) follows from Evans-Krylov’s estimates ([30], [49])
and the Schauder theory.
We now turn to the existence part. If M is conformally equivalent to the
standard half-sphere, there is nothing to prove. We thus assume that M is not
conformally equivalent to SSn+. Moreover, since λ1(M, g) > 0, we can assume,
after making a conformal change of the metric using a first eigenfunction of
(11), that Rg > 0 in M and hg ≥ 0 on ∂M . To finish the proof, it suffices to
show that
deg ((G,B), D, 0) = −1, (53)
where deg denotes the degree defined in Appendix B, D is an appropriately
chosen open bounded subset of C4,α(M) and
G[u] = f(λ(A
u
4
n−2 g
))− 1,
B[u](x) = ∂νu+
n− 2
2
hg(x)u − cku nn−2 for x ∈ Nk.
For 0 ≤ t ≤ 1, define, as in [50],
Γt = {λ ∈ Rn|tλ+ (1− t)σ1(λ)e ∈ Γ},
ft(λ) = f(tλ+ (1− t)σ1(λ)e) for λ ∈ Γt,
ck,t =
{
tck + (1− t) if ck > 0,
0 if ck = 0,
where e = (1, . . . , 1) ∈ Rn. See also [40] for a similar homotopy.
Consider 
ft(λ(A
u
4
n−2 g
)) = 1 in M,
λ(A
u
4
n−2 g
) ∈ Γt and u > 0 in M,
∂u
∂ν +
n−2
2 hg u = ck,t u
n
n−2 on ∂Nk, k = 1 . . .m,
(54)
By (13), there exists some C > 0 independent of t such that for all solutions
of (54), there holds
‖u‖C4,α(M) + ‖u−1‖C4,α(M) ≤ C.
Therefore, as f |∂Γ = 0, there exists ǫ > 0 independent of t such that
dist (λ(A
u
4
n−2 g
), ∂Γt) ≥ 2ǫ.
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Define
Dt =
{
u ∈ C4,α(M) : u > 0, λ(A
u
4
n−2 g
) ∈ Γt,
‖u‖C4,α(M) + ‖u−1‖C4,α(M) ≤ 2C, dist (λ(A
u
4
n−2 g
), ∂Γt) > ǫ
}
,
Gt[u] = ft(λ(A
u
4
n−2 g
))− 1,
Bt[u](x) = ∂νu+
n− 2
2
hg(x)u − ck,tu nn−2 for x ∈ Nk.
Note that (G1, B1) = (G,B). By the properties of the degree (see Appendix
B), deg ((Gt, Bt), Dt, 0) is defined for 0 ≤ t ≤ 1 and
deg ((G0, B0), D0, 0) = deg ((G1, B1), D1, 0). (55)
Set
G˜t[u] = G0[u]u
(1−t) n+2n−2 ,
B˜t(x, u) = ∂νu+
n− 2
2
hg(x)u − t ck,0u nn−2 for x ∈ Nk.
Note that (G˜t, B˜t)(u) = 0 amounts to the Yamabe problem with boundary. (In
particular, higher derivative estimates follows directly from C0 estimates due
to its semi-linear structure.) Thus, deg ((G˜t, B˜t), D0, 0) is defined for 0 ≤ t ≤ 1
and
deg ((G˜0, B˜0), D0, 0) = deg ((G˜1, B˜1), D0, 0) = deg ((G0, B0), D0, 0). (56)
Let Lg be the conformal Laplacian of (M, g), i.e.
Lg = ∆g − n− 2
4(n− 1)Rg.
For a function v ∈ C2,α(M), let (−Lg)−1v be the solution to{ −Lgφ = v in M◦,
∂νφ+
n−2
2 hg(x)φ = 0 on ∂M.
Here we have used λ1(M, g) > 0.
Define S : C2,α(M)→ C2,α(M) by Su= u−(−Lg)−1(u
n+2
n−2 ). By Proposition
4 in Appendix B,
deg ((G˜0, B˜0), D0, 0) = deg L.S.(S
∣∣
C4,α(M)
, D0, 0), (57)
where deg L.S. denotes the Leray-Schauder degree.
Let
Dˆ0 =
{
u ∈ C2,α(M) : u > 0, λ(A
u
4
n−2
g ) ∈ Γ1,
‖u‖C2,α(M) + ‖u−1‖C2,α(M) ≤ 2C, dist (λ(A
u
4
n−2
g ), ∂Γt) > ǫ
}
.
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In [43, Section 5], it was shown that
deg L.S.(S, Dˆ0, 0) = −1, (58)
On the other hand, by the reduction property of the Leray-Schauder degree (see
e.g. [24, Theorem 8.7]),
deg L.S.(S, Dˆ0, 0) = deg L.S.(S|C4,α(M), Dˆ0 ∩C4,α(M), 0). (59)
In addition by the excision property of the Leray-Schauder degree,
deg L.S.(S|C4,α(M), Dˆ0 ∩ C4,α(M), 0) = deg L.S.(S|C4,α(M), D0, 0). (60)
Taking (55)-(60) altogether into account, we arrive at deg ((G1, B1), D1, 0)
= −1. Putting D = D1 and recalling the definition of (G1, B1), we get (53),
which completes the proof. 
Proof of Proposition 1. (a) If M is the standard half sphere, the result is
obvious (though the proof below applies to this case as well). We thus assume
that M is not simply connected.
Let π : SSn+ → M be the conformal covering map. Then
signλ1(M, g) = signλ1(SS
n
+, π
∗(g)) = signλ1(SSn+, gSSn),
and so λ1(M, g) > 0. Here π
∗(g) denotes the pull-back metric of g to SSn+ by
π.
By [43, Theorem 0.1], there exists a metric gˆ conformal to g such that Rgˆ
≡ 1 in M and hgˆ ≡ c on ∂M . (In fact, in this case the proof for the existence
for such metric is much simpler. One first argues as in Case 2 of the proof of
Proposition 3 to get an a priori C0 bound. Higher derivatives estimates then
follow, and so a degree theory argument can be carried out to conclude the
desired existence.)
Since π is conformal, π∗(gˆ) satisfies Rπ∗(gˆ) ≡ 1 on SSn+ and hπ∗(gˆ) ≡ c on
∂SSn+. By the Liouville theorem in [27, Theorem 2.1(b)] (see also [62]), π
∗(gˆ)
can be obtained by gSSn by a conformal transformation on SS
n. In particular,
π∗(gˆ) has sectional curvature 1. It follows that gˆ also has sectional curvature 1,
which establishes (a).
(b) It is readily seen that (i) ⇒ (ii) is a consequence of (a). In addition, that
(ii) ⇒ (iii) is obvious. It remains to show (iii) ⇒ (i). Assume that M is of Γk-
positive type for some n2 ≤ k ≤ n. By Theorem 2 (see also [46] and [21]), there
exists a conformal metric gˆ such that σk(λ(Agˆ)) = 1, λ(Agˆ) ∈ Γk in M and hgˆ
= 0 on ∂M . Let M2 be the double of M and equip it with the metric induced
by gˆ. Then M2 is a C
2,1 closed locally conformally flat manifold with λ(Agˆ) ∈
Γk, and so M2 is a quotient of the standard sphere SS
n by [37, Corollary 1]. In
particular, there is a covering map π : SSn → M2 such that π∗(gˆ) is conformal
to the round metric.
Notice that on SSn, π∗(gˆ) satisfies σk(λ(Aπ∗(gˆ))) = 1 and λ(Aπ∗(gˆ)) ∈ Γk.
Hence, by the Liouville theorem in [79], [80] (see also [50]), (SSn, π∗(gˆ)) and
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the standard SSn differ by a Mo¨bius transformation. Therefore, by changing π
if necessary, we can assume without loss of generality that π∗(gˆ) is the round
metric. Then any component of π−1(∂M) ⊂ SSn is an umbilic minimal hyper-
surface and so is an equator. This implies that π−1(∂M) is connected and is an
equator, which consequently implies that π−1(M) is conformally equivalent to
the standard half-sphere SSn+. 
5 Counterexamples to C2 estimates
As mentioned in the introduction, the local C2 estimates of Jin, Li and Li stated
in Theorem A fail in general if one allows η to attain a negative value. Moreover,
such estimates also fail at global level when one has some (natural) additional
ellipticity assumption on the ambient manifold. Here we discuss the setting in
which we construct counterexamples and provide precise statements in Lemmas
13 and 14. More specifically, we use radial solutions on annuli. It should be
noted that radial solutions of the σk equations were systematically analyzed by
Chang, Han and Yang in [18].
We first state a simple fact from linear algebra.
Lemma 11 If M = µx ⊗ x + ν I then M has exactly two real eigenvalues
µ |x|2 + ν, which is simple, and ν, which is of order n− 1.
For R > 1, let AR denote the annulus
AR = {x ∈ Rn : 1 ≤ |x| ≤ R}.
Let u be a radial function, i.e. u(x) = u(|x|). Following the notations of [18],
let
t = ln |x| and ξ(t) = − 2
n− 2 lnu(|x|) − ln |x|.
A straightforward calculation using Lemma 11 shows that the eigenvalues of Au
are
λ1 =
n− 2
2
e2ξ[ξtt − (1− ξ2t )],
λ2 = . . . = λn =
n− 2
4
e2ξ(1 − ξ2t ).
We thus have:
Lemma 12 If a function ξ satisfies{
e2kξ(1− ξ2t )k−1[ξtt + n−2k2k (1− ξ2t )] = 2
k−1
Ck−1n−1
=: Θ, 0 ≤ t ≤ lnR,
−1 < ξt < 1, 0 ≤ t ≤ lnR,
(61)
where Ck−1n−1 =
(n−1)!
(k−1)!(n−k)! , then the function u defined by
u(x) = u(|x|) = exp
[
− n− 2
2
ξ(ln |x|)− n− 2
2
ln |x|
]
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satisfies {
σk(λ(A
u)) = 1 in BR \B1,
u > 0 and λ(Au) ∈ Γk in B¯R \B1.
The following lemma produces a counterexample for boundary local C2 es-
timate.
Lemma 13 For any 2 ≤ k ≤ n and c < 0, there exist C0 > 0, R0 > 1 and a
family of {uj} ⊂ C∞(B¯R0 \B1) satisfying
σk(λ(A
uj )) = 1 in BR0 \B1,
uj > 0 and λ(A
uj ) ∈ Γk in B¯R0 \B1,
∂uj
∂r +
n−2
2 uj = −n−22 c u
n
n−2
j on ∂B1,
(62)
and
|uj|+ |u−1j |+ |∇uj | ≤ C0 in BR0 \B1,
such that
lim
j→∞
inf
∂B1
|∇2uj| =∞.
Proof. Fix c < 0. We will consider small constants 0 < ǫ < δ < 12 whose values
will be specified later. For any such ǫ and δ, there is clearly a smooth function
ξ(t) ≡ ξ(t; ǫ, δ) satisfying near t = 0
e2kξ(1− ξ2t )k−1[ξtt +
n− 2k
2k
(1 − ξ2t )] = Θ, (63)
and
ξ(0) = ǫ+ ln |c|, ξt(0) = −e−ǫ = ce−ξ(0). (64)
(Here we have used 1 − ξt(0)2 > 0.) We first require that δ is small enough so
that the following argument goes through (note that 0 < ǫ < δ)
ξtt(0) = Θe
−2kξ(0)(1− ξt(0)2)1−k − n− 2k
2k
(1− ξt(0)2)
= Θe−2k ln |c|[1 +O(ǫ)](2ǫ +O(ǫ2))1−k − n− 2k
2k
(2ǫ+O(ǫ2))
=
Θ
|c|2k (2ǫ)
1−k[1 +O(ǫ)] ≥ Θ
2|c|2k (2ǫ)
1−k > 0.
Therefore ξt is strictly increasing in t for small t.
We will only consider those values of ǫ satisfying −e−ǫ < −1 + δ2 . It follows
that for small positive t,
− e−ǫ < ξt(t) < −1 + δ, (65)
and
ξtt(t) > 0. (66)
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For each such ǫ, we let (0, T (ǫ, δ)), 0 < T (ǫ, δ) ≤ ∞, be the largest open
interval on which (63)-(66) hold.
We note that, in [0, T (ǫ, δ)), one has
0 < (1− (−e−ǫ)2) ≤ (1− ξ2t ) ≤ 1− (−1 + δ)2) ≤ 2δ, (67)
ξ ≤ ξ(0) ≤ ln |c|, (68)
which implies in view of (63) that
ξtt ≥ Θe−2k ln |c|(2δ)1−k − |n− 2k|
2k
(2δ) ≥ Θ
2
e−2k ln |c|(2δ)1−k > 0 (69)
for all δ sufficiently small.
We now fix δ. By (65), (69) and the mean value theorem,
δ ≥ ξt(t)− ξt(0) ≥ Θ
2
e−2k ln |c|(2δ)1−k t for 0 < t < T (ǫ, δ).
It follows that T (ǫ, δ) is finite and
T (ǫ, δ) ≤ C(n, k, |c|, δ), (70)
where here and below C(n, k, |c|, δ) denotes some positive constant independent
of ǫ. Moreover, (67)-(69) hold in [0, T (ǫ, δ)].
We next show that
T (ǫ, δ) ≥ 1
C(n, k, |c|, δ) > 0. (71)
Evidently, this implies
lim inf
ǫ→0
T (ǫ, δ) > 0,
which proves the assertion by virtue of (65), (68), (70) and Lemma 12.
If T (ǫ, δ) ≥ 1, (71) holds. Otherwise, T (ǫ, δ) < 1 and, in view of (65),(69),
and the definition of T (ǫ, δ), ξt(T (ǫ, δ)) = −1+δ. By (69) and ξt(0) < −1+ δ2 <
−1 + δ = ξt(T (ǫ, δ)), there exists some T̂ ∈ (0, T (ǫ, δ)) such that
ξt(T̂ ) = −1 + δ
2
, −1 + δ
2
≤ ξt ≤ −1 + δ on [T̂ , T (ǫ, δ)].
It is then easy to see from (63) that
|ξtt| ≤ C(n, k, |c|, δ) on [T̂ , T (ǫ, δ)].
It follows from the mean value theorem that
δ
2
= |ξt(T̂ )− ξt(T (ǫ, δ)| ≤ C(n, k, |c|, δ)(T (ǫ, δ)− T̂ ) ≤ C(n, k, |c|, δ)T (ǫ, δ),
from which we deduce (71). 
The failure of C2 estimates is more dramatic in the sense that on any fixed
annulus, which is of Γk-positive type for any 1 ≤ k < n2 , C2 estimates also
fail for sufficiently negative perspective boundary mean curvature values. We
announce here the statement but defer the proof to a forthcoming paper.
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Lemma 14 ([57]) Let B1 be the open lower half-sphere of the standard SS
n
and B2 be an open geodesic ball centered at the north pole of SS
n with radius 0
< r < π2 . Note that B1 and B2 are disjoint.
For any 2 ≤ k ≤ n, there exist c∗ = c∗(n, k, r) < 0, a sequence cj > c∗, cj
→ c∗ and a family of {uj} ⊂ C∞(SSn \ (B1 ∩B2)) satisfying
σk(λ(A
u
4
n−2
j g
)) = 1 in SSn \ (B1 ∩B2),
λ(A
u
4
n−2
j g
) ∈ Γk and uj > 0 in SSn \ (B1 ∩B2),
h
u
4
n−2
j g
= cj on ∂B1,
h
u
4
n−2
j g
= 0 on ∂B2,
(72)
and
|uj |+ |u−1j |+ |∇uj| ≤ C0 in SSn \ (B1 ∩B2)
such that
lim
j→∞
sup
SSn\(B1∩B2)
|∇2uj | =∞.
Moreover, for fixed n and k, c∗ is a continuous, strictly increasing function of
r and
lim
r→π
2
c∗ = 0 and lim
r→0
c∗ = −∞.
6 Γ-type of a manifold
In this appendix, we briefly study the notion of Γ-types introduced in the in-
troduction. Throughout this appendix, we assume that (f,Γ) satisfies (3)-(6)
and (9), unless otherwise stated. We first recall the notion of viscosity solutions
used in Definition 1.
Definition 3 A positive continuous function u in M is a viscosity supersolution
(respectively, subsolution) of
λ(A
u
4
n−2 g
) ∈ ∂Γ in M◦
when the following holds: If x0 ∈ M◦, ϕ ∈ C2(M◦), (u−ϕ)(x0) = 0, and u−ϕ
≤ 0 near x0, then
λ(A
ϕ
4
n−2 g
(x0)) ∈ Rn \ Γ
(respectively, if (u − ϕ)(x0) = 0, and u − ϕ ≥ 0 near x0, then λ(A
ϕ
4
n−2 g
(x0))
∈ Γ¯). We say that u is a viscosity solution if it is both a viscosity supersolution
and a viscosity subsolution.
We next show that the Γ-positive type and the Γ-nonpositive type are mu-
tually exclusive.
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Lemma 15 Let (M, g) be a smooth compact Riemannian manifold with bound-
ary and Γ satisfy (3) and (4). Then (M, g) cannot be simultaneously of Γ-
positive type and of Γ-nonpositive type.
Proof. It suffices to show that if λ(Ag) ∈ Γ in M and hg ≥ 0 on ∂M and if the
equation {
λ(A
u
4
n−2 g
) ∈ ∂Γ in M◦,
h
u
4
n−2 g
≤ 0 on ∂M
has a C0,1 viscosity solution u, then a contradiction must occur.
First, arguing as in the proof of Theorem 1, we can assume that hg > 0 on
∂M . Next, pick x0 ∈ M such that
u(x0) = max
M
u > 0.
If x0 ∈ M◦, then using the definition of viscosity supersolution, we see for ϕ ≡
u(x0) that
u(x0)
− 4n−2λ(Ag(x0)) = λ(A
ϕ
4
n−2 g
(x0)) ∈ Rn \ Γ,
violating λ(Ag(x0)) ∈ Γ.
If x0 ∈ ∂M , then we must have ∂u∂ν (x0) ≤ 0 in the viscosity sense, which
implies that
0 <
∂u
∂ν
(x0) +
n− 2
2
hg(x0)u(x0) =
n− 2
2
h
u
4
n−2 g
(x0) ≤ 0.
This is also impossible. Lemma 15 is established. 
Next, we show:
Lemma 16 Let (M, g) be a smooth compact locally conformally flat Rieman-
nian manifold with umbilic boundary and (f,Γ) satisfy (3)-(4). If λ1(M, g) >
0 and Γ admits a smooth concave defining function, then (M, g) is either of
Γ-positive type or of Γ-nonpositive type.
Recall that a smooth concave defining function for an open setG is a function
h ∈ C∞(G) ∩ C0(G¯) which is concave and positive in G and vanishes on ∂G.
Proof. Assume that (M, g) is not of Γ-nonpositive type. We will show that
(M, g) is of Γ-positive type.
First, we claim that Theorem 1 holds if we replace the hypothesis “(M, g) is
of Γ-positive type” by “(M, g) is not of Γ-nonpositive type”. Indeed, by arguing
as in the proof of Theorem 1 and using Proposition 3, it suffices to show that
max
M
u ≥ C(n,M, g, f,Γ, β) > 0
for any positive solution u of (10). Assume otherwise that this is incorrect, so
that there is a family {uj} of positive solutions of (10) satisfying
max
M
uj =: ǫj → 0.
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Define vj =
uj
ǫj
≤ 1. Then
f(λ(A
v
4
n−2
j g
)) = ǫ
4
n−2
j in M
◦,
λ(A
v
4
n−2
j g
) ∈ Γ and vj > 0 in M,
∂vj
∂ν +
n−2
2 hg vj = ck ǫ
2
n−2 v
n
n−2
j on Nk, k = 1 . . .m.
Moreover, by Proposition 3 and the gradient estimate in [56, Theorem 1.19], we
also have
|∇ ln vj | = |∇ lnuj| ≤ C(n,M, g, f,Γ, β).
Hence, by passing to a subsequence if necessary, we get vj converges in Ho¨lder
norm to some function v which is a positive C0,1 viscosity solution of
f(λ(A
v
4
n−2 g
)) = 0 in M◦,
λ(A
v
4
n−2 g
) ∈ Γ¯ and vj > 0 in M,
∂v
∂ν +
n−2
2 hg v = 0 on ∂M,
which contradicts the fact that (M, g) is not of Γ-nonpositive type.
By the above claim, we see that Theorem 2 also holds if we replace the
hypothesis “(M, g) is of Γ-positive type” by “(M, g) is not of Γ-nonpositive
type”. In particular, if (M, g) is not of Γ-nonpositive type, and there exists a
function f on Γ which satisfies (5)-(9), then the problem (10) has a solution for
ck = 0, which implies that (M, g) is of Γ-positive type. The result then follows
from Lemma 17 below. 
Lemma 17 Let Γ ⊂ Rn be a cone satisfying (3) and (4). There exists a func-
tion f satisfying (5)-(9) if and only if Γ admits a concave defining function h
∈ C∞(Γ) ∩ C(Γ¯).
Proof. The necessity is clear. For the sufficiency, assume that Γ admits a
defining function h ∈ C∞(Γ) ∩C(Γ¯). By considering
h˜(λ) =
∑
x is a permutation of λ
h(x),
instead of h, we can assume without loss of generality that h is symmetric.
Let ΩΓ = Γ∩ {λ : λ1 + . . .+ λn = 1}, which is open, symmetric and convex.
Let ∇T denote the gradient on ΩΓ. Observe that for x ∈ ΩΓ and p0 ∈ Ω¯Γ, the
concavity of h implies that
−∇Th(x) · (x − p0) ≥ −h(x) + h(p0) ≥ −h(x).
Therefore, for 0 < α < 1 and g = hα, there holds
g(x)−∇T g(x) · (x− p0) = h(x)α−1
[
h(x)− α∇Th(x) · (x− p0)
]
≥ (1− α)h(x)α > 0 for any x ∈ ΩΓ and p0 ∈ Ω¯Γ. (73)
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Define f by
f(λ) = (λ1 + . . .+ λn) g
( λ
λ1 + . . .+ λn
)
.
We only need to show that ∂if > 0,
∑
i ∂if > δ and f is concave in Γ.
For simplicity, we write
[λ] = λ1 + . . . λn and λ
′ =
λ
[λ]
.
We compute
∂if(λ) = g(λ
′) + [λ] ∂jg(λ′)
δij [λ]− λj
[λ]2
= g(λ′) + ∂ig(λ′)− ∂jg(λ′)λ′j = g(λ′)−∇T g(λ′) · (λ′ − pi),
where pij = δ
i
j . Since Γ ⊃ Γn, it follows that pi ∈ Ω¯Γ. Hence, by (73),
∂if(λ) ≥ (1− α)[λ]−1 f(λ) > 0 in Γ.
To prove the concavity of f , we calculate its Hessian. We have
[λ]∂ijf(λ) = ∂kg(λ
′)
δkj [λ]− λk
[λ]
+ ∂kig(λ
′)
δkj [λ]− λk
[λ]
− ∂lg(λ′)δlj [λ]− λl
[λ]
− ∂klg(λ′)λ′l
δkj [λ]− λk
[λ]
= ∂ijg(λ
′)− ∂kig(λ′)λ′k − ∂ljg(λ′)λ′l + ∂klg(λ′)λ′k λ′l.
Hence, for any p ∈ Rn, we have
[λ]∂ijf(λ) pi pj = ∂ijg(λ
′) pi pj − ∂kig(λ′)λ′k pi pj − ∂ljg(λ′)λ′l pi pj + ∂klg(λ′)λ′k λ′l pi pj
= ∂ijg(λ
′) pi pj − 2∂kig(λ′)λ′k pi [p] + ∂klg(λ′)λ′k λ′l [p]2. (74)
On the other hand, since ∇2g ≤ 0 in Γ,
∂klg(λ
′)λ′k λ
′
l ≤ 0,(
∂kig(λ
′)λ′k pi
)2 − (∂ijg(λ′)pi pj)(∂klg(λ′)λ′k λ′l) ≤ 0.
Also, as Γ ⊂ Γ1, [λ] > 0 in Γ. Therefore, (74) implies that ∇2f ≤ 0 in Γ, i.e. f
is concave in Γ.
Finally, we show (7). For µ > 0, since Γ ⊂ Γn, the concavity and the
homogeneity of f implies that
µ f
( 1
n
+
λ1
µ
, . . . ,
1
n
+
λn
µ
)
= f
(µ
n
+ λ1, . . . ,
µ
n
+ λn
)
≤ f(λ1, . . . , λn) + µ
n
n∑
i=1
∂if(λ).
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Dividing both side by µ and let µ → ∞, we get
n∑
i=1
∂if(λ) ≥ nf
( 1
n
, . . . ,
1
n
)
= nh
( 1
n
, . . . ,
1
n
) 1
α =: δ.
The proof is complete. 
Proof of Example 1. First observe that M = SSn \ (B1 ∪B2) is conformally
equivalent to some annulus AR = BR \B1. Consider the cylindrical metric gcyl
= |x|−2gflat on AR. We have
|hgcyl| = (r−
n−2
2 )
n
n−2
∣∣∂rr−n−22 + n− 2
2r
r−
n−2
2
∣∣ = 0 for r = 1 or r = R.
Hence ∂AR is mean curvature free with respect to gcyl. By a direct calculation,
the eigenvalues of Agcyl are found to be −n−22 with multiplicity 1 and n−24 with
multiplicity n− 1. Hence
σk(λ(Agcyl )) =
(n− 2)k
4k
(n− 1)!
(k − 1)!(n− k)!
[ − 2 + n
k
]
> 0 if n > 2k.
By well-known properties of Γk, this shows that λ(Agcyl ) ∈ Γk in M for any 1
≤ k < n2 . The first assertion follows.
For the second part, observe that M is not covered by the standard half-
sphere and invoke Proposition 1(b). 
A Conformally invariant boundary differential
operators on Euclidean domains
Proof of Theorem 6. First, applying (17) for ψ being a translation of Rn, we
infer that
B(0, s, p, ν,H) = B(x, s, p, ν,H). (75)
Thus, for simplicity, we will write B(s, p, ν,H) in place of B(x, s, p, ν,H).
(a) Fix some s, p, ν and H . Let u be a smooth function such that u(x) = s and
∇u(x) = p.
Assume for the moment that p · ν 6= 0. Set
λ = − (n− 2)s
p · ν and x = λν.
Define a conformal transformation ψ by ψ(z) = λ2 z|z|2 . Writing r for |z|, we
calculate
uψ =
|λ|n−2
rn−2
u ◦ ψ,
∇iuψ = |λ|
n
rn+2
(δijr
2 − 2zi zj)∇ju ◦ ψ − (n− 2) |λ|
n−2
rn
zi u ◦ ψ.
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As ψ(x) = x and |x| = |λ|, it follows that
uψ(x) = s,
∇iuψ(x) = (δij − 2νi νj) pj − (n− 2) 1
λ
νi s
= pi − νi
(
2pjνj +
(n− 2)s
λ
)
= pi − (p · ν)νi.
Also,
νψ(x) = −ν and Hψ(x) = H − 2
λ
I = H +
2p · ν
(n− 2)sI.
Hence, by (17),
B(s, p− (p · ν)ν, ν,H) = B
(
s, p,−ν,H + 2p · ν
(n− 2)sI
)
.
Therefore,
B(s, p, ν,H) = B
(
s, p−(p ·ν)ν,−ν,H+ 2p · ν
(n− 2)sI
)
for any s, p, ν with p ·ν 6= 0.
By the continuity of B, the restriction that p · ν 6= 0 can be dropped. We thus
get
B(s, p, ν,H) = B
(
s, p− (p · ν)ν,−ν,H + 2p · ν
(n− 2)sI
)
for any s, p, ν. (76)
Assume next that p · ν = 0. This time we define
λ = − (n− 2)s|p| and x = λ
p
|p| .
For ψ(z) = λ2 z|z|2 , a direct calculation using p · ν = 0 shows that
uψ(x) = s,∇uψ(x) = 0, νψ(x) = ν, and Hψ(x) = H.
Therefore, by (17),
B(s, 0, ν,H) = B(s, p, ν,H) provided p · ν = 0.
Combining with (76), we get
B(s, p, ν,H) = B
(
s, 0,−ν,H + 2p · ν
(n− 2)sI
)
for any s, p, ν. (77)
(b) Fix s, ν and H . Pick a smooth function u such that u(0) = s and ∇u(0) =
0.
Applying (17) for ψ(z) = Rz, we get
B(R
n−2
2 s, 0, ν,H) = B(s, 0, ν, R−1H).
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Hence
B(s, 0, ν,H) = B(1, 0, ν, s−
2
n−2H). (78)
Next, let e be any unit vector. Pick an orthonormal matrix O such that Oν
= e. Applying (17) for ψ(z) = Oz we get
B(s, 0, ν,H) = B(s, 0, e,H). (79)
(c) Finally, combining (75), (77), (78), and (79), we conclude that
B(x, s, p, ν,H) = B
(
0, 1, 0, e, s−
2
n−2
(
H +
2
n− 2
p · ν
s
I
))
.
The proof is complete. 
B Degree theory for second order elliptic oper-
ators with Neumann boundary conditions
In this appendix, we give a modification of [54] to define a degree theory for
(nonlinear) second order elliptic equations with (nonlinear) oblique derivative
boundary conditions. Let Ω ⊂ Rn be a domain with smooth boundary. For a
fixed f ∈ C3,α(Ω¯×R×Rn×Symn×n), define a differential operator F : C4,α(Ω¯)
→ C2,α(Ω¯) by
F [u] = f(·, u,∇u,∇2u).
We say that F is elliptic on some bounded open subset O of C4,α(Ω¯) if for any
u ∈ O, x ∈ Ω¯ and ξ ∈ Rn there holds,
∂f
∂uij
(x, u,∇u,∇2u) ξi ξj > ρ|ξ|2 for some ρ > 0. (80)
For β1, . . . , βn, γ ∈ C4,α(∂Ω×R), define a boundary condition operator B :
C4,α(Ω¯) → C3,α(∂Ω) by
B[u] =
(
βi(x, u)ui + γ(x, u)
)∣∣∣
∂Ω
,
where ν denotes the outer unit normal to ∂Ω. We say that B is oblique on some
bounded open subset O of C4,α(Ω¯) if for any u ∈ O and x ∈ ∂Ω there holds
βi(x, u) νi > µ for some µ > 0. (81)
Let O ⊂ C4,α(Ω¯) be a bounded open set such that ∂O∩ (F,B)−1(0) = ∅, F
is elliptic on O and B is oblique on O. We will define an integer-valued degree
for (F,B) on O at 0 along the line of [54].
Define
S : C2,α(Ω¯) → Cα(Ω¯)× C1,α(∂Ω)
u 7→ (S(1)[u], S(2)[u]) := (∆u, (∂u∂ν + u)∣∣∂Ω). (82)
49
It is well-known that S is an isomorphism.
Consider
T : C4,α(Ω¯)→ Cα(Ω¯)× C1,α(∂Ω)× C3,α(∂Ω)
u 7→ (T (1)[u], T (2)[u], T (3)[u]) := (S ◦ F [u], B[u]).
As in [54], we write
T (1)[u] = ast(x, u,∇u,∇2u)uiist + C∗(x, u,∇u,∇2u,∇3u),
T (2)[u] =
(
ast(x, u,∇u,∇2u)usti νi + f˜(x, u,∇u,∇2u)
)∣∣∣
∂Ω
,
T (3)[u] =
(
βi(x, u)ui + γ(x, u)
)∣∣∣
∂Ω
,
where
ast(x, u,∇u,∇2u) = ∂f
∂ust
(x, u,∇u,∇2u).
We split
T [u] = Lu,N u+Ru,N [u]
where N is to be determined and
L
(1)
u,N w = ast(x, u,∇u,∇2u)wiist −N ast wst,
L
(2)
u,N w =
(
ast(x, u,∇u,∇2u)wsti νi
)∣∣∣
∂Ω
,
L
(3)
u,N w =
(
βi(x, u)wi + w
)∣∣∣
∂Ω
,
R
(1)
u,N [w] = N ast wst + C∗(x, u,∇u,∇2u,∇3u),
R
(2)
u,N [w] = f˜(x, u,∇u,∇2u)
∣∣
∂Ω
,
R
(3)
u,N [w] =
(
− w + γ(x, u)
)∣∣∣
∂Ω
.
We claim that, there exists N0 ≥ 0 depending only on ‖ast‖C1,α , ‖βi‖C3,α ,
‖γ‖C3,α , the ellipticity constant ρ and the obliqueness constant µ such that for
all N ≥ N0
Lu,N : C
4,α(Ω¯)→ Cα(Ω¯)× C1,α(∂Ω)× C3,α(∂Ω) is an isomorphism. (83)
To see this, consider L0 : C
4,α(Ω¯) → Cα(Ω¯)×C1,α(∂Ω)×C3,α(∂Ω) defined by
Lw =
(
∆2w,
(∂(∆w)
∂ν
+∆w
)∣∣
∂Ω
,
(∂w
∂ν
+ w
)∣∣
∂Ω
)
.
By [1, Theorem 12.1], t L0 + (1− t)Lu,N has finite dimensional kernel and so is
Fredholm for t ∈ (0, 1). (Here we have used ast ∈ C1,α, βi ∈ C3,α, γ ∈ C3,α.)
Moreover, by the stability of the Fredholm index (see e.g. [47, Theorem 5.17]),
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the Fredholm index of Lu,N is the same as that of L0, which is zero. Thus, to
show that Lu,N is isomorphic, it suffices to show that it has a trivial kernel. To
this end, assume that w ∈ KerLu,N . First, using H2 and H3 estimates for linear
elliptic equation of second order with oblique derivative boundary condition (see
e.g. [1, Theorem 15.2]) and L
(3)
u,N w = 0, we have
‖w‖H2 ≤ C
[
‖astwst‖L2(Ω) + ‖w‖L2(Ω)
]
, (84)
‖w‖H3 ≤ C
[
‖astwst‖H1(Ω) + ‖w‖L2(Ω)
]
, (85)
where C depends on ‖ast‖C1,α , ‖βi‖C2,α , ‖γ‖C2,α , ρ and µ. On the other hand,
as the problem (ast φst, L
(3)
u,Nφ) = 0 has a unique solution for N sufficiently large
(due to (81) and the maximum principle), the ‖w‖L2 terms on the right hand
sides of (84) and (85) can be dropped so that
‖w‖H2 ≤ C ‖astwst‖L2(Ω) and ‖w‖H3 ≤ C ‖astwst‖H1(Ω). (86)
Next, using Lu,N w = 0, we compute
0 =
∫
Ω
L
(1)
u,N w
[ − akl wkl] dx
≥ c1
∫
Ω
∣∣∇(astwst)∣∣2 +N ∫
Ω
∣∣akl wkl∣∣2 dx− c2 ‖w‖H3(Ω) ‖w‖H2(Ω)
≥ c1
2
∫
Ω
∣∣∇(astwst)∣∣2 + (N − c3)∫
Ω
∣∣akl wkl∣∣2 dx.
In the above, the first inequality follows from integration by parts, L
(2)
u,Nw =
0, and Ho¨lder’s inequality, while the second inequality follows from Cauchy-
Schwarz’s inequality and (86). It is evident that for N sufficiently large, we
must have akl wkl ≡ 0. As L(3)u,N w = 0, we must have w ≡ 0, i.e. Lu,N is
injective. The claim follows.
Note that, by [1, Theorem 7.3], (Lu,N )
−1 maps C1,α(Ω¯) × C2,α(∂Ω) ×
C4,α(∂Ω) into C5,α(Ω¯), and its norm as a linear map between these spaces
is bounded by a constant that depends only on ‖ast‖C2,α , ‖βi‖C4,α , ‖γ‖C4,α , ρ
and µ. It follows that u 7→ VN [u] := (Lu,N)−1 ◦Ru,N [u] is a compact operator
from O to C4,α(Ω¯). Moreover, ∂O ∩ (Id + VN )−1(0) = ∂O ∩ (F,B)−1(0) = ∅.
Therefore, we can define
deg ((F,B),O, 0) = deg L.S.(Id+ VN ,O, 0), N ≥ N0, (87)
where deg L.S. denotes the Leray-Schauder degree. As in [54], it can be shown
that this definition of the degree is independent of N .
It is also standard to check that the degree constructed above satisfies the
following standard requirements.
(a) If deg ((F,B),O, 0) 6= 0, then there exists u ∈ O such that (F [u], B[u]) =
0.
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(b) The excision property: If U¯ ⊂ O and U¯ ∩ (F,B)−1(0) = ∅, then deg ((F,B),O, 0)
= deg ((F,B),O \ U¯ , 0).
(c) The homotopy invariance property: If t 7→ (ft, bt) is continuous from [0, 1]
to C3,α(Ω¯× R× Rn × Symn×n)× C4,α(∂Ω× R× Rn), Ft is elliptic on O,
Bt is oblique on O, and ∂O∩ (Ft, Bt)−1(0) = ∅, then deg ((Ft, Bt),O, 0) is
independent of t.
We next consider the “compatability” of the degree defined by (87) with the
Leray-Schauder degree in case (F,B) has linear leading terms. We begin with
a result about the semi-finiteness of a linear operator, which is known to the
experts but relatively hard to find in the literature.
Lemma 18 Assume aij ∈ C1(Ω¯), bi, c ∈ C0(Ω¯), βi ∈ C1(∂Ω) and γ ∈ C0(∂Ω).
Assume furthermore that (aij) > ρ I in Ω¯ and β · ν > µ on ∂Ω for some ρ >
0 and µ > 0. There exists λ∗ depending on ‖aij‖C1(Ω¯), ‖bi‖C0(Ω¯), ‖c+‖C0(Ω¯),
‖βi‖C1(∂Ω), ‖γ−‖C0(∂Ω), ρ and µ such that for any λ > λ∗, the problem{
aij(x)uij + bi(x)ui + c(x)u = λu in Ω,
βi(x)ui + γ(x)u = 0 on ∂Ω
(88)
has no non-trivial solution in C2(Ω¯).
Remark 7 If γ ≥ 0 on ∂Ω, the result follows directly from the maximum prin-
ciple. In fact, λ∗ can then be taken to be ‖c+‖C0(Ω¯).
Proof. Assume that u ∈ C2(Ω¯) is a solution to (88). Let ν be the outer normal
to ∂Ω. Split β = (β · ν) ν + βT . Then by the second equation in (88),
∂u
∂ν
= − 1
β · ν
(
βT · ∇u+ γ u) on ∂Ω. (89)
Multiplying the first equation in (88) by u then integrating over Ω, we get
λ
∫
Ω
u2 dx ≤ −c1
∫
Ω
|∇u|2 dx+ c2
∫
Ω
u2 dx+
∫
∂Ω
u aij ui νj dσ(x),
where c1 and c2 are some positive constant that depends only on ‖aij‖C1, ‖bi‖C0 ,
‖c+‖C0 and ρ. To proceed, we write aijνj = pνi + qi with q · ν = 0. It is easily
seen that p = aijνi νj > 0 on ∂Ω. Then, by (89),
c1
∫
Ω
|∇u|2 dx+ (λ− c2)
∫
Ω
u2 dx ≤
∫
∂Ω
u
[
p
∂u
∂ν
+ qi ui
]
dσ(x)
= −
∫
∂Ω
p
β · ν γ u
2 dσ(x) +
∫
∂Ω
uX(u) dσ(x),
≤ c3
∫
∂Ω
u2 dσ(x) +
∫
∂Ω
uX(u) dσ(x), (90)
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where c3 is a constant that depends only on ‖aij‖C0, ‖γ−‖C0 and µ, and X =
Xi ∂i is some vector field along ∂Ω which is tangential to ∂Ω and ‖X‖C1(∂Ω) is
bounded from above by a constant depending only on ‖aij‖C1 , ‖β‖C1 and µ.
On the other hand, by the smoothness of ∂Ω, there exists a finite partition
of unity {(Uk, ηk)} of ∂Ω, i.e. ∂Ω = ∪Ui, 1∂Ω =
∑
ηk, ηk ∈ C∞0 (Uk), such that
each Uk is diffeomorphic to the unit ball B
′
1 of R
n−1 by a diffeomorphism ψk :
B′1 → Uk. For u˜k = u ◦ ψk and Xk = ηkX , we compute∫
∂Ω
uX(u) dσ(x) =
1
2
∑
k
∫
Uk
Xk (u
2) dσ(x) =
1
2
∑
k
∫
B′
1
n−1∑
i=1
X˜
(k)
i (u˜
2
k)i dy,
where ‖X˜(k)i ‖C1 is bounded from above by a constant depending only on ‖aij‖C1 ,
‖β‖C1 and µ. Integrating by parts and noting that X(k)i has compact support,
we obtain ∫
∂Ω
uX(u) dσ(x) ≤ C
∑
k
∫
B′
1
|u˜k|2 dy ≤ c4
∫
∂Ω
|u|2 dσ(x),
where c4 depends on ‖aij‖C1 , ‖β‖C1 and µ. Returning to (90) we hence get
c1
∫
Ω
|∇u|2 dx+ (λ− c2)
∫
Ω
u2 dx ≤ (c3 + c4)
∫
∂Ω
u2 dσ(x)
≤ 1
2
c1
∫
Ω
|∇u|2 dx+ c5
∫
Ω
u2 dx
where in the second estimate we have used the compactness of the embedding
H1(Ω) →֒ L2(∂Ω). It is readily seen that, for λ > c2 + c5, the above inequality
forces ‖u‖L2(Ω) = 0, which implies u = 0. 
Proposition 4 Assume that (F,B) = (F1, B1) + (F2, B2) where
(F1[u], B1[u]) =
(
aij(x)uij + bi(x)ui + c(x)u,
(
βi(x)ui + γ(x)u
)∣∣
∂Ω
)
,
(F2[u], B2[u]) =
(
f∗(x, u,∇u), b∗(·, u)
∣∣
∂Ω
)
,
aij, bi, c ∈ C3,α(Ω¯), β, γ ∈ C4,α(∂Ω), f2 ∈ C3,α(Ω¯ × R × Rn), and b2 ∈
C4,α(∂Ω×R). Assume that F is elliptic, i.e. (aij) > 0 in Ω¯, and B is oblique,
i.e. β · ν > 0 on ∂Ω.
If (F1, B1) is invertible, then for any open bounded set O ⊂ C4,α(Ω¯) such
that ∂O ∩ (F,B)−1(0) = ∅, we have
deg ((F,B),O, 0) = (−1)dimE−(F1,B1)deg L.S.(Id+ (F1, B1)−1 ◦ (F2, B2),O, 0),
where
E−(F1, B1) =
⊕
λi<0
{
u ∈ C4,α(Ω¯) : −(F1[u], B1[u]) = (λi u, 0)
}
.
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Remark 8 (a) dimE−(F1, B1) is finite due to Lemma 18 and standard elliptic
estimates.
(b) If f∗ ≡ 0 and b∗ ≡ 0, then the conclusion simplifies to
deg ((F,B),O, 0) = (−1)dimE−(F1,B1).
Proof. As before, set T = (S◦F,B) : C4,α(Ω¯)→ Cα(Ω¯)×C1,α(∂Ω)×C3,α(∂Ω),
where S is given by (82). Define L : C4,α(Ω¯) → Cα(Ω¯)×C1,α(∂Ω)×C3,α(∂Ω)
by
Lw =
(
ast(x)wiist −N ast wst,
(
ast(x)wsti νi
)∣∣∣
∂Ω
,
(
βi(x, u)wi + w
)∣∣∣
∂Ω
)
.
By (87), we can pick N large enough such that L is invertible, L−1 ◦T : C4,α(Ω¯)
→ C4,α(Ω¯) is of the form Id + Compact and
deg ((F,B),O, 0) = deg L.S.(L−1 ◦ T,O, 0).
Set G = (S ◦ F1, B1). By our hypotheses, G is invertible. Thus, by the
product rule of the Leray-Schauder degree,
deg ((F,B),O, 0) =
∑
U
deg L.S.(L
−1 ◦G,U , 0) deg L.S.(G−1 ◦ T,O,U),
where the summation is made over the connected components of C4,α(Ω¯) \
(F1, B1)
−1 ◦ (F,B)(∂O). It is evident that deg L.S.(L−1 ◦G,U , 0) = 0 if 0 /∈ U .
Hence
deg ((F,B),O, 0) = deg L.S.(L−1 ◦G, O˜, 0) deg L.S.(G−1 ◦ T,O, 0),
where O˜ is the connected component of C4,α(Ω¯) \ (F1, B1)−1 ◦ (F,B)(∂O) con-
taining 0. As G−1 ◦ T = (F1, B1)−1 ◦ (F,B) = Id + (F1, B1)−1 ◦ (F2, B2), it
remains to show that
d := deg L.S.(L
−1 ◦G, O˜, 0) = (−1)dimE−(F1,B1). (91)
Define (F˜ , B˜) : C4,α(Ω¯) → C2,α(Ω¯)× C3,α(∂Ω) by
(F˜ [w], B˜[w]) =
(
aij(·)wij ,
(
βi(·)wi + w
)∣∣
∂Ω
)
.
For 0 ≤ t ≤ 1, define Lt : C4,α(Ω¯) → Cα(Ω¯)× C1,α(∂Ω)× C3,α(∂Ω) by
Ltw =
(
(1−t) ast(x)wiist+t∆F˜ [w]−N F˜ [w],
(
(1−t)ast(x)wsti νi+t ∂F˜ [w]
∂ν
)∣∣∣
∂Ω
, B˜[w]
)
.
As in the proof of (83), we can select N large enough so that each Lt is an
isomorphism for t ∈ [0, 1]. Furthermore, as Lt − G : C4,α(Ω¯) → C1,α(Ω¯) ×
C2,α(∂Ω)×C4,α(∂Ω), L−1t ◦G is a legitimate homotopy for the Leray-Schauder
degree. It follows that
d = deg L.S.(L
−1 ◦G, O˜, 0) = deg L.S.(L−11 ◦G, O˜, 0). (92)
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Next, set
L˜t w =
(
∆(F˜ [w]) − (1− t)N F˜ [w],
(∂F˜ [w]
∂ν
+ t F˜ [w]
)∣∣∣
∂Ω
, B˜[w]
)
.
Arguing as before, we have L˜t is invertible and
deg L.S.(L
−1
1 ◦G, O˜, 0) = deg L.S.(L˜−10 ◦G, O˜, 0) = deg L.S.(L˜−11 ◦G, O˜, 0). (93)
Note that L˜−11 = (S ◦ F˜ , B˜) and so L˜−11 ◦G = (F˜ , B˜)−1 ◦ (F1, B1). Hence,
by (92) and (93)
d = deg L.S.((F˜ , B˜)
−1 ◦ (F1, B1),O, 0) = deg L.S.((F1, B1)−1 ◦ (F˜ , B˜),O, 0).
Set
At = (F1, B1)
−1 ◦ [(1− t)(F˜ , B˜)− t(Id, 0)],
where (Id, 0) is considered as an operator from C4,α(Ω¯) into C2,α(Ω¯)×C3,α(∂Ω).
By the maximum principle and obliqueness, At is a continuous family of invert-
ible linear operators acting on C4,α(Ω¯). Moreover, for t ∈ [0, 1), (1− t)−1At is
of the form Id + Compact. Hence, by the homotopy invariance property of the
Leray-Schauder degree,
d = deg ((1− t)−1At, O˜, 0) for any t ∈ [0, 1),
which implies
d = (−1)dimE−(At) for any t ∈ [0, 1),
where
E−(At) =
⊕
λi(t)<0
{
u ∈ C4,α(Ω¯) : At u = λi(t)u
}
.
To proceed, we claim that there exists some C > 0 and δ ∈ (0, 1) such that,
for any t ∈ (1 − δ, 1]
− C < λ < − 1
C
for any negative eigenvalue λ of At. (94)
Indeed, let λ be an eigenvalue of some At and u be a corresponding eigenfunc-
tion. Since At is invertible, Then{
aij uij + bi ui + c u =
1
λ
[
(1− t)aij uij − tu
]
in Ω,
βi ui + γ u =
1
λ (1− t)(βi ui + u) on ∂Ω,
which is equivalent to{
aij uij +
λ
λ−(1−t) bi ui +
λ
λ−(1−t) c u+
t
λ−(1−t)u = 0 in Ω,
βi ui +
λ
λ−(1−t)γ u− 1−tλ−(1−t) u = on ∂Ω,
It is readily seen that the first inequality in (94) follows from the invertability
of (F,B) while the second follows from Lemma 18 for δ sufficiently small.
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By (94) and the compactness of A1, we can pick a (simply connected) neigh-
borhood N of [−C,− 1C ] in the complex plane such that in the set of eigenvalues
of A1 lying in N consists of all negative real eigenvalues of A1. Furthermore,
we can assume that N is symmetric about the real axis. Set
E(At,N ) =
⊕
λi(t)∈N
{
u ∈ C4,α(Ω¯) : At u = λi(t)u
}
,
E∗(At,N ) =
⊕
λi(t)∈N\R
{
u ∈ C4,α(Ω¯) : At u = λi(t)u
}
By the continuity of a finite system of eigenvalues (see e.g. [47, pp. 213-214]),
for δ > 0 sufficiently small,
dimE(At,N ) is independent of t ∈ (1− δ, 1].
Also, since At has real coefficients,
dimE∗(At,N ) is even .
Therefore, by (94),
d = lim
t→1
(−1)dimE−(At) = lim
t→1
(−1)dimE(At,N ) = (−1)dimE(A1,N ) = (−1)dimE−(A1).
As A1 = −(F1, B1)−1 ◦ (Id, 0), (91) follows. The proof is complete. 
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