Introduction
In 1888, Hilbert 5] proved that a real ternary quartic which is positive semide nite (psd) must have a representation as a sum of three squares of quadratic forms. Hilbert's proof is short, but di cult; a high point of 19th century algebraic geometry. There have been two modern expositions of the proof { one by Cassels in the 1993 book 6] by Rajwade, and one by Swan 8] in these Proceedings { but there are apparently no other proofs of this theorem in the literature. In 1977, Choi and Lam 2] gave a short elementary proof that a psd ternary quartic must be a sum of ( ve) squares of quadratic forms, but as we shall see, the number \three" is critical.
Hilbert's approach does not address two interesting computational issues: 1. Given a psd ternary quartic, how can one nd three such quadratics? 2. How many \fundamentally di erent" ways can this be done?
In this paper, we describe some methods for nding and counting representations of a psd ternary quartic as a sum of three squares. In certain special cases, we can answer these questions completely, describing all representations in detail.
For example, if p(x; y; z) = x 4 + F(y; z), where F is a psd quartic, then we give an algorithm for constructing all representations of p as a sum of three squares. We show that if F is not the fourth power of a linear form, then there are at most 8 such representations. The key idea to our work is the simple observation that if p = f 2 + g 2 + h 2 , then p ? f 2 is a sum of two squares. We also give an equivalent form of Hilbert's Theorem which involves only binary forms.
Preliminaries
Suppose p(x; y; z) = X i+j+k=4 i;j;k x i y j z k (1) is a ternary quartic. How can we tell whether p is psd? The general answer, by the theory of quanti er elimination (see, e.g., 1]) tells us that this is the case if and only if the coe cients of p belong to a particular semi-algebraic set. This general 1991 Mathematics Subject Classi cation. 11E20, 11E76, 14N15, 12Y05. 1 set is likely to be rather unedifying to look at in detail, so it will be convenient to make a few harmless assumptions about p. Suppose that p(x 1 ; : : : ; x n ) is a homogeneous polynomial. By an invertible change taking p to p 0 , we will mean a formal identity:
p(x 0 1 : : : : ; x 0 n ) = p 0 (x 1 ; : : : ; x n ); We may thus assume without loss of generality that p(x; y; z) = x 4 + 2F 2 (y; z)x 2 + 2F 3 (y; z)x + F 4 (y; z); (2) where F j is a binary form of degree j in (y; z). Henceforth, we shall restrict our attention to ternary quartics of this shape.
We present a condition for p to be psd. No novelty is claimed for this result, which has surely been known in various guises for centuries. Note that p is psd if and only if, for all (y; z) 2 R 2 and all real t, (y;z) (t) := t 4 + 2F 2 (y; z)t 2 + 2F 3 (y; z)t + F 4 (y; z) 0: Theorem 1. The quartic (t) = t 4 
Proof. A necessary condition for (t) 0 for all t is that (0) = c 0. If (0) = 0, then 0 (0) = 2b = 0 as well, and clearly t 4 +2at 2 0 if and only if a 0. Thus, one possibility is that c = 0, b = 0, and a 0.
We may henceforth assume that (0) = c > 0, and so, dividing by jtj, ( (6) We remark, that, even after squaring, (6) is not a \true" illustration of quanti er elimination, because there will still be square roots on the right-hand side.
The Gram matrix method
Observe that for polynomials in f; g 2 R X] := R x 1 ; : : : ; x n ] and for all , f 2 + g 2 = (cos f + sin g) 2 + ( sin f cos g) 2 : (7) More generally, if M = m ij ] is a real t t orthogonal matrix, then
(Note that (7) includes all real 2 2 orthogonal matrices.) Thus, any attempt to count the number of representations of a form as a sum of squares must mod out the action of the orthogonal group. If we consider the two sets of vectors of coe cients from the two representations given in (8), we see that one set is the image of the other upon by the action of M, and since M is orthogonal, the dot products of the vectors are unaltered. If p happens to be a quadratic form, then upon arranging the monomials in the usual order, it's easy to see that the (unique) Gram matrix for p is simply the usual matrix representation for p. It follows that a psd quadratic form has, in e ect, only one representation as a sum of squares.
Henceforth, when we say that p 2 R X] is a sum of t real squares in m ways, we shall mean that the sums of t squares comprise m distinct orbits under the action of the orthogonal group, or, equivalently, that there are exactly m di erent psd matrices of rank t which satisfy (11).
Finally, we remark that a real Gram matrix for p of rank t which is not psd corresponds to a representation of p as a sum or di erence of t squares over R and that a complex Gram matrix of rank t corresponds to a sum of t squares over C. These facts require relatively simple proofs, but we defer these to a future publication.
Hilbert's Theorem and Gram matrices { an introduction
We describe how the Gram matrix method works for ternary quartics. There are 6 monomials in a quadratic form in three variables, and 15 coe cients in the ternary quartic. This means that there are 21 distinct entries in the Gram matrix and 15 equations in (11), and hence the solution to the linear system will have 6 = 21?15 parameters. Thus the Gram matrix of a ternary quartic is 6 6 with entries linear in 6 parameters. If we recall (1), denote the parameters by fa; b; c; d; e; fg, and write the monomials of degree 2 in the order x 2 ; y 2 ; z 2 ; xy; xz; yz, then we nd the general form of a Gram matrix of a ternary quartic p: 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 Hilbert's Theorem together with Theorem 3 says that if p is psd, then for some choice of the parameters fa; b; c; d; e; fg, this matrix will be psd and have rank 3.
We ignore the psd requirement for the moment and consider the problem of nding choices of parameter for which this Gram matrix has rank 3. For any such matrix, all 4 4 minors will equal zero. There are 225 such minors, although by symmetry there are at most 120 di erent minors. Each minor is the determinant of a 4 4 matrix with entries linear in the parameters, and hence its vanishing is an equation of degree at most 4 in the 6 parameters.
Thus for a speci c ternary quartic p we can form a system of 120 equations of degree at most 4 in 6 variables so that the solutions correspond to rank 3 Gram matrices for p. We can attempt to solve this system, however in almost all cases, the system is much too complicated to solve \by hand". We have made use of a computational tool called RealSolving, which can count the number of solutions, both complex and real, in the case where there are only nitely many complex (See (15), (16) below.) We will later show how these representations can be derived without using a Gram matrix.
Using RealSolving, for p = x 4 +y 4 +z 4 we have found that there are 15 choices of parameter in which V is a real matrix of rank 3, and 63 choices of parameter in which V is a complex matrix of rank 3. As noted above, the non-psd cases correspond to the representations of p as a sum or di erence of three real squares or as a sum of three complex squares. Thus we know that there are exactly 63 (orthogonally inequivalent) ways to write p as a sum of three squares of forms over C, of which 15 are a sum or di erence of three squares over R.
In this case, after \by hand" manipulation of the 120 equations, we can nd the following 15 representations of p as a sum or di erence of three squares of real quadratic forms: Thus, p = P f i (x; y; z) 2 implies that p = P f i (x; y; z) 2 = P f i (x; z; y) 2 = etc. The \obvious" representation (12) is una ected by these symmetries. The equations (13) and (14) correspond to three psd and three non-psd representations each, after the cyclic permutation of the variables. It is not obvious, but (15) and (16) are already symmetric in the variables (this shows up in their Gram matrices); however, the substitutions (y; z) ! ( 1 y; 2 z) make them correspond to four psd and four non-psd representations respectively.
If we consider p as a sum of three complex quadratic forms, we need to allow the entries of the Gram matrix to be complex. There are 48 non-real Gram matrices of rank 3. We nd, for example, that V (1; i; i; 0; 0; 2i) has rank 3, and this gives us a representation of p as a sum of three squares: (x 2 + y 2 + iz 2 ) 2 + 2(ixy + z 2 ) 2 ? 2i(xz + yz) 2 :
(17)
Since p(x; y; z) = p(x; i m y; i n z), a cyclic permutation of the variables gives potentially 3 4 2 = 48 di erent sums of squares. However, (17) is symmetric under z ! ?z, so that it corresponds to only 24 non-real representations. We turn to the real representations of the previous paragraph, and note that (13) and (14) are now equivalent under y ! iy. There are also 4 2 ? 2 2 = 12 ways to take (y; z) ! (i m y; i n z), with 0 m; n 3, where at least one of (m; n) is odd, and 12 non-real representations which correspond to such a substitution into each of (15) and (16), completing the inventory. Hilbert's Theorem, in these terms, is that f i;j;k (R 15 )g is precisely the set of coe cients of psd ternary quartics. It is not unreasonable to expect that the degree of this mapping would (usually) be nite, but we have not seen this issue discussed in detail in the other proofs of Hilbert's Theorem. We know of no studies of Hilbert's Theorem over C.
We have applied the method of the example to a number of di erent real ternary quartics. In all cases, we have obtained the values (63; 15) for the number of complex and real solutions, apart from a couple of \degenerate" cases where the numbers are less. Our experiments suggest that the values (63; 15) are generic. We hope to have much more to say about this in a future publication.
Some preparatory results on binary forms
We now show how the representations of certain psd ternary quartics as a sum of three squares can be analyzed without using Gram matrices explicitly. This is done by reducing the analysis to certain questions about binary forms.
Suppose p(t; u) is a psd binary form of degree 2d. An invertible change is now de ned by p 0 (t; u) = p(at + bu; ct + du); ad 6 = bc:
By the same reasoning applied to ternary quartics, we may assume that, after an invertible change, p(1; 0) = 1, so p(t; u) = t 2d + . In any given representation p = f 2 
Furthermore, since p 0, the exponents of the real factors, m j , must be even. Q r k=1 (n k + 1) ways.
Proof. Suppose p = f 2 1 + f 2 2 is given in standard form, with f 1 (1; 0) = 1, f 2 (1; 0) = 0. Suppose rst that p has the real linear factor`(t; u) = t + u. Then p( ; ?1) = 0 for j = 1; 2, hence f j ( ; ?1) = 0 as well, and so`divides both f 1 and f 2 . In this way, we can \peel o " all the real linear factors of p, and we may assume without loss of generality that p has only the complex conjugate factors.
As noted above, we consider the possible factorizations of p = G + G ? . Since G + j p, there exist 0 a k ; b k n k such that
Taking conjugates, we see that
Comparison with the factorization of p shows that a k +b k = n k , hence b k = n k ?a k for all k. Finally, we shall need the following result. It is similar to the classical canonical form for the binary quartic, which is in the literature. However, the classical theorem allows invertible changes in GL(2; C); it is unclear whether our analysis of the real case is in the literature. Theorem 6. If p(t; u) is a psd quartic form, then using an invertible change, p(t; u) can be put into one of the following shapes: t 4 , t 2 u 2 , t 2 (t 2 + u 2 ), (t 2 + u 2 ) 2 , or t 4 + t 2 u 2 + u 4 with j j < 2. The particular shape of p depends only on the factorization of p over C t; u].
Proof. Factor p as in (18). If P m j = 4, then since the m j 's are even, either p =`4 1 or p =`2 1`2 2 , where`1 and`2 are non-proportional linear forms. Make the invertible change t 0 =`1(t; u) and u 0 =`2(t; u) to get the rst two cases. If P m j = 2, then p(t; u) =`2q(t; u), where`is linear and q is a positive de nite quadratic. Make a preliminary invertible change so that`= t 0 , drop the prime and note that q(t; u) = at 2 + 2btu + cu 2 c > 0 and`0(t; u) = b c t+u, we can make another invertible change so that`0 = u 0 . This shows that p can be turned into t 2 (dt 2 + u 2 ). By taking u = p du 0 and dividing by d, we obtain the third case. In the last two cases, p has only complex conjugate roots. If they are repeated, then p is the square of a positive de nite binary quadratic form, which after an invertible change is t 2 + u 2 .
Otherwise, we may assume that p(t; u) = (t 2 + u 2 )(at 2 + 2btu + cu 2 ), where the second factor is positive de nite. Under an orthogonal change of variables t = ct 0 + su 0 ; u = ?st 0 + cu 0 , where s = sin ; c = cos , the rst factor becomes (t 0 ) 2 +(u 0 ) 2 and the coe cient of t 0 u 0 in the second becomes (a?c) sin 2 +2b cos2 . 
As noted earlier, we may assume that the term x 2 appears only in f 1 , and up to sign, we may assume that its coe cient is 1. Thus, p(x; y; z) = x 2 + g 1;1 (y; z)x + g 2;1 (y; z) 
We now exploit the algebraic properties of sums of two squares, in a lemma which will be applied to p ? (x 2 + Q) 2 . The basic idea is similar to 3, Lemma 7.5].
Lemma 7. Suppose (x; y; z) = h 2 (y; z)x 2 + 2h 3 (y; z)x + h 4 (y; z) is a quartic form (so that h k is a form of degree k). Then there exist forms (j) (2) , then it is psd and we have (j) (x; y; z) = (j) (y; z)x + (j) (y; z); hence h 2 = 2 (1) + 2 (2) , h 3 = (1) (1) + (2) (2) , h 4 = 2 (1) + 2 (2) . It follows that = h 2 h 4 ? h 2 3 = ( (1) (2) ? (2) (1) ) 2 :
Conversely, suppose is psd and is a square. Then h 2 (y; z) is a psd quadratic form, so after an invertible change in (y; z), which will a ect neither the hypothesis nor the conclusion, we may consider one of three cases: h 2 (y; z) = 0, h 2 (y; z) = y 2 , h 2 (y; z) = y 2 + z 2 .
In the rst case, = ?h 2 3 , so h 3 = 0 as well and (x; y; z) = h 4 (y; z) is a psd binary quartic. By Theorem 4, = h 4 is a sum of two squares.
In the second case, (y; z) = y 2 h 4 (y; z) ? h 2 This lemma leads to the fundamental constructive theorem of this paper. is the square of a real cubic form.
Note that for every Q which satis es the above conditions, p(x; y; z) ? (x 2 + Q(y; z)) 2 is quadratic in x and is a sum of two squares, and hence by Theorem 5
can be written as a sum of two squares in at most two ways. That is, the number of representations of p as a sum of three squares is bounded by twice the number of suitable Q.
Whereas the Gram matrix approach involves a system of polynomial equations in the six parameters fa; b; c; d; e; fg, the method of Theorem 8 involves three parameters, the coe cients of Q. It is not di cult to set up necessary conditions for a binary sextic to be the square of a cubic form, and when applied to = 2(F 2 ? Q)(F 4 ? Q 2 ) ? F 2 3 , these give a non-trivial system of three equations, although the degree is much higher than that which arises in the Gram matrix approach.
Finally, by comparing Corollary 2 and Theorem 8, we see that Hilbert's Theorem can be reduced entirely to a theorem in binary forms. We believe that it should be possible to prove Corollary 9 directly. This would provide a purely constructive proof of Hilbert's Theorem. We hope to validate this belief in a future publication.
Some constructions
The simplest applications of Theorem 8 occur when F 3 (y; z) = 0; that is, when p is an even polynomial in x. (Unfortunately, a constant-counting argument which we omit shows that not every real ternary quartic can be put in this form after an invertible change.) We revisit Theorem 8 in this special case:
Corollary 10. There is a representation is the square of a real cubic form. The rst condition is equivalent to F 2 ? Q and F 4 ? Q 2 both being psd. We now turn to the second condition.
If the rst factor in (25) is 0, then = 0 is trivially a square, and Q = F 2 .
Thus, the remaining condition is that F 4 ? F 2 2 be psd. This is (a).
If the second factor in (25) is 0, then again is trivially a square and Q 2 = F 4 . Suppose F 4 = k 2 2 , then Q = k 2 , and the remaining condition is that F 2 ? Q = F 2 k 2 be psd and we obtain case (b).
In the remaining two cases, we have a quadratic q 2 = F 2 ? Q and a quartic q 4 = F 4 ? Q 2 whose product is a square. If q 2 and q 4 are relatively prime, then each must be a square. Thus, F 2 ?Q =`2 for some linear form`, and F 4 ?Q 2 = s 2 2 is a square. This is (c).
Finally, if gcd(q 2 ; q 4 ) = g, then q 2 = gu and q 4 = gv, with u and u relatively prime, so that q 2 q 4 = g 2 uv is a square. This implies that u and v are squares, so that g has even degree. This last case is that g is quadratic, so we may take g = q 2 and write v =`2 for a linear form`; that is, F 4 ? Q 2 = (F 2 ? Q)`2. Note that this implies that (F 2 ? Q)(`2 ? In case (b), the condition that F 2 ? Q = F 2 k 2 is psd may be true for zero, one or two choices of sign. If it is true, we have p(x; y; z) = (x 2 + Q(y; z)) 2 + 2x 2 (F 2 (y; z) ? Q(y; z)); If F 2 ? Q is psd, it is a sum of two squares (in exactly one way) by Theorem 4.
If (c) holds, then p(x; y; z) = (x 2 + F 2 (y; z) ?`2(y; z)) 2 + 2`2(y; z)x 2 + s 2 (y; z) 2 is, as written, a sum of three squares. Furthermore, although 2`2(y; z)x 2 +s 2 (y; z) 2 factors into quadratic forms over C y; z], it does not factor into linear forms unless j s 2 , and so the sum of three squares is unique except in this case. It is not a priori clear how many di erent linear forms`satisfy these conditions for a given pair (F 2 ; F 4 ).
p(x; y; z) = (x 2 + Q(y; z)) 2 + 2(F 2 (y; z) ? Q(y; z))(x 2 +`2(y; z)): Since F 2 ? Q is a psd binary form, it splits into linear factors over C y; z], and so any suitable Q leads to two representations of p as a sum of three squares. Again, it is not a priori clear how many such forms Q exist for given (F 2 ; F 4 ).
We conclude this section with some simple examples. Example. The psd quartic p(x; y; z) = (x 2 + y 2 )(x 2 + z 2 ) = x 4 + x 2 (y 2 + z 2 ) + y 2 z 2 is a product of two sums of two squares and hence is a sum of two squares in two di erent ways. Are there other ways to write p as a sum of three squares? Example. We consider the class of quartics: p(x; y; z) = (x 2 + G(y; z)) 2 , so that F 2 (y; z) = 2G(y; z) and F 4 (y; z) = G 2 (y; z). By Corollary 10, p is a sum of three squares as in (24) is a product of two positive de nite quadratics. In this case, the computation of 0 is extremely easy: the minimum occurs at the extreme value of cos sin , namely, 2. F 4 =`2 1`2 2 for non-proportional linear forms`1 and`2, and p is a sum of three squares in exactly one way.
3. F 4 =`2k 2 , where k 2 is positive de nite, and p is a sum of three squares in exactly two ways.
4. F 4 = k 2 2 , where k 2 is positive de nite, and p is a sum of three squares in exactly three ways.
5. F 4 = k 2 q 2 , where k 2 and q 2 are positive de nite and not proportional, and p is a sum of three squares in exactly eight ways.
Proof. Throughout, we shall use the classi cation of Theorem 6 as the rst step in the proof.
1. We assume that`(y; z) = y. We must have that ?Q(y; z) and y 4 ? Q 2 (y; z) are psd. The second condition implies that Q(y; z) = y 4 with 1 2 , and the rst implies that < 0. In this case = ? ( The distinct values of give orthogonally distinct di erent representations of p as a sum of three squares. This can't be too surprising, because p is obviously a sum of two squares. However, the next case gives another sum of two squares which hasx 4 + (y 2 + z 2 ) 2 = (x 2 ) 2 + (y 2 + z 2 ) 2 + 0 2 = (x 2 ) 2 + (y 2 ? z 2 ) 2 + (2yz) 2 : In case (b), Q(y; z) = (y 2 + z 2 ) and ?Q is psd, so Q(y; z) = ?(y 2 + z 2 ) and x 4 + (y 2 + z 2 ) 2 = (x 2 ? (y 2 + z 2 )) 2 ?Q is a psd factor of F 4 ? F 2 2 = (y 2 + z 2 ) 2 , hence Q(y; z) = ? (y 2 + z 2 ) for some > 0. This implies that (y; z) = (1 ? 2 )(y 2 + z 2 ) 3 , which is only a square for = 0; 1, which have been already discussed. Altogether, there are only three representations.
5. We write F 4 (y; z) = y 4 + y 2 z 2 +z 4 , with j j < 2 and, as before, write = 2? 2 , with 0 < < 2. In case (a), Q = 0, and as in the last case, F 4 is a sum of two squares in two ways: By Lemma 12, the last factor is a square if and only if 2 = 2? 2+ . In this case, we have x 4 +y 4 + y 2 z 2 +z 4 = (x 2 ? (y 2 yz+z 2 )) 2 +(y 2 yz+z 2 )(2 x 2 +(1? 2 )(y z) 2 ) Since the sum of these last two squares splits over C, we get four di erent representations of p as a sum of three squares altogether, so there are four from case (d) and eight in all. That is, (12) and one of (13). The two cases from (c) become the other two from (13).
p(x; y; z) = (x 2 ? y 2 ) 2 + 2(xy) 2 + (z 2 ) 2 = (x 2 ? z 2 ) 2 + 2(xz) 2 The two-square identity then gives (15).
