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ABSTRAK 
  
Bayutama Isnaini, 2017. PERBANDINGAN KEAKURATAN 
MODEL REGRESI MENGGUNAKAN ESTIMASI M DAN ESTIMASI LTS 
PADA PRODUKSI PADI DI INDONESIA. Fakultas Matematika dan Ilmu 
Pengetahuan Alam, Universitas Sebelas Maret. 
Padi merupakan komoditas pangan di Indonesia. Produksi padi di 
Indonesia dapat dipengaruhi oleh nilai tukar petani, proyeksi jumlah penduduk, 
dan luas panen. Untuk memprediksi hubungan antara produksi padi dengan 
ketiga faktor tersebut dibentuk model regresi. 
 Pada data produksi padi di Indonesia terdapat data pencilan yang 
menyebabkan salah satu asumsi klasik regresi yaitu asumsi normalitas tidak 
dipenuhi sehingga digunakan regresi robust. Estimasi M dan least trimmed 
square (LTS) adalah dua estimasi pada regresi robust. Kedua estimasi tersebut 
mempunyai algoritme berbasis metode kuadrat terkecil. 
Penelitian ini bertujuan untuk menentukan model regresi menggunakan 
estimasi M dan estimasi LTS pada produksi padi di Indonesia, kemudian kedua  
model regresi tersebut dibandingkan keakuratannya menggunakan nilai Akaike 
information criterion (AIC). Berdasarkan hasil dan pembahasan, diperoleh 
model regresi menggunakan estimasi M lebih akurat dibanding estimasi LTS.  
Kata kunci : padi, estimasi M, estimasi LTS, AIC. 
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ABSTRACT 
Bayutama Isnaini, 2017. THE COMPARISON OF THE ACCURACY 
REGRESSION MODEL USING THE M AND LTS ESTIMATION ON THE 
PRODUCTION OF RICE IN INDONESIA. Faculty of Mathematics and Natural 
Sciences, Sebelas Maret University. 
Rice is the food commodity in Indonesia. The production of rice in 
Indonesia is influenced by the farmer exchanges value, amount of population 
projection, and the harvest area. The regression model is formed to predict the 
relation between the production of rice and the three factors influence it. 
 The data of the production of rice in Indonesia shows that there is an outlier 
which causes one of the classic assumption, the normality assumption is unfulfilled, 
so it uses the robust regression. The M and LTS estimation are the two estimations 
in robust regression. The both estimations have algorithm based on ordinary least 
squares. 
 This research is to determine the regression model using the M and LTS 
estimation on the production of rice in Indonesia, and to compare their accuracy 
using Akaike information criterion (AIC) value. Based on the result and the 
discussion, it shows that regression model using the M estimation is more accurate 
than the LTS estimation.  
Keywords : rice, the M estimation, the LTS estimation, AIC   
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