The ambiguity of a nondeterministic finite automaton (NFA) N for input size n is the maximal number of accepting computations of N for inputs of size n. For every natural number k we construct a family (L k r | r ∈ N) of languages which can be recognized by NFA's with size k·poly(r) and ambiguity O(n k ), but L k r has only NFA's with size exponential in r, if ambiguity o(n k ) is required. In particular, a hierarchy for polynomial ambiguity is obtained, solving a long standing open problem (
to be the ambiguity of N . There are related complexity measures such as the advice and the leaf complexity of N . To describe their definition let T N (x) be the computation tree of N on input x. Then advice N (x) is the maximum, over all paths in T N (x) from the root to a leaf, of the number of nodes with at least two children and advice N (n) = max{advice N (x) : x ∈ n } is the advice complexity of N . The leaf complexity of N determines the maximal number of computations for inputs of length n. Thus, if leaf N (x) is the number of leaves of T N (x), then leaf N (n) = max{leaf N (x) : x ∈ n }.
For a minimal NFA N these measures are related as follows [3] advice N (n), ambig N (n) ≤ leaf N (n) = O(advice N (n) · ambig N (n)) and, since advice N (n) is at most linear, leaf complexity and ambiguity are polynomially related, provided both are at least linear. Since leaf complexity is either bounded by a constant or at least linear but polynomially bounded, or otherwise exponential in the input length [3] , we obtain that ambiguity is either bounded by a constant or bounded by a polynomial or at least exponential.
Advice and leaf complexity are rather coarse measures, since advice and leaf complexity of an unambiguous NFA may be linear. Ambiguity on the other hand also influences the tractability of algorithmic questions. For instance, for every number k it can be determined efficiently whether two NFA's of ambiguity at most k are equivalent, resp. whether the ambiguity of a given NFA is at most k [7] .
How large is the decrease in conciseness, i.e., the increase in the number of states, if ambiguity is restricted? To study this question, four classes of NFA's, namely UNA (unambiguous nondeterministic automata), FNA (finitely ambiguous NFA), PNA (polynomially ambiguous NFA) and ENA (exponentially ambiguous NFA) are introduced in [6] . The classification into FNA's, PNA's or ENA's can be determined efficiently [8] .
Remember that the ambiguity of an NFA N is either at least exponential or at most polynomial and hence an NFA is either a PNA or an ENA. Leung [4] shows that there are ENA's N n with n states such that an equivalent PNA has at least 2 n − 1 states. Hence ENA's can be far more succinct than PNA's. Subsequently a similar result, applicable to a larger class of languages, was shown in [3] by using methods of communication complexity. In particular, the conciseness problem for PNA's can be reduced to the following communication result for the iterated language of nondisjointness. Let r be the alphabet of all subsets of {1, . . . , r 32 } of size r and set L r = {xy|x, y ∈ r and x ∩ y = ∅}.
Thus (L r ) t consists of all strings x 1 y 1 · · · x t y t where all pairs x i y i correspond to overlapping subsets. We assume the standard communication model with two players, Alice and Bob, where Alice receives x 1 · · · x t and Bob receives y 1 · · · y t . Observe that (L r ) t has small NFA's with poly(r + t) states. Fact 1 ([2] , pages 51-53) Let r, t be arbitrary natural numbers with r sufficiently large, and let α be a sufficiently small non-negative constant.
If a deterministic protocol D accepts only strings from (L r ) t and if at most 2 α·r·t messages are exchanged, then D accepts at most |(L r ) t |/2 α·t strings from (L r ) t .
The communication problem for (L r ) t can be solved, if Alice communicates her input, i.e., if 2 O(r·t·log 2 r) messages are exchanged. Thus, a deterministic protocol which exchanges only "slightly" fewer messages may accept only a rather small proportion of strings in (L r ) t .
Of particular interest are FNA's, for instance since their equivalence problem is efficiently solvable. However a separation of FNA's and PNA's has remained open for almost twenty years [4, 6] . We are able to show such a separation and even prove a hierarchy result for polynomial ambiguity. To describe our result we introduce the languages used in the separation. For a language L of strings of identical length define
and w i ∈ L for at least k different positions}.
Thus the input is partitioned into blocks of identical length and an input is accepted iff at least k blocks belong to the finite set L. Now assume that L can be recognized by a small NFA N . Since L is a finite set, we can recognize ∃ k (L) by an NFA N * which guesses k blocks, simulates N on each block and accepts if all blocks belong to L. Moreover, N * has ambiguity O(n k ) and its size, compared with N , grows by at most the factor O(k).
How should the languages L look like? In a first attempt set L = {uv | u, v ∈ {0, 1} r , u = v} as the language of inequality between r-bit strings. Then L is recognizable by an NFA with poly(r) states and (bounded) ambiguity r. But ∃ 1 (L) is also recognizable with poly(r) states and ambiguity r: guess a position i in {1, . . . , r} and accept
What went wrong? Few advice bits suffice and these advice bits can be remembered. In our second (and successful) attempt we therefore set L = (L r ) t , where we work with the iterated language of non-disjointness from Fact 1. This construction has two advantages. Firstly, L has a small NFA. Secondly, at least intuitively, the number of guesses required for L increases exponentially with t and hence a small NFA's for ∃ 1 (L r ) cannot remember sequences of t guesses. Our main result verifies this intuition. Theorem 1 Let r and t = (r/k 2 ) 1/3 be positive integers. Set L = (L r ) t . An NFA for ∃ k (L) with ambiguity o(n k ) has at least 2 ((r 1/3 /k 5/3 )) states. However, ∃ k (L) can be recognized by an NFA with ambiguity O(n k ) and size k · poly(r).
Observe that we have obtained the claimed separation of FNA's and PNA's for k = 1, but Theorem 1 also establishes a hierarchy of polynomial ambiguity.
We first show Theorem 1 for k = 1. We begin by sketching the argument in Sect. 2 and exploit structural limitations of NFA with sublinear ambiguity in Sect. 3. In Sect. 4 we introduce the detection problem. If an NFA N accepts ∃ 1 (L) with sublinear ambiguity, then we obtain an efficient deterministic protocol for the detection problem in Sect. 5. The argument concludes with an application of Fact 1 by showing that the detection problem is hard for deterministic protocols. Finally Theorem 1 is solved for arbitrary k in Sect. 6.
A Proof Sketch
We start by proving Theorem 1 for k = 1. Let L = (L r ) t and assume that the NFA N recognizes ∃ 1 (L) with sublinear ambiguity. Observe that all strings in L have length 2t and hence strings in ∃ 1 (L) have blocks of identical length 2t. We set K = 2t r , where r is the alphabet of L r . Finally set
Thus, as in the definition of ∃ 1 (L), the input is partitioned into blocks and an input is accepted iff no block belongs to the finite set L. The computationally hardest task for the NFA N is to separate ∃ =0 (L) from ∃ 1 (L).
The critical part of the argument is to exploit the limitation of sublinear ambiguity. Let Q be the set of states of N . In Sect. 3 we construct states p 0 , p 1 in Q such that at least |L|/|Q| 2 strings in L have a computation starting in p 0 and ending in p 1 . Moreover we show in Lemma 2 that for every string z in K \ L there is a string u in ∃ =0 (L) such that strings S(z ) with period uz can be "stored" in a "launching cycle" before reaching p 0 and in a "storage cycle" after leaving p 1 . The launching cycle has the form r So far the launching cycle is harmless, since it delivers strings in ∃ =0 (L) to state p 0 , but these strings cannot use computations from p 0 to p 1 which may be reserved for strings in L. However, if a single occurrence of z within S(z ) is replaced by an impostor string z in L and if the launching cycle does not detect the replacement, then N is forced into linear ambiguity, provided the impostor z can also hide at a matching position within the storage cycle (see Lemma 3).
Thus the NFA N has to solve the "detection problem", namely it has to detect whether an impostor z in L has replaced an occurrence of z in K \ L in both cycles. The detection problem is set up in such a way that -at least |L|/|Q| 2 strings from L are accepted, namely those strings z in L with a computation p 0 z → p 1 , and -all impostor strings z which for some z in K \ L survive in matching positions within both cycles are rejected. In particular, all strings in K \ L are rejected, since a string z in K \ L may serve as its own impostor.
Observe that no string z is simultaneously accepted as well as rejected, since all impostors have to be detected. The automaton N may try to solve the detection problem unconventionally for instance by allowing a potential impostor z to survive undetected within the launching and storage cycle, but not allowing z to survive in matching positions within both cycles. Also N does not have to solve the detection problem completely, since it can tolerate an impostor z provided there is no computation p 0 z → p 1 .
We then simulate N in Sect. 5 by a nondeterministic communication protocol which rejects all strings in K \ L, accepts at least |L|/|Q| 2 strings in L and does not simultaneously accept and reject a string in K \ L (see Lemma 4) . Thus we have reduced the problem of avoiding linear ambiguity for NFA's recognizing ∃ 1 (L) to a communication problem in which a rather small minority of strings in L has to be separated from all of K \ L. We show in Lemma 5 how to transform such a nondeterministic protocol into a deterministic protocol by increasing the number of messages only subexponentially. We are left with a deterministic protocol which rejects all strings in K \ L and accepts at least |L|/|Q| 2 strings in L.
Finally the argument concludes with an application of Fact 1. Thus, as in the case of exponential ambiguity, we again have reduced the conciseness problem to an investigation of deterministic protocols which recognize a "small, but significant chunk" of a given product language.
The general case of ambiguity O(n k ) is tackled in Sect. 6. Showing the existence of launching and storage cycles has now become a more complex problem. Previously it was sufficient that the periodic string S(z) was "living" in the one launching and the one storage cycle. Now we have to work with a vector p 0 , p 1 , . . . , p 2k−2 , p 2k−1 of states and have to move S(z) to p 0 and all the way from p 2i+1 to p 2(i+1) for all i = 0, . . . k − 2 and finally from p 2k−1 to an accepting state.
Structural Limitations for Sublinear Ambiguity
We begin by utilizing the special structure of the language ∃ 1 (L). Definition 1 Let N be an NFA for ∃ 1 (L) with initial state q 0 . Let p be an arbitrary state of N .
(a) We say that a string v in ∃ =0 (L) reaches state p iff there is a string u in ∃ =0 (L) and a computation for u · v which starts in q 0 and ends in p. Moreover state p accepts v ∈ ∃ =0 (L) iff there is a string w in ∃ =0 (L) and an accepting computation for v · w starting in p.
iff all strings in ∃ =0 (L) · ξ 0 reach p 0 and all strings in ξ 1 · ∃ =0 (L) are accepted by p 1 .
Our next goal is to construct a pair (ξ 0 , ξ 1 ) in ∃ =0 (L) × ∃ =0 (L) such that for all strings uξ 0 zξ 1 w in ∃ =0 (L) · (ξ 0 · L · ξ 1 ) · ∃ =0 (L) acceptance is "decided" by critical pairs. In particular we construct (ξ 0 , ξ 1 ) such that there are accepting computations of the form q 0
−→ q f for a final state q f and a critical pair (p 0 , p 1 ) for (ξ 0 , ξ 1 ). The crucial advantage of a critical pair is that all strings in ∃ 0 (L) · ξ 0 reach p 0 and all strings in ξ 1 · ∃ 0 (L) are accepted by p 1 . Thus there is no transition p 0 z → p 1 for a string z in ∃ 0 (L) and acceptance is indeed decided by (p 0 , p 1 ).
Proof We process the states of N in two phases. In the first phase we construct a string ξ 0 in ∃ =0 (L) such that each state p is either alive for ξ 0 (i.e., all strings in ∃ =0 (L) · ξ 0 reach p) or dead for ξ 0 (i.e., no string in ∃ =0 (L) · ξ 0 reaches p). The construction process proceeds iteratively by processing all states p of N in an arbitrary order. We begin by setting ξ 0 = ε. When processing state p we differentiate two cases.
Case 1: All strings in ∃ =0 (L) · ξ 0 reach p. We do not modify ξ 0 . Observe that p is alive for ξ 0 and stays alive for every string in ∃ =0 (L) with suffix ξ 0 .
Case 2: There is a string ξ in ∃ =0 (L) such that ξ · ξ 0 does not reach p. The string ξ · ξ 0 does not reach p and hence no string in ∃ =0 (L) · ξ · ξ 0 has a computation beginning in the starting state q 0 and ending in p. We replace ξ 0 by ξ · ξ 0 and p is dead for ξ 0 , but also dead for every string in ∃ =0 (L) with suffix ξ 0 . Also observe that each already processed state q stays alive, resp. remains dead.
In the second phase we proceed completely analogously, but now construct a string ξ 1 in ∃ =0 (L) such that each state p is either alive for ξ 1 (i.e., p accepts all strings in ξ 1 · ∃ =0 (L)) or dead for ξ 1 (i.e., p does not accept any string in ξ 1 · ∃ =0 (L)).
Now consider a string s = ξ 0 zξ 1 in M = ξ 0 · L · ξ 1 . Observe that M is a subset of ∃ 1 (L). However ξ 0 cannot reach a dead state for ξ 0 and ξ 1 cannot be accepted by a dead state for ξ 1 . Thus an accepting computation for s has to utilize a transition p 0 z → p 1 between alive states p 0 for ξ 0 and p 1 for ξ 1 . But every pair (p 0 , p 1 ) of alive states is a critical pair and we are done.
From now on we fix a pair (ξ 0 , ξ 1 ) in ∃ =0 (L) × ∃ =0 (L) for which Lemma 1 holds. Let (p 0 , p 1 ) be an arbitrary critical pair for (ξ 0 , ξ 1 ). We now utilize that all strings in ∃ =0 (L) · ξ 0 reach p 0 and all strings in ξ 1 · ∃ =0 (L) are accepted by p 1 .
Lemma 2
For each string z in K \ L, there are states r, s, natural numbers a, a 1 , a 2 with a > a 1 + a 2 , and a string u in ∃ =0 (L) as well as computations
Proof Let u = ξ 1 ξ 0 . Then the string (uz) |Q| u has suffix ξ 0 and hence reaches p 0 . As a consequence there is a string ξ in ∃ =0 (L) and a computation C for ξ · (uz) |Q| u which begins in the initial state q 0 and reaches p 0 . After reading ξ , computation C processes (uz) |Q| and produces a sequence of |Q| + 1 states, where we list all states before reading a copy of uz, resp. after reading the last copy. A state r of N appears twice in this sequence and we obtain a transition of the form r
Finally C, starting in r, reaches p 0 after reading the remaining, say, a 1 copies as well as the suffix u.
Thus we have shown that transitions of the form (1) exist. To verify that transitions of the form (2) exist, observe first that p 1 accepts the string (uz) |Q| , since ξ 1 is a prefix of u. We now apply the previous argument to (uz) |Q| and obtain transitions 
The Detection Problem
Let (p 0 , p 1 ) be a critical pair for (ξ 0 , ξ 1 ). We now introduce the detection problem for (p 0 , p 1 ), in which strings in L have to be "weakly" separated from strings in K \ L. It turns out that every NFA N for ∃ 1 (L) solves the detection problems for all critical pairs, provided N has ambiguity o(n). Since we show later that N can be efficiently simulated by a communication protocol-with communication resources related to the number of states-and that the detection problem is hard for communication complexity, the NFA N must have many states.
We say that an NFA has no redundant states if each state appears in an accepting computation of the NFA.
Definition 2
In the detection problem of (p 0 , p 1 ), each string in K has to be accepted, rejected, or left undecided.
(a) Accept a string z in K iff there is a computation p 0 z → p 1 of N . (b) Reject a string z in K iff there are states r, r , r , s, s , s , s , integers a, a 1 , a 2 with a > a 1 + a 2 , and strings u in ∃ =0 (L) and z in K \ L with computations
The next lemma shows the crucial property that no string in K is simultaneously accepted and rejected in the detection problem of an nfa for ∃ 1 (L) with sublinear ambiguity and without redundant states.
Lemma 3
Let N be an NFA recognizing ∃ 1 (L) without redundant states. Also assume that N has ambiguity o(n).
(a) In the detection problem of an arbitrary critical pair (p 0 , p 1 ), -all strings in K \ L are rejected -and no string in K is simultaneously accepted and rejected.
(b) Each string in L is accepted in the detection problem of some critical pair.
Proof (a) Consider the detection problem of a critical pair (p 0 , p 1 ).
We show first that all strings z in K \ L are rejected. With Lemma 2 we know that Now assume there is a string z in K that is simultaneously accepted and rejected. It follows that there is a computation p 0 z → p 1 as well as computations (3) and (4). Consider the string
Utilizing (3) and (4), we have the following computations for string S(z):
-from state r through states r , r back to state r, -from state r through states p 0 , p 1 to state s , -and from state s through states s , s , s back to state s .
Thus the string S n (z) can indeed be stored within the r-cycle as well as within the s-cycle. Moreover a new, potentially accepting computation is launched by the computation r (uz ) a 1 u → p 0 , since we have assumed the transition p 0 z → p 1 . It turns out that there are n distinct computations on the string S n (z), each of which starts in state r and ends in state s . Since the NFA N has no redundant states, state r is reachable from the initial state by a string w, and an accepting state is reached from state s by a string w . Thus, we have n distinct accepting computations of the NFA N on the string wS n (z)w of length O(n), which contradicts to the o(n) ambiguity of N . Hence no string in K is simultaneously accepted and rejected.
(b) Finally, if z is a string in L, then by Lemma 1, the string z is accepted in the detection problem of some critical pair.
The Communication Problem
We show that the detection problem has an efficient communication protocol, provided a small NFA N with ambiguity o(n) recognizes ∃ 1 (L). Remember that L = (L r ) t and K = 2t r . We work with the conventional two-party communication model consisting of two players Alice and Bob. If x 1 y 1 · · · x t y t is the input of N , then Alice receives x 1 · · · x t and Bob receives y 1 · · · y t as their respective inputs. Alice and Bob communicate nondeterministically with computations either being accepting, rejecting or undecided. We say that an input is accepted if at least one computation is accepting, rejecting if at least one computation is rejecting, and undecided if all computations are undecided. (Thus undecided computations play the role of rejecting computations for conventional nondeterminism.) Observe that we allow to simultaneously accept and reject an input. Now assume that the NFA N recognizes ∃ 1 (L). Let r, r * be two states of N and let z in K be an input string. Our first goal is to determine whether N has a computation for z starting in r and ending in r * . Set r 0 = r. Beginning with i = 1, Alice simulates N for input x i by starting in state r i−1 and sends state r i , if r i is reached. Bob simulates N for input y i by starting in state r i and sends state r i , if r i is reached. In the last round Bob accepts if additionally r t = r * holds and otherwise outputs "undecided". Obviously the simulating protocol exchanges at most |Q| 2t messages. It has an accepting computation iff N has a computation r z → r * and otherwise leaves the input undecided.
We say that a protocol solves the detection problem of (p 0 , p 1 ) if the protocol labels each input as accepted, rejected or undecided as prescribed by the detection problem.
Lemma 4
Assume that N recognizes ∃ 1 (L) and that N has ambiguity o(n). Let (p 0 , p 1 ) be a critical pair for (ξ 0 , ξ 1 ). Then there is a nondeterministic protocol P which solves the detection problem of (p 0 , p 1 ) with |Q| O(t) messages.
Proof We begin by describing the protocol P . In its first attempt P tries to accept its input z in K by simulating the automaton N when reading z starting in state p 0 . P accepts z iff state p 1 is reached and otherwise leaves z undecided.
In a second attempt P tries to reject z. Alice guesses states r, r , r , s, s , s , s as well as strings z in K \ L, u in ∃ =0 (L), and integers a, a 1 , a 2 (with a > a 1 + a 2 ). Then she verifies the following transitions without communication, namely 
From Nondeterminism to Determinism
In Lemma 4 we have solved the detection problem of a critical pair by a nondeterministic protocol P with only |Q| O(t) messages. However the detection problem separates L from its complement K \ L only weakly, since the majority of strings from L are either rejected or left undecided. We begin our analysis by transforming the nondeterministic protocol P into a deterministic protocol D. We avoid an exponential blowup in the number of messages by observing the structural limitations of P . In particular, P accepts a subset L yes of L and rejects a superset L no of K \ L, where L yes and L no are disjoint.
Lemma 5
There is a deterministic protocol D which exchanges at most |Q| O(t 2 ·log 2 |Q|) messages and has the following properties:
(a) At least |L|/|Q| 2 strings from L are accepted and all strings from K \ L are rejected.
(b) No string is left undecided and no string is accepted as well as rejected.
Proof We begin by fixing a critical pair (p 0 , p 1 ) such that at least |L|/|Q| 2 strings are accepted in the detection problem of (p 0 , p 1 ). Observe that such a critical pair exists as a consequence of Lemma 3(b), since each string in L is accepted in the detection problem of at least one critical pair and there are at most |Q| 2 critical pairs. According to Lemma 4 there is a nondeterministic protocol P which solves the detection problem of (p 0 , p 1 ) with at most |Q| O(t) messages. Let L yes be the subset of L consisting of all accepted strings and let L no be the superset of K \ L of all rejected strings. Thus there are conventional nondeterministic protocols P yes for L yes and P no for L no which exchange at most |Q| O(t) messages each.
To obtain a deterministic protocol D from P yes and P no we utilize that deterministic protocols with m O(log 2 m) messages can be built from nondeterministic protocols, provided the protocols recognize a language and its complement by exchanging at most m messages [1] . Our situation however is more complicated, since L yes is only a subset of the complement of L no . We employ the construction in [5] with the following modifications. Define the communication matrix C of (P yes , P no ) by setting
Each message corresponds to a submatrix M of C defined by the collection of rows for which the message is sent and the collection of columns for which it is accepted. Now let M be a submatrix of the communication matrix C. We define yes (M) to be the maximal size of a submatrix T of M, where T , after a suitable permutation of rows and columns of M, is a lower triangular matrix with ones on the diagonal and zeroes above the diagonal. (Observe that T may contain undecided entries, but these entries have to appear below the diagonal.) Since L yes is accepted by the nondeterministic protocol P yes and since no two diagonal entries can be accepted by the same message, we obtain that yes (C) is bounded by the number of messages of P yes and hence yes (C) ≤ |Q| O(t) follows.
We first try to reject the given input by deterministically selecting a sequence M i of messages from the protocol P no . As for the conventional transformation to deterministic protocols, the triangular message complexity will be halved in each step and in particular yes (M 1 ∩ · · · ∩ M i ) ≤ yes (C)/2 i follows. We proceed as in the conventional transformation and stop the communication prematurely, if the output "no" can be excluded and output "yes".
Otherwise, after at most log 2 yes (C) rounds, we obtain yes (M 1 ∩ · · · ∩ M i ) ≤ 1. As a consequence, the submatrix M 1 ∩ · · · ∩ M i has no triangular submatrix of size two or larger. In particular, the submatrix M of M * i = M 1 ∩ · · · ∩ M i spanned by all rows and columns of M * i with a one, contains all ones of M * i , no zeroes and possibly undecided entries. If the joint input belongs to M, then we stop and accept, resp. stop and reject otherwise.
In each round only messages of P no and hence at most |Q| O(t) messages are exchanged. Thus overall at most [|Q| O(t) ] log 2 yes (C) = |Q| O(t 2 ·log 2 |Q|) messages are generated.
An Analysis of Deterministic Protocols
Remember that L = (L r ) t , where L r is the language of non-disjointness for relement subsets of {1, . . . , r 32 }. We set t = r 1/3 . Observe that we may assume that r is sufficiently large, since otherwise Theorem 1 claims only at least 2 (1) states. Hence we may apply Fact 1 to L.
Let D be a deterministic protocol which accepts only strings in L = (L r ) t . Also let α be a sufficiently small positive constant. We apply Fact 1 and obtain that D accepts at most |L|/2 α·t strings from L, provided at most 2 α·r·t messages are exchanged. Now, if an NFA N with sublinear ambiguity recognizes ∃ 1 (L), then we apply Lemma 5 to obtain a deterministic protocol which exchanges at most
messages, accepts at least |L r |/|Q| 2 strings and accepts only strings from L.
Case 1: m ≥ 2 α·r·t . As a consequence, log 2 m = O(t 2 · log 2 2 |Q|) ≥ α · r · t holds and we get O(log 2 2 |Q|) ≥ α · r/t. But t = r 1/3 and therefore |Q| = 2 (r 1/3 ) follows. Case 2: m < 2 α·r·t . Then at most |L|/2 α·t inputs from L are accepted. But the nondeterministic protocol accepts at least |L|/|Q| 2 strings from L and hence |Q| 2 ≥ 2 α·t . But then |Q| = 2 (t) = 2 (r 1/3 ) and we have shown the next result.
Lemma 6
Let N be an NFA with sublinear ambiguity recognizing ∃ 1 (L). Then N has at least 2 (r 1/3 ) states.
A Hierarchy for Polynomial Ambiguity
Let k ≥ 1 be arbitrary and let N be an NFA for ∃ k (L). We again follow the strategy for k = 1, however the transition from NFA's to communication protocols is now more involved. For k > 1 we have to work with vectors (p 0 , p 1 , . . . , p 2(k−1) , p 2(k−1)+1 ) of states and besides reachability for p 0 and acceptance by p 2(k−1)+1 we also have to guarantee that computation paths exist between p 2i+1 and p 2(i+1) for i = 0, . . . , k − 2. If these computation paths exist, then we may build launching and storage cycles with an "impostor" z in L trying to travel from p 2i to p 2i+1 for i = 0, . . . , k − 1.
We begin by generalizing the concept of a critical pair and address the construction of computation paths between p 2i+1 and p 2(i+1) in property (b), part (2) .
Definition 3
Let (ξ 0 , ξ 1 ) be an arbitrary pair in ∃ =0 (L) × ∃ =0 (L).
(a) We say that ξ 1 is enforcing if, for all pairs (p, q) of states, either (p, q) is alive, i.e., for all strings u in ∃ =0 (L) there is a string v in ∃ =0 (L) such that a computation for ξ 1 uv starts in p and ends in q, or dead, i.e., no string in ξ 1 ∃ =0 (L) has a computation starting in p and ending in q.
(b) The vector (p 0 , p 1 , . . . , p 2(k−1) , p 2(k−1)+1 ) is critical for (ξ 0 , ξ 1 ) iff (1) all strings in ∃ =0 (L) · ξ 0 reach p 0 , all strings in ξ 1 · ∃ =0 (L) are accepted by p 2(k−1)+1 and (2) (p 2i+1 , p 2(i+1) ) is alive for i = 0, . . . , k − 2.
Remark 1 Assume that ξ 1 is enforcing and that the pair (p, q) is alive. Then for every string u in ∃ =0 (L) there is a computation for ξ 1 u which begins in p and ends in a state p such that (p , q) is alive.
Why? The pair (p, q) is alive and there is a string v in ∃ =0 (L) such that ξ 1 uξ 1 v has a computation which begins in p and ends in q. Let p be the state reached after reading prefix ξ 1 u. Since ξ 1 v has a computation beginning in p and ending in q and since ξ 1 is enforcing, the pair (p , q) is alive.
We obtain the following generalization of Lemma 1.
Lemma 7
Let N be an NFA for ∃ k (L). Then there are strings ξ 0 , ξ 1 in ∃ =0 (L) such that ξ 1 is enforcing and
Proof We construct ξ 0 as in Lemma 1 and hence for every state p of the NFA N either all strings in ∃ =0 (L) · ξ 0 reach p or no such string reaches p.
We begin the construction of ξ 1 by setting ξ 1 equal to the empty string. Then we process all pairs (p, q) of states of N in some arbitrary order. If (p, q) is "alive", then ξ 1 is left unchanged. Otherwise there is a string u in ∃ =0 (L) such that no computation for a string in ξ 1 · u · ∃ =0 (L) begins in p and ends in q. We replace ξ 1 by ξ 1 u. The pair (p, q) is now "dead", since no string in ξ 1 · ∃ =0 (L) has a computation beginning in p and ending in q.
Observe that processed pairs do not change their status, i.e., remain dead, resp. stay alive after updating ξ 1 . Hence ξ 1 will be enforcing. Now consider the string ξ 0 · (z · ξ 1 ) k with z in L. We first observe that ξ 0 · (z · ξ 1 ) k belongs to ∃ k (L) and hence there is an accepting computation (p 0 , p 1 , . . . , p 2(k−1) , p 2k−1 ), where we only show the segments p 2i z → p 2i+1 traveled by z for i = 0, . . . , k − 1.
It suffices to show that (p 0 , p 1 , . . . , p 2(k−1) , p 2k−1 ) is critical for (ξ 0 , ξ 1 ). Since ξ 0 reaches p 0 and since p 2k−1 accepts ξ 1 , by construction of ξ 0 and ξ 1 , all strings in ∃ =0 (L) · ξ 0 reach p 0 and p 2k−1 accepts all strings in ξ 1 · ∃ =0 (L). We have verified property (1) of a critical vector. Property (2) follows as well by construction of ξ 1 , since there is a computation p 2i+1 ξ 1 −→ p 2(i+1) and hence (p 2i+1 , p 2(i+1) ) is alive.
A Generalization of Lemma 2
For k = 1 Lemma 2 establishes that a string S(z) "lives" in a launching cycle for p 0 and a storage cycle for p 1 . Its generalization requires more work. Let p = (p 0 , . . . , p 2k−1 ) be a critical vector and let z in K \ L be an arbitrary string. We construct a string u in ∃ =0 (L) for z so that some string with period uz can be launched by p 0 , stored and launched in between p 2i−1 and p 2i and finally stored by p 2k−1 .
Lemma 8
There are strings ξ 0 , ξ 1 in ∃ =0 (L) such that for every string z in K \ L and every critical vector p = (p 0 , . . . , p 2k−1 ) for (ξ 0 , ξ 1 ) there is a string u in ∃ =0 (L), states r 0 , r 1 , . . . , r k and numbers a, b 1 
where s i−1 zs i = (uz) b i for i = 1, 2, . . . , k.
Proof Choose ξ 0 , ξ 1 as in Lemma 7 and in particular ξ 1 is enforcing. Let q l be some arbitrary ordering of the states of N . Each pair (p 2i−1 , p 2i ) influences the construction of u. Assume for the moment that strings ξ i,l in ∃ =0 (L) are already defined. We set u i,j = ξ 1 · l≤j,(q l ,p 2i ) is alive zξ 1 ξ i,l for all j (1 ≤ j ≤ |Q|). Observe that ξ 1 is a prefix of u i,j and that u i,j −1 is a prefix of u i,j . Now, assuming that (q j , p 2i ) is alive and that ξ i,l is already defined for l < j, choose ξ i,j in ∃ =0 (L) so that there is a computation for u i,j from q j to p 2i . Such a string ξ i,j exists with property (2) of a critical vector, since ξ 1 is a prefix of u i,j and (q j , p 2i ) is alive.
Finally set
Each u i,j has prefix ξ 1 and hence u i as well as u have prefix ξ 1 .
To verify that u has the claimed properties we construct a state r 0 as required for transition (5) . The string u has suffix ξ 0 and hence, by property (1) of a critical vector, there is a computation which reaches the first component p 0 of the critical vector after reading (uz) |Q| u. Consider the prefix (uz) |Q| . We list all states before reading a copy of uz, resp. after reading the last copy and obtain a sequence of |Q| + 1 states. Let r 0 be an arbitrary state of N appearing at least twice in this sequence. As a consequence we get a transition r 0 (uz) a 0 −→ r 0 s 0 −→ p 0 for a 0 ≥ 1, where s 0 is a power of uz followed by u.
Next we construct a computation from p 1 to p 2 as stated in transition (6) for i = 1. Since ξ 1 is a prefix of u and (p 1 , p 2 ) is alive, there is a computation for (uz) |Q| which leads from p 1 to a state q j such that the pair (q j , p 2 ) is alive. (This claim is an immediate consequence of Remark 1.) But then, by definition of u 1,j , there is a computation for (uz) |Q| · u 1,j which starts in p 1 , reaches q j after reading (uz) |Q| and ends in p 2 after reading u 1,j . While reading the prefix (uz) |Q| the computation produces |Q| + 1 states and we may pick an arbitrary state r 1 appearing at least twice. We obtain a transition
where s 1 · (uz) a 1 · s 1 = (uz) |Q| · u 1,j and a 1 ≥ 1. Moreover s 1 is a power of uz and hence s 0 zs 1 = (uz) b 1 for some number b 1 . Also, s 1 is a power of uz followed by u 1,j .
By construction, u 1,j is a prefix of u 1 which itself is a prefix of u. Thus there is a string v 1,j with u = u 1,j · z · v 1,j and v 1,j has prefix ξ 1 .
We continue by constructing a computation from state p 3 to p 4 as stated in transition (6) for i = 2. Since v 1,j has prefix ξ 1 there is a computation for v 1,j ·z·(uz) |Q| ·u 1 which reaches a state q m when starting in state p 3 . We again apply Remark 1 and may assume that the pair (q m , p 4 ) is alive. Thus we obtain the computation
We obtain state r 2 by following the computation after reading v 1,j z and while processing (uz) |Q| . State r 2 induces the computation
where a 2 ≥ 1 and v 1,j z(uz) |Q| u 1 u 2,m = s 2 · (uz) a 2 · s 2 . Moreover s 1 is a power of uz followed by u 1,j . But u 1,j · z · v 1,j · z = uz and hence, as required, s 1 zs 2 = (uz) b 2 for some number b 2 . The verification of transition (6) for i ≥ 3 proceeds in a completely analogous fashion. Finally, by property (1) of a critical vector, state p 2k−1 accepts all strings in ξ 1 · ∃ =0 (L). This allows the construction of a state r k as required for transition (7) .
As in the proof of Lemma 2 we may assume that all cycles have same length a, i.e., a = a 0 = · · · = a k holds, and that a is sufficiently large, i.e., a ≥ b 1 + · · · + b k holds.
The Detection Problem for Arbitrary k
In the remainder of the argument we maintain the structure of our analysis for k = 1. In particular, Lemma 3 shows that no input is simultaneously accepted and rejected in the detection problem of an NFA with sublinear ambiguity. To generalize Lemma 3, we fix strings ξ 0 , ξ 1 in ∃ =0 (L) satisfying Lemma 7, and a critical vector p = (p 0 , . . . , p 2k−1 ) for (ξ 0 , ξ 1 ). As in the case of k = 1, we define the detection problem, in which potential impostor strings have to be detected. We again prove the crucial property that no string can simultaneously be accepted and rejected under the assumption that an NFA with no redundant states recognizes ∃ k (L) with ambiguity o(n k ).
-from r 0 through r 0 back to r 0 , -from r 0 through p 0 to r 1 , -from r i through r i back to r i , as well as -from r i through p 2i to r i+1 .
As a result we get (n k ) computations on the string S n (z) all starting in r 0 and ending in r k . There are strings w, w with computations starting in the initial state and ending in r 0 , respectively starting in r k and ending in an accepting state. So we have at least (n k ) accepting computations on the string wS n (z)w of length O(n), which contradicts to o(n k ) ambiguity of the NFA N . Thus no string is simultaneously accepted and rejected.
(b) Finally, if z is a string in L, then by Lemma 7, the string z is accepted in the detection problem of some critical vector.
The Communication Argument
Let N be an NFA with ambiguity o(n k ) for ∃ k (L), where L = (L r ) t . We generalize Lemma 4.
Lemma 10
Assume that N recognizes ∃ k (L) and that N has ambiguity o(n k ). Let p be a critical vector for (ξ 0 , ξ 1 ). Then there is a nondeterministic protocol P which solves the detection problem of p with |Q| O(t·k 2 ) messages.
Proof As in Lemma 4 we simulate N by a nondeterministic protocol P to solve the detection problem. First Alice and Bob simulate N on input z in K for each state p 2i (i = 0, . . . , k − 1) as initial state and accept if state p 2i+1 is reached. Since |Q| O(t) messages are exchanged for each i, at most |Q| O(t·k) message sequences are exchanged overall.
In a second attempt Alice and Bob try to reject z. Alice guesses numbers a, b 1 , b 2 , . . . , b k with a ≥ b 1 + · · · + b k , strings z in K \ L, u in ∃ =0 (L) and s 0 , s 1 , s 1 , . . . , s k−1 , s k−1 , s k with s i−1 z s i = (uz ) b i , as well as computations (8)-(10).
She verifies all transitions not involving z without any communication. Thus, she only needs to check the k transitions by z in each of the k + 1 computations. Thus |Q| O(t·k 2 ) messages suffice, since a single computation can be simulated with |Q| O(t) messages.
As a consequence of Lemma 9(b), at least |L|/|Q| 2k strings from L are accepted. As in Lemma 5, we transform P into a deterministic protocol D by observing that the message sequences of D consist of at most log 2 (|Q| O(k 2 t) ) messages from P : D has at most (|Q| O(k 2 t) ) log 2 (|Q| O(k 2 t) ) = |Q| O((k 2 t) 2 log |Q|) = 2 O((k 2 t) 2 log 2 |Q|) messages. D accepts only strings in L and accepts at least |L|/|Q| 2k such strings by exchanging at most m = 2 O((k 2 t) 2 log 2 2 |Q|) messages. Finally all strings in K \ L are rejected. We again apply Fact 1 and obtain that D accepts at most |L|/2 α·t strings from L, provided at most 2 α·r·t messages are exchanged. We set t = (r/k 2 ) 1/3 . Case 1: m ≥ 2 α·r·t . As a consequence, log 2 m = O((k 2 t) 2 · log 2 2 |Q|) ≥ α · r · t holds and we get O(log 2 2 |Q|) ≥ α · r/(tk 4 ), resp. log 2 |Q| = ((r/t) 1/2 /k 2 ). But t = (r/k 2 ) 1/3 and therefore |Q| = 2 (r 1/3 /k 5/3 ) follows.
Case 2: m < 2 α·r·t . Then at most |L|/2 α·t inputs from L are accepted. But the nondeterministic protocol accepts at least |L|/|Q| 2k strings from L and hence |Q| 2k ≥ 2 α·t holds. But then |Q| = 2 (t/k) = 2 (r 1/3 /k 5/3 ) and the following result follows.
Lemma 11 Let L = (L r ) t with t = (r/k 2 ) 1/3 . Then every NFA with ambiguity o(n k ) for ∃ k (L) has at least 2 (r 1/3 /k 5/3 ) states.
Conclusions
Let N be an NFA recognizing ∃ k (L) with ambiguity o(n k ). We have exploited the structural limitations of NFA by constructing for every string z in K \ L a string S(z ) which forces N into a sequence of k + 1 cycles. Every impostor z in L who hides in matching positions within these cycles and who is capable of jumping from one cycle to the next enforces ambiguity (n k ). Thus N has to detect impostors by not allowing them to jump at will between cycles. This was the core of the detection problem, where
(1) a significant, but small fraction of strings from L are accepted, (2) all strings from K \ L are rejected and (3) no string is simultaneously accepted and rejected.
We have utilized that the NFA N has to solve this version of the detection problem to come up with a nondeterministic communication protocol which accepts a significant minority of strings from L, rejects all strings in K \ L and is not allowed to simultaneously accept and reject a string. These properties guarantee that an equivalent deterministic protocol with not too many additional messages exists. The resulting problem of counting the number of disjoint messages covering a significant minority of strings from L has been already investigated in [2] .
The communication complexity of deterministic protocols, accepting a significant minority of strings from a language, thus turns out to be fundamental when tackling ambiguity problems, since the separation problems for FNA's and PNA's [3] as well as for PNA's and ENA's can be reduced to it.
The lower bound of 2 (r 1/3 /k 5/3 ) states does not seem to be tight. We suspect that further improvements have to utilize the on-line property of NFA computations, a major weakness of automata. However, all previous lower bounds on the size of automata by communication arguments seem to be unable to fully utilize this limitation.
