Introduction
The source of CP violation in the electroweak sector of the Standard Model (SM) is the single irreducible complex phase of the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix [1, 2] In the B 0 system the decay width difference Γ d between the heavy and light mass eigenstates is negligible. Therefore, the timedependent decay rate asymmetry can be written as [3, 4] A
Here B 0 (t) and B 0 (t) are the states into which particles produced at t = 0 as B (t) is diluted by a factor (1−2ω). Hence, a measurement of the CP parameters requires precise knowledge of the wrong tag fraction. Additionally, the asymmetry between the production rates of B 0 and B 0 has to be determined as it affects the observed asymmetries. In this Letter, the most precise measurement of S J /ψ K 0 S and
to date at a hadron collider is presented using approxi-
Data samples and selection requirements
The data sample consists of 1.0 fb −1 of pp collisions recorded in 2011 at a centre-of-mass energy of √ s = 7 TeV with the LHCb experiment at CERN. The detector [8] is a single-arm forward spectrometer covering the pseudorapidity range 2 to 5, designed for the study of particles containing b or c quarks. It includes a high precision tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area siliconstrip detector located upstream of a dipole magnet with a bending power of about 4 T m, and three stations of silicon-strip detectors and straw drift-tubes placed downstream. The combined tracking system has a momentum resolution p/p that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c, and an impact parameter resolution of 20 μm for tracks with high transverse momentum. Charged hadrons are identified using two ring- It is required that the J /ψ candidate fulfils the trigger requirements described above. The K vertex fit to the whole decay chain under the constraint that the B 0 candidate originates from the associated PV [10] . Only candidates with a good quality vertex fit and with 0.3 < t < 18.3 ps are retained. In case more than one candidate is selected in an event, that with the best vertex fit quality is chosen. The fit uncertainty on t is used as an estimate of the decay time resolution σ t , which is required to be less than 0.2 ps. Finally, candidates are only retained if the flavour tagging algorithms provide a prediction for the production flavour of the candidate, as discussed in Section 3. Simulated samples are used for cross-checks and studies of decay time distributions. For the simulation, pp collisions are generated using Pythia 6.4 [11] with a specific LHCb configuration [12] . Decays of hadronic particles are described by EvtGen [13] in which final state radiation is generated using Photos [14] . The interaction of the generated particles with the detector is implemented using the Geant4 toolkit [15] as described in Ref. [16] .
Flavour tagging
A mandatory step for the study of CP violating quantities is to tag the initial, i.e. production, flavour of the decaying B 0 meson.
Since b quarks are predominantly produced in bb pairs in LHCb, the flavour tagging algorithms used in this analysis [17] A careful study of the fraction of candidates that are wrongly tagged (mistag fraction) is necessary as the measured asymmetry is diluted due to the imperfect tagging performance. The mistag fraction (ω) is extracted on an event-by-event basis from the combined per-event mistag probability prediction η of the tagging algorithms. On average, the mistag fraction is found to depend linearly on η and is parameterised as
Using events from the self-tagging control channel B + → J /ψ K + , the parameters are determined to be p 1 = 1.035 ± 0.021 (stat) ± 0.012 (syst), p 0 = 0.392 ±0.002 (stat) ±0.009 (syst) and η = 0.391 [18] . The systematic uncertainties on the tagging calibration parameters are estimated by comparing the tagging performance obtained in different decay channels such as B
and B − subsamples separately, and in different data taking periods.
The difference in tagging response between B 0 and B 0 is parameterised by using 
Decay time acceptance and resolution
The bias on the decay time distribution due to the trigger is estimated by comparing candidates selected using different trigger requirements. In the selection, the reconstructed decay times of the B 0 → J /ψ K 0 S candidates are required to be greater than 0.3 ps. This requirement makes the acceptance effects of the trigger nearly negligible. However, some small efficiency loss remains for small decay times. Neglecting this efficiency loss is treated as a source of systematic uncertainty.
A decrease of efficiency is also observed at large decay times, mostly affecting the candidates in the long K 0 S subsample. This can be described with a linear efficiency function with parameters determined from simulated data for the downstream and long K 0 S subsamples separately. The efficiency function is then used to correct the description of the decay time distribution.
The finite decay time resolution of the detector leads to an additional dilution of the experimentally accessible asymmetry. It is modelled event-by-event with a triple Gaussian function,
rameters are: the three fractions f i , which sum to unity, the three scale factors s i , and a relative bias b, which is found to be small. 
Measurement of S J /ψ K

S and C J /ψ K
S
The analysis is performed using the following set of observables: the reconstructed mass m J /ψ K 0 S , the decay time t, the es- Due to different resolution and acceptance effects for the downstream and long K 0 S subsamples, a simultaneous fit to both subsamples is performed. In each subsample, the probability density function (PDF) is defined as the sum of two individual PDFs, one for each of the components of the fit: the B 0 signal and the background. The latter component contains both combinatorial background and mis-reconstructed b-hadron decays. The reconstructed mass distribution of the signal is described by the sum of two Gaussian PDFs with common mean but different widths. Only the mean is shared between the two subsamples. The background component is parameterised as an exponential function, different for each subsample.
The signal and background distributions of the per-event mistag probability η are modelled with PDFs formed from histograms obtained with the sPlot technique [19] on the reconstructed mass distribution. In both subsamples the same signal and background models are used. 
where M σ t is the median and k the tail parameter. The background components in both subsamples are parameterised by single lognormal functions. For the signal a sum of two lognormals with common (different) median parameter(s) is chosen for the long K
The background PDFs of the decay time are modelled in each subsample by the sum of two exponential functions. These are convolved with the corresponding resolution function R(t − t |σ t ).
The parameters are not shared between the two subsamples. The background distribution of tags d is described as a uniform distribution.
The signal PDF for the decay time simultaneously describes the distribution of tags d, and is given by (6) with
This PDF description exploits time-dependent asymmetries, while [7, 22] . The mass and decay time distributions are shown in Fig. 1 . The measured signal asymmetry and the projection of the signal PDF are shown in Fig. 2. 
Systematic uncertainties
Most systematic uncertainties are estimated by generating a large number of pseudo-experiments from a modified PDF and fitting each sample with the nominal PDF. The PDF used in the generation is chosen according to the source of systematic uncertainty that is being investigated. The variation of the fitted values of the CP parameters is used to estimate systematic effects on the measurement.
The largest systematic uncertainty arises from the limited knowledge of the accuracy of the tagging calibration. It is estimated by varying the calibration parameters within their systematic uncertainties in the pseudo-experiments. Another minor systematic uncertainty related to tagging emerges from ignoring a possible difference of tagging efficiencies of B 0 and B 0 .
The effect of an incorrect description of the decay time resolution model is derived from pseudo-experiments in which the scale factors of the resolution model are multiplied by a factor of either 0.5 or 2 in the generation. As the mean decay time resolution of LHCb is much smaller than the oscillation period of the B 0 system this variation leads only to a small systematic uncertainty. The omission of acceptance effects for low decay times is estimated from pseudo-experiments where the time-dependent efficiencies measured from data are used in the generation but omitted in the fits. Additionally, a possible inaccuracy in the description of the efficiency decrease at large decay times is checked by varying the parameters within their errors, but is found to be negligible. The uncertainty induced by the limited knowledge of the background distributions is evaluated from a fit method based on the sPlot technique. A fit with the PDFs for the reconstructed mass is performed to extract signal weights for the distributions in the other observable dimensions. These weights are then used to perform a fit with the PDF of the signal component only. The difference in fit results is treated as an estimate of the systematic uncertainty.
To estimate the influence of possible biases in the CP parameters emerging from the fit method itself, the method is probed with a large set of pseudo-experiments. Systematic uncertainties of 0.004 for S J /ψ K The sources of systematic effects and the resulting systematic uncertainties on the CP parameters are quoted in Table 1 where Table 1 Summary of systematic uncertainties on the CP parameters. . The measured values are in agreement with previous measurements performed at the B factories [5, 6] and with the world averages [7] .
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