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Abstract 
The reliability analysis is crucial to reducing unexpected down time, severe failures 
and ever tightened maintenance budget of engineering assets. Hazard based 
reliability methods are of particular interest as hazard reflects the current health 
status of engineering assets and their imminent failure risks. Most existing hazard 
models were constructed using the statistical methods. However, these methods were 
established largely based on two assumptions: one is the assumption of baseline 
failure distributions being accurate to the population concerned and the other is the 
assumption of effects of covariates on hazards. These two assumptions may be 
difficult to achieve and therefore compromise the effectiveness of hazard models in 
the application. To address this issue, a non-linear hazard modelling approach is 
developed in this research using neural networks (NNs), resulting in neural network 
hazard models (NNHMs), to deal with limitations due to the two assumptions for 
statistical models.  
With the success of failure prevention effort, less failure history becomes available 
for reliability analysis. Involving condition data or covariates is a natural solution to 
this challenge. A critical issue for involving covariates in reliability analysis is that 
complete and consistent covariate data are often unavailable in reality due to 
inconsistent measuring frequencies of multiple covariates, sensor failure, and sparse 
intrusive measurements. This problem has not been studied adequately in current 
reliability applications. This research thus investigates such incomplete covariates 
problem in reliability analysis. Typical approaches to handling incomplete covariates 
have been studied to investigate their performance and effects on the reliability 
analysis results. Since these existing approaches could underestimate the variance in 
regressions and introduce extra uncertainties to reliability analysis, the developed 
NNHMs are extended to include handling incomplete covariates as an integral part. 
The extended versions of NNHMs have been validated using simulated bearing data 
and real data from a liquefied natural gas pump. The results demonstrate the new 
approach outperforms the typical incomplete covariates handling approaches. 
Another problem in reliability analysis is that future covariates of engineering assets 
are generally unavailable. In existing practices for multi-step reliability analysis, 
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historical covariates were used to estimate the future covariates. Covariates of 
engineering assets, however, are often subject to substantial fluctuation due to the 
influence of both engineering degradation and changes in environmental settings. 
The commonly used covariate extrapolation methods thus would not be suitable 
because of the error accumulation and uncertainty propagation. To overcome this 
difficulty, instead of directly extrapolating covariate values, projection of covariate 
states is conducted in this research. The estimated covariate states and unknown 
covariate values in future running steps of assets constitute an incomplete covariate 
set which is then analysed by the extended NNHMs. A new assessment function is 
also proposed to evaluate risks of underestimated and overestimated reliability 
analysis results. A case study using field data from a paper and pulp mill has been 
conducted and it demonstrates that this new multi-step reliability analysis procedure 
is able to generate more accurate analysis results. 
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Chapter 1: Introduction 
The availability of engineering assets is crucial to production and continuous 
operation of modern industry. Unexpected failure or breakdown of engineering assets 
would cost enterprises significantly or even their entire business in fierce market 
competition. There is, therefore, always a requirement to reduce the unexpected asset 
down time (periods when an asset is unavailable or does not function satisfactorily) 
as well as to avoid any severe failures. This requirement is largely dependent on the 
accurate asset health prediction that is based on robust reliability analysis.  
Reliability analysis reveals failure probability of an engineering asset over time. It is 
also known as survival analysis in some literature. The fundamental reliability 
analysis is based on the lifetime data (also called time to failure data) and fits a 
lifetime distribution function using these lifetime data [1-5]. In practice, lifetime data 
are often insufficient for establishing the lifetime distributions. Much research thus 
involves other condition related observations as covariates for a solution to the 
insufficiency of lifetime data [6-20]. In this thesis, covariates are defined as variables 
that are possibly predictive of the reliability information of assets under study, such 
as load, vibration signal, and current. The covariates are increasingly collected or 
observed with the development of condition monitoring and sensor technology. 
These covariates carry valuable information which reflects or influences the health 
status of assets. Inclusion of covariates in reliability analysis thus is expected to have 
more current and accurate analysis results. Many models have been developed for 
this purpose using both covariates and lifetime data [6-9, 13-15, 18-25]. Among them, 
models based on hazard prediction are of particular interest [6-9, 13-15, 21, 22]. 
Hazard is defined as the instantaneous rate of failure happening for an asset given 
that the asset has not failed yet [1, 6]. It reflects the current asset health status based 
on historical survival and provides an understanding on assets’ instant risk to fail. 
Though reliability analysis based on hazard prediction has been studied since 1980s, 
some challenges still exist and prevent its effective application to engineering assets. 
This research will focus on reliability analysis through hazard prediction and address 
identified challenges in existing research so as to provide more accurate reliability 
analysis results and thus lay a solid foundation for engineering asset management. 
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1.1 RESEARCH PROBLEMS 
In engineering, two types of covariates are normally available [1]: The first ones 
affect but are not influenced by the failure mechanism of assets. These data include 
environmental settings, stress or load and are called external covariates. The second 
types of covariates are generated by the failure mechanism of assets and reflect the 
health deterioration of assets. These covariates can be obtained from diagnostic 
activities as well as degradation monitoring and are named internal covariates. 
Provided external and/or internal covariates, reliability analysis can be carried out 
through hazard prediction for engineering assets.  
The existing hazard models were built using statistical functions and can be 
categorised into two groups: parametric and semi-parametric models. Parametric 
hazard models assume that the baseline failure distribution of an asset is already 
known and therefore has a pre-specified distribution form, e.g., Weibull [3-5], 
logistic [7], log-logistic [8]. When actual failure distributions are too complex to be 
known, or there are no enough failure observations to justify the assumed 
distributions, adoption of parametric hazard models would put strict limits on assets’ 
failure behaviour. Semi-parametric hazard models do not require such assumptions 
about failure distributions. However, they assume covariates have a linear effect on 
the failure behaviour of assets [2, 5-8]. For instance, the well-known Cox model [6, 9] 
assumes hazards are influenced by covariates in a proportional way. However, the 
assumption of proportional hazards is not always satisfied, especially when internal 
covariates are involved [26-28]. In such cases, application of semi-parametric hazard 
models would give rise to inaccurate reliability analysis results and alternative 
approaches need to be developed [29]. Besides, most existing hazard models were 
proposed and applied in the medical area in which covariates such as medical 
treatment and dose intake are often fixed during the analysis period. Early research in 
the engineering area also only considered constant covariates [30, 31]. In many 
engineering applications, covariates are composed of time series measurements 
assumed to reflect assets’ deterioration process and/or environmental variations that 
may have an impact on the deterioration process. For these cases, applications of 
existing parametric and semi-parametric hazard models would become difficult and 
parameter estimations for these models might be biased [1].  
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Another challenge with hazard prediction is that not all observed covariates are 
available throughout assets’ operating period. This is referred to as missing or 
incomplete covariates problem and it occurs due to several reasons. For example, 
measurements for different covariates could have multiple time scales; it is thus 
likely that in certain observation intervals some covariates are not recorded. Besides, 
sensors collecting covariate measurements might fail to operate, resulting in values 
of some covariates unknown for a period of time until the failed sensors are repaired 
or replaced. Although the incomplete covariates problem is not uncommon, it was 
seldom considered or tackled in existing reliability research. In many applications, 
covariate instances with incomplete values were simply ignored and only covariate 
vectors with complete components were analysed [32]. This strategy, however, 
would reduce the size of useable covariates and worsen the data scarcity in reliability 
analysis. It may also alter the effective data distributions even introduce substantial 
biases into the study when the mechanism of covariate incompleteness is dependent 
on values of incomplete covariates [33]. Therefore, incomplete covariates problem 
and their impacts should be studied in reliability analysis.  
In addition, most current reliability analyses deal with single or limited steps 
prediction using historical and current covariates. Without the knowledge of future 
covariates, existing hazard models cannot provide multi-step reliability information 
into the future time for assets and their operations. Ancillary methods such as 
polynomial fitting [7] were thus used to extrapolate the covariates. These approaches, 
however, will smooth the evolution of covariates and cannot accurately describe the 
covariate variability, resulting in loss of useful health information. Other methods 
including time series or neural networks (NNs) based trend analysis [10, 34] are 
subject to error accumulation when performing multi-step covariate extrapolation. 
Methods like stochastic processes are also difficult to model covariate sequences and 
estimate values of covariates in the future time, especially when covariates exhibit 
large scale of variability. Because of difficulties in projecting covariates, some 
research efforts have focused on hazards directly and has tried to model the evolution 
of hazards rather than covariates throughout the operation of assets [35-38]. 
Although this method seems more direct and intuitive than covariate extrapolation at 
first glance, it lacks a definitive justification since the hazard actually represents the 
conditional instantaneous rate of failure and thus cannot be observed [35]. Moreover, 
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it is hard to verify the extrapolated values of hazards without knowing covariates. 
Therefore, further studies on multi-step reliability analysis are still required and are 
worth conducting when covariates demonstrate noticeable variability and have 
unknown future values. 
1.2 RESEARCH OBJECTIVES AND METHODOLOGIES 
Based on the analysis on current research gaps and challenges, the main objectives of 
this research and methodologies for achieving these objectives can be discussed as 
follows: 
a. To develop novel NNs hazard models for engineering assets  
The first objective of this research is to develop NNs hazard models to 
perform reliability analysis. The assumptions about failure distributions and 
effects of covariates in existing hazard models limit their applications in the 
engineering area. The NNs hazard models assume no specific forms for 
failure distributions of engineering assets. They also should relax 
assumptions of linear covariate effects on hazards which are required in 
conventional hazard models.  
The proposed neural network hazard models (NNHMs) are able to describe 
complex relationships between assets’ hazards and covariates. Both multi-
layer perceptron (MLP) and radial basis function (RBF) structures of NNs 
will be configured for hazard prediction. Failure distributions will be 
implicitly established by the NNHMs based on observed reliability evidences. 
In addition, no definite forms will be pre-assumed about the influence of 
covariates on hazards. Complex and highly non-linear relationships between 
covariates and hazards can be modelled using NNHMs.  
b. To investigate existing incomplete covariates handling approaches for the 
proposed NNHMs 
The second objective of this research is to investigate the effectiveness of 
existing incomplete covariate handling approaches within reliability analysis 
conducted by the NNHMs. Three commonly used incomplete covariate 
handling approaches, i.e. mean imputation, regression with Box-Cox 
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transformation and Gaussian mixture model will be studied. Performances 
and effects of these methods will be investigated and compared. Comparison 
is based on the receiver operating characteristic curves established from the 
predicted reliability values, as well as discrepancies between actual covariate 
values and their estimates generated by these incomplete covariate handling 
approaches.  
c. To develop novel methods to handle the incomplete covariates problem 
in reliability analysis 
The conventional incomplete covariates handling approaches belong to the 
data fill-in methods which try to reconstruct unknown values of incomplete 
covariates. This is actually a pre-processing of covariate data before 
performing reliability analysis. Since the uncertainty of fill-in methods is not 
considered in reliability models, the variance of the regression of reliability 
models would be underestimated. Bias thus would be introduced into the 
reliability analysis results. Therefore, the third objective of this research is to 
develop novel methods to handle incomplete covariates in modelling and 
prediction process of the reliability analysis. This will be achieved by 
modifying the training process of the proposed NNHMs. Training of the two-
layer MLP-NNHM will be decomposed into the training of two single-layer 
structures which will then be updated by using the general location model and 
the iteratively reweighted least squares (IRLS) method. This new process will 
lead to the extended MLP-NNHM. For NNHM of RBF structure, the 
expectation-maximisation (EM) procedure for the radial basis function 
estimation will be modified to consider the incomplete covariate set. This will 
lead to the extended RBF-NNHM. Both the extended MLP-NNHM and the 
extended RBF-NNHM have the capacity of handling incomplete covariates 
while conducting reliability analysis. 
d. To perform multi-step reliability analysis with inadequate knowledge of 
future covariates 
The fourth objective of this research is to conduct multi-step reliability 
analysis for engineering assets when future values of covariates are not 
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known or available. The future covariates are generally required for multi-
step reliability analysis. When they are unavailable, covariate extrapolation 
methods are commonly employed to provide estimates to future covariates. 
Since covariates in engineering applications often involve noticeable degree 
of variability, direct extrapolation of such data would suffer from error 
accumulation and uncertainty propagation.  
The unavailability of future covariates will be addressed in this research from 
a different perspective. Instead of extrapolating covariates, the range of 
covariates will be separated into different strata or states. An ancillary 
variable is then proposed to reflect states of each covariate. The ancillary 
variables and covariates in future operation stages will be handled separately. 
Markov chain will be employed to model the transition of the ancillary 
variables as they will vary within a finite number of states. No explicit 
extrapolation will be conducted for the covariates as it will suffer from large 
error accumulation. Instead, future values of covariates will be treated as 
unknown values. These unknown covariates and estimated ancillary variables 
in future time will constitute an incomplete covariate set and the multi-step 
reliability analysis thus will become a problem of reliability analysis with 
incomplete covariates. The multi-step reliability analysis will be then 
conducted using the extended MLP-NNHM or the extended RBF-NNHM. 
e. To validate and apply the developed models and algorithms  
The last objective of this research is to verify the proposed approaches and 
methodologies. The verification will be carried out using simulated data and 
field data. The proposed NNHMs will be first validated using the simulated 
lifetime data and data of a typical engineering system. Only external 
covariates are available in the simulation case. This case is to validate the 
NNHMs’ ability to predict hazards for grouped assets while data of the 
typical engineering system are utilised to test NNHMs’ ability to predict 
hazards for individual assets. The incomplete realisations of the typical 
engineering system data will be chosen for investigation and comparison of 
conventional incomplete covariates handling approaches. Some simulated 
bearing data will be used in a Monte Carlo manner to assess the capability of 
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the extended MLP-NNHM and the extended RBF-NNHM in coping with 
incomplete covariates. Data of bearings installed on the liquefied natural gas 
(LNG) pump will be analysed to verify findings in the simulation study. A 
case study with field data from a pulp and paper mill will be conducted to 
study the multi-step reliability analysis performance of these new models. 
The performance of multi-step reliability analyses will be quantified in terms 
of the estimated remaining useful life. 
1.3 SIGNIFICANCE AND ORIGINALITY 
The significance and originality of this research include: 
I. The proposed NNHMs do not make assumptions about the failure distribution 
forms. This is in particular useful when the size of failure data is too small to 
support and fit any known distributions. In modern engineering applications, 
assets are seldom allowed to fail and thus normally no enough failure data are 
available. Therefore, conventional reliability analysis models which are based 
on pre-specified failure distributions are rather restrictive and would simplify 
the observed reliability evidence. For NNHMs, such problems and obstacles 
will be lifted. No assumptions are required for failure distributions of assets. 
The failure distributions are actually implicitly represented by the NNHMs. 
Reliability information obtained from NNHMs will be more accurate than 
those gained based on assumed failure distributions. 
II.  The proposed NNHMs do not require assumptions about the effect of 
covariates on assets’ hazards. Existing hazard methods assume that covariates 
influence the failure mechanism in a linear relationship. The most common 
one is the proportional hazards assumption [9] which assumes hazards under 
different covariates are proportional to each other. In practice, however, this 
proportional hazards assumption is not satisfied in many situations [28]. In 
such cases, linear assumptions about covariates’ effect are violated and 
hazard methods based on these assumptions are no longer appropriate. The 
proposed NNHMs remove such assumptions and can be applied in broader 
situations. Complex or even highly-nonlinear effects of covariates on hazards 
can be described and modelled by the NNHMs. 
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III. The incomplete covariates problem is comprehensively studied in this 
research. This problem has seldom been considered by existing reliability 
methods although incompleteness of covariates is often encountered in 
engineering applications. This research conducts a thorough investigation on 
common approaches to handling incomplete covariates and their performance 
and effects on reliability analysis results are examined. This would 
demonstrate the impacts of covariate incompleteness and show the merits and 
disadvantages of commonly used incomplete covariates handling approaches. 
Furthermore, the proposed NNHMs are extended to include handling 
incomplete covariates as an integral part of their regression and application in 
reliability analysis. No data fill-in approaches are needed to estimate 
unknown values of incomplete covariates. The direct inclusion of incomplete 
covariates in the extended NNHMs enables all information available to be 
used for reliability analysis without introducing bias and uncertainties of data 
fill-in approaches. In addition, the estimations for parameters of NNHMs 
become more robust and reasonable, which leads to a more accurate 
reliability analysis. 
IV. A new procedure is proposed for multi-step reliability analysis when future 
values of covariates are not known. Covariates often involve large scale of 
variability especially when assets are at abnormal health state. Extrapolation 
of these covariates is thus subject to problems such as useful reliability 
information being smoothed out or large error accumulation. In this research, 
no extrapolation is required to estimate the future unknown covariate values. 
Instead, additional variables termed virtual covariates are introduced and 
included. The virtual covariates denote states of corresponding real covariates. 
Future values of real covariates are treated as unknown values. Together with 
the predicted virtual covariates, they will generate an incomplete covariate set 
which can be analysed in the extended NNHMs. The new multi-step 
reliability prediction procedure thus avoids the error accumulation and 
uncertainty propagation problem of existing covariate extrapolation methods. 
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1.4 RELATIONSHIP OF METHODOLOGIES AND PROCEDURES 
This research can be divided into three consistent components as shown in Figure 1-1. 
The first component is to develop non-linear hazard models for reliability analysis 
using the NNs technology. Two structures of NNs are configured and it thus leads to 
the MLP-NNHM and the RBF-NNHM. 
The second component of this research is to handle incomplete covariates while 
performing the reliability analysis. The training process of the MLP-NNHM and the 
RBF-NNHM will be modified so that incomplete covariate sets can be analysed by 
the extended versions of the MLP-NNHM and the RBF-NNHM. 
The third component of this research focuses on multi-step reliability analysis with 
little information about future values of covariates. Since covariates in engineering 
applications are often difficult to be extrapolated accurately, virtual covariates are 
proposed to represent the states of real covariates. The incomplete data set composed 
of estimated virtual covariates and unknown real covariates would be analysed by the 
extended MLP-NNHM and the extended RBF-NNHM for reliability analysis in 
assets’ future operation stages. 
 
Figure 1-1: Relationship of developed methodologies and procedures 
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1.6 STRUCTURE OF THE THESIS 
Chapter 1 Introduction 
As it has been shown, this chapter describes the general information about this 
research. First, research background and existing research gaps are discussed and 
presented. They are followed by research objectives and methodologies designed to 
solve the identified research problems. After that, the contributions and significance 
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of this research are discussed and outlined. Compositions and relationships of this 
research are then illustrated and publications developed during the research are listed. 
Chapter 2 Literature Review 
The literature review of this thesis consists of three parts corresponding to the 
identified research objectives. The first part reviews some existing reliability 
methods and their feasibility and features are discussed. It also includes current 
developments and applications of NNs based models for reliability analysis. The 
limitations and advantages of these models are discussed and summarised as well. 
The second part of this literature review focuses on the incomplete covariates 
problem in reliability analysis. Existing incomplete covariates handling approaches 
are reviewed and discussed. The last part surveys methodologies for multi-step or 
long-term reliability analysis in the existing research. 
Chapter 3 Neural Networks Based Hazard Analysis Scheme 
In this chapter, instead of statistical methods, non-linear hazard models based on 
NNs will be developed. Two structures of NNs are configured for hazard estimation 
and this leads to the MLP-NNHM and the RBF-NNHM. Training hazard targets are 
set up for both grouped and individuals assets. Two case studies are conducted to 
validate the proposed models. The first one utilises data simulated according to a 
well-defined failure distribution and different external covariates. Kolmogorov-
Smirnov test proves that the proposed NNHMs fit the simulated data very well and 
generate promising reliability analysis results. The second case study analyses data 
from a typical engineering system to demonstrate the effectiveness of NNHMs for 
individual assets reliability analysis.  
Chapter 4 Reliability Analysis with Incomplete Covariates 
This chapter considers situations in which some covariate realisations are incomplete. 
For such situations, conventional methods for handling incomplete covariates are 
first studied and compared. After that, the MLP-NNHM and the RBF-NNHM 
developed in Chapter 3 are extended to take account of the incompleteness of 
covariates within their regression and application in reliability analysis. Case studies 
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with simulated and actual bearing data are carried out to validate the new methods 
and examine their effects. 
Chapter 5 Multi-step Reliability Analysis 
This chapter proposes a new approach to multi-step reliability analysis with knowing 
few future values of covariates. Instead of directly extrapolating the covariates, 
virtual covariates are proposed which describe the states of real covariates. The 
sequence of virtual covariates will be modelled by a Markov chain and presented into 
the extended NNHMs to predict hazards and then the corresponding remaining useful 
life in future periods. A new assessment method is proposed to consider the different 
risks associated with overestimated and underestimated predictions. Field data from a 
pulp and paper mill are utilised to verify the new approach to multi-step reliability 
analysis and results generated are compared with those using covariate extrapolation 
methods. 
Chapter 6 Conclusions and Future Research 
The last chapter concludes the thesis and summarises the contributions and work of 
this research. Some possible research directions are also identified. These research 
directions can be pursued in the future as an extension of this research. 
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Chapter 2: Literature Review 
This chapter reviews the existing work related to this research. First, the traditional 
reliability methods which use only the lifetime data are surveyed. These are followed 
by discussions on statistical methods considering both lifetime data and covariate 
data. Existing NNs based methods for reliability analysis are then discussed. Another 
part of this literature review considers the incomplete covariates problem within 
reliability analysis. Since this research focuses mainly on NNs based reliability 
analysis, a special attention is given to current incomplete data handling approaches 
in the NNs applications. The last part of this literature review concentrates on 
approaches to multi-step or long-term reliability analysis. Most existing multi-step 
reliability analyses were based on covariate projection. Applications which directly 
extrapolated hazard values are reviewed as well. 
2.1 EXISTING RELIABILITY MODELS 
2.1.1 Traditional Reliability Models 
Traditional reliability models focus on the construction of a reliability distribution for 
a population of engineering assets. Based on the historical lifetime data obtained 
from normal operation or accelerated testing, parametric reliability models can be 
used to fit the reliability curves. The most commonly used reliability distributions are 
exponential and Weibull distributions.  
The exponential distribution had gained numerous attentions in the early period of 
reliability research and applications. The exponential distribution has some 
interesting features which make it suitable to be the reliability distribution. One of 
these features is that the hazard of an asset with exponential reliability distribution is 
constant. This implies that the operation history of an asset has no effects on its 
current operation. This characteristic is termed “no memory” and the asset is always 
considered “as good as new” given the failure has not occurred. The reliability of an 
asset with exponential reliability distribution can be represented as: 
( ) Pr( ) exp( )R t T t at                             (2-1) 
with lifetime T  and parameter a . R  denotes the reliability value. 
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It can be seen that the only adjustable parameter in exponential reliability distribution 
is a . Due to its statistical simplicity and effectiveness, the exponential reliability 
model was very popular in early reliability study and was utilised in many 
engineering applications. For instance, the US military reliability test standard MIL-
STD-781C [2] considered almost everything had an exponential form of reliability 
distribution and suggested wide applications of this distribution.   
The Weibull reliability distribution emerged in the 1960s and its popularity has 
soared since then. The Weibull reliability distribution has the following form: 
( ) exp( ( ) )dR t ct  .                                           (2-2) 
Here c  and d  represent the distribution’s scale and shape parameters, respectively. 
If comparing Equation (2-2) with Equation (2-1), one can find that when d  equals 
one, the Weibull distribution becomes an exponential distribution. Therefore, the 
Weibull distribution is a generalised form of the exponential distribution. With two 
parameters, the Weibull distribution has the capability to model various health stages 
of an asset, e.g. the burn-in period and wear-out period of the classic bathtub hazard 
curve. Weibull distributions with different shape parameters are illustrated in Figure 
2-1 where ( )f t  denotes the probability density function of the lifetime at time t . 
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Figure 2-1: Weibull distribution with various shape parameters 
The traditional reliability models have been studied extensively and can be found in 
many books and literature [1, 3-5]. Since only historical lifetime data are used and 
fitted to these distributions, they provide general estimations for the whole group of 
assets rather than an individual one. The traditional reliability models thus mainly 
reflect the population characteristics and are particularly useful to original 
engineering manufacturers (OEM). Modern reliability analysis, however, focuses 
more on individual assets instead of a group of them. Besides, occurrence of failure 
in current engineering operation has been reduced significantly by applying 
condition monitoring technologies and proper maintenance strategies. For critical 
assets, failure is even not allowed to happen because of safety requirements or 
financial consequence. Therefore, it becomes harder and even impossible to collect 
enough failure data for modern complex and expensive engineering assets. All these 
limitations make the traditional reliability models less appropriate and alternatives 
are thus required. 
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2.1.2 Physics Based Models 
Physics based models use simplified mathematical equations to describe the failure 
modes or the physic terms based on specific engineering knowledge or understanding 
on assets under investigation. Common applications of physics based models 
included modelling the crack propagation or the spall growth using the Paris’ law [11, 
39-41]. Oppenheimer and Loperro [42] used a physical model to identify and 
characterise the asset condition. A life model based on the Forman crack growth law 
was adopted to estimate the remaining useful life. A stochastic bearing fatigue model 
based on the Yu-Harris [43] theory was used by Orsage [44] to predict the spall 
initiation. Since the spall usually grows relatively quickly after initiation, Kotzales-
Harris progression model was utilised to estimate the remaining useful life. 
Kacpzynski [45] proposed a method for accurate reliability analysis through the 
combination of the physics-of-failure modelling and the relevant diagnostic 
information. An application to H-60 helicopter gear has been carried out as a case 
study.  
Another application of physics based models is to derive the relationship between the 
diagnostic information and the failure time. A stiffness-based prognostic model was 
used by Qiu et al. [12] for bearing systems. The bearing system was considered as a 
single-degree-of-freedom vibration system. Therefore, the natural frequency and its 
corresponding acceleration amplitude could be related to the lifetime through system 
stiffness. 
Physics based models reflect the natural law that determines the failure behaviour of 
engineering assets. They require explicit study and good understanding on specific 
assets from experienced engineers and technical experts. Therefore, they can provide 
highly accurate results about the health and reliability of assets under consideration. 
Physics based models are particularly suitable for applications which require high 
accuracy and precision. The established physics based models, however, are difficult 
to be applied directly to other engineering assets since they are defined and 
developed specifically for certain structures and conditions. Generally, less data are 
required by physics based models than other approaches. 
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2.1.3 Existing Statistical Models 
To tackle the scarcity of lifetime data and investigate the effects of covariates to the 
change of asset health, plenty of efforts have been spent to develop models which 
depend less on the lifetime data and are capable of including other useful information. 
Due to the development of conditional monitoring technologies and advance in 
sensor techniques, a large number of covariate data are available in modern 
engineering operations. These data are useful sources of information for evaluating 
the reliability and health evolution of engineering assets. Inclusion of these covariate 
data in reliability analysis will increase the analysis accuracy and better follow and 
model the deterioration of engineering assets. 
Most existing reliability analyses utilising covariate data were to establish 
relationship between covariates and hazards of engineering assets using statistical 
methods. Such relationship is often assumed to be linear or log-linear. For instance, 
the well-known proportional hazard model (PHM) [6, 9] assumes hazards are 
influenced by covariates in a proportional way. 
Proportional hazard model 
The PHM is one of the most widely used hazard models [6, 46-48]. It was first 
proposed by Cox [9] to examine the effects of covariates on failure behaviour of a 
subject. It assumes that under certain covariates x , an asset’s hazards ( )h t  are the 
product of the effect of these covariates, described as ( ) γx , and a baseline hazard 
0 ( )h t . γ  represents the coefficient vectors of covariates x . The baseline hazard 
0 ( )h t  is defined as the hazard value when the asset operates under normal conditions 
and the effects of covariates can be ignored. Mathematically, PHM is described as:  
0( ; ) ( ) ( )h t h t x γx .                                                 (2-3) 
Cox suggested an exponential form for the function of the covariate part. Therefore 
the model is further given as: 
0( ; ) ( )exp( )h t h tx γx .                                                 (2-4) 
A special advantage of PHM is that a partial likelihood can be built from the data set 
as [49]:  
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in which ( )
j
risk   denotes the set of individual assets which have not failed or censored 
by time 
j
 , the j-th sorted lifetime of all the assets; 
j
x represents covariates of assets 
which failed at time 
j
  while kx  denotes covariates of the k-th asset belonging to the 
asset set ( )
j
risk  . As can be seen, this likelihood is not dependent on the baseline 
hazards. Therefore, covariate parameters can be estimated by maximising this partial 
likelihood with no knowledge about baseline hazard functions. 
If the baseline hazard functions are specified, a parametric PHM model can be 
obtained. The baseline hazard functions are often chosen to be a Weibull or 
exponential distribution. Parameters of baseline hazard functions are estimated using 
both covariates and lifetime data.  
Expert knowledge can also be incorporated in PHM regression [50]. This is quite 
helpful when there is insufficient covariate data for carrying out the regression. 
However, the expert knowledge might not be available in actual situations. 
Due to its generality and simplicity, PHM has been adopted and applied widely 
especially in the biomedical area [6, 46, 47]. Since 1980s, it has also received 
attention from researchers working in the engineering field and has been utilised to 
study the failure behaviour of engineering assets. 
Bendell [31] applied the PHM to study the reliability of high speed train brake discs. 
No specific form was pre-set for the baseline hazard function. Instead, its form was 
estimated directly from the data. The interaction between covariates was simply 
defined as products of these covariates. The paper showed that PHM is able to tackle 
the sparse non-homogeneous data which are subject to complicated situations such as 
heavy censoring and/or covariate interaction. 
Dale [30] used the PHM model for accelerated life testing and reliability growth 
testing. Both non-reparable and reparable situations were considered. When the 
assumption of basic proportionality was not satisfied, several generalisations and 
modifications could be conducted to make PHM effective. One way was to divide 
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the operation of investigated individuals into a number of strata so that the non-
proportional hazard factors remain constant within each stratum. Another approach 
was to treat covariates as time dependent. This is quite appealing since covariates are 
not always constant and may vary according to assets’ ages or operation conditions. 
Kumar and Klefsjo [51] applied PHM to reliability analysis for electric power supply 
cables. Interactions between covariates were handled by introducing a new covariate 
whose value was the product of interacted covariates. The validation and suitability 
of PHM model for the cable hazard study were checked by plotting log-cumulative 
hazard curves against time. For the choice of covariates, the paper showed that in 
general the backward procedure (deleting covariates one by one) outperforms the 
forward procedure (including covariates one by one). Graphical approach was 
applied to test the goodness-of-fit of the selected PHM models. 
The PHM was also studied and applied for reparable systems [52]. In that paper, the 
selection of a suitable PHM was carried out by examining whether or not the 
residuals followed an exponential distribution with mean value equalling one. 
Different types of repairs including perfect, minimal and imperfect repairs were 
considered. 
Jardine et al. [53] used the PHM for diesel engine reliability analysis. Both oil 
analysis data and the age of systems were considered as potential external covariates. 
A fully parametric Weibull PHM [54] was examined and applied to analyse aircraft 
and marine engine failure data. The likelihood function for this fully parametric 
PHM was built and derived. Goodness-of-fit test was carried out by plotting the 
residual on the Weibull paper. In order to test whether or not the trend in the metal 
particle level had an independent influence on the hazard, additional variables whose 
values are the difference in successive particle levels were introduced to check if the 
likelihood would change significantly. The time independency of concomitant 
variables was examined by including the products of these variables and time as 
additional covariates. 
Additive hazard model 
In the PHM model, the covariate part has a multiplicative effect on the baseline 
hazard as can be seen in Equations (2-3) or (2-4). Instead, the covariate part can also 
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be set to have an additive effect on the baseline hazard function. Thus we have the 
following equation: 
0( ; ) ( ) ( )AHh t h t  x γ x .                                                                              (2-6) 
This model has been named additive hazard model (AHM) [13, 21, 55], in which 
0 ( )h t  is the baseline hazard and ( )AH γ x  denotes the effects of covariates. The 
proportional hazards assumption of the PHM model no longer holds in AHM. 
Hazards under different levels of covariates are now parallel rather than proportional 
to each other. 
Aalen [13, 55] considered the covariate parameter AHγ  in AHM is time dependent. 
Though the time dependent parameter makes the AHM flexible, it also increases the 
complexity of the model substantially. Lin and Ying [21] developed a semi-
parametric method of estimation for the AHM model. This semi-parametric 
estimating function is similar to the partial likelihood used for PHM regression. The 
covariate parameter AHγ  can be estimated without specifying the baseline hazard 
function. 
Additive-multiplicative hazard model 
There is also some research trying to combine the AHM and PHM together to build a 
hybrid model. The hybrid model thus has both multiplicative and additive 
components [14]. 
This hybrid model is termed additive-multiplicative hazard model and can be 
described by the following form: 
0( ; ) ( ) ( ) ( )P AH Ah t h t   x γx γ x                                                            (2-7) 
where Px  and Ax  constitute the covariate set x ; γ and AHγ  are the multiplicative 
and additive parameters, respectively. 
A class of simple parameter estimation functions have been developed by Lin and 
Ying [14]. It is not necessary to specify the baseline function for the parameter 
estimation.  
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Extended hazard regression model 
In PHM and AHM, covariates affect the hazards without changing the time scale. A 
general model has been developed in which the covariates would also have effects on 
the time scale [56, 57]. It was termed extended hazard regression (EHR) model and 
can be described as: 
1 1 0 2 2( ; ) ( ) ( ( ) )h t f h f tx x x                                                                          (2-8) 
where 
1 1( )f x  represents the proportional effects of covariates on hazards with 
coefficient 1 ; 0 (.)h  still represents the baseline hazard function; the time scale, 
however, is changed by 2 2( )f x  with coefficient 2 . When the covariates x  are 
zero, both 1 1( )f x  and 2 2( )f x  have values of one. For the sake of simplicity, 1(.)f  
and 2 (.)f  are often set to be of an exponential form. The EHR reduces to the PHM 
model if 2 0 . Therefore, EHR model includes the PHM model as a special case. 
Spline approximations with variable knots have been adopted for the baseline hazard 
0 (.)h  [56, 57]. The full maximum likelihood estimation thus can be conducted for the 
model analysis. 
Proportional odds model 
PHM model assumes the covariates have a multiplicative effect on hazards while 
AHM assumes an additive one. Instead of these assumptions, another model has been 
proposed which assumes covariates would have a multiplicative effect on the failure 
odds. This model was termed proportional odds model (POM) and it is suitable to 
analyse cases where hazards for different groups would converge with time. The 
POM can be expressed in the following form [15, 58, 59]: 
0
0
( )( ; )
( )
1 ( ; ) 1 ( )
F tF t
F t F t

 
x
βx
x
                                       (2-9) 
where F  represents the cumulative failure distribution function of asset groups 
under covariates x ; 0F  is the cumulative failure distribution function of asset groups 
with the corresponding covariates being zero, and ( ) βx  denotes the covariate 
effects. ( ; ) / (1 ( ; ))F t F tx x  is named the failure odds, i.e. the odds of failure 
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occurring by time t. In POM, odds for asset groups under different covariates bear a 
constant ratio to each other. Therefore, the difference in the log-odds functions 
between any two groups remains constant through time. This model has been 
generalised by McCullagh [15] with applications to the social science. Maximum 
likelihood estimation for continuous censored data was conducted by Bennett [22]. 
Proportional intensity model 
A model proposed by Cox [60] assumes that covariates have a multiplicative effect 
on the intensity process of the failure [16, 60]. This model was named proportional 
intensity model (PIM). The general form of intensity function was defined as follows 
[61]: 
( ) 1
0
( | ( ), ( )) limPr( | ( ), ( )) /n tt t t t T t t t 

    N X N X .                    (2-10) 
In Equation (2-10), ( ) 1n tT   represents the failure time of the immediate failure after 
time t ; ( )tN  denotes the counting process of failure and ( ) { ( ), }t s s t X x  is the 
covariate process up to time t . From this equation, it can be found that the intensity 
is conditional on both covariate process and the counting process of failure.  
Unlike the PHM which assumes assets are renewed at failure or non-repairable, PIM 
assumes there are several occurrences of failures and each repair does not necessarily 
renew the assets. Instead, assets are often just restored to an operational state [16]. 
PIM can also be divided into parametric and semi-parametric ones, depending on the 
availability of baseline intensity functions. The usual form of the baseline intensity 
function is the power law or the log-linear. The semi-parametric PIM model can be 
described as [61, 62]: 
( | ( ), ( )) ( )exp( ( ))ot t t t   N X x .                                                            (2-11) 
The time scale   now could be either a global time (the time from the beginning of 
the operation, i.e. t ) or a local time (the time from asset’s immediately preceding 
failure) [16, 61]. Here   denotes the regression coefficients for covariates. Percy et 
al. [63] proposed a Bayesian method in the PIM analysis to incorporate prior 
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knowledge about the regression coefficients. This would improve the regression 
accuracy especially when the data size is small. 
Proportional covariate model 
Sun et al. [64] challenged the use of PHM in the engineering area with internal 
covariates. They argued that internal covariates are results of the hazard and reflect 
the deterioration of engineering assets. Based on this understanding, a proportional 
covariate model (PCM) was proposed which assumes internal covariates of an asset 
are proportional to the hazard of that asset as: 
( ( )) ( )* ( )t C t h t x                                     (2-12) 
where ( )tx  is the time-dependent covariate function; ( )C t  is the baseline covariate 
function which is also time-dependent and ( )h t  represents the hazard function. 
According to their paper, one advantage of the PCM is that it can be applied when 
sparse or even no failure data are available. The baseline covariate function under 
this circumstance can be determined based on anecdotal experience or accelerated 
life tests. 
Sikorska [65] argued that in the domain of physic systems, internal covariates 
respond to the reduced strength of engineering assets while external covariates reflect 
the outside stress exerted to the assets under investigation. Both classes of covariates 
have effects on the hazard. Therefore, it was suggested that covariates, no matter 
external or internal, are suitable for use in PHM model. This conclusion was also 
supported by Samrout [66]. 
2.1.4 Comments 
The traditional reliability models are easy to apply and require only the lifetime data. 
They mainly reflect the population characteristics of identical engineering assets. For 
modern asset management, one is more interested in the health evolution of 
individual assets. Features of each individual asset observed during operation reflect 
the immediate health status of that asset. Simply ignoring this type of information 
would generate inaccurate reliability analysis results. Furthermore, due to the 
increase in assets’ life expectancy and adoption of appropriate maintenance policy, it 
becomes less likely to collect enough instances of failure for modern engineering 
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assets. The scarcity of lifetime data thus poses difficulties for the effective 
application of traditional reliability models. 
The physics based models are able to provide accurate results for engineering assets 
if they are carefully constructed to model the asset failure mechanism. These models 
are normally built by experienced engineers and experts to describe the natural law 
that determines the failure behaviour of specific engineering assets. Therefore, it is 
difficult to extend the established models for other assets or applications. In addition, 
the requirement of expert knowledge and specialist experience about the investigated 
assets constrains the use of physics based models in reliability analysis. 
In order to take account of covariate data in reliability analysis for engineering assets, 
hazard models have been built up. The widely used PHM model has been proved to 
be effective. It gives an explicit explanation on covariates’ effects on the hazard. 
However, the standard PHM assumes that relationship between hazard and covariates 
do not change during the whole operation. In real situations, this assumption may not 
be satisfied. Stratification of operation period and introduction of time dependent 
covariates enable PHM to be applied in such situations. These extensions, however, 
involve difficulties in the calculation and regression. For example, the efficiency of 
partial likelihood estimation has not been clear and might be quite low when time-
varying internal covariates are considered [1]. Besides, complex or nonlinear terms, 
such as the interaction between covariates, must be examined specifically for each 
application. Extensions of PHM may not provide the best way to analyse reliability 
for complex engineering assets. Other models such as the PIM and POM assume the 
covariates have a linear effect on the failure intensity and failure odds. They are 
similar to the PHM model and in many cases they can be replaced by the PHM 
model. 
2.2 EXISTING RESEARCH ON NEURAL NETWORKS BASED 
RELIABILITY ANALYSIS 
As a general non-linear approximator, NNs have been studied and applied for 
reliability analysis as an alternative to statistical models since 1990s. The existing 
research tried to take advantage of the highly flexible and adaptive ability of NNs to 
model the underlying relationship between covariates and statistics of interest in the 
reliability analysis. 
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2.2.1 Trend Analysis of Covariates 
The first type of applications of NNs to reliability analysis is the time-series-like 
trend analysis. NNs have gained successful applications in the time series prediction 
and a prediction contest [17] showed that NNs generally outperform other classic 
time series analysis methods, such as the autoregressive (AR) or the autoregressive 
moving average (ARMA). When trend analysis is carried out using NNs for 
engineering prognostics and reliability analysis, one or several selected covariates 
related to assets’ health condition are analysed and their future values are estimated 
and extrapolated through the NNs. 
Shao and Nezu [10] proposed a procedure named progression based prediction of 
remaining life (PPRL) for analysing the trend of bearing conditions. The bearing life 
was divided into normal life and remaining life. Based on the change ratio of 
condition variables, one-step and multi-step NNs were applied to model the gradual 
change phase and sudden change phase of bearing health, respectively. Kurtosis and 
root mean square (RMS) were selected as condition variables in that application. A 
recurrence training method was adopted to remove variable disturbances due to 
random factors so as to improve the prediction accuracy. It has proved that the 
prediction of NNs was more accurate than the ARMA method in terms of mean 
squared error (MSE) values. However, its performance for multi-step prediction was 
still poor. 
Tse and Atherton [34] predicted the asset deterioration process using vibration-based 
fault trend analysis. Both feed forward neural network (FFNN) and recurrent neural 
network (RNN) were investigated and evaluated. The RNN is a closed form structure 
with additional feedback loops from its outputs to inputs. The RNN turned out to be 
superior to classical time series methods and the FFNN in terms of the normalised 
Akaike information criterion (AIC). However, even results predicted by the RNN 
were not exactly like the real values and only reflected general trends of the vibration 
feature. This phenomenon was caused by error accumulation in the long term 
prediction and it implied that great care should be taken whenever one adopts the 
NNs to model the multi-step covariate trend for reliability analysis. 
Yam et al. [67] introduced an intelligent predictive decision support system based on 
the RNN approach. Once again only the single step prediction was considered. 
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Application to a defective planetary gear train in a power generation plant proved 
that the RNN single step time series prediction fitted the real vibration condition 
trend very well. 
Instead of a MLP structure, Xu et al. [68] adopted a NN of RBF structure for 
reliability time series analysis so as to avoid the common problems such as the local 
minima and long computation time to which the MLP is often subject. Unlike other 
applications which analysed the condition-related variables, this paper attempted to 
model the trend of reliability values directly. Because of the poor performance of the 
multi-step prediction caused by the error accumulation, only single-step 
extrapolation was considered. At each operation time step, reliability values in 
several past steps were entered into the NN to predict the reliability value in the next 
step. The number of past steps was determined by the size of a lag input window. 
The reliability values for training purpose were calculated using the median ranking 
approach. In addition, the effects of input and hidden layer sizes were investigated. 
This approach resulted in better prediction performances than the autoregressive 
integrated moving average (ARIMA) models. However, since the application solely 
focused on one-step extrapolation, further efforts are required to consider the multi-
step prediction. Another problem with this application is that the training reliability 
values were calculated using the median ranking method and they were estimates of 
real values. Predictions based on these approximated values may not be accurate. 
A two-layer NN was employed by Heng [69] to model the progressive degradation 
for rolling element bearings. Three vibration features, i.e. RMS, kurtosis and entropy 
estimate were combined and mapped into a single degradation indicator which was 
the input to the NN. Instead of a static network, an Elman NN with feedbacks from 
the hidden layer to the input layer was utilised. The past inputs were thus stored and 
their impacts were reflected in predictions. 
A dynamic wavelet neural network (DWNN) was built by Wang and Vachtsevanos 
[70] to incorporate the temporal information and store the prognostic variables so as 
to generate accurate estimates of future fault state. The developed model consisted of 
two parts: a static virtual sensor which included the available measurements of fault 
evaluation and a predictor that extrapolated the current state into the future time 
horizon. Wavelet NN was adopted as the basis for these two parts. The virtual sensor 
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was used to generate the fault evaluation using the indirect indicators. The generated 
fault information was then presented to the predicator of the DWNN. The use of 
dynamic network enabled accurate modelling of the asset fault evolution. The similar 
structure was also adopted by Zhang et al. [71] with the inclusion of a number of past 
output values. The genetic algorithm was used to train the network and select the 
“best” structure. 
2.2.2 Prediction of Lifetime Using Covariates 
Research has been conducted to train NNs to learn the relationship between the 
engineering service time and observed conditions. Generally, inputs to NNs are the 
current or several lagged condition measurements and output is the remaining useful 
time or its variants. 
Gebraeel et al. [18] proposed a procedure using NNs for remaining life prediction 
based on vibration degradation signals. A feed forward back-propagation network 
was built for each bearing in the training set. Six harmonics were used as inputs 
entered into the NNs and the output was a single element vector of bearing’s 
operating time at each sampling epoch. Based on errors between the predicted and 
real operating time, a weight value for each network was calculated in a way that 
networks with smaller errors would be assigned larger weights. These weights were 
used according to three approaches, namely weight application to failure times 
(WAFT), weight application to exponential parameters (WAEP) and WAEP with 
parameter updating (WAEP-PU), to generate the overall estimated failure time. This 
method was also used for bearing clusters. A generalised regression neural network 
(GRNN) was assigned and trained for each bearing cluster. The main difference 
between the bearing cluster application and the individual bearing application was 
that the number of NNs was equal to the number of clusters for the former 
application and the number of individual bearings for the latter one. The results of 
this approach were quite promising, showing 92% of the failure time predictions 
were within 20% of the actual bearing life. 
Huang et al. [72] used methods similar to the procedure proposed by Gebraeel [18] 
for bearing remaining life prediction. Instead of the six harmonics which were used 
by Gebraeel [18], the input to the network of Huang et al. [72] was a one-
dimensional degradation indicator derived from the self organising map (SOM) 
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trained by six vibration features. After that, a FFNN was constructed for each bearing 
sample and WAFT [18] was utilised to calculate the final weighted bearing failure 
time estimate. The experiment with 14 single row deep groove ball bearings justified 
the prediction procedure and proved that the method brought about significant 
improvement over the commonly used L10 method. 
Herzog et al. [73] investigated the use of NNs for engineering remaining useful life 
prediction. Both renewal and repaired systems were considered. Condition 
monitoring data and initial measurements were utilised as inputs to NNs and a single 
output was generated which was an estimate of the remaining useful life. Different 
NN structures and training methods were investigated. NNs of MLP structure trained 
by Levenberg-Maquardt with Bayesian regularisation were found superior to NNs 
trained using other neural training or regularisation procedures in terms of the MSE. 
It also has been shown that when cross validation is adopted for regularisation, the 
best results obtained with various NNs are quite similar as long as these networks 
have been optimised. 
Peel [74] used two types of NNs to estimate the remaining useful life of an 
unspecified complex system. Both MLP and RBF networks were constructed for 
regression. In order to reduce the estimation error, results of multiple NNs were 
combined using a Kalman filter. The paper showed that this procedure generated 
satisfactory results. The selection of different structures and combination of their 
results, however, were complicated and time-consuming. 
Heimes [75] presented a RNN to estimate the remaining useful life of engineering 
systems. Due to the utilisation of the RNN network, the estimation accuracy was 
improved significantly at the cost that the complexity of the model was increased by 
a factor less than two in comparison to the MLP structure. For the case study 
conducted in that paper, several models were built and three best ones were selected 
and averaged outputs of these three best models were then used as the final outputs. 
Wu et al. [76] used a NN to predict the remaining useful life as part of a decision 
support system. The used model was a 3-3-1 feed forward back propagation network. 
The inputs to the network were two degradation signals of ten moving averages and 
the time spent by the equipments in the degradation phase. The output of the NN was 
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the predicted life percentage corresponding to the current time. After the network 
was trained, validation data set were fed into the model to test its performance. Based 
on the predicted and real life percentages for the validation set, a marginal residual 
life distribution table was formed and was later used to calculate the expected 
residual life percentile for further predictions. 
Mozher and Haebeanick [77] combined NNs and traditional Weibull method to 
evaluate the useful life of reused components in consumer products. The actual used 
life of components was calculated by both the NN and the linear regression method. 
The estimated values by the two methods were further compared. The remaining 
useful life in that paper was defined as the difference between the actual life and the 
mean life which was obtained through Weibull analysis. The proposed method is in 
particular suitable when component reuse and material recycling are preferred. 
2.2.3 Estimation of Reliability Values Using Covariates 
Another direction of reliability analysis using NNs is to directly model the reliability 
values rather than lifetimes of assets given condition values. The procedure is 
suitable for analysing both grouped and individual assets. In some cases, data 
imputation is needed to get enough reliability values for training purpose. The 
Kaplan-Meier method [78] is the most used approach to generate these values. 
Luxhoj & Shyur [19] compared the traditional reliability modelling methods with 
NNs in the study of helicopter components. A two-layer back-propagation NN has 
been chosen. The operating time of helicopter components was selected as the input 
to the NN. Outputs of the NN were the estimated reliability values for these 
components. The output target values used for training were calculated through 
Kaplan-Meier methods. This paper showed that in general, a NN provides better fits 
to the actual reliability values than traditional statistical approaches. The NN was 
capable of capturing the nonlinearities existing in the data. It also showed that the 
NN might be able to approximate reliability values more accurately in the absence of 
large data set when hazards are either constant or monotonically increasing.  
The NN was also compared with the popular PHM model in a case of accelerated life 
testing by Luxhoj & Shyur [20]. Apart from the operating time, temperature and 
voltage were included as inputs to the NN to model the reliability of metal-oxide 
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semiconductor integrated circuits. The paper demonstrated that the NN outperformed 
PHM method in that application and is a promising alternative to the PHM especially 
when the proportional hazards assumption of the PHM model is violated. 
Heng et al. [23] built a multi-input multi-output FFNN for reliability analysis. The 
inputs were time delayed values of a uni-dimensional degradation indicator which 
was mapped through the SOM from several measured vibration signals. The outputs 
of the NN were reliability values in future time intervals. Similar to paper of Luxhoj 
& Shyur [20], training set of reliability values was calculated using the Kaplan-Meier 
method. The asset was considered failed when the predicted reliability value was less 
than 50%. In their subsequent papers [24, 25], the calculation of training reliability 
values was modified by including the condition-based probability density function 
estimator. 
2.2.4 Neural Network Reliability Analyses in Medical Area 
Like other reliability methods, the NN has also been widely adopted in the medical 
area to analyse the health status of human beings. Because of the analogy between 
human mortality and asset failure, the research and studies carried out in medical 
area are also of great value for engineering applications. Therefore, some important 
applications of NNs to medical survival study are reviewed as well. 
Prediction of marginal failure probability for the whole period 
The simplest application of NNs in medical survival study was to predict whether or 
not a patient would survive a certain period of time [79]. Obviously this was a binary 
classification problem. The output of the NN was the estimated probability of a 
patient surviving a certain period. Individuals with estimated survival probability 
(equivalent to the reliability probability in engineering applications) larger than 50% 
were regarded as survived otherwise dead. Patients who withdrew from the study 
before the end of the study period (called the data censoring) were ignored from the 
model and this caused the estimated results biased downwards. In addition, this 
method could not deal with time-dependent inputs. 
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Prediction of marginal failure probability for several periods 
To tackle the data censoring problem, the time length A  can be divided into a set of 
disjoint intervals 
1A , 2A ,.., nA . This results in a multi-class classification with each 
class , (1,..., )iC i n  corresponding to the situation that the failure happens in time 
interval 
iA . Outputs from this procedure are the unconditional failure probabilities in 
each time interval: 
Pr( )i ip T A  .                     (2-13) 
There are two schemes to realise this procedure. One is to use single NN with 
multiple outputs and the other is to construct multiple single-output NNs for these 
time intervals. 
Bottaci et al. [80] built a NN for each of six time periods. The single output of each 
NN predicted the probability of death within the time interval for which the network 
was constructed. The trained NNs were able to predict the survival probability for 
individual patients in specific time lengths. 
Ohno-Machado [26] compared the application of NNs with the popular PHM model 
for survival analysis in medical area. A single network was constructed with multiple 
outputs. Each output represented the death probability in a non-overlapping time 
interval. Although PHM gave an explicit explanation about which covariates 
influence the hazard, no significant differences in performance had been found 
between the NN and PHM model in that application. The NN is a promising 
alternative when the proportional hazards assumption of PHM model is not satisfied.  
 Lapuerta et al. [81] conducted survival analysis by adopting a NN with four outputs 
corresponding to the death of patients in three periods of 40 months. In order to 
include the censored data, additional networks were built to impute a death period for 
patients who were lost to follow up. The additional networks for period-2 and period-
3 were developed using only data sets whose values were known in those periods. 
The data of a patient who was lost to follow up in period-1 were the input to the 
period-2 network. If predicted results of the period-2 network indicated the patient 
was dead in period-2, the patient would be considered dead in period-2; otherwise 
the patient’s data continued to be presented into period-3 network to predict whether 
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or not the patient died in period-3. After imputing the censored data, the complete 
data set was presented to the principal NN for training purpose. In this method, NNs 
have to be constructed as many as the periods divided. Therefore, when there are too 
many time periods, this method becomes time consuming and computational 
intensive. 
There have also been some applications which generated the failure probability for 
overlapping intervals. The generated outputs were not the failure probabilities in 
disjoint intervals 1A , 2A ,.., nA ; instead, they represented probabilities of failure in 
intervals 1A , ( 1A and 2A ), ( 1A , 2A and 3A ), etc. Each interval was the sub-interval of 
the next interval [82, 83]. One disadvantage of this structure is that it might generate 
inconsistent results, e.g. the failure probability in a interval might be larger than 
those in intervals containing this interval. This problem has already been reported  
[82]. To solve it, Ohno-Machado and Musen [82] used the estimates for certain 
intervals as inputs to predict failure probabilities in other intervals. 
Ohno-Machado et al. [84] compared some established structures [26, 82] and named 
these structures as non-hierarchical and absolute survival prediction hierarchical NNs. 
Another structure compared was the multiple classifications of conditional survival 
probabilities in non-overlapping intervals and was termed conditional survival 
prediction hierarchical NN. The paper showed that the hierarchical structures are 
able to learn patterns faster and generate results with higher accuracy. 
Ravdin et al. [85] adopted a single NN with single output to estimate survival 
probabilities of patients. The observation period was divided by the time of follow up 
and information at each time point and corresponding survival state (death or 
survival) were presented to the NN as inputs and outputs, respectively. The division 
of observation period enabled the network to predict the survival probability at 
different observation time. It also made possible the search for complex time 
independent interactions of prognostic factors. The paper illustrated that the NN 
gives better results than traditional models especially in the high risk cases. Since 
training set repeated data of each patient for periods when their survival states were 
known, data sets of very large size might be generated, which caused bias and 
scalability problems. 
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Ravdin & Clarks [86] continued the research done by Ravdin et al. [85] to predict the 
survival state by coding the time indicator as an input. The time indicator determined 
periods for which the survival prediction was performed. A complete data set was 
replicated for the whole prediction periods while the data of censored cases were 
replicated up to the time when censoring happened. The corresponding training 
target for the survival state was either zero when the patient was still alive or one 
when dead. In order to examine how the networks utilised the information, input 
variables were selectively deactivated and activated, which would detect the 
interactions between input variables. Predictions of this method were based on both 
individual variables and possible complex interactions among them. 
There are several problems with methods of Ravdin et al. [85] and Ravdin & Clarks 
[86]. First, outputs of the NN were estimates of survival probabilities at successive 
time of follow up. However, no measures had been taken to ensure the generated 
survival curve would decrease monotonically. Second, the original data was 
replicated through the time horizon when its survival state was already known. This 
means that for a patient who dies during the follow up, the information of that patient 
at the death time is replicated for all intervals after  the  death  even  though  the  
patient cannot be followed for those intervals. This replication procedure will 
introduce strong bias to the analysis since at the late periods of follow up, the number 
of death is extremely overrepresented. A re-sampling process was suggested by 
Ravdin & Clarks [86] to reduce the bias. A proportion of non-survivors’ data set was 
randomly selected to ensure the ratio of non-survivors to survivors matched the 
empirical Kaplan Meier estimates about the probabilities of survival.  
To explicitly model the complex interaction between variables for survival analysis, 
Laurentis and Ravdin [87] constructed three types of NNs to find interactions among 
input variables. Besides the time coded model, two other NNs taking no time 
intervals as inputs were also investigated and compared. The results showed that all 
three NNs were able to detect the contributions of the linear, quadratic and three way 
interaction terms. In the case study the NNs were proved superior to standard 
statistical methods in terms of the receiver operating characteristic (ROC) area and 
global chi-squared value. 
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Street [88] built a multi-output NN for survival analysis. Hyperbolic tangent 
activation function was employed for both the hidden layer and the output layer. Ten 
outputs corresponded to probabilities that a patient had survived until each of ten 
years. Estimates of the Kaplan Meier method were then used to compute the survival 
probability for censored cases after the time of censoring. All the calculated survival 
probabilities were scaled to [-1,+1], the operating range of hyperbolic tangent 
function. Therefore, for complete data set, the training target values were either +1 
when patients were still alive or -1 after death happened. For the censored data set, 
the target values were set to +1 until censoring and the scaled estimated values based 
on the Kaplan Meier estimation after censoring. Individual survival curve could be 
derived through the trained network. Since outputs were the marginal survival 
probabilities up to each time periods, the estimated outputs might not always be 
monotonically decreasing, thus resulting in inconsistent estimates. 
Prediction of conditional failure probability  
Another application of NNs to survival analysis in medical area is to model the 
conditional probability of failure at certain period given that the subject has survived 
all the previous time intervals. This conditional survival value was defined as the 
discrete hazard in survival research [6, 9]. 
Biganzoli et al. [89] trained a NN to generate smoothed estimates for discrete 
hazards by coding time indicator as an additional input. The established network was 
inspired by the equivalence of a single-layer network with logistic output function to 
the POM model. Hidden layers were inserted later so that the network was not 
constrained by the assumption of proportional odds on which the POM depends. The 
data set was also replicated for the discrete time intervals. However, unlike methods 
of Ravdin and Clark [86], data in this application were only replicated for periods in 
which they were observed. When death happened, the corresponding data set was not 
replicated. Another benefit of this model is the easy inclusion of time dependent 
inputs. To tackle the over-fitting problem, a regularisation method called weight 
decay was employed and the best network configuration was selected in terms of the 
network information criterion (NIC) [90]. Since this approach was developed in 
connection with the theory of partial likelihood, it was termed partial logistic 
artificial neural network (PLANN).  Lisboa et al. [91] extended the PLANN to 
 Chapter 2: Literature Review 35 
perform regularisation within a Bayesian framework. Models were selected through 
the automatic relevance determination (ARD) method.  
In preparation for training data to the PLANN method, the replication of data set 
would make the proportion of event data (failure or death) become quite small. This 
would cause trainings based on marginalisation approximation less accurate or even 
incorrect. To solve this problem, Aung et al. [92] introduced compensation steps to 
balance the event prevalence towards 50%. The simulation study confirmed that the 
compensation was necessary to make the Mackay’s marginalisation approximation 
generate accurate results. The PLANN method was further extended for continuous 
time modelling [93] and it has been demonstrated that both continuous and discrete 
versions of the PLANN have good capabilities of discrimination and calibration. 
To avoid the possible output inconsistency in method of Street [88], Mani [94] 
proposed a variation to that method. The network still had multiple output nodes. The 
difference from the original model of Street [88] was that outputs represented 
discrete hazards rather than survival probabilities in the corresponding time periods. 
The training targets in this method are given by: 
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In the above equation, maxT  is the maximum time for the study; T  represents the 
follow up time for individuals, i.e. the failure time or the censoring time; C  denotes 
the censoring indicator ( 0C  for non-censored or 1C   for censored); td  is the 
number of patients who died at time t  and tn  represents the total number of patients 
at risk at this time. For uncensored data sets, the hazard was set to be zero until death 
and one thereafter. For censored observations, the hazard value was set to be zero 
until the censoring time. From the censoring to the maximum observation time, 
hazards were set to be estimates achieved by the Kaplan-Meier method. After 
training, the NN was able to predict discrete hazards for any new patients. The 
survival curve was then generated based on predicted hazards and was decreasing 
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monotonically. Since the hazard functions did not have any monotonicity constraints, 
the problem of inconsistent outputs from which the model of Street [88] suffered was 
relieved. 
Neal [95] adopted a Bayesian NN to estimate the hazard function. The Bayesian 
learning is not subject to the over-fitting problem which often occurs in applications 
of conventional learning methods. There were three categories of hyper-parameters 
used for input weights, hidden weights and hidden biases respectively. Time and 
covariates were both chosen as inputs and logarithm of the hazard was the single 
output. That research also proposed a hierarchical network with controlled 
connections to examine whether or not the proportional hazards assumption was 
valid. The hidden nodes were grouped into three sets. One set of hidden nodes only 
took the observation time as inputs and generated the result 0log ( )h t . Another set 
took covariate as inputs and had the result 1log ( )f x . The last set took both time and 
covariates as inputs and the result for this set was 2log ( , )f t x . The sum of results of 
these three hidden node sets was the final output of the network, i.e. the log-hazard: 
0 1 2log ( , ) log ( ) log ( ) log ( , )h t h t f f t  x x x .                                            (2-15)  
The magnitudes of results of three hidden node sets were controlled by choosing 
separate hyper-parameters and the time-covariate interaction part 2log ( , )f t x  would 
disappear if the proportional hazards assumption was satisfied. 
Extension to statistical reliability models 
Since the NN is a nonlinear estimator, there has been some research carried out to 
apply it to model the linear parts of existing statistical models. Therefore, the 
generated methods are NNs based nonlinear extensions to classical statistical models. 
Most of these applications are conducted to extend the Cox’s PHM model. 
Faraggi [96] used a FFNN as the basis for a non-linear proportional hazard model to 
conduct survival analysis using censored survival data. Specifically, the output 
( )g x,θ  of the network was used to replace the covariate part of the PHM model, i.e. 
( ) x  in Equation (2-3). Thus, the hazard was given by: 
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0( , ) ( ) ( )h t h t gx x,θ .                                                  (2-16) 
The training of the network was carried out by maximising the partial likelihood 
through the Newton-Raphson optimisation. This method preserves all the advantages 
of the classical PHM model and still assumes that hazards under different covariates 
are proportional to each other. The same procedure can also be applied to extend 
other reliability analysis models. The cross-validation method was suggested to 
tackle the over-fitting problem.  
The above nonlinear extension of PHM was modified by Mariani et al. [97] and 
applied to a medical survival case. In the original application conducted by Faraggi 
[96], the weight decay term was dropped in the final step of optimisation. In contrast, 
the weight decay was used by Mariani et al. [97] at all stages. Instead of the 
maximum likelihood based optimisation chosen by Faraggi and Simon [96], a 
Bayesian procedure was adopted by Faraggi et al. [98] to calculate the posterior 
estimates for network parameters. The paper showed that the Bayesian formulation 
improves the generalisation and is also computational efficient compared with the 
maximum likelihood based optimisation. 
2.2.5 Comments 
Although in general NNs outperform the classic time series methods such as the AR 
or ARMA, trend analysis using NNs for reliability analysis still faces some 
limitations: first of all, there are no standard criteria about selecting proper variables 
to project into future time and the selected indicators might not reflect the real asset 
health deterioration. Shao and Nezu [10] chose the kurtosis and RMS. Other 
researchers combined several variables through additional steps to generate a mixed 
degradation indicator. This was done using SOM by Heng [69] and wavelet NN by 
Wang and Vochtsevenos [70]. It has been shown in these applications that the 
combined indicator is generally better than the single variables in modelling the 
health change of investigated assets. However, the selection of individual variables 
for combination was conducted somewhat arbitrarily by the authors. Secondly, 
Failure is considered happening when the indicator reaches a pre-set threshold. 
Defining this threshold requires well-established knowledge of assets’ failure 
behaviour and in some cases simply using such threshold as the failure criterion 
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would be ineffective and inappropriate. Other problem with this application is that 
the extrapolation of variables by NNs is normally accurate for single or limited step. 
Multi-step extrapolation of degradation indicators is challenging due to the 
accumulation of errors. In order to avoid these problems, other researchers utilised 
NNs to directly predict the value of interest, such as the lifetime (or remaining useful 
time) [18, 72-76] or the reliability values [19, 20, 24]. However, these applications 
largely depended on the smooth change of input variables. They would be not 
suitable when variables demonstrate substantial variability. Sudden changes or jump 
of variables may result in inconsistent outputs (for example, the generated reliability 
curve will not always monotonically decrease as it should be). Constraints should be 
imposed to ensure consistent outputs [99]. However, such constraints often cause the 
training process complex. 
For the NNs based reliability models in medical area, using NNs to predict whether 
or not an individual patient will survive through a period of time is simple and 
straightforward. However, the censored cases are often ignored, which biases the 
results downwards. 
The censoring can be handled by dividing the original time interval into several non-
overlapping ones. Extra computations and modifications are still needed for the 
likelihood estimation since censored individuals might survive one or several 
intervals after they are lost to follow up. Instead, some applications chose to build 
additional networks to impute the failure behaviour for censored individuals [82]. 
Such procedure requires as many NNs as the divided time intervals and would be 
time consuming and computational demanding when a large number of intervals are 
presented. As for research predicting failure probabilities in overlapping intervals [83, 
84], the constructed models suffered from the problem of inconsistent results. Such 
problem was also present and unsolved in other applications [86-88]. 
Another direction of NNs based reliability research was to model the conditional 
probabilities of failure in each interval, i.e. the discrete hazard. Those methods were 
capable of dealing with censoring since censored individuals were counted as 
survival in estimating hazard for intervals before censoring rather than simply 
ignored. In addition, outputs of the NNs were discrete hazards; the inconsistent 
reliability problem no longer existed. 
 Chapter 2: Literature Review 39 
The use of NNs in extending the Cox PHM model [96] might sound well 
theoretically. The NN was adopted to approximate the covariate part of the PHM 
model. The whole procedure had little difference from the original PHM model and 
the training was based on minimising the log partial likelihood. Extra modification 
was needed for the training process. Besides, the assumption of proportional hazards 
was still required. 
2.3 METHODS FOR HANDLING INCOMPPLETE COVARIATES 
Based on the literature review carried out so far, there has been little research in 
reliability analysis which considers the incomplete covariates problem. Some 
empirical or simple regression approaches have been adopted to estimate the 
unknown covariate values. For example, Heng et al. [24] chose the linear 
interpolation to estimate unknown covariates in equally divided intervals. For 
statistical methods, most research was conducted for PHM estimation with 
incomplete covariate data. 
2.3.1 Methods for PHM 
When some values of covariates are not available, the hazard function of PHM is no 
longer proportional to observed covariates. Instead, the hazard is proportional to the 
expectation of covariate parts given the observed covariates, that is [100]:  
0( , ) ( ) (exp( ) | , )oh t h t E T t x x x .                       (2-17) 
When only a slight portion of covariates are incomplete, it is possible to ignore the 
incomplete case and only use the complete cases (cases with all covariate 
measurements available) in the partial likelihood for the estimation. There are, 
however, two problems with this approach: first, there will be a loss of efficiency in 
the estimation because of the elimination of cases with unknown values; second, it 
will lead to biased estimates for PHM parameters if complete cases are not a 
representative sample of the full covariate data. Several other approaches thus have 
been proposed for PHM estimation with incomplete covariates. 
The exp( )x  part in the partial likelihood was suggested to be replaced by its 
conditional expectation given observed covariates [100]. However, there is a 
difficulty with such replacement: the expectation requires the baseline hazard 0 ( )h t  
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which is normally unknown or unspecified. Zhou and Pepe [101] tried to estimate the 
conditional expectation using auxiliary covariate data. This approach achieves more 
estimate efficiency gain than the standard partial likelihood analysis which ignores 
the incomplete covariate sets. However, it requires auxiliary covariate data for the 
estimation and requires complete covariate measurements for the validation. 
A method termed approximate partial likelihood estimator (APLE) has been 
proposed by Lin and Ying [102] to deal with incomplete covariates in PHM 
regression. The APLE method replaced the weighted empirical mean part inside the 
partial likelihood score function with estimates based on the complete case. The 
complete case was assumed to be a simple random sample of the full covariate data. 
That implied covariates were missing completely at random (MCAR), which means 
the probability of covariates being incomplete is not dependent on any of the random 
variables in the estimation. The MCAR assumption, however, is not always satisfied 
in actual applications. When this assumption is violated, estimations by APLE will 
be asymptotically biased.  
All the above approaches were proposed within the scope of PHM regression. They 
were trying to modify the original partial likelihood function so as to take account of 
incomplete covariates. These approaches are difficult to be extended for other 
models. In addition, the assumption of proportional hazards is required for their 
implementation. When hazards are influenced nonlinearly by covariates, the standard 
PHM model will not be suitable and consequently these methods cannot be utilised. 
2.3.2 Methods for NNs 
As shown in Section 2.2, NNs have already been widely adopted in the reliability 
analysis. They provided an alternative option to statistical approaches and were able 
to perform reliability analysis in highly non-linear situations. This suggests that the 
NNs would be a promising candidate for new reliability models. Therefore, the 
incomplete data handling methods for NNs are reviewed here as well. 
Gharamani and Jordan [103] tried to estimate the joint density for incomplete input 
and output variables using mixture models. The EM algorithm [104] was adopted for 
both estimation of the mixture components and estimation with incomplete variables. 
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With the joint density estimated, the regression of output from input can be simply 
represented by the conditional density of output given the input variables. 
Tresp [105] proposed methods for learning from incomplete and uncertain input data. 
The uncertain or noisy inputs 
~
x  were assumed to follow a Gaussian distribution with 
true values x  as mean and corresponding variance ζ , that is: 
~
( , )Gx x ζ . For 
unknown inputs, the variance was taken to be the extreme value, i.e. infinity. The 
incomplete data and the uncertain data were incorporated into the training process 
and the log-likelihood was written as: 
~ ~
~ ~
log ( , ) log ( | , ) ( | ) ( )l p p p p d   
x x
x y y x θ x x x x                                  (2-18) 
where θ  denotes parameters of the NN; y  represents the output vector and is 
assumed to follow a Gaussian distribution: 
( ( ), )nnG f y x .                                    (2-19) 
In Equation (2-19), ( )nnf x  denotes the NN structure and   is the variance of this 
Gaussian distribution.  
The gradient of the log-likelihood with respect to the parameters is thus: 
~
~
~
1 ( )
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f p p p d
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 
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 
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θ θx y
                     (2-20) 
In real applications, this integral, however, has to be approximated and the 
approximation process is usually computationally intensive. 
Ahmad and Tresp [106] analysed the classification problem given incomplete data. A 
closed form approximation was obtained by using a Gaussian basis function (GBF) 
network. It involved integrating out the unknown part of the data. This finally led to 
the equation: 
( ; , )
( | )
( ; , )
o o oo
ji jjo
i o o oo
jj
z G
p C
z G




x δ
x
x δ


                                  (2-21) 
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in which jz  represents the prior probability of the j-th radial basis function; ji  is the 
parameters from the j-th radial basis node to the i-th output node. ( ; , )o o ooG x δ  is a 
Gaussian function with parameters ( , )o ooδ  which are part of the Gaussian basis 
function parameters ( , )δ  divided according to observed variables. For training with 
back-propagation, approximation cannot be conducted for the integral without 
knowledge of the input distribution. The case study in that paper indicated that the 
distribution of the input should be taken into account for accurate classification. In 
addition, that paper only considered incomplete data in the testing process. In other 
words, complete data were used for the network training. 
In the above two papers, algorithms for dealing with incomplete data were derived 
from Gaussian based network. Tresp [107] proposed another algorithm for handling 
incomplete data within the general FFNN. The input data distribution was 
approximated using Parzen windows. Closed form equations were obtained for both 
training and testing process with incomplete input. Unlike solutions provided by 
Tresp [105], the complexity of this algorithm was independent of the number of 
incomplete inputs. 
Tresp and Briegel [108] tackled the incomplete data problem by using a combination 
of RNN and the linear error model. This approach was proposed for time series 
predictions in which the incomplete data problem occurred due to irregular 
measurement intervals. The RNN and the linear error model were adapted 
alternatingly, using residuals of one of these two models as training targets for the 
other, until no further improvement can be achieved in the performance. Though the 
RNN is able to represent nonlinear relationship, the error model cannot be nonlinear. 
The auto-associative NN and genetic algorithm (GA) have been used to estimate the 
unknown part of data [109, 110]. The auto-associative NN was trained to generate 
the input vector. The difference between the input and the output vector 
(approximations to input vector) was then minimised using the GA to estimate the 
incomplete values. 
Two methods have been studied [111] to deal with incomplete data in NNs based 
diagnostics. One was the network reduction method, which trained multiple NNs to 
consider possible incompleteness situations. Another approach was termed value 
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substitution in which the unknown values were estimated by NNs with other 
observed covariates as inputs. Both methods involved training multiple networks. 
When the number of inputs is large and the data is heavily incomplete, a large 
number of NNs have to be trained to consider all possible incompleteness. The first 
method only uses data that have no unknown part. The second method is actually the 
data imputation approach using NNs. 
Vamplew and Adams [112] empirically studied several methods for handling 
incomplete data in back propagation NNs. These methods included zero imputation, 
mean imputation, and imputation using estimates by NNs. They also tried to train a 
reduced NN which only uses variables that are complete, i.e. without any unknown 
values. Another way to derive a reduced network is to first train the network using 
complete training data and then re-distribute weights corresponding to inputs 
involving unknown values to other weights. That is to modify the internal structure 
and operation of the network. This approach however would be difficult to apply 
when the NN is complex and incompleteness is severe. The last approach 
investigated in that paper is to add a dummy input for each original input. The 
dummy data indicate whether or not the original input values are unknown. The 
empirical results showed that imputation with estimates by NNs had better 
performance than others. However, it is only suitable for applications with one input 
having unknown values. When several inputs involve unknown values, multiple NNs 
need to be built so as to estimate values for different incomplete variables. 
Rather than replacing the unknown part of the data, a modification can be conducted 
in the training process of the NNs to consider the incompleteness [113]. Based on the 
unknown part of the data vector, the corresponding neurons of the network were put 
in a protected state. That means weights connected to these neurons would not be 
changed or updated until these neurons are out of the protected state.  
Yoon and Lee [114] developed a re-estimating method for NNs to tackle incomplete 
data. The procedure of this method is illustrated in Figure 2-2. The network is first 
trained using the complete case of the data. Unknown parts of the data are estimated 
through the trained network structure. The network is then re-trained using the 
incomplete case of data with unknown values estimated and the complete case data. 
The last two steps will be repeated until the convergence criterion is satisfied.   
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Figure 2-2: The re-estimating method proposed by Yoon and Lee [114] 
The estimating step approximates the incomplete data based on the trained network 
and the observed data. This is equivalent to the maximisation of probability 
Pr( | , , )m o yx x θ , in which mx  and ox  represent the unknown and observed data; y  is 
the output value and θ  denotes the parameter vector of the NN model which has 
been trained in the training step. The estimation of unknown data 
mx  thus 
corresponds to the minimisation of the training error and the maximisation of the 
probability of full data Pr( | , )o mx x x . This is similar to approximating the full data 
set in the expectation step of the EM algorithm. The re-training step estimates 
parameters of the NN model by maximising the model likelihood given the estimated 
unknown data 
*mx  and the observed data 
ox . This step is equivalent to the 
maximisation step in the EM procedure. Therefore, this training re-estimating 
method is actually an empirical approximation to the EM algorithm. 
2.3.3 Comments 
The existing research on handling incomplete covariates in the reliability analysis has 
mostly focused on the regression of PHM with incomplete covariate data. They tried 
to modify the partial likelihood structure so as to take account of the incompleteness 
of covariates. Since these methods were specifically proposed for the PHM model, 
they are difficult to be extended for other models and applications. In other words, 
the feasibility of these methods is dependent on the suitability of PHM model. In 
situations where the PHM is not suitable, the chance of implementing these methods 
would be limited. 
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For NNs, the method of trying to integrate out the unknown part of data from the 
likelihood requires significant computation resource. Other methods try to impute the 
unknown data first and use the imputed values to construct a complete data set for 
the NN model. Though these approaches are easy and quick to apply, training of NN 
models based on the imputed data would be biased. Training multiple NNs to 
consider all possible incompleteness situations is only feasible when the number of 
covariates is small. For cases with many different covariates, a large number of NNs 
have to be built and the computation requirement increases dramatically. Therefore, 
it had better to enable NNs to deal with the possible incompleteness. Methods for 
training NN with incomplete data need further investigations. 
2.4 MULTI-STEP RELIABILITY ANALYSIS 
2.4.1 Projection of Covariates 
The first type of methods for multi-step reliability analysis is to directly project the 
covariates into future using statistical approaches.  
The simplest way for covariate projection is the random rate model [115]. Based on 
this model, covariates will evolve according to a linear function: 
( )i t Atx .                                     (2-22) 
In the equation, A  represents the change rate of covariates ix . 
In the random rate model, covariates are proportional to the time value t . Instead, 
covariates can be set proportional to a function of time t . Thus we get the 
generalised form of the random rate model [116]: 
( ) ( )i it a f tx .                                                  (2-23) 
This generalised random rate model is termed general path model. It assumes that 
covariates curve of an asset follow certain regression functions. In Equation (2-23),  
ix  denotes the covariate values of the i -th asset; ( )f t  represents the function on 
which the covariate evolution is based and ia  is the scale factor which could be 
different for each individual asset. 
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The general path model requires covariates of individual assets to follow the same 
family of functions. To relax this assumption, random process model has been 
proposed [116]. This model assumes covariate data of the same type of assets follow 
same forms of distributions with parameters being the function of time t. This model 
is more flexible than the general path model. However, it requires covariate data of 
several individual assets at each inspection time so as to estimate parameters of the 
function form. 
Both general path model and random process model cannot deal with the temporal 
uncertainty within the evolution of covariates. Stochastic models thus have been 
adopted to model the covariate projection because of their ability to model time-
dependent uncertainty [35].  
 A special type of stochastic models is the Markov model. In this model, future states 
of covariates are solely determined by its present one. That is, given the current state 
of covariates, their future states and the historical ones are independent. These states 
are often defined according to different stages of asset degradation or deterioration 
process. The time of staying in one of the states is exponentially distributed and the 
transition probability of jumping from the current state to other states is independent 
of past transitions. These features constitute the lack-of-memory property of Markov 
models [117]. The Markov chain is a Markov model with the discrete state space and 
discrete time space. When the time space is continuous, it is referred to as the 
Markov process model [118]. The continuous time discrete Markov process has been 
adopted to model the internal covariate process as well as the failure process [119]. 
An ergodic continuous-time Markov chain was constructed by Kharoufeh and Sipe 
[120]  to model the external covariate process. 
In Markov process, the time spent by covariates in each state follows an exponential 
distribution. However, the staying time does not have to be exponentially distributed. 
It could follow distributions of arbitrary forms [121]. This would give rise to a new 
model, the semi-Markov models [122, 123]. The semi-Markov model is the 
generalisation and combination of the renewal process and the Markov process [117]. 
Black et al. [124] employed a semi-Markov model to represent the condition process 
of switchgear oil. 
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Though the time space in semi-Markov process is continuous, the jump states are 
still discrete. To cater for cases with continuous covariates, continuous state 
stochastic models have been adopted for covariate process modelling. Among them, 
two commonly used approaches are Gamma process and Wiener process. 
A Gamma process is a continuous stochastic process with independent Gamma-
distributed increments. The Gamma process has the property of monotonic change.  
When applied to represent the covariates sequence, it assumes the covariate process 
will always increase or decrease as the operation continues [125]. It is thus suitable 
for situations when assets deteriorate irreversibly and generates monotonically 
changing internal covariates. The Gamma process was employed to model the 
corrosion damage by Kallen and van Noortwijk [126]. A case study was carried out 
by them [126] with data of a cylindrical pressure vessel in which the Gamma process 
was fitted to model the cumulative wall loss of the vessel. Park and Padget [127] 
utilised the Gamma process to study data of carbon-film resistors and fatigue crack 
size. Gamma processes with random effects were constructed by Lawless and 
Crowder [128] to consider the heterogeneity across individual assets. Unlike the 
basic Gamma process, the scale parameter was set to follow an inverse Gamma 
distribution in that paper. Different methods for Gamma process parameter 
estimation have been reviewed and summarised by van Noortwijk [125]. 
The Wiener process is a stochastic process with independent increments following a 
Gaussian distribution. Different from the Gamma process, the Wiener process is not 
strictly increasing. Therefore, it is inadequate to model monotonic covariate 
processes. For other cases, the Wiener process has been successfully applied. A 
Wiener process with time scale transformation was built to model the rise in 
resistance of a heating cable [129]. The time was transformed in the exponential 
form and the power form. Procedures of parameter estimations for the model were 
also presented [129]. Whitmore et al. [130] presented a bivariate Wiener process and 
applied it to simulation data and data of the aluminium reduction cell. One 
component of the bivariate Wiener process represented observed covariates while the 
other was latent and was considered related to the asset failure deterministically. 
Parameter estimation and prediction inference were provided as well in that paper. 
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When the above stochastic models are applied for covariate process representation, 
projection of future covariates can be conducted as long as covariates at one time 
point are available. In contrast, future values of covariates are dependent on their 
values at past steps in time series models. The time series models are classic 
approaches aimed to understand the underlying mechanism of a sequence of data. 
They assume that such data sequences are auto-correlated. The assumption of auto-
regressive thus enables identification and prediction of covariate data [131-133].  
The main obstacle to the wide application of time series models in reliability analysis 
is that it requires a relatively long sequence of covariates to identify the auto-
regressive and project the covariate sequence into future.  
During assets’ operation, there are normally more than one covariate available.  Liao 
et al. [7] adopted the nonlinear fitting to model each covariate evolution separately. 
Correlations between multiple covariates should be considered while modelling the 
covariate sequences especially when such correlations are substantial. Wang and Coit 
[134] dealt with multiple covariates simultaneously by estimating the joint 
probability density function of these covariates. They demonstrated that an incorrect 
independence assumption for multiple covariates would result in underestimated 
reliability prediction. A state-space model has been proposed by Xu and Zhao [135] 
to model the multivariate covariates process. The failure probability given these 
covariates was simply described through a logistic function in their application. 
Whitmore et al. [130] adopted a multivariate Wiener process and Lu et al. [133] 
chose a multivariate time series model for the covariate projection.  
When there are a large number of covariates observed and these covariates are 
heavily correlated, dimension reduction can be carried out to reduce the covariate 
number and remove the correlation.  
Principal component analysis (PCA) is a popular dimension reduction methodology. 
It transforms a set of possibly correlated covariates into a set of uncorrelated 
covariates so that most variation of the original covariates is described by the new 
uncorrelated covariates. These new covariates are named principal components. The 
number of covariates is thus reduced since the number of principal components is 
less than (at most equal to) that of original covariates. Lin et al. [136] applied PCA to 
remove correlation between multiple covariates. Wang and Zhang [137] conducted 
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PCA analysis to eliminate correlated and unimportant covariates for aircraft engine 
residual life prediction. An extended version of PCA, dynamical PCA, was adopted 
to perform dimension reduction for covariates exhibiting cross as well as 
autocorrelation [138, 139]. 
The projection of covariates in general requires a threshold value which indicates 
when the failure will happen. The single threshold, however, is difficult to decide as 
the failure of modern assets does not strictly correspond to a definite value of 
covariates. Another difficulty is that when more than one type of covariates are 
available, multiple projection curves should be built for these covariates and multiple 
threshold values are thus required for these projection curves. One can also develop a 
multivariate model to represent multiple covariates. Alternatively, multiple 
covariates can be combined to form a set of new covariates using dimension 
reduction method such as PCA. These new covariates will then be projected. For 
either univariate models or multivariate models, the multiple step projection would 
introduce substantial error into the estimation, causing results of subsequent 
reliability analysis uncertain. 
2.4.2 Projection of Hazards 
Instead of the covariate projection, one can also try to model the evolution of hazard 
values. A stochastic process can thus be constructed for this purpose. This process 
has been named hazard rate process by Arjas [36].  
Singpurwalla [35] described in detail how two stochastic processes, shot-noise 
process and Levy process, could be used for hazard process modelling. Grabski [38] 
modelled the non-negative hazard using a semi-Markov process. The reliability 
function was defined as the expectation of a function of this stochastic process, i.e.  
0
( ) {exp( ( ) )}, 0
t
R t E h u du t                                     (2-24) 
where { ( ), 0}h u u   denotes the stochastic hazard process which was assumed to be a 
regular semi-Markov process, a discrete state continuous time semi-Markov process 
and a Furry-Yule process, respectively in the study [38]. 
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Barros et al. [37] extended the hazard process to situations where the asset system is 
imperfectly monitored. They thus proposed the observed hazard process based on the 
observed imperfect information. Such process thus is more related to the system 
behaviour and better represents the stochastic features of the system.  
The hazard process, however, lacks strong motivation and definitive justification 
since the hazard itself represents instant risk to fail and cannot be observed. It 
becomes tricky and complicated to directly model and justify such process. It would 
be more direct and intuitive to model observable covariates instead of unobservable 
hazards. Singpurwalla [35] thus suggested treating the hazard as a function of 
stochastic covariate processes. A hazard process thus can be induced based on 
established covariate processes. The covariates can be modelled as a Brownian 
motion, which makes the hazard process become a function of the Wiener process 
[35, 140]. When covariates are constant their effects on the hazard are assumed 
stochastic. To model such stochastic effects, coefficients associated with covariates 
are set to change over time. A simple candidate approach for modelling the evolution 
of coefficients is the random walk model [35]. The hazard process thus can be 
represented by a piecewise-constant model which has the following form: 
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in which x  denotes covariates; ( )t  are the associated covariate coefficients and 
 0 1 2, , ,..., it t t t  represent the partitions of time scale. 
Although the covariates can be observed, it has been pointed out that generating 
hazard process from the covariates does not make the induced hazard process more 
realistic since the hazard is still an unobservable value [35]. 
In other applications, the cumulative hazard, rather than the hazard, was modelled by 
a stochastic process and was defined as the minus logarithm of the reliability process 
[141-145].   
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Kalbfleisch [146] modelled the cumulative hazard using a Gamma process. A 
Bayesian method has been proposed for reliability function regression and parameter 
estimation. Both prior and posterior distributions of the cumulative hazard were 
treated as the Gamma process. 
Singpurwalla [147] assumed an asset would fail when the cumulative hazard process 
hits a random threshold which is defined as the hazard potential. The cumulative 
hazard reflects the general usage and operation history of the asset. Therefore, the 
appropriate selection for such process is dependent on the operation pattern of the 
asset. In general, processes for the cumulative hazard are required to be nonnegative, 
non-decreasing and right continuous. Several candidate processes have been 
discussed by Singpurwalla [147]. 
2.4.3 Comments 
Multi-step reliability analysis based on the covariate projection is to estimate the 
future covariate values and conduct reliability analysis based on estimated covariates. 
For engineering assets, covariates are affected by both the asset degradation and 
switch of operating modes. These covariates often have large scale of variability and 
thus it is difficult to model their evolution processes accurately. As the prediction 
step increases, estimated covariate values and real values will diverge markedly. This 
will bring substantial uncertainty into the reliability analysis. Another problem of 
direct extrapolation of covariates is that a failure hitting threshold is generally 
required to define the moment when the failure happens. This threshold is not easy to 
explicitly define and when there are multiple covariates involved, multiple thresholds 
need to be set for these covariates. Constructing a stochastic process for the hazard 
evolution may sound feasible from mathematic point of view. This treatment, 
however, is shortage of concrete justification and meanings in the engineering area. 
New procedures and approaches are thus required to handle the multi-step reliability 
analysis efficiently and effectively. 
 Chapter 3: Neural Networks Based Reliability Analysis Scheme 53 
Chapter 3: Neural Networks Based 
Reliability Analysis Scheme 
3.1 INTRODUCTION 
According to the literature review, reliability analysis based on hazard prediction has 
demonstrated interesting features and is worth of further study [1, 6].  
 The hazard ( )h t  in reliability analysis is defined as the instantaneous rate of failure 
happening for an asset given that the asset has not failed yet [1, 6]:  
0
Pr( | )
( ) lim
t
T t t T t
h t
t 
  


                                     (3-1) 
in which T  denotes the asset’s failure time. In discrete applications, the hazard is 
defined as the conditional probability of failure occurring in a specific time interval 
provided that the failure has not happened up to the start of this interval. Therefore, 
one has the following equation: 
1Pr( | )k k kh T t T t    .                                     (3-2) 
In Equation (3-2), kh  is the hazard at time interval k; T is the failure time and kt  is 
the end point of the k-th time interval.  
Compared with other statistics in the reliability analysis, the hazard has several 
advantages which make it attractive. The hazard function directly calculates assets’ 
imminent risk to fail. It thus gives a clear and explicit understanding on the current 
asset health status. This will facilitate the asset operation control and maintenance 
decision making. Hazard prediction is also helpful in comparing reliability and 
failure behaviour of assets operating under different environments.  
Reliability analysis based on hazard prediction has started since 1980s. Most of the 
studies focused on applications and investigations of the PHM family models. In the 
engineering area, normally the baseline hazard is chosen to be a Weibull distribution 
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since the Weibull distribution is able to model various health stages of engineering 
assets. This leads to the Weibull hazard model which has the following form [54]: 
1( ) ( ) exp( )dh t cd ct  γx                                      (3-3) 
where c,d are the scale and shape parameters of the Weibull baseline hazard function;  
γ  denotes parameters of covariates.  
Though there have been some successful applications, hazard research in engineering 
area is much less compared with those in other areas especially the medical field. In 
engineering applications, asset health is normally influenced by many factors. This 
makes it difficult to identify and model the baseline hazard function statistically. 
Furthermore, existing hazard models assume covariates would have a linear effect on 
hazard values. For engineering assets, apart from external covariates, internal 
covariates are usually also available due to the development of the condition 
monitoring technique. Relationships between hazards and covariates may thus have 
arbitrary forms. Assumptions of linear effect of covariates should be carefully 
verified.  
A new hazard model is thus needed which does not require assumptions about the 
baseline hazard function and assumptions about effects of covariates on hazards. 
Besides, interactions between covariates should not pose any difficulties or require 
extra representation. 
A possible candidate for this new hazard model is the NN model. NN is well-known 
for its ability to model highly non-linear and complex relationship between inputs 
and outputs. The underlying relationship is learnt directly from observations with 
few assumptions. As a universal flexible approximator, NN has already been applied 
in the reliability analysis. Such research, however, is subject to limitations such as 
extrapolation uncertainty, requirement of covariate threshold and inconsistent 
prediction results, etc as discussed in Section 2.2. It is therefore, worth further 
exploring the capability of NNs and deriving new reliability models.  
Therefore, instead of building a statistical hazard model, this research makes full use 
of the non-linear, highly-adaptive characteristics of NNs for hazard estimation. No 
assumptions are required about assets’ failure distributions and covariate’s effects. 
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The complex relationship between covariates and hazard would be established by 
NNs given covariates and assets’ reliability behaviour. 
Hazards estimated by statistical methods can be represented in a general form as: 
( ) ( , )h t s t x .                                                  (3-4) 
Here s  is the general form of statistical functions of time t  and covariates x . Such 
functions can thus be replaced by a nonlinear function, specifically, a NN in this 
research. Therefore, we have the general form of neural network hazard models 
(NNHMs): 
( ) ( , )NNh t f t x .                                                  (3-5) 
In Equation (3-5) NNf  denotes the NN model. 
3.2 MULTI-LAYER PERCEPTRON NEURAL NETWORK HAZARD 
MODEL (MLP-NNHM) 
Considering the simplicity and generality, a two-layer NN of MLP structure (with 
only one hidden layer) is first adopted for the hazard prediction, resulting in the 
multi-layer perceptron neural network hazard model (MLP-NNHM). For this 
structure, nodes in one layer are only connected to nodes of subsequent layers. It is 
strictly equivalent to a non-linear multivariate regression and has been proved able to 
approximate any functions with arbitrary accuracy [148]. The inputs to the MLP-
NNHM include external covariates, internal covariates and a time variable which 
indicates intervals that these covariates are observed. Outputs of this model are the 
corresponding hazards.  
3.2.1 Structure of the MLP-NNHM 
Let us assume there are P assets and each asset’s operation period is divided into Q 
time intervals. Therefore, there are N=P*Q training realisations in total. At the i-th 
training realisation (i=1,2,…N), the b-th covariate (external or internal) ibx  
(b=1,2,…,B) and time indicator it  are entered into the MLP-NNHM through the 
input layer. The j-th node in the hidden layer (j=1,2,…J) calculates its results by first 
computing the weighted sum of inputs ( ibx , it ) with corresponding hidden layer 
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weights ( jb , jt ). The weighted sum is then added a constant termed input bias I  
and is passed through hidden layer activation function 
H  to generate the result for j-
th hidden node:  
1
( )
B
ij H I jb ib j ib
u x t                                                                         (3-6) 
where iju  represents the j-th hidden node output corresponding to i-th training 
realisation. If treating the time indicator as another covariate, the time indicator part 
of Equation (3-6) could be absorbed into the covariate part. The covariate vector now 
includes the time indicator and has K=B+1 variables. The above equation thus can 
be revised to have the following form: 
1
( )
K
ij H I jk ik
k
u x  

                                                                                   (3-7) 
in which iKx  is the time indicator it  and jK  represents the associated weight jt . 
The results of all J hidden nodes are then presented to the output layer of the MLP-
NNHM in the same way as above with bias O , weights j  and the activation 
function O . Therefore the hazard generated by the MLP-NNHM for the i-th 
realisation is: 
1
( )
J
i O O j ijj
h u  

  .                                                                               (3-8) 
Since the discrete hazard value represents the conditional probability of asset failure, 
it is always located within [0,1]. In this research, the logistic function is employed as 
the activation function for output layer to make sure the estimated hazard is within 
this range. 
3.2.2 Cross Entropy Based Model Training 
The hazard prediction using the MLP-NNHM can be interpreted as a binary 
classification problem. Given covariates, assets can be classified into two categories: 
class fC : assets fail in a time interval defined by time indicator it ; and class sC : 
assets survive that time interval. The hazard h  represents the posterior probability 
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that assets belong to class fC  provided covariates x , i.e. Pr( )fC h| x . The 
posterior probability for class 
sC  is then Pr( ) 1sC h | x . 
As will be discussed, the hazard is given by Equation (3-26) for individual assets. It 
always equals one for class fC  and zero for class sC . Therefore, the posterior 
probability for generating the hazard target   of individual assets is given as:  
1Pr( ) (1 )h h   | x .                                                     (3-9) 
The likelihood for N realisations becomes: 
1
1
(1 )i i
N
i i
i
L h h
 

  .                                                          (3-10) 
The negative logarithm form of this likelihood is: 
1
{ ln (1 ) ln(1 )}
N
i i i i
i
E h h 

     .                                             (3-11) 
The above equation is called the cross entropy function. For classification problem, it 
has been reported that the cross entropy function is an appropriate training cost 
function [149, 150]. Therefore this function is chosen as the training function for the 
MLP-NNHM. Moreover, when training hazard targets are given by Equation (3-27), 
the cross entropy function of Equation (3-11) is still correct [151]. The training of the 
MLP-NNHM can be carried out by modifying the model parameters (weights and 
bias) until the minimum of the cross entropy function is achieved. 
3.2.3 Model Generalisation Using Bayesian Regularisation 
As discussed above, the cross entropy function is appropriate as the training function. 
However, training MLP-NNHM based on the original function form Equation (3-11) 
might give rise to the following scenario: the cross entropy function has small value 
for training data but has large value for non-training data. This is called over-fitting 
to the finite training sample. The goal of training the MLP-NNHM is to learn 
relationships between hazards and covariates rather than memorise the training 
hazard values. Suitable approaches thus should be adopted to ensure the 
generalisation of the MLP-NNHM for reliability analysis. 
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Regularisation 
An over-fitting mapping normally has large values for weights and bias. To avoid the 
over-fitting, a penalty term   is added to the cross entropy function Equation (3-11) 
to encourage smaller parameters and smoother mapping. Therefore, the training cost 
function of the MLP-NNHM becomes:  
1
' { ln (1 ) ln(1 )}
N
i i i i
i
E h h  

       .                                 (3-12) 
The penalty term is simply chosen as the sum square of parameters of the MLP-
NNHM I{ , , , }; 1,2,..., ; 1,2,...,jk O j j J k K     θ   [152]: 
21
2
  θ .                                                                                                (3-13) 
In Equation (3-12),   is the coefficient of the penalty term and is named hyper-
parameter. It determines the extent to which the original cross entropy function is 
penalised. It has been suggested that   with value between 0.01 and 0.1 in general 
gives rise to good performance [153]. However, the optimal value of   is still 
unknown. In this research, a Bayesian procedure [154, 155] is adopted to 
automatically determine the most probable value for  . 
Hyper-parameter optimisation 
Provided the training data { , }D  x , the posterior density function for   is given 
as: 
( | ) ( )
( | )
( )
p D p
p D
p D
 
  .                                   (3-14) 
If there are no specific ideas about  , the prior distribution ( )p   is non-informative. 
It can be found the denominator ( )p D  is independent of the hyper-parameter  . 
Therefore, maximisation of ( | )p D  can be achieved by maximising the likelihood 
( | )p D  . 
According to [155], 
( | ) ( | ) ( | )p D p D p d   θ θ θ  
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              '
1
exp( )
( )
E d
Z 
 
θ
θ                                                                       (3-15) 
in which ( )Z θ  is the normalisation factor. Since there is no analytic solution for the 
integration, the training cost function 'E  is expanded by the Taylor expansion around 
the most probable parameter solution MPθ : 
' ' 1( ) ( ) ( ) ( )( )
2
T
MP MP MPE E θ θ θ -θ A θ θ -θ .                                            (3-16) 
In Equation (3-16), ( )A θ  is the Hessian of the training cost function '( )E θ .  
Substituting Equation (3-16) to Equation (3-15) and using the Gaussian integral, the 
likelihood ( | )p D  is estimated by:  
/2' 1/21( | ) exp( ( ))(2 ) | ( ) |
( )
tN
MPp D E
Z
 

 
θ
θ A θ                                 (3-17) 
with tN  being the total number of parameters in the network. The calculation for the 
Hessian ( )A θ  is time consuming and complex. Therefore, Gauss-Newton 
approximation is adopted to obtain the estimates [156]. That is: 
1
1
( )
N
T
D D
nN


 A θ G G I .                                              (3-18) 
In Equation (3-18), DG  is the Gradient of a cross entropy function which 
corresponds to a single covariate realisation; I  is the identity matrix and since the 
hyper-parameter 0   the Hessian approximation will be always positive definite. 
By differentiating the logarithm of the likelihood ( | )p D   with respect to  , the 
optimal value for   is obtained: 
2 ( )
e
MP
N
 
 θ
                                     (3-19) 
where 
1( )e tN N Tr
  A(θ)  is the effective number of parameters [157]. 
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Procedures for parameter optimisation and hyper-parameter update for the MLP-
NNHM are described in Figure 3-1: 
 
Figure 3-1: Model training and hyper-parameter update framework of the MLP-NNHM 
3.3 RADIAL BASIS FUNCTION NEURAL NETWORK HAZARD MODEL 
(RBF-NNHM) 
In the last section, a MLP-NNHM has been constructed for reliability analysis 
through hazard prediction. Regularisation was adopted to avoid the over-fitting 
problem as described in Sector 3.2.2. Apart from the MLP structure, NNs with RBF 
structure are also of great importance in non-linear modelling. The RBF structure has 
good generalisation ability and is easy to train [151, 158]. In many applications, NNs 
with RBF structure can be used as useful alternatives to NNs with MLP structure. 
Therefore, NNs with RBF structure are also configured to predict hazard for 
reliability analysis. The configured model is then named radial basis function neural 
network hazard model (RBF-NNHM). 
3.3.1 Structure of the RBF-NNHM 
The RBF-NNHM developed for reliability analysis in this research has the following 
form: 
1
( )
J
i O j j ij
h   

  x .                                                           (3-20) 
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The output of the RBF-NNHM 
ih  is the estimated hazard corresponding to i-th 
realisation of the covariate vector 
ix . (.)j  is the j-th basis function and j  is the 
corresponding coefficient. A full covariance is adopted in this research so that fewer 
basis functions are needed than cases with spherical or diagonal covariance. 
Therefore the j-th basis function is given as: 
 /2 1/2 1
1
(2 ) | | exp( ( ) ( ))
2
B T
j j j j j 
     δ x δ x                                   (3-21)  
with mean vector j  and a full covariance matrix jδ . B represents the number of 
covariates. 
3.3.2 EM Algorithm for the RBF-NNHM Training 
The radial basis function Parameters ( , )δ  and output layer weight parameters 
( , ), (1,2,... )O j j J    
of the RBF-NNHM are determined in two separate steps 
without any non-linear optimisation procedures. This thus results in a faster training 
process. The sum of the un-normalised basis functions is usually chosen to represent 
the unconditional density of the input data. Therefore, determination of the mean and 
covariance of RBF-NNHM’s basis functions becomes essentially the Gaussian 
mixture density estimation problem [151]. The mixture density estimation is 
typically performed using the well-known EM algorithm [104]. With the application 
of EM algorithm to training the RBF-NNHM, parameters of radial basis functions 
are determined in an iterative matter. 
At each iteration, the EM algorithm increases the log-likelihood: 
1
1 1
1 1
( | ) [ log 2 log | | ( ) ( )]
2 2 2
N J i T
j j i j j i ji j
i
L z  
 
     θ x δ x δ x      (3-22) 
where θ  denotes all involved parameters; ijz  
represents the probability that covariate 
data ix  
are generated by mixture component j .  
By maximising Equation (3-22), parameters of the RBF-NNHM are shifted closer to 
the optimal estimates according to the following equations [151]: 
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                             (3-24)  
The weighting part of above equations are the posterior probability of basis functions 
which can be obtained from the Baye’s theorem [159]. 
If considering an extra basis function 
0  with fixed activation value of one, the bias 
in Equation (3-20) could then be absorbed into the weights. As a result, the hazard 
can be described in a matrix form  υφh  in which O( , )j υ  and 
( , ), (1,2,..., )o J j J  φ . Once the basis functions are determined, the output layer 
weights of the RBF-NNHM υ  can be optimised through the minimisation of a 
quadratic error function using the pseudo-inverse of the basis activation matrix. 
3.4 DATA PREPARATION FOR APPLICATIONS OF NNHMS  
3.4.1 Data Pre-processing 
Theoretically, raw covariates data can be directly entered into the NNHMs and the 
underlying relationship between covariates and hazards can be learned from the 
inference of the NNHMs. However, covariate values often differ significantly from 
each other [151], the difference in ranges of covariates would cause parameters of 
the NNHMs fall into different ranges. It also makes the training of the NNHMs take 
longer time and become unstable. Therefore, NNHMs trained with raw covariate data 
might give very poor performance. In order to equalise the importance of covariates, 
it had better to pre-process covariates to ensure covariates and corresponding 
parameters remain in similar and predictable ranges. Therefore, there is a need to 
scale the covariates set so that the scaled values would fall in a short and comparable 
range. Since outputs of NNHMs represent the discrete hazards which are always 
within the interval [0,1], the pre-processing is not necessary for the hazard targets 
and these values are not transformed.  
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One way to perform this scaling is to normalise the mean and covariance of the 
covariate data set. Covariates are normalised to have zero mean and variance of one. 
The normalisation is conducted according to the following equation:  
N

 x
x
x μ
x
ζ
                          (3-25) 
where 
xμ  and xζ  are vectors of mean and standard deviation of covariates x ; Nx  
are 
the normalised covariates. 
When the trained NNHMs are utilised for reliability analysis, new covariates will 
also need to be normalised according to the same normalisation settings. 
3.4.2 Target Data for Individual Assets 
When both external covariates and internal covariates are available, hazard target 
values should be set for each individual engineering asset. For uncensored data set, 
the targets are assigned to be zero when assets survive the observation time and one 
otherwise. For the censored data, the target values are set to be zero up to the 
censoring time. For both uncensored and censoring cases, no target is set after 
follow-up time which is the failure time for uncensored cases and the censoring time 
for censored cases. The hazard targets in this situation are given by:  
0,0
1, & 0
0, & 1
k
k k f
k f
t T
t T C
t T C

  

  

 
                           (3-26) 
In Equation (3-26), k  is the target value for hazard; f
T  is the follow-up time and C  
represents the censoring indicator ( 0C   censored, 1C   uncensored). The training 
framework of NNHMs for reliability analysis of individual assets is illustrated in 
Figure 3-2.  
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Figure 3-2: Training framework of NNHMs for reliability analysis of individual assets 
3.4.3 Target Data for Grouped Assets 
In many cases, only external covariates are available and no internal covariates are 
provided. For such situations, the proposed NNHMs can still be applied and one does 
not have to set target data for each individual asset. Instead, individual assets 
operating under same external covariates can be grouped and analysed together. The 
training hazard target data for grouped assets are slightly different from those for 
individual assets. Instead of the replicated binary values for each individual asset, 
empirical estimates of discrete hazards for a group of assets in each time interval are 
used as training hazard targets.  
Suppose there are kn  assets surviving to the start of time interval k  and k
m
 
of these 
assets fail in this interval. All these kn assets are operating under same covariates x  
and no internal covariates are available. The training hazard targets are thus given 
based on empirical estimates for hazards as follows: 
k
k
k
m
n
   .                          (3-27) 
The training framework of NNHMs for reliability analysis of grouped assets is 
shown in Figure 3-3. 
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Figure 3-3: Training framework of NNHMs for reliability analysis of grouped assets 
3.5 CASE STUDIES 
The proposed NNHMs were verified using two case studies in which grouped assets 
and individual assets were examined respectively. Data censoring was considered in 
both cases. In the first case study, only external covariates were available while 
internal covariates were included for reliability analysis in the second case. As the 
MLP-NNHM and the RBF-NNHM have generated similar results in these two case 
studies, only predictions using the MLP-NNHM are demonstrated in the following. 
3.5.1 A Case Study with Grouped Assets 
When only external covariates are available and no internal covariates are provided, 
there is no need to predict hazards for engineering assets individually. Assets under 
the same external covariates can be grouped together and empirical estimates of 
discrete hazards for this group are used as the training targets to the NNHMs.  
This case study was thus utilised to validate the application of the proposed NNHMs 
to data of grouped assets. It examined the fitting of NNHMs to reliability 
observations and their prediction ability with new covariates. 
Data description 
A set of lifetime data was simulated to fit the NNHMs. The simulation experiment 
was first proposed and described by Shyur et al. [29]. The lifetime data were 
simulated for metal-oxide-semiconductor (MOS) integrated circuits according to the 
well-known Weibull distribution. In order to represent the effects of external 
covariates, parameters of the Weibull distribution were set to be dependent on these 
 66 Chapter 3: Neural Networks Based Reliability Analysis Scheme 
covariates. Two external covariates, temperature and the electric field, were 
considered and their relationship to the scale parameter of the Weibull distribution is 
given in Equation (3-28). The shape parameter of the Weibull distribution was kept 
fixed. 
500 1.2* 30*pc T V   .             (3-28) 
In Equation (3-28), c  is the scale parameter of the Weibull distribution; pT and V  
are the temperature and the electric field under which the integrated circuits operate. 
The simulation condition settings are provided in Table 3-1. 
Table 3-1: Settings for simulation of MOS integrated circuit lifetime 
 
For each set of operating conditions, 200 failure time data were simulated. 10% of 
these data were subject to right censoring. Circuit units running under the same 
operating conditions were grouped together and empirical estimates for discrete 
hazards were utilised as hazard targets to train NNHMs. 
Training of the MLP-NNHM with Bayesian regularisation 
After the time horizon was separated and failure incidents were grouped for each 
time interval, the covariates and hazard targets related to these intervals were divided 
randomly to two groups for training and validation. The training was carried out 
using 80% of these data and the rest 20% data sets were used for validating the 
generalisation of the trained MLP-NNHM under each covariate set. The hyper-
parameter   was updated in every training iteration and new value of   was used to 
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calculate the modified cross entropy cost function in the next iteration. The whole 
training process was stopped when   was stabilised and the minimum of the 
corresponding cost function was achieved. For condition set 1, the hyper-parameter 
  converged after five updates when the absolute difference between two 
consecutive updates was less than a pre-specified value which was 0.0001 in this 
case study, see Table 3-2. The calculated average cross entropy error for the testing 
data in Table 3-3 shows that the trained MLP-NNHM has achieved generalisation for 
non-training data. 
Table 3-2 Update of the hyper-parameter   for the MLP-NNHM with data of condition set 1 
 
Table 3-3 Change of the average cross entropy error of the MLP-NNHM with data of condition 
set 1 
 
Goodness of fit testing of the MLP-NNHM 
To test whether or not the trained MLP-NNHM has learned the relationship between 
the failure behaviour of assets and covariates, Kolmogorov-Smirnov (K-S) tests at 
0.05 critical level were carried out to examine if generated reliability curves through 
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the trained MLP-NNHM differed from the actual reliability curves. The 
characteristics of the test for covariate set 1 are illustrated in Table 3-4. The results 
for all nine covariate sets are summarised in Table 3-5. In these two tables ( )KMR t  
and ( )NNR t  represent reliability values calculated using the Kaplan-Meier method 
and the MLP-NNHM, respectively. 
Table 3-4: Kolmogorov-Smirnov test of the MLP-NNHM with data of condition set 1 
 
The maximum difference max(| ( ) ( ) |)KM NND R t R t   was 0.0749, much smaller 
than K-S value at 0.05 critical level 0.05,12 0.33815D  . This result did not reject the 
hypothesis that reliability curves estimated by the MLP-NNHM have no difference 
from the empirical curves generated using Kaplan-Meier method. In other words, the 
proposed MLP-NNHM fitted the given data very well. The two reliability curves are 
plotted in Figure 3-4. 
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Figure 3-4: Reliability curves generated by the MLP-NNHM and empirical Kaplan Meier 
method under condition set 1 
Table 3-5: Kolmogorov-Smirnov test results for all the nine condition sets 
 
From Table 3-5, it can be seen that all the generated lifetime data are fitted well by 
the MLP-NNHM. 
In order to test the generalisation of the trained MLP-NNHM, a new set of operating 
condition with temperature being 150 ℃ and electric field of 5 MV/cm was entered. 
The estimated reliability curve is plotted in Figure 3-5. The real reliability curve 
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generated using the Weibull function with parameters determined according to 
Equation (3-28) is also illustrated. The results show that the MLP-NNHM generates 
promising results for the new covariates, indicating that the underlying relationship 
between covariates and the failure behaviour of metal-oxide-semiconductor 
integrated circuits has been well represented by the MLP-NNHM. 
 
Figure 3-5: Real and predicted reliability curves under new condition set (150 ℃, 5 MV/cm) 
3.5.2 A Case Study with Individual Assets 
This case study was carried out to verify the effectiveness of the NNHMs in 
analysing reliability for individual assets. The Data were observed from more than 
200 identical typical engineering systems [160]. Both covariates and lifetime data 
were available. The training set contained covariate observations until failure 
happened, i.e. after the last observation, the asset was considered failed and no 
further covariates were collected.  
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Data description 
The covariate data were multivariate time series for each engineering system. Each 
observation was composed of three operational settings (external covariates) and 21 
condition measurements (internal covariates).  
Figure 3-6 is the plot of one external covariate and three internal covariates for one 
system. 
  
  
Figure 3-6: Covariate data for an asset 
It can be seen from the plot that the external covariate, measurement 5, switched 
between six values during the asset’s operation period. This implies that there were 
in total six states of external covariates. Values of internal covariates were highly 
correlated and influenced by external covariates. Some internal covariates were 
mainly influenced by external covariates and have few degradation trends such as 
measurement 17. In contrast, other internal covariates were influenced by both 
external covariates and the degradation process, for example measurement 14 and 
measurement 19. These covariates carried direct information about the health of 
assets and should be included for reliability analysis in addition to external covariates. 
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After examining the data, ten internal covariates were found having noticeable 
degradation features and were utilised in the NNHMs together with external 
covariates. 
Test of proportional hazards assumption 
Before applying NNHMs to this case, the proportional hazards assumption of the 
PHM model was first checked to test whether or not the PHM method was suitable 
for this case study. This was conducted by plotting the weighted Schoenfeld residuals 
against time [161].  
According to the PHM model described by Equation (2-3), the ratio of hazards under 
different covariates becomes 1
2
( )
( )


γx
γx
 which is constant along the operation time. 
This implies that coefficients of covariates γ  would be time independent. When the 
proportional hazards assumption is violated, the coefficients γ  will vary along with 
time. A partial residual plotting method was proposed by Schoenfeld [162] to check 
the time-dependence of covariate coefficients and thus the correction of the 
proportional hazards assumption. The method has been generalised by Grambsch and 
Therneau [161]. A smoothed plot of the weighted Schoenfeld residuals versus time 
can directly indicate estimates of the coefficients γ [161]. The test of the proportional 
hazards assumption becomes the test of constant coefficients. If the proportional 
hazards assumption is satisfied, the plot of covariate coefficient would have zero 
slope. 
In this case, Schoenfeld residuals corresponding to three covariates, i.e. measurement 
5, measurement 25 and measurement 26 are illustrated in Figure 3-7, Figure 3-8 and 
Figure 3-9, respectively. 
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Figure 3-7: Schoenfeld residuals corresponding to measurement 5 
 
Figure 3-8: Schoenfeld residuals corresponding to measurement 25 
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Figure 3-9: Schoenfeld residuals corresponding to measurement 26 
From the above figures, it is clearly shown that the Schoenfeld residual for 
measurement 25 would decrease as time increases. This implies that the proportional 
hazards assumption of PHM model is not satisfied for this covariate. This assumption 
is also not satisfied well for measurement 26 as the residual increases first as 
demonstrated in Figure 3-9. 
Therefore, the standard PHM cannot be applied in this case. Extra efforts are 
generally required to modify the standard PHM so that it can still be utilised. This, 
however, would increase the regression complexity and calculation requirement. 
Instead of doing this, NNHMs developed in this research were applied to predict the 
hazard values non-linearly given covariates and lifetimes. 
Application of the MLP-NNHM 
Data of 200 engineering systems were employed for the MLP-NNHM training while 
the rest 18 ones were used to test and validate the trained MLP-NNHM. During the 
training process, the hyper-parameter   was updated along with the parameters of 
the MLP-NNHM. 
In this case study, the   value has been stabilised after eight updates, see Table 3-6. 
The change of the averaged cross entropy error for both training set and the test set 
are shown in Table 3-7.  
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Table 3-6 Update of the hyper-parameter   for the MLP-NNHM with data of a typical 
engineering system 
 
Table 3-7 Change of average cross entropy errors of the MLP-NNHM with data of a typical 
engineering system 
 
Analysis of reliability analysis results by the MLP-NNHM 
Unlike the hazard prediction for grouped assets carried out in the first case study, in 
this case internal covariates were also available for each individual engineering 
system apart from external covariates. To demonstrate the effect of including internal 
covariates, first only external covariates were used for reliability analysis; after that 
both internal and external covariates were employed to train the MLP-NNHM and 
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perform reliability analysis. The estimated reliability curves obtained in these two 
situations for two testing engineering systems are plotted in Figure 3-10. 
 
(a) 
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(b) 
Figure 3-10: Comparison of generated reliability curves 
It can be found in Figure 3-10 that when both external and internal covariates were 
included, the early failure could be detected quickly while the reliability value 
obtained using external covariates was still very high indicating no failure in the near 
future. For instance, for asset unit 204, when failure was about to happen, reliability 
values estimated using external covariates were still above 0.8, an indication that the 
asset was in good health and no failure was going to happen soon. This implies using 
only external covariates is not effective enough for individual asset reliability 
analysis and might incur false assessment about the real asset health status. 
Furthermore, for each individual engineering system, the reliability curve was unique 
when using both external and internal covariates. In contrast, reliability curves 
generated using only external covariates were identical to each other for different 
individuals with same external covariates. This proves again that reliability analysis 
with external covariates just reflects the group health characteristics of assets which 
operate under the same external covariates. By including the internal covariates, the 
MLP-NNHM is able to provide personalised reliability analysis results for individual 
assets. Such personalised information is valuable for subsequent maintenances 
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decision making and engineering asset management. For example, individual assets 
at high risk can be monitored more frequently with more attention and resources 
allocated.  
One way to assess the accuracy of reliability analysis is to set up different thresholds 
for generated reliability curves and classify assets as survived when the reliability 
value is above the threshold and failed otherwise. The analysis performance is then 
evaluated based on sensitivity and specificity. The sensitivity is the proportion of 
failures correctly predicted while the specificity represents the proportion of 
reliability correctly predicted. By varying the reliability threshold, the sensitivity and 
specificity will change in opposite manners. The plot of sensitivity against 
complement to specificity is a useful tool to describe the trade off between these two 
values.  It is called receiver operating characteristic (ROC) curve [163] and 
comparison is conducted in terms of the curve shape or the area under the curve. The 
ROC curves for reliability analyses conducted by the MLP-NNHM with and without 
internal covariates are illustrated in Figure 3-11. Areas under these two curves are 
0.9921 and 0.8630 respectively. This comparison again demonstrates that the 
inclusion of internal covariates will improve the reliability analysis accuracy. 
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Figure 3-11: Comparison of ROC curves for reliability analyses conducted by the MLP-NNHM 
with and without internal covariates 
3.6 SUMMARY 
This chapter proposed a non-linear hazard modelling rather than statistical ones for 
reliability analysis. The new hazard models were based on the NNs technology. Two 
NN structures, MLP and RBF, were configured for hazard prediction, resulting in the 
MLP-NNHM and the RBF-NNHM. The models can deal with grouped assets when 
only external covariates are available and individual assets when internal covariates 
are also observed. Target values have been set corresponding to these two situations. 
To validate these newly proposed approaches, data was simulated for the MOS 
integrated circuits. Failure was assumed to follow the well-known Weibull 
distribution. In this simulation study, since only external covariates were available, 
the circuits could be grouped together according to external covariate values. 
Goodness of fit test proved the NNHM modelled the failure behaviour of the circuits 
very well. The NNHM was further verified using data of a typical engineering 
system. Both external and internal covariates were collected. Verification of the 
proportional hazards assumption was conducted by plotting the Schoenfeld residuals 
against the time to examine whether the well-known PHM model was appropriate for 
this case study. The results indicated the proportional hazards assumption was not 
satisfied which meant the standard PHM model could not be applied for this case. In 
contrast, the NNHM was able to handle this situation well. It was demonstrated that 
inclusion of internal covariates can effectively improve the reliability analysis 
accuracy. This implied internal covariates carry useful information about assets’ 
health status and should not be ignored as much existing research has done. 
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Chapter 4: Reliability Analysis with 
Incomplete Covariates 
4.1 PRESENCE OF INCOMPLETE COVARIATES 
As discussed in Chapter 1 and Chapter 2, covariates are often found to be incomplete, 
which poses difficulties for reliability analysis since incompleteness of covariates 
causes analysis complicated and complex. On the other hand deleting those 
incomplete covariates and only using complete covariate realisations would 
introduce bias and uncertainties into the reliability analysis. Before tackling these 
incomplete covariates, one needs to identify the common causes and patterns of 
covariate incompleteness in engineering applications. 
4.1.1 Causes of Covariate Incompleteness 
The main causes that result in covariates incompleteness in engineering applications 
can be categorised as inconsistent measuring frequencies of multiple covariates, 
sensor failures and sparse intrusive measurement. 
Inconsistent measuring frequencies of multiple covariates 
The incomplete covariates problem emerges when multiple covariates have different 
measurement frequencies. In engineering, it is quite common to monitor several 
covariates for one asset. Since measurements for these covariates have multiple time 
scales, at certain observation points not all covariates are measured. When such 
covariate realisations are used for reliability analysis, the unmeasured covariates at 
these time slots can be regarded as incomplete. For example, if there are two 
covariates, A and B as illustrated in Figure 4-1, both of which are equally observed 
based on two different measurement frequencies. Within an observation period, the 
covariate A has been observed five times while the measurement for covariate B only 
happened three times. Therefore, at moments corresponding to second and fourth 
observations for covariate A, only covariate A is available. Covariate B is considered 
incomplete with values at these two observation moments unknown though the 
observation of B is actually complete according to its own measurement frequency. 
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Figure 4-1: Covariate incompleteness induced by inconsistent measuring frequencies of multiple 
covariates 
Sensor failures 
In modern condition monitoring settings, an increasing number of sensor devices 
have been installed to obtain detailed and real time covariate measurements. These 
sensor devices are often subject to high stress under severe operating conditions. 
When one or several sensors are broken or fail to record the measurements, the 
corresponding covariates will be unobserved for a period of time until the failed 
sensors are repaired or replaced.  
Sparse intrusive measurement 
In certain cases, some covariates might be difficult to measure or record without 
interrupting the production or operation of engineering assets. For instance, the crack 
size of a blade can only be directly measured when it stops and is opened up. 
Therefore, during the entire life period of these engineering assets, only sparse 
measurements are available for these covariates. Since these covariates would carry 
valuable information about assets’ health status, they should be fully utilised. When 
reliability analysis is conducted these sparse covariates can be treated as incomplete 
so that these types of data can be fully used. 
4.1.2 Patterns of Covariate Incompleteness  
The full definition and classification of the incomplete data mechanism were 
described by Rubin [33] and Rubin & Little [32]. According to them, data 
incompleteness is categorised as: 
1) missing completely at random (MCAR) when the incompleteness is independent 
of all values in the data vector. This can be represented as: 
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Pr( | ) Pr( | )m m S x, S                            (4-1) 
 where S  denotes the incomplete data indicator matrix with components 1ijS   if 
the covariate ijx  is observed, otherwise 0ijS  ; m  represents parameters for the 
mechanism of the incompleteness; 
2) missing at random (MAR) when the incompleteness is independent of the 
unknown data but dependent on the observed data; that is: 
Pr( | ) Pr( | )om m S x, S x , ;               (4-2) 
3) not missing at random (NMAR) when the incompleteness depends on the 
unknown data. Therefore, the probability of the incompleteness indicator matrix 
S  is dependent on the unknown part of the covariate data, i.e. 
mx . 
It has been shown that in cases where the incompleteness is MAR, the mechanism of 
data incompleteness can be ignored when models are estimated [32].  
In this research, the incompleteness of covariate data is mainly due to causes 
identified in Section 4.1.1, i.e. inconsistent measuring frequencies of multiple 
covariates, sensor failures, and sparse intrusive measurement. Covariate 
incompleteness induced by these causes is not related to unknown values of the 
incomplete covariates. Therefore, according to the above classification, the MAR 
assumption or even the MCAR assumption is satisfied.  
There is also no limit or restrain on which covariates are incomplete or when the 
incompleteness happens. In other words, no special pattern is assumed for the 
covariate incompleteness and all covariates are subject to possible incompleteness. 
The covariate set thus would have a general incompleteness pattern like the one 
illustrated in Figure 4-2, in which the dark area represents the corresponding values 
of covariates are not available. 
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Figure 4-2: A general pattern of covariate incompleteness 
4.2 EXISTING APPROACHES TO HANDLING INCOMPLETE 
COVARIATES 
Some applications simply ignored covariate columns at time intervals within which 
values of one or several covariates are not available, and only analysed covariate 
vectors with all values observed [32]. This procedure, however, would reduce the 
size of usable covariate samples and is acceptable only when the sample size is 
sufficiently large, and the mechanism of incompleteness is independent of 
incomplete covariates [33]. Besides, discarding incomplete covariates becomes 
impractical where a large proportion of values are unknown in a covariate set as it 
will alter the covariate distributions and introduce bias subsequently.  
Therefore, when the covariate sample size is small or there is a high proportion of 
unknown values in the covariate set, methods are needed to handle the incomplete 
covariates. Three typical incomplete covariates handling approaches were thus 
studied. Performance of these models was assessed by normalised discrepancies 
between real values and reconstructed values of incomplete covariates. Since in 
reliability analysis, the predicted reliability information is of more importance than 
values of incomplete covariates. Therefore, performances of these three incomplete 
covariate handling methods were further assessed in terms of the reliability analysis 
accuracy. 
4.2.1 Mean Imputation 
Mean imputation fills in unknown values of a covariate using mean values of the 
observed part of that covariate. This method is independent of other covariates and is 
easy to apply. However, the dynamic feature of covariates will be smoothed out by 
the mean imputation. 
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4.2.2 Regression Method 
The mean imputation method uses observed covariate values for the substitution of 
unknown part of the same covariates. Alternatively, one can impute the unknown 
values of a covariate based on other covariates. This is accomplished by treating the 
covariate with unknown values to be dependent on other relevant covariates and then 
establishing a regression formula based on complete cases (covariate cases where all 
relevant covariates are available).  Therefore, the unknown covariate values could be 
re-constructed through the regression equation by using other covariates as predictors. 
In order to increase the effectiveness of the regression, the dependent covariates 
(covariates with unknown values) of the regression were transformed first using the 
Box-Cox power transformation [164] in this research. The transformation would 
stabilise data variance and improve correlation between covariates, thus making the 
regression more accurate. 
Suppose some values of the k-th covariate kx  are unknown and the regression is 
carried out over all covariates other than kx , the Box-Cox transformation for kx  is 
then defined as [164]: 
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x
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.                          (4-3)  
In the above equation,   is the Box-Cox transformation coefficient; the transformed 
covariate ( )kx   is regressed over the rest relevant covariates. The log likelihood for 
regression is quantified as: 
2
1
log ( ) ( 1) log( )
2
kL n x   

     .                                               (4-4) 
In Equation (4-4), 
2^
1( ) ( )( ( ) ) /T T Tk k k k k kx I x n  
 a a a a  with ka  being the vector 
of relevant covariates (covariates used as predictors), and n  is the number of 
observations of kx . In order to obtain the optimal transformation coefficient  , the 
likelihood is calculated iteratively using a range of possible values for  . The value 
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of   corresponding to the largest likelihood is chosen as the optimal transformation 
coefficient. 
4.2.3 Gaussian Mixture Model 
Gaussian mixture model (GMM) can be employed to estimate the joint distribution 
of covariates so as to handle the incomplete covariates problem [32]. The GMM 
method is given as: 
1
( ) ( | ) ( )
J
j
p p j p j

x x                                                                                (4-5) 
in which ( )p j  is the weight of the mixture component j , and ( | )p jx  is the 
component density function which follows a multivariate Gaussian distribution, i.e.  
( | ) ~ ( , )j jp j MVNx δ                                                                                  (4-6) 
with mean vector j  and covariate matrix jδ . 
Assume there are N covariate realisations and there are no unknown covariate values 
in these data, i.e. all the N covariate realisations are complete cases. The parameters 
( ( )p j , j , jδ ) can then be estimated based on the EM algorithm, which is conducted 
according to the following equations [151]: 
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The weight ( | )ip j x  in the above equations is the posterior probability of the 
mixture component j  and can be obtained from Baye’s theorem [159]. 
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In the next step, one could assume that there are some values unknown in covariate 
sample 
ix . To handle this incompleteness, the data set ix  is separated into the 
unknown part m
ix  and the observed part 
o
ix . Corresponding to the data set 
( , )m oi i ix x x  and 1
i
jz   (which indicates that the covariate sample ix  is generated by 
mixture density j ), the mean and the covariance matrix of the density component j  
are given as [103]: 
( , )m oj j j                                                                                 (4-10) 
and  
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 Therefore, for 1ijz  , the least square linear regression between 
m
ix  and 
o
ix  is: 
1( | , 1, , ) ( ) ( )
m
m o i m mo oo o o
ij i i j j j j j j i jE z

    x x x δ δ δ x   .                             (4-12) 
Due to the absence of covariate mix , parameters of GMM cannot be calculated 
directly from Equations (4-8) and (4-9). However, the unknown values of covariates 
can be estimated by calculating their expectations conditionally given the observed 
covariates oix . According to Ghahramani and Jordan [103], the log-likelihood of 
complete covariates is linear in three statistics, namely, ijz , 
i m
j iz x  and )
i m m T
j i iz x x . 
Given the observed data oix , the conditional expectations of these statistics are [103]: 
( | , , ) ( | )i o old old old oj i j j iE z p jx δ x                                                                 (4-13) 
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and 
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 
   x x x δ x δ δ δ δ x x   .    (4-15) 
By substituting these conditional expectations into Equations (4-8) and (4-9), 
parameters of the GMM can thus be determined. 
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4.2.4 Comparative Study 
By applying the above incomplete covariates handling approaches, the unknown 
values in covariate sets were imputed. This generated imputed versions of the 
covariate sets.  
The accuracy of these methods can be evaluated by comparing the discrepancy 
between the original complete covariate set and reconstructed covariate sets imputed 
by the three incomplete covariates handling approaches. Suppose the complete 
covariate set contains N covariate realisations, each of them has K covariates; the 
discrepancy is then calculated according to the following equation: 
1 1
| |1 N K ik ik
i k
T k
x x
dis
N s

 

    .                                        (4-16)  
In Equation (4-16), TN  represents the total number of the covariates so that 
*TN N K ; ikx

and ikx  are imputed and real values of the k-th covariate in the i-th 
covariate set; ks  is the standard deviation of the k-th covariate. 
The covariate set for individual assets described in Chapter 3 was re-analysed here to 
investigate the incomplete covariates problem. Rather than being complete, both 
training sets and test sets were subject to incompleteness here. The extent of 
incompleteness was controlled by randomly eliminating certain amount of values in 
the data set. The unknown values were then imputed by using the three incomplete 
covariates handling methods described above, producing three imputed versions of 
the training sets and the test sets. 
The regression parameter was determined based on the training data set. The optimal 
Box-Cox transformation parameter   was selected when the likelihood achieved its 
largest value. The plots of the log-likelihood with respect to   for the regression of 
covariates are illustrated in Figure 4-3. 
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Figure 4-3: Plots of the log-likelihood with respect to the Box-Cox transformation parameter 
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The normalised discrepancy between complete covariate sets and their imputed 
counterparts corresponding to various extent of incompleteness are shown in Figure 
4-4 and Figure 4-5 for comparison. 
 
Figure 4-4: Normalised discrepancy between complete covariates and imputed covariates for 
training set 
 
Figure 4-5: Normalised discrepancy between complete covariates and imputed covariates for 
test set 
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It is shown in Figure 4-4 and Figure 4-5 that the normalised discrepancies calculated 
using the mean imputation method were over four times larger than those obtained 
by using GMM method for both training and test sets. This highlights the 
disadvantage of the mean imputation method which is suitable for regularly spaced 
data. In this case study, the covariate data was irregularly spaced; the mean values 
thus differed widely from the real ones. It is also illustrated that the discrepancy 
generated using the regression method was nearly the same as that of the GMM 
method for cases where a small percentage of covariates was unknown. However, the 
result was not consistent when more covariates became unavailable. With a large 
proportion of covariates incomplete, there was a substantial increase in the 
normalised discrepancy for the regression method, which implies that the estimated 
covariate values differed largely from the real values. This was attributed to the fact 
that the regression method requires complete data sets for accurate regression and 
coefficient estimations. When a large portion of data is unknown, few complete 
covariate sets are available. The coefficients are less likely to be accurately estimated 
due to the inadequacy of complete covariate sets. Another drawback of the regression 
method is that it is more computational intensive than the other two methods. Given 
a response variable (the covariate that requires imputation), the regression must be 
carried out over every possible combination of the predictor variables (the remaining 
relevant covariates). Therefore, when many covariates are involved, the regression 
method is not a suitable approach due to the computational restraint. 
Compared with studying covariate reconstruction accuracy, it is more important to 
assess effects of incomplete covariates handling methods on the reliability analysis. 
Therefore, comparison was further performed between reliability analysis results of 
NNHMs with incomplete covariate sets tackled by the three incomplete covariates 
handling approaches. The reliability model used in this case was a MLP-NNHM with 
20 hidden nodes and one output node.  
The reliability analysis performance was compared in terms of values of the area 
under ROC curves. Larger ROC value implies that the analysis is more accurate. The 
ROC values computed using covariates reconstructed by the three approaches are 
demonstrated in Figure 4-6. ROC curves corresponding to reliability analysis when 
50% of the covariate data were unavailable are plotted in Figure 4-7. 
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Figure 4-6: ROC values corresponding to three incomplete covariates handling methods 
 
Figure 4-7: ROC curves corresponding to three incomplete covariates handling methods when 
50% of the covariates are unavailable 
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From Figure 4-6 it can be seen that the reliability analysis with incomplete covariates 
handled by GMM and regression methods had higher accuracy than the mean 
imputation method. This is because in the reliability analysis the reconstructed 
covariates generated by the GMM and regression approaches were closer to the real 
values than those generated by the mean imputation. Further examination of the 
results showed that the accuracies of the reliability analysis with the regression 
method deteriorated much faster than those with GMM when the percentage of 
covariate incompleteness increased. This corresponded to the accelerated decline of 
reconstruction accuracies of the regression method as more covariates became 
unavailable, which are demonstrated in Figure 4-4 and Figure 4-5. 
4.3 EXTENDED MLP-NNHM 
Three typical incomplete covariates handling approaches have been investigated and 
compared in Section 4.2. These methods were utilised to estimate the unknown 
values of incomplete covariates. Covariate sets with unknown values imputed were 
then presented to the NNHMs. The scheme can be illustrated in the figure below. 
 
Figure 4-8: Procedure of tackling incomplete covariates in reliability analysis using existing 
incomplete covariates handling approaches 
This procedure is simple to understand and easy to apply. The unknown values in the 
original covariates set were imputed and the fill-in covariates were presented into the 
NNHMs. The training steps for the NNHMs could thus be carried out as those with 
complete covariate set. A problem with these incomplete covariates handling 
approaches is that the training of reliability models, e.g. NNHMs in this research, 
was conducted based on the reconstructed covariate data. No covariate imputation 
uncertainty has been taken into account in the regression of reliability models. The 
parameter variances of the established reliability models are thus systematically 
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biased [32]. To tackle this problem, the developed NNHMs were extended to 
consider incomplete covariates in their estimation stages. NNHMs with MLP 
structure were first investigated and necessary modifications were performed to 
tackle the incomplete covariates problem. 
4.3.1 General Idea of Extended MLP-NNHM 
The structure of the MLP-NNHM developed in Chapter 3 is rewritten here: 
1 1
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In order to tackle the incomplete covariates problem, the training process should be 
modified to consider the existence of incomplete covariates. The conventional 
method for the MLP-NNHM training is to minimise the training function through the 
calculation of its gradient. The training function for the MLP-NNHM is rewritten too: 
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As described before, when there are unknown values in the covariate set, the 
covariate set can be described as the combination of observed covariates and 
unknown covariates: ( , )o mx x x . The training function Equation (4-18) should be 
modified as: 
1
| { ln (1 ) ln(1 )} ( | )
N
o m o m
i i i i
i
E h h p d 

    x x x x .         (4-19) 
The gradient of this training function with respect to the MLP-NNHM parameters 
I{ , , , }; 1,2,..., ; 1,2,...,jk O j j J k K     θ  thus becomes: 
1
( , ) [ ( , )]( | )
{ } ( | )
( , )[1 ( , )]
o m o mo N
m o mi i i
o m o m
i i i
h hE
p d
h h


 
  
  

x x x xx
x x x
θ θ x x x x
.    (4-20) 
This gradient, however, cannot be solved analytically and Monte Carlo methods are 
generally required [165]. The problem with the use of Monte Carlo methods is that 
the training process tends to be computationally intensive, especially when a large 
number of covariates are involved and the covariates are severely incomplete. 
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Therefore, alternative approaches are needed to conduct the training of the MLP-
NNHM with incomplete covariates. For the MLP-NNHM training, apart from the 
input covariate set x  and output hazard targets λ , there are a set of hidden layer 
target data in accordance to each pair of input covariates and output hazard targets 
though these target values of hidden layers are not known. Given the covariate set 
and hazard set, the hidden node values can be explicitly represented [15, 22, 58]. The 
explicit representation of hidden layer targets will enable the MLP-NNHM model to 
deal with the incomplete covariates directly. 
In the MLP-NNHM, the activation function for the hidden layer is of logistic form. 
Outputs of hidden layer are thus: 
exp( )
1 exp( )


x
u
x


                         (4-21) 
where   is the input-hidden layers weight vector; { }, 1,2,...,i i N x x are the 
realisations of the covariate set. Because of the logistic activation function, outputs 
of the hidden layer  1 2{ }, { , ,..., }i i i i iJu u u u u u  are always located within  [0,1]. It is 
well-known that the output of a logistic function is the expectation of a binary 
variable which follows the Bernoulli density [151, 166]. Therefore the hidden layer 
targets can be specified to be a set of binary variable vectors 
1 2{ }, { , ,..., }i i i i iJU U U U U U . Given a covariate vector ix , the probability of the j-
th hidden node ( 1,2,..., )j J  having target value 1 is equal to the output of that 
node, i.e. iju . 
As stated above, the data set for the MLP-NNHM are now { }x,λ,U . The hidden 
targets U are not solely specified by the covariates. Instead, they are estimated based 
on both covariates and hazard target.  
It can be seen that the hidden layer targets are dependent on both covariates and 
hazard targets. Moreover, hazard targets λ  are independent of covariates x  given 
hidden layer targets U [166, 167]. This conditional independency can be represented 
mathematically as: 
Pr( | ) Pr( | )λ U,x λ U .                   (4-22) 
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The likelihood of the MLP-NNHM can be represented as follows: 
( ; ) Pr( | )Pr( )L θ x,λ,U λ x,U;θ x,U;θ .                      (4-23) 
In Equation (4-23), θ  represent all the parameters of this model. 
The log-likelihood becomes: 
( ; ) logPr( ) logPr( )l  θ x,λ,U x,U;θ λ | x,U;θ           (4-24) 
   logPr( ) logPr( ) x,U;θ λ | U;θ            (4-25) 
   logPr( ) logPr( ) x,U; λ | U;             (4-26) 
   1 2l l                (4-27) 
Because of Equation (4-22), the likelihood of Equation (4-24) can be represented by 
Equation (4-25). Given covariate x and hidden layer targets U , only the input-
hidden layers parameters   can be determined; the likelihood of θ given x  and U  
thus becomes the likelihood of 1 2{ , ..., }J    . Similarly, the likelihood of 
θ given hazard targets λ  and U  is actually the likelihood of hidden-output layers 
parameters 1 2{ , ,..., }J    . Hence Equation (4-25)  becomes Equation (4-26) in 
which the two likelihoods are named 1l   and 2l  as in Equation (4-27). It can be seen 
that the likelihood can be decomposed with respect to input-hidden layers parameters 
  and hidden-output layers parameters  . This decomposition implies that the 
maximisation of log-likelihood l  can be achieved by maximising 1l  and 2l  
respectively. This also means the training of the two-layer MLP-NNHM in Figure 
4-9  can be accomplished by training two component structures, the input-hidden 
layers structure and the hidden-output layers structure, which are linked through the 
hidden layer targets. The decomposition of the training process is illustrated in 
Figure 4-10. 
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Figure 4-9: The two-layer MLP-NNHM structure 
 
 
Figure 4-10: Decomposition of the MLP-NNHM structure into two single-layer structures 
4.3.2 Training of Input-hidden Layers 
At first the log-likelihood 1 log Pr( )l  x,U;  is calculated. If hidden-output layers 
structure is not considered, the inference for input-hidden layers structure is actually 
a logistic estimation problem with part of the input data 
mx  and all the output data 
U  unknown. 
According to the logistic estimation, the likelihood is defined as: 
Pr( ) Pr( | )Pr( )x,U; U x; x;               (4-28) 
in which Pr( | )U x;  is of logistic form. This factorisation of likelihood, however, 
requires assumptions about distributions of x  which are partially observed. Such 
distributions are difficult to identify when covariates are incomplete. Moreover, the 
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incompleteness of covariates will cause the logistic function estimation complicated 
[168]. 
To avoid difficulties in the logistic function regression with incomplete covariates, 
one can just look at the data set of x  and U , not considering the logistic activation 
function of this input-hidden layers structure until later. 
Note that the covariate data x  are continuous and/or categorical and hidden layer 
targets U  are categorical (more specifically, U  are binary). These two sets of data 
thus constitute a mixed continuous and categorical data set. Rather than conducting 
the logistic estimation, the general location model [169] is adopted here to represent 
these mixed data set. 
The J  binary hidden layer targets define a J-dimensional contingency table with 
2JCTN   cells. A (1 )CTN  vector cE can be defined with all entries having value of 
zero except the c-th entry whose value is one ( {1,2,..., }CTc N ). Corresponding to 
the i-th covariate set ix , there is a set of hidden layer targets iU . Accordingly, a 
(1 )CTN  vector iw  can be built which satisfies i cEw when iU  belong to cell c of 
the contingency table. 
According to the general location model [32, 169], the distribution for the mixed data 
set ( ,i ix w ) is represented by the marginal distribution of iw  and the conditional 
distribution of ix  given iw . Therefore: 
( , ) ( ) ( | )i i i i if f fx w w x w .             (4-29) 
The marginal distribution of iw  is described by a multinomial distribution with cell 
probabilities c : 
Pr( )i c cE  w               (4-30) 
with constraint 1c  . 
The conditional distribution of ix  given iw  is represented by a multivariate Gaussian 
distribution: 
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1
/2 1/2
1 1
( | ) exp[ ( ) ( )]
(2 ) | | 2
T
i i c i c i cK
f E

    x w x ρ ε x ρ
ε
.                   (4-31) 
Here 
1 2( , ,..., )c c c cK  ρ  is the covariate means vector corresponding to cell c ; ε  
is a K K matrix representing the covariance of this Gaussian distribution and is 
assumed to be identical for all the cells. 
The likelihood of the data now becomes  
1 ( | ) ( , | , )l l l δ w ρ ε w x .                         (4-32) 
In Equation (4-32), 1 2 CTN  δ = ( , , ..., )  represents the vector of cell probabilities for 
w  and 1 2 CTNρ = (ρ ,ρ , ...,ρ )  denotes the matrix of cell means of x  given w . 
The log-likelihood for the model can be represented as: 
1 1 1
log ( | ) log ( , | , )
N N
i i ii i
l l l
 
  δ w ρ ε w x  
   1
1
1 1
[ log(2 ) log | |] ( )
2 2
N T
i ii
N K tr 

    ε ε x x  
              1 1
1 1 1
1
( ) [( )(log )]
2
CTN N NT T
i i ic c c ci c i
tr w  
  
    ε ρ w x ρ ε ρ                     (4-33) 
where, icw denotes the c-th component of iw ; tr calculates the trace of a matrix. 
Therefore, the log-likelihood is linear in three sufficient statistics: 
1 1
N T
i ii
T

 x x                (4-34) 
2 1
N T
i ii
T

 w x                           (4-35) 
3 1
N
ii
T

 w .               (4-36) 
The maximum likelihood estimates of the general location model parameters are: 
1
1 N
iiN


 δ w                           (4-37) 
1
1 1
( )( )
N NT T
i i i ii i


 
  ρ x w w w                         (4-38) 
 100 Chapter 4: Reliability Analysis with Incomplete Covariates 
1
1
( ) ( )
N T
i i i iiN
  

  ε x w ρ x w ρ .            (4-39) 
When there are unknown values in covariates 
ix  and hidden layer targets iU , the 
corresponding vector 
iw  is uncertain. In such cases, the likelihood represented by 
Equation (4-33) cannot be calculated directly. The EM algorithm thus has to be 
employed for the maximum likelihood estimation [32, 168]. In the expectation step, 
expected values of the log-likelihood are computed conditionally given the observed 
data. This reduces to finding the expectations of three sufficient statistics in 
Equations (4-34), (4-35) and (4-36). Therefore, the expectation step of the EM 
algorithm here is equivalent to the calculation of following estimates of sufficient 
statistics [32, 168, 170]: 
[ ]
1 1
( | )
N T o
i i ii
T E

 x x x               (4-40) 
[ ]
2 1
( | )
N T o
i i ii
T E

 w x x              (4-41) 
[ ]
3 1
( | )
N o
i ii
T E

 w x .                         (4-42) 
These estimates are then substituted into Equations (4-37), (4-38) and (4-39) to 
update parameters ( , , )δ ρ ε , which constitutes the maximisation step of the EM 
algorithm. 
4.3.3 Training of Hidden-output Layers 
The hidden-output layers structure can be described as: 
exp( )
1 exp( )


νU
h
νU
.              (4-43) 
This single-layer structure is actually equivalent to a generalised linear model (GLM) 
[151]. if  all the data for this structure are available, i.e. hidden layer target values 
and hazard target values are known, a popular approach to computing the parameters 
is iteratively reweighted least squares (IRLS) [171]. However, as the hidden layer 
targets are unknown, IRLS cannot be applied directly; extra effort must be taken for 
the inference of this structure. 
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As shown in Equations (4-26) and (4-27), 
2l  is the likelihood of hidden-output layers 
parameters given hidden layers targets U and hazard targets λ . It is impossible to 
directly compute this likelihood without knowing the hidden layer targets. To solve 
this problem, the EM algorithm is utilised: instead of this complete data likelihood, 
its conditional expectation is calculated: 
2 2( | )
oQ E l λ,x .              (4-44) 
Since 2
exp( )
1 exp( )
l 

λ U
λ U


 is linear on hidden target vectors U , the calculation of 2Q  
thus reduces to computing ( | )oE U λ,x . This constitutes the expectation step of the 
EM algorithm here. In the maximisation step, the expectation of the conditional 
likelihood is maximised with U  being replaced with ( | )
oE U λ,x  to update the 
estimates for hidden-output layers parameters  . This step is actually equivalent to 
the estimation of a GLM with input data ( | )oE U λ,x  and output data λ . The 
parameters thus can be updated using the IRLS method. 
4.3.4 Linkage between Input-hidden Layers and Hidden-output Layers  
The method described by Cook and Robinson [166] is adopted to find the 
expectation of hidden layer targets. First the posterior probability of hidden layer 
target vector 
iU  is calculated provided the hazard target i  and the observed 
covariate vector oix : 
1
Pr( ) Pr( )
Pr( | , )
Pr( ) Pr( )
o o
o i i i i i i
i i i Co c o
i i i ic
 

 
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 

U | x U | x
U x
| x U | x
 
                    
1
Pr( ) Pr( )
Pr( ) Pr( )
CT
o
i i i i
N c c o
i i i ic
x
x





| U U |
| U U |
                                               (4-45) 
where , {1,2,..., 2 }c Ji CTc N U represents each of 2
J
 possible binary hidden layer 
target vectors corresponding to the i-th covariate realisation. Hence the conditional 
expectation for the j-th value of iU given i  and 
o
ix  is: 
( : 1)
( | , ) Pr( | , )
ij
o s o
ij i i i i is S U
E U  
 
x U x  
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( : 1)
1
Pr( ) Pr( )
Pr( ) Pr( )
ij
CT
s s o
i i i is S U
N c c o
i i i ic


 




| U U | x
| U U | x
.                     (4-46) 
In Equation (4-46), S  denotes the combination of possible binary hidden layer target 
vectors whose j-th value is one; Pr( )i i | U  can be calculated using Equation (4-43) 
and Pr( )oi iU | x  can be obtained from Equation (4-42). 
From Equations (4-22) and (4-26), it can be found that the only linkage between 
input covariates and output hazard targets are the hidden layer targets U . In addition, 
the hidden layer targets U are the sole factors linking the input-hidden layers 
structure and hidden-output layers structure. In order to calculate the expected 
likelihoods of these two structures given both observed covariates 
ox  and hazard 
targets λ , the estimates or posterior probabilities of hidden layer targets U given 
ox and λ  should be utilised in the update of the input-hidden layers and hidden-
output layers. Therefore, in Equations (4-41) and (4-42), ( | )oi iE w x  is replaced with 
( | , )oi i iE w x  which can be obtained from Equation (4-46).  
4.3.5 Overall Training Algorithm for the Extended MLP-NNHM 
The MLP-NNHM trained using the new approach developed above is named 
extended MLP-NNHM as it is an extension of the MLP-NNHM built in Chapter 3. 
The overall training algorithm for the extended MLP-NNHM can be summarised as 
follows: 
Step 1: Given the observed covariates and hazard targets ( , )ox λ , compute the 
posterior probabilities of hidden layer targets Pr( | )oU λ,x  and the corresponding 
expectations ( | )oE U λ,x  using Equations (4-45) and (4-46); 
Step 2: Substitute Pr( | )oU λ,x  and ( | )oE U λ,x  into Equation (4-43) to update the 
parameters of hidden-output layers; 
Step 3: Update parameter estimates for the general location model using Equations 
(4-37), (4-38) and (4-39). The conditional expectations utilised in these equations are 
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calculated using Equations (4-40), (4-41) and (4-42) by replacing ( | )oi iE w x  with 
( | , )oi i iE w x . The values ( | , )
o
i i iE w x  can be estimated from Equation (4-46); 
Step 4: Iterate Steps 1 to 3 until estimation converges. 
4.3.6 Estimation of the Logistic Function in Input-hidden Layers 
After estimating parameters of the general location model, parameters for the logistic 
function in the input-hidden layers structure can be calculated from the established 
general location model.  
Under the general location model, 
Pr( )i c cE  w , 
2( | ) ( , )i i c cf E N x w ρ ε .             (4-47) 
Therefore, the posterior probability of i cEw  given the covariate data becomes: 
2
2
1
( , )
Pr( | )
( , )
CT
c c
i c i N
c cc
N
E
N



 

ρ ε
w x
ρ ε
.            (4-48) 
The probability of the j-th hidden node output equalling one is then given by 
2
( : 1)
2
1
( , )
Pr( 1| )
( , )
ij
CT
s ss S U
ij i N
c cc
N
U
N


 

 


ρ ε
x
ρ ε
.           (4-49) 
As stated earlier, the probabilities of hidden layer targets having value of one given 
covariates are the outputs of the logistic function in the input-hidden layers. 
Therefore, the logistic function can be established through Equation (4-49). 
Regression for this logistic function can also be conducted using the iterative 
optimisation method. When the training has finished, the generate location model 
and the hidden-output layers structure are known. The expected hidden layer targets 
u  thus can be calculated using Equation (4-46). After that, the IRLS optimisation 
can be employed to estimate parameters of the input-hidden layers logistic function. 
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4.4 EXTENDED RBF-NNHM 
In Section 4.2, GMM was found to have better performance than other conventional 
incomplete covariates handling methods. As discussed in Section 3.3, determination 
of the RBF basis function is equivalent to the estimation of GMM if the basis 
function is chosen to be a Gaussian distribution. Therefore, it is possible to 
incorporate the procedure of GMM method for dealing with incomplete covariates 
into the training of RBF-NNHM. Such modification of radial basis function 
regression will enable the RBF-NNHM to tackle the incomplete covariates directly.  
The EM algorithm to estimate the radial basis function of RBF-NNHM has been 
described in Section 3.3. The estimation procedure is illustrated in the left part of 
Figure 4-11. Conditional on the complete covariate set, the EM algorithm is 
implemented. When some values in the covariate set are not available, the execution 
of EM should be modified to consider the incompleteness of the covariate set. The 
new procedure of EM algorithm is illustrated in the right part of Figure 4-11. 
 
Figure 4-11: Modified EM algorithm for training of the RBF-NNHM with incomplete covariates 
The covariates ix  are again divided into two parts: the observed part 
o
ix  and the 
unknown part mix . Correspondingly, the mean and the inverse covariance matrix of 
j -th basis function of RBF-NNHM are divided as [103]: 
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( , )m oj j j                                                   (4-50) 
and  
1, 1,
1
1, 1,
mm mo
j j
j om oo
j j
 

 
 
  
  
δ δ
δ
δ δ


.                                                                   (4-51) 
The likelihood function in Equation (3-22) is rewritten according to the separation of 
observed and unknown covariates as: 
1,
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      x δ x x δ x    .      (4-52) 
At each E-step of the EM algorithm, the expectation of likelihood is calculated 
conditionally given the observed covariates rather than the complete covariates.  
The likelihood in Equation (4-52) is linear in three values, namely, ijz , 
i m
j iz x  and 
)i m m Tj i iz x x . Given the observed data 
o
ix , the conditional expectations of these values 
become [103]: 
( | , , ) ( | )i o old old old oj i j j iE z p jx δ x                            (4-53) 
( | , , ) ( | )i m o old old old o mj i i j j i ijE z p j

x x δ x x                                                         (4-54) 
and 
1( ( ) | , , ) ( | ) [ ) ) ( ) ]i m m T o old old old o mm mo oo mo T m m Tj i i i j j i j j j j ij ijE z p j
 
   x x x δ x δ δ δ δ x x   .    (4-55) 
In above equations, 
m
ij

x  is the least square linear regression between mix  and 
o
ix  for 
1ijz  . Therefore, 
( | , 1, , )m m o iij i i j j jE z

 x x x δ           
     1( ) ( )m mo oo o oj j j i j
  δ δ x  .                                        (4-56) 
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The conditional expectations calculated from Equations (4-53), (4-54) and (4-55) are 
then substituted into Equation (3-23) and Equation (3-24) to update parameters of the 
radial basis function.  
By modifying the training process for the RBF-NNHM, incomplete covariates can be 
directly handled and considered in estimation of the RBF-NNHM. In order to 
distinguish the new version of RBF-NNHM from the original one developed in 
Chapter 3, the new RBF-NNHM model is termed extended RBF-NNHM. 
4.5 CASE STUDIES 
4.5.1 A Case Study with Simulation Data  
Some simulation data was generated to preliminarily verify the developed extended 
MLP-NNHM and extended RBF-NNHM. These data were features extracted from 
simulated vibration signals of rolling element bearings [69, 172, 173].  
Generation of simulation data 
The rolling element bearings are typical and essential parts of many engineering 
assets. They are often subject to high stress and/or corrosion and thus are one of the 
common reasons for asset failure. Vibration signals obtained from the running of 
rolling element bearings are commonly used to assess their health status and 
reliability information. Therefore, typical vibration signatures were generated here. 
In order to speed up the degradation process of rolling element bearings, the bearings 
were assumed to have a single localised defect. Under such circumstances, the 
generated vibration can be expressed as the effect of several statistics [69]:  
( ) ( )* ( )* ( )* ( )* ( )I l r ea t a t a t a t a t t .             (4-57) 
In Equation (4-57), ( )Ia t  denotes the impulse produced whenever the rolling 
elements roll over the inner race defect and is expressed as: 
( ) ( / )I
i
a t A t i f                           (4-58) 
where   represents the impulse function; f  is the inner race element passing 
frequency which implies for every 1/T f  time the rolling elements roll over the 
location of the single defect; A  is the amplitude value denoting the defect severity. 
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Since the bearing degradation signals approximately follow an exponential growth 
[18], in order to model this type of increase in vibration signal, the defect amplitude 
A  was increased exponentially in the simulation. 
For other parts constituting the vibration signals in Equation (4-57), ( )la t  represents 
the radially distributed load; ( )ra t  and ( )ea t  are the resonant frequency and the 
exponential decay; the last statistics ( )t  is the additive White Gaussian noise 
(AWGN) with zero mean. 
Necessary vibration features were extracted from the generated signals for reliability 
analysis. The first feature was the RMS which is an important measure of the 
vibration amplitude and is often used for engineering prognostics and reliability 
analysis [10]. 
The RMS does not carry all the information about the vibration signals. Therefore, it 
had better to include other features to give more description about the vibration. 
Besides, it has been pointed out that the RMS value is not as sensitive as other values 
such as the kurtosis. Using only RMS value might not be enough for detecting the 
early bearing failure [174, 175]. Hence the kurtosis was also extracted for the 
reliability analysis. 
In total there were 50 sets of data generated to represent the vibration signals of 50 
bearing units over their life spans. Figure 4-13 and Figure 4-13 plot the RMS and 
kurtosis sequences of five typical data sets of these simulated data. 
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Figure 4-12: RMS values of five typical simulated data sets 
 
Figure 4-13: Kurtosis values of five typical simulated data sets 
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Analysis of results 
These simulated data were used to test the ability of the extended MLP-NNHM and 
the extended RBF-NNHM in dealing with the incompleteness of covariates. To 
create the incomplete covariate set, some portions of the simulated data were 
randomly deleted. The incomplete covariate data set were then analysed by the 
extended MLP-NNHM and the RBF-NNHM. 
The generation of the incomplete covariates was repeated 200 times, with different 
realisations of incomplete data produced in each generation procedure. Reliability 
analysis results corresponding to these incomplete covariate realisations were then 
combined to reveal the effect of the extent of covariate incompleteness to reliability 
analysis.  
The ROC curves corresponding to results of the extended MLP-NNHM and the 
extended RBF-NNHM are demonstrated in Figure 4-14. The results of the MLP-
NNHM with reconstructed complete covariates are also plotted in the same figure for 
comparison. The complete covariates were reconstructed using typical incomplete 
covariates handling approaches. 
 
Figure 4-14: ROC values corresponding to extended NNHMs and existing incomplete covariates 
handling approaches with simulation data 
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From Figure 4-14, it can be found that given incomplete covariates, both the 
extended MLP-NNHM and the extended RBF-NNHM generated higher ROC values 
than the conventional incomplete covariates handling approaches. This implies that 
modifying training processes of the MLP-NNHM and the RBF-NNHM to consider 
incomplete covariates has increased the reliability analysis accuracy. When the 
incompleteness of covariates was not severe, the extended RBF-NNHM and the 
extended MLP-NNHM had similar analysis accuracies. However, with more 
covariates unknown, the reliability analysis accuracy of the extended RBF-NNHM 
deteriorated faster than that of the extended MLP-NNHM. This is mainly because 
that when a large portion of covariates are unknown, estimation for radial basis 
functions in the extended RBF-NNHM involves more uncertainty, making the 
reliability analysis results less accurate. 
For the conventional incomplete covariate handling approaches, the simulation 
results again confirm that GMM method outperforms the regression and the mean 
imputation method. An interesting finding in this simulation study was that the mean 
imputation and regression method resulted in similar analysis accuracy. This is due 
to the fact that there were only two types of covariates involved in this simulation. 
When more types of covariates are available, the regression method is expected to 
have better results than the mean imputation method as shown in Section 4.2.2.1. 
4.5.2 A Case Study with Field Data 
Data of bearings installed on LNG pumps have also been utilised to validate the 
extended MLP-NNHM and the extended RBF-NNHM. The LNG pumps were used 
to boost the pressure of the natural gas for its delivery. They were thus crucial to the 
LNG production process and unexpected failure would affect the production and 
delivery performance. Three ball bearings were used to hold the load of the shaft of 
the pump and the motor. These bearings were lubricated by a portion of the pumped 
LNG. Due to its low viscosity value (approximately 0.16 cP), these bearings have not 
been lubricated effectively and were operating at a high speed. They were thus prone 
to failure and put the LNG pumps at risk. 
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Data description 
Three accelerometers were installed on the housing near the bearing assembly in 
horizontal, vertical and axial directions respectively, to collect the vibration signal 
for each bearing.  
These vibration signals were collected from two bearings until the bearings failed. 
They were measured at irregular intervals. The vibration acquisition settings are 
listed in Table 4-1. 
Table 4-1: Settings for acquisition of vibration signals from LNG pumps 
 
The outer race spalling and inner race flaking are the main causes of the bearing 
failure and are shown in Figure 4-15 and Figure 4-16. 
  
Figure 4-15: Outer raceway spalling of bearings Figure 4-16: Inner raceway flaking of bearings 
Model application 
Similar to the simulation study, the RMS and kurtosis were used as covariates. In 
addition, when failure happens, the energy of failure-generated shock pulses often 
emanated at high frequency. Therefore, the entropy of the vibration signal after a 
high pass filter (HPF) was included as another covariate. Apart from these covariates, 
crest factor, which is the ratio of peak amplitude to the RMS, was also included as 
this value calculates the impact which is directly associated with the bearing wear. 
Again the covariate sets were subject to some extent of incompleteness. The 
incompleteness pattern in this application was that at each observation at least one 
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covariate was available. Therefore, the highest possible percentage of incompleteness 
in this study was 75%. 
Covariates of the bearing installed on Pump P301D are illustrated in Figure 4-17. 
The incomplete realisations of these covariates were then used to train the extended 
MLP-NNHM and the extended RBF-NNHM which can directly deal with 
incomplete covariates. Data from the bearing installed on Pump P301C were utilised 
to test these two models’ abilities in reliability analysis using incomplete covariates. 
ROC values generated by the extended MLP-NNHM and the extended RBF-NNHM 
corresponding to different percentages of covariate incompleteness are illustrated in 
Figure 4-18. 
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Figure 4-17: Four covariates of the bearing installed on Pump P301D 
 
Figure 4-18: ROC values corresponding to extended NNHMs and existing incomplete covariates 
handling approaches with the LNG pump data 
 114 Chapter 4: Reliability Analysis with Incomplete Covariates 
As shown in Figure 4-18, both the extended MLP-NNHM and the extended RBF-
NNHM generated higher ROC values than the conventional incomplete covariates 
handling approaches. This indicates that in this study applying these two new 
methods to tackle incomplete covariates had more accurate reliability analysis results 
than using conventional incomplete data handling approaches. In addition, the ROC 
results of these two methods were similar, which means for this application choosing 
either of these two methods was appropriate and should not have noticeable effects 
on the reliability analysis.  
As for the conventional methods coping with incomplete covariates problem, the 
GMM outperformed the regression and mean method in handling incomplete 
covariates for reliability analysis. It also can be seen in Figure 4-18  that using the 
regression and GMM methods to reconstruct unknown covariate values has 
generated better reliability analysis results than using the mean imputation. This is 
because in this study one of the characteristics of covariate incompleteness was that 
at each observation at least one covariate was available. This data availability was 
quite helpful for applications of regression and GMM methods since these two 
approaches estimate unknown values of a covariate using information of other 
covariates. With at least one covariate available at each observation, the complete 
covariates reconstructed using regression and GMM methods were closer to the 
actual complete covariates than those reconstructed using mean imputation. 
Consequently, reliability analyses with complete covariates reconstructed using 
regression and GMM methods had better results than those with covariates 
reconstructed by mean imputation. 
4.6 SUMMARY 
This chapter studied reliability analysis with incomplete covariate data which is quite 
common in the engineering asset management. The causes of covariate 
incompleteness were identified to be inconsistent measurement frequencies for 
multiple covariates, sensor failures, and sparse intrusive measurement. Besides, the 
covariates were assumed to have a general pattern of incompleteness. As the 
incompleteness of covariates is not dependent on unknown covariates, the MAR 
assumption is satisfied. This means the mechanism of incompleteness can be ignored 
in the estimation.  
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Three conventional incomplete covariate handling approaches were first investigated. 
Data of a typical engineering system were randomly deleted to create the incomplete 
covariate set realisations. The GMM was shown to have better results than the 
regression method and the mean imputation. The regression method outperformed 
the mean imputation at the cost of larger computation requirement. The mean 
imputation is the simplest among the three approaches. It can be adopted when only a 
small portion of covariates is unavailable. With the increase of incompleteness of 
covariate data, results of mean imputation will deteriorate quickly and it is in general 
no longer recommended. 
These three methods all belong to the fill-in approaches. Filling in the incomplete 
covariates, however, would underestimate the variance in the subsequent regression 
or estimation of reliability models. Therefore, new methods were proposed to modify 
the training procedures of the developed MLP-NNHM and the RBF-NNHM to 
consider the incompleteness of covariates, resulting in the extended MLP-NNHM 
and the extended RBF-NNHM, respectively. For the extended MLP-NNHM, the 
training procedure was decomposed into training of two single-layer structures: the 
input-hidden layers structure and hidden-output layers structure. This modification 
enabled the incompleteness of covariates to be considered directly. By investigating 
hidden layer targets explicitly, the input-hidden layers were updated using the 
general location model and the hidden-output layers were trained through the IRLS 
method with the expected hidden targets as the input values to this single-layer 
structure. For the extended RBF-NNHM, the determination of the radial basis 
functions was modified to consider the incomplete covariates. Two case studies have 
been conducted to validate the new models. The first utilised simulated bearing data 
while the second used the real bearing vibration signals. These two case studies 
demonstrated the extended MLP-NNHM and the extended RBF-NNHM are able to 
account for the incompleteness of covariates and produce more accurate reliability 
analysis results than the conventional incomplete covariates handling methods. 
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Chapter 5: Multi-step Reliability Analysis 
Modern condition based maintenance (CBM) requires up-to-date knowledge about 
the health status of an engineering asset so as to make appropriate maintenance 
decisions and allocate necessary resources. By using hazard models [6-9, 64], 
detailed information can be provided about assets’ current and historical health status 
as well as their imminent risk to failure. However, the health condition and reliability 
information in the future running time of an asset generally cannot be available due 
to the lack of future covariates. Covariates such as degradation observations are 
related to assets’ deterioration process and often exhibit a large scale of variability, 
especially when assets are running under abnormal health condition. It is thus 
difficult to accurately model or extrapolate such covariates for reliability analysis. As 
discussed in Chapter 2, standard statistical functions such as polynomial fitting 
would smooth out the covariate sequence, which results in loss of covariate 
characteristics. Non-linear extrapolation models like NNs [10, 34] are subject to 
substantial error accumulation and uncertainty propagation. Applications of 
stochastic approaches to modelling the evolution of covariates [176], however, 
require an explicit definition of the failure threshold which is usually unknown or 
vaguely defined in reliability analysis. Complicated numerical simulation are often 
required if these covariates are integrated into reliability models. 
5.1 MARKOV CHAIN FOR VIRTUAL COVARIATES MODELLING 
Covariates in engineering applications usually demonstrate a large scale of 
variability; it is thus difficult to directly model their evolution. Therefore, in this 
research, covariates would not be extrapolated; instead, variables which indicate 
states of covariates would be modelled and represented. Such modelling and 
representation are performed by using the Markov chain.  
5.1.1 Markov Chain 
The Markov chain is a simple yet powerful stochastic process. It is a discrete process 
which has a finite number of states. The Markov chain describes the transition from 
one state to another using the transition probability. As its name suggests, Markov 
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chain possesses the Markov property, that is, the future and past states are 
independent given the present state: 
1 1 1 2 2 1Pr( | , ,..., ) Pr( | )n n n n n nX x X x X x X x X x X x                  (5-1) 
where 
1 2, ,..., nX X X  represent the state sequence and 1 2, ,..., nx x x  denote their values 
respectively. 
The Markov chain has been employed to directly model the health status of an asset 
[177]. An asset can be in one of the two states: failure or functional. The transition 
between these two states is then described by the Markov chain. Though this 
approach is simple and straightforward for asset health prediction, it suffers from a 
serious problem as Markov chain requires the assumption of constant probabilities 
for the occurrences of the failure state. This is equivalent to assuming assets would 
have a constant hazard which is seldom true in reality [177].  
The sequence of internal covariates in engineering applications is normally affected 
by environmental conditions and assets’ degradation processes. Such covariate path 
is thus auto-correlated and the value of internal covariates at one moment is the 
effect of both assets’ degradations and environmental conditions up to that time. In 
other words, internal covariates at certain time reflect the historical information 
about the degradation and environmental settings. Therefore, it is reasonable to 
assume that given values of an internal covariate at a certain step, its value at the next 
step is independent of its past values. This implies the Markov property is satisfied 
for the internal covariate sequences. The Markov property has been assumed for 
covariate modelling in existing research. A Markov chain has been used to 
approximate the internal covariates (the diagnostic process) [178, 179]. The Markov 
property was also assumed for modelling the external covariates. Banjevic et al. [180] 
assumed the covariates, either external or internal, were discrete with finite number 
of values. In other words, they assumed the state space of the covariate process was 
finite. A Markov process has been adopted to model these covariates.  The Markov 
process was also applied for covariates modelling by other researchers [119, 181]. 
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5.1.2 Virtual Covariates 
Covariates in engineering applications however, are not always discrete. They can be 
continuous though often observed in discrete occasions. In such cases, each covariate 
can be approximated by a discrete variable [179]. This discrete variable represents 
the states of the corresponding covariate. Though this approximation would reduce 
some information about the covariates, it has been pointed out that such 
approximation usually does not have a significant effect on the final results in 
engineering asset management [181]. Therefore, an ancillary variable is proposed in 
this research to represent the states of covariates for multi-step reliability analysis. 
This ancillary variable is termed virtual covariate as it actually did not exist. To 
avoid confusion, existing covariates would be called real covariates in the following 
context. This virtual covariate is categorical since it switches between a finite 
number of values. Its values are determined based on values of corresponding real 
covariates. Generally, modelling such discrete data is easier than modelling the real 
covariates because the virtual covariates involve less variability than the real 
covariates. It is thus more likely to accurately model the progression of virtual 
covariates and the projected virtual covariate values are then used for multi-step 
reliability analyses. 
It is also appropriate to assume the Markov property for virtual covariates as they are 
highly related to values of real covariates. Markov chain is thus suitable to describe 
the transition of virtual covariates. Therefore, Markov chain is employed to model 
the progression of virtual covariates.  
5.1.3 Determination of Virtual Covariates 
In order to determine values for the virtual covariate, the corresponding real 
covariate should be separated into a finite number of groups. This requires the range 
of real covariates to be divided into several non-overlapping bands. Since 
distributions for real covariates are typically right skewed, equally separating the real 
covariate range would not generate appropriate states for virtual covariates. The 
separation of the range of real covariates in this research is conducted based on the 
operation periods of assets. The values of real covariates collected during operation 
are first sorted according to different operation periods of assets. The typical 
operation of an engineering asset often can be divided into three periods described in 
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the classic bathtub hazard curve [182, 183]. As illustrated in Figure 5-1, the bathtub 
hazard curve consists of three periods: the burn-in (infant mortality) period in which 
the assets’ hazard decreases with time, a normal running period in which the hazard 
is low and approximately constant, and finally the wear-out period where the hazard 
increases with time. If the Weibull distribution is used to model such failure 
behaviours, these three running periods correspond to three Weibull distributions 
with different shape parameters d. During the operation of engineering assets, failure 
are more likely to happen in the burn-in and wear-out periods and covariates in these 
two periods have larger variation than in the normal running period. Therefore, more 
states should be assigned for covariates in the burn-in and wear-out periods so as to 
better describe these two volatile periods. Hence a suitable strategy for real covariate 
range separation is to allocate fewer bands in the normally running stage of asset 
operation and to allocate more bands in the burn-in and the wear-out periods of the 
asset operation. The switch of covariate states can be modelled more swiftly with 
more bands allocated in the burn-in and the wear-out periods. 
 
Figure 5-1: The classic bathtub hazard curve 
5.1.4 Calculation of the Markov Chain Transition Probability with Incomplete 
Covariates 
While constructing a Markov chain to describe the progression of virtual covariates, 
if values of virtual covariates are available for each step, then the transition 
probability matrix can be obtained using the following equation: 
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
                (5-2) 
in which ( )ijn k  is the number of one-step transition from state i towards j within 
period k . 
However, the measurement for real covariates are irregularly spaced and are often 
subject to incompleteness. Values of virtual covariates are thus not always available 
for all the transition steps. For a virtual covariate, if its values are known for two 
steps and unknown for steps between these two steps, it can be described by a multi-
step transition probability. This multi-step transition probability is the sum of 
probabilities associated with all possible transition routes between the two steps. 
Likelihood of Markov chain transition can thus be represented in terms of the single-
step and multi-step transition probabilities and transition counts. Maximum 
likelihood estimation (MLE) for elements of the transition probability can be 
conducted by differentiating the likelihood with respect to elements of the single-step 
transition probability and setting the derivatives to zero. The regression procedure 
however involves significant computational burden since multi-step transition 
probability is the sum of probabilities of all possible transition routes between two 
non-consecutive steps. This would make the differentiation become non-linear and 
difficult to solve.  
To avoid such difficulties, the unknown states in virtual covariate sequences are 
treated as incomplete and the single-step transition probability now can be computed 
through the EM algorithm [184, 185]. 
The log-likelihood function for the Markov chain is: 
1 1
log
s s
ij iji i
l n 
 
                             (5-3) 
where ijn is the count of the single-step transition from state i  to state j ; ij  is the 
corresponding single-step transition probability. The transition of virtual covariates 
from a state in current step to possible states in the next step actually follows a 
multinomial distribution [185]. Therefore the estimate for transition probability can 
be obtained by fitting a multinomial distribution, that is [184, 185]: 
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.                 (5-4) 
When there are some states unavailable, the EM algorithm is used for the estimation. 
The E-step calculates the expected complete data likelihood conditionally given the 
observed data: 
1 1
( ) log
s s
t
ij ij
i j
E l n 
 
 .                           (5-5) 
In Equation (5-5), t
ijn  represents the expected count of transitions from state i  to 
state j  in the t-th iteration of the EM algorithm. It is the sum of the single-step count 
ijn and the estimated single-step count ijm from the possible transition routes 
associated with multi-step transitions and it can be described as [185]:  
1 2 3ijm M M M   .                                      (5-6) 
In Equation (5-6), 
[ ][ ]
2 1
1 11 1
tt m
T s ij jrm
ir mm r
ir
M n
 

 
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   denotes the contribution of cases in 
which the first of two known virtual covariate states is in state i  and the transition to 
state j  immediately happens in the next step, i.e. the first state of those unknown 
states between the two known virtual covariate states is j . T  denotes the whole 
sequence length and in total there are s  states for the virtual covariates. 
[ ]t
ij  
represents the estimated single-step transition probability from state i  to state j  at 
the t -th update. 
[ ]tm
jr  is the estimated m-step transition probability from state j  to 
state r  at the t-th update and 1mirn
  denotes the count of the (m+1)-step transition 
from state i  to state r . 
[ ][ ]
2 1
2 11 1
tt m
T s ij rim
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rj
M n
 

 
 
   represents the contribution of cases in which the 
second of two known virtual covariate states is in state j  and the transition to state 
j  from state i  happens between the immediately previous step and this step, i.e. the 
last state of those unknown states between the two known virtual covariate states is i . 
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[ ]tm
ri  is the estimated m-step transition probability from state r  to state i  at the t-th 
update and 1m
rjn
  denotes the count of (m+1)-step transition from state r  to state j . 
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  quantifies the contribution of cases in which 
the transition from state i  to j  happens between any successive steps of unknown 
virtual covariate sequences which are between two known virtual covariate states.  
[ ]t
o
fi is the o-step transition probability from state f  to state i  at the t-th update; 
[ ]( ) tm o
jr
 is the (m-o)-step transition probability from state j  to state r . 
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( 1)
t
m
fr
 and 
1m
frn
  are the transition probability and count of (m+1)-step transition from state f  to 
state r  at the t-th update. 
The expected count of transitions tijn  is then substituted into Equation (5-4) to 
calculate the t-th estimate of the transition probability. This is the M-step of the EM 
algorithm applied here. The Equations (5-4), (5-5) and (5-6) repeat until the 
estimation converges. 
5.2 MULTI-STEP RELIABILITY ANALYSIS USING NNHMS WITH 
VIRTUAL COVARIATES 
With the estimated virtual covariates and unknown real covariates, an incomplete 
covariate set is thus presented for the future running period of engineering assets. 
The multi-step reliability analysis thus becomes a problem of performing reliability 
analysis with incomplete covariates.  
The general procedure of multi-step reliability analysis in this research is illustrated 
in Figure 5-2. The historical virtual covariates are determined based on values of real 
covariates. Markov chain is then constructed to model the progression of these 
virtual covariates. No extrapolation is carried out for real covariates and their future 
values are treated as unknown values. The unknown real covariates and the estimated 
virtual covariates in the future time thus constitute an incomplete covariate set. 
Reliability analysis is conducted using NNHMs with these incomplete covariates. 
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Hazard prediction using the extended MLP-NNHM and the extended RBF-NNHM 
with incomplete covariates will be discussed in the following context. 
 
Figure 5-2: Multi-step reliability analysis using NNHMs and Markov chain  
5.2.1 Extended MLP-NNHM with Virtual Covariates 
For the extended MLP-NNHM, after the model is trained as demonstrated in Section 
4.3.1, the following general location model is available for the input-hidden layers: 
Pr( )i c cE  w  
( | ) ( ; , )i i c i cf E N x w x ρ ε .                          (5-7) 
Since covariates are incomplete, the conditional distribution of observed covariates 
given iw  follows: 
( | ) ( , | )o o m mi i c i i i c if E f E d  x w x x w x  
                        ( , ; , )
o m m
i i c iN d  x x ρ ε x  
                        ( ; , )o o ooi cN x ρ ε .                         (5-8) 
In Equation (5-8), ,o oocρ ε  are partitions of the mean and variance ,cρ ε  corresponding 
to the observed part of covariates, i.e. oix . 
 125 
Chapter 5: Multi-step Reliability Analysis 125 
The posterior probability of 
iw  provided the observed covariates 
o
ix  can be 
computed through: 
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The probability of the j-th hidden node target equalling one is thus: 
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In Equation (5-10) S  denotes the combination of possible binary hidden layer target 
vectors whose j-th value is one. The value calculated from Equation (5-10) is also the 
expectation of the j-th hidden node target given the observed covariates oix , that is: 
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The hazard value of the extended MLP-NNHM is then calculated based on the 
expected hidden layer target ( | )oij iE U x  through the logistic activation function 
Equation (3-8) as: 
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.            (5-12) 
As in Equation (3-8), o  and j  are the 
bias and weights of the hidden-output layers. 
For the multi-step reliability analysis, the future hazard is computed using Equation 
(5-12) with oix  representing the estimated virtual covariates or the known real 
covariates. 
5.2.2 Extended RBF-NNHM with Virtual Covariates 
Recalling the extended RBF-NNHM in the last Chapter, the prediction of hazard is 
actually a classification task with two classes: an asset will fail (class fC ) or not fail 
(class sC ) in a time interval given that the asset has survived the operation history. 
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Therefore, prediction of hazard is to calculate probability ( | )fh p C x  at each time 
interval.  
The posterior probability of complete covariates given hazard target is: 
1
( ) ( | ) ( | )
J
f fj
p C p j p j C

x | x             (5-13) 
in which ( | )p jx  is the basis function of the extended RBF-NNHM and it has the 
Gaussian form: 
( | ) ( | , )j jp j Nx x δ .                         (5-14) 
( | )fp j C  is the conditional probability of the mixture component j  provided the 
class fC . 
When the covariate set is incomplete, conditional on observed covariates, hazard is 
predicted as follows: 
Pr( | )ofh C x .                          (5-15) 
Based on the Bayes’ theorem, it can be calculated through:                
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According to Dybowski [186], the posterior probability of observed covariates given 
the hazard is: 
( | ) ( , | )o o m mf fp C p C d x x x x  
                 
1
( | ) ( | , )
J o m m
f j jj
p j C N d

  x ,x δ x  
                 
1
( | ) ( | , )
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
 x δ .           (5-17) 
In Equation (5-17), ,o ooj jδ  are partitions of the radial basis function parameters 
,j jδ  corresponding to the observed part of covariates. Similarly we have: 
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Substituting Equations (5-17) and (5-18) into Equation (5-16) to generate the 
following:  
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When the extended RBF-NNHM is adopted, the hidden-output layers parameters 
from j-th hidden node can be described as [151]: 
Pr( | )j fC j  .                          (5-20) 
Hence, the hazard given the incomplete covariates becomes: 
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Therefore, the hazard is calculated using the observed covariates and partial 
parameters of radial basis functions as well as the prior probability ( )p j . In the 
extended RBF-NNHM, if equal priors are assumed for the radial basis functions, 
Equation (5-21) can be further simplified as: 
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For multi-step reliability analysis, ox  represents estimated future virtual covariates 
and ,o ooj jδ  are the corresponding partitions of parameters of the j-th basis function. 
With sequence of virtual covariates estimated by the Markov chain, reliability 
analysis can be conducted for arbitrarily long steps.  
5.3 COMPARISON WITH COVARIATE EXTRAPOLATION 
APPROACHES 
Two typical covariate extrapolation methods have been compared for multi-step 
reliability analysis performance. The first one is the polynomial regression which 
directly model the progression of the covariate data [7]. This method is easy to 
understand and simple to apply. However, it is inappropriate to fit the covariate data 
globally as at different stages of the asset operation, covariates demonstrate different 
progression rates and features [7]. Therefore, the polynomial function is used to 
model the covariate change locally. In other words, the function is fitted by covariate 
values several steps back from the present time. For the sakes of both simplicity and 
generality, the chosen polynomial function has a quadratic form as follows: 
2
1 2 3( )x t d d t d t                 (5-23) 
In Equation (5-23), 1 2 3( , , )d d d  are parameters to be estimated and ( )x t  represents 
the covariate value at time t . 
The second method is the covariate projection based on a RNN. Different from 
FFNN, the RNN has feedback connection within the network structure. It thus allows 
the storage of historical covariates and incorporation of temporal information within 
its structure. It has been demonstrated that the RNN would generate more accurate 
projection results than the classic time series methods such as AR or ARMA [17]. 
The RNN constructed here has a loop connection from output layer to the input. The 
RNN used for covariate extrapolation is illustrated in Figure 5-3. 
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Figure 5-3: Covariate extrapolation using the RNN 
Both inputs and outputs of the constructed RNN are covariates. A sequence of 
covariates is presented into the RNN and the output generates estimates for 
covariates at the next step. When some values of covariates are not available, they 
would be replaced by their estimates generated in previous run of the RNN. The 
RNN structure can be represented mathematically as: 
1 1,...,( , )t t t t nx NN x x x

                            (5-24) 
where 1tx

  represents the estimated value of covariates in the (t+1)-th step; 
1,...,,t t t nx x x   are covariate values in the last ( 1)n  steps back from the t-th step. The 
estimate 1tx

  was then fed back into the input layer. When the next step covariate 
1tx   is observed, the estimate will be discarded; otherwise, the estimate 1tx

  together 
with 1,..., 1,t t t nx x x    will constitute a new covariate sequence for prediction of the 
covariate value at step ( 2t  ). This iteration can be conducted infinitely and 
estimates of covariates at the future steps are thus obtained. 
Performance assessment for the multi-step reliability analysis  
With the multi-step hazards predicted, the remaining useful life (RUL) can be 
calculated. The estimated RUL of an asset at time i is calculated as: 
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In practice, there is no need to calculate the sum in Equation (5-25) until infinity. A 
significantly large number would be enough to replace the infinity. 
In engineering applications, especially for crucial assets, underestimated RUL (the 
estimated life is shorter than the real one) is more desirable compared with the 
overestimated RUL (the estimated life is longer than the real one).  This is because 
the overestimation would give overconfident prediction and underestimate the risk, 
which cause the assets subject to higher risk than estimated. The overestimation thus 
should be penalised more heavily in reliability analysis performance assessment 
functions.  
A new reliability analysis performance assessment function is proposed to assess the 
predicted RUL. This function is based on the discrepancy between the predicted 
RUL and real RUL. This discrepancy is then penalised within an exponential form to 
ensure overestimated RUL will be punished more severely. The general form of the 
proposed reliability analysis performance assessment function is represented as: 
 
 
 
(5-26) 
where 
^
L and L  denote the estimated RUL and the real RUL; u  and o  are the 
penalty parameters corresponding to underestimation and overestimation, 
respectively; u o   is set so that the underestimation will receive less penalty than 
the overestimation. Note that when the prediction is perfect, i.e. 
^
L L , the 
assessment function equals to zero. 
5.4 CASE STUDIES 
5.4.1 A Typical Engineering System 
The data of a typical engineering system depicted in Chapter 3 were first utilised to 
verify the proposed multi-step reliability analysis procedure. In the beginning, the 
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number of states for virtual covariates had to be determined. As described before, 
there were three operation settings defining the operating modes for the engineering 
system. The covariates varied mainly because of the switch of operating modes. 
Therefore, virtual covariates, the states of real covariates, were mainly decided 
according to the switch of the operating modes. Setting values for virtual covariates 
thus became determination of the number of operating modes. This could be 
accomplished by visualising the three operation settings and the result is shown in 
Figure 5-4. 
 
Figure 5-4: Visualisation of operation settings for a typical engineering system 
From Figure 5-3, it can be seen clearly that there were in total six operating modes. 
In addition, since all covariates were highly influenced by the operating modes, only 
one virtual covariate was required for this study. This virtual covariate thus 
represented the states of these covariates which were highly related to the operating 
modes. The virtual covariate values were set according to operating modes which 
were defined by values of the operation settings as in Table 5-1. 
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Table 5-1: Determination of the virtual covariate of a typical engineering system based on 
operating modes 
 
According to Equation (5-2), the transition matrix of the Markov chain constructed 
for virtual covariate progression is given in Table 5-2. 
Table 5-2: Transition matrix of virtual covariates of a typical engineering system 
 
The virtual covariate values in future steps were estimated based on the transition 
matrix and their current state. For future reliability analysis, incomplete covariates 
consisted of single virtual covariate and unknown real covariates were presented into 
the extended MLP-NNHM and the extended RBF-NNHM in the way described in 
Section 5-2. The analysis accuracy was assessed by the performance assessment 
function in Equation (5-26). The assessment results for testing units of the 
engineering system are shown in Figure 5-5 and Figure 5-6 for the reliability analysis 
using the extended MLP-NNHM and extended RBF-NNHM, respectively. 
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Figure 5-5: Assessment of the multi-step reliability analysis conducted by the extended MLP-
NNHM with virtual covariates 
 
Figure 5-6: Assessment of the multi-step reliability analysis conducted by the extended RBF-
NNHM with virtual covariates 
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As shown in Figure 5-5 and Figure 5-6, the assessment values decrease as the 
operation of the engineering system continued. This implies the multi-step reliability 
analysis becomes more accurate as more historical covariates are available. Besides, 
assessment values indicated in Figure 5-6 were generally larger than those in Figure 
5-5, which indicates the extended MLP-NNHM had resulted in more accurate 
reliability analysis results than the extended RBF-NNHM in this case study. 
Two covariate extrapolation approaches were also applied to compare their effects on 
multi-step reliability analysis. Since the change of covariates was highly influenced 
by the change of operating modes, it was difficult for the polynomial fitting to model 
such type of variation. Polynomial fittings applied to two covariates, measurement 14 
and measurement 19, of one testing unit of the engineering system have been shown 
in Figure 5-7. It can be found that the fitted polynomial curves were almost flat with 
no significant variation. The fitting was not improved even though the polynomial 
degree was increased from two to four, as demonstrated in Figure 5-8. The fitted 
values were hardly close to the real ones. Reliability analysis based on such 
estimated covariates thus involved substantial amount of uncertainty as described in 
Figure 5-9. 
 
Figure 5-7: Two-degree polynomial fittings for covariates measurement 14 (left) and 
measurement 19 (right) of one testing unit of the engineering system 
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Figure 5-8: Four-degree polynomial fittings for covariates measurement 14 (left) and 
measurement 19 (right) of one testing unit of the engineering system 
 
Figure 5-9: Assessment of the multi-step reliability analysis with covariates extrapolated by the 
polynomial fitting 
From Figure 5-9, it can be found that using covariates extrapolated by the 
polynomial fitting methods for multi-step reliability analysis would involve 
substantial errors. The calculated RUL differed significantly from the real RUL. 
Even with more covariates observed, there was little improvement in the analysis 
accuracy. This is because in this case study the polynomial fitting was not able to 
model the real covariate fluctuation as shown in Figure 5-7 and Figure 5-8.  
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The second method, the RNN, generated better results than the polynomial fitting in 
modelling the change of covariates. In this study, for each covariate, a RNN with five 
direct inputs and one loop feedback from the output was constructed to model the 
evolution of that covariate. The five inputs were values of a covariate in four 
previous steps and the current step. The output was the estimated covariate value in 
the next step. Figure 5-10 and Figure 5-11 demonstrate the projection of two 
covariates, measurement 14 and measurement 19 by using the RNN. It is clear that 
for the immediate future, the estimated covariate values fitted the real ones well. This 
is also reflected in Figure 5-12 that using RNN would generate more accurate 
reliability results than using the polynomial fittings. However, when covariates were 
projected into further steps, discrepancies between the estimated and real covariates 
widened. The multi-step reliability analysis with covariates extrapolated by RNN 
was not as accurate as those using the extended MLP-NNHM and the extended RBF-
NNHM with virtual covariates.  
 
Figure 5-10: Projection of covariate measurement 14 by the RNN 
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Figure 5-11: Projection of covariate measurement 19 by the RNN 
 
Figure 5-12: Assessment of the multi-step reliability analysis with covariates extrapolated by the 
RNN 
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5.4.2 An Industrial Pump 
Pump data from a pulp and paper mill was used to further verify the proposed 
procedure for multi-step reliability analysis. The pumps were used to pump liquids 
for the pulp production. They were oversized and subject to failure and breakdown 
because of high stress, which would lead to unexpected and costly production 
interruption. It was thus important to perform multi-step reliability analysis to 
minimise the undesirable failure and production stoppage. 
Vibration data had been collected using a hand-held device which was placed at eight 
locations on the pump. Horizontal measurements were collected in four of these eight 
locations; three locations were for vertical measurements and the rest one was chosen 
to measure the axial measurements. 
The raw vibration signal had been pre-processed into five frequency bands, an 
overall of these bands and an acceleration value. Therefore, for each of the eight 
locations, seven covariates were available, making the total covariate number to be 
56. 
Thirty-six history data sets were available, among which, 12 ended in bearing failure 
and six ended in mechanical seal failure. The other 18 asset units did not fail and 
continued to operate. After analysed in EXACT software package [187], it was found 
that two covariates were highly related to the failure of bearings. These two 
covariates were P1H_Par5 and P1V_Par5 which corresponded to the 5-th frequency 
band collected at the horizontal and vertical locations. Curves of covariate P1H_Par5 
for failed bearings are plotted in Figure 5-13. It should be noted that for these 12 
failed bearings, covariate observations were not always available. This means for 
some bearings, there was an incomplete covariates problem during the operation 
period. 
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Figure 5-13: Covariate P1H_Par5 for 12 failed bearings 
Determination of the virtual covariate 
Values of the virtual covariates were set based on the real covariates. The two real 
covariates P1H_Par5 and P1V_Par5 were first sorted according to the operation 
stages and the value range was separated into several bands. The values of virtual 
covariates were set based on these bands. As stated in Section 5.1, equally spacing 
the covariate range was not an appropriate strategy. More bands should be separated 
in the burn-in and the wear-out periods of the asset operation. Therefore, the band 
lengths in these two periods were shorter than those in the assets’ normal running 
stage. The range in this case study was divided as shown in Table 5-3. 
Table 5-3: Determination of the virtual covariate of an industrial pump based on real covariates 
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In Table 5-3, P1H_VC and P1V_VC are virtual covariates corresponding to real 
covariates P1H_Par5 and P1V_Par5, respectively. 
The transition probability for virtual covariates P1H_VC and P1V_VC could be 
calculated using Equations (5-4), (5-5) and (5-6). The calculated transition matrices 
are presented in the following two Tables. 
Table 5-4: Transition matrix of virtual covariate P1H_VC 
 
Table 5-5: Transition matrix of virtual covariate P1V_VC 
 
For the future operating stage, these two virtual covariates and the unknown real 
covariates P1H_Par5 and P1V_Par5 constituted an incomplete covariate set which 
was then analysed by the extended MLP-NNHM and the extended RBF-NNHM. The 
analysis accuracies quantified using the performance assessment function for the test 
bearing are shown in Figure 5-14 and Figure 5-15. 
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Figure 5-14: Assessment of the multi-step reliability analysis conducted by the extended MLP-
NNHM for the test bearing 
 
Figure 5-15: Assessment of the multi-step reliability analysis conducted by the extended RBF-
NNHM for the test bearing 
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In this case study, similar multi-step analysis accuracy had been gained by using the 
extended MLP-NNHM and the extended RBF-NNHM with virtual covariates. 
Besides more accurate multi-step reliability analysis results could be generated by 
using these two methods when more historical covariates were available. Moreover, 
the analysis accuracy of the extended RBF-NNHM involved slightly more 
fluctuation than that of the extended MLP-NNHM. This reveals that the extended 
RBF-NNHM generated less desirable reliability results than the extended MLP-
NNHM in this application. 
The polynomial fitting and RNN were also employed to extrapolate covariates so as 
to perform multi-step reliability analysis. For testing bearings, the accuracy of 
reliability analysis using covariates extrapolated by the polynomial fitting is plotted 
in Figure 5-16. Figure 5-17 illustrates the multi-step reliability analysis accuracy 
when RNN was utilised to project the covariate sequences. 
 
Figure 5-16: Assessment of the multi-step reliability analysis with covariates extrapolated by the 
polynomial fitting for the test bearing  
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Figure 5-17: Assessment of the multi-step reliability analysis with covariates extrapolated by the 
RNN for the test bearing 
The polynomial fitting had generated results different from those for a typical 
engineering system in the last Section. At the normal running stage of the pump 
bearings, the multi-step reliability analysis involved significant uncertainty as shown 
in Figure 5-16. This is because that the polynomial function was fitted locally and 
historical covariate data at the normal operation stage do not carry enough 
information about the possible covariate progression at the abnormal operation stage. 
The covariate information at the abnormal stage thus cannot be predicted accurately 
by the polynomial function which was fitted using covariate values at the normal 
stage, as illustrated in Figure 5-18. When the pump was running at the abnormal 
stage, the covariate evolution could be more accurately described by the locally fitted 
polynomial function. This result has been shown in Figure 5-18. 
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Figure 5-18: Polynomial fittings with covariates at different operation stages 
5.5 SUMMARY 
This chapter has investigated problems of little knowledge about the future 
covariates while conducting multi-step reliability analysis. Future covariates are 
generally required for multi-step reliability analysis. In engineering applications, 
covariates often vary significantly since they are affected by both environmental 
settings and asset degradation processes. It is thus difficult to accurately model the 
future covariate progression. The commonly used extrapolation approaches involve 
substantial errors and uncertainties. This poses a serious obstacle for the multi-step 
reliability analysis. To address this problem, an ancillary variable termed virtual 
covariate has been proposed in this research. The virtual covariate represents the 
state of the real covariates. Introduction of virtual covariates for multi-step reliability 
analysis would avoid the difficulty and uncertainty propagation in direct estimation 
of the real covariates. 
Moreover, covariates sequences in engineering applications are often auto-correlated 
and reflect the effects of both historical operation (degradation) and current operation 
(environmental settings). It is thus reasonable to assume such data set satisfy the 
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Markov property. Therefore, a Markov chain has been constructed to model the 
states of real covariates, i.e. the virtual covariates. The incomplete covariates 
problem was also considered when estimating the transition matrix of the Markov 
chain, which was tackled using the EM algorithm.  
The estimated virtual covariate sequences and unknown real covariates in the future 
operating stages thus constitute an incomplete covariate set which is presented into 
the extended MLP-NNHM and the extended RBF-NNHM. This would make the 
multi-step reliability analysis problem become the problem of reliability analysis 
with incomplete covariates. Reliability analysis using the extended MLP-NNHM was 
conducted by calculating the expected hidden layer targets conditionally given the 
virtual covariates. Hazards and reliability information were calculated based on the 
expected hidden layer targets. The extended RBF-NNHM performed the multi-step 
reliability analysis by computing the posterior estimates of hazard values given the 
incomplete set with virtual covariates available. The new procedure of using the 
extended MLP-NNHM and the extended RBF-NNHM with virtual covariates for 
multi-step reliability analysis is able to conduct the reliability analysis for arbitrarily 
long steps without estimating the real covariate values in those steps.  
Case studies with two data sets have been conducted to verify this proposed 
procedure for multi-step reliability analysis. The first case study used data of a 
typical engineering system described in Chapter 3, while another one utilised the real 
vibration data of pumps in a paper and pulp mill. A new assessment method has been 
proposed to consider the different risk associated with overestimation and 
underestimation in the reliability analysis. This new assessment method gave heavier 
penalty to the overestimation considering reliability and availability of engineering 
assets. 
The procedure proposed in this chapter was also compared with two typical covariate 
extrapolation approaches, i.e. polynomial fitting and the RNN. It has been shown that 
the polynomial fitting could not model the significant variability of covariates. 
Although the RNN has promising estimates for extrapolation in immediate future 
steps given values in past several steps, the estimation errors accumulate quickly and 
uncertainty is propagated into the multi-step reliability analysis. Analysis accuracy 
assessments calculated using the assessment method demonstrate that newly-
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proposed multi-step reliability analysis procedure is promising and outperform 
reliability analyses with extrapolated covariates. 
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Chapter 6: Conclusions and Future 
Research 
This chapter summarises the candidate’s work in this research and highlights its 
contributions to addressing identified challenges in existing reliability analysis. 
Possible future research directions are then discussed and outlined. 
6.1 GENERAL SUMMARY 
The reliability analysis is crucial to reducing the engineering asset down time, 
maintenance cost and severe failures. A variety of reliability models have been 
developed and applied to assess and predict the health status of assets. This research 
first presented a comprehensive literature review on existing methods for reliability 
analysis. The application feasibility and features of these reliability models were 
reviewed and their limitations and advantages were discussed and summarised. The 
extensive literature review has shown that although existing reliability models had 
been successfully applied in some situations, the following challenges still exist and 
need to be solved for effective reliability analysis: 
1. Existing reliability models rely on two major statistical assumptions: 
assumptions about failure distributions of assets and assumptions about 
effects of covariates on assets’ failure behaviour. For the first assumptions, 
assets in modern engineering environments are often under constant 
monitoring and periodic maintenance. The serving life of engineering assets 
has been largely extended and fewer failures can be observed. In addition, for 
some critical assets, they are even not allowed to fail and proactive 
maintenance or replacement has conducted before the failure happened. 
Therefore, enough lifetime data is often unavailable to fit and support an 
assumed failure distribution. Besides, the actual failure distributions could be 
complex, which makes it difficult even impossible to be described 
statistically. Adaption of certain statistical functions for asset failure 
distributions thus cannot honestly reflect assets’ actual failure patterns. 
Reliability analysis conducted based on these untruthful failure distributions 
is also doubtful. Assumptions about effects of covariates make it easy to carry 
 148 Chapter 6: Conclusions and Future Research 
out the calculation and inference of reliability models. However these 
assumptions would simplify the real effects of covariates to failure behaviour 
of engineering assets. In engineering applications, normally covariates are 
non-linearly associated with assets’ health status. It is thus not appropriate to 
represent such non-linear relationships using simple linear statistical forms. In 
many cases, existing assumptions about covariates’ effects cannot be satisfied. 
Reliability analysis conducted based on these assumptions would give rise to 
inaccurate results. Maintenance and asset management decisions made based 
on these results thus are incorrect or even meaningless.  
2. Existing reliability models have not effectively addressed the incomplete 
covariates problem which is very common in engineering practices.  
Covariate set is subject to incompleteness due to reasons from inconsistent 
measuring frequencies of multiple covariates, sensor failure, to sparse 
intrusive measurements. Some reliability analysis research has chosen to 
delete covariate records involving unknown values so as to avoid difficulties 
in regression. This worsens the scarcity of covariates and modifies the 
effective covariate distributions. Other research has employed data fill-in 
approaches to estimate the unknown covariate values. However, the data fill-
in approaches are subject to error accumulations and thus introduce bias into 
the reliability analysis.  
3. Existing reliability models usually adopt extrapolation methods to predict 
future values of covariates so as to perform multi-step reliability analysis. As 
covariates in engineering assets normally involve substantial variability, 
extrapolation of covariates would suffer from error accumulation and 
uncertainty propagation. In addition, some extrapolation approaches like 
polynomial fittings will smooth the evolution of covariates, resulting in loss 
of useful covariate characteristics and inaccurate reliability analysis results. 
To address the above challenges, this research has: 
(1)  developed two novel hazard models involving covariates that reflect condition 
monitoring information using NNs;  
(2) investigated and compared the effectiveness and performance of existing 
incomplete covariates handling approaches for the developed hazard models;  
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(3) developed new approaches to tackling incomplete covariates; this was achieved 
by extending the proposed hazard models in this research. Handling incomplete 
covariates becomes an integral part of the extended hazard models. No data fill-in 
approaches are required, which makes reliability analysis results more robust and 
accurate. 
(4) proposed a novel multi-step reliability analysis procedure when little information 
about future values of covariates is known; this new procedure does not try to 
estimate future values of covariates as many existing research have done. Instead, it 
separates covariate ranges into different stages and to model the transitions of 
covariate states. Such procedure is able to generate promising results without 
introducing substantial errors and uncertainties with the covariate extrapolation. 
6.2 RESEARCH CONTRIBUTIONS 
The contributions of this research mainly come from three parts, i.e. new NNs based 
reliability models, investigation of incomplete covariates problem in reliability 
analysis, and new multi-step reliability analysis procedure. 
6.2.1 Neural Networks Based Reliability Analysis Scheme  
In the literature review part many reliability methods have been reviewed and 
discussed including lifetime based traditional reliability models, Physics based 
models, statistical approaches and non-linear methods such as NNs. Reliability 
analysis can be conducted by calculating values including covariates, reliability 
values, hazards, lifetime or remaining useful time. Among them, reliability analyses 
based on hazard estimation or prediction have some special advantages. First, 
hazards directly reflect an asset’s imminent failure risk. It thus gives clear and 
explicit understanding about the up-to-date asset health. This is quite important in 
modern engineering applications as asset owners want to understand their assets’ 
health and running status as closely as possible. Such information is also crucial to 
asset maintenance decision making. As production and operation of assets become 
too important to be interrupted, owners have an instinct to run assets with least 
intervention. Any unnecessary maintenance is a waste of resource and efforts. This is 
the reason that nowadays much focus has been cast on the condition monitoring 
based maintenance and reliability based asset management. Another benefit of 
conducting reliability analysis through hazard estimation is that the hazard reflects 
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the influence of different operation settings to the health and risk of assets. Such 
information can help asset owners understand how to set the operation profile 
without compromising the assets’ health and life.  
The existing reliability models based on hazard estimation were constructed using 
statistical functions with some assumptions. Although these assumptions can 
simplify the reliability analysis, they become less likely to be satisfied in modern 
engineering situations and thus would hinder the application of existing models.  
This research thus developed new hazard based models for reliability analysis. The 
new models were built using the NNs technology which has been proved to have 
promising estimation results especially for the non-linear estimation. The proposed 
NNHMs were constructed based on two typical structures of NNs, i.e. MLP structure 
and RBF structure. The NNHMs were configured to analyse the reliability of both 
grouped assets and individual assets. 
Compared with existing hazard models, the NNHMs have the following advantages: 
1. The NNHMs remove statistical assumptions about asset failure distributions. 
The failure distributions are not described by explicit statistical forms; instead, 
they are specified by the NNHM structures which are determined based on 
covariates and the failure history. This would enable the failure distributions 
of assets to be established based solely on the observed data rather than some 
statistical distributions. The NNHMs thus give more accurate representation 
of failure behaviours of assets and avoid errors and uncertainties with failure 
distributions fitting. 
2. The NNHMs do not require assumptions about the effect of covariates on 
asset failure behaviour. The forms of covariates’ effect are no longer limited 
to be linear as required by existing hazard models. This allows complex or 
highly-nonlinear effects of covariates to be represented by the NNHMs. The 
removal of the linearity assumptions about covariates’ effects enables 
NNHMs to be applied in broader situations.  
6.2.2 Reliability Analysis with Incomplete Covariates 
Covariates are often subject to incompleteness in engineering applications. However 
the incomplete covariates problem has not been effectively studied or investigated. 
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Incomplete covariate realisations are simply ignored and not considered in some 
existing reliability analyses. In this research the incomplete covariates problem has 
been explicitly studied. Commonly used incomplete covariates handling approaches 
were first investigated and their performances have been examined in comparative 
studies. The comparison of these approaches is quantified in terms of their effects on 
reliability analysis outcomes as well as the discrepancies between actual covariates 
and covariates reconstructed by them. The examination and study of the existing 
incomplete covariates handling approaches gave a general idea on performances of 
commonly used incomplete covariates handling approaches and their effects on 
reliability analysis results. It has been demonstrated that covariates with some values 
unknown are not ignorable and should be included in reliability analysis as they carry 
useful information about assets’ heath status and failure behaviour. The study thus 
illustrated the importance of analysing the incompleteness of covariates and the 
disadvantages of data fill-in methods. 
The NNHMs established before were then extended to handle the incomplete 
covariates. Rather than using data imputation methods to reconstruct the unknown 
values of incomplete covariates, the regression processes of NNHMs were modified 
to consider the existence of incomplete covariates. For the MLP-NNHM, this was 
achieved by decomposing its training process into training two single-layer structures. 
The two single-layer structures are updated using general location model and IRLS 
method iteratively. For the RBF-NNHM, the EM algorithm for its radial basis 
function establishment was modified to cope with the incomplete covariates. 
The difference between existing incomplete covariates handling approaches and the 
methods developed in this research is that incompleteness of covariates was 
considered as an integral part of the hazard models. That is, the NNHMs were built 
using all the information available including the incomplete covariates and the 
regression of NNHMs has minimised uncertainties associated with the conventional 
data fill-in approaches. In summary, the consideration of incomplete covariates in the 
regression and application of NNHMs has the following advantages: 
1. The incomplete covariate observations are utilised rather than deleted. This 
would make full use of the covariate information for the reliability analysis. 
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2. The extended NNHMs, i.e. the extended MLP-NNHM and the extended 
RBF-NNHM, are capable of handling incomplete covariates during its 
regression and application. There is no need to estimate the unknown values 
in incomplete covariate realisations. The variances of the regression of the 
extended NNHMs thus are not underestimated and parameters of the 
extended NNHMs are not biased. 
6.2.3 Multi-step Reliability Analysis 
For multi-step reliability analysis, future values of covariates are normally required. 
Commonly used methods are to extrapolate the covariate sequences using statistical 
methods such as polynomial fitting, artificial intelligence approaches including the 
NNs and stochastic methods like Gamma process  [126, 127] and Wiener process  
[129, 130]. Though these methods have had some successful applications, they have 
to be adopted with great care since covariates in engineering environments often 
involve substantial variability and extrapolation of covariates is subject to large error 
accumulation and loss of useful covariate characteristics. Based on these 
consideration and awareness, this research had not carried out the direct 
extrapolation for covariate sequences. Instead, the covariates ranges were divided 
into non-overlapping intervals. According to the values of covariates, they are set 
with the covariate state. An ancillary value was introduced to represent the states of 
covariates. This ancillary value was named virtual covariate in the research and the 
original covariates were called real covariates to avoid confusion. As the ancillary 
variable changes within a finite status, it is possible to model such switch. Markov 
chain was chosen for modeling such transition as real covariates and corresponding 
virtual covariates satisfy the Markov property. Extrapolation of virtual covariates 
would involve much less error and uncertainties than that of real covariates. The 
other reason to introduce virtual covariates is that it would make the future covariates 
become incomplete rather than completely unknown. This makes multi-step 
reliability analysis with little information about future covariates become reliability 
analysis with incomplete covariates. The incomplete covariate set is composed of 
estimated virtual covariates and unknown real covariates. 
Compared with the existing research and approaches, the new multi-step reliability 
analysis procedure in this research has the following advantages: 
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1. No extrapolation is conducted to predict the future values of covariates. 
Instead, the states of covariates were stochastically modelled and state 
sequences were estimated along the time as sequences of these discrete states 
can be more precisely modelled than the sequences of real covariates. This 
would substantially reduce the error accumulation and uncertainty 
propagation in covariate extrapolations, thus reducing uncertainty in 
reliability analysis. 
2. Introduction of virtual covariates makes the future covariates set to be 
incomplete rather than totally unknown. This changes the multi-step 
reliability analysis problems into problems of reliability analysis with 
incomplete covariates. Such manipulation makes the multi-step reliability 
analysis to be conducted by the extended MLP-NNHM and extended RBF-
NNHM.  
6.3 FUTURE RESEARCH DIRECTIONS 
This research consists of three consistent parts: 1) development of NNHMs; 2) 
reliability analysis with incomplete covariates; and 3) multi-step reliability analysis. 
More research can be carried out in each part and some potential research directions 
are identified and presented as follows: 
1. Hazard in reliability analysis can have two forms: discrete one and 
continuous one. In this research, the NNHMs were constructed to predict the 
discrete hazard which is actually the conditional failure probability in a time 
interval given that the asset has not failed until the start of the interval. Non-
linear hazard model can also be built to predict the hazard in continuous form. 
In such situations, operation periods are no longer divided into intervals. New 
models can thus be constructed to estimate the hazard at each single time 
point given covariate data in current time and/or in the history. 
2. In this research, covariates were assumed incomplete due to inconsistent 
measuring frequencies of multiple covariates, sensor failure, and sparse 
intrusive measurements. Therefore the MAR assumption was satisfied and the 
mechanism of covariate incompleteness could be ignored. In some 
applications, incompleteness of covariates depends on values of incomplete 
covariates. For example, observations for a covariate might stop if the 
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observed value exceeds a certain threshold. For such cases, the MAR 
assumption is no longer valid and the mechanism of incompleteness has to be 
considered in regression and application of reliability models. 
3. Values of the virtual covariates in this research were established based on 
typical three stages of the bathtub hazard curve. Therefore more states of real 
covariates were set in the burn-in and wear-out periods of the asset operation 
as in these two periods covariates involve greater variability than in the 
normal running period of assets. In this research, both burn-in and wear-out 
points and the number of states of covariates were given largely based on 
experience and empirical knowledge. Deeper research on this is 
recommended to establish the variation of covariate stages and changing 
points in asset life theoretically or numerically. 
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