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Abstract
This paper focuses on the basic problems regarding uniqueness and extinction properties
for generalised Markov branching processes. The uniqueness criterion is firstly established
and a differential–integral equation satisfied by the transition functions of such processes
is derived. The extinction probability is then obtained. A closed form is presented for both
the mean extinction time and the conditional mean extinction time. It turns out that these
important quantities are closely related to the elementary gamma function.
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1. Introduction
A (one-dimensional) Markov branching process (MBP) is a continuous time
Markov chain on the state space Z+ = {0,1,2, . . .} whose stochastic evolution is
governed by the branching property. That is, different particles act independently
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when given birth or death. More specifically, an MBP is a Z+-valued Markov
process whose infinitesimal q-matrix Q= (qij ; i, j ∈ Z+) is given by
qij =
{
ibj−i+1 if j  i − 1,
0 otherwise, (1.1)
where {bj ; j  0} is a given sequence. As is well-known, the Markov branching
process is an important and fruitful sub-class of stochastic processes. Standard
references on the Markov branching processes are [2–4,7].
In most of realistic situations, however, the above independence property is
unlikely to be appropriate. In particular, if the number of particles becomes
large or the particles move with high speed, the particles may interact and, as
a result, the birth and death rates may change. In order to model such behaviour,
it seems appropriate to replace the branching rates {ibj−i+1} in (1.1) by the more
general form of {iνbj−i+1}. Here the positive real number ν, not necessarily
an integer, may be interpreted as an acceleration (for ν > 1) or deceleration
(for 0 < ν < 1) index of the interaction among different particles. We therefore
consider a generalised Markov branching process to be a Z+-valued continuous
time Markov chain whose infinitesimal q-matrix Q= {qij ; i, j ∈Z+} is given by
qij =
{
iνbj−i+1 if j  i − 1,
0 otherwise, (1.2)
where
ν > 0, bj  0 (j = 1) and −b1 =
∑
j =1
bj <+∞ (1.3)
together with
b0 > 0 and
∞∑
j=2
bj > 0. (1.4)
Condition (1.4) is imposed to avoid discussing some trivial cases. A q-matrix
satisfying (1.2)–(1.4) is called a generalised branching q-matrix (henceforth
referred to as a GB-q-matrix). A GB-q-matrix is called linear if ν = 1, super-
linear if ν > 1, and sub-linear if 0 < ν < 1. It is called non-linear if either super-
linear or sub-linear. If ν = 2, the GB-q-matrix is called “quadratic.” We apply
all these terms to the corresponding processes, transition functions and resolvents
as well. A generalised Markov branching process (henceforth referred to as a
GMBP) is therefore a continuous time Markov chain whose q-matrix is given by
(1.2)–(1.4). The formal definition will be given later.
Few results have been obtained for the GMBP until now, possibly because
removing the independence property causes lots of analytic difficulties. But, some
results on regularity and extinction probability were given in [5]. In terms of the
generating function of the sequences {bj ; j  0} in (1.3), i.e.,
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B(s)=
∞∑
j=0
bjs
j
(|s| 1), (1.5)
the results on the GMBP obtained until now may be stated as:
Proposition 1.1. (i) A super-linear GB q-matrix is regular if and only if B ′(1) 0
while a linear or sub-linear GB q-matrix is regular if B ′(1) <∞.
(ii) If a GB-q-matrix is regular, then the extinction probability of the cor-
responding GMBP is 1 if and only if B ′(1) 0.
The proof of Proposition 1.1 can be found in [5]. Note that a conservative q-
matrix Q is regular if the Feller minimal Q-function is honest and hence there
exists only one Q-function.
However, most of the basic questions including uniqueness and extinction
properties of the GMBP still remain open. In Section 2, after giving the formal
definition of the GMBP, the uniqueness question is answered. Note that the
questions of uniqueness and regularity are not equivalent and thus the uniqueness
question is not entirely covered by Proposition 1.1. In fact, we shall prove that
the GMBP is always unique whether the GB-q-matrix is regular or not. The
differential–integral equation and the extinction probability for the GMBP are
established in Section 3. Closed forms for the mean extinction time and the
conditional mean extinction time are presented in Section 4. The methods used
are mainly analytic, rather than probabilistic. Using such analytic methods we
are able to reveal that the behaviour of the GMBP is closely linked with the
elementary gamma function.
Before proceeding, it is worth pointing out that the condition B ′(1)  0
in Proposition 1.1 (see also the forthcoming results) has a clear probabilistic
meaning. Indeed, B ′(1)  0 is just ∑∞k=2 (k − 1)bk  b0, which means that the
average birth rate is less than or equal to the death rate.
2. Definition and uniqueness
In consideration of the fact that the ordinary MBP must obey the Kolmogorov
forward equations in order to satisfy the branching property and that the GMBP is
a generalisation of the ordinary MBP, we formally define the GMBP as follows.
Definition 2.1. A GMBP is a Z+-valued continuous time Markov chain whose
transition function P(t) = {pij (t); i, j ∈ Z+} satisfies the Kolmogorov forward
equations
P ′(t)= P(t)Q (2.1)
where Q is a GB-q-matrix as defined in (1.2)–(1.4).
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Note that a transition function is not necessarily honest. By the general theory
of continuous time Markov chains, see [1,6,9], there always exists a GMBP.
However, we need to investigate conditions under which the GMBP is unique.
From Proposition 1.1, if B ′(1)  0, then the GMBP is unique. However, this
sufficient condition is not necessary. Actually even if B ′(1) > 0 (including
B ′(1) = +∞), the GMBP is still unique. Indeed, we may claim the following
result.
Theorem 2.1. There always exists only one generalised Markov branching
process.
Before proving Theorem 2.1, we first point out the following simple yet
important Lemma 2.2. Note that the generating function B(s) defined in (1.5)
satisfies B(0) = b0 > 0 and B(1) = 0 and hence 1 is a root of the equation
B(s)= 0. Denote
m1 = B ′(1)≡
∞∑
j=1
jbj+1 − b0 and (2.2)
m2 = B ′′(1)≡
∞∑
j=1
j (j + 1)bj+1; (2.3)
then
−∞<m1 +∞ and (2.4)
0<m2 +∞. (2.5)
Here the fact m2 > 0 comes from the assumption (1.4).
Lemma 2.2. The generating function B(s) is a convex function of s ∈ [0,1] and
hence the equation B(s) = 0 has at most two roots in [0,1]. More specifically, if
m1  0 then B(s) > 0 for all s ∈ [0,1) and 1 is the only root of the equation
B(s) = 0 in [0,1] while if m1 > 0 (including m1 = +∞) then the equation
B(s) = 0 has exactly two roots q and 1 with 0 < q < 1 such that B(s) > 0 for
0 s < q and B(s) < 0 for q < s < 1.
Proof. Well-known.
By Lemma 2.2, the equation B(s) = 0 always has a smallest positive root,
denoted by q , in [0,1] and
q =
{
1 if m1  0,
< 1 if m1 > 0.
✷ (2.6)
Proof of Theorem 2.1. If m1  0, by Proposition 1.1 the Feller minimal Q-func-
tion is honest and the conclusion follows. Now assume m1 ∈ (0,∞]. In order to
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prove the conclusion, we only need to show that the equation η(λ)(λI −Q)= 0,
0 η(λ) ∈ l1, has only the trivial solution for some (and therefore for all) λ > 0,
see [1] or [9]. Suppose the contrary is true. Let η = {ηi; i  0} be the non-trivial
solution of the above equation corresponding to λ= 1. Then
ηj =
∞∑
i=0
ηiqij (∀j  0) (2.7)
and
0 ηj (∀j  0) and
∞∑
j=0
ηj <+∞. (2.8)
Now (1.2) and (2.7) yield
ηj =
j+1∑
i=1
ηii
νbj−i+1 (∀j  0). (2.9)
Here the summation in (2.9) begins from i = 1 rather than i = 0 since q0j = 0
(∀j  0). It is clear that the non-triviality of the solution η = {ηi; i  0} implies
that
η0 > 0 and
∞∑
j=1
ηj > 0. (2.10)
Condition (2.8) guarantees that∑∞j=0 ηj sj is well defined at least for all s ∈ [0,1]
and this in turn implies that
∞∑
j=0
jνηj s
j <+∞ (∀ 0 s < 1). (2.11)
It then follows from (2.9) that
∞∑
j=0
ηj s
j =
∞∑
j=0
(
j+1∑
i=1
iνηibj−i+1
)
sj . (2.12)
Using (2.11) and Fubini’s theorem, (2.12) can be written as
∞∑
j=0
ηj s
j = B(s)
∞∑
i=1
iνηis
i−1. (2.13)
Now, (2.8), (2.10) and (2.11) imply that both ∑∞j=0 ηj sj and ∑∞i=1 iνηisi−1 in
(2.13) are strictly positive for all s ∈ (0,1) and thus B(s) > 0 for all s ∈ (0,1)
which contradicts Lemma 2.2, since m1 ∈ (0,∞]. ✷
By Theorem 2.1 and Definition 2.1, we see that the GMBP is always the Feller
minimal Q-process whether Q is regular or not.
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3. Differential–integral equation and extinction probability
We now turn our attention to the properties of the GMBP. Firstly, we establish
the following key result upon which our further analysis heavily depends.
Theorem 3.1. Suppose Q = (qij ) is a GB-q-matrix. Let P(t) = (pij (t)) and
R(λ) = (rij (λ)) be the (unique) Q-function and Q-resolvent of the GMBP, re-
spectively. Let q denote the smallest positive root of B(s)= 0 in [0,1] as in (2.6).
Then for any 0 s  q and any i ∈Z+, we have
Fi(t, s)− pi0(t)= 1
Γ (ν)
s∫
0
1
B(y)
∂Fi(t, y)
∂t
(
ln
s
y
)ν−1
dy, (3.1)
Gi(λ, s)− ri0(λ)= 1
Γ (ν)
s∫
0
λGi(λ, y)− yi
B(y)
(
ln
s
y
)ν−1
dy, (3.2)
where Γ (ν) (ν > 0) is the gamma function and
Fi(t, s)=
∞∑
j=0
pij (t)s
j (i  0), (3.3)
and
Gi(λ, s)=
∞∫
0
e−λtFi(t, s) dt ≡
∞∑
j=0
rij (λ)s
j (i  0). (3.4)
That is, {Fi(t, s); i ∈Z+} and {Gi(λ, s); i ∈ Z+} are the generating functions of
Q-function P(t) and Q-resolvent R(λ), respectively.
Proof. Substituting Q from (1.2) into (2.1) yields
dpij (t)
dt
=
j+1∑
k=1
pik(t)k
νbj−k+1 (∀i, j  0). (3.5)
Some algebra yields for 0 s < 1 that
∞∑
j=0
dpij (t)
dt
sj =
( ∞∑
k=1
kνpik(t)s
k−1
)
·
( ∞∑
j=0
bj s
j
)
. (3.6)
Define Fi(t, s) as in (3.3) and noting that B(s) > 0 for all s ∈ [0, q) (Lemma 2.2)
we may rewrite (3.6) as
1
B(s)
∂Fi(t, s)
∂t
=
∞∑
k=1
kνpik(t)s
k−1. (3.7)
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It follows from (3.7) that for all s ∈ [0, q)
s∫
0
1
B(y)
∂Fi(t, y)
∂t
(
ln
s
y
)ν−1
dy
=
∞∑
k=1
kνpik(t)
s∫
0
yk−1
(
ln
s
y
)ν−1
dy. (3.8)
Now apply the transformation ln s
y
= 1
k
x to the kth (k  1) term in the right-hand
side of (3.8). The right-hand side of (3.8) then reduces to
∞∑
k=1
pik(t)s
k
∞∫
0
xν−1e−x dx.
Interestingly, the awkward coefficients kν (k  1) in (3.7) and (3.8) are now
“absorbed.” Since ν > 0 we recognise that the integral part in the above form
is just the gamma function Γ (ν). So, (3.8) can be rewritten as, for all 0  s < q ,
∞∑
k=1
pik(t)s
k = 1
Γ (ν)
s∫
0
1
B(y)
∂Fi(t, y)
∂t
(
ln
s
y
)ν−1
dy. (3.9)
Also (3.9) holds for s = q . Indeed, because of (3.7) both sides of (3.9) are well-
defined for s = q and continuous functions of 0  s  q , hence letting s ↑ q in
(3.9) yields the conclusion. (3.1) is proved. Taking Laplace transform in (3.1)
yields (3.2). ✷
It is well-known that for the ordinary Markov branching processes (ν = 1), we
have the following forward equation
∂Fi(t, s)
∂t
= B(s)∂Fi(t, s)
∂s
(3.10)
which plays a key role in studying the ordinary Markov branching processes.
Now using (3.1) we may generalize the partial differential equation (3.10) to the
following differential–integral equation for the GMBP.
Theorem 3.2. Let Fi(t, s) (i  0) be defined in (3.3). If ν = n is a positive integer,
then
∂Fi(t, s)
∂t
= B(s)
[
n∑
k=1
a
(n)
k s
n−k ∂(n+1−k)Fi(t, s)
∂s(n+1−k)
]
(3.11)
while if ν = [ν] + α ≡ n+ α with n 1, 0< α < 1, then
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n∑
k=1
a
(n)
k s
n+1−k ∂(n+1−k)Fi(t, s)
∂s(n+1−k)
= 1
Γ (α)
s∫
0
1
B(y)
∂Fi(t, y)
∂t
(
ln
s
y
)α−1
dy (3.12)
where the (common) constants {a(n)k ; 1  k  n} in (3.11) and (3.12) satisfy thefollowing recursive relations:
a
(n)
1 = 1 (∀n 1), (3.13)
a
(n)
k+1 =
n−k∑
m=1
ma
(k+m−1)
k (∀1 k  n− 1, n 2). (3.14)
Proof. This is a direct consequence of (3.1). The recursion formula of the
constants {a(n)k ; 1  k  n} stems from a repeated application of the operator
A(·)= s ∂(·)/∂s. ✷
Remark 3.1. Note that the differential–integral equations (3.11) and (3.12) com-
pletely depend on the constants {a(n)k }. If these constants are known then the dif-
ferential–integral equations (3.11) and (3.12) can be written down explicitly. Al-
though a simple neat form may not be always available, these constants can be
easily obtained recursively using (3.13) and (3.14). For example, all the following
formulae are easy consequences of (3.13) and (3.14):
a
(n)
2 =
n−1∑
m=1
m= n(n− 1)
2
(∀n 2), (3.15)
a
(n)
3 =
n−2∑
m=1
m2(m+ 1)
2
= 1
24
n(n− 1)(n− 2)(3n− 5) (∀n 3), (3.16)
a
(n)
n−2 =
3n−1 + 1− 2n
2
(∀n 3), (3.17)
a
(n)
n−1 = 2n−1 − 1 (∀n 2), (3.18)
and
a(n)n = 1 (∀n 1). (3.19)
For the purpose of illustration, here we list the lowest six sets (corresponding
to ν = 1 to 6) of these constants. They are {1}, {1,1}, {1,3,1}, {1,6,7,1},
{1,10,25,15,1} and {1,15,85,90,31,1}, respectively. In particular, letting
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ν = 1 in (3.11) recovers (3.10) while letting ν = 2 yields the following partial
differential equation for the quadratic Markov branching processes:
∂Fi(t, s)
∂t
= B(s)
[
s
∂2Fi(t, s)
∂s2
+ ∂Fi(t, s)
∂s
]
. (3.20)
We are now ready to determine the extinction probability for the GMBP. Let
X = {X(t); t  0} be the (unique) GMBP with the given GB q-matrix Q. Define
τ0 =
{
inf{t > 0; X(t)= 0} if X(t)= 0 for some t > 0,
+∞ if X(t) > 0 for all t > 0, (3.21)
to be the extinction time of the GMBP {X(t); t  0}. Then we have
Theorem 3.3. Let τ0 be the extinction time defined in (3.21). Then the extinction
probability is
P
{
τ0 <+∞
∣∣X(0)= i}= qi (3.22)
where q is the smallest root of B(s)= 0 in [0,1]. More specifically,
P
{
τ0 <+∞
∣∣X(0)= i}= 1 (∀i  1) if m1  0, (3.23)
P
{
τ0 <+∞
∣∣X(0)= i}= qi < 1 (∀i  1) if 0 <m1 +∞. (3.24)
Proof. Since (3.23) is just (ii) in Proposition 1.1, we only need to prove (3.24).
Now assume 0 < m1  +∞. By Lemma 2.2, we have q < 1 where q is the
smallest positive root of B(s)= 0 in [0,1]. Letting s = q < 1 in (3.6) and noting
that B(q)= 0 yields the fact that for any t > 0, ∑∞j=0 p′ij (t)qj = 0 and then
∞∑
j=0
( t∫
0
p′ij (u) du
)
qj = 0.
Hence for any t > 0 we have
∞∑
j=0
pij (t)q
j = qi (∀i  1). (3.25)
Let t →∞ in (3.25). We obtain
lim
t→∞pi0(t)+ limt→∞
∞∑
j=1
pij (t)q
j = qi (∀i  1). (3.26)
Note that both limits on the left-hand side of (3.26) do exist. Indeed, the first term
is obviously an increasing function of t and thus the second term is a decreasing
function of t by (3.25). Since q < 1 we may apply the Dominated Convergence
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Theorem in the second term of the left-hand side of (3.26). Now if we can show
that
lim
t→∞pij (t)= 0 (∀i, j  1) (3.27)
then (3.24) immediately follows. However, (3.27) is surely true. Indeed, a tran-
sition function (not necessarily honest) P(t) = {pij (t); i, j ∈ E} on an arbitrary
countable state space E always satisfies limt→∞ p′ij (t) = 0 (∀i, j ∈ E), see [8,
Corollary 2.2.2]. Applying this fact to (3.5) with j = 0 (∀i  0) and noting (1.4)
yields pi1(t)→ 0 as t →∞ which then in turn yields pi2(t)→ 0 (t →∞) by
applying the same fact to (3.5) once again for j = 1 (∀i  0). Repeatedly using
this trick then yields (3.27) sequentially. ✷
Remark 3.2. Intuitively speaking, the conclusions obtained in Theorem 3.3 are
obvious. Indeed, it is trivial to see that the jump chain of any GMBP is actually
independent of the index ν and thus coincides with that of the ordinary Markov
branching processes. Hence the extinction probability for any GMBP should be
the same as that for the ordinary Markov branching processes. However, for the
latter, the conclusions are well-known.
4. Mean extinction and conditional mean extinction times
The next question we are interested in is how long on average a GMBP will
take to extinction. More specifically, let Ei(τ0) = E(τ0 | X(0) = i) denote the
mean extinction time when the GMBP starts from X(0) = i (i  1) where τ0
is the extinction time defined in (3.21). We are interested in finding the exact
value of Ei(τ0). Clearly, this question is only meaningful when P {τ0 < +∞|
X(0) = i} = 1 , i.e., when the extinction is certain. By Proposition 1.1, this
happens if and only if m1  0, which we now assume.
Theorem 4.1. Assume that the probability of extinction is 1, i.e., assume m1  0.
Then Ei(τ0) ( for all i  1) is finite if and only if
1∫
0
1− y
B(y)
(− lny)ν−1 dy <+∞. (4.1)
Moreover, if (4.1) is true, then for all i  1
Ei(τ0)= 1
Γ (ν)
1∫
0
1− yi
B(y)
(− lny)ν−1 dy <+∞. (4.2)
If the integral in (4.1) is not finite, then Ei(τ0)=+∞ (∀i  1).
492 A. Chen / J. Math. Anal. Appl. 274 (2002) 482–494
Proof. Since m1  0, by Proposition 1.1, the extinction probability q is 1 and
also the GB-q-matrix Q is regular. Hence letting s = 1 in (3.1) yields
1− pi0(t)= 1
Γ (ν)
1∫
0
1
B(y)
∂Fi(t, y)
∂t
(− lny)ν−1 dy. (4.3)
However, because the extinction probability is 1 we get limt→∞ pi0(t) = 1 for
every i  1 and hence
lim
t→∞Fi(t, s)= 1 together with Fi(0, s)= s
i (∀ 0 s  1). (4.4)
Since Ei(τ0)=
∫∞
0 (1− pi0(t)) dt we obtain
Ei(τ0)= 1
Γ (ν)
1∫
0
1− yi
B(y)
(− lny)ν−1 dy
by using (4.3), (4.4) and Fubini’s theorem. Now all the conclusions easily follow.✷
Theorem 4.1 gives an exact expression for Ei(τ0) when it is finite. However,
it is not always convenient to use (4.1) in order to determine whether Ei(τ0) is
finite or not. Fortunately only in rare cases do we need to use (4.1) directly. Often,
we may obtain much simpler conditions replacing (4.1). To achieve this, note that
m1  0 can be partitioned into
(i) m1 < 0,
(ii) m1 = 0 and m2 <∞, and
(iii) m1 = 0 and m2 =+∞.
Corollary 4.2. Assume that the probability of extinction is 1, i.e., assume m1  0.
(i) If m1 < 0, then Ei(τ0) ( for all i  1) is always finite.
(ii) If m1 = 0 and m2 <∞ then, if ν > 1, Ei(τ0) ( for all i  1) is finite, while,
if 0< ν  1, Ei(τ0)=+∞ ( for all i  1).
(iii) If m1 = 0 and m2 =+∞, then if ν > 1, Ei(τ0) ( for all i  1) is finite while
if 0 < ν  1, then Ei(τ0) < +∞ (∀i  1) if and only if (4.1) holds, or
equivalently, if and only if
1∫
0
ds
W(s)(1 − s)2−ν <+∞ where W(s)=
B(s)
(1− s)2 .
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Proof. Given that B(0)= b0 > 0, it is easy to see that (4.1) is true if and only if
for a particular (and therefore for all) 0 < ε < 1,
1∫
ε
(1− y)ν
B(y)
dy <+∞
is true. The conclusion now easily follows. ✷
If 0 <m1 +∞ then, by Theorem 3.3, P {τ0 <∞ | X(0)= i} = qi < 1 and
hence Ei(τ0) is trivially infinite and thus uninteresting. Hence instead of consid-
ering Ei(τ0) itself we are interested in finding the mean extinction time under the
condition that the process becomes extinct. For notational convenience, we denote
this conditional mean extinction time, starting from state i , by µi .
Theorem 4.3. If 0 < m1  +∞ then for each i  1, the conditional mean
extinction time µi is given by
µi = q
i+1
Γ (ν)
1∫
0
1− yi
B(qy)
(− ln(y))ν−1 dy (4.5)
where q < 1 is the smallest root of B(s)= 0 in [0,1].
Proof. We use the Q-resolvent R(λ) = {rij (λ)} rather than the Q-function to
prove this theorem. Note that (3.22) can be written as
lim
λ→0λri0(λ)= q
i. (4.6)
Note also that by (3.25) we have the equality
λ
∞∑
j=0
rij (λ)q
j = qi (∀λ > 0). (4.7)
Combining (4.6) with (4.7) yields
lim
λ→0λ
∞∑
j=1
rij (λ)q
j = 0. (4.8)
It follows that for any y ∈ [0, q],
lim
λ→0λ
∞∑
j=1
rij (λ)y
j = 0. (4.9)
Using (4.7), the equality (3.2) with s = q can be rewritten as
(
qi − λri0(λ)
)/
λ= 1
Γ (ν)
q∫
0
λGi(λ, y)− yi
B(y)
(
ln(q/y)
)ν−1
dy. (4.10)
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Let λ→ 0 in (4.10). We recognise that the left-hand side of (4.10) tends to µi .
Applying the Monotone Convergence Theorem, which is easily justified, to the
right-hand side of (4.10) then yields
µi = 1
Γ (ν)
q∫
0
limλ→0 λGi(λ, y)− yi
B(y)
(
ln(q/y)
)ν−1
dy. (4.11)
Since (4.6) and (4.9) imply limλ→0 λGi(λ, y)= qi for all y ∈ [0, q] and thus (4.5)
follows from (4.11). ✷
Remark 4.1. Note that there exists a close relationship between (4.2) and (4.5).
Indeed, it is well-known that for a supercritical (ordinary) branching process (i.e.,
q < 1), the process conditioned on extinction is a subcritical branching process
with the infinitesimal generating function B(s) ≡ B(qs)/q (see, for example,
Theorem 12.3 in Chapter 1 of [4]). This argument can actually carry over to the
GMBP and hence (4.5) of Theorem 4.3 is an immediate consequence of (4.2) of
Theorem 4.1.
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