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Nonlinear systems identification is a widespread topic of interest, particularly within the audio 
industry, as these techniques are employed to synthesize black box models of nonlinear audio 
effects. Given the myriad approaches to black box modeling, questions arise as to whether an 
“optimal” approach exists, or one that achieves valid subjective results as a model with minimal 
computational expense. This thesis uses ABX listening tests to compare black box models of three 
hardware audio effects using two popular nonlinear implementations, along with two proposed 
modified implementations. Models were constructed in the Hammerstein form using sine sweeps 
and a novel measurement technique for the filters and nonlinearities, respectively. Testing 
revolved around null hypotheses assuming no change in model identification regardless of the 
device modeled, implementation used, or program material of the model stimulus. Results provide 
clear evidence of an effect on all of these accounts, and support a full rejection of the null 
hypotheses. Outcomes demonstrate a preferable implementation out of the algorithms tested, and 
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DEFINITIONS OF TERMS 
Black box – A system viewed in terms of its inputs and outputs without any knowledge of its 
internal workings [1]. 
Characteristic Curve – A plot showing the input-output relationship of a function or system [2]. 
Distortion – Within this paper “distortion” refers to the aggressive sonic characteristics of 
processors such as fuzz pedals, tube amplifiers, and overdriven recording consoles. Distortion 
is common slang among musician-types for the harmonic effects of nonlinear systems. 
Finite Impulse Response (FIR) – The impulse response of a system with only feed- forward delays, 
and therefore finite length [2]. 
Harmonics – Integer multiples of a fundamental frequency. 
Impulse Response – The response of a system to a unit impulse. 
Linear & Time-invariant (LTI) – A class of systems that have a linear input-output relationship, 
and do not modulate or vary with time. Examples of LTI systems in audio include digital 
filters, delays, and non-modulating reverberation effects. The behavior of an LTI system is 
wholly described by its impulse response. 
Lookup Table Nonlinearity – A nonlinearity implementation which uses a read pointer to access 
a stored list of values to approximate the effect of a memoryless nonlinear equation. 
Modeling – The process of emulating a system using mathematical concepts. 
Modified Gaskell – A proposed modification to the nonlinearity implementation described in [3]. 
Modifications consist of using a lookup table as opposed to a polynomial nonlinearity. 
Nonlinear System – A system whose output changes disproportionately to a change in input [4] 
[5]. Within the context of audio, a nonlinear system will generate “distortion”, or harmonics 
of an input frequency. 
Ramped-Sine (rSin) – A novel characteristic curve measurement approach using a sine wave with 
a linear amplitude fade from 0 to 1. Analysis of the periodic minima and maxima post 
nonlinear processing will extract a discretized approximation of that system’s characteristic 
curve. 
Spectral Division – A term for frequency domain deconvolution. 
System – A processor, device, or object that generates some response to a stimulus. 
Total Harmonic Distortion plus Noise (THD) – A measurement of the inherent distortion of a 
system. THD is calculated as a sum of all harmonics generated by a sine wave plus any 
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additional noise, or as a ratio between the overall sum and fundamental [6]. THD may vary 
with frequency and input level. 
Weiner-Hammerstein Lookup Table (WHLU) – A proposed nonlinearity implementation inspired 
by the Weiner-Hammerstein variant of the Volterra series. The WHLU uses a pre-nonlinearity 
filter approximation of a device’s THD versus frequency response to force a faux frequency-
dependent distortion, along with an “inverse THD” correction filter. 





Non-parameterized modeling, known as “black box” modeling, are approaches to system 
estimation where the system is unknown [1]. Methods of this variety involve observing the 
behavior of a system in response to test signals, and analyzing the response to estimate a model 
to fit the behavior. Since the system is unknown, methods to this effect must be generalizable 
across a wide range of possible scenarios. Examples of black box modeling methods include the 
sine sweep, impulse response, and signal ramp. 
The converse, “white box” modeling, are informed approaches, and usually involve the circuit 
schematic and discretized component representations or a non-linear differential equation solver 
[7] [8]. While the accuracy of these methods is notable, their complexity must also be considered. 
Methods such as “State Space” or “Wave Digital Filters” involve analyzing the system in extensive 
detail, or contorting the schematic into tree diagrams in order to function [7] [9]. They are also 
limited in their nonlinear capabilities, and require modifications to use multiple nonlinear blocks, 
or to use them at all [10] [11] [12]. 
This thesis is concerned with nonlinear black box models of the “Hammerstein” form (see 
Figure 1) that utilize a memoryless nonlinearity followed by a linear, time-invariant (LTI) filter. 
The objectives are clear when modeling systems in this form:  characterizing the behavior of the 
nonlinear block, and approximating the LTI response.  Figure 2 shows a basic flowchart of steps 
required for creating a digital model of a nonlinear audio effect, starting from the test signals to 
the implementations of both nonlinear and memory characteristics. There are many possible ways 
to implement each block of this modeling process. Nearly every block has several published 
procedures describing different ways to about each step (see Sections 2 & 3). An entire sub-field 




Figure 1. Flowchart of the individual blocks of the Hammerstein form. 
 
 
Figure 2. Flow chart outlining the steps required for creating a black box nonlinear model of a 
hardware audio effect. 
 
Given how many implementation algorithms, test signals, and nonlinear measurement 
approaches exist, it begs the question as to which methods hold up in practical applications of 
audio effects modeling. The models created by these techniques have to process a theoretically 
infinite number of possible test signals. Some signals may excite the bizarre reactive properties of 
analog hardware, a circumstance which, depending on the degree of model accuracy, would result 
in noticeable sonic differences in a subjective comparison. While no engineer can anticipate every 
possible scenario, the models created via these black box approaches can be stress-tested. 
Introduction 
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Specifically, their perceptual validity can be tested by comparison to the hardware counterparts in 
a wide range of circumstances.  If a digital model is successful, it should   be indistinguishable 
from the hardware it aspires to emulate. Additionally, if a modeling implementation is robust, it 
should achieve consistent subjective results regardless of the system it aims to model. This thesis 
presents a series of listening tests designed to compare several black box nonlinear models in 
various modeling applications. Appendix A outlines specifics of the models and their creation, 
and section 3.5 describes the listening tests in further detail, but the general themes and research 
questions are as follows: 
• Are the differences between common implementation algorithms and their 
modifications perceptibly valid? 
• Are certain approximations more appropriate for complex nonlinearities? 
• Are certain algorithms overkill for simple nonlinearities? Would a less complex, more 
efficient approximation or implementation give a similar percept? 
• Do certain algorithms perform better for transient heavy program material? 
The results of this type of listening test reveal insight into the efficacy, strengths, and weak- 
nesses of the methods tested. Additionally, if the implementations are of varying computational 
complexity, the relative necessity of an algorithm can be determined. If a more computationally 
efficient algorithm gives a comparable percept as a more expensive method, the methods could 
be substituted with little perceptual loss. 
 
 
2. PRIOR ART 
The following chapter outlines a general signal processing background regarding the modeling 
of nonlinearities, and may be helpful for the comprehension of topics discussed throughout in 
this paper. The goal of this thesis is to be a resource for those interested in learning nonlinear 
modeling for audio effects. As such, the background is comprehensive. If the reader is already 
comfortable with the basics of nonlinear signal processing, they should proceed to section 2.6. 
2.1 “Distortion” 
“Distortion”, a vernacular used by musicians, audio engineers, and electrical engineers alike, 
in a musical context refers to the aggressive sonic characteristics of processors such as fuzz pedals, 
tube amplifiers, and overdriven recording consoles [13]. In signal processing the mechanisms 
behind distortion are often undesired, as they refer to the effects of a system whose output changes 
disproportionately to a change in input [4] [5]. That is to say, a system whose input-output 
relationship is “nonlinear.” A by-product of this class of systems becomes clear when looking at 
the frequency domain. In response to a sine wave, a nonlinear system will generate “harmonics”, 
or integer multiples of the fundamental frequency [14]. This can be seen in Figure 3, which plots 
the output spectrum of 1 kHz sine wave after being processed by a UREI LA3A with no 
compression. New frequencies, in this case, the harmonics, can be seen in the upper half of the 
spectrum.  This creation of new frequencies holds for complex signals as well. Harmonics can 
appear for each frequency present in the input signal, and additional non-harmonic information 
may be added if multiple input frequencies are present.  The energy of harmonics directly 
correlates to distortion perception, with higher amplitude, higher order harmonics consistent with 




Figure 3. Output spectrum of a UREI LA-3A driven by a 1kHz test tone (+4 dBu output). 
 
2.2 Characteristic Curve 
The non-linear behavior of systems can be visualized using a graph where the x-axis represents 
input values, and the y-axis corresponds to respective output values. This is no different than 
plotting any mathematical equation. For example; when plotting the Absolute Value function (see 
Figure 4), the x-axis denotes input values, while the y-axis represents the matching output value 
for a given input. This “input-output” visualization helps conceptualize the operation of many 
systems, and goes by names such as a “DC transfer function”, “input-output chart.” or 





Figure 4. Input-output relationship of abs(x). 
 
Linear systems have perfectly straight characteristic curves. Anything aside from a perfectly 
straight line describes a non-linear system, one that will impart some distortion on a signal. Worth 
noting here is that a characteristic curve displays nothing pertaining to the dynamics of a system. 
The frequency response, impulse response, and any modulation or time-variance will not be 
pictured. 
2.2.1 Examples 
Figure 5a examples the characteristic curves for several linear systems. The solid line represents 
an idealized system, y = x, or a “wire,” where any output is identical its input.  The dotted line 
shows a system with gain; y = 2x.  Simple gain (multiplication or division) is a linear operation. 
Nothing non-linear, such as an exponent, happens to x; and therefore, the characteristic curve 
remains a straight line albeit with an altered slope. The dashed line represents a system with the 
frequency and impulse response shown in Figure 5b.  As described earlier, nothing regarding these 
properties can be seen, and so the system appears identical to the wire. 
Prior Art 
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a   b  
Figure 5. Demonstration of simple systems and their characteristic curves. 
(a) Example characteristic curves of linear and dynamic systems. (b) Frequency and impulse 
response of the dynamic system used to process the third example. 
 
Conversely, Figure 6 shows the characteristic curve for a nonlinear function, arctan(x). As 
expected, the function is not a straight line. arctan(x) has a consistently changing yet monotonic 
derivative, and asymptotically approaches values of ±π.  Figure 7 plots the output spectrum of the 
function, clearly demonstrating the creation of new harmonics and the function’s non-linear 
nature. 
 





Figure 7. Resulting output spectrum of a 1 kHz sine wave after processing by arctan(x). 
 
2.2.2 Function Parity 
 Mathematical parity, in its simplest form, refers to the concept that all numbers are either 
even or odd [16]. Functions are similar, and one concept characteristic curves make clear is this 
idea of “function parity.” Function parity refers to the relative symmetry of a curve across the 
origin. If a function is symmetrical about the origin, it is referred to as an “odd” function. If a 
function is symmetrical across the y-axis, it is referred to as an “even” function. A function may 




Figure 8. Plot showing examples of odd, even, and unpaired functions. 
 
The concept of parity, while simple, has a fascinating consequence regarding distortion. The 
parity of a nonlinear function’s characteristic curve determines the harmonic parity generated by 
that function [17]. In other words, an odd nonlinear system will generate odd harmonics, while 
even and asymmetrical functions will generate even harmonics or both, respectively. 
2.3 Taylor Series Representation 
There exists for many mathematical equations a characterizing Power Series of the form seen 
in equation 2.1 known as a “Taylor Series,” where a is some real or complex valued number. 
 
(2.1) 
Characteristic curves are no different, with most systems having some representative 
polynomial of this type. For example; the function arctan(x) equivalates to a Taylor Series of the 







One special case relevant to this paper is when a = 0, otherwise known as the Maclauren Series. 
From this point forward, a will be equal to zero, and the term “Taylor Series” will technically refer 
to the Maclauren Series. 
The importance of the Taylor Series should not be underestimated, particularly by those 
concerned with analog modeling. Most real-world systems do not have a neatly packaged function 
like arctan(x) or |x| to define them [18].  As such, it is often advantageous to mathematically 
describe a static nonlinear system using a Taylor Series. 
2.3.1 Truncated Power Series 
Despite being quite flexible, the Taylor Series suffers from a practical drawback: its often 
infinite length. Taylor Series’ impossible length makes them difficult to implement, with 
mathematicians often resorting to compact sigma notation as opposed to the expanded form. 
Simply truncating a Taylor Series helps alleviate this issue, yet with its own set of ramifications. 
2.3.2 Harmonics & Trigonometric Identities 
When removing terms of a Taylor Series, it is important to keep in mind the order of the 
resulting polynomial.   A polynomial’s order determines the number of harmonics generated in 
response to a sine wave.  For a given power, n, the nth harmonic will appear.  This gives an engineer 





Figure 9. Output spectrum of a truncated arctan(x) Taylor Series when driven by a 1 kHz, 0 dB 
FS sine wave. 
 
Observe Figure 9, which plots the output spectrum of the arctan(x) Taylor Series truncated   
to the x15 term, where x is a 1 kHz sine wave at 0 dBFS. The visible harmonics decrease in 
amplitude as their order increases, falling to -135 dB FS for the 15th harmonic. Many harmonics 
have a similar power, with three of the visible harmonics less than -96 dBFS.  This brings up the 
argument as to whether or not these low-level harmonics are perceptually necessary. A listener has 
to monitor above 96 dB SPL for these harmonics to break the threshold of hearing. Additionally, 
the 11th through 15th harmonics sit less than -96 dB FS; therefore, below the precision of 16-bit 
audio. This is also considering a relatively high input amplitude at 0 dB FS, the clipping point of 
fixed-point audio. A lower amplitude would result in a decreased level for all harmonics, including 
the ones already below quantization.  Bearing in mind that a polynomial’s complexity correlates to 
its order, and seeing as the questionable harmonics near imperceptibility or cannot be represented 
by common media, a reasonable action would be to remove these terms entirely. 
Prior Art 
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2.3.3 Chebychev Polynomials 
While allowing control over which harmonics appear in a distortion, the Taylor Series does 
not allow control over the amplitude of individual harmonics. A specific set of trigonometric 
identities known as the power-reduction formulae enforce this, like equation 2.4, which breaks 
down sin(x)4 as a sum of cosines with different frequencies. Adding an x4 Taylor Series term will 
make the 4th harmonic appear, but not by itself.  Harmonics beneath f4, in this case, the 2nd 
harmonic and a DC offset, will also be present. 
 
(2.4) 
This can be relieved by composing distortion functions with “Chebychev polynomials.” 
Chebychev polynomials are sets of polynomials that solve one of the two Chebychev differential 
equations, all of which can be defined by the recurrence relations outlined in equations 2.5 and 
2.6. Chebychev polynomials will only generate the harmonic corresponding to their order, n, and 








2.4 Distortion in Discrete Time 
Distortion in discrete time offers the challenge of a limited temporal resolution, and therefore 
a limited frequency bandwidth available for perfect reconstruction. The band-limits of discrete, 
i.e. digital audio are defined by the Nyquist-Shannon theorem, which bounds the upper frequency 
limit of digital audio to half of its sampling rate, (fs/2), or the “Nyquist frequency” [19]. If a 
continuous audio signal is not band-limited per this restriction before digitization, non- harmonic 
distortion known as “aliasing” will occur. Frequencies which go beyond a sampling rate’s Nyquist 
frequency will fold over, or alias, descending back into the audible spectrum with unappealing 
sonic consequences. Aliasing is still a concern after digitization, with nonlinearities and 
synthesizers being capable of generating harmonics above the Nyquist limit, as seen in Figure 10. 
This issue can be somewhat avoided by a process known as “up-sampling” or “oversampling”, in 
which a digital signal is internally resampled to a rate greater than its original sampling frequency, 
allowing for extended headroom before the folding effects of aliasing. With this comes the 
increased computational complexity of having to process more samples per second, and the 
possibility for incomplete rejection of aliasing along with any additional distortions created by an 




Figure 10. A 20 kHz sawtooth wave under-sampled at 48 kHz, and the corresponding harmonic 
aliases (THD: -2.49). 
 
2.5 Total Harmonic Distortion 
“Total Harmonic Distortion plus Noise”, abbreviated as “THD+N” or, for the purpose of 
this paper, simply “THD”, commonly appears as a specification of analog audio hardware. THD 
is calculated as a sum of all harmonics generated by a sine wave plus any additional noise, or as a 
ratio between the overall sum and fundamental [6]. This is typically done using a tunable notch 
filter centered at the fundamental frequency of the test tone [20]. Ideally, this filter will only 
eliminate the fundamental and allow harmonics to pass unattenuated. From a measurement 
standpoint THD is an appealing technique, as anything other than the fundamental will worsen 
the measurement. Any harmonics, noise, or other electrical interference will increase a device’s 
THD, making it valuable as a single mark of well-designed hardware. 
When making a THD measurement in order to avoid DC offset or radio frequency 
interference (RFI), it is important to properly band-limit the device under test (DUT).  Digital 
devices are inherently band-limited, and a strictly digital THD measurement has little need for 
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additional filtering. Analog measurements, however, should report high- and low-pass filter 
settings used to restrict bandwidth.  Care must also be taken to report the measurement level, as 
THD will vary according to input level. Measurements are typically done at the device’s nominal 
operating level (+4 dBu for line level) [20]. 
2.5.1 THD Versus Frequency 
 While often measured at 1 kHz, THD may change depending on the frequency of the applied 
signal [20]. Certain analog components, such as transformers and op-amps, exhibit higher amounts 
of distortion within certain frequency ranges, and can influence the perceived coloration of the 
unit even at low levels [21]. See Figure 11, which plots the THD versus frequency data for a 
Teletronix LA2A, measured using an Audio Precision 2722 with a test level of +4 dBu. A 
measurement of THD versus frequency may offer valuable information as to the reactive 
properties of a device that otherwise couldn’t be seen in a characteristic curve. 
 
Figure 11. Measured THD versus frequency data of a Teletronix LA2A. 
 
2.6 Common Implementations of Nonlinearities 
The following section describes some of the common implementation methods for the no- 
linearities in digital audio effects, along with some of their immediate benefits and drawbacks. 
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2.6.1 Lookup Table 
 A robust and well-known method involves using a lookup table of values as a distortion effect. 
If an engineer has a lookup table representing a range of output values for a system, i.e. its 
characteristic curve, the table elements can be mapped to respective input values. Signals can then 
be transposed onto the element scale, and a read pointer will scan across the table accessing output 
values as it goes. The result is a distortion effect related to the original characteristic curve. This 
method is widely used, with patents implementing the technique as an audio effect dating back to 
1991, and papers as early as 1976 mentioning the idea [22] [23] [24] [25]. 
A major drawback of lookup tables is that they suffer from a form of quantization noise, as 
the output is restricted to a limited number of values. An exorbitant amount of data would be 
required to limit this noise to an acceptable level, so instead engineers opt for interpolation to 
estimate values between the data points. Fortunately, the style of interpolation has little effect on 
tables with a reasonable number of points, or on signals of a reasonable level. Low level signals 
are limited to less points on the lookup table, and rely more on interpolated values. See Figures 
12a and 12b, which plot the response of a lookup table with linear and 5th order spline 
interpolation, respectively, to a -80 dB FS sine wave. 
a   b  
Figure 12. Interpolation effect on low level signals processed by a lookup table distortion. 
Prior Art 
 28 
Lookup tables are capable of generating, theoretically, up to an infinite number of harmonics, 
offering the potential for a far superior degree of accuracy than a polynomial fit. However, they 
are limited by the accuracy of the characteristic curve measurement, and rely solely on the 
generated values. 
Compared to a polynomial implementation, lookup tables use a relatively low amount of 
processing power. If linear interpolation is used, a lookup table requires a maximum of two 
multiplications per sample, yet a polynomial can have up to N(N+1)/2, where N is the polynomial 
order. What a lookup table gains in efficiency, it loses in memory consumption as the values need 
to be stored in RAM. This is not often a significant hindrance, yet section 3.4.2 outlines proper 
resampling of a lookup for memory economy. 
2.6.2 Taylor Series Approximation 
 One of the most common nonlinearity implementations in audio is the polynomial distortion, 
or a Taylor series approximation.  While a polynomial does not necessarily have to model a specific 
real-world counterpart, as done in [26] and [27], they can be used to this effect. One common 
method requires measuring the characteristic curve of a system, and fitting a polynomial to the 
curve either through least squares fitting or some form of regression [3]. The theory behind this 
approach was briefly discussed in Section. 2.3.2. 
While an acceptable method, a polynomial will diverge above 0 dBFS, potentially causing 
damage to equipment or listeners that exceed this threshold.  Crude solutions rely on clipping the 
model output above 0 dBFS at the expense of model accuracy. Additionally, high order 
polynomials come with a large computational cost, making them unfit to model complex non- 
linearities such as overdrive pedals. Polynomials have the benefit of being relatively continuous 
with respect to lookup tables, and do not suffer from step size effects such as quantization noise. 
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Knowing this, a subtle, static nonlinearity such as the linear region of a recording console would 
be an excellent choice for this approach. 
2.6.3 Volterra Series Estimation 
The Volterra series is a power series with separate memory for each power.  This type of 
distortion can be thought of as a polynomial, but with independent LTI filters for each harmonic 
[28]. There are multiple forms of the Volterra series, each form altering the number and 
arrangement of filters within each power branch, namely the Weiner variant (pre-distortion 
filtering), the Hammerstein variant (post-distortion filtering), and the Weiner-Hammerstein 
variant (pre/post-filtering) [29]. The Volterra series is extremely powerful, as it allows for 
modeling both nonlinear systems and systems with memory, along  with  the  ability  to  fine tune 
the response of individual harmonics. This is a significant advantage over the methods previously 
mentioned, as it allows encoding of distortion versus frequency information. 
Researchers have been actively studying the Volterra series as an avenue for audio effects 
modeling. Lamberto Tronchin has published several journal articles presenting methods to model 
a system using Volterra series [29] [30] [31]. His methods rely on research started by Angelo Farina, 
whose exponential sine sweep (ESS) is ubiquitous in modeling literature [32] [33]. Tronchin was 
able to successfully implement Volterra series as a real-time audio plug- in. However, the order of 
approximation was concerningly low with respect to the system undertaken (n = 6 for an Ibanez 
TS-9). Abel and Berners developed a widely referenced method of Volterra estimation that uses 
least squares fitting of the kernels (the branch filter coefficients) to a sweep response [28]. This 
method is similar to the ones outlined by Farina and Tronchin, except that it uses approximation 
as opposed to analytic evaluation. 
While powerful, the Volterra series suffers from practical limitations.  When implementing a 
Weiner-Hammerstein variant, there are two separate convolutions occurring in conjunction with 
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each power of the polynomial. The inefficiencies of high order polynomials have already been 
discussed, so it should be clear why adding several convolutions would further hinder 
performance. Moreover, estimation of the Volterra kernels is often only accurate for low powers. 
This can be seen in [28], where the approximation is seen to quickly lose accuracy, or, in the case 
of [30], approximation is limited to a prohibitively low order. As such, the Volterra series was not 
considered as a nonlinear form for this thesis, as previous research has shown them to be unfit 
for modeling the highly nonlinear systems common as audio effects. 
2.7 Variations on Common Methods 
Many common modeling methods are incapable of representing distortion versus frequency, 
and methods that can are either inaccurate, complex, or not properly developed. Several 
researchers have proposed modifications to common implementations to improve on inherent 
limitations, with distortion versus frequency being a main focus. Relevant variations, along with 
suggestions for further improvement, are discussed below. 
2.7.1 Multi-band Wave Shaping 
In [34], the authors present a unique method they call “Multi-band Waveshaping” (MBW), in 
which distortion is independently applied to isolated frequency bands between 500-7000 Hz. The 
main purpose of this modification is to eliminate the nonharmonic intermodulation distortion 
(IMD) caused by processing a complex signal by a nonlinear system. By isolating the spectrum 
into independent bands, the interaction between the majority of frequencies is significantly 
reduced, and IMD is lowered in effect. 
This concept, while interesting, could be expanded on further. The authors expressed 
concerns over aliasing, and so the >7 kHz region was not processed by the distortion. While well 
intended, neglecting these frequencies has a consequence. Distortion can be thought of as a change 
in level across an amplitude range. While this change creates harmonics, it has the additional effect 
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of decreasing the level of the fundamental frequency. Although most harmonics generated by the 
>7 kHz range are above the limit of hearing, the fundamentals themselves are audible, and 
therefore changes to them can be perceived. Not processing this region leaves frequencies wrongly 
unchanged, and decorrelates them from the rest of the spectrum. 
The mentality behind the < 500 Hz region should also be addressed. The authors state that 
the goal of ignoring the < 500 Hz region is to avoid cluttering upper midrange spectrum with low 
frequency harmonics. While thoughtful, most analog hardware exhibits a higher THD at low 
frequencies due to transformer hysteresis, and doing so could create a sound foreign to those 
familiar with analog equipment. While not necessarily bad, engineers concerned with analog 
modeling should bear this in mind. 
Another concept mentioned in their paper, yet not investigated, is the possibility for ap- plying 
different distortion functions to the individual bands. A modification for their method that still 
achieves a reduction in IMD is to measure the characteristic curve at different test frequencies, 
ideally at the center of each band. The band-related distortion functions could be applied to their 
respective bands, achieving a form of frequency dependent distortion. 
2.7.2 Gaskell (2014) Approach 
 One novel method created for this thesis involves the use of pre- & post-distortion filters to 
approximate a device’s THD versus frequency response. The idea came about after taking THD 
measurements using an Audio Precision AP2722, and was inspired by the Weiner-Hammerstein 
Volterra series. By fitting a filter response to THD versus frequency measurements of a system, 
and subsequently placing the passband normalized filter pre-nonlinearity, a semblance of the 
original THD response can be achieved. This filter must be attenuated post-nonlinearity, else risk 
imparting the signal with a bizarre frequency response. An “inverse THD” filter can be easily 
calculated by simply inverting the measured THD values before fitting.  This pre/post filter 
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approach was implemented by the author in the section 3.5 listening tests using a lookup table 
nonlinearity. 
Robert-Eric Gaskell published a paper outlining a similar technique in 2014 [3]. His approach 
was similar in that it required THD versus frequency measurements from an Audio Precision, and 
used a pre-distortion filter to match the response. Originally used to simulate op-amp distortion, 
Gaskell found that trained listeners were unable to distinguish between hard- ware and pre-filtered 
polynomial models in identification tests, supporting the validity of the technique. However, no 
inverse filtering was applied to correct the pre-filter, as recommended in the previous paragraph. 
This fact raised concerns for the applicability of Gaskell’s method outside the scope of op-amp 
simulation. Albeit slightly out of context, seeing as the method was meant for subtle, static 
nonlinearities, his approach still has the objective of modeling nonlinear audio systems. Therefore, 
it is not too far-reaching to apply the Gaskell approach for modeling nonlinear audio effects. 
The author would like to propose modifications to the method outlined in Gaskell’s paper. 
While the polynomial fit is a perfectly acceptable method, especially for a nonlinearity as subtle as 
op-amp distortion, lookup tables have the potential for more accurate results with potentially 
lower computational cost. For the duration of this paper, the singular pre-nonlinearity filter 
method with a lookup table will be referred to as the “Modified Gaskell” (MG) approach. 
Additionally, for the duration of this thesis the pre/post THD filtering method will be referred   
to as the “Weiner-Hammerstein lookup table” (WHLU) approach. 
2.8 Characteristic Curve Measurement 
When modeling a system assumed to be of the Hammerstein form, it is critical to accurately 
approximate the characteristic curve.  Measuring nonlinearities is a task well outside the scope of 
audio effects, with nonlinear systems being an integral subfield of electrical engineering. The 
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following section outlines a few approaches for characteristic curve measurement (some within 
the field of audio, some not), and highlights their applicability to the measurement of audio effects. 
2.8.1 Stepped Squares for Measuring Compressor Static Characteristics 
A successful method, not necessarily related to characteristic curves, is the measurement of 
static compressor characteristics. Compressor ratio curves can be thought of as unipolar 
characteristic curves, as they outline a reduction in output with respect to an increase in input. 
Methods to this effect are easily modified to accommodate bipolar and asymmetrical 
measurements. 
 
Figure 13. Stepped-square test signal as described in [35] (ramped square wave). 
 
Simmer et. al. described a simple procedure involving a square wave with periodically stepped 
amplitude levels [35]. The square wave starts muted, and is amplified by 1 dB every two seconds 
allowing ample time for the dynamic characteristics of the compressor to settle. Since square waves 
have identical RMS and peak values, the test will produce valid results regardless of the style of 
peak detection. A uni-polar input-output comparison will determine the approximate static curve 
of the compressor, generating values for use in lookup table com- pression. This method can be 
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easily adapted for characteristic curve measurement by treating the positive and negative phases 
separately. However, square waves are more prone to drastic amplitude changes from the filtering 
present in some systems. Further discussion of this topic occurs in section 3.3, which proposes a 
sine wave as the more appropriate waveform in this scenario. 
2.8.2 Signal Ramps for ADC Measurement 
An important measure of analog-to-digital converter (ADC) quality is linearity, or the lack 
thereof. There are many time-consuming methods for measuring ADC linearity, such as stepped 
voltage measurements. These measurements are course, and can be greatly improved upon by 
using AC test signals. One common method discussed in [36] is to use a signal ramp, essentially a 
very low frequency sawtooth wave, to sweep across a range of voltages (see Figure 14). A ramp 
measurement is relatively immune to dynamic effects, assuming an appropriately low frequency, 
yet this may lead to issues with the DC blocking capacitors found in many analog audio effects. 
a   b  
Figure 14. Signal ramp characteristic curve approximation. 
 
A simple modification to this approach is to use triangle waves as opposed to a signal    ramp. 
A triangle wave offers a change in input from 0% to 100%, then back from 100% to 0%. By taking 
the mean of both trajectories, the dynamic effects from the non-infinitely slow test signal will be 
Prior Art 
 35 
averaged, improving accuracy. A minor drawback of this method is a nonuniform sampling of the 
input space.  That is, the method generates values immediately incompatible as a lookup table 
without some sort of nonlinear approximator. This can be partially alleviated by using a sorting 
algorithm, as done in [37]. 
2.8.3 Sine Bursts 
Moller et. al. published a paper for the 2002 DaFX convention summarizing a new method for 
nonlinear transfer function measurement [37]. The paper presents a special type of test signal that 
they call “sine bursts”, which are exponentially decaying sine waves defined by equation 2.7, where 
U is an amplitude scalar, and A is a unitless dampening factor. In order to symmetrically sample 
the characteristic curve, a “positive” and “negative” burst must be independently tested. This 
process is simple, as it involves merely multiplying equation 2.7 by -1 (seen in Fig. 15a). 
 
(2.7) 
a   b  
Figure 15. Brief sine burst characteristic curve approximation. 
(a) Positive and negative sine bursts when f = 600. (b) Measured sine burst characteristic curve 




After processing sine bursts by a nonlinear system, a simple input-output comparison will 
achieve the characteristic approximation.  Moller et. al. used the MATLAB “sort” function post-
processing. While not necessary if simply plotting a characteristic curve, it does create a neatly 




This chapter outlines the both the frequency response and characteristic curve measurement 
methods used to create the models, and describes the listening tests used to compare the 
nonlinearity implementation methods. 
3.1 Exponentially Swept Sine 
One of the most ubiquitous approaches for frequency response estimation is the sine sweep 
method, which involves passing a known sine sweep through an LTI system to extract the system 
response [28]. This technique is practical in many ways, as a generic audio converter can easily 
reproduce a simple sine. Other ways exist for determining an impulse response, such as a direct 
impulse, yet digital-to-analog converters have trouble faithfully reproducing a true impulse. A 
direct impulse works ideally in a strictly digital environment, one that involves no conversion and 
the impulse remains preserved, but this is not often the case. MLS noise bursts can be used to a 
similar effect, yet noise is often low energy [38]. As a result, many engineers opt for the sine sweep 
and deconvolution. 
In order for deconvolution to work properly, the test signal must be known. A linear sine 
sweep will work, yet since it spends most of its time, therefore energy, in the upper octaves, it may 
be susceptible to naturally occurring noise [28]. In [32], Farina outlines a sine sweep with an 
exponentially increasing frequency trajectory, one that spends equal time in each octave visited, 
offering immunity from common acoustic noise. This sweep is defined in equations 3.1 and 3.2, 
where w0 and w1 are the angular starting and ending frequencies, respectively, and T is the sweep 







3.1.1 Correlation as Deconvolution 
The method described in [28] uses correlation between the sweep response and windowed test 
signal as a form of deconvolution, using a window described in equation 3.3 based off of the 
frequency trajectory in equation 3.4.  Correlation will generate a linear-phase impulse at t = 0 
filtered by the response of the sweep, and therefore the response of the system. As it was originally 
meant to extract the time-shifted impulse responses required for Volterra Kernel estimations, this 
t = 0 placement is crucial, as it places the “impulse responses” for harmonics into negative time 
relative to the linear response. These harmonic impulses can then be spliced, manipulated, or used 
for other calculations, or the central t = 0 response can be isolated and used to approximate the 





3.1.2 Features & Considerations 
Deconvolution as described above produces mixed results, often not fully rejecting the original 
sine sweep.  Figure 16a plots a spectrogram of the impulse derived by this method for the tanh(x) 
function and a low-pass at 1 kHz. Significant oversampling (16x) was required to remove aliasing 
to a tolerable level, seen in Figure 17a, posing difficulties in a strictly digital environment. Analog 
tests, free from aliasing under proper conditions, will likely not have this issue. 
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An impulse created via this method returns at astronomical levels, often several hundred dB 
above the targeted passband. Figures 16b and 17b show the respective isolated linear responses 
of Figures 16a and 17a after full scale normalization, before which they were peaking at 
approximately 200 dB FS. Passbands remain 25 dB above unity which is acceptable, but not ideal. 
In this case the target curve is known and can easily be modified, yet this raises obvious problems 
in black box modeling. In most cases a reasonable passband normalization can be approximated. 
However, it would be best if this were not necessary at all. 
3.2 Frequency-domain Deconvolution 
Correlation as deconvolution, along with the problems described above, is inefficient from a 
computational standpoint, and can be time consuming even for short test signals. Frequency 
domain deconvolution helps alleviate this complexity while returning more appropriate, if not 
more accurate, results. 
3.2.1 Process 
A test sweep, c[n], and processed sweep, g[n], have the complex spectra X[k] and Y[k] 
respectively. An LTI system will have some impulse response, h[n], with which g[n] = h[n] * c[n] 
where * denotes the convolution operator, or as a frequency domain equivalent, Y[k] = H[k] · 
X[k]. Frequency domain deconvolution, otherwise called “spectral division”, is performed by 
taking the Fourier transform of both the test and output signals, and dividing their complex spectra 





a   b  
Figure 16. Failed alias cancellation artifacts from correlation deconvolution. 
(a) Spectrogram of impulse derived from correlation deconvolution, (b) Isolated linear filter 
response. 
 
a   b  
Figure 17. Failed alias suppression artifacts after correlation deconvolution with 16x 
oversampling. 
(a) Spectrogram of impulse derived from correlation deconvolution with 16x oversampling, (b) 
Isolated linear filter response. 
 
Spectral division presents an issue in the cases where c[k] = 0.  If a frequency does not exist 
in the test signal, then the system response to that frequency cannot be defined. Aster and 
Borchers outline a method for Tikhonov regularization, or marginally offsetting the denominator 
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some value, l, to avoid division by 0 [39]. This also helps to reduce noise caused by divisors that 
would otherwise be small, and thereby create massive gain changes in the system response. The 
method for deconvolution used in this thesis is outlined in equations 3.6 and 3.7, where c* 





3.2.2 Features & Considerations 
After inverse transformation, spectral division will shift the majority of relevant time in- 
formation towards n = 1, or the first output sample of the impulse response. Irrelevant 
information, or harmonic responses, will be pushed in time towards infinity, and will be separated 
from the linear response along with potentially large quantities of noise (especially without proper 
regularization). Figure 18a plots the recovered frequency response of the same system attempted 
in Fig.s 16a and 17a. 
The recovered response as a whole contains large amounts of ripple, yet this can easily be 
removed by truncating extraneous samples of the impulse response (in this case, only using sample 
no.s 1 through 100).  The approximated linear response is much closer in amplitude to the 
expected 0 dB passband, only marginally reduced in level. Additionally, spectral division achieves 
more robust sweep alias cancellation without oversampling, seen in Figure 19a, and at 16x 
oversampling rejects aliasing entirely (see Fig. 20a). 
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a   b  
Figure 18. Isolated linear and phase response recovered using spectral division. 
(a) Noisy frequency response recovered from spectral division. (b) Phase responses. 
 
a   b  
Figure 19. Alias suppression from spectral division. 




a   b  
Figure 20. Successful alias suppression from spectral division and 16x oversampling. 
a) Full alias rejection from 16x over-sampling. (b) Isolated linear response. 
 
3.3 Ramped-Sine Measurement of a Characteristic Curve 
When processed by a nonlinear system a sine wave will receive some newly shaped waveform, 
but in most cases will retain the same fundamental frequency. Many factors determine this new 
shape, such as the frequency and amplitude of the input signal, and of course the response of the 
system itself. If observed across a wide range of amplitude values, a system’s characteristic curve 
can be approximated from the kind of shaping it applies. This is done using a novel method that 
this paper calls a “ramped-sine” (rSin), made by applying a monotonically increasing amplitude 
fade from 0 to 1 to a sine wave. The concept for the rSin was conceived by combining appealing 
attributes of the methods described in [35], [36], and [37].  All three of these methods along with 
their benefits and weaknesses are discussed in Section 2.7. 
3.3.1 Determination of Data Points using Pitch Period 
Each period of an oscillatory wave, simple or complex, has some minimum and maximum 
value. For example:  a sine wave at 0 dBFS will have a minimum and maximum value of -1 and 1, 
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respectively, every period. Figure 21 shows that when processed by the function arctan(x), these 
values become π/4 and -π/4, a level reduction of 2.09 dB. 
 
 
Figure 21. Time-domain view of a sine wave pre/post-processing by the atan(x) function. 
 
If an rSin is used as a test signal, this type of analysis can be performed every period, and the 
output values across a wide range of amplitudes can be determined. If the number of data points, 
i.e. the number of periods, is sufficiently high, this type of analysis forms a reasonable discrete 




a b  
Figure 22. Simple ramped-sine measurement of a characteristic curve. 
(a) Ramped-sine compared to processed output with periodic minima and maxima. (b) Measured 
data points resembling arctan(x). 
 
The number of data points generated by this method can be estimated with equation 3.8, 
where T is the rSin duration in seconds, and ƒ is the fundamental frequency in Hz. An approximate 
mapping of input values onto sorted data points of a lookup table, L, assuming an amplitude fade 





Note: the final +1 term in equation 3.9 may be neglected if implementing in a programming 
language that indexes from 0. 
3.4 rSin Considerations 
3.4.1 Choice of Frequency 
When performing an rSin measurement, it is important to remember that the test signal is      a 
pure tone, and analysis only recovers the characteristic curve at one frequency. As mentioned in 
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section 2.5.1, nonlinearity may vary with frequency, and the characteristic curve will change in 
effect. Observe Figure 23, which plots measured, RMS normalized characteristic curves of an 
Ibanez TS-9 Tube Screamer using rSin frequencies of 1236 Hz (solid), and 143 Hz (dotted).  It 
becomes clear that the 1236 Hz measurement has a much larger even harmonic content, as seen 
by differences in the third quadrant. This is confirmed by plotting the output spectra of these 
distortions in response to a 100 Hz test tone. Overall, the less smooth 1236 Hz curve offers a 
higher amount of harmonic distortion, with a THD ratio of -14.4 dB compared to the 143 Hz 
curve’s measure of -19 dB. Unless these two distortion algorithms are modified, they will produce 
these differing harmonic spectra across the entire range of input frequencies. Whether these 
differences are perceptually valid is another argument, but it is likely that these nonlinearities will 
create noticeably dissimilar effects. 
 




a   b  
Figure 24. Spectra created in response to a 100 Hz sine. 
(a) Spectrum created by the 1236 Hz characteristic curve. (b) Spectrum created by the 143 Hz 
characteristic curve. 
 
One could use a more complex test signal, such as ramped-square. However, a signal as 
harmonically rich as a square wave will be warped by any phase distortions present in the system 
under test, whereas a sine will only receive the singular shift corresponding to the frequency in 
question. Additionally, filtering in the system may further alter the waveform of a complex test 
signal, and correlate distortion at all frequencies to the amplitude of frequencies potentially not 
present in the input. A sine wave will simply change in level and phase in response to a filter, and 
is often immune to their effects in the measurement process. Refer to Figures 25a and 26b, which 
plot several complex measurement signals and their respective outputs after being processed by 
arctan(x) and a filter with the frequency response shown in Figure 27a. The measured data points 
can be seen in Figure 27b along with the attempted function, arctan(x). Ramped-noise does not 
work in a periodic calculation as it is aperiodic, and so it returns nonsensical results. A ramped-
square appears to have an increase in gain proportional to the high frequency boost, a factor of 2. 
The positive values of ramped-saw remain relatively unaffected, while the negative values have a 
similar high frequency gain increase near the discontinuities. 
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a   b  
Figure 25. Complex waveform measurements pt.1. 
 
a   b  




a   b  
Figure 27. Complex waveform measurements pt. 3. 
(a) System under test. (b) Resulting data points recovered from the periodic analysis of various 
waveforms. 
 
3.4.2 Choice of Length 
The relationship between input value and element number is not exactly linear, contrary to 
equation 3.9. Depending on the rSin length, equivalently the step size between data points, the 
relationship more closely resembles a piecewise linear function. This is an inherent by-product of 
the amplitude fade. Negative and positive values of a single period are asymmetrical about 0 due 
to their displacement in time, and therefore displacement along the fade. Values close to the origin 
are most susceptible, as seen in Figure 28, a case exaggerated using a low number of points. The 
approximate relationship outlined in equation 3.9 loses accuracy with a small number of points, 
as it assumes a linear relationship. This has drastic consequences on the integrity of the lookup 
table’s approximation, as seen in Figure 29a and 29b. Element error and deviation from the target 
function are plotted in Figure 29b, for a case of N = 21 (T = 0.02, ƒ = 500). Here, the maximum 





Figure 28. The relationship between input value and lookup table element number for the 
arctan(x) function if T = 0.02 and f = 500. 
a   b  
Figure 29. Lookup table element assignment error for an improperly sampled characteristic 
curve (T = 0.02 and f = 500). 
(a) Ideal function output compared to an improperly sampled characteristic measurement. (b) 
Element assignment error and resulting output error. 
 
This type of error is reduced with a longer rSin, made clear in Figure 30a, which plots the 
input-element relationship for an N = 1001 case (T = 1, ƒ = 500). With more data points this 
relationship approaches linearity, upon which the lookup table may be resampled with little 
consequence. This concept is demonstrated in Figure 30b, which shows the relationship after 
decimating the lookup table by a factor of four.  A longer rSin will not eliminate error entirely. 
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Yet, with a relatively short length of T = 1, output error has reduced to a maximum of 0.0015 (-
56.5 dBFS) for both the original and resampled tables. Knowing this, the optimal course is to 
measure using as long an rSin as possible, and resample later to save memory. 
a   b  
Figure 30. Linearity retention for properly sampled characteristic curves after decimation. 
(a) Approximately linear input-element relationship for a properly sampled characteristic curve, 
(b) 4x decimated input-element linearity retention. 
a   b  
Figure 31. High data count rSin approximation and error. 
(a) Increased approximation accuracy from a longer rSin (lookup table comparison). (b) 






Figure 32. Error for the resampled lookup table. 
 
One final note is that while mapping across the full-scale range, the maximum defined input 
will asymptotically approach -1 and 1. An rSin will never reach a value of 1 in its final period, as 
the fade has not reached a value of 1, and so the maximum measured input values will be -1 < xmax 
< 1. This can be fixed by using a ramped-cosine, as the last period will reach 1. However, this only 
solves half of the matter, and so it is often ignored. A long rSin will produce a small enough step 
size that the error created at these points is minimal. 
3.4.3 Choice of Amplitude Range 
The choice for the rSin amplitude range, and analogously, the range of voltages it covers, must 
be considered. It does little good to excite a voltage range largely outside the operating range of 
the DUT. While this does expose behavior of the nonlinear region of the device, there is a 
reasonable limit where it is assumed that no more current is available from the power supply, at 
which hard clipping will occur. Usually, in this instance, there are engineering fail- safes designed 
to protect hardware from this level of current, or the unit will simply suffer component damage 
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and no longer function. In the age of floating-point audio, it is often desirable to approximate as 
wide a range of voltages as possible. DAWs are no longer restricted between values of -1 and 1, 
and plug-ins can be driven several hundred dB beyond the ceiling of fixed-point audio. 
Converter calibration level must also be taken into account. If a converter is calibrated for a -
18 dB FS = +4 dBu output, the highest available output is +22 dBu. Assuming equal input 
calibration, the maximum input level is also +22 dBu. Well-designed line-level audio equipment 
frequently has a maximum operating level (1% THD at 1 kHz) around +24 dBu [6] [40] [41]. 
While 1% THD is high from an engineering standpoint, it is low compared to what is often desired 
from a distortion effect. It may be valuable to measure the highly nonlinear region of a device 
(beyond the MOL), and allow for a defined output for levels greater than full scale. 
Otherwise, only a relatively linear region of operation for the device is modeled. This requires 
signal levels greater than what can be handled by standard audio converters.  A simple solution is 
to increase the signal level before the DUT, and equivalently decrease pre-conversion. Doing so 
breaks the relationship between output voltage and measured voltage, yet this relationship can be 
relatively restored by applying an equivalent gain reduction to digital signals before processing by 
the model. 
3.4.4 Consideration of Noise 
The DUT’s noise floor will also affect rSin measurements, especially if the generated 
characteristic curve values are used in a lookup table distortion. All analog devices will have some 
degree of noise, and this can appear as randomization in the measured data points. A musical 
signal, or one with some sort of envelope, will have oscillations at many amplitude levels. These 
low-level oscillations “scan” through the affected points, creating an effect similar to quantization 
noise or a “bitcrusher.” It will not recreate the noise of the DUT. The affected values are encoded 
into the lookup table, therefore no longer random, and will only activate if a signal is present. The 
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relative severity of this extraneous distortion can be visualized using a sine-wave with amplitude 
modulation, preferably by an LFO below 20 Hz. The amplitude modulation acts as a faux 
envelope, mimicking the oscillations across a wide range of affected data points. With this test, 
distortion manifests in the frequency domain as noisy side-lobes of an output signal. 
 
Figure 33. Characteristic curve approximation with added noise 
 
This issue can be avoided to some extent by using a longer rSin, allowing for more cycles, 
more data points, and smaller step sizes between points. However, the problem is not often born 
from a low number of data points, but from inherent system noise. One solution is to apply 
smoothing to the lookup table. Normalized Gaussian smoothing like in equations (3.10) and (3.11) 
will assist in removing side-lobes, with the strength of the smoothing at a center point, c, depending 
on the standard deviation, s, of the Gaussian curve. Due to the severity of the added noise in 
Figure 34a it would be difficult to truly regain the original characteristic curve. However, this 
approach can produce a reasonable recovery of the original. One interesting side effect of 
smoothing is the added ability to resample a lookup table. With noise removed, a lookup table 
may be resampled with less error, and any interpolation will follow the intended function more 
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closely. This has a similar effect to having a longer rSin, and can be an emergency fix if 
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Figure 35. The effect of Gaussian smoothing on lookup table side lobes. 
(a) Frequency domain side lobes caused by noisy lookup table distortions. (b) Side lobe 
reduction after Gaussian smoothing. 
 
3.5 Listening Tests 
To test the perceptual validity of common black box modeling algorithms, a three-part 
listening test was designed. Algorithms should be tested on effects of varying complexity, and 
tested using sound sources with different playing styles, dynamic range, and transient mate- rial. 
There have been few, if any, perceptual comparisons in this style. Similar comparisons have 
occurred, but usually between one novel algorithm and hardware, and not multiple algorithms 
testing against each-other [3]. Results from these tests offer insight into the perceptual limitations 
of the rSin and ESS methods, as well as the nonlinearity implementations. 
3.5.1 Models 
In order to test the algorithms under a wide range of scenarios, three hardware audio effects 
(an Ibanez TS-9, Otari MTR-10 at 30 IPS, and an API 2098 channel strip) were modeled using 
four nonlinear implementations (lookup table, polynomial, Modified Gaskell and Weiner- 
Hammerstein lookup table) making twelve total models. The polynomial approximations were up 
to an order of 32, and lookup tables used linear interpolation between data points. All models 
Methods 
 57 
were implemented in the Hammerstein form, with a nonlinear block followed by convolution. All 
characteristic curves were measured using a 30 second rSin at 500Hz, and all impulse responses 
were derived via a five-second ESS and spectral division. The pre/post-nonlinearity THD filters 
for the MG and WHLU approaches were 4096 order FIR approximations of THD versus 
frequency measurements made with an Audio Precision AP2722. Nonlinear blocks were 
implemented with 4x oversampling to avoid aliasing. 
3.5.2 Test Design & Interface 
The test was a three-part paired-subject ABX identification test, with one part per device, and 
one testing session per part. The testing sessions were spread across multiple days, and were 
performed on an ad hoc basis according to the subjects’ availability. There was no definitive testing 
schedule. 
A screenshot of the MATLAB testing interface can be seen in Figure 36. Samples “A” and 
“B” were randomly either a 3-second solo instrumental excerpt processed by a model, or the same 
excerpt processed by hardware. By this task, if a subject was unable to distinguish between the 
hardware and model excerpts, responses would appear as guessing. The three categories of 
independent variables include the device modeled, the modeling algorithm, and program material. 
The dependent variable was simply the subject response, either “X is A” or “X is B”. The test 
functioned off a null hypothesis assuming there would be no performance difference regardless 





Figure 36. Screenshot of the MATLAB ABX testing interface used in the test sessions. 
 
3.5.3 TS-9 Stimuli 
All excerpts in the TS-9 trials were DI recordings of a Hagstrom Viking semi-hollow body 
electric guitar. Clips were recorded through a Radial Pro-DI direct box into a MOTU 896 interface 
with preamp gain added as needed. Out of the recordings, three excerpts were chosen to be used 
in the testing, all of which were subsequently named for their playing style: Palm Mutes, Power 
Chords, and Soft Arpeggios. All clips were truncated to be 3 seconds in length, and were not 
normalized prior to processing by the models or hardware TS-9. 
Hardware stimuli were created by amplifying the DI recordings through a TS-9 and Bogner 
Alchemist tube guitar amplifier outfitted with a 1 x 12” Celestion driver. The decision to re-amp 
the excerpts through a guitar amplifier was a choice of contextuality. It is unlikely that a TS-9 will 
be used in isolation, as they are often used in conjunction with an amplifier and cabinet of some 
sort. All excerpts were run through the “Crunch” channel of the amplifier, with settings seen in 
Figure 38b. Recordings were made by close microphone placement to the amplifier with an Audix 
i5 in an anechoic chamber, eliminating any possible effect of room. The TS-9 and Pro-RMP were 
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calibrated so that a 0 dBFS sine wave would output the re-amp box at +6 dBu, and the TS-9 at 
+2.5 dBu post-processing. All stimuli were RMS normalized to -30 dBFS prior to presentation. 
 
Figure 37. Picture of the amplifying setup for the TS-9 stimuli.  The re-amp box, TS-9, and i5 




a  b  
Figure 38. Hardware settings used for amplifying when creating the TS-9 stimuli. 
(a) Settings for the Bogner tube amplifier used for amplifying the TS-9 Stimuli. (b) Settings for 
the TS-9 used for amplifying the TS-9 Stimuli. These settings are identical to the ones used for 
the model measurements. 
 
Model stimuli were made via processing the excerpts with the MATLAB models, and 
amplifying the processed excerpts through the amplifier exclusively. All processed excerpts were 
voltage matched to insure equal loading of the amplifier in reference to the hardware stimuli. 
Voltage matching was performed by processing a 0 dB FS sine wave through each model, and 
reading the corresponding voltage with an Audio Precision AP2-722 prior to the amplifier. A 
passive trim pot on the Pro-RMP was calibrated to maintain the 0 dBFS = +2.5 dBu output for 
each model. Stimuli were recorded in the same manner as above, and RMS normalized to -30 dB 
FS prior to presentation. 
3.5.4 Otari and API Stimuli 
The excerpts used in the Otari and API trials were stereo drum recordings taken from the 
Logic Pro 9 loop library.  These excerpts were chosen in a similar fashion as above, and are as 




Hardware stimuli were created by printing the unprocessed excerpts through the appropriate 
hardware channel (channel 1 of the Otari, and channel 5 of the API). An Apogee Symphony   I/O 
MK1 was used for conversion in both cases. The original model measurements were made using 
the same converter, and as such no additional calibration steps were needed.   The left and right 
channels of the excerpts were printed separately, seeing as only one channel of the devices were 
modeled. Model stimuli were made by simply processing the excerpts through the MATLAB 
models. All stimuli were RMS normalized to -30 dBFS prior to presentation. 
3.5.5 Trials 
Test sessions were separated by device and given in the order seen below. Each model and 
excerpt combination was presented ten times within each test, making 120 trials per session, and 
360 total trials per subject. Subjects could proceed at their own pace, with an average session time 
of approximately 18 minutes. 
• Test 1: TS-9 
• Test 2: Otari 
• Test 3: API 
3.5.6 Subjects 
Subjects were six Belmont University Audio Engineering graduate students, all of which had 
received graduate-level training in critical listening. Subjects were not made aware of the intent of 
the study, and were simply informed they were taking an ABX listening test. No subjects reported 




Correct and incorrect guesses of X were scored as either 1 or 0, respectively, making 360 
binomial trials per subject. The ten binomial trials of each scenario were averaged, making for 36 
data points per subject.  Binomial means were transformed to the arcsine scale for use in ANOVA 
via 2arcsin(x). In these results a higher mean indicates more reliable identification, i.e. poorer 
performance of the model. A one-way between subject ANOVA found no effect of subject 
throughout testing (F = 0.353, p = .88). Additionally, one-way ANOVA found no effect of audio 
interface (F = 2.13, p = .15). 
4.1 Overall Effect of Model Algorithm and Hardware 
Two-way ANOVA found an extremely significant effect of model algorithm (F = 47.7, p < 
.001) and hardware device (F = 75.5, p < .001). Relevant elementary statistics for both the 
algorithm and device factor can be seen in Table 1. A complete series of Fisher LSD post-hoc 
comparisons produced the significant comparisons seen in Table 2. 
Table 1. Statistics for the algorithm and device factors. 
Group n M 
LU 54 0.652 
Poly 54 0.704 
MG 54 0.946 
WHLU 54 0.713 
TS-9 72 0.629 
Otari 72 0.704 








Table 2. Significant post-hoc comparisons for the algorithm and device factors. 
Group p 
LU vs. Poly .005 
LU vs. WHLU .005 
LU vs. MG < .001 
Poly vs. MG < .001 
WHLU vs. MG < .001 
API vs. Tape .004 
API vs. TS-9 < .001 
Tape vs. TS-9 < .001 
 
4.2 TS-9 Trials 
Two-way ANOVA for excerpt and model algorithm within the TS-9 trials found no significant 
effect of excerpt (F = 0.248, p = .26), and an extremely significant effect of model algorithm (F = 
11.1, p < .001).  The poly and WHLU algorithms were distinguishable with at or near 100% 
identification, indicating perceptual failure of the model. These differences result in both the LU 
and MG algorithms having significantly different levels of identification, implying them to be the 
superior models regardless of excerpt (seen in Table 4). 
Table 3. Statistics for the algorithm and excerpt factors within the TS-9. 
Group n M 
LU 18 0.867 
Poly 18 1.00 
MG 18 0.856 
WHLU 18 0.989 
Palm Mutes 24 0.942 
Power Chords 24 0.942 
Soft Arpeggio 24 0.900 
 
Table 4. Significant post-hoc comparisons among algorithms within the TS-9 trials. 
Comparison p 
LU vs. Poly < .001 
LU vs. WHLU < .001 
MG vs. Poly < .001 
MG vs. WHLU < .001 
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4.3 Otari Trials 
Two-way ANOVA found a significant effect for both excerpt (F = 16.9, p < .001) and model 
algorithm (F = 25.4, p < .001). The LU algorithm performed nearly at chance, indicating an 
inability to differentiate between it and the hardware processed excerpt. The MG algorithm, 
however, contrary to its performance in the TS-9 trials, had nearly 100% identification. Significant 
post-hoc comparisons in Table 6 highlight the MG as significantly different than all other 
algorithms. It is also worth noting that the Pop Country Kit excerpt was more easily identified 
than the other excerpts, with a mean score of 0.863 compared to 0.633 and 0.617. Post-hoc 
comparisons, seen in Table 7, show this to be significantly different than all other excerpts. This 
effect of comparison remains true even within the algorithms, seen in Table 8. The MG 
comparisons were not included as none of them were significant, since the model was easily 
identifiable regardless of excerpt. 
Table 5. Statistics for the algorithm and excerpt factors within the Otari trials. 
Group n M 
LU 18 0.550 
Poly 18 0.644 
MG 18 0.989 
WHLU 18 0.633 
Samba 24 0.633 
Big Room Rock 24 0.617 
Pop Country Kit 24 0.863 
Table 6. Significant post-hoc comparisons among algorithms within the Otari trials. 
Comparison p 
LU vs. MG < .001 
Poly vs. MG < .001 






Table 7. Post-hoc comparisons among excerpts within the Otari trials 
Comparison p 
Samba vs. Big Room Rock  .999 
Samba vs. Pop Country Kit < .001 
Big Room Rock vs. Pop Country Kit < .001 
Table 8. Post-hoc excerpt comparisons within each algorithm of the Otari trials. 
LU Comparison p 
Samba vs. Big Room Rock .868 
Samba vs. Pop Country Kit .006 
Big Room Rock vs. Pop Country Kit .003 
Poly Comparison p 
Samba vs. Big Room Rock .200 
Samba vs. Pop Country Kit .004 
Big Room Rock vs. Pop Country Kit <.001 
WHLU Comparison p 
Samba vs. Big Room Rock .542 
Samba vs. Pop Country Kit < .001 
Big Room Rock vs. Pop Country Kit < .002 
 
4.4 API Trials 
Two-way ANOVA found no significant effect of excerpt (F = 1.02, p = .37), and an extremely 
significant effect of model algorithm (F = 92.2, p < .001). Significant Fisher LSD post-hoc 
comparisons, seen in Table 10, again found the MG algorithm to be significantly different than all 
other algorithms. 
Table 9. Statistics for the algorithm and excerpt factors within the API trials. 
Group n M 
LU 18 0.524 
Poly 18 0.467 
MG 18 0.994 
WHLU 18 0.517 
Samba 24 0.622 
Big Room Rock 24 0.658 





Table 10. Significant post-hoc comparisons among algorithms within the API trials. 
Comparison p 
LU vs. MG < .001 
Poly vs. MG < .001 





Based off of the statistics seen in Section 4, the null hypotheses assuming no performance 
differences between device, modeling algorithm, or program material can be safely rejected. 
Listening tests found that in most situations, a simple lookup table will give the most accurate 
subjective results as a nonlinear model when compared to a polynomial, MG, or WHLU. 
Considering the computational efficiency of a lookup table, it is the preferable algorithm of the 
ones tested. However, lookup tables may be placed under stress when modeling highly nonlinear 
effects like the TS-9. While still the best performing method (with respect to the inability to 
differentiate model and hardware), lookup tables were reliably distinguished in the TS-9 trials with 
87% identification. This may be due to inaccuracies of the rSin measurement method. 
A polynomial nonlinearity, even at an excessive order (n = 32), is unfit to model a highly 
nonlinear system like the TS-9. Despite this, the polynomial models achieved approximately the 
same level of identification as the LU, MG, and WHLU algorithms in the Otari and API trials. As 
suggested, polynomials are attractive candidates for modeling subtly nonlinear systems. Regardless 
of their average test scores, computational inefficiencies make them a less ideal implementation 
overall. 
The MG approach performed outstandingly worse in all cases except the TS-9 trials, where it 
performed approximately as well as a regular lookup table. One potential explanation is the 
similarity between the pre-filter and the frequency response for the TS-9, seen in Fig. 39.  Since 
the frequency responses of the two filters are similar, it could be that their compounded frequency 
response garnered little perceptual change.  Furthermore, the MG essentially acted as a control in 
the Otari and API trials, with near 100% identification regardless of excerpt. Knowing this, the 
MG approach should probably not be used as a modeling method, as it is reliably differentiable in 
most of the cases tested. Additionally, seeing as a lookup table achieved more desirable results 
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than a polynomial, and the approach outlined in [3] uses the same pre-filter concept but with a 
polynomial, the regular Gaskell approach should also not be used as a modeling method. 
 
Figure 39. Comparison showing the similarity between the THD pre-filter used for the MG 
model of the TS-9, and the ESS measured frequency response. 
 
The WHLU approach achieved performance similar to the polynomial and lookup table for 
the Otari and API trials. However, it performed dreadfully in the TS-9 trials with 99% 
identification. Despite being the clear outlier in the TS-9 trials, several subjects indicated a 
subjective preference for the sonic character it imparted, with one subject commenting verbatim, 
“that’s what I would want my guitar tone to sound like.” This is likely due to the extreme shape 
of the inverse THD filter, with significant boosts for both low and high frequencies. Seeing as it 
performed comparably to more efficient algorithms, the WHLU approach should be used with 




Figure 40. Frequency response of the TS-9 inverse THD filter. 
 
The only hardware device to achieve a significant effect of excerpt was the Otari MTR-10, 
with the Pop Country Kit being the clear outlier. This effect was seen across all algorithms, with 
the exception of the MG algorithm, whose obvious identification negated any effect of excerpt. 
The Pop Country Kit excerpt was specifically chosen due to its heavy transient and low frequency 
material. Knowing this, it is safe to assume that the Otari MTR-10, or, specifically, the magnetic 





ABX listening tests compared subjects’ ability to identify a model in a hardware/model 
comparison, assuming a null hypothesis of no perceptible sonic difference between the hard- ware 
and model regardless of the modeled device, nonlinearity implementation, or test signal program 
material. Measurements for these models were taken using a Farina ESS and spectral division, 
along with a novel nonlinear measurement method proposed by this thesis; the rSin. Multiple 
common nonlinearity implementations like the lookup table and polynomial were used, along with 
two proposed modifications to the lookup table; the Modified Gaskell and Weiner- Hammerstein 
lookup table. These four algorithms were all tested as implementations of three different hardware 
audio effects: an Ibanez TS-9, Otari MTR-10, and API 2098 channel strip. All 12 models were 
tested using signals with varying musical content and program material in an attempt to excite any 
reactive properties of the hardware. 
Results from these listening tests support the notion to reject all null hypotheses, and found a 
significant effect of device modeled, implementation algorithm, and test signal on identification 
across all subjects. Statistics from these tests provide evidence that the lookup table would be the 
preferred nonlinearity implementation out of the ones tested, as it has the lowest computational 
complexity and identification rate. The other algorithms tested are less desirable implementations 
in comparison. The proposed WHLU implementation performed nearly as well as the lookup 
table for most situations, but at an increased computational cost. As such, the subjective advantage 
of encoding THD versus frequency information into nonlinear audio models may be minimal. 
6.1 Further Research 
One advantage of this study is the wide number of possibilities for further research. This study 
was concerned with only one class of a single subfield of nonlinear systems estimation; black box 
Hammerstein models. These listening tests could be easily be expanded on by simply adding white 
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box models into the comparison. Additionally, many other nonlinear measurement and 
implementations methods could be used, such as a signal ramp characteristic curve measurement 
or Volterra series implementation. Seeing as Lamberto Tronchin has used Volterra series to model 
a TS-9 in his recent articles, this would be a favorable addition. There is, of course, the possibility 
of modeling other nonlinear effects, seeing as only three were tested. 
One limitation of the study is a relatively low number of subjects. While there were a sufficient 
number of binomial trials for each subject, testing more subjects would further strengthen results.  
More binomial trials could also be added, but this may push test length into the realms of listener 
fatigue. 
The ramped-sine measurement method has several avenues for further development. One 
modification to the rSin is related to the method used described in section 2.8.1 for compressor 
static characteristic measurements. As seen in section 3.4.2, using an amplitude fade for the rSin 
causes an asymmetrical sampling of the input space. This problem can be alleviated by using 
stepped periods a la Simmer et. al, allowing for an equal positive & negative input every period. 
Furthermore, the lookup tables generated from an rSin assume a linear relationship between 
input amplitude and element number. This assumption is the result of a linear amplitude fade, and 
causes a reduced number of data points available for low level signals. One idea explored, yet not 
investigated by this thesis, is using a logarithmic amplitude fade for the rSin. A fade of this type 
will cause a logarithmic relationship between input amplitude and element number, generating 
more data points for lower amplitudes, and therefore not incurring additional quantization 
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The following appendix presents analyses on a series of digital models made for three pieces 
of nonlinear audio hardware: an Ibanez TS-9 Tube Screamer, an Otari MTR-10 two-track tape 
machine with RMG SM900 tape, and a modified 60’s era API 2098 recording console. Hard- ware 
measurements were taken using an Audio Precision AP2722 (herein abbreviated to “AP”) for 
comparison. All characteristic curves were measured using a 30 second rSin with a center 
frequency of 500 Hz, and impulse responses were created using a five-second ESS and spectral 
di- vision. Measurements were smoothed or truncated to reduce noise when necessary. THD 
filters for the MG and WHLU approaches were FIR approximations of a THD response measured 
by the AP. 
A.1 Ibanez TS-9 Tube Screamer 
A.1.1 Measurement Level 
Tube Screamer measurements were made with a test level of -12 dBu. This level was decided 
on by measuring the output of loud strums for several electric guitars, listed in Table 11, from 
which an desired maximum level of +6 dBu was chosen. In this case, the analogous full-scale 
voltage model would be 0 dBFS = +6 dBu. All model measurements were to be taken using a 
MOTU 896 interface calibrated for -18 dBFS = +4 dBu output, meaning that the nominal line-
level test voltage would be 18 dB below the 0 dBFS output of +22 dBu. From there, it was deduced 
that a comparable test voltage would be -12 dBu, or 18 dB below the desired 0 dB FS = +6 dBu 
maximum. The Tube Screamer was dialed with appropriate settings, seen in Fig. 41, and was level 
calibrated for 0 dB throughput at 500 Hz. All measurements were made with proper impedance 





Table 11. Measured guitar output voltages from loud strums. 
Guitar Loud Strum Output (vRMS) (dBu) 
Agile PRS replica 0.474 -4.27 
Epiphone Crestwood (Parallel) 0.402 -0.57 
Epiphone Crestwood (Series) 0.612 -2.05 
Epiphone Explorer (Parallel) 0.384 -6.09 
Epiphone Explorer (Series) 0.619 -1.95 
Hagstrom Viking Semi-Hollow 0.442 -4.87 
Yamaha Semi-Hollow 1.950 8.02 
 
 
Figure 41. TS-9 settings used during measurements. 
A.1.2 Frequency Response 
The AP measurements show that, with the Tone knob in its maximum clockwise position, the 
TS-9 exhibits a mid-range centered band-pass filter that crests in the 1.3 kHz region. Sine sweep 
measurements return a similar filter after truncation to 4096 samples, with slight gain differences 





Figure 42. AP & ESS measurements of the TS-9 frequency response 
A.1.3 Distortion Analysis 
Side-lobe noise from the lookup table was visualized by taking the FFT of a five-second 1 kHz 
sine wave amplitude modulated by a sine LFO with a rate of 1 second. Figure 43 shows the noise 
found in this analysis. It was determined that little quantization noise was created by this lookup 
table, and that Gaussian smoothing had little effect. As such, no smoothing was applied. 
 
Figure 43. TS-9 lookup table side-lobe noise in response to an amplitude modulated sine wave. 
Minimal noise was found. 
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Figures 44–46 show the harmonic spectra of the hardware, lookup table, and polynomial 
versions of the TS-9 in response to a 500 Hz sine wave at -18 dBFS. Only the lookup table and 
polynomial were tested as all relevant algorithms use one of these nonlinear blocks at their core. 
All responses were level matched in relation to the fundamental of the output spectra. Figure 45 
shows a clear lack of even harmonic content relative to the hardware, but indicates accurate 
measurement of the odd harmonic content. The polynomial response is wildly different than the 
hardware, with harmonics falling off completely far before so in the hardware. However, a similar 
reduction in even harmonic content can be seen, leading to the assumption of inaccuracies of the 
rSin measurement. 
 




Figure 45. Output spectrum of a measured TS-9 lookup table in response to a 500 Hz sine wave. 
 
Figure 46. Output spectrum of a 32-order polynomial fit of a TS-9 characteristic curve in 
response to a 500Hz sine wave. 
A.1.4 T.H.D. vs. Frequency 
The THD filters were created using a 4096 order FIR filter generated by the MATLAB fir2 
function, and data from AP measurements. The THD filter was normalized so that the crest near 
500 Hz, seen in Fig. 47, was unity gain. Identical normalization was applied to the inverse filter. 
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Seeing as the measurements were relatively free of noise, no smoothing was applied to the filters’ 
magnitude responses. 
 
Figure 47. AP measurements of the TS-9 THD vs. frequency response, with an fir 
approximation of the response. 
A.2 Otari MTR-10 with RMG SM900 Tape 
All measurements for the Otari MTR-10 were made on channel 1 with a +4 dBu sine wave 
input unless otherwise noted. Tape playback was set at 30 IPS. 
A.2.1 Frequency Response 
 The AP and ESS measurements return the frequency responses shown in Figure 48. The low 
frequency passband ripple, while strange, appears to be an accurate representation of the frequency 
response, as it appears in both the AP and ESS measurements. The significant inherent noise of 
the system made the impulse response derived via spectral division unusable, regardless of the 
amount of truncation. As such, one-octave Gaussian smoothing was applied to the magnitude 
response. Additionally, the impulse response contained an audible amount of pre-ringing or 
“ghosting,” a quality threatening the risk for 100% identification of the model. To eliminate 
ringing, the smoothed magnitude response was paired with the phase response from a 4096-order 
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linear phase approximation of the AP measurements. By this, pre-ringing was reduced to inaudible 
levels. 
 
Figure 48. AP & ESS measurements of the Otari frequency response. Inherent system noise is 
clearly visible in the high frequencies of the ESS impulse. 
 
Figure 49. Zoomed in frequency axis from 1 kHz to 20 kHz highlighting the high frequency 




Figure 50. AP & ESS measurements post-smoothing of the Otari frequency response. 
 





Figure 52. Time-domain view of the ESS impulse response fit with a linear phase response. 
A.2.2 Distortion Analysis 
Amplitude modulation testing for side-lobes in lookup table distortion found a significant 
amount of noise, again likely due to the inherent system noise present during the rSin 
measurement. Side-lobes are clearly visible in Fig. 53, which shows the FFT of a five-second 1 
kHz sine wave amplitude modulated by a sine LFO with a rate of 1 second. Figure 54 shows the 




Figure 53. Visible Otari lookup table side-lobe noise in response to an amplitude modulated sine 
wave. 
 
Figure 54. Otari lookup table side-lobe reduction after Gaussian smoothing. 
 
Sine wave analysis found the lookup and polynomial implementations to be fairly accurate 
representations of the hardware, with slight differences appearing in the even harmonic content. 
Additional quantization noise in the lookup table masks the higher harmonics found in the 
hardware, but the polynomial nonlinearity does not suffer from these effects. The harmonics of 
the polynomial decay off faster than what is seen in the hardware, but this is simply due to hitting 




Figure 55. Hardware Otari output spectrum in response to a 500 Hz sine wave. 
 





Figure 57. Output spectrum of a 32-order polynomial fit of the Otari characteristic curve in 
response to a 500 Hz sine wave. 
A.2.3 T.H.D. vs. Frequency 
THD measurements at +4 dBu returned a relatively flat response with a slight low shelf for 
frequencies below 40 Hz, and a peaking filter centered around 12 kHz (see Fig. 58). A 4096 order 
FIR approximation returns the response seen in Fig. 59, along with a version of the filter with a 1 
octave Gaussian smoothed magnitude response. The final THD and inverse THD filters can be 




Figure 58. AP measurements for noise and THD of the Otari MMTR-10. 
 
Figure 59. Smoothed and unsmoothed FIR approximations of the Otari MTR-10 THD 
response. 
 
Figure 60. Smoothed THD and inverse THD FIR approximations for the Otari MTR-10. 
A.3 API 2098 Channel Strip 
All measurements were taken on channel 5 of the API 2098 using the line input. Line trim and 
fader levels were set for unity +4 dBu throughput at 500 Hz. Channel measurements were taken 
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post-fader via a direct output prior to hitting the console multi-track bus sub-master amplifier. No 
additional processing occurred on the channel. 
A.3.1 Frequency Response 
AP frequency response measurements show a subtle bandpass at audible extremes, with the 
largest deviation from unity being roughly 0.5 dB at 20 Hz. The ESS impulse response, after level 
matching at 1 kHz, returns an approximately equal filter, with slight boosts as opposed to the dips 
seen by the AP. Seeing as the AP measurements and impulse response were nearly flat, no attempt 
was made to model the frequency response of the unit. 
 
Figure 61. AP and ESS measurements of the channel 5 frequency response. 
A.3.2 Distortion Analysis 
Side-lobe noise in the API lookup table was very minimal, as seen in Fig. 62. While little noise 
was present, it was still determined that Gaussian noise would have a positive benefit. As such, 




Figure 62. Visible API lookup table side-lobe noise in response to an amplitude modulated sine 
wave. 
 
Figure 63. API lookup table side-lobe reduction after Gaussian smoothing. 
 
Sine wave analysis of the hardware found the 2nd and 3rd harmonics to be slightly more 
pronounced than the rest of the spectrum (see Fig. 64). Regardless, until the API enters the hard-
clipping point from hitting the op-amp voltage rails, its effect is very subtle. The lookup table and 
polynomial obtained similar significance for the 3rd harmonic, but noticeably decreased in level 
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(see Fig.s 65 – 66). The second harmonic also appears to be reduced in level, implying a relative 
inaccuracy of these implementations. Results from the listening tests found no significant 
difference regardless of these inaccuracies, implying that the error was perceptually negligible. 
 
Figure 64. Hardware API output spectrum in response to a 500 Hz sine wave. 
 




Figure 66. Output spectrum of a 32-order polynomial fit of a API characteristic curve in 
response to a 500 Hz sine wave. 
A.3.3 T.H.D. vs. Frequency 
THD measurements at +4 dBu returned a flat response until approximately 1 kHz, at which 
a gradual low shelf appears due to transformer hysteresis seen in Fig. 67. The response above 1 
kHz can be assumed flat as it generally matches the white noise floor found in the unit. A 4096-
order FIR approximation returns the response seen in Fig. 68, with noise traits coded into the 
response due to the approximation order. Gaussian smoothing of the magnitude response 
achieves the passband normalized filter, done using 1-octave smoothing. Identical smoothing was 




Figure 67. AP measurements for noise and THD of the API 2098. 
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