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Abstract
In this work, we present another example of the Lagrangian 1-form structure for the hy-
perbolic Calogero-Moser system both in discrete-time level and continuous-time level. The
discrete-time hyperbolic Calogero-Moser system is obtained by considering pole-reduction of the
semi-discrete Kadomtsev-Petviashvili (KP) equation. The key relation called the discrete-time
closure relation is directly obtained from the compatibility between the temporal Lax matrices.
The continuous-time hierarchy of the hyperbolic Calogero-Moser system is obtained through
two successive continuum limits. The continuous-time closure relation, which is a consequence
of continuum limits on the discrete-time one, is also shown to hold.
1 Introduction
The Lagrangian multiform structure has become one of the main research topics in the inte-
grable systems after pioneer works were initiated by Lobb and Nijhoff [1–3]. In these works,
the discrete Lagrangian 2-form and 3-form for the systems with infinite degrees of freedom
had been shown to possess a remarkable property called the closure relation resulting from the
variational principle on the space of independent variables. Soon later, the Lagrangian 1-form
structure had been studied through the the systems with finite degrees of freedom namely the
rational Calogero-Moser system [4] and the rational Ruijsenaar-Schneider system [5] by one of
the authors. In these works, the discrete-time Lagrangians had been also shown to possess an
intriguing property called the closure relation which guarantees the invariance of the action un-
der local deformation of the curve on the space of independent variables. Then the continuum
limits had been considered to obtain the hierarchy of the systems in the continuous-time case
and continuous-time Lagrangians satisfied the closure relation. From this series of works on the
Lagrangian multiform structure, we may conclude that there exists a Lagrangian analogue of
the Liouville’s integrability [6]. Later on, a number of works in this direction of research have
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been continuously published [7–13].
In the present paper, we report the result of study further more on the Lagrangian 1-form struc-
ture of the Calogero-Moser type systems, or more specifically on the hyperbolic Calogero-Moser
system. In section 2, the two compatible discrete-time hyperbolic Calogero-Moser systems will
be obtained from the semi-discrete Kadomtsev-Petviashvili (KP) equation through the pole-
reduction method. The discrete Lagrangians are also established and the closure relation is
directly obtained via the connection between the temporal Lax matrix and the Lagrangian. In
section 3, the continuum limit will be performed on one of discrete-time variable resulting to a
hierarchy of the semi-continuous hyperbolic Calogero-Moser system. In section 4, the remaining
discrete-time variable is converted to the continuous-time variables leading to a hierarchy of the
continous-time hyperbolic Calogero-Moser system. The summary will be provided in the last
section together with some remarks.
2 The discrete-time flows
In this section, we begin to construct the discrete-time Hyperbolic Calogero-Moser system by
proceeding the same method provided in [4, 14,15].
Pole-reduction: We start to consider the semi-discrete Kadomtsev-Petviashvili (KP) equa-
tion given by
∂ξ(û− u˜) = (p − q + û− u˜)(u+ ̂˜u− û− u˜) , (2.1)
where p and q are two lattice parameters. The variable u is the classical field variable which
depends on two discrete variables (n,m) and a continuous variable ξ: u ≡ u(n,m, ξ). The nota-
tions u˜ = u(n+ 1,m, ξ) and û = u(n,m+ 1, ξ) are defined as the discrete-time evolution of the
variable u in n− and m−directions, respectively. The combination of discrete-time evolutions
is given by ̂˜u = u(n+ 1,m+ 1, ξ).
Eq. (2.1) is a consequence of the compatibility of the Lax pair given by
φ˜ = φξ + (p + u− u˜)φ , (2.2a)
φ̂ = φξ + (q + u− û)φ , (2.2b)
where, in the hyperbolic case, the variable u can be chosen in the form
u(n,m, ξ) =
N∑
i=1
coth (ξ − xi(n,m)) , (2.3)
and the plane wave function φ(n,m, ξ) is given in the form
φ =
(
1− coth(κ)
N∑
i=1
bi coth(ξ − xi)
)
(p + sinh(κ))n(q + sinh(κ))mesinh(κ)ξ, (2.4)
where κ is a spectral parameter and the parameters bi ≡ bi(n,m) are yet to be determined.
The n-flow: We substitute u and φ into the Lax equation (2.2a) resulting to a coupled equation
(see appendix A)
(p+ sinh(κ))b = tanh(κ)E +Lb , (2.5a)
(p+ sinh(κ))b˜ = tanh(κ)E +Mb , (2.5b)
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where b = (b1, b2, ..., bN )
T , E = (1, 1, ..., 1)T . The Lax matrices L and M are given in the form
L =
N∑
i,j=1
(coth(xi − x˜j)− coth(xi − xj))Eii −
N∑
j 6=i
coth(xi − xj)Eij , (2.6a)
M = −
N∑
i,j=1
coth(x˜i − xj)Eij . (2.6b)
The notation Eij is the element index of the matrix. In addition, the compatibility of equation
(2.5a) and (2.5b) leads to
(L˜M −ML)b+ tanh(κ)(L˜ −M)E = 0 , (2.7)
which we obtain
L˜M −ML = 0 , (2.8a)
(L˜−M)E = 0 . (2.8b)
Both (2.8a) and (2.8b) produce
N∑
j=1
(coth(xi − x˜j) + coth(xi − x˜j))− 2
N∑
j=1,j 6=i
coth(xi − xj) = 0 , (2.9)
which is the discrete-time equation of motion of the hyperbolic Calogero-Moser system in the
n−direction, see figure 1(a).
The m-flow: Next, if we substitute u and φ into equation (2.2b) we obtain
(q + sinh(κ))b = tanh(κ)E +Kb , (2.10a)
(q + sinh(κ))b̂ = tanh(κ)E +Nb , (2.10b)
where the Lax matrices K and N are in the form
K =
N∑
i,j=1
(coth (xi − x̂j)− coth (xi − xj))Eii −
N∑
j 6=i
coth(xi − xj)Eij , (2.11a)
N = −
N∑
i,j=1
coth(x̂i − xj)Eij . (2.11b)
The compatibility between (2.10a) and (2.10b) gives
(K̂N −NK)b+ tanh(κ)(K̂ −N )E = 0 , (2.12)
resulting to
K̂N −NK = 0 , (2.13a)
(K̂ −N )E = 0 . (2.13b)
Both (2.13a) and (2.13b) produce
N∑
j=1
(coth(xi − x̂j) + coth(xi − x̂j))− 2
N∑
j=1,j 6=i
coth(xi − xj) = 0 , (2.14)
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Figure 1: Discrete-time evolutions along the horizontal and vertical directions on the space of inde-
pendent variables.
which is the discrete-time equation of motion of the hyperbolic Calogero-Moser system in the
m−direction, see figure 1(b).
Constraints: The compatibilities between (2.5a) and (2.10a)
(p− q)b = (L−K)b , (2.15a)
and between (2.5b) and (2.10b)
(p− q)kE = (M̂ − N˜ )kE + (M̂N − N˜M)b , (2.15b)
which produce
p− q =
N∑
j=1
(coth(xi − x˜j)− coth(xi − x̂j)) , (2.16a)
p− q =
N∑
j=1
(coth(xi − x̂j)− coth(xi − x˜j)) . (2.16b)
These two equations describe the discrete-time evolution of the system involving two different
discrete directions shown in figures 2(a) and 2(b), respectively. Another two types of discrete-
time curve shown in figures 2(c) and 2(d) can be obtained with the help of equations of motion
(2.9) and (2.14).
Exact solution: The exact solution for the hyperbolic Calogero-Moser system takes the form
eY (n,m) = (pI +Λ)−n(qI +Λ)−meY (0,0)(pI +Λ)n(qI +Λ)m
−
nΛ
(pI +Λ)
−
mΛ
(qI +Λ)
, (2.17)
which its derivation is given in appendix B.
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Figure 2: Discrete-time evolutions around the corner.
The discrete action: We find that the action for discrete curves given in the figure 1(a)
and 1(b) are
Sh = L(n)(x, x˜) + L(n)(x,x˜) , (2.18a)
Sv = L(m)(x, x̂) + L(m)(x,x̂) , (2.18b)
where
L(n)(x, x˜) = −
N∑
i,j=1
ln |sinh(xi − x˜j)|+
1
2
N∑
j 6=i
(ln |sinh(xi − xj)|
+ ln |sinh(x˜i − x˜j)|) + p(Ξ− Ξ˜) , (2.19a)
L(m)(x, x̂) = −
N∑
i,j=1
ln |sinh(xi − x̂j)|+
1
2
N∑
j 6=i
(ln |sinh(xi − xj)|
+ ln |sinh(x̂i − x̂j)|) + q(Ξ− Ξ̂) , (2.19b)
where Ξ =
∑N
i xi. Then we perform the local variation of the discrete curves on the space of
dependent variables resulting to
δSh = 0 ⇒
∂L(n)
∂x˜i
+
∂˜L(n)
∂xi
= 0 , (2.20a)
δSv = 0 ⇒
∂L(m)
∂x̂i
+
∂̂L(m)
∂xi
= 0 . (2.20b)
(2.20a) and (2.20b) are discrete-time Euler-Lagrange equations yielding the equations of motion
(2.9) and (2.14), respectively. In addition, we have other four actions relating two different
discrete trajectories around the corner, shown in the figure 2, given by
S(a) = L(n)(x˜,x) + L(m)(x, x̂) , (2.21a)
S(b) = L(n)(x˜,x) + L(m)(x,x̂) , (2.21b)
S(c) = L(n)(x˜,x) + L(m)(x, x̂) , (2.21c)
S(d) = L(n)(x˜,x) + L(m)(x,x̂) . (2.21d)
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The local variation gives us
δS(a) = 0 ⇒
∂L(n)
∂x˜i
+
∂L(m)
∂x̂i
= 0 , (2.22a)
δS(b) = 0 ⇒
∂L(n)
∂x˜i +
∂L(m)
∂x̂i = 0 , (2.22b)
δS(c) = 0 ⇒
∂L(n)
∂x˜i +
∂L(m)
∂x̂i
= 0 , (2.22c)
δS(d) = 0 ⇒
∂L(n)
∂x˜i
+
∂L(m)
∂x̂i = 0 , (2.22d)
which yield the constraint equations.
The closure relation: We may employ the existence of the relation between temporal Lax
matrix and the Lagrangian [4] to establish the closure relation. We consider the compatibility
between the matrix M and the matrix N given by
M̂N = N˜M . (2.23)
This equation can be rewritten in the form
log |det M̂ |+ log |detN | = log |det N˜ |+ log |detM | . (2.24)
Using
L(n)(x, x˜) = log |detM |+ p(Ξ− Ξ˜) , (2.25)
L(m)(x, x̂) = log |detN |+ q(Ξ− Ξ̂) , (2.26)
then (2.24) becomes
L̂(n)(x, x˜)−L(n)(x, x˜)− L˜(m)(x, x̂) + L(m)(x, x̂) = 0 , (2.27)
with the condition
∑N
i=1
(
x˜i + x̂i − xi − ̂˜xi) = 0 holds on the solution. Equation (2.27) is the
well known relation for Lagrangian 1-form called the “discrete-time closure relation”. Actually
(2.27) is a direct result of the variation of discrete curve on the space of independent discrete
variables shown in figure 3. The action of discrete curve of Γ is
SΓ = L(m)(x, x̂) + L̂(n)(x, x˜) , (2.28)
and the action of discrete curve of Φ is
SΦ = L(n)(x, x˜) + L˜(m)(x, x̂) . (2.29)
Under the condition on the local variation: δS = SΓ − SΦ = 0, resulting to
L(m)(x, x̂) + L̂(n)(x, x˜)−L(n)(x, x˜)− L˜(m)(x, x̂) = 0 , (2.30)
which is indeed (2.27). The closure relation tells us that the action remains the same under
“local” deformation of the discrete curve on the space of independent variables.
6
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Figure 3: The local variation of the discrete curve on the space of independent variables.
3 The semi-continuous time flows
In this section, we are interested to perform a continuum limit on one of discrete variables.
However, a naive limit will produce only the first flow of the system in the hierarchy [14]. In
order to produce the whole continuous-time hierarchy (next section), we may need to cook up
these two discrete variables: N = n +m to get a new pair of discrete variables (N,m). With
this change of variables, we have
x(n,m) 7→ x(N,m) =: x,
x˜ = x(n + 1,m) 7→ x(N+ 1,m) =: x¯ ,
x̂ = x(n,m+ 1) 7→ x(N+ 1,m+ 1) =: ̂¯x ,̂˜x = x(n+ 1,m+ 1) 7→ x(N+ 2,m+ 1) =: ̂¯x .
The plane wave function can now be rewritten in the form
φ(N,m) =
(
1− coth(κ)
N∑
i=1
bi coth(ξ − xi)
)
(p+ sinh(κ))N
(
1−
ε
p+ sinh(κ)
)m
esinh(κ)ξ ,
(3.1)
where ε = p− q. In [4,5,13], the limit such that n→ −∞, m→ +∞ and ε→ 0 are considered
resulting to
φ(N, τ) =
(
1− coth(κ)
N∑
i=1
bi coth(ξ − xi)
)
(p+ sinh(κ))N e
sinh(κ)ξ− τ
p+sinh(κ) , (3.2)
where bi(n,m) → bi(N, τ) and τ = εm. In this present work, we do a little twist by rewriting
(3.1) in the form
φ(N,m) =
(
1− coth(κ)
N∑
i=1
bi coth(ξ − xi)
)
(p+ sinh(κ))N e
sinh(κ)ξ+m ln
(
1− ε
p+sinh(κ)
)
,
(3.3)
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and use the Taylor series with respect to the variable ε
φ(N, τl) =
(
1− coth(κ)
N∑
i=1
bi coth(ξ − xi)
)
(p+ sinh(κ))N esinh(κ)ξ+
∑
l=1 µlτl , (3.4)
where τl = mε
l and bi(n,m)→ bi(N, τl). The variable µl is defined
µl = −
1
l
1
(p + sinh(κ))l
. (3.5)
The reason that we generate many variables of τ because only (N, τ) are only enough to pro-
duce the first two flows in the hierarchy of the continuous-time hyperbolic Calogero-Moser
system [4, 5, 13]. In order to get the third flow, we need (N, τ1, τ2) and to get the fourth flow,
we need (N, τ1, τ2, τ3) and so on.
Lax pair: Under changing of variables, (2.2a) and (2.2b) become
φ˜ = φξ + (p+ u− u˜)φ , (3.6a)̂˜
φ = φξ + (p− ε+ u− ̂˜u)φ , (3.6b)
where φ˜ = φ(N + 1,m, ξ) and
̂˜
φ = φ̂(N + 1,m + 1, ξ). We expand (3.6b) with respect to the
variable ε to get
φ¯+ ε
∂φ¯
∂τ1
+ ε2
(
∂φ¯
∂τ2
+
1
2
∂2φ¯
∂τ21
)
+ ... = φξ +
(
p− ε+ u− u¯− ε
∂u¯
∂τ1
−ε2
(
∂u¯
∂τ2
+
1
2
∂2u¯
∂τ21
)
...
)
φ . (3.7)
We collect the equations in the following
O(ε0) : φ¯ = φξ + (p+ u− u¯)φ , (3.8a)
O(ε1) :
∂φ¯
∂τ1
= −
(
1 +
∂u¯
∂τ1
)
φ , (3.8b)
O(ε2) :
∂φ¯
∂τ2
+
1
2
∂2φ¯
∂τ21
= −
(
∂u¯
∂τ2
+
1
2
∂2u¯
∂τ21
)
φ . (3.8c)
(3.8) contains only the first three relations from the expansion in (3.7). The higher terms can
be obtained by just pushing forwards in the expansion.
The N−flow : Using (3.4) and the definition of the u, (3.8a) gives us
(p + sinh(κ))b = tanh(κ)E + Lb , (3.9a)
(p + sinh(κ))b¯ = tanh(κ)E +Mb , (3.9b)
where the Lax matrices L and M are
L =
N∑
i,j=1
(coth(xi − x¯j)− coth(xi − xj))Eii −
N∑
j 6=i
coth(xi − xj)Eij , (3.10a)
M = −
N∑
i,j=1
coth(x¯i − xj)Eij . (3.10b)
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The compatibility between (3.9a) and (3.9b) produces again the discrete-time hyperbolic Calogero-
Moser system
N∑
j=1
(
coth(xi − x¯j) + coth(xi − xj)
)
− 2
N∑
j 6=i
coth(xi − xj) = 0 , (3.11)
but with a new discrete-time variable N.
The τ1−flow : (3.8b) gives us
(p+ sinh(κ))
∂b¯
∂τ1
= b¯+Ab , (3.12a)
(p + sinh(κ))b¯ = tanh(κ)E +Mb , (3.12b)
−1 =
N∑
j=1
∂x¯j
∂τ1
csch2(xi − x¯j) , (3.12c)
where the matrix A is given in the form
A =
N∑
i,j=1
∂x¯i
∂τ1
csch2(x¯i − xj)Eij . (3.13)
Furthermore, we consider the compatibility between (3.12a) and (3.12b) resulting to [4]
− 1 =
N∑
j=1
∂xj
∂τ1
csch2(xi − xj) , (3.14a)
0 =
N∑
j=1
(
∂xj
∂τ1
csch2(x¯i − xj)−
∂xj
∂τ1
csch2(xi − xj)
)
. (3.14b)
(3.12c) and (3.14a) are the constraints of the system which can be obtained by direct semi-
continuum limit of the discrete-time equations of motion, later see (3.24a) and (3.25a). Using
(3.12c) and (3.14a), we can rewrite (3.14b) in the form
0 =
N∑
j=1
(
∂x¯j
∂τ1
csch2(xi − x¯j)−
∂xj
∂τ1
csch2(xi − xj)
)
, (3.15)
which is the equations of the motion associated with the τ1−flow, later see (3.23b).
The τ2−flow : (3.8c) gives us
(p+ sinh(κ))
(
∂b¯
∂τ2
+
1
2
∂2b¯
∂τ21
)
=
∂b¯
∂τ1
+Bb , (3.16a)
(p+ sinh(κ))b¯ = tanh(κ)E +Mb , (3.16b)
0 =
N∑
j=1
((
∂x¯j
∂τ2
+
1
2
∂2x¯j
∂τ21
)
csch2(xi − x¯j) +
(
∂x¯j
∂τ1
)2 coth(xi − x¯j)
sinh2(xi − x¯j)
)
, (3.16c)
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where the matrix B is given by
B =
N∑
i,j=1
((
∂x¯i
∂τ2
+
1
2
∂2x¯i
∂τ21
)
csch2(x¯i − xj)−
(
∂x¯i
∂τ1
)2 coth(x¯i − xj)
sinh2(x¯i − xj)
)
Eij . (3.17)
The compatibility between (3.16a) and (3.16b) gives
N∑
j=1
((
−
∂xj
∂τ2
+
1
2
∂2xj
∂τ21
)
csch2(xi − xj) +
(
∂xj
∂τ1
)2 coth(xi − xj)
sinh2(xi − xj)
)
= 0 , (3.18)
N∑
j=1
((
∂x¯j
∂τ2
+
1
2
∂2x¯j
∂τ21
)
csch2(xi − x¯j) +
(
∂x¯j
∂τ1
)2 coth(xi − x¯j)
sinh2(xi − x¯j)
+
(
−
∂xj
∂τ2
+
1
2
∂2xj
∂τ21
)
csch2(xi − xj) +
(
∂xj
∂τ1
)2 coth(xi − xj)
sinh2(xi − xj)
)
= 0 . (3.19)
(3.16c) and (3.18) are the constraint and (3.19) is the equations of motion of the system asso-
ciated with the τ2−flow.
Exact solution: The solution (2.17) can be rewritten in the form
e
Y (n,m) 7→ eY (N,m) = e−N ln(p+Λ)e
−m ln
(
1+ ε
p+Λ
)
eY (0,0)e
m ln
(
1+ ε
p+Λ
)
eN ln(p+Λ)
−
N
p+Λ
−
mε
(p +Λ)2
−
mε2
(p +Λ)3
− ... . (3.20a)
With the definition of τl, we have
e
Y (N,m) 7→ eY (N,τl) = e
−N ln
(
1+Λ
p
)
e
∑
l τl
(
1
l(p+Λ)l
)
eY (0,0)e
−
∑
l τl
(
1
l(p+Λ)l
)
e
N ln
(
1+Λ
p
)
−
N
p+Λ
−
τ1
(p+Λ)2
−
τ2
(p+Λ)3
− ... , (3.20b)
which is the exact solution in the semi-continuous time case.
Equations of motion: Under changing of variables, the equations of motion (2.14) becomes
N∑
j=1
(
coth(xi − ̂¯xj) + coth(xi − x̂j))− 2
N∑
j 6=i
coth(xi − xj) = 0 . (3.21)
Using the relations
x̂ =
(
e
∑
l ε
l ∂
∂τl
)
x
= x + ε
∂x
∂τ1
+ ε2
(
1
2
∂2x
∂τ21
+
∂x
∂τ2
)
+ ε3
(
1
6
∂3x
∂τ31
+
∂2x
∂τ1τ2
+
∂x
∂τ3
)
+ ..., (3.22a)
x̂ =
(
e
−
∑
l ε
l ∂
∂τl
)
x
= x− ε
∂x
∂τ1
− ε2
(
−
1
2
∂2x
∂τ21
+
∂x
∂τ2
)
− ε3
(
1
6
∂3x
∂τ31
−
∂2x
∂τ1τ2
+
∂x
∂τ3
)
+ .... (3.22b)
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Employing the above relations and expanding (3.21) with respect to the variable ε, we find that
O(ε0) :
N∑
j=1
(
coth(xi − x¯j) + coth(xi − xj)
)
− 2
N∑
j 6=i
coth(xi − xj) = 0 , (3.23a)
O(ε1) :
N∑
j=1
(
∂x¯j
∂τ1
csch2(xi − x¯j)−
∂xj
∂τ1
csch2(xi − xj)
)
= 0 , (3.23b)
O(ε2) :
N∑
j=1
((
∂x¯j
∂τ2
+
1
2
∂2x¯j
∂τ21
)
csch2(xi − x¯j) +
(
∂x¯j
∂τ1
)2 coth(xi − x¯j)
sinh2(xi − x¯j)
+
(
−
∂xj
∂τ2
+
1
2
∂2xj
∂τ21
)
csch2(xi − xj) +
(
∂xj
∂τ1
)2 coth(xi − xj)
sinh2(xi − xj)
)
= 0 .
(3.23c)
Here we provide only the first three equations in the expansion which are identical with what we
had derived before from the Lax equations. The equation (3.23a) is the equation of motion of
the hyperbolic Calogero-Moser system with the new discrete variable N. The equations (3.23b)
and (3.23c) are also the equation of motion associating with the variable τ1 and τ2, respectively.
Then the system of equations (3.23) forms a hierarchy of the semi-continuous time hyperbolic
Calogero-Moser system.
Constriants: We proceed the same steps of the semi-continuous limit on (2.16a) leading to
O(ε1) :
N∑
j=1
∂x¯j
∂τ1
csch2(xi − x¯j) = −1 , (3.24a)
O(ε2) :
N∑
j=1
((
∂x¯j
∂τ2
+
1
2
∂2x¯j
∂τ21
)
csch2(xi − x¯j) +
(
∂x¯j
∂τ1
)2 coth(xi − x¯j)
sinh2(xi − x¯j)
)
= 0 . (3.24b)
The constraint equation (2.16b) produces
O(ε1) :
N∑
j=1
∂xj
∂τ1
csch2 (xi − xj) = −1 , (3.25a)
O(ε2) :
N∑
j=1
((
−
∂xj
∂τ2
+
1
2
∂2xj
∂τ21
)
csch2(xi − xj) +
(
∂xj
∂τ1
)2 coth(xi − xj)
sinh2(xi − xj)
)
= 0 . (3.25b)
Using (3.24b) and (3.25a), the equation of motion (3.23c) can be further simplified to
N∑
j=1
(
∂x¯j
∂τ2
csch2(xi − x¯j)−
∂x¯i
∂τ1
∂xj
∂τ1
coth(xi − x¯j)
sinh2(xi − x¯j)
)
= 0 . (3.26)
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Lagrangians: The Lagrangian (2.19b) in terms of the new variables (N,m):
L(m) =
N∑
i,j=1
ln
∣∣sinh(xi − ̂¯xj)∣∣+ 1
2
N∑
j 6=i
(ln |sinh(xi − xj)|
+ ln
∣∣sinh(̂¯xi − ̂¯xj)∣∣)+ pΞ− p̂¯Ξ− εΞ− ε̂¯Ξ . (3.27)
We then expand with respect to the variable ε resulting to
L(m) 7→ ε
0
L(N) + ε
1
L(τ1) + ε
2
L(τ2) + ... , (3.28)
where
L(N) = −
N∑
i,j=1
ln |sinh(xi − x¯j)|+
1
2
N∑
j 6=i
ln |sinh(xi − xj) sinh(x¯i − x¯j)|+ p(Ξ− Ξ¯) ,
(3.29a)
L(τ1) =
N∑
i,j=1
∂x¯j
∂τ1
coth(xi − x¯j) +
N∑
j 6=i
∂x¯j
∂τ1
coth(x¯i − x¯j)− p
∂Ξ¯
∂τ1
+ Ξ¯− Ξ , (3.29b)
L(τ2) =
N∑
i,j=1
((
∂x¯j
∂τ2
+
1
2
∂2x¯j
∂τ21
)
coth(xi − x¯j) +
1
2
(
∂x¯j
∂τ1
)2
csch2(xi − x¯j)
)
−
N∑
j 6=i
((
∂x¯j
∂τ2
+
1
2
∂2x¯j
∂τ21
)
coth(x¯i − x¯j) +
1
2
(
∂x¯j
∂τ1
)2
csch2(x¯i − x¯j)
)
+
N∑
j 6=i
1
2
∂x¯i
∂τ1
∂x¯j
∂τ1
csch2(x¯i − x¯j)− p
(
1
2
∂2Ξ¯
∂τ21
+
∂Ξ¯
∂τ2
)
+
∂Ξ¯
∂τ1
. (3.29c)
These Lagrangians produce the equations of motion (3.23b), (3.23c) and (3.26), respectively.
This can be seen by substituting the Lagrangians in the following Euler-Lagrange equations
∂L(N)
∂x
+
∂L(N)
∂x¯
= 0 , (3.30a)
∂L(τ1)
∂x
−
d
dτ1
 ∂L(τ1)
∂
(
∂x
∂τ1
)
 = 0 , (3.30b)
∂L(τ2)
∂x
−
d
dτ2
 ∂L(τ2)
∂
(
∂x
∂τ2
)
 = 0 . (3.30c)
From (3.30), we see that {L(N),L(τ1),L(τ2), ...} form the Lagrangian hierarchy in the semi-
continuous time case.
4 The continuous-time flows
In this section, we need to consider the continuum limit of the remaining discrete variable N.
Again the naive limit on this variable would not satisfy our goal to create the hierarchy of the
system. What we need is that we have to cook up the old set of semi-continuous variables
{N, τ1, τ2, ...} to get a new set of fully continuous variables. In order to do so, we consider the
12
factor (p+sinh(κ))Nesinh(κ)ξ+
∑
l=1 µlτl of the plane wave function form the previous section which
can be rewritten
(p+ sinh(κ))Nesinh(κ)ξ+
∑
l=1 µlτl = pNe
sinh(κ)ξ+
∑
l=1 µlτl+N ln
(
1+ sinh(κ)
p
)
. (4.1)
We then expand the term N ln
(
1 + sinh(κ)
p
)
with respect to the variable p,
N ln
(
1 +
sinh(κ)
p
)
=
N
p
sinh(κ)−
N
2p2
sinh2(κ) +
N
3p3
sinh3(κ) + ... , (4.2)
and also expand
µ1τ1 = −
τ1
p
 1
1 + sinh(κ)
p
 = −τ1
p
+
τ1
p2
sinh(κ)−
τ1
p3
sinh2(κ) + ... , (4.3a)
µ2τ2 = −
τ2
2p2
 1
1 + sinh(κ)
p
2 = − τ2
2p2
+
τ2
p3
sinh(κ)−
3τ2
2p4
sinh2(κ) + ... , (4.3b)
µ3τ3 = −
τ3
3p3
 1
1 + sinh(κ)
p
3 = − τ3
3p3
+
τ3
p4
sinh(κ)−
2τ3
p5
sinh2(κ) + ... , (4.3c)
which have been done only the first three terms. The remaining terms can be expanded in the
same way. Hence, (4.1) becomes
(p+ sinh(κ))Nesinh(κ)ξ+
∑
l=1 µlτl = pNe
sinhκ
(
−
τ1
p
−
τ2
2p2
−
τ3
3p3
−...
)
e
sinh(κ)
(
ξ+N
p
+
τ1
p2
+...
)
×e
sinh2 (κ)
(
− N
2p2
−
τ1
p3
−
3τ2
2p4
−...
)
e
sinh3(κ)
(
N
3p3
+
τ1
p4
+
2τ2
p5
+...
)
×e
sinh4 (κ)
(
− N
4p4
−
τ1
p5
−
5τ2
2p6
−...
)
... .
Then the plane wave function is in the form
φ(t1, t2, t3, ...) =
(
1− coth(κ)
N∑
i=1
bi coth(t1 −Xi)
)
pNe
−
∑N
i=1
τi
ipi
+
∑N
i=1 sinh
i (κ)ti , (4.4)
where bi = bi(t1, t2, t3, ...), ξ − xi = t1 −Xi, and
t1 = ξ +
N
p
+
τ1
p2
+
τ2
p3
+
τ3
p4
+
τ4
p5
+ ..., (4.5a)
t2 = −
N
2p2
−
τ1
p3
−
3τ2
2p4
−
2τ3
p5
−
5τ4
2p6
..., (4.5b)
t3 =
N
3p3
+
τ1
p4
+
2τ2
p5
+
10τ3
3p6
+
5τ4
p7
+ ... . (4.5c)
Exact solution: We perform the expansion with respect to the variable p on (3.20b) yielding
e
Y (t1,t2,...) = e−Λ(t1−ξ)+Λ
2t2+...Y (0, 0)eΛ(t1−ξ)−Λ
2t2+...
−(t1 − ξ)− 2Λt2 + ... . (4.6)
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Equations of motion: To perform the continuum limit on the equations of motion, we first
need to get the following relations
∂xi
∂τ1
=
∂
∂τ1
(
Xi −
N
p
−
τ1
p2
−
τ2
p3
−
τ3
p4
− ...
)
= −
1
p2
−
1
p3
∂Xi
∂t2
+
1
p4
∂Xi
∂t3
−
1
p5
∂Xi
∂t4
+ ... , (4.7a)
∂xi
∂τ2
=
∂
∂τ2
(
Xi −
N
p
−
τ1
p2
−
τ2
p3
−
τ3
p4
− ...
)
= −
1
p3
−
3
2p4
∂Xi
∂t2
+
2
p5
∂Xi
∂t3
−
5
2p6
∂Xi
∂t4
+ ... , (4.7b)
∂xi
∂τ3
=
∂
∂τ3
(
Xi −
N
p
−
τ1
p2
−
τ2
p3
−
τ3
p4
− ...
)
= −
1
p4
−
2
p5
∂Xi
∂t2
+
10
3p6
∂Xi
∂t3
−
5
p7
∂Xi
∂t4
+ ... , (4.7c)
where ∂Xi
∂t1
= 0 is imposed. We also find that
xi(N± 1) = e
∓ ∂
p2∂t2
± ∂
p3∂t3
∓ ∂
p4∂t5
±....
Xi
= Xi ∓
1
p
∓
1
2p2
∂Xi
∂t2
±
1
3p3
∂Xi
∂t3
+
1
p4
(
∓
1
4
∂Xi
∂t4
+
1
8
∂2Xi
∂t22
)
+
1
p5
(
±
1
5
∂Xi
∂t5
−
1
6
∂2Xi
∂t2∂t3
)
+ ... . (4.8)
We now ready to perform the continuum limit on the equations of motion.
The N−flow : Equation (3.23a) gives
O(1/p2) :
∂2Xi
∂t22
+ 8
N∑
j=1,j 6=i
cosh(Xi −Xj)
sinh3(Xi −Xj)
= 0, (4.9a)
O(1/p3) :
∂2Xi
∂t2∂t3
− 6
N∑
j=1,j 6=i
(
∂Xi
∂t2
+
∂Xj
∂t2
)
cosh(Xi −Xj)
sinh3(Xi −Xj)
= 0 . (4.9b)
The τ1−flow : Equation (3.23b) gives
O(1/p3) :
∂2Xi
∂t22
+ 8
N∑
j=1,j 6=i
cosh(Xi −Xj)
sinh3(Xi −Xj)
= 0 , (4.10a)
O(1/p4) : −
1
4
∂Xi
∂t2
∂2Xi
∂t22
−
2
3
∂2Xi
∂t2∂t3
+
N∑
j=1,j 6=i
(
2
∂Xi
∂t2
+ 4
∂Xj
∂t2
)
×
cosh(Xi −Xj)
sinh3(Xi −Xj)
= 0. (4.10b)
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Equation (4.10b) can be further simplified by using the(4.10a) resulting to
∂2Xi
∂t2∂t3
− 6
N∑
j=1,j 6=i
(
∂Xi
∂t2
+
∂Xj
∂t2
)
cosh(Xi −Xj)
sinh3(Xi −Xj)
= 0 . (4.10c)
The τ2−flow : Equation (3.23c) gives
O(1/p4) :
∂2Xi
∂t22
+ 8
N∑
j=1,j 6=i
cosh(Xi −Xj)
sinh3(Xi −Xj)
= 0 , (4.11a)
O(1/p5) :
∂Xi
∂t2
∂2Xi
∂t22
+
5
3
∂2Xi
∂t2∂t3
=
N∑
j=1,j 6=i
(
2
∂Xi
∂t2
+ 10
∂Xj
∂t2
)
cosh(Xi −Xj)
sinh3(Xi −Xj)
. (4.11b)
Again, equation (4.11b) can be simplified by using the equation (4.11a) yielding
∂2Xi
∂t2∂t3
− 6
N∑
j=1,j 6=i
(
∂Xi
∂t2
+
∂Xj
∂t2
)
cosh(Xi −Xj)
sinh3(Xi −Xj)
= 0 . (4.11c)
In (4.9), (4.10) and (4.11), only the second and third flows in the heirarchy are considered. We
observe that every flows of the semi-continuous time case produce the same fully continuous-
time hierarchy of the hyperbolic Calogero-Moser system.
Lagrangians: The Lagrangians for the first two flows in the fully continuous-time hierarchy of
the hyperbolic Calogero-Moser system are given by
L(t2) =
N∑
i=1
1
2
(
∂Xi
∂t2
)2
+ 2
N∑
i 6=j
csch2(Xi −Xj) , (4.12)
L(t3) =
N∑
i=1
(
∂Xi
∂t2
∂Xi
∂t3
+
1
4
(
∂Xi
∂t2
)3)
− 3
N∑
i 6=j
∂Xi
∂t2
csch2(Xi −Xj) . (4.13)
and their Euler-Lagrange equations are given by
∂L(t2)
∂Xi
−
∂
∂t2
(
∂L(t2)
∂(∂Xi
∂t2
)
)
= 0 , (4.14)
∂L(t3)
∂Xi
−
∂
∂t3
(
∂L(t3)
∂(∂Xi
∂t3
)
)
= 0 . (4.15)
Obviously, these Euler-Lagrange produce the equations of motion given in (4.9), (4.10) and
(4.11).
If we are restrict our interest for only the first two flows the action of the system is
S[X] =
∫
Γ
(
L(t2)dt2 + L(t3)dt3
)
=
∫ s1
s0
(
L(t2)
dt2
ds
+ L(t3)
dt3
ds
)
ds (4.16)
for an arbitrary dashed curve Γ on the space of independent variables shown in figure 4. Per-
forming the local variation on the space of independent variables with condition δS = 0, we
obtain [4, 5]
∂L(t2)
∂t3
=
∂L(t3)
∂t2
, (4.17)
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t2
t3
(t2(s0), t3(s0))
Γ2
Γ1
Γ
(t2(s1), t3(s1))
Figure 4: The deformation of the trajectory Γ→ Γ1 +Γ2 in the space of the independent variables
(t1(s), t2(s)), where s is the time parametised variable: s0 < s < s1. With δS = 0, we obtain the
closure relation.
which is nothing but the continuous-time version of the closure relation between L(t2) and L(t3).
Proof : Here we will prove the closure relation (4.17) through the direct computation. We
first compute
∂L(t2)
∂t3
=
N∑
i=1
∂Xi
∂t2
∂2Xi
∂t2∂t3
− 4
N∑
i 6=j
(
∂Xi
∂t3
−
∂Xj
∂t3
)
cosh(Xi −Xj)
sinh3(Xi −Xj)
. (4.18)
Using (4.9b), (4.10c), or (4.11c), (4.18) is simplified to
∂L(t2)
∂t3
=
N∑
i 6=j
(
6
(
∂Xi
∂t2
)2
− 8
∂Xi
∂t3
)
cosh(Xi −Xj)
sinh3(Xi −Xj)
, (4.19)
and we also compute
∂L(t3)
∂t2
=
N∑
i 6=j
(
6
(
∂Xi
∂t2
)2
− 8
∂Xi
∂t3
)
cosh(Xi −Xj)
sinh3(Xi −Xj)
−3
N∑
i 6=j
∂2Xi
∂t22
csch2(Xi −Xj) . (4.20)
Using (4.19) and (4.20), we find that
∂L(t2)
∂t3
−
∂L(t3)
∂t2
= 3
N∑
i 6=j
∂2Xi
∂t22
csch2(Xi −Xj) . (4.21)
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Next, we consider the term on the right-hand-side of (4.21) and rewrite in the form
1
8
N∑
i 6=j
∂2Xi
∂t22
csch2(Xi −Xj) = −
1
8
N∑
i 6=j
csch2(Xi −Xj)8
N∑
k 6=i
cosh(Xi −Xk)
sinh3(Xi −Xk)
= −
N∑
i 6=j
N∑
i 6=k
csch2(Xi −Xj) cosh(Xi −Xk)
sinh3(Xi −Xk)
= −
N∑
i 6=j
cosh(Xi −Xj)
sinh5(Xi −Xj)
−
N∑
i 6=j 6=k
csch2(Xi −Xj) cosh(Xi −Xk)
sinh3(Xi −Xk)
. (4.22)
The first term of (4.22) is antisymmetric, so vanishes. Using the hyperbolic function identity,
we rewrite the second term of (4.22) as
N∑
i 6=j 6=k
csch2(Xi −Xj) cosh(Xi −Xk)
sinh3(Xi −Xk)
=
N∑
i 6=j 6=k
(
coth2(Xi −Xj)− 1
) (
coth2(Xi −Xk)− 1
)
coth(Xi −Xk) . (4.23)
To simplify the right-hand-side of (4.23), we need the identity
coth(Xi −Xj) coth(Xi −Xk) = coth(Xk −Xj) (coth(Xi −Xk)− coth(Xi −Xj)) + 1 . (4.24)
We now define
A ≡ coth(Xi −Xj), B ≡ coth(Xi −Xk), C ≡ coth(Xk −Xj) ,
then (4.24) becomes
AB = CB − CA+ 1 . (4.25)
(4.23) can be rewritten in terms of A, B and C as follows
N∑
i 6=j 6=k
csch2(Xi −Xj) cosh(Xi −Xk)
sinh3(Xi −Xk)
= A2B3 −A2B −B3 +B . (4.26)
The third and fourth terms of (4.26) are antisymmetric, hence vanish. Using (4.25), we may
have (4.26) in the form
N∑
i 6=j 6=k
csch2(Xi −Xj) cosh(Xi −Xk)
sinh3(Xi −Xk)
= AB2(CB − CA+ 1)−A2B
= AB3C −A2B2C +AB2 −A2B. (4.27)
The first and second terms of (4.27) again vanish due to the antisymmetric property. The third
and fourth terms of (4.27) cancel each other. Then we can conclude that
∂L(t2)
∂t3
−
∂L(t3)
∂t2
= 0 . (4.28)
Again, the closure relation guarantees that of the action is invariant under local deformation of
the curve on the space of independent variables, see figure 4.
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5 Summary
In this present work, we report the structure of Lagrangian 1-form of the hyperbolic Calogero-
Moser system. Employing the pole-reduction method, the two discrete-time hyperbolic Calogero-
Moser systems are obtained from the semi-discrete KP equation. The key relation called the
closure relation is established through the connection between the discrete-time Lagrangian and
the temporal Lax matrix. The skew limit, but with a little modification, is performed on the
discrete-time system resulting to the hierarchy of the semi-continuous time hyperbolic Calogero-
Moser system. The full limit is then performed to obtain the hierarchy of the continuous-time hy-
perbolic Calogero-Moser system. We find that each flow in the hierarchy of the semi-continuous
time hyperbolic Calogero-Moser system produces the same continuous-time hierarchy of the
hyperbolic Calogero-Moser system and show in figure 5.
(m,n)-flows
Skew limit
(N,m)-flows
Semi-continuum limit
N-flow τ1-flow τ2-flow ...
Continuum limit
t2-flow t3-flow t4-flow ...
Figure 5: The flow chat shows the discrete-time, semi-continuous, and fully-continuous hierarchies.
We knew that apart from the hyperbolic Calogero-Moser system there are the hyperbolic
Ruijsenaar-Schneider system and the hyperbolic Goldfish system. In appendix C, we man-
age to report their Lagrangian structures. Furthermore, we also knew that there is the elliptic
Calogero-Moser type systems. The connection between temporal elliptic Lax matrix and La-
grangian was established in [4] for the elliptic Calogero-Moser system. This means that we could
directly get the closure relation from the compatibility of the temporal Lax matrices. For the
elliptic Ruijsenaar-Schneider system and the elliptic Goldfish system, the connection between
the temporal Lax matrix and the Lagrangian do not exist, forcing us to perform the explicit
computation in order to get the closure relation. The present difficulty is that the exact solu-
tions for these discrete-time elliptic systems are not yet obtained. One more remark is about
the quantum version of the Lagrangian 1-form in the view of the Feynman Path integral. This
task is worth to pursue in forthcoming publications.
A The Lax Pair
We reconsider a semi-discrete KP equation
∂ξ(û− u˜) = (p− q + û− u˜)(u+ ̂˜u− û− u˜) . (A.1)
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We find that (A.1) is a result of compatibility between
φ˜ = φξ + (p+ u− u˜)φ , (A.2a)
φ̂ = φξ + (q + u− û)φ . (A.2b)
We find that φ and u take the form
u =
N∑
l=1
coth (ξ − xi) , (A.3a)
φ =
(
1− coth(κ)
N∑
i=1
bi coth(ξ − xi)
)
(p + sinh(κ))n(q + sinh(κ))mesinh(κ)ξ . (A.3b)
From (A.3a), we find
φ˜ =
(
1− coth(κ)
N∑
i=1
b˜i coth(ξ − x˜i)
)
(p+ sinh(κ))n+1(q + sinh(κ))mesinh(κ)ξ , (A.4)
and from (A.3b), we find
φξ = − coth(κ)
N∑
i=1
bi
(
1− coth2(ξ − xi)
)
(p + sinh(κ))n(q + sinh(κ))mesinh(κ)ξ
+
(
1− coth(κ)
N∑
i=1
bi coth(ξ − xi)
)
sinh(κ)(p + sinh(κ))n(q + sinh(κ))mesinh(κ)ξ .
(A.5)
Using above relations, (A.2a) gives(
1− coth(κ)
N∑
l=1
b˜l(1− coth(ξ − x˜i))
)
(p+ sinh(κ)) =
− coth(κ)
(
N∑
l=1
(1− coth2(ξ − xi))
)
+
(
1− coth(κ)
N∑
l=1
bl coth(ξ − xi)
)
sinh(κ)
+
(
p+
N∑
l=1
coth(ξ − xl)−
N∑
l=1
coth(ξ − x˜l)
)(
1− coth(κ)
N∑
m=1
bm coth(ξ − xm)
)
.
(A.6)
Equating coefficients of coth(κ) coth(ξ − x˜l) in (A.2b), we have
− (p+ sinh(κ)) b˜l = −
1
coth(κ)
−
N∑
m=1
bm coth(xm − x˜l) . (A.7)
Rewriting above equation in the matrix form, we get
(p+ sinh(κ))b˜ = tanh(κ)E +Mb , (A.8)
where b = (b1, b2, ..., bN )
T , E = (1, 1, ..., 1)T and
M = −
N∑
i,j=1
coth(x˜i − xj)Eij . (A.9)
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Equating coefficient of coth(κ) coth(ξ − xl) in (A.2b), we have
(p+ sinh(κ))bl =
N∑
m=1
bl coth(xl − x˜m)−
N∑
m=1
bl coth(xl − xm)
−
N∑
m=1
bm coth(xl − xm) +
1
coth(κ)
, (A.10)
and its matrix form is
(p + sinh(κ))b = tanh(κ)E +Lb , (A.11)
where
L =
N∑
i,j=1
(coth (xi − x˜j)− coth (xi − xj))Eii −
N∑
j 6=i
coth(xi − xj)Eij . (A.12)
The compatibility between (A.8) and (2.5b) gives
L˜M −ML = tanh(κ)
(
ME +EL− L˜E −EM
)
. (A.13)
We find that on the left hand side of (A.13) gives us
L˜M = ML , (A.14)
and on the right hand side of (A.13) gives us(
L˜−M
)
E = E (L−M) . (A.15)
B The exact solution
In this section, we will solve for xi(n,m). We start to rewrite matrix L and matrix M [4] as
eX˜M −MeX = −E , (B.1a)
eXL−LeX = I −E , (B.1b)
where X =
∑N
i=1 xiEii is the diagonal matrix of the particle positions. We also have
(L˜−M)E = 0 , (B.1c)
E(L −M ) = 0 . (B.1d)
Using M = U˜U−1 and L = UΛU−1, where U = U (n,m) is an invertible matrix used to
diagonalise the matrix L, (B.1) becomes
eY˜ − eY = −U˜
−1
EU , (B.2)
eY Λ−ΛeY = U−1(I −E)U , (B.3)
U˜
−1
E = Λ−1UE , (B.4)
EU˜ = EUΛ , (B.5)
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where
eY (n,m) = U−1eX(n,m)U . (B.6)
Multiplying (B.2) by Λ on the right hand side, we get
eY˜ Λ− eY Λ = −U˜
−1
EUΛ . (B.7)
Taking “ ˜ ” on (B.3), we obtain
eY˜ Λ−ΛeY˜ = I − U˜
−1
EU˜ ,
eY˜ Λ−ΛeY˜ − I = −U˜
−1
EUΛ , (B.8)
Equating (B.7) with (B.8), we obtain
eY˜ = Λ−1eY Λ−Λ−1 . (B.9)
Shifting on (B.9), we find that
e
˜˜
Y = Λ−1eY˜ Λ−Λ−1
= Λ−1
(
Λ−1eY Λ−Λ−1
)
Λ−Λ−1
= Λ−2eY Λ2 − 2Λ−1 . (B.10)
Repeating the process in (B.10) a times, we get
eY (n+a,m) = (pI +Λ)−aeY (n,m)(pI +Λ)a −
a
pI +Λ
. (B.11)
Similarly, we find the solution in m−direction as
eY (n,m+b) = (qI +Λ)−beY (n,m)(qI +Λ)b −
b
qI +Λ
, (B.12)
where we replace Λ → pI + Λ in (B.11) and Λ → qI + Λ in (B.12), since L and K differ by
(p− q)I [4]. Finally, the combination of both discrete-time directions gives
eY (n+a,m+b) = (pI +Λ)−a(qI +Λ)−beY (n,m)(qI +Λ)b(pI +Λ)a
−
a
pI +Λ
−
b
qI +Λ
. (B.13)
C The Lagrangians for hyperbolic Ruijsenaaars-Schneider
(HRS) and the hyperbolic Goldfish (HGF) system
In this section, we report some preliminary results on the Lagrangian structure of the HRS and
HGF systems.
The discrete-time case .
The Ansatz forms of the Lax matrices Lκ and Mκ are given by
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HRS :
Lκ =
N∑
i,j=1
hihj (coth(κ) + coth(xi − xj + λ))Eij , (C.1a)
Mκ =
N∑
i,j=1
h˜ihj (coth(κ) + coth(x˜i − xj + λ))Eij , (C.1b)
HGF :
Lκ =
N∑
i,j=1
hihj (coth(κ) + coth(xi − xj))Eij , (C.2a)
Mκ =
N∑
i,j=1
h˜ihj (coth(κ) + coth(x˜i − xj))Eij . (C.2b)
From these Lax matrices, we can find the discrete-time equations of motion of the systems [5,13]
HRS :
N∏
j=1
sinh(xi − x˜j) sinh(xi − x˜j + λ)sinh(xi − x˜j) sinh(xi − x˜j − λ) =
N∏
j=1,j 6=i
sinh(xi − xj + λ)
sinh(xi − xj − λ)
, (C.3)
HGF :
N∏
j=1
sinh(xi − x˜j)
sinh(xi − x˜j) = −1 , (C.4)
and their discrete-time Lagrangians are given by
HRS :
L (x, x˜) =
N∑
i,j=1
(∫ (xi−x˜j)
0
ln |sinh θ|dθ −
∫ (xi−x˜j−λ)
0
ln | sinh θ|dθ
)
−
N∑
j 6=i
∫ (xi−xj+λ)
0
ln | sinh θ|dθ + p(Ξ− Ξ̂) , (C.5)
HGF :
L (x, x˜) =
N∑
i,j=1
(∫ (xi−x˜j)
0
ln | sinh θ|dθ
)
+ p(Ξ− Ξ̂) . (C.6)
The semi-continuous time case .
We proceed the same method provided in [5, 13] to obtain
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HRS :
N∑
j 6=i
ln
∣∣∣∣sinh(xi − xj + λ)sinh(xi − xj − λ)
∣∣∣∣ = N∑
j=1
ln
∣∣∣∣sinh(xi − x¯j) sinh(xi − xj + λ)sinh(xi − xj) sinh(xi − x¯j + λ)
∣∣∣∣ , (C.7)
N∑
j=1
(
∂x¯j
∂τ
(coth(xi − x¯j)− coth(xi − x¯j − λ))
+
∂xj
∂τ
(
coth(xi − xj + λ)− coth(xi − xj)
))
= 0 . (C.8)
HGF :
N∑
j=1
ln
∣∣∣∣sinh(x¯j − xi)sinh(xi − xj)
∣∣∣∣ = 0 , (C.9)
N∑
j=1
(
∂x¯j
∂τ
coth(x¯j − xi) +
∂xj
∂τ
coth(xi − xj)
)
= 0 . (C.10)
The continuous-time case .
We proceed the same method provided in [5, 13] to get the system in continuous-time case.
Here we give the equations of motion only for the first two flows.
HRS :
∂2Xi
∂t21
/
∂Xi
∂t1
=
N∑
j=1,j 6=i
∂Xj
∂t2
(coth(Xi −Xj + λ) + coth(Xi −Xj − λ)
−2 coth(Xi −Xj)) , (C.11a)
∂2Xi
∂t1∂t2
= −
N∑
j=1,j 6=i
(
∂Xj
∂t2
[coth(Xi −Xj + λ) + coth(Xi −Xj − λ)
−2 coth(Xi −Xj)]−
1
2
∂Xi
∂t1
∂Xj
∂t1
[coth(Xi −Xj − λ)
+ coth(Xi −Xj + λ)]
)
. (C.11b)
HGF :
∂2Xi
∂t21
= 2
N∑
j=1,j 6=i
∂Xi
∂t1
∂Xj
∂t1
coth(Xi −Xj) , (C.12)
∂2Xi
∂t1∂t2
= 2
N∑
j=1,j 6=i
∂Xi
∂t1
∂Xj
∂t2
coth(Xi −Xj) . (C.13)
The Lagrangians associated to these two equations of motion are
HRS :
L(t1) =
N∑
i=1
∂Xi
∂t1
ln
∣∣∣∣∂Xi∂t1
∣∣∣∣− N∑
i 6=j
∂Xj
∂t1
ln
∣∣∣∣sinh(Xi −Xj − λ)sinh(Xi −Xj)
∣∣∣∣ , (C.14a)
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L(t2) =
N∑
i=1
(
∂Xi
∂t2
ln
∣∣∣∣∂Xi∂t1
∣∣∣∣− 12λ
(
∂Xi
∂t1
)2
+ 3
∂Xi
∂t2
)
−
N∑
i 6=j
(
∂Xj
∂t2
ln
∣∣∣∣sinh(Xi −Xj − λ)sinh(Xi −Xj)
∣∣∣∣+ 12 ∂Xi∂t1 ∂Xj∂t1 coth(Xi −Xj + λ)
)
.
(C.14b)
HGF :
L(t1) =
N∑
i=1
∂Xi
∂t1
ln
∣∣∣∣∂Xi∂t1
∣∣∣∣+ N∑
i 6=j
∂Xj
∂t1
(ln |2 sinh(Xi −Xj)|) , (C.15)
L(t2) =
N∑
i=1
(
∂Xi
∂t2
ln
∣∣∣∣∂Xi∂t1
∣∣∣∣− 12 ∂Xi∂t2
)
+
N∑
i 6=j
(
∂Xj
∂t2
ln |2 sinh(Xi −Xj)|
)
. (C.16)
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