Abstract. The main result implies that the Lipschitz-free spaces F ( 1 ) and F (R n ) have a Schauder basis. This improves (in a special case) on the previous work of Godefroy and Kalton who showed that F (X) has a bounded approximation property if and only if the Banach space X does.
Introduction
Let (M 1 , d 1 ) and (M 2 , d 2 ) be metric spaces and f : M 1 → M 2 be a Lipschitz mapping. By Lip(f ) we denote the Lipschitz constant of f defined as Our present paper focuses on finding Schauder bases for F(M ). Our main result, Theorem 3.1, implies in particular that the Lipschitz-free spaces F( 1 ) and F(R n ), have a Schauder basis.
Our proof is rather technical and special to the metric of 1 , and does not seem to generalize in its present form to any infinite dimensional Banach space nonisomorphic to 1 .
Preliminaries
Notation 2.1. In the sequel, 1 denotes the vector space We adopt the following notation from [7] . A function g : H → R is said to have the property (AF) on a hypercube H if its restriction to any segment lying in H and parallel to one of the coordinate axes is affine. Note that a function having the property (AF) on H is uniquely determined by its values at the vertices of H. One can see that the function Λ (f, H) has the property (AF) on H and coincides with the function f on U H .
For later convenience we introduce the following convention. If x ∈ d 1 and f : dom(f ) → R is such that x ∈ dom(f ) ⊂ given by (σ(y)) i k = p i k for all k ∈ {1, . . . , m} and (σ(y)) j k = y k for all k ∈ {1, . . . , d − m}.
Lemma 2.2 is rather technical but will be crucial in the proof of Theorem 3.1. It shows that with our construction of projections on the space of Lipschitz functions we can keep control over the Lipschitz constants of the images of functions. We sketch the situation by a few words before a precise formulation. Consider a hypercube in d 1 for some d ∈ N split into hypercubes with half edge length and a function defined on a subset V of the set M of all vertices of the smaller hypercubes, where V satisfies that it contains all vertices of the big hypercube and that if a point from M lying on a j dimensional face of the big hypercube for some j ∈ {1, . . . , d} belongs to V , then also all points from M lying on the faces with dimension less than j belong to V . We extend the function to whole M inductively by taking the convex combinations of the values on the neighbouring predecessors, by which we mean the neighbouring points from M lying on a face of the big hypercube with one less dimension. And the lemma says that the extension preserves the Lipschitz constant up to multiplication by a universal numerical constant.
. . .
and, for x ∈ G j for some j ∈ {1, . . . , d}, put
is the real-valued function on
Note that Φ(f ) is well-defined since it is constructed on G i 's by induction on i and since G 0 ⊂ V .
Proof. For simplicity, we will perform the proof for a particular case when z = 0 and t = 1. In a general case, the proof can be carried out along the same lines.
Let us begin with estimating Lip(Φ(f )| G k ) for all k ∈ {0, . . . , d}. We proceed by induction on the index k.
For the inductive step take k ∈ {1, . . . , d} and suppose that Lip(Φ(f )
The choice of the constant 3 2 on the right-hand side will become clear immediately. Certainly, the estimate holds for G 0 . Let x, y ∈ G k and x = y. Observe that then x − y ≥ 2. We distinguish three cases.
The first one is when both x ∈ V and y ∈ V . Then
The second situation is when x ∈ V and y / ∈ V . Then G k−1 ⊂ V according to the assumption on V . Therefore
The last case is when x, y / ∈ V . If I x = {i ∈ {1, . . . , d}, x i = 0} and I y = {i ∈ {1, . . . , d}, y i = 0}, then card (I x ) = k = card (I y ) and by definition,
and
Let m = card (I x ∩ I y ) and let (i k−m j=1 be the increasing sequences formed by the elements of the sets I x \ I y and I y \ I x respectively. Denote by J x,y the set consisting of those indices j ∈ {1, . . . , k − m} for which
∈ I y and i y j / ∈ I x ). A straightforward computation yields
for j ∈ J x,y , and
for every k ∈ {0, . . . , d}.
We now examine the behaviour of Φ(f ) on two sets with consecutive indices G k−1 and G k and afterwards we will derive an upper estimate for the Lipschitz constant of Φ(f ) on the whole union
So, let k ∈ {1, . . . , d}, x ∈ G k−1 and y ∈ G k . Such x and y satisfy that x − y ≥ 1. If y ∈ V , then, thanks to the properties of V , also x ∈ V and
We show next that the foregoing estimate implies that for k, l ∈ {0, . . . , d} such that k < l and for x ∈ G k , y ∈ G l , we have that
Indeed, for each j ∈ {k, . . . , l − 1} choose u j ∈ G j so that
Such a criterion is met for instance by
Hereby we finished the proof of the lemma.
3. Schauder basis of the Lipschitz-free space over a product of closed intervals in 1 .
In this section we state and prove a theorem on the existence of a Schauder basis in Lipschitz-free spaces over products of closed intervals in R understood as metric subspaces of 1 . In order to do so, we first recall the definition of a Schauder basis.
Let X be an infinite-dimensional Banach space. A sequence (x n ) ∞ n=1 ⊂ X is called a Schauder basis of X if for every x ∈ X there is a unique sequence of scalars (a n ) ∞ n=1 such that x = ∞ n=1 a n x n . From the classical theory it follows that if there is a sequence of uniformly bounded finite-rank linear projections (T n ) ∞ n=1 on a Banach space X such that
A comprehensive reference for the basic theory of Schauder bases and other related notions are the monographs [8] and [2] .
Our main result is the following.
Theorem 3.1. Let X be a product of countably many closed (possibly unbounded or degenerate) intervals in R with endpoints in Z ∪ {−∞, ∞}, considered as a metric subspace of 1 equipped with the inherited metric. Then the Lipschitz-free space F(X) has a Schauder basis.
In particular, the Lipschitz-free spaces F( 1 ) and F 
the unique nearest point to the origin 0 of 1 in X and let it be assigned the role of the origin of X. Observe that for every i ∈ N we have that
, where
denote the increasing sequence formed by the elements of the set {i ∈ {1, . . . , D}, X i is non-degenerate}. Then we define ψ D,d to be the projection from
, and σ d,D to be the injection from
1 . Proof of Theorem 3.1. In view of the comment below the definition of a Schauder basis, it is enough to prove the existence of a bounded sequence of finite-rank linear projections on F(X) with so-called commuting property such that the union of their ranges is dense in F(X) and, moreover, that the ranks of the differences of two consecutive projections are uniformly bounded. We will do so by finding an appropriate sequence of adjoint operators (P n ) ∞ n=1 on the dual space Lip 0 (X). The sought projections on the predual F(X) will then be the corresponding operators to which P n 's are adjoint. Precisely, we are looking for a sequence (P n ) ∞ n=1 of uniformly bounded finite-rank linear projections on Lip 0 (X) that are weak * to weak * continuous on bounded subsets of Lip 0 (X), hence adjoint, and that converge to the identity on Lip 0 (X) in the weak * -operator topology and such that there exists a constant C > 0 satisfying dim ((P n+1 − P n )(Lip 0 (X))) < C for all n ∈ N and that P m P n = P min{m,n} for all m, n ∈ N. Such a sequence then gives rise to a sequence
shares some properties with (P n ) ∞ n=1 , namely, it is a bounded sequence (with the same bound) of finite-rank linear projections admitting the commuting property and satisfying that dim ((T n+1 − T n )(F(X))) < C for all n ∈ N. In addition, the convergence of (P n ) ∞ n=1 to the identity operator with respect to the weak * -operator topology implies the convergence of (T n ) ∞ n=1 to the identity operator with respect to the weak-operator topology. Therefore,
. But thanks to the commuting property of T n 's, we have that
So, we devote the rest of the proof to building a suitable sequence (P n ) ∞ n=1 . We divide this work into two parts -construction of a sequence and verification of its properties.
Construction of projections on Lip 0 (X). Before rigorous definitions, we will outline the way we proceed. We would like to improve the method used for proving the monotone FDD for F( 1 ) in [7] so that we obtain even a Schauder basis. That means that the sequence (P n ) ∞ n=1 in this case has to satisfy one more condition, which is the existence of a constant C > 0 such that dim ((P n+1 − P n )(Lip 0 (X))) < C for all n ∈ N. The main idea is the same, namely, to exhaust X with an increasing sequence of products of intervals, growing both in the length and number of intervals, decomposed into hypercubes that are, on the other hand, shrinking (we call this decomposition tiling) and to define the corresponding projections on Lip 0 (X) by asking that the image of a function has the property (AF) on the hypercubes of the tiling, coincides with the original function on growing subset of their vertices and does not ruin the Lipschitz constant at the remaining vertices, and by using the retraction π outside the product of intervals. Then we can apply Lemma 3.2 from [7] and the fact that π is 1-Lipschitz. In [7] , one step consisted of adding one dimension, doubling the edge length of the big hypercube and refining its tiling by bisecting the sides of all hypercubes in the tiling, and the control on the Lipschitz constant of the image of a function under a projection at the vertices of the hypercubes of the tiling was guaranteed by simply assigning directly the values of the original function. This natural definition however causes ranks of the differences of two consecutive projections to tend to infinity. Therefore, here, in one step we always include only at most one more vertex given by the tiling to the set of vertices at which the image of a function agrees with the original function (fulfilling thus the foregoing condition with C = 1) and to the remaining vertices we apply either retraction π (when enlarging the set) or the function Φ from Lemma 2.2 (when refining the tiling). So, in the construction, we alternate the processes of adding one dimension, gradual enlarging the product of the intervals until the length of the intervals for which it is still possible doubles and gradual raising the accuracy of the projections by assigning the original values to the vertices of the tiling of the product of intervals which is half as fine as the one at the end of enlarging. Each enlarging and refining process consists of several steps, whose number increases with every iteration. Now, we start building the sequence (P n ) ∞ n=1 . We proceed inductively, beginning with the projection P 1 by setting the following objects:
Let us describe the roles of the appearing objects in a general step l. The natural number d l stands for the dimension in which we work in the l−th step. The set F l is a subset of Π
X i determining how fine the tiling of F l is. So, from now on, by the tiling of F l we will always mean the family of hypercubes delimited by the uniformly discrete set M l ∩ F l , that is the family of hypercubes
consists then of those vertices of hypercubes in the tiling of F l at which a function mapped by the projection P l coincides with its image.
Further, having a projection P n−1 and all objects necessary for its definition that are listed above, we want to build a projection P n . As we already mentioned in the brief description of the construction, it is based on repeating three main actions, namely, increasing the dimension, enlarging the set and refining its tiling. Therefore the definition of P n differs with respect to the fact into which of these three stages of the process the step n falls. We discuss the three variants of the definition of P n separately.
Increasing the dimension. Assume that we have just finished one iteration of increasing the dimension, enlarging the set and consecutive refining the projections and we are about to begin the next one. This can be more precisely expressed by saying that the identity
holds for l = n. This is the case for instance when n = 2. Set
So, E n = F n in this case. Now, let V n contain all the vertices of the hypercubes in the tiling of F n , i.e. V n = M n ∩ F n = V n−1 × {O dn }, and let W n = (M n ∩ F n ) \ V n = ∅. Finally, for f ∈ Lip 0 (X) and x ∈ X, let
where H is a hypercube in the tiling of F n such that π Fn (ρ ∞,dn (x)) ∈ H.
Enlarging the set. We gradually enlarge the set F n−1 first in the direction −e dn−1 until we reach max{a dn−1 , O dn−1 − 2 −1+dn−1 }, then in the direction e dn−1 until we reach min{b dn−1 , O dn−1 + 2 −1+dn−1 } and so on for −e −1+dn−1 , . . . , e 1 . We do it by adding points from the mesh M n−1 to the set V n−1 one at a time in individual steps.
So, suppose now that we are in the enlarging phase of an iteration, that is, for l = n, (3.3)
The rest of the definition is divided into two cases according to if we have already exhausted the set W n−1 in the previous step or not.
If
Note that by virtue of the order in which we enlarge the set F n−1 , described in brief above, along with the assumptions, namely that (3.3) is true for l = n and that W n−1 = ∅, the set on the right hand side is nonempty. Put p Having the endpoints of the intervals, we continue defining
To conclude setting the objects important for establishing P n , let
Finally, P n is for f ∈ Lip 0 (X) and x ∈ X given by
and s i n = s i n−1 . Thus F n and E n will agree with F n−1 and E n−1 respectively. Further, set V n = V n−1 ∪ {≺ max (W n−1 )} and
Then, the mapping P n is for f ∈ Lip 0 (X) and x ∈ X given by the same formula as before, namely
, where H is a hypercube in the tiling of F n such that π Fn (ρ ∞,dn (x)) ∈ H.
Refining the projections. We add vertices from the tiling of F n−1 to V n−1 one by one in separate steps in a way which allows us to apply Lemma 2.2. So, assume that it is time to begin the refining process of an iteration or that we are already in the middle of it. To be precise, suppose that for l = n,
n the set of those elements of M n ∩F n , whose distance from the origin O in every direction parallel to some coordinate axis is an even multiple of 2 1−dn . Next, the set G 1 n consists of those elements of M n ∩ F n , whose every but one coordinate is of the stated form, and so on for increasing index j of the sets G j n . In other words, consider the decomposition of F n given by ρ ∞,dn (O) + 2 2−dn ξ, ξ ∈ Z dn ∩F n . The set G j n contains exactly the centres of all j−dimensional faces of all hypercubes in the decomposition. In detail,
So, we have that
By the assumption that (3.7) is satisfied by l = n, the set i ∈ {0, . . . , d n }, G i n ⊂ V n−1 is nonempty. Let k n be its minimal element and let
otherwise.
Function Φ(f ) is well-defined because it is constructed on G i n 's by induction on i and G 0 n ⊂ V n . Similarly to the previous cases, for f ∈ Lip 0 (X) and x ∈ X, define
where H is a hypercube in the tiling of
Properties of projections on Lip 0 (X). Now, we shall verify that the sequence (P n ) ∞ n=1 meets the requirements stated at the beginning of the proof. In order to make this part more clear, we organize it into several claims. Proof. To begin with, we shall show that for each n ∈ N, P n is a well-defined bounded linear operator from Lip 0 (X) to Lip 0 (X). Fix n ∈ N and f ∈ Lip 0 (X).
First, observe that P n (f )(O) = 0 because ρ ∞,dn (O) ∈ V n and f (O) = 0. Next, we shall prove that for a hypercube H in the tiling of F n ,
Then, by virtue of the definition of P n , Lemma 3.2 in [7] and the fact that Lip(
So, assume that n = 1 or that n > 1 and (3.2) is true for l = n.
Providing that l = n satisfies (3.3), let Φ n (f ) be the auxiliary function on M n ∩ F n = V n ∪ W n defined by (3.5) and let x, y ∈ U H be two distinct vertices of the hypercube H, whose edge length in this case is 2 2−dn . Then, by the definition of Φ n , we have that
If l = n satisfies conditions (3.6) and (3.7), we can use Lemma 2.2. For that purpose, let C stand for the unique hypercube in Π
We apply Lemma 2.2 to card{i ∈ {1, . . . , d n }, X i is non-degenerate} assigned to the parameter d, the image of the centre of the hypercube C under the mapping ψ dn,d as the parameter z, the edge length of H, equal 2 1−dn , as t, the set ψ dn,d (V n ∩ C) as V and to the function f • τ dn,∞ • σ d,dn | V (see Notation 3.2 and Lemma 2.2) and we obtain again that
Thus, for all n ∈ N, P n is a well-defined bounded mapping from Lip 0 (X) to Lip 0 (X). The linearity of P n is straightforward.
Since for every n ∈ N and any f ∈ Lip 0 (X) the function P n (f ) is uniquely determined by the values of f on the finite set τ dn,∞ (V n ), the operator P n is of finite rank.
Moreover, the sequence (P n ) ∞ n=1 is bounded because P n ≤ 3 for every n ∈ N by the above.
We continue with proving the commuting property of the sequence (P n ) ∞ n=1 . Claim 3.4. For every m, n ∈ N, we have that P m P n = P min{m,n} .
Proof. Take m, n ∈ N so that m ≤ n and f ∈ Lip 0 (X). Then P m (P n (f )) = P m (f ) on X because the image of a function under the operator P m is uniquely determined by the values of this function at the elements of the set τ dm,∞ (V m ) and P n (f ) coincides with f on τ dn,∞ (V n ) ⊃ τ dm,∞ (V m ) by definition.
Assume now that m, n ∈ N satisfy the inequality m > n. Let f ∈ Lip 0 (X). We want to prove that then P m (P n (f )) = P n (f ) on X. To this end, it suffices to show that P n (f ) • τ dm,∞ has the property (AF) on every hypercube in the tiling of F m and that P m (P n (f )) • τ dm,∞ = P n (f ) • τ dm,∞ at the vertices of these hypercubes. Indeed, we obtain thus that P m (P n (f )) = P n (f ) on τ dm,∞ (F m ) as the function P m (P n (f )) • τ dm,∞ has the property (AF) on each hypercube in the tiling of F m by definition and such a function is uniquely determined by its values at the vertices of the hypercubes. Then, using this identity (for the second equality in the following equation) and due to formula π [a,b] [a,b] holding for any real numbers c ≤ a ≤ b ≤ d (applied to the argument in the fourth line), we obtain that
for all x ∈ X as desired.
So, we now study the function P n (f ) • τ dm,∞ on hypercubes in the tiling of F m and at their vertices.
Since the n−th step precedes the m−th one, the edge length of the hypercubes in the tiling of F n is greater than or equal to the edge length of the hypercubes in the tiling of F m . Therefore the function P n (f ) • τ dn clearly has the property (AF) on every hypercube
In addition, if a subset L of such a hypercube H is a segment parallel to one of the coordinate axes, then π Fn (L) is a segment parallel to a coordinate axis or a point lying on the face of some hypercube C ⊂ F n satisfying that U C = ρ dm,dn (M m )∩F n ∩C. Hence P n (f )•τ dn,∞ has the property (AF) on every hypercube H ⊂ Π dn i=1 X i , where U H = ρ dm,dn (M m ) ∩ H (cf. the proof of Lemma 3.3 in [7] ). Let now H ⊂ Π dm i=1 X i be a hypercube in the tiling of F m and let L ⊂ H be a segment parallel to one of the coordinate axes. Then ρ dm,dn (L) is a point or a segment parallel to one of the coordinate axes in the hypercube C ⊂ Π dn i=1 X i satisfying that C = ρ dm,dn (H) and therefore that U C = ρ dm,dn (M m ) ∩ C. Finally, the property (AF) possessed by the function P n (f ) • τ dn,∞ on the hypercube C along with the linearity of ρ dm,dn yields that
has the property (AF) on H. So, the function P n (f ) • τ dm,∞ has the property (AF) on all hypercubes in the tiling of F m .
Thus, to finish the proof of the commuting property for (P n ) ∞ n=1 , we are left with showing that
The first equality is merely the definition of P m , the second one the definition of P n and the last one holds because the retractions π Fn and π Em act coordinatewise. In order to obtain the desired expression on the right hand side, i.e. P n (f ) (τ dm,∞ (x)), one should observe that by construction necessarily either p 
The second situation implies that
Therefore, applying the commuting property of π's again,
on the set M m ∩ F m if l = m satisfies (3.3). Now, assume that (3.6) and (3.7) is true for l = m and that H is a hypercube in Π
(recall that the tiling of F m is finer, see (3.8)). We proceed by induction on the index k of sets where Φ m is given by formula (3.9) . We know that
has the property (AF) on H and
as A x = {x + ε2 1−dm e i , ε ∈ {−1, 1}, i ∈ I x }. If the function P n (f ) • τ dm,∞ does not have the property (AF) on the whole H (recall that it does have it on the hypercubes of half the size as shown above), then necessarily d n = d m , M n = M m , F n = F m and the n−th step is also a refining step, i.e. l = n satisfies (3.6) and (3.7). Thus, according to the induction assumption and the fact that V n ⊂ V m , we obtain
This concludes the proof of the identity
on M m ∩F m ∩H and, since H was chosen arbitrarily, also on the whole set M m ∩F m provided that l = m meets conditions (3.6) and (3.7). The property (AF) of P n (f ) • τ dm,∞ on the hypercubes of the tiling of F m along with the identity P m (P n (f )) • τ dm,∞ = P n (f ) • τ dm,∞ on their vertices yield P m (P n (f )) = P n (f ) on X for m > n and f ∈ Lip 0 (X).
Altogether, for any m, n ∈ N we have that P m P n = P min{m,n} . Thus also P n is a projection for all n ∈ N.
Further, we show that the identity operator on Lip 0 (X) is the limit of the sequence (P n ) ∞ n=1 with respect to the weak * -operator topology.
Claim 3.5. For every f ∈ Lip 0 (X), the sequence (P n (f )) ∞ n=1 converges weak * to f .
Proof. The uniform boundedness of operators P n combined with the inclusions τ d1,∞ (V 1 ) ⊂ τ d2,∞ (V 2 ) ⊂ τ d3,∞ (V 3 ) ⊂ . . . and the identity ∞ n=1 τ dn,∞ (V n ) = X implies that (P n (f )) ∞ n=1 converges pointwise to f for every f ∈ Lip 0 (X). Since the topology of pointwise convergence agrees with the weak * topology on bounded subsets of Lip 0 (X), the sequence (P n )
converges to the identity on Lip 0 (X) in the weak * -operator topology. Now, we observe that P n 's are adjoint operators.
Claim 3.6. For every n ∈ N, the operator P n is weak * to weak * continuous on bounded subsets of Lip 0 (X).
Proof. One can see from its definition that the operator P n is continuous on Lip 0 (X) with the topology of pointwise convergence for every n ∈ N. Therefore it is weak * to weak * continuous on bounded subsets of Lip 0 (X) as the weak * topology coincides with the topology of pointwise convergence on bounded subsets of Lip 0 (X).
To conclude, we prove that the growth of the dimensions of the ranges of the operators P n is controlled. Claim 3.7. For every n ∈ N, the operator P n+1 − P n is of rank 1.
Proof. Thanks to the commuting property of the sequence (P n ) ∞ n=1 and the linearity of the operators P n , P n+1 (f ) − P n (f ) = P n+1 (f − P n (f )) on X for every n ∈ N and every f ∈ Lip 0 (X). Recall that the function P n+1 (f − P n (f )) is determined by the values of the function f −P n (f ) on the set τ dn+1,∞ (V n+1 ). But, since by definition P n (f ) agrees with f on the set τ dn,∞ (V n ), these values are zero except possibly on τ dn+1,∞ (V n+1 ) \ τ dn,∞ (V n ), which is either a singleton or an empty set. Therefore dim ((P n+1 − P n )(Lip 0 (X))) ≤ 1 for all n ∈ N.
By the discussion at the beginning of the proof, Theorem 3.1 follows.
Final remarks.
It is easy to see that F(M ) has a Schauder bases whenever M is a bounded and convex subset of some R n . Indeed, suppose that M is a bounded and convex subset of R n . We may assume without loss of generality that M is closed, and it contains the origin as an interior point (by considering the smallest n for which there exists an imbedding of M into R n ). Now the mapping taking the boundary points of the unit hypercube [−1, 1] n in R n onto the boundary points of M is bi-Lipschitz, and extends into a unique homothetic and bi-Lipschitz mapping between M and the hypercube [−1, 1] n . It is a general fact which follows from the definition that if two metric spaces are bi-Lipschitz equivalent then their respective Lipschitz free spaces are linearly isomorphic. Hence the existence of a Schauder basis is one of them ensues the existence of a Schauder basis in the other.
It is not clear to us which subsets M of R n share the above bi-Lipschitz condition, in particular we pose the following open problem. 
