Introduction
Passive rod-like and ellipsoidal particle suspensions in fluid are common in nature, such as liquid crystal molecules moving in a solvent. The dilute suspensions of passive rod-like particles can be effectively modeled by a coupled microscopic Fokker-Planck equation and macroscopic (Navier-)Stokes equation, known as the Doi model (see Doi [12] and Doi and Edwards [13] ). We refer to Hezel, Otto and Tzavaras [15, 25, 16] for recent in-depth studies on the Doi model for suspensions of passive rodlike particles with and without considering the effects of gravity. While the active rod-like and ellipsoidal particle suspensions are also very common in nature, such as in micro-organisms like bacteria locomoting, they also appear in technological applications such as the design of artificial swimmers. In 2008, Saintillan and Shelley [29, 30] extended the Doi model for active rod-like and ellipsoidal particle suspensions. For completeness, we sketch below the derivation in Saintillan and Shelley [29, 30] (we also follow some derivations in Doi and Edwards [13] , Kim and Karrila [22] and Hezel, Otto and Tzavaras [16] ).
Derivation of the model
Let Ω ⊂ R d be a macroscopic physical bounded domain with boundary ∂Ω of class C 1 and
be the unit sphere. A system of identical active rod-like and ellipsoidal particles, described
where x i ∈ Ω is the position and n i ∈ S d−1 is the orientation, suspend in an incompressible fluid field with macroscopic velocity u(x, t).
An active particle, labeled as (x i , n i ), moves along with the velocity u(x i , t), and with an active motion of self-propulsion in the direction of its orientation n i , where it experiences the least drag, at a constant speed U 0 (known as self-propelled speed or terminal speed). This dynamics is described by dx i dt = u(x i , t) + U 0 n i .
(1.1)
An active particle acts as a force dipole as we will explain below. The particle exerts a force of selfpropulsion, denoted by F , on the fluid. In the assumption of neglecting inertia, the particle also exerts an equal and opposite force against drag on the fluid, which equals −F . According to the mechanism for swimming, a particle can be classified into either a pusher or a puller. A particle that swims by using its tail, is called a pusher. The tail of a pusher exerts a force F on the fluid in the opposite direction of swimming. Since at the same time the tail propels the head forward, the head also exerts a force −F on the fluid in the direction of swimming. Therefore, the pusher acts as an outward force dipole (see Fig. 1 ), and hence generates local flow field as shown in Fig. 2 . A particle that swims by using its arms, is called a puller. In contrast with a pusher, a puller exerts an inward force dipole (see Fig. 3 ) on the fluid and also generates flow field (see Fig. 4 ) in an opposite direction of the flow field generated by a pusher.
A pusher (x i , n i ) force dipole (see Fig. 5 ) can be expressed as F = |F |n i δ x i + 2 n i (x) − δ x i − 2 n i (x) (1.2) where is the length of the particle. This force dipole can be uniquely decomposed by F = ∇ x · S + ∇ x ψ in D , where S is a symmetric traceless tensor with decay at infinity which is known as the stresslet, and ψ is a potential with decay at infinity. Let u be a fundamental solution to
Then S = −μ(∇ x u + (∇ x u) ). Using multipole approximation (see pp. 28-30 [22] ), one has that the stresslet exerted by a pusher force dipole on fluid is approximated by S ≈ −|F | n i ⊗ n i − (1.5)
We deduce from (1.4) and (1.5) that (1.3) holds. Similarly, the stresslet exerted by puller force dipole on fluid (see Fig. 6 ) is approximated by
(1.6)
Combining (1.3) and (1.6) together, we have that the stresslet exerted by the force dipole can be approximated by S ≈ σ 0 (dn i ⊗ n i − Id)δ x i (x) (1.7) where σ 0 := ±|F | /d. For a pusher, σ 0 < 0; whereas, for a puller, σ 0 > 0. The local linear flow ∇ x u is composed of two parts, the symmetric part E = 1 2
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(∇ x u + (∇ x u) ), called straining flow (see Fig. 7 ) and the anti-symmetric part W = 1 2 (∇ x u − (∇ x u) ), called shear flow (see Fig. 8 ).
Under the straining flow, the particle aligns along the local extensional axis (see Fig. 9 ) and in the shear flow, the particle rotates (see Fig. 10 ) along the vorticity ω = ∇ × u. Combining the two effects, the change of particle's direction arising from the local linear flow is described by the classical Jeffery's equation (p. 124, formula (5.33) [22] ; also see [19] )
where Id ∈ R d×d denotes the unit matrix; (Id − n i ⊗ n i )(γ E(x i , t) + W (x i , t))n i is the projection of (γ E(x i , t) + W (x i , t))n i on the tangential space at n i . For the general case, Eq. (1.8) is also known as Faxen's law [22] . Eq. (1.8) can be recast as
where φ = −γ 1 2 n · En is a potential, which drives the particle from high potential to low potential and obtains the minimum at the eigenvector direction of the largest eigenvalue of E. This eigenvector direction is known as the local extensional axis.
Here γ ∈ [−1, 1] is a shape parameter. For an ellipsoidal particle with aspect ratio A, γ = (A 2 − 1)/( A We next consider the effects of the flow field generated by the force dipole on the background flow. Since the particle most of time is aligned with the straining flow, local flow field generated by pusher force dipole is basically in the same direction as the strain flow. Consequently, the pusher force dipole increases the local background staining flow (see Fig. 11 ), and hence reduces the effective viscosity and enhances flow mixing, known as bio-mixing [34, 21, 29] , which causes some kind of instability. Saintillan and Shelley [29] refer to this phenomenon as instability for pusher, by observing that low-wave number shear stress fluctuations will amplify exponentially in suspensions of pusher (see also [31] ). This instability can be explained by the fact that there is no entropy-dissipation relation for the pusher system. On the contrary, the puller force dipole decreases the local straining flow (see Fig. 12 ) and hence slows down the background flow which tends to be stable. Taking account of the Brownian motions in (1.1) and (1.8), the particles satisfy the following system of coupled stochastic differential equations (which must be understood in the Stratonovich sense), for 1 i N: From the interacting particle dynamics system (1.10) and (1.11), we derive a mean-field limit as the number of particles N tends to infinity. We define the empirical distribution
where the Dirac distribution is defined by δ ( 
where ∇ n · denotes the tangential divergence operator on S d−1 . When noise is added, the empirical distribution f N tends to a probability density function f satisfying the following Smoluchowski 12) where n denotes the Laplace-Beltrami operator on S d−1 .
We note that the interaction operator on the right side of (1.12) can be recast as
If f ω × n is absent, then (1.13) is called the Fokker-Planck operator and can be rewritten as
The major difficulty in the analysis of the Doi model is the presence of ω × n.
where ν is the unit outer normal of Ω. To guarantee the conservation of
condition is the no-flux boundary condition
(1.14)
Based on Batchelor's slender-body theory [4, 26] , also known as Kirkwood theory (see [13] ), in addition to the usual viscous stress, the stress exerted by the swimming of active particles is given by
(1. 15) We recall that the sign of σ 0 depends on the swimming mechanism. For the pusher case, σ 0 < 0, whereas for the case, σ 0 > 0.
In fact, it follows from (1.7) and the definition of f N that the average of the stresslets for all
Then we get (1.15) by taking the mean-field limit as N → ∞ in (1.16).
The velocity u of fluid is governed by the following incompressible Navier-Stokes equation with no slip boundary condition
where ρ f is the density of the fluid and is assumed to be constant, p is the pressure and μ denotes the dynamic viscosity coefficient of fluid.
In summary, combining (1.12)-(1.19) and using non-dimensionalization, we can deduce the following model:
with boundary conditions 27) and the Stokes Doi-Saintillan-Shelley model with the same boundary conditions and initial condition (1.27).
Basic entropy and energy estimates
We now show a formal entropy estimate below. The positivity of f follows directly from (1.20) .
(1.28)
The last term in (1.28) is a coupling term. We can gain one tangential gradient ∇ n on S 
Particularly, if X = −X , then 
(1.29)
Multiplying (1.22) by u and integrating on Ω, we have that
(1.30)
If βγ > 0, by canceling the coupling terms in (1.29) and (1.30), we have that
(1.32)
Then the total energy 33) and the maximum principle holds, which makes the passive model easy to be tackled in the compactness argument.
However, for the active case, i.e. α = 0, especially with βγ < 0 (for pushers β < 0, γ > 0), there exists no maximum principle for ρ and the total energy may increase due to the input of energy from the pushers. This gives some difficulties in analysis. The following is our strategies to handle these difficulties.
In fact, it follows from (1.29) and (1.30) that
(1.34)
Applying Cauchy-Schwartz inequality, we can deduce that 
(1.36)
The no-flux boundary condition (1.24) implies
(1.37)
Multiplying (1.36) by ρ and integrating on Ω, we have
(1.38)
One has from Cauchy-Schwartz inequality that
, (1.39) and hence from Gronwall's inequality that
Ct .
(1.40) Therefore (1.35) yields
The self-propelled motion and the pusher continuously pump energy into the system and results in the increasing of total energy
). This increasing of energy is consistent with a linear stability analysis by Saintillan and Shelley [29] shown as before.
For the Stokes Doi-Saintillan-Shelley model (Re = 0), we also have L 2 -weak solutions in two and three dimensions and uniqueness in two dimension.
In fact, (1.30) with
, and hence from (1.40) that
(1.42)
Inner producting (1.20) with f and using Lemma 1.1, we deduce that
(1.43) By (1.42) and Hölder inequality, this yields
.
(1.44)
Applying Gagliardo-Nirenberg inequality and Young inequality (see (5.8) and (5.9)), we have from
Gronwall's inequality implies the formal L 2 -estimate for Stokes Doi-Saintillan-Shelley model.
We follow the usual procedure in proving the existence of a global weak entropy solution. First, we use a semi-implicit scheme to construct a sequence of approximate solutions. In this construction, we apply the Leray-Schauder fixed-point theorem and cut-off techniques to prove the existence of a solution to the discrete problem. Here we are motivated by Barrett and Süli's [2, 3] idea with cut-off in the study of FENE-type and Hookean-type bead-spring chains model. Then, we use compactness to show that these constructed solutions converge to a weak solution.
In the previous literature about the analysis of the Doi model for passive particle suspensions, the energy is dissipated; the density ρ satisfies a transport equation (1.33) with and without diffusion and hence the maximum principle holds. These are common foundations of their proofs. However, their methods cannot be adapted to the analysis of active suspensions which is the main objective of this paper. We shall also point out that there exist no discussions on the Doi model with no-flux conditions in the literature. More precisely, as for the Stokes Doi model, with a novel estimate for the Smoluchowski equation, Otto and Tzavaras [25] obtained the stationary solution and showed that discontinuities in the velocity gradient cannot occur in finite time. For the case without the center-of-mass diffusion (i.e. x f ), Constantin [8] established the global smooth solution in T 3 .
As for the Navier-Stokes Doi model without the center-of-mass diffusion, a series of papers [9] [10] [11] by Constantin and his coauthors proved the global smooth solutions of coupled Navier-Stokes and The paper is organized as follows. Section 2 collects some preliminary notions, definitions and lemmas which will be pertinent to our study. In Section 3, we establish the global weak entropy solution for the two-and three-dimensional Navier-Stokes Doi-Saintillan-Shelley models, where a semi-implicit scheme is used to construct the approximate problem and compactness was shown. For conciseness in presentation, we set D = D r = 1; and Re = 1 in the Navier-Stokes DoiSaintillan-Shelley model in the rest of this paper.
Preliminaries
The following notations will be used in this paper.
C denotes a constant independent of L and N.
To prove Lemma 1.1, we need the following basic result. 
Proof. Otto Proof of Lemma 1.1.
. By noting that ((Id − n ⊗ n) Xn) ⊥ n, we deduce from (2.1) of Lemma 2.1 that
This finishes the proof of Lemma 1.
and define some cut-off functions which will be used in the approximate problem, entropy estimate and L 2 estimate.
With elementary computation, one could verify the following properties (also see Barrett and Süli [2, 3] for some of them).
The global weak solutions with finite entropy for Navier-Stokes Doi-Saintillan-Shelley model and Stokes Doi-Saintillan-Shelley model are defined as follows. 14) and for 
Global weak entropy solutions to Navier-Stokes Doi-Saintillan-Shelley model
In this section, we prove the following theorem. 
(3.2)
Approximate problem
In this subsection, we will use a semi-implicit time scheme to construct the approximate problem with cut-off from the top by L and below by 0 and then apply Leray-Schauder Fixed-point theorem to solve it. In the proof, the cut-off is the key to proving some boundedness of the linear functional defined by the discrete Fokker-Planck equation and the boundedness for fixed-points. Using this effective cut-off, we obtain the V × H 1 weak solution for approximate problem, and then by applying the standard method for elliptic equation we get the positivity.
), the approximate problem with cutoff reads
where
We note that (3.4) implies a weak formulation of the discrete (1.36), saying for any
where ρ L k
and Ω (u
we have that a(·,·) is a bounded, coercive bilinear functional on V × V and A(f ) ∈ V . Hence by the Lax-Milgram theorem, we finish the proof of Step 1.
Step 2. We prove that for suchf ∈ L 2 (Ω × S d−1 ) and solution u ∈ V in (3.7), there exists a unique
and
is a bounded and coercive bilinear functional on
) . We thus finish the proof of Step 2 by Lax-Milgram theorem.
Step 3. Define the mapping Φ : 
To prove this, we only need to show the following three claims to apply Leray-Schauder fixedpoint theorem.
we need to show 
and from Cauchy-Schwartz inequality that
. Thus (3.9) yields
(3.13)
In (3.12), using the same procedure and noting
Clearly, we have from Q
We only need to deal with I 2,2 . In
Moreover, we have from Q L ∈ C 0,1 (R) with Lipschitz coefficient 1 and (3.9) that
Consequently
) and hence (3.10) holds. This ends the proof of Claim 1. 2
Proof of Claim 2. It is quite easy to deduce that
This and H
Proof of Claim 3. For any f ∈ Λ, there exists a unique u ∈ V such that
Taking v = u in (3.14) and using the identity
. (3.18) Taking ϕ = f in (3.15), we deduce from (3.16), 
. Note that
and then establish Claim 3. 2
Step 4. We prove the positivity.
This finishes the proof of Proposition 3.3. 2
Uniform estimates in L and N
Proposition 3.3 iteratively, we obtain a sequence of approximate solutions 
Integrating by parts and noting ρ
= 0 and (3.16), one has from Cauchy-
Summing up (3.26) and then for α = 0, letting τ <
Then it follows from the discrete Gronwall's inequality that
Clearly, (3.27) is also true for α = 0. Moreover (3.26) and (3.27) imply (3.24) . This ends the proof of Lemma 3.4. 2
Entropy estimate
The entropy estimate is the key to the construction of a global entropy weak solution. We use
as a test function and then let δ → 0, to deal with the singularity when f k (x, n) = 0 on some subset of Ω × S d−1 . Another problem is tackling the term
dn dx in the proof. By gaining one tangential gradient on S d−1 , we apply Lemma 1.1 to solve this problem.
Lemma 3.5. For any
we have from the convexity of
(3.30)
For J 1 , one divides it into two parts as below
The Cauchy-Schwartz inequality, Q L ∈ C 0,1 (R) with Lipschitz coefficient 1, (2.6) and (2.7) imply
(3.32)
It follows from Lemma 1.1 that
Now we estimate J 2 . Since 34) similarly as (3.32), we have
, (3.38) combining (3.30)-(3.38) and summing up, we have by noting 
(3.39)
Thus it follows from (2.5), (2.6), (2.9) and (3.
Choosing a sufficiently small δ > 0 and then performing δ → 0, one finishes the proof by applying Lebesgue's dominated convergence theorem and Fatou's lemma. With more concern on constants in the proof, we find that
Therefore, with a similar discussion, one could deduce (3.29) . This finishes the proof of Lemma 3.5. 2
Time regularity estimate
and hence from (3.24) and (3.28) 
Now it follows from (3.24) and Hölder inequality that
Similarly, we deal with the other three parts. Therefore
This and (3.28) imply that
This finishes the proof of Lemma 3.6. 2
Convergence and proof of Theorem 3.1
Definition 3.7. Define the piecewise function in t by
and the difference quotient of size τ by
To pass the limit with τ → 0 and L → ∞ simultaneously, we choose τ = o(L −2 ) in view of (3.20).
Convergence
The compactness discussion is crucial in obtaining strong convergence. Using Aubin-Lions-Simon lemma with hypothesis on derivatives, the traditional Rothe method in evolution PEDs (see [27] and [20] ) requires the construction of linear interpolation functions (also known as Rothe functions). However, the dealing with Rothe functions is fairly indirect and tedious, where more estimates and sometimes even more regularity discussion of initial data are needed. Here, we shall apply a simple version of Aubin-Lions-Simon lemma with hypothesis on time translation (see Dreher and Jüngel [7, Theorem 1]) directly to avoid using Rothe functions and making the discussion more clean.
Proof. Applying (3.28), we deduce that there exists a subsequence of {u L τ } L>1 , not relabeled, and
C , we obtain (3.43) from (3.49) and 
This and (3.43) yield (3.44). It follows from (3.40) that
(3.50)
Since (3.24) and (3.28) imply
C . This and (3.50), together with the embedding
by applying Dreher and Jüngel [7, Theorem 1] . Also employing Dreher and Jüngel [7, Theorem 1] , with the same discussion as (3.43), we deduce from (3.24) that
has from (3.51) and (3.52) that
f dn and
and then from (3.24) and Hölder inequality that
C .
Moreover, (3.24) also yields
. 
In light of the weakly lower semicontinuity of norm, we obtain the energy inequalities (3.1) directly from (3.28) and the convergent results (3.41)-(3.43) and (3.45)-(3.47).
At last, we prove (3.48). Indeed, we have from Q
Moreover, employing Lebesgue' dominated convergence theorem, one deduces from (2.8) and Proof of Theorem 3.1. In view of Definition 3.7, the weak approximation form of (3.3)-(3.4) reads
Thanks to ϕ(T ) = 0, we have from the mean value theorem of differentials that
It follows from the proof of (3.57) and the mean value theorem that,
C . This and (3.62) yield (3.61). Likewise, we deduce from (3.40) that
Next, we prove
(3.67)
In fact, it follows from (3.46) and (3.47) that 
Global weak entropy solution to Stokes Doi-Saintillan-Shelley model
With a similar discussion as Section 3.1, we have that, for any
) which solves the approximate problem with cut-off
. Then similarly as Section 3.2, we deduce the following lemmas.
Lemma 4.4 (Entropy estimate). For any
and moreover 
2) and performing a similar procedure as (3.19), we have
It follows from Lemma 1.1, (2.4), Lemma 4.3 and Hölder inequality that
Applying Gagliardo-Nirenberg inequality, we have that
. (5.8) Therefore by Young inequality, one has
Combining (5.5), (5.6) and (5.9), then summing up, we deduce that
, this implies (5.4) by employing discrete Gronwall's inequality. 2
Proof. It follows from the regularity of Stokes equation (see [33, p. 35 
This ends the proof. 2 
(5.14)
Proof. We deduce from (4.2) that for any ϕ ∈ H .
(5.18)
(5.19) 
