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a b s t r a c t
In this article, we study solitary-wave solutions of the nonlinear Benjamin–Bona–Mahony–
Burgers(BBM–Burgers) equation based on a lumped Galerkin technique using cubic B-
spline finite elements for the spatial approximation. The existence and uniqueness of
solutions of the Galerkin version of the solutions have been established. An accuracy
analysis of the Galerkin finite element scheme for the spatial approximation has been well
studied. The proposed scheme is carried out for four test problems including dispersion
of single solitary wave, interaction of two, three solitary waves and development of an
undular bore. Then we propose a full discrete scheme for the resulting IVP. Von Neumann
theory is used to establish stability analysis of the full discrete numerical algorithm. To
display applicability and durableness of the new scheme, error norms L2, L∞ and three
invariants I1, I2 and I3 are computed and the acquired results are demonstrated both
numerically and graphically. The obtained results specify that our new scheme ensures
an apparent and an operative mathematical instrument for solving nonlinear evolution
equation.
© 2018 Elsevier Ltd. All rights reserved.
1. Introduction
Dynamics of shallowwaterwaves are led bydifferent nonlinear evolution equations for instanceKorteweg–deVries (KdV)
equation, Benjamin–Bona–Mahony (BBM) equation, equal width wave (EW) equation, Burgers equation, Gardner equation,
Peregrine equation, Kawahara equation and so on. In applied mathematics, theoretical physics and in engineering sciences,
these equations play a crucial role on account of their various mathematical and physical properties and structures. Exact
solutions of these equations are generally not accessible. Owing to the fact that only restricted classes of these equations
are solved by analytical means, numerical solutions of these nonlinear partial differential equations are very convenient to
examine physical phenomena. The BBM (Benjamin–Bona–Mahony) equation, as recognized regularized long-wave (RLW)
equation,
Ut + Ux + aUUx − bUxxt = 0, (1)
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is modeled to govern a wide number of physical developments such as the nonlinear transverse waves in shallow water,
hydromagnetic wave in cold plasma, ion-acoustic waves in plasma, acoustic-gravity waves in compressible fluids, pressure
waves in liquid–gas bubbles and acoustic waves inharmonic crystals. Solutions of this equation are kinds of solitary waves
denominated as solitons whose forms are not changed after the collision. It was first raised as a model for small-amplitude
long-waves on the surface of water in a channel by Peregrine [1,2] and commonly examined by Benjamin et al. [3]. An exact
solution of the equation was obtained under the limited initial and boundary conditions in [4] thus it procured fascinate
from a numerical perspective. Hence, numerical solutions of the BBM equation have been the topic of several studies.
Several numerical techniques notably including finite difference [5–7], pseudo-spectral [8] , meshfree method [9], Adomian
decomposition method [10] and various forms of finite element methods in [11–18] have been used for the solution of the
BBM equation.
Actually, when attempting to define the propagation of small-amplitude long waves in a nonlinear dispersive media, it is
usually necessary to consider dissipative mechanisms to completely reflect real situations. Mostly the mechanisms leading
to the degradation of the wave are quite complex and not well understood. One of the equations that have gained some
currency when the need to append dissipation to nonlinearity and dispersion arises in modeling unidirectional propagation
of planar waves is BBM–Burgers equation [19]. The BBM–Burgers equation has been numerically discussed and analyzed by
many authors. Quadratic B-spline finite element method for the spatial variable compound with a Newton method for the
time variable is offered to approximate solution of BBM–Burgers equation by Y.-X. Yin and G.-Rı Pıao [20]. A quadratic, cubic
and quartic B-spline collocation methods are given in [18,21–25], respectively.
A finite element model for the BBM–Burgers equation with a high-order dissipative term based on adaptive moving
meshes is suggested by Lu et al. [26]. The hybrid BBM–Burgers equation with dual power-law nonlinearity is probed in [27].
Numerical solutions of the BBM–Burgers equation in one space dimension have investigated using Crank–Nicolson-type
finite differencemethod in [28]. The asymptotic properties of solutions to the Cauchy problem for the BBM–Burgers equation
have considered by Mei and Schmeiser [29]. C. Kondo and C. M. Weblere [30] have studied the existence and convergence
of the smooth solutions of the generalized BBM–Burgers equation. The (G
′
/G) expansion method has been performed to
the equation in [31,32]. A. Mohebbi and Z. Faraz [33] have examined the solitary wave solution of nonlinear BBM–Burgers
equation using a high-order linear finite difference scheme.
The variational iteration method has been applied to find the solution of nonlinear BBM-B and free vibrations of systems
with serial linear and nonlinear stiffness equations by Ganji et al. [34]. B. Hong and D. Lu [35] extended the applications of
HPM to solve the general perturbed Burgers–BBM equation with dissipative term. Finite element Galerkin methods have
been discussed by Kadri et al. [36]. A sinc-Galerkin procedure and tanh method have been implemented to the generalized
Benjamin–Bona–Mahony–Burger equation byAlquran andAl-Khaled [37]. Al-Khaled et al. [38] usedAdomiandecomposition
method for finding an approximate solution for Benjamin–Bona–Mahony–Burgers equation. Exp-function method with a
computerized symbolic computation system Maple is used for finding the nonlinear partial differential (BBMB) equation
by El-Wakil et al. [39]. A. Fakhari et al. [40] have developed HAM for solving Benjamin–Bona–Mahony–Burgers equation
(BBM-B).
Mathematically, it is possible to construct such a cubic function φm(x) in every interval [xm, xm+1] that the resulting
piecewise functionφ(x) in the interval [x0, xN ] and its first and secondorder derivatives are continuous in the interval [x0, xN ].
Thus, the cubic spline functions are kept away from the natural oscillation effect observed in high degree interpolation
polynomials. Here, the fact that the first order derivative is continuous ensures the function does not have sharp angles,
the continuity of the second order derivative ensures that the slope angle at each point of the function f is defined. To the
best of our knowledge a rigorous study of such polynomial scheme has not been performed yet. Thus we find an interest to
approximate the solution of the problem using Galerkin cubic B-splines in space and analyze the accuracy of such a spatial
scheme. In this work, we focus on to study a lumped Galerkin method based on cubic B-splines for BBM–Burgers equation.
Context of this work has been planned as follows:
- The governing equation and its variational formulation have been presented in Section 2.
- A semi-discrete Galerkin scheme has been well studied in Section 3.
- A detailed computer implementation of the method to the equation is investigated in Section 4. Von Neumann based
stability analysis of proposed algorithm has been explored here as well.
- In Section 5, motion of single solitary and interaction of two and three solitary waves and development of an
undular bore have been verified for the problemwith different initial and boundary conditions. The derived numerical
consequences are shown both in tabular and graphical form and the computed results are also hold a candle to some
of those available in the literature.
- We finish this study with a short conclusion in Section 6.
2. The governing equation and variational formulation
Amathematical format of advancement of small-amplitude long waves in nonlinear dispersive media is described by the
following BBM–Burgers equation [20]:
Ut − Uxxt − αUxx + βUx + UUx = 0, a ≤ x ≤ b, 0 ≤ t ≤ T , (2)
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with an initial condition
U(x, 0) = g(x), a ≤ x ≤ b, (3)
and boundary conditions
U(a, t) = 0, U(b, t) = 0,
Ux(a, t) = 0, Ux(b, t) = 0,
Uxx(a, t) = 0, Uxx(b, t) = 0, t > 0
(4)
where α, β are positive constants and U(x, t) is a real-valued function which stands for the fluid velocity in the horizontal
direction. Sincewehaveused cubic B-splineGalerkinmethod in our article, there are points lying outside the solutiondomain
of the problem. Therefore, we need to use the nodal values of the function itself, its derivatives for both general matrix form
and initial matrix form. Because of this reason, we have given all of the boundary conditions. Eq. (2) is associated with the
well-known BBM equation (1), which was supported by Benjamin et al. [3] in 1972 as a development of the Korteweg–
de-Vries(KdV) equation. Eq. (2) is named BBM equation for α = 0. BBM–Burgers equation features a balance between the
nonlinear and dispersive effects but takes no account of dissipation. The dispersive effect of Eq. (2) is the same as Eq. (1)
owing to dispersive term −Uxxt whereas the dissipative effect owing to dissipative term −αUxx is as the same the following
Burgers equation [23]
Ut − αUxx + βUx + UUx = 0. (5)
For the simplicity of further analysis we recall Eq. (2) in the following form
Ut − ∆Ut − α∆U = ∇f (U), (6)






Let Hk(Ω), k ≥ 0 (integer) be an usual normed space of real valued functions on Ω and
Hk0(Ω) =
{
v ∈ Hk(Ω) : Div = 0 on ∂Ω, i = 0, 1, . . . , k − 1
}
where D = ∂
∂x . The norm on this space is the usual H
k norm which is denoted by ∥ · ∥k, and when k = 0, (·, ·) and ∥ · ∥
represents H0 = L2 inner product and L2 norm respectively [41].
Multiplying (6) by ξ ∈ H10 (Ω), integrating over Ω and applying Green’s formula we aim to find U(·, t) ∈ H
1
0 so that
(Ut , ξ) + (∇Ut , ∇ξ) + α (∇U, ∇ξ) = − (f (U), ∇ξ) (7)
with U(0) = U0.




∥∇U∥2ds = ∥U0∥21, t ∈ (0, T ],
and
∥U∥L∞(L∞(Ω)) ≤ C∥U0∥1
holds where C is a positive constant.
Proof. Recalling the weak form (7) and setting ξ = U one gets
(Ut ,U) − (∆Ut ,U) + α (∇U, ∇U) = − (f (U), ∇U) (8)











U[∇ · f (U)]dx − α∥∇U∥2. (9)
Now
U∇ · f (U) = ∇ · [f (U)U] − ∇ · [F (U)],
if U ∈ H10 where F
′(U) = f (U). Also, from the initial conditions in (8) we have U = 0 on ∂Ω and so F (0) = 0, and then∫
Ω
U[∇ · f (U)]dx =
∫
Ω
∇(Uf (U))dx = 0.








+ α∥∇U∥2 = 0,






completes the proof of the first part. The second part follows from Sobolev embedding theorem [41–43]. □
Theorem 2. There exists a unique solution of (7) for any T > 0 such that
U ∈ L∞(0, T ,H10 (Ω)) with (U(x, 0), ξ ) = (U0, ξ ), ξ ∈ H
1
0 (Ω),
if U0 ∈ H10 for any T > 0.
Proof. Let{wi}∞i=1 be an orthogonal basis for H
1
0 (Ω) and let V
m





















with Um(0) = U0,m where




where Pm is an orthogonal projection on to finite dimensional space Vm, and U0,m → U0 ∈ H10 (Ω) [41,42]. Hence (10) can
be written as a system of first order non-linear ordinary differential equation and there exists a positive time tm > 0 such
that the nonlinear system has a unique solution Um over (0, tm).
Also from Theorem 1 it is easy to see that
∥Um∥∞ ≤ C∥U0∥1 and ∥f (Um)∥2 ≤ C∥U0∥21
































∥Umt ∥1 ≤ C∥U0∥1.
Thus {Um} and {Umt } are uniformly bounded in L
∞(0, T ,H10 (Ω)).
















Thus the existence of solutions of the problem follows from the denseness of {wi} in H10 (Ω). Let U and V be two solutions of


























∥W∥1 ≤ eCt∥W (0)∥1 = 0, Gronwall’s Lemma,
which confirmsW = 0 completes the proof [41,43]. □
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3. Semi-discrete Galerkin scheme
Let Sh be a finite dimensional subspace of H10 (Ω) where 0 < h < 1 that satisfies the following property: for U ∈
H10 (Ω) ∩ H
4(Ω), there exists a constant C independent of h [41–43] such that
inf
ξ∈Sh
∥U − ξ∥ ≤ Ch4. (11)
A semi-discrete finite element formulation of (2) is to find Uh : [0, T ] → Sh such that
(Uht , ξ) − (∆Uht , ξ) + α (∇Uh, ∇ξ) = − (f (Uh), ∇ξ) , ξ ∈ Sh, (12)
with Uh(0) = U0,h ∈ Sh is an approximation of U0. Before establishing the original convergence result we first prove a priori
bound of the solution of (12).




∥∇Uh∥2dt = ∥U0,h∥21, t ∈ (0, T ],
and
∥Uh∥L∞(L∞(Ω)) ≤ C∥U0,h∥1
holds where C is a positive constant.
Proof. The proof follows from the proof of Theorem 1. □
Now we analyze the accuracy of the semi-discrete scheme (12) . For all U, V ∈ H10 we consider the following bilinear
form
A(U, V ) = (∇U, ∇V ),
which satisfies the boundedness property
|A(U, V )| ≤ M∥U∥1∥V∥1, ∀ U, V ∈ H10 (13)
and coercivity property (on Ω)
A(U,U) ≥ α∥U∥1, ∀ U ∈ H10 , for some α ∈ R. (14)
Here A satisfies
A(U − Ũ, ξ ) = 0, ξ ∈ Sh, (15)
where Ũ is an auxiliary projection of U [41–43]. Now we have the following bound for error in the semi-discrete
approximation.
Theorem 4. If Uh ∈ Sh is a solution of (12) and U ∈ H10 (Ω) is a solution of (7), then
∥U − Uh∥ ≤ Ch4,
for some C > 0 if ∥U(0) − U0,h∥ ≤ Ch4.
Proof. Let the error be
e = U − Uh = (U − Ũ) + (Ũ − Uh) = ν + θ
where ν = U − Ũ and θ = Ũ − Uh. Now from (14) and (15) it follows that
α∥U − Ũ∥21 ≤ A(U − Ũ,U − Ũ)
= A(U − Ũ,U − ξ ), ξ ∈ Sh.
Also (13) and (15) and [43] guarantee that
∥U − Ũ∥1 ≤ inf
ξ∈Sh
∥U − ξ∥1. (16)
Thus (11) and (16) guarantee that
∥ν∥1 ≤ Ch3∥U∥4, and ∥ν∥ ≤ Ch4∥U∥4.
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Fig. 1. Cubic B-spline shape function.
Also applying ∂
∂t on (15) and following similar steps as above it is easy to see [43] that
∥νt∥ ≤ Ch4∥Ut∥4.
Now subtracting (12) from (7) yields
(θt , ξ ) + (∇θt , ∇ξ ) + α(∇θ, ∇ξ ) = −(νt , ξ ) − (f (U) − f (Uh), ∇ξ ).







≤ ∥νt∥∥θ∥ + ∥f (U) − f (Uh)∥∥∇θ∥.
Now applying Lipschitz conditions and boundedness of U and Uh one may have




















+ ∥ν∥2 + ∥θ∥2 + ∥∇θ∥2
)
dt.
Now set θ (0) = 0, apply Gronwall’s lemma, bounds of ν and νt to have
∥θ∥1 ≤ C(U)h4,
completes the proof [41–43]. □
4. Computer implementation
In this section we discuss and implement the computation involved in the generation of the finite element equations to
adapt the computer implementation in detail. To get solution ondomain a ≤ x ≤ b,wedivide the interval intoN subintervals
so that a = x0 < x1 < · · · < xN = b with h = b−aN , and xi = a + ih. We follow Prenter [44] to define the following cubic
B-spline functions φm(x), (m = −1(1) N + 1), at the points xm which compose a basis over the region [a, b] by
φm(x) = 1h3
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(x − xm−2)3, x ∈ [xm−2, xm−1),
h3 + 3h2(x − xm−1) + 3h(x − xm−1)2 − 3(x − xm−1)3, x ∈ [xm−1, xm),
h3 + 3h2(xm+1 − x) + 3h(xm+1 − x)2 − 3(xm+1 − x)3, x ∈ [xm, xm+1),
(xm+2 − x)3, x ∈ [xm+1, xm+2],
0 otherwise.
(17)
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For visual representation, we depict the cubic B-spline shape function on the interval [xm, xm+1] in Fig. 1. A global
approximation UN (x, t) is stated in terms of cubic B-splines by




in which parameters δj(t) are obtained using boundary and weighted residual conditions. In each element, applying a
hη = x − xm (0 ≤ η ≤ 1) local coordinate transformation for the finite element [xm, xm+1], cubic B-spline shape functions
(17) in terms of η over the domain [0, 1] can be reorganized as
φm−1 = (1 − η)3,
φm = 1 + 3(1 − η) + 3(1 − η)2 − 3(1 − η)3,




Cubic B-splines except φm−1(x), φm(x), φm+1(x), φm+2(x) and their four principal derivatives vanish the outside of the region
[0, 1]. Hence approximation function (18) in terms of element parameters δm−1, δm, δm+1, δm+2 and B-spline element
functions φm−1, φm, φm+1, φm+2 are given over the region [0, 1] by




Using equalities (19) and (20), approximation of nodal values Um and its first and second derivatives are obtained as follows:
Um = U(xm) = δm−1 + 4δm + δm+1,
U ′m = U
′(xm) = 3(−δm−1 + δm+1),
U ′′m = U
′′(xm) = 6(δm−1 − 2δm + δm+1).
(21)
WhenW (x) is considered as the weight function and the Galerkin’s method is implemented to Eq. (2), weak formulation
of Eq. (2) is attained as∫ b
a
W (Ut − Uxxt − αUxx + βUx + UUx)dx = 0. (22)
Since the Galerkin method is used and in the method the weight function W (x) is chosen as exactly same as approximate
functions and also the approximate functions are chosen as B-splines, the smoothness of the weight function is warrantied.


















dη = 0, (23)
where Û is approved to be constant over an element to facilitate the integral. If partial integration is performed to (23), this





Uη) + ξWηUη + ρWη Uηt ]dη = αWUη|10+WUηt |
1
0, (24)
in which λ = Û , ρ = 1
h2
and ξ = α
h2
. Choosing the weight function as cubic B-spline shape functions indicated by Eq. (19)





































j = 0, (25)
where δe = (δm−1, δm, δm+1, δm+2)T and dot represents differentiation to t , which is given in following matrix form
[Ae + ρBe − C e]δ̇e + (
(β + λ)
h








⎡⎢⎣ 20 129 60 1129 1188 933 6060 933 1188 129
1 60 129 20
⎤⎥⎦









⎡⎢⎣ 18 21 −36 −321 102 −87 −36
−36 −87 102 21







⎡⎢⎣ 1 0 −1 04 −1 −4 11 −4 −1 4










⎡⎢⎣ −10 −9 18 1−71 −150 183 38
−38 −183 150 71
−1 −18 9 10
⎤⎥⎦




(δm−1 + 5δm + 5δm+1 + δm+2)2 .
We have used lumped Galerkin method in this manuscript. That is by assuming that the space nodal points are close
enough to each other, we have taken their average and used it at the next time level as approximate value. Because of this
lumping way of approximation, it is called lumpedmethod and widely known as it is. By taking into consideration associate
supplementations from all elements, matrix equation (26) is as the form
[A + ρB − C]δ̇ + (
(1 + λ)
h
D + ρB − C)δ = 0, (27)
where δ = (δ−1, δ0, . . . , δN , δN+1)T global element parameters and α = β = 1 so ρ = ξ = 1h2 . In this method, we firstly
have worked on the typical element [xm, xm+1]. So we find the element matrices Ae, Be, C e and De for this element. Here ‘‘e’’
represents element matrices in typical element [xm, xm+1]. And then we have found the solutions of the equation on the
whole region (interval) [a, b]. Therefore we have to join all element matrices on the whole region [a, b]. After that we have




(1, 120, 1191, 2416, 1191, 120, 1) , B =
1
10
(−3, −72, −45, 240, −45, −72, −3) ,
C = (0, 0, 0, 0, 0, 0, 0) ,D =
1
20





−λ1, −18λ1 − 38λ2, 9λ1 − 183λ2 − 71λ3, 10λ1 + 150λ2 − 150λ3 − 10λ4,






(δm−2 + 5δm−1 + 5δm + δm+1)2 , λ2 =
1
4h




(δm + 5δm+1 + 5δm+2 + δm+3)2 , λ4 =
1
4h
(δm+1 + 5δm+2 + 5δm+3 + δm+4)2 .
Performing the forward finite difference δ̇ = δ
n+1
−δn




+ δn+1) to Eq. (27), we acquire
following septa-diagonal matrix system
[A + ρB − C + (
(1 + λ)
h
D + ρB − C)
∆t
2
]δn+1 = [A + ρB − C − (
(1 + λ)
h




The system (28) involves of (N +1) linear equations containing (N +7) unknown coefficients (δ−3, δ−2, δ−1, . . . , δN+1, δN+2,
δN+3). We need six additional restraints to obtain a unique solution for this system. These are obtained from the boundary
conditions (4) and can be used to remove δ−3, δ−2, δ−1, δN+1, δN+2, δN+3 from the systems (28) and (N + 1)×(N + 1)matrix
system is obtained. The resulting system is effectively solved by using Thomas algorithm. In solution process, two or three
inner iterations δn∗ = δn + 12 (δ
n
−δn−1) are also implemented at each time step to decrease the non-linearity. Consequently,






































































































































To begin the iteration, the initial vector δ0 is calculated by using the initial and boundary conditions. So, using the relations
at the knotsUN (xm, 0) = U(xm, 0),m = 0, 1, 2, . . . ,N andU
′
N (x0, 0) = U
′
(xN , 0) = 0 associatedwith a variant of the Thomas
























Stability of the presented technique is explored by practicing Fourier method based on Von-Neumann theory. Presuming










a = (γ7 + γ1) cos (3kh) + (γ6 + γ2) cos (2kh) + (γ5 + γ3) cos (kh) + γ4,
b = (γ7 − γ1) sin (3kh) + (γ6 − γ2) sin (2kh) + (γ5 − γ3) sin (kh) .
(31)
The modulus of |g| is 1, so the linearized scheme is unconditionally stable.
5. Numerical results and discussion
In this section, we solve four test problems to demonstrate the proficiency of the suggested algorithm which are the
propagation of a solitary wave, interaction of two and three solitary waves and development of an undular bore. Validity of
the migration of the solitary waves is shown by measuring both the L2-error norm
L2 =






Uexact − UN∞ ≃ maxj ⏐⏐Uexactj − (UN)j⏐⏐ ,
therefore the numerical algorithm estimates position and amplitude of the single solitary wave well as the simulation




U(x, t)dx, I2 =
∫ b
a
[U2(x, t) + U2x (x, t)]dx, I3 =
∫ b
a
[U3(x, t) + 3U2(x, t)]dx (32)
respectively and these quantities will be observed to inspect the conserved specialties of the numerical algorithm.
5.1. Propagation of a single solitary wave
To consider the confirmed and the proficiency of our algorithm, we take into consideration two cases for our numerical
study.
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Table 1
Invariants and error norms for the single solitary wave with c = h = ∆t = 0.1 over the region [−40, 60] for different times.
Method Time I1 I2 I3 L2 × 103 L∞ × 103
Galerkin cubic 0 3.9799274 0.8104627 2.5790082 0 0
4 3.9799294 0.8104627 2.5790082 0.04746117 0.01883838
8 3.9799277 0.8104627 2.5790083 0.09291081 0.03788379
12 3.9799250 0.8104627 2.5790083 0.13646954 0.05534971
16 3.9799164 0.8104627 2.5790083 0.17731501 0.07064983
20 3.9798820 0.8104627 2.5790083 0.21615477 0.08455837
h = 0.05 20 3.9798786 0.8104621 2.5790061 0.21976198 0.08302370
h = 0.02 20 3.9798711 0.8104625 2.5790074 0.18980947 0.07536858
Galerkin quadratic (h = 0.1) [11] 20 3.97989 0.810467 2.57902 0.220 0.086
Finite difference (h = 0.1) [11] 20 4.41219 0.897342 2.85361 196.1 67.35
[12] 20 3.98203 0.808650 2.57302 4.688 1.755
[13] 20 3.96160 0.804185 2.55829 0.018 1.566
[14] 20 3.98206 0.811164 2.58133 0.511 0.198
[15] 20 3.97988 0.810276 2.57839 0.30 0.116
[17] 20 3.97988 0.810465 2.57901 0.219 0.086
[21] 20 3.97988 0.810461 2.579 0.307172 0.117734
[23] 20 – – – 0.20 0.078
Case 1. In this case,wewill suggest somenumerical results for the BBMequation (1)which is indicated in the introduction,
can be derived from the BBM–Burgers equation (2) by taking α = 0 and β = 1. We tackle Eq. (1) with the boundary
conditions U → 0 as x → ±∞ and the initial condition
U(x, 0) = 3c sec h2[k(x − x0)]. (33)
This problem has the following theoretical solitary wave solution
U(x, t) = 3c sec h2[k(x − x0 − vt)], (34)
where v = 1 + εc is the wave velocity and k = 12
√
εc
µ(1+εc) . This equation symbolizes a single soliton of amplitude 3c with
the constant speed 1+ εc and initially centered on x0. The values of the parameters are taken firstly, c = h = ∆t = 0.1 and
secondly c = 0.03, h = ∆t = 0.1 over the interval [−40, 60] to match up with that of previous papers. The exact values
of the invariants can be found as I1 = 3.9799497, I2 = 0.81046249 and I3 = 2.579007 for c = 0.1 and I1 = 2.1094074,
I2 = 0.127302 and I3 = 0.388806 for c = 0.03. The simulations are done up to time t = 20 to obtain the error norms and
three conserved quantities. The obtained data for different values of c have been given in Tables 1 and 2. These tables clearly
show that the error norms obtained by our method are less than the others and our invariants are almost constant as time
increases. It is noticeably seen from the tables that for c = 0.1; invariants I1, I3 change from their initial values by less than
4.54 × 10−5 , 1 × 10−7 whereas the change of invariant I2 is zero and for c = 0.03; I1, I2, I3 change from their initial value
by less than 2.42× 10−3, 1× 10−7 and 1.8× 10−6, respectively. Also, the changes of the invariants agree with their exact
values. The error norms L2 and L∞ are found sufficiently small during the computer run. Therefore we can say our method
is sensibly conservative. Fig. 2(a) and (b) show the solutions at t = 0, 5, 10, 15 and 20. As seen, single solitons move to the
right at a constant speed and preserves its amplitude and shape with increasing time as anticipated. Initially, for c = 0.1,
the amplitude of solitary wave is 0.3000000 and its top position is located at x = 0. At t = 20 its amplitude is noted as
0.2999745 with center x = 22 and for c = 0.03, the amplitude of solitary wave is 0.0900000 and its top position is located
at x = 0. At t = 20 its amplitude is noted as 0.0899994 with center x = 20.6. Thereby the absolute difference in amplitudes
over the time interval [0, 20] are observed as 2.55 × 10−5 and 6 × 10−7 , respectively. The distribution of error at discrete
times are depicted in Fig. 3(a) and (b) for c = 0.1 and 0.03, respectively. The error aberration varies from −8 × 10−5 to
1 × 10−4 for c = 0.1 and from −5 × 10−4 to 0 for c = 0.03.
Case 2. In this case, we conceive Eq. (1) with the boundary conditions U → 0 as x → ±∞ and the initial condition




For this case, the exact solution of this problem is







For the calculation, we choose the different space and time steps and the run of the algorithm is carried up to time t = 40
over the problem domain [−40, 100]. The error norms L2, L∞ and conservation quantities I1, I2 and I3 are computed, which
are given in the Table 3 along with the results of the previous methods for comparison. This table clearly shows that the
error norms obtained by our method are less than the others and our invariants are almost constant as time increases. It
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Table 2
Invariants and error norms for the single solitary wave with c = 0.03, h = 0.1, ∆t = 0.1 over the region [−40, 60] for different times.
Method Time I1 I2 I3 L2 × 103 L∞ × 103
Galerkin cubic 0 2.1070056 0.1273011 0.3888039 0 0
4 2.1070945 0.1273011 0.3888039 0.41223571 0.23007703
8 2.1068929 0.1273011 0.3888039 0.51129322 0.22109032
12 2.1065433 0.1273011 0.3888038 0.53606374 0.21259643
16 2.1059147 0.1273011 0.3888035 0.54486046 0.21388435
20 2.1045802 0.1273010 0.3888021 0.56955440 0.43153939
h = 0.05 20 2.1045976 0.1273009 0.3888018 0.56031080 0.43158143
h = 0.125 20 2.1045743 0.1273010 0.3888022 0.57426343 0.43151165
[21] 20 2.10460 0.127302 0.388802 0.562458 0.431512
[22] 20 – – – 9.40151 3.54203
Fig. 2. Single solitary wave with (a) c = h = ∆t = 0.1 (b) c = 0.03, h = ∆t = 0.1 over the −40 ≤ x ≤ 60 at t = 0, 5, 10, 15 and 20.
Fig. 3. Error distribution at t = 20 for the parameters (a) c = h = ∆t = 0.1 (b) c = 0.03, h = ∆t = 0.1 over the −40 ≤ x ≤ 60.
is noticeably seen from the tables that the invariants I1, I2 and I3 change from their initial values by less than 1 × 10−6,
3.5 × 10−5 and 3 × 10−4 respectively. Also, the changes of the invariants agree with their analytical values. We have
found out error norms L2 and L∞ are obtained sufficiently small during the computer run. Therefore we can say our method
is sensibly conservative. Fig. 4 shows the solutions at t = 0, 10, 20, 30 and 40. As seen, single solitons move to the right
at a constant speed and conserves its amplitude and shape with increasing time as expected. Initially for h = 0.05 and
∆t = 0.025, the amplitude of solitary wave is 1.0000000 and its top position is located at x = 0. At t = 40 its amplitude is
noted as 0.9999426 with center x = 53.35. Therefore the absolute difference in amplitudes over the time interval [0, 40] is
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Table 3
Invariants and error norms for the single solitary wave with h = 0.05, ∆t = 0.025 over the region [−40, 100] for different times.
Method Time L2 L∞ I1 I2 I3
Our h = 0.2, ∆t = 0.4 10 0.03195399 0.01477190 8.0000005 5.6000315 20.2664360
20 0.05446985 0.02321340 8.0000001 5.6000536 20.2662535
30 0.07306022 0.03003074 7.9999998 5.6000631 20.2661684
40 0.09025102 0.03638003 7.9999995 5.6000671 20.2661288
[33] 40 – 0.10976282
Our h = ∆t = 0.1 10 0.00204484 0.00095720 8.0000020 5.6000016 20.2666713
20 0.00341396 0.00147163 8.0000020 5.6000019 20.2666716
30 0.00457929 0.00189531 8.0000020 5.6000021 20.2666717
40 0.00571248 0.00231941 8.0000020 5.6000022 20.2666718
[33] 40 – 0.00747237
Our h = 0.05, ∆t = 0.025 10 0.00012459 0.00005984 7.9999964 5.6000010 20.2666706
20 0.00025628 0.00010502 7.9999964 5.6000010 20.2666706
30 0.00040853 0.00016268 7.9999964 5.6000010 20.2666706
40 0.00055868 0.00021891 7.9999964 5.6000010 20.2666706
[33] 40 – 0.00046983
Our h = 0.2, ∆t = 0.01 10 0.00051267 0.00017784 8.0000009 5.6000005 20.2666697
20 0.00077372 0.00031687 8.0000009 5.6000010 20.2666713
30 0.00107317 0.00045923 8.0000009 5.6000011 20.2666719
40 0.00141405 0.00060343 8.0000009 5.6000012 20.2666721
[23] 20 0.00060007 0.00031641
Fig. 4. Single solitary wave with h = 0.05, ∆t = 0.025 over the −40 ≤ x ≤ 100 at t = 0, 10, 20, 30, 40.
Fig. 5. Error distribution for the parameters h = 0.05, ∆t = 0.025 over the [−40, 100].
found as 5.7×10−5. The distribution of error at discrete times is designed in Fig. 5. The error deviation varies from−3×10−4
to 3 × 10−4.
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Fig. 6. Interaction of two solitary waves at t = 5, 15, 30.
Fig. 7. Interaction of three solitary waves at t = 5, 15, 30.
5.2. Interaction of two solitary waves
For this problem, we search the treatment of the interaction of two solitary waves for BBM–Burgers equation (2)
possessing different amplitudes and moving in the identical way. Initial condition of two well-separated solitary waves









where k1 = 0.4, k2 = 0.3, x1 = 15, x2 = 35 and dj =
4k2j
1−4k2j
, j = 1, 2. For the numerical experiment, we choose h = 0.05,
∆t = 0.025, −40 ≤ x ≤ 100. The parameters give solitary waves of different amplitudes 5.3283821 and 1.6882687 having
centers at x = 28.85 and x = 42.75 to make the interaction possible. Computations are done up to time t = 30. Fig. 6
indicates the behavior of the interaction of two solitary waves. It is observed from Fig. 6 that at t = 0 the taller solitary wave
at the left location of the smaller solitary wave, at first. Since the taller wave moves faster than the shorter one, it overtakes
and clashes with the shorter one at t = 15, the smaller solitary wave being absorbed and thenmoves away from the shorter
one as time increases.
5.3. Interaction of three solitary waves
In this part, the act of the interaction of three solitary waves possessing different amplitudes and moving in the identical
way are studied. We discuss the BBM–Burgers equation (2) with initial condition imputed by the linear sum of three well-
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Table 4
Invariants for development of an undular bore U0 = 0.1, x0 = 0, d = 5, µ = 1/6, h = 0.1, ∆t = 0.1, x ∈
[−36, 300].
Time I1 I2 I3
d = 2 d = 5 d = 2 d = 5 d = 2 d = 5
0 3.5949976 3.5949977 0.3494998 0.3344998 1.0829493 1.0356993
4 3.6051204 3.6051205 0.3500394 0.3348469 1.0802725 1.0330284
8 3.6053222 3.6053223 0.3499572 0.3347301 1.0802922 1.0330560
12 3.6053828 3.6053830 0.3499396 0.3346661 1.0802964 1.0330707
Fig. 8. Configurations of the undular bore for d = 2 at t = 0, 4, 8, 12.
where k1 = 0.39, k2 = 0.30, k3 = 0.25, x1 = 10, x2 = 28, x3 = 52 and dj =
4k2j
1−4k2j
, j = 1, 2, 3. To ensure an interaction
of three solitary waves take place, calculation is carried out with the parameters h = 0.05, ∆t = 0.025 are taken over
the interval −40 ≤ x ≤ 100. The parameters designate solitary waves of different amplitudes 4.6526302, 1.6894437 and
1.7500767. Simulations are run up to time t = 30. In Fig. 7, the interaction of three solitarywaves is drawn. As it is seen from
the figure, in the progress of time, the interaction started about time t = 15 the large wave catches up with the smallers and
overlapping process occurs. In time, waves start to resume their original shapes.
5.4. Undular bore propagation
For the final problem, we have concentrated on Eq. (1) with the physical boundary conditions U → 0 when x → ∞ and
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Fig. 9. Configurations of the undular bore for d = 5 at t = 0, 4, 8, 12.
In Eq. (39), U(x, 0) denotes elevation of the water surface above the equilibrium level at time t = 0, U0 denotes the
magnitude of the change in water level which is centered on x = xc and d represents the slope between still water and
deeper water. For the sake of comparison with earlier studies the parameters are taken as U0 = 0.1, µ = 1/6, xc = 0,
d = 2, 5, h = 0.1, ∆t = 0.1, x ∈ [−36, 300] . The simulations are run up to t = 12. The obtained results are given in
Table 4. From the table we have seen that changes of the invariants remain less than 1.0× 10−2, 4.4× 10−4 and 2.6× 10−3
for d = 2 and 1.0 × 10−2, 1.6 × 10−4 and 2.6 × 10−3 for d = 5, respectively. The undulation configurations are plotted
at times t = 0, 4, 8, 12 in Figs. 8 and 9. It is found out that the amplitude of the waves increases with rising x. After that,
undulations take the peak position and disappear.
6. Conclusion
In this study, we have successfully developed a lumped Galerkin finite element method using cubic B-spline basis
functions for the BBM–Burgers equation. The algorithmswere tested through single solitarywave inwhich the exact solution
is known andbroadened it to examine the interaction of two and three solitarywaveswhere the exact solutions are unknown
during the interaction and the development of the undular bore. Existence and uniqueness of solutions of the Galerkin
method of the solutions have been constructed. An accuracy analysis of the Galerkin finite element algorithm for the spatial
approximation has been shown in detail. Stability analysis has been performed and the suggestedmethod has been shown to
be unconditionally stable. The accuracy of the method is examined both L2 and L∞ error norms and the invariant quantities
I1, I2 and I3. The proposed numerical results indicate that the error norms are satisfactorily small and the conservation laws
are marginally constant in all computer program implementations. We notice that our numerical scheme for the equation
is more accurate than the other earlier schemes found in the literature. As a result, we can say that cubic B-spline Galerkin
finite element method is more practical, accurate and powerful mathematical tool for solving nonlinear partial differential
equations having wide applications in physical problem represented by BBM–Burgers equation.
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