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Introduction
One can elucidate two kinds of perspectives in recent work on low Reynolds number unsteady aerodynamics for Micro Air Vehicle (MAV) applications. The first, espoused principally by zoologists and designers of practical flapping-wing MAV flight articles, involves mechanical models that attempt to closely represent specific examples in nature [1] [2] [3] [4] [5] . For natural flyers, the motion kinematics tends to be complex, and difficulty in either measurement or computation tends to lead towards a descriptive approach. The second, to which the present work belongs, studies aggressive abstractions such as the pitching/plunging 2D airfoil, in an effort at isolating canonical problems for parametric study of effects of Reynolds number, reduced frequency, reduced amplitude and so forth. The simplification favors detailed investigation, but leaves open the issue of direct aid to aerodynamic design of MAVs. The prescription of "two dimensions" is itself rife with ambiguities, such as the role of wind tunnel/water tunnel test section walls in producing 3D effects, of which a typical example is spanwise flow in shed vortices in the wake [6] . With increasing reduced frequency of motion, 3D effects can dominate vortex shedding in the immediate vicinity of the airfoil [6] , presumably with important consequences for the time-dependent aerodynamic loads. Nevertheless, with appropriate treatment, largely 2D flow field can be established in certain conditions, which allows one to simplify experimental-computational comparison in specific problems such as transitional flows and massive shedding of vortical structures.
The combination of low Reynolds number (Re < 10
5
) phenomena and high substantial flow structure variations encountered in MAV-relevant flows suggest departure from classical unsteady airfoil theory [7] . Crucial issues include the role of leading edge and trailing edge vortex shedding, interaction of the timedependent wing pressure distribution with vortices shed previously during the motion time history, and the role of transition in shear layers bounding regions of laminar separation. Prior to MAVs, dynamic stall of helicopter blades was perhaps the main application for high-rate unsteady aerodynamics in nominally two dimensions, but the difference in Reynolds number is a factor of on the order of 100. It was established that the dominant feature of dynamic stall is the formation and shedding of a strong vortex-like disturbance from near the leading-edge. McCroskey et al [8] pointed out that as the vortex passes over the airfoil surface it significantly changes the chordwise pressure distribution and produces transient forces and moments that are fundamentally different from those in static stall. Comprehensive reviews of dynamic stall and unsteady airfoils are given by McCroskey [9] , Carr [10] , and Carr and McCroskey [11] . Ohmi et al. [12, 13] experimentally examined the starting flows past a 2D oscillating and translating airfoil. They found that the reduced frequency is the dominant parameter of the flow. However, they also demonstrated that as the pitching frequency increases, the patterns of the vortex wake are depended on both the reduced frequency and the amplitude. Visbal and Shang [14] performed numerical investigation of flow structure around a rapidly pitching NACA0015 airfoil at Reynolds number of 10 4 by solving the full 2D Navier-Stokes equations. They observed a strong dependence of the primary flow features on the pitch rate and pitch axis position. At a fixed axis position, the dynamic stall can be delayed with increased pitch rate. Ghosh Choudhuri and Knight [15] examined the effects of compressibility, pitch rate, and Reynolds number on the initial stages of 2D unsteady separation of laminar subsonic flow over a pitching airfoil in the Reynolds number ranging from 10 4 to 10
. They discovered that increasing the Reynolds number hastens the appearance of the primary recirculating region.
The aforementioned studies focus mostly on transients upon initiation of airfoil motion from rest. Others considered the periodic or phase-averaged behavior of pitch/plunge after transients have relaxed, typically with a focus on motion kinematics for optimal thrust efficiency. Platzer and Jones [16] discussed theoretical prediction of thrust efficiency vs. flow visualization and thrust measurements for an airfoil in pure-plunge, over a range of reduced frequencies, k = ωc/2U ∞ , and reduced amplitude, h = l/c, where l is the one-sided plunge amplitude. Young and Lai [17] used a 2D Reynolds-Averaged Navier-Stokes (RANS) approach to study the (k, h) parameter space for optimal thrust efficiency. Lian and Shyy [18] used RANS methods to study the effect of an abstraction of gusts on a pitching/plunging airfoil, with evidence that the flapping motion has gust load alleviation potential, and that gusts can cause hysteresis in the force history and affect the transition process.
In this paper we compare experiment and computation for a 2D airfoil experiencing sinusoidal pitch/plunge motion at the "transitional" Reynolds number of 60,000, focusing on a cambered airfoil that is nominally on-design -the SD7003 [19] . We compare a case of motion kinematics where the total effective angle of attack passes slightly beyond the point of static stall, with a case essentially in deep stall.
The kinematics of airfoil harmonic pitch-plunge ( Figure 1 ) can be written as follows: There are two length scales, chord c, and stroke amplitude ch 0 . Thus both St and k are required to describe the relative time and length scales. The kinematic angle of attack is relative to the pivot point and is defined as:
Mathematical Models and Numerical Methods
The computational solver is an in-house code that solves the Navier-Stokes equations on a moving grid with a pressure-based algorithm [21] . We use Menter's shear stress transport (SST) model [22] as the turbulence closure model:
The eddy viscosity can be obtained by applying a blending function, F 2:
This model maintains robust and accurate formulation of the Wilcox k-ω model in the near-wall region and fully retains the freestream independence of the k-ε model. For the detailed explanation of each term and the definition of each parameter we refer to Menter [22] For the Navier-Stokes equations, the convection terms are discretized with the second-order upwind scheme and the diffusion terms are discretized with the second-order central difference scheme. The time integration is performed with a second-order implicit three-point backward scheme for better handling of accuracy and strict time step constraint imposed by the extremely fine grid resolution. Three models are used for the transitional flow simulation characterized with strong vertical flows. They are the Menter's SST model [22] , SST model with a modified empirical transition method [23] based on the principle of the e N method [24, 25] and the work of Drela and Giles [26] , and the detached eddy simulation (DES) based on the SST turbulence model [27] . The SST model is chosen because its detective capability and responsiveness to flow separation in adverse pressure gradient [28] . Instead of solving the Orr-Sommerfel equation to evaluate the local growth rate of the unstable waves based on the velocity, the empirical transition model approximate the growth rate by line integration. A DES is a three-dimensional unsteady numerical simulation based on a turbulence model. In this approach, the flow filed is solved directly in regions where grid density is fine enough and the flow field is modeled in regions where it is not. It is essentially a hybrid approach of LES and RANS computations. To eliminate the gridmovement-related errors due to the wing motion, the geometric conservation law [29] is implemented .
The boundary consists of three types: inlet, outlet, and airfoil surface (Figure 2) . At the inlet, we assign the Dirichlet boundary condition, i.e., the velocity is equal to the freestream velocity; at the outlet, we set the pressure to zero and assign a zero-gradient condition for the velocity; on the airfoil surface we use the nonslip boundary condition for the velocity and approximate the normal pressure gradient from the momentum equation,
Where n is the vector of the normal direction of the airfoil surface and a is the acceleration on the airfoil surface. 
Experimental Setup
Experiments were conducted in the Air Force Research Laboratory's Horizontal Free-surface Water Tunnel ("HFWT"); the HFWT and the approach used for airfoil PIV measurements are described in Ol et al. [30] . PCO 4000 11Mpix cameras [31] were triggered off of an external pulse train derived from the position encoder of the motion rig, thus allowing for selection of motion phase at which to acquire data. Airfoil motion was driven by a 2-degree-of-freedom "pitch-plunge rig", consisting of a pair of electric linear motors mounted vertically on a plate above the tunnel test section free-surface. Each motor actuates a vertical rod, which connects via a bushing to the airfoil at a fixed pivot point on the airfoil chord. Motion trajectory of each rod is programmed independently, allowing for single degree-of-freedom motions such as sinusoidal pure-pitch or pure-plunge, as well as nontrigonometic and combined motions. The pivot point for pitching motions can be varied as well, but for simplicity was limited in the present study to the quarter chord. Details of the pitch-plunge rig are given in Ol [32] .
Velocity data were acquired at four phases in each period of oscillation, for two sequences of 120 periods each. Prior results with dye injection and PIV for pure-pitch at k = 3.93 and Re = 60,000 show that startup transients relax in less than two periods of oscillation after startup, where the startup is continuous in velocity and bounded by 5 m/s 2 in acceleration in the controller software. In the present work, the first 5 periods were removed from each image sequence, and the remaining 230 velocity records for each phase of motion were averaged. Vorticity was calculated by explicit differentiation of cubic spline fits to the velocity field [30] .
Resolution was 88 pixels/cm. For 32x32 pixel windows with 16x16 overlap, this results in 84 velocity vectors per chord length. Because of laser reflections from the model surface (polished stainless steel, painted flat-black) and lack of corrections for PIV windows which intersect with the model surface or for near-wall pixel regions saturated due to laser reflections, data closer than one window length to the airfoil wall -approximately 0.02c -are not reliable. This renders problematic a direct comparison of PIV and CFD in attached boundary layers, but offers sufficient detail to make comparisons regarding shear layers bounding laminar separation bubbles, and shed vortical structures.
The installation of the model and schematic of the rig assembly are shown in Figure 3 . In the photograph, the model is inside the test section, but the glass walls are not visible. In the schematic, the pitch/plunge rig's linear motors are atop a plate above the test section's free surface, and the test section is not shown. 
Results and Discussion
Problem description
The first case under consideration has pitch leading plunge by 90°, α 0 = 8°, θ 0 = 8.42°, h 0 = 0.5, and k = 0.25. The motivation follows pitch-plunge scenarios of high propulsive efficiency in 2D flapping [20] . Since the SD7003 airfoil has static stall at Re = 60,000 at around 11 o [30] , and the peak effective angle of attack is 13.6°
(attained at phase ϕ = 0.25), this should be an example of weak dynamic stall. The second case was a pureplunge version of the first. Here, the pitch-geometric alpha is not available to partially cancel the plunge-induced alpha, so the extremes in total angle of attack are larger, with deeper excursion past static stall. The two cases, with motion time history as recorded from the plunge rig's optical encoder tape, are given in Figure 4 . Both cases are cosine-waves in plunge. Minor oscillations in the encoder signal are expected to be absorbed by elasticity of the plunge rods and the airfoil mount.
For Re = 60,000, k = 0.25 corresponds in the experiment to a physical frequency of 0.206 Hz and tunnel flow speed of 39.4 cm/s. With a 61cm wide by 61cm high test section, blockage based on projected frontal area of the model at maximum pitch amplitude is 6%. Gaps between the model tips and the tunnel walls were approximately 1.0mm. To obtain the "most 2-dimensional" flow field, the PIV light sheet was placed at the 3/4 span location; that is, approximately halfway between the plunge rods and the tunnel wall. Light sheet thickness was approximately 2mm, though the large field of coverage (up to 45 cm) makes precise collimation of the light sheet difficult.
Figure 4. Time-traces of effective total angle of attack (solid line) and pitch angle (dashed line), from linear motor encoders: pitch-plunge case (left) and pure-plunge case (right).
Computational sensitivity analysis
To assess the impact of spatial and temporal resolution in the computation, the number of grid points in the streamwise and radial directions was varied, resulting in six different grid systems ranging from 220x90 to 600x250. For all the grids, we used the same hyperbolic tangent distribution in the radial direction: the first grid is 6.7x10 -5 -chord away from the airfoil, and the last grid is 1.3-chord away from the outer boundary. For the 410x200 grid, we estimate that there are about 40 to 50 grid points inside the boundary layer. Figure 5 compares amongst the three grids the lift and drag histories of the first period after motion startup, for the SST model. The maximum difference in c l between the coarse grid and medium grid is around 4% near t/T=0.6. In other regions, the discrepancy is less than 0.5%. The discrepancy between the fine and medium grid is well below 1% in all regions. This observation is also true for the drag history. The flow structures, as illustrated from the streamwise velocity contour plots in Figure 6 , are in good mutual agreement amongst the three grids. The medium grid of 410x200 seems sufficient for the RANS model computation. Our computations based on the transition model also show that the 410x200 grid is sufficient. Therefore, the medium grid is then used throughout this research. Examining temporal resolution effects, our tests show that sufficient temporal resolution can be obtained with 400 time steps per flapping cycle. We do not pursue a grid-dependent solution for the DES-type simulations.
RANS computations of the pitch-plunge case
With RANS computations without the transition model (Figure 7) , the lift and drag coefficient history attains periodic behavior after the fourth cycle, whereupon the lift in particular closely follows the time trace of dynamic angle of attack. However, when the transition model is included, the force time history shows more variation. Focusing for example on the fifth cycle of motion, lift continues to increase after the maximum dynamic angle of attack is attained, and then quickly drops. The time-averaged lift coefficient of the SST computation without transition model is 0.85 and 0.80, respectively. iles at one-chor not possible be iles is useful in aged net drag o ion effects are e measurement tion is 0.040 a n bubble presen experiment in a s coincidentally 
DES approach for the pitch-plunge case
Computations without the transition model show that the flow attains periodicity after the fourth cycle of airfoil motion. However, RANS computations may overpredict the eddy viscosity in the near wall region, which eventually dampens all of the small-scale fluctuations and produces false impression of periodicity in the flowfield and force time history. But DES functions as a sub-grid model in regions where the grid is fine enough, and as a RANS model in regions where it is not.
As seen in Figure 11 , PIV and DES results for a random selection (not consecutive) of individual snapshots of the velocity field at ϕ = 0.5 shows considerable variations; each snapshot differs from the rest, and all differ from the phase average. The implied lack of periodicity in velocity is also clear in the force history, in Figure 12 . The time averaged lift coefficient and drag coefficient are 0.88 and 0.07, respectively, for DES computation. The lift coefficient is comparable to RANS computations with transition but the drag coefficient is larger than in the RANS computations. In all cases the drag coefficient is not far from zero, suggesting that the wake structure would be expected to be near an intermediate case between drag-producing vortex street and thrust producing inverse vortex street [6] . The comparison of time-averaged force coefficients among the three models is summarized in Table 1 .
Experiment DES The adjustable parameter C DES is chosen with the use of Menter's blending function [22] . In the essence of DES, at the point where the length scale l k-ω is much larger than C DES Δ, the length scale of the model becomes griddependent and the model performs as a subgrid-scale version of the turbulence model. Figure 14 shows at ϕ = 0.5 which regions are modeled and which are computed directly. DES reduces to the SST model in the near-wall regions and regions slightly beyond separation. In most of the separated regions, it functions as a subgrid-scale model. DES approach for the pure-plunge case Our second case is pure plunge, where the airfoil maintains a constant geometric angle of attack of 8.42 o and the plunge motion is the same as in the pitch-plunge case discussed above. As shown in Figure 4 , the maximum dynamic angle of attack is well beyond the static stall value. DES is used for the computation. The force time histories are shown in Figure 16 . The time-averaged lift coefficient is 0.87, and drag coefficient is 0.09; surprisingly, both are comparable to the pitch-plunge case, despite the large difference in angle of attack time history. Though not very clear from the force histories, the velocity contours at the same phase but at different cycles reveal that the flow is not periodic either ( Figure 17 ). Streamwise-component velocity contours ( Figure 18 ) and out-of-plane component vorticity contours (Figure 19 ), compare experimental and computational phase-averaged results. For velocity, agreement is good at φ = 0 and 0.25. At φ = 0.5 the computation gives a stronger shear layer bounding the low-speed separated region over the airfoil suction side, and at φ = 0.75 the computation shows a small separated region near the trailing edge. For vorticity, agreement is best at φ = 0. At φ = 0.25 and 0.5, computation shows a separated structure akin to a dynamic stall vortex, whereas the experiment gives in the phase average a thin layer of vorticity emanating from the leading edge, with no discernable evidence of strong vortex rollup. Evidently, vortical structures in the experiment are strongly attenuated in the phase average, giving further evidence that the flow is not periodic. 
Conclusion
Reasonable qualitative agreement was found in comparison between experiment (particle image velocimetry) and a set of computations (RANS with and without a transition model, and DES) for a SD7003 airfoil in pitch-plunge and in pure-plunge at Re = 60,000. For cases where the flowfield is periodic -that is, the phase average over many cycles is similar to individual velocity snapshots -agreement between computation and experiment is especially good. However, in both pitch-plunge and pure-plunge cases the flow markedly departs from periodicity at the bottom of the cosine wave of plunge motion -that is, where the dynamic contribution to total angle of attack is zero, and one quarter phase after the point of maximum dynamic angle of attack. Computations both with and without transition models tend to under-predict Reynolds stress u'v' relative to the experiment. For the pitch-plunge case, streamwise momentum-wake profiles for the RANS computation with transition modeling compare moderately well with the experiment results; other variants of the computations compare worse. Momentum-wake profiles can be loosely taken to imply that the pitch-plunge case is net dragproducing. Computations for time-averaged force show a slight positive drag, but care must be used in relating this to phase-averaged velocity profiles at discrete phases of motion.
