We proved that the local bihamiltonian structure obtained by generalized Drinfeld-Sokolov reduction associated to a nilpotent element of semisimple type is reduced by Dirac reduction to the loop space of the space of common equilibrium points of the finite bihamiltonian structure formed by its leading terms. The reduced local bihamiltonian structure is exact, defines an algebraic classical Walgebra, admits a dispersionless limit and its leading term leads to algebraic Frobenius structure. This algebraic Frobenius structure is on agreement with Dubrovin conjecture on classification of algebraic Frobenius manifolds.
Introduction
The notion of Frobenius manifold was introduced by Dubrovin as a geometric realization of a system of partial differential equations appears on topological fields theory and known as WDVV equations. However, Frobenius manifolds are constructed naturally on fundamental spaces occurring on other fields in mathematics and therefore unveil the geometric enrichment of those spaces [19] . For examples: the space of universal unfolding of a simple hypersurface singularity [18] and the orbit spaces of linear groups actions like reflection group, extended affine Weyl groups and Jacobi groups [18] , [21] . In this article we will show that Frobenius manifolds also appears withing the theory of finite dimensional integrable systems. More precisely, we will give a natural construct of a Frobenius manifold on the space of common equilibrium points of a compatible Poisson brackets. This compatible Poisson brackets are associated to distinguished nilpotent element of semisimple type in a simple Lie algebra. No such presence of Frobenius manifolds has been reported in the literature.
In addition, this article is a continuation of research work devoted to prove Dubrovin conjecture which states that semisimple irreducible algebraic Frobenius manifolds with positive degrees d i correspond to quasi-Coxeter (primitive) conjugacy classes in irreducible Coxeter groups [23] . The stage of the conjecture is to prove the existence of these algebraic Frobenius manifolds (more information in the introduction of [14] ). For this end, we use the fact that, under some hypothesis, the definition of Frobenius manifold within the theory of integrable systems of evolutionary partial differential equations is equivalent to the existence of compatible local Poisson brackets (bihamiltonian structure) of hydrodynamics type on the associated loop space. More precisely, we fix a nilpotent element of semisimple type in a simple Lie algebra and we use certain compatible local Poisson brackets associated to the nilpotent element obtained by Drinfled-Sokolov reduction to construct algebraic Frobenius manifold. The nilpotent element will correspond to a unique conjugacy class in the underline Weyl group under the notion of opposite Cartan subalgebra. Then the degrees and charge of the Frobenius manifold can be read from eigenvalues and order of this conjugacy class. Using this approach, we will give a uniform construction of all algebraic Frobenius manifolds that correspond to regular cuspidal conjugacy classes in Weyl groups.
In order to formulate the main results in this article. Let {L 1 , h, f } be a sl 2 -triple in a simple Lie algebra g where L 1 and f are distinguished nilpotent elements of semisimple type [25] and h is the semisimple element. We recall the definition and give the list of distinguished nilpotent element of semisimple type in section 3. Using the properties of L 1 , we fix an element K 1 with the minimal eigenvalue −η r under the adjoint action of h such that Λ 1 = L 1 + K 1 is regular semisimple. The centralizer h ′ of Λ 1 in g is known as the opposite Cartan subalgebra. The adjoint group element w := exp 2πi ηr+1 ad h acts on h ′ as a representative of regular cuspidal conjugacy class of order η r + 1 in the underline Weyl group [10] . Let η 1 , . . . , η r be the natural numbers such that ǫ η i are eigenvalues of w where ǫ is (η r + 1)th root of unity. These numbers are calculated and given in table 1 below.
Let g f denotes the centralizers of f in g. Then the Slodowy slice Q := L 1 + g f is a transverse subspace to the adjoin orbit of L 1 . There is a compatible polynomial Poisson structures (a bihamiltonian structure given by) B Q 2 and B Q 1 on Q where B Q 2 is the transverse Poisson structure of the Lie-Poisson structure on g and B Q 1 is a Poisson reduction of a constant Poisson structure on g defined by K 1 . Following the argument shift method [2] , [30] , we will consider the family of functions
This family of functions is easy to describe in our case. In [16] , it was proved, except for few cases, that F contains enough number of independent function which leads to Liouville completely integrable system for B Q 2 . This result and examples lead to the conjecture that argument shift method can be applied to transverse Poisson structure of Lie-Poisson structure at arbitrary nilpotent element and it leads to completely integrable systems. In this article, we are concern about the space of common equilibrium points of the Hamiltonian vector fields of F which can be defined as [3] N = {q ∈ Q : ker B Q 1 (q) = ker B Q 2 (q)}. (1.2) We will develop a special coordinates (t 1 , t 2 , . . . , t n ) on Q with nice properties such as t 1 , . . . , t r are Casimirs of B Q 1 . Let P 1 , P 2 , . . . , P r be a set of homogeneous generators of the ring of invariant polynomials with deg P i ≤ deg P j , if i < j. We denote by P Q i the restriction of P i to Q. Then we will obtain the following equivalent definition for N N = {t : ∂ t β P Q j (t) = 0; j = r − s + 1, . . . , r, β = r + 1, . . . , n}.
when L 1 is a nilpotent element of type Z r (a s ). Moreover, we will show that (t 1 , . . . , t r ) acts as a local coordinates around generic points in N .
On the other hand, the affine loop space Q = L 1 + L(g f ) carries a compatible local Poisson structure B Q 2 and B Q 1 where B Q 2 is known as classical W -algebra [26] , [27] . They can be obtained equivalently by Drinfeld-Sokolov, bihamiltonain and Dirac reductions and their leading terms can be identified with B Q 2 and B Q 1 , respectively [15] . They are the same bihamiltonian structure associated to the generalized Dirnfeld-Sokolov hierarchies constructed by fixing the conjugacy class of w with grade one element L 1 + λK 1 [4] , [10] . We will prove that B Q 2 and B Q 1 form an exact Poisson pencil. We will show that one can apply Dirac reduction to obtain on the loop space N := L(N ), an algebraic compatible local Poisson brackets B N 2 and B N 1 from B Q 2 and B Q 1 , respectively. It turns out that B N 2 is an algebraic classical W -algebras. Moreover, B N 2 and B N 1 admit a dispersionless limit and their leading terms define local bihamiltonian structure of hydrodynamics type which leads to an algebraic Frobenius structure on N . The degrees of the this algebraic Frobenius manifold are η i +1 ηr+1 and the charge is ηr−1 ηr+1 . Hence, it support Dubrovin conjecture. We mention that even this article is a continuation of the articles [11] , [12] and [14] where construction of Frobenius manifolds was obtained from Drinfeld-Sokolov reduction. In this article we generalize the construction to all nilpotent elements of semisimple type, we give a geometric realization to these Frobenius manifolds as the spaces of certain common equilibrium points and we show that these Frobenius manifolds can be described initially by the ring of invariant polynomials of simple Lie algebras and their restrictions to Slodowy slices.
The article is organized as follows. In section 2, we fix notations and terminologies within the theory of local Poisson brackets, bihamiltonian structure and Frobenius manifolds. We review the classification of nilpotent elements of semisimple type in simple Lie algebra and we give geometric and algebraic properties associated to them in section 3. In section 4, we define Lie-Poisson bihamiltonian structures associated to these nilpotent elements and recall their reduction to Slodowy slices. Then we define the space N of common equilibrium points of a bihamiltonian structure on a Slodowy slice and introduce a local coordinates on N . Results in this section depends on the the properties of adjoint quotient map and the notion of opposite Cartan subalgebra. We recall Drinfeld-Sokolov reduction to a Slodowy slices which results a local bihamiltonian structure and summarize some of the properties involved in section 5. We consider the reduction of the local bihamiltonian structure to the loop spaces of N in section 6 where we prove exactness, admission to dispersionless limit and the non-degeneracy of the leading term of the new reduced local bihamiltonian structure. In section 6 we prove that the leading terms of the local bihamiltonian structure on N leads to algebraic Frobenius manifold. In section 7 we give some examples.
Preliminaries
In this section we fix notations and we review the notion of Dirac reduction for local Poisson brackets on loop spaces. We also recall the relation between bihamiltonian structure, flat pencil of metrics and Frobenius manifolds.
Local Poisson brackets
Let M be a manifold of dimension r. The loop space L(M ) of M is the space of smooth functions from the circle to M . A local Poisson bracket {., .} is a Poisson bracket on the space of local functional on L(M ). If we choose a local coordinates (u 1 , ..., u r ) then {., .} is a finite summation of the form [24] 
(2.1)
In particular, the first terms can be written as follows
where Ω ij (u), F ij (u) and Γ ij k (u) are smooth functions on the finite dimensional space M . It follows from the definition that the matrix F ij (u) defines a finite Poisson structure on M . This gives a geometric bridge between finite and local Poisson structures. In next section, we strength this relation over Poisson reductions to submanifolds.
Dirac reduction
We recall the notion of Dirac reduction of a local Poisson bracket as a method to obtain an interesting examples of local Poisson bracket which includes Drinfeld-Sokolov bihamiltonian structure [15] .
Assume we have a local Poisson bracket on the loop space L(M ) of a manifold M . We fix the same notation used in section 2.1. Let M ′ ⊂ M be a submanifold of dimension m. Then under some assumptions the Poisson bracket can be reduced to M ′ using Dirac reduction. For this end we assume M ′ is defined by the equations u α = 0 for α = m + 1, ..., n. We introduce three types of indices; capital letters I, J, K, ... = 1, .., n, small letters i, j, k, ... = 1, ...., m which parameterize the submanifold M ′ and Greek letters α, β, γ, δ, ... = m + 1, ..., n.
Proposition 2.1. [15] In the notations of equations (2.3). Assume the minor matrix F αβ is nondegenerate. Then Dirac reduction is well defined on L(M ′ ) and gives a local Poisson bracket. If we write the leading terms of the reduced Poisson bracket in the form
5)
Then
7)
and
and the other terms could be found by solving certain recursive equations.
We observe that the formula of equation (2.6) implies that F ij is the Dirac reduction of the Poisson structure F IJ on M to M ′ . Corollary 2.2. If the entries F iα = 0 on M ′ , then the reduced Poisson bracket on L(M ′ ) will have the same leading terms, i.e.
(2.9)
Bihamiltonian structure and flat Pencil of metrics
We use the notations given in section 2. 
Suppose that {., .} 1 and {., .} 2 admit a dispersionless limit. In addition, assume the corresponding Poisson brackets of hydrodynamics type are nondegenerate as well as the dispersionless limit of {., .} λ for generic λ. Then using theorem 2.3, Ω ij 1 (u) and Ω ij 2 (u) form a flat pencil of metrics [20] . This means that Ω ij λ (u) := Ω ij 2 (u) + λΩ ij 1 (u) defines a flat metric on T * M for generic λ and its Levi-Civita connection is given by Γ ij λk (u) = Γ ij 2k (u) + λΓ ij 1k (u). Such flat pencil of metrics is called quasihomogenous of degree d if there exists a function τ on M such that the vector fields where for example L E denote the Lie derivative along the vector field E and ( , ) 1 denote the metric defined by the matrix Ω ij 1 . In addition, the quasihomogenous flat pencil of metrics is called regular if the (1,1)-tensor
is nondegenerate on M . The connection between the theory of Frobenius manifolds and flat pencil of metrics is encoded in the following theorem due to Dubrovin 
Frobenius manifolds
In this article a Frobenius algebra means a commutative associative algebra with unity e and an invariant nondegenerate bilinear form (., .). A Frobenius manifold is a manifold M with a smooth structure of Frobenius algebra on the tangent space T t M at any point t ∈ M with certain compatibility conditions [19] . Globally, we require the metric (., .) to be flat and the unity vector field e is constant with respect to it. In the flat coordinates (t 1 , ..., t r ) where e = ∂ ∂t r , the compatibility conditions implies that there exist a function F(t 1 , ..., t r ) such that
and the structure constants of Frobenius algebra at T t M is given by
where η ij denote the inverse of the matrix η ij . In this article, we consider Frobenius manifolds where the quasihomogeneity condition takes the form
This condition defines the degrees d i and the charge d of the Frobenius structure on M . If F(t) is an algebraic function we call M an algebraic Frobenius manifold. The associativity of Frobenius algebra implies that the potential F(t) satisfies a system of partial differential equations which appears in topological field theory and is called WDVV equations:
It is well known that from a Frobenius manifold we always have a flat pencil of metrics but it does not necessarily satisfying the regularity condition (2.13) [20] . Locally, in the coordinates defining equation (2.15) , the flat pencil of metrics is found from the equations
This flat pencil of metric is quasihomogeneous of degree d with τ = t 1 . Furthermore, we have
(2.17)
Nilpotent elements of semisimple type
In this section we collect properties of distinguised nilpotent elements of semisimple type in simple Lie algebras and we derive important identities needed to prove our main results. Let g be a complex simple Lie algebra of rank r with the Lie bracket [·, ·]. Define the adjoint representation ad : g → gl(g) by ad g 1 (g 2 ) := [g 1 , g 2 ]. For g ∈ g, denote g g the centralizer of g in g, i.e. g g := ker ad g . Let L 1 be a nilpotent element in g. By Jacobson-Morozov theorem, there exist a nilpotent element f and a semisimple element h such that A :
We normalize the invariant bilinear form .|. on g such that L 1 |f = 1. Let us recall some definitions and notations from the reference [5] . By a nilpotent orbit O L 1 of L 1 , we mean the orbit of L 1 under the adjoint group action of g. Then O L 1 is called distinguished, and hence also L 1 , if O L 1 has no representative in a proper Levi subalgebra of g. Distinguished nilpotent orbits, along with other nilpotent orbits, are classified by using weighted Dynking diagram. Distinguished nilpotent orbits are listed in the form Z r (a i ) where Z is the type of g and i is the number of vertices of weight 0 in the corresponding weighted Dynkin diagram. If there is another orbit of the same number i of 0's then the notation Z r (b i ) is used. In case L 1 is distinguished, the eigenvalues of ad h are all integers. We emphasise that the constructions and results in this article depend on the nilpotent orbit O L 1 and not on the particular representative L 1 of O L 1 .
The nilpotent element L 1 is said to be of semisimple type [25] , and so its orbit, if there exists an element g of the minimal eigenvalue of ad h such that L 1 + g is semisimple. In this case L 1 + g is called a cyclic element. When L 1 is also distinguished, the element L 1 + g will be regular semisimple. The list of distinguished nilpotent elements of semisimple types can be found in [25] and [10] . It consists of 1. All regular nilpotent orbits in simple Lie algebras (those of type Z r (a 0 )) and subregular nilpotent orbits F 4 (a 1 ), E 6 (a 1 ), E 7 (a 1 ) and E 8 (a 1 ).
Nilpotent orbits of type
.
In this article B 2m (a m ) denote the nilpotent orbit corresponding to the partition [2m + 1, 2m − 1, 1] when the Lie algebra g is so 4m+1 (type B 2m ). While as usual D 2m (a m−1 ) denote the nilpotent orbit corresponding to the partition [2m + 1, 2m − 1] when the Lie algebra g is so 4m (type D 2m ). From now on we assume that L 1 is distinguished nilpotent element of semisimple type and we refer to its type by Z r (a s ). Let η r denote the maximal eigenvalue of ad h . Then the Dynkin grading associated to L 1 takes the form:
Let us fix an element K 1 ∈ g −ηr such that the cyclic element Λ 1 := L 1 + K 1 is regular semsimple. In what follows we give a general setup associated to cyclic elements following the work of Kostant for the case of regular nilpotent elements [28] . Let h ′ := g Λ 1 be the Cartan subalgebra containing Λ 1 . It is known as the opposite Cartan Subalgebra. Then the adjoint group element w defined by
acts on h ′ as a representative of a regular conjugacy class [w] in the Weyl group W (g) of g of order η r + 1 [10] (see [34] for the definition of regular conjugacy classes). The element Λ 1 is an eigenvector of w of eigenvalue ǫ where ǫ is the primitive (η r + 1)th root of unity. We define the multiset E(L 1 ) which consists of natural numbers η i such that ǫ η i 's is an eigenvalue of the action of w on h ′ . We call E(L 1 ) the exponents of the nilpotent element L 1 . Our justification of the name exponents for E(L 1 ) is that in this contest the exponents E(g) of the Lie algebra equal the exponents of the regular nilpotent element [28] (a nilpotent element of type Z r (a 0 )). In table 1, we list E(L 1 ) in nondecreasing order in the first column and We fix the notations
for the members of E(L 1 ) throughout this article. While the elements of E(g), which are listed in the table as the exponents correspond to type Z r (a 0 ), are denoted
The following lemma summarize a relation between E(g) and E(L 1 ). It is proved by examine these multisets.
Moreover, there exists a unique multiset of nonnegative integer
is a bijective map between the multisets E(g) and E(L 1 ).
), η 7 = 5 and we get the following identities for each i i 1 2 3 4 5 6 7 ν i 1 5 7 9 11 13 17
The last row is just the elements of E(L 1 ). No other values of µ i can result this bijection.
We will keep the notations µ i , i = 1, . . . , r for the nonnegative numbers introduced in the last lemma. They are listed on the third column in table 1 where we use common notation for repetitions. Many formulas below will depends on them. We observe that if the type of the nilpotent element is Z r (a s ) then the number µ i which are zero equals r − s.
Let Λ 1 , Λ 2 , . . . , Λ r be a basis of h ′ of eigenvectors of w such that w(Λ i ) = ǫ η i Λ i . Then Λ i will have the form
The commutators [Λ i , Λ j ] = 0 imply that the set {L 1 , . . . , L r } generates a commutative subalgebra of g L 1 .
Hence upon considering the restriction of the adjoint representation of the sl 2 -subalgebra A generated by {L 1 , h, f }, the vector L i is maximal weight vector of an irreducible A-submodule V i of dimension 2η i + 1. We observe that the total number of irreducible A-submodules is n := r + 2 µ i . Let us fix a decomposition of g into irreducible A-submodules, i.e.
where dim V j = 2η j + 1 and L i is maximal weight vector of V i for i = 1, ..., n. Note that we extend the notation L j to cover all maximum eigenvectors. The numbers η 1 , ..., η n are given in table 1 as the union of the numbers in the first and second columns. We could not find them in the literature and we had to calculate them explicitly. We refer to them as the weights of the nilpotent element L 1 .
Recall that we normalized the invariant nondegenerate bilinear form .|. on g such that L 1 |f = 1. Then the following lemma is valid. Lemma 3.3. The matrix A ij := Λ i |Λ j is nondegenerate and antidiagonal in the sense that
Moreover, The elements Λ i , i > 1 can be normalized such that
Proof. The first part follows from the fact that the restriction of .|. to a Cartan subalgebra is nondegenerate. Therefore, for any element Λ i there exists an element Λ j such that Λ i |Λ j = 0. But for the Weyl group element w defined in (3.3), we have the equality
For the second part of the lemma, we observe that recursively, one can define a change of basis with linear combination upon the elements Λ i which have the same eigenvalue such that the matrix A ij transform to the anti-diagonal form δ i+j,r+1 .
We will assume from now on that the basis Λ i of h ′ are normalized and satisfy the hypothesis of the previous lemma. Then we get the following identity
Corollary 3.5.
We use the fact that g f is the dual of g L 1 under .|. to fix a basis γ i of g f such that
Then ad h γ i = −η i γ i . Let us introduce a basis for i≤0 g i which consist of the vectors 15) and similarly a basis for i≥0 g i
Proof. For m = 1, we get
Hence by induction for I > 1,
In case I > J we can recursively equate the value ad Proof. It follows from the Dynkin grading that K 1 ∈ g f . Then K 1 |L j = δ jr follows from corollary 3.4.
The space N of common equilibrium points
In this section we will fix Slodowy slice Q = L 1 + g f as a transverse subspace to the orbit space of L 1 . We will discuss integrability of transverse Poisson structure at L 1 of Lie-Poisson structure on g which leads us to the definition of the space of common equilibrium Points N . We will introduce a special coordinates which will give us a simple alternative definitions for N .
Let us define the gradient ∇F : g → g for a function F on g by the formula
Then for any two functions F and G, we define the Lie-Poisson bracket on g by {F, G} g 2 (g) = [∇G(g), ∇F (g)]|g (4.2) and fix the following compatible Poisson bracket
The corresponding Poisson structures are given, respectively, by the formulas
for every v ∈ T * q g ∼ = g. We will use the notation B g i , i = 1, 2 to refer to both the Poisson structures (tensors) and the corresponding Poisson brackets. The Hamiltonian vector fields under B g 2 of a function F at a point g ∈ g takes the form
(4.5)
It is known that the symplectic leave through g coincides with the adjoint orbit of g and invaraint polynomials under the adjoint group action are global Casimirs of B g 2 . Using Chevalley's theorem, we fix a complete system of homogeneous generators P 1 , ..., P r of the algebra of invariant polynomials under the adjoint group action. We assume that degree P i equals ν i + 1. It is known that these generators give a complete set of global Casimir functions of the Lie-Poisson bracket. In particular ∇P i (g) ∈ g g , ∀g ∈ g, i = 1, . . . , r (4.6)
Moreover, the functions P i (g +λK 1 ) are complete set of independent global Casimirs of the Poisson pencil B g λ := B g 2 + λB g 1 [3] . Define Slodowy slice Q to be the affine space
Then Q is transverse to the symplectic leave of B g 2 through L 1 . It turns out that Q inherits a bihamiltonian structure B Q 2 , B Q 1 from B g 2 , B g 1 , respectively. In [15] , it was proved that the Poisson pencil B Q λ := B Q 2 +B Q 1 , λ ∈ C can be obtained from B g λ equivalently by using 3 different methods in Poisson reductions: the bihamiltonian reductionwith Poisson tensor procedure (method of transverse subspace) [6] , [32] , Dirac reduction and a finite dimensional version of the generalized Drinfeld-Sokolov reduction [17] , [4] (see also [26] for the connection between Dirac and Drinfeld-Sokolov reductions). In particular, B Q 2 is the transverse Poisson structure of B g 2 at L 1 . Moreover, since B Q λ can be obtained by Dirac reduction (using the formula (2.6)), we have the following standard consequence Following the argument shift method [2] , [30] , we consider the family of functions
This family commutes pairwise with respect to both Poisson brackets. The mean task of applying argument shift method is to show that F contains enough number of independent functions in order to get a completely integrable system for B Q 2 . We explore this problem in a separated article [16] . Let us consider the coefficient P j i of Taylor expansions
It turns out that the functions P 1 i are Casimirs of B Q 2 , P ̺ i i are Casimirs of B Q 2 and the functions P j i are in involution with respect to both Poisson structures [30] . We will prove that ̺ i = µ i and the functions P ̺ i i lead to a natural set of coordinates t = (t 1 , . . . , t n ) on Q.
The main space of our study is the space of common equilibrium points N of the family F which is defined by
In [3] , Bolsinov proved that this definition is equivalent to
In this section we will give another descriptions for the space N using the natural coordinates (t 1 , . . . , t n ) on Q defined below.
Consider the adjoint quotient map Ψ : g → C, Ψ(g) = (P 1 (g), . . . , P r (g)).
(4.12)
Kostant proved in [29] that the rank of Ψ at g equals r if and only if g is regular element in g, i.e. dim g g = r and it is known that the set of regular points is open dense subset in g. Later, Slodowy showed that the rank of Ψ is r − 1 at subregular nilpotent elements [33] . Finally, the rank of Ψ at distinguished nilpotent elements in g was stated except for the nilpotent elements of type E 8 (a 2 ) by Richarson [31] . The results in this section is build on and inspired by the articles mentioned in this paragraph.
Note that if e 0 , e 1 , . . . be a basis for g with dual basis ξ 1 , ξ 2 , . . . satisfy the relations e j |ξ j = δ j i . Then it follows from the definition that ∇F = ∂F ∂z i ξ i when writing elements of g in the form z i e i . Moreover, it is obvious that for any g ∈ g the rank of Ψ at g equals the dimension of the vector space generated by ∇P i (g). In particular, since Λ 1 is regular and the rank of Ψ at Λ 1 equals r, the gradients ∇P i (Λ 1 ) are linearly independent and in fact a basis of h ′ . We use these remarks in the following lemma.
Let us fix a basis e 0 , e 1 , e 2 , . . . for g such that 1. The first n + r are given in the following order K r , L 1 , L 2 , . . . , L n , K 1 , K 2 , . . . , K r−1 , where Λ i = L i + K i are normalized according to lemma 3.3.
2. e i |Λ 1 = 0 if and only if i = 0 or i = r, and define the linear coordinates z i (g) = e i |g , i = 0, 1, 2, . . . Lemma 4.2. The matrix with entries ∂P i ∂z j (Λ 1 ), i, j = 1, ..., r, is non-degenerate. Moreover, P i have the following form
where Proof. Since ∇P i (Λ 1 ) ∈ g Λ 1 = h ′ and h ′ has basis Λ i = L i + K i , we get
(4.16)
Hence
(4.17)
and ∂P i ∂z j (Λ 1 ) = 0 for other values of j. By definition of the coordinates and corollary 3.4, z j (Λ 1 ) are all zero except z r (Λ 1 ) = 1 and z 0 (Λ 1 ) = η r . Hence, for 0 < j < r, ∂P i ∂z j (Λ 1 ) = 0 implies that ∂P i ∂z j must contains a term of the form
This gives the formula for P 2 i . Note that ∂P 2 i ∂z r (Λ 1 ) = 0. For ∂P i ∂z r (Λ 1 ) to be nonzero, P i must contains terms of the form Ξ i,a = (z r ) a+1 (z 0 ) ν i −a . But then a is constrained by the identity
This leads to the formula for P 1 i . The condition on P 3 i is a direct consequence from our analysis. Finally, the non-degeneracy condition follows from the fact that the vectors ∇P i (Λ 1 ) are a basis for h ′ .
We consider again the Slodowy slice Q = L 1 + g f . A good coordinates of Slodowy slice are (z 1 , ...., z n ) defined above since g L 1 has a basis L 1 , . . . , L n and it is orthogonal to g f under .|. . Note that from our normalization z 0 (q) = K r |L 1 = η r = 0 for every q ∈ Q. We will use the following result duo to Slodowy. This leads to the following refinement of the last lemma Proposition 4.4. The restrictions P Q i of the invariant polynomials P i to Q in the coordinates (z 1 , . . . , z n ) will take the form
Proof. The restriction P Q i of P i to Q is obtained by setting z 0 = η r and z k = 0 for k > n in the form (4.14) . From the quasihomogeneity of P Q i and lemma 4.2
where H Q i is the restriction of P 3 i . The condition (4.14) implies ∂H Q i ∂z k | z i =δ ir = 0, k = 1, . . . , n. Note that deg P i − deg z j = ν i − η j = a(η r + 1). Using the relation between the multisets E(g) and E(L 1 ) observed in lemma 3.1, a can only equal µ i and the value of η j are uniquely determined and depends on i. On other words the constants c i,j,a in (4.14) are nonzero only if a = µ i . This gives the form (4.20) . For the nondegeneracy condition, note that the only possible value for the index a in (4.14) is a = µ i and so z 0 appear only with the power ν i − µ i . This implies that ∂P i ∂z j (Λ 1 ) = ∂P Q i ∂z j | z i =δ ir . Thus the determinant of the required matrix is nondegenerate. 
. . ,n. Proof. Writing P Q i in the form (4.9) and using the last proposition we get P Q i (q + λK 1 ) = P i (z 1 + λδ 1r , . . . , z n + λδ nr ),
where ∂ z j ∂ µ i z r H Q i equals 0 at the origin (z k = 0, ∀k). Then
We conclude, using the last proposition, that the matrix ∂ z j ∂ µ i z r P Q i is nondegenerate. Hence, ∂ µ i z r P Q i can replace the coordinates z i on Q for i = 1, . . . , r up to some permutation related to the repetition on E(L 1 ). Moreover, using simple linear elimination we can get the required normalization t j = z j + (non linear terms) where t j is a Casimir of B Q 1 . The fact that t 1 = z 1 follows from identifying t 1 with the Casimir function Q|Q and using γ 1 |L 1 = 1.
We will keep the notations (t 1 , . . . , t n ) for the coordinates obtained in the last proposition. Recall that Z r (a s ) denote the type of L 1 .
Corollary 4.6. The Casimir functions P Q 1 , . . . , P Q r−s are quasihomogenous polynomials on t 1 , . . . , t r only.
Proof. This follows from the fact that µ i = 0 for i = 1, . . . , r − s and the construction of the coordinates (t 1 , ..., t r ).
We give another two descriptions of N when we use the coordinates (t 1 , . . . , t n ) introduced in theorem 4.5. For this end denote the entries of the matrix of the reduced Poisson tensors by Proof. The first definition of N follows directly from the structure of the matrices of the Poisson brackets under the coordinates (t 1 , . . . , t n ). For the second definition, we observe that dt 1 , ..., dt r are a basis of ker B Q 1 while dP Q 1 , . . . , dP Q r are basis for ker B Q 2 . However, by construction P Q 1 , ..., P Q r−s are polynomials in t 1 , ..., t r only. Hence the two kernels coincide exactly on the defined set. Now we consider the adjoint quotient map Ψ Q (t 1 , t 2 , . . . , t n ) = (P Q 1 , . . . , P Q r ). (4.27) and let JΨ Q := ∂P Q i ∂t j denote its Jacobian matrix. Then N is defined by the set of points t where the lowerright s × (n − r) minor of JΨ Q is identically 0. From the corollary (4.6), the upper-right (r − s) × (n − r) minor is also equals 0. Since the regular points of Ψ Q are Zariski dense in Q, there exist open dense set N 0 ⊂ N such that the left r × r minor of JΨ Q is nondegenerate. This implies that N 0 consists of regular points of the quotient map and P Q 1 , . . . , P Q r are linearly independent on N 0 . Hence, (P Q 1 , . . . , P Q r ) are a part of local coordinates and dim N 0 ≥ r. However, the second definition of N in (4.26) implies that dim N 0 ≤ r and (t 1 , . . . , t r ) acts as local coordinates around each point of N 0 .
Recall that B Q λ , λ ∈ C, is of rank n − r. Since N 0 consists of regular points the lower-right (n − r) × (n − r) minor F αβ λ of F ij λ is nondegenerate. Thus Dirac reduction is well defined on N 0 . However, applying corollary 2.2, the reduced Poisson structure is zero as t 1 , . . . , t r are in involution with respect to the pencil B Q λ .
Drinfeld-Sokolov reduction
In this section we summarize the construction of Drinfeld-Sokolov reduction associated to the nilpotent element L 1 . Details of this reduction can be found on the articles [17] and [7] for the case of regular nilpotent elements and the articles [10] for nilpotent elements of semisimple type and [4] , [15] , [26] for general nilpotent elements. We define a bihamiltonian structure on the loop algebra L(g) as follows. We extend the Killing form on g to L(g) by setting (g 1 |g 2 ) = S 1 g 1 (x)|g 2 (x) dx, g 1 , g 2 ∈ L(g).
(5.1)
We use (.|.) to identify L(g) with L(g) * . We define the gradient δF(g) for a functional F on L(g) to be the unique element in L(g) satisfying d dθ F(q + θẇ) | θ=0 = (δF(g)|w) for all w ∈ L(g).
Then, we introduce the bihamiltonian structure formed by {., .} 2 and {.,
for any funcational I and F on L(g). We mention that {., .} 2 can be interpreted as the restriction to L(g) of the Lie-Poisson bracket on the untwisted affine Kac-Moody algebra associated to g. In particular, if we expand these Poisson brackets as in (2.10),the leading term {., .} is the compatible Poisson bracket B g 1 defined in (4.4) . It is also known that the Poisson brackets form and exact Poisson pencil with Liouvile vector field K 1 , i.e.
Let B denote space of operators of the form
There is a natural action of the adjoint group of L(n), n := i<0 g i on B defined as follows:
(w, L) → (exp adw) L for all w ∈ L(n) and L ∈ B.
Moreover, for any operator L ∈ B there is a unique element w ∈ L(n) such that
where q ∈ L(g f ). Hence q and w are differential polynomials in the coordinates of b. The entries of q give a generators of the ring R of differential polynomials invariant under the action of the adjoint group of L(n) on B. Let Q denote the orbit spaces under this group action. Then Q is naturally identified with the space
In this setting Slodowy slice Q is identified with the subspace of constant loops of Q. The set of functionals R on Q are the functionals on B with densities belonging to the ring R. Let us introduce coordinates for the spaces involved in the equation (5.8) .
Then the equations of gauge fixing (5.8) leads to the identity
which can be solved recursively using Dynkin grading and the fact that g f ⊕ [n, L 1 ] = b. Let us assign following degrees to the coordinates
Then we have the following facts about the generators z i (x) of the ring R.
Proposition 5.1. Each z i (x) is quasihomogenous differential polynomial of degree η i +1 in the coordinates of b. The linear part of z i (x) equals
In particular, z r (x) is the only generator depends on b r 0 (x) (coordinate of K 1 ) and this dependence is linear and no invariant depends on the derivatives of b r 0 (x).
Proof. The quasihomogenuity of the generators follows from Dynking grading and equation (5.11) .
Analysing the terms of the right hand side of this equation except and using the fact that w ∈ L(g K 1 ) one can conclude that the coordinates of w will never depends on b r 0 and z r is the only coordinate with depends on b r 0 and this dependence is linear. To find linear terms of each z i , we introduce spectral with respect to ǫ and evaluating at ǫ = 0 yields
Note that [w ′ (0), L 1 ] does not contribute to q ′ (0). Then the coordinate of γ i gives
Then the coefficients of 1 I! ad I e γ i for I > 0 give the recursive relations
These recursive relations lead to
Recall the construction of the coordinates (t 1 , . . . , t n ) developed in theorem 4.5, they are quasihomogenous polynomials in the coordinates (z 1 , . . . , z n ). Since the linear part of each t i is fixed, we get the following corollary. {., .} Q 2 + λ{., .} Q 1 could be obtained as follows. We write the coordinates of Q as a differential polynomials in the coordinates of B using equation (5.7) and then we apply the Leibniz rule, i.e.
and Θ j J := (−1) J η j J . It well known that the reduced Poisson bracket {., .} Q 2 is a classical W -algebras [26] . This means that the Poisson brackets satisfies the identities (6.1) given below by replacing t i with z i .
6 Classical W -algebras on N := L(N )
In this section we analyse the bihamiltonian structure on Q using the coordinates (t 1 , ..., t n ) developed in theorem 4.5 and corollary 5.2. This will leads us to define local bihamiltonian structure on the loop space N := L(N ) and prove some of its properties. Proposition 6.1. The reduced Poisson pencil is exact with Liouville vector field ∂ ∂t r (x) . The Poisson bracket with t 1 preserve the relations defining classical W -algebras [27] , i.e.
Proof. Recall that t r is the only coordinates depends linearly on z r . Hence t r (x) is the only invariant which depends on b r 0 (x) which is the coordinate of the vector K 1 = γ r . This implies that the invariant t r (x) will appear in the expression of {t i (x), t j (y)} Q 2 only if, when using the Leibniz rule (5.22) we encounter terms of {., .} 2 depend explicitly on b r 0 (x). This also implies that {t i (x), t j (y)} Q 2 is at most linear on z r (x) and its derivatives. But the bihamiltonian structure on L(g) is exact and {., .} 1 is obtained from {., .} 2 by the shift along b r 0 . Hence, {t i (x), t j (y)} Q 1 is obtained by the shift of {t i (x), t j (y)} Q 2 along t r (x) by 1, i.e. substituting t r (x) by t r (x) + ǫ and evaluate d dǫ | ǫ=0 . Therefore, {., .} Q 1 does not depend on t r (x) or its derivatives. The identities (6.1) was obtained for the coordinates (z 1 , . . . , z n ) in [26] (see also [11] for alternative proof). This identities will not change using the coordinates (t 1 , . . . , t n ) since t 1 = z 1 and t i (z) are quasihomogeneous polynomials (see [12] ).
Writing the leading terms of the reduced Poisson brackets {., .} Q α , α = 1, 2 as
Then F ij α (t) are the matrix of the transverse Poisson brackets B Q α on Q discussed in section 3.1. This leads to the following theorem Proof. Most of the statement follows directly from corollary 4.7 and from theorem 2.1. In particular, (t 1 , . . . , t r ) are well defined coordinates around generic points of N and the Dirac reduction of {., .}
to N is zero. We observe that from the simple formula of Dirac reduction obtained in corollary 2.2, the local Poisson brackets {t i (x), t j (y)} N α equals {t i (x), t j (y)} Q α where we replace the variables t i , i > r by solution of the polynomial equations given in corollary 4.7. Hence the new local Poisson brackets is algebraic, satisfies the same identities given in proposition 6.1 and they form an exact pencil. These justify the statements of the theorem.
Let us emphasis that the last theorem implies that the local Poisson brackets on N is an algebraic in the coordinates (t 1 , . . . , t r ) and will have the form
where the leading terms are Poisson brackets of hydrodynamic types
and satisfies the identities (6.1). We want to prove that the minor matrix Ω ij 1 (t), i, j = 1, . . . , r is nonzero constant. For this end we write
where T is constrained by the Dynkin grading of g. Then the values of {., .} 1 on the coordinates of b is given by
It leads to the following definition of Poisson bracket and the relation between the index I and J
where ∆ Jt j possibily equals 0. Expanding using the Liebniz rule, we get
Here we omitted the ranges of the indices since no confusion can arise. We observe that the value of Ω uv is contained in the expression
h+l−1 (6.8) Lemma 6.3. The matrix Ω uv 1 (t) is lower antidiagonal with respect to E(L 1 ) and the antidiagonal entries are constants. In other word, Ω uv 1 (t) is constant if η u + η v = η r + 1 and equals zero if η u + η v < η r + 1.
Proof. We note that if t u (x) and t v (x) are quasihomogeneous of degree η u + 1 and η v + 1, respectively, then F uv 1 will be quasihomogeneous of degree
Recall that from the construction of the coordinates (t 1 , . . . , t r ) and the second part of proposition 3.3, the entry Ω uv 1 in case u + v = r + 1 implies that the the degrees of the corresponding coordinates satisfy η u + η v = η r + 1 and Λ u |Λ v = η r + 1 Proposition 6.4. Under the normalized coordinated (t 1 , ..., t r ), the antidiagonal entries of Ω uv 1 with respect to the set E(L 1 ) are all zero except in case u + v = r + 1 they are equal η r + 1. In particular, the minor matrix Ω uv 1 is nondegenerate and its determinant equals to (η r + 1) r .
Proof. From the second part of the last lemma, we need only to prove that Ω uv with η u + η v = η r + 1 is nonzero constant only when u + v = r + 1. In this case t u and t v are quasihomogeneous of degree η u + 1 and η r − η u + 2, respectively. The expression (6.8) yields the constrains
Where we used 
Similar analysis in case J = η u +η j −η r leads to the value η u . Hence, the value of Ω uv 1 equals η u +η v = η r +1 when u + v = r + 1 and zero otherwise. The nondegeneracy and the value of the determinant of the matrix Ω uv 1 will follow accordingly.
Corollary 6.5. The matrix Ω ij 2 (t) is nondegenerate generically on N .
Proof. It follows from the exactness of the Poisson pencil, i.e. Ω uv 1 (t) = ∂ t r Ω uv 2 (t) (6.12)
7 Algebraic Frobenius manifold on N .
In this section we obtain the promised algebraic Frobenius structure. We consider the flat pencil of metrics on N consists of Ω uv 2 (t) and Ω uv 1 (t). Recall that from the exactness of Poisson pencil and defining relations of W -algerbas we have 
such that the matrix Ω uv 1 (s) is constant antidiagonal. Furthermore, in this coordinates the metric Ω uv 2 (s) and its Levi-Civita connection preserve the identities
Proof. The proof of the first part of the proposition is given in [18] using the quasihomogeneity property of the matrix Ω uv 2 . For the second part of the statement, we need only to show that
Let us introduce the Euler vector field
Then the formula for change of coordinates gives
Where the last equality comes from quasihomogeneity of the coordinates s i . For Γ 1j 2k (t), the change of coordinates has the following formula
But then we get
We assume without loss of generality that the coordinates t i are the flat coordinates for Ω ij 1 .
Theorem 7.3. The flat pencil of metrics given by Ω uv 1 (t) and Ω uv 2 (t) on the space N 0 is regular quasihomogeneous of degree d = ηr−1 ηr+1 .
Proof. In the notations (2.11), we take τ = 1 ηr+1 t 1 then
We see immediately that [e, E] = e
The identities L e ( , ) 2 = ( , ) 1 , L e ( , ) 1 = 0. (7.9) follow from the exactness and the fact that ∂ t r = ∂ z r . We also obtain from proposition 7.1 that
It remains to prove the regularity condition. But the (1,1)-tensor is nondegenerate since it has the entries
This complete the proof. Now we have all the tools to prove the following and degrees η i +1 ηr+1 , i = 1, ..., r.
Proof. It follows from theorem 7.3 and 2.4 that N has a natural Frobenius structure of charge ηr−1 ηr+1 . This Frobenius structure is algebraic the potential F is constructed using equations (2.16) and from theorem 6.2 the matrix Ω uv 2 depends on the nontrivial solutions of equations (4.26).
A Frobenius manifold obtained in theorem 7.4 is in agreement with Dubrovin conjecture about classification of irreducible algebraic Frobenius manifolds with positive degrees in the weak sense that the degrees and charge can be extracted from the eigenvalues and order of the Weyl group element defined in (3.3) . Read the introduction of [14] for more details about the conjecture.
Example: algebraic Frobenius manifolds

Regular nilpotent elements
Suppose L 1 is a regular nilpotent element in g. Then the multisets E(L 1 ) and E(g) coincide. In this case we get the standard Drinfeld-Sokolov reduction [17] on Slodowy slice Q. The resulted local bihamitonain structures has been intensively analyzed. It admits a dispersionless limit and the set of common equilibrium points N equals Slodowy slice Q. The algebraic Frobenius manifolds in these cases are polynomials. They coincide with the polynomial Frobenius manifolds constructed by Dubrovin on the orbit spaces of the underlined Weyl groups [18] . The direct construction of these polynomial Frobenius manifolds using the tools of this article was outlined in [12] .
Subregular nilpotent elements
Not all subregular nilpotent elements of simple Lie algebras are of semisimple type. Which was wrongly assumed in the article [14] . Only the subregular nilpotent elements of type D 4 (a 1 ), F 4 (a 1 ), E 6 (a 1 ), E 7 (a 1 and E 8 (a 1 ) are of semisimple type. Hence, all statements in [14] are valid only when considering those cases. Let L 1 be a subregular nilpotent element of semisimple type. Then Slodowy slice Q is of dimension r + 2. In [14] , the set of common equilibrium points N was defined in terms of the invariant polynomials P 1 , . . . , P r using the normalization of the transverse Lie-Poisson bracket {., .} Q 2 obtained in [8] . Moreover, it contains in details the construction of the potential of the algebraic Frobenius manifold associated to D 4 (a 1 ). So we are not keen to repeat writing this example here. We also constructed the potential associated to E 8 (a 1 ) but it results a huge polynomial in 8 variables (consist of 303 monomials) with very large numbers and by all means non publishable [13] .
Nilpotent element of type F 4 (a 2 )
We use minimal representation of F 4 which is given by square matrices of size 27. To simplify the notation we use E c 1 c 2 c 3 c 4 to denote the root vector corresponding to the root c 1 α 1 + c 2 α 2 + c 3 α 3 + c 4 α 4 while F c 1 c 2 c 3 c 4 for the root vector corresponding to the negative root. We always set F c 1 c 2 c 3 c 4 equals the transpose of the matrix E c 1 c 2 c 3 c 4 . The vectors Λ i = L i + K i are basis of the opposite Cartan subalgebra h ′ . The normailzed bilinear form will be given by g 1 |g 2 = 1 216 Tr(g 1 .g 2 ). Then one can check that Λ i |Λ j = 6δ ij . The basis γ i ∈ g f such that γ i |L j = δ ij are given by the formula γ 1 = 3F 0010 + 3F 0011 + F 0110 + F 0111 Thus we write elements of Slodowy slice in the form Q = L 1 + 8 i=1 z i γ i . The restriction P Q i of the invariant polynomials P i of degree ν i + 1 is obtained from taking the trace of the matrix Q ν i +1 . We can take P Q 1 = z 1 . The expression correspond to the invariant of maximal degree P Q 4 is omitted since it is very large. We give instead ∂ z 4 P Q 4 .
for arbitrary primitive conjugacy class in the Weyl group, we will try to find if the Poisson brackets associated with the generalized Deinfeld-Sokolov hierarchy defined in [4] leads to the associated algebraic Frobenius manifold.
