A new modeling framework that exploits the synergistic combination of commercial process simulators and GDP models Our methodology allows to include easily logical relationships among alternatives
Introduction
One common approach for the optimization of real chemical process handles continuous process parameters (temperatures, pressures, flowrates, compositions, etc.) as the unique optimization variables while the flowsheet topology is kept fixed. A popular tool to perform this task are the process simulators based on the modular architecture, which are perfectly suited for simulation problems but loses part of its attractiveness for optimization or synthesis problems. In addition, chemical process synthesis also demands to make decisions related to process topology, which implies the inclusion of integer variables as free variables in the model, leading to a MixedInteger Nonlinear Programming (MINLP) problem (Lorenz T. Biegler et al., 1997; Ignacio E. Grossmann, 2002) . This fact presents both opportunities and challenges for researchers to develop new tools that facilitate the synthesis of chemical plants to chemical engineers.
The Generalized Disjunctive Programming (GDP) modeling framework introduced by Raman and Grossmann (1994) has brought to Process System Engineering (PSE) community the powerful framework of the disjunctive programming, which was originally developed by Balas (1979 Balas ( , 1998 as an alternative representation of mixed-integer programming problems. GDP allows to model chemical plant synthesis problems through the use of higher level of logic constructs (Hooker & Osorio, 1999; Raman & Grossmann, 1994 ) that make the formulation step more intuitive and systematic, retaining in the model the underlying logical structure of the problem. GDP represents problems in terms of Boolean and continuous variables, allowing the Page 3 of 40 A c c e p t e d M a n u s c r i p t 3 representation of constraints as algebraic equations, disjunctions and logic propositions (Beaumont, 1990) . The development of GDP in the chemical engineering community has led to the development of customized algorithms that exploit this alternative modeling framework. In particular, Turkay and Grossmann (1996) extended the outer approximation (OA) algorithm (Duran & Grossmann, 1986) for MINLPs into a logical-equivalent algorithm. Later, Lee and Grossmann (2000) developed a disjunctive branch and bound.
GDP techniques have been successfully incorporated to many types of PSE optimization problems such as process flowsheet synthesis, design of distillation columns, scheduling and design of batch processes. In 1996, Turkay and Grossmann published a paper in which they proposed a GDP algorithm for structural flowsheet optimization problem and tested on several examples, including the synthesis of a vinyl chloride monomer process consisting of 32 units.
Process synthesis with heat integration was also solved using disjunctions and logic propositions by Grossmann and coworkers (1998) . One year later, Caballero and Grossmann (1999) reported an aggregated model for the synthesis of heat-integrated distillation columns modeled as a generalized disjunctive program. Later, a disjunctive programming model was also applied to the synthesis of distillation column sequences (Yeomans & Grossmann, 2000) . In all these works, the problem is entirely described on explicit equations by a general modeling language system, like GAMS (Rosenthal 2013) , and usually relies on simplified models (i.e., shortcut or aggregated methods) for the unit operations in the flowsheet and for the prediction of the physical properties of the components (e.g., for the vapor-liquid equilibrium). The first feature of this approach leads to difficulties, when modeling the problem, in the initialization step, which may converted into a daunting task. On the other hand, the use of simplified models for the unit operations could be not accurate enough to capture key aspects of a real chemical process plant. Moreover, using simplified physical property models can predict inaccurate thermodynamic properties, leading to misleading results.
The disadvantages listed in the last paragraph can be overcome by incorporating process simulators to the synthesis problem. Flowsheeting software provides realistic simulations and hence an optimal solution closer to the real implementation as they offer tailored numerical techniques developed for converging the different units and provides an extensive component database and reliable physical property methods. The usage of chemical process simulators as an implicit model for solving synthesis problems through a MINLP approach is not new. Harsh et al. (1989) developed an interface with a MINLP and FLOWTRAN, for the retrofit of an ammonia A c c e p t e d M a n u s c r i p t 4 process. Diwekar et al (Diwekar et al., 1992) proposed a MINLP synthesizer using Aspen Plus. Diaz and Bandoni (1996) used a MINLP formulation with an existing ad-hoc process simulator for the optimization of a real ethylene plant. Caballero et al. (2005) proposed a superstructure-based optimization algorithm for the rigorous design of distillation columns that combines a process simulator (Aspen HYSYS) with explicit equations. Latter Brunet et al. (2012) used the same algorithm for the optimization of an ammonia-water absorption cooling cycle implemented in Aspen Plus. Flowsheet process optimization with heat integration has also been performed using an hybrid simulation optimization approach, in which the process is solved by a commercial process simulator (Aspen HYSYS), and the heat integration model is in equation form (NavarroAmorós et al., 2013) . All these works are based on the augmented penalty/equality relaxation outer-approximation algorithm (Viswanathan & Grossmann, 1990) . Other process simulators (SuperPro) has also been coupled with a multi-objective Matlab optimizer (Taras & Woinaroschy, 2012) .
Another approach for the synthesis problem combines process simulators with metaheuristic algorithms. Although metaheuristic algorithms are not able to guarantee the optimality of the solutions found, they can find solutions for some real-world problems that exhibit high levels of complexity (Gendreau et al., 2010) . Perhaps the most serious disadvantages of metaheuristic algorithms are that the number of function evaluations to converge could be large, and as well as they exhibit poor performance in highly constrained systems. A considerable amount of literature supports the integration of a process simulator with an external optimizer based on metaheuristic algorithms. Gross and Roosen (1998) demonstrated the suitability of a genetic algorithm coupled with the process simulator Aspen Plus to optimize arbitrary flowsheets. Leboreiro and Acevedo (2004) also succeeded in problems where deterministic mathematical algorithms had failed, using an optimization framework for the synthesis of complex distillation sequences based on a modified GA coupled with Aspen Plus. The same combination of process simulator and metaheuristic algorithm is adopted by Vazquez-Castillo et al. (2009) to address the optimization of five distillation sequences. Subsequent works used a multiobjective GA ) for the optimization of thermally coupled distillation systems (Bravo-Bravo et al., 2010; Cortez-Gonzalez et al., 2012; Gutérrez-Antonio et al., 2011) , and for the retrofit of a subcritical pulverized coal power plant with an MEA-based carbon capture and CO2 compression system (Eslick & Miller, 2011) . Finally, Odjo et al. (2011) also presented a general M a n u s c r i p t 5 framework for the synthesis of chemical processes using a hybrid approach with Hysys and genetic algorithms.
In this paper we present a new modeling framework for dealing with superstructure-based synthesis problems that exploits the synergistic combination of commercial process simulators with GDP formulation and their corresponding logic-based solution algorithms. As far as these authors know, it has not been reported a simulation-optimization tool for solving the synthesis of chemical plants whose superstructure is drawn directly on the process simulator graphical user interface (GUI). We achieve this aim by developing a GDP modeling system that interfaces with a process simulator (Aspen Hysys) at the NLP step to optimize the structure and parameters of a methanol plant based on a superstructure which involves alternative equipment, process conditions and stream configurations. Our methodology allows easily including soft constraints and logical relationships among alternatives, which ensure feasible solutions. The proposed tool uses the logic based Outer Approximation algorithm and hence it is not required to reformulate the problem as an MINLP.
The remainder of this article is organized as follows. The problem statement is first formally expressed. Then the methodology is introduced. In this section, the logic based outer approximation algorithm, integration of the process simulator in the algorithm and the connection with the external optimization solver are described. The proposed simulation-optimization framework is illustrated through a case study based on a methanol plant in the next section, where the superstructure and the disjunctions are presented. In this section, the results are also briefly described. Finally, we draw the conclusions from this work.
Problem statement
Given a superstructure for the synthesis of chemical process plant, with some specifications fixed, determine the optimal process flowsheet that leads to the maximum value of an economic indicator. The solution must include both topological and operational (temperatures, pressures, flow rates) information.
Methodology
We have developed a modeling system with the following characteristics:
Page 6 of 40 A c c e p t e d M a n u s c r i p t 6 1. The complete modeling system is developed in Matlab (MATLAB., 2006.) .
2. Indexing capacities for both algebraic equations and implicit models. (Holmström et al., 2010) , and with homemade implementations of the logic based Outer Approximation algorithm (Turkay & Grossmann, 1996) . 5. Communication with process simulators and other third party models, except those developed in Matlab, is done by the Windows COM capabilities. 
3.1.Generalized Disjunctive Programming vs discrete-continuous simulation-optimization approach
The main purpose of the GDP simulation-optimization framework developed is to avoid some of the problems that arise in the "classical" simulation-optimization approach, where the chemical process synthesis problem is posed as a discrete-continuous optimization problem, and then formulated as an MINLP. The algorithms for MINLPs start by solving a relaxed problem (usually an integer relaxation), in which integer (binary) variables are assumed to be continuous. This relaxed problem presents some difficulties:
1. It is common that zero flows appear in some streams. The behavior of unit operations is simulator dependent and even for the same process simulator different units show dissimilar responses. In some cases everything works nicely, the zero flows do not affect the unit, but in other cases an error is dispatched and therefore the complete optimization fails. Setting the lower bound to a low value (e.g., 1×10
-5 ) is not always working, some A c c e p t e d M a n u s c r i p t 7 units require a minimum flow and again an error is thrown if the minimum flow is not reached. Even though if this last approach works, it must be taken into account in the model formulation that usually force the variables associated to a given unit operation to be zero if that unit does not exist.
2. All the units must be present in the initial NLP optimization (and in all others), even in the case of sub-problems in which a sub-set of units do not exist, which slow down the optimization.
Another disadvantage associated with the MINLP approach, as pointed out by Reneaume et al (1995) , is that there are implicit relations among the interest variables calculated by the simulator and both continuous decision (independent variables) and binary topological variables. Reneaume et al. (1995) proposed using new "pseudo variables" and "pseudo-torn streams".
Alternatively, it is possible to perform a mapping between internal variables calculated by the process simulator and a set of new external variables (that can be considered also as 'independent variables') breaking in that way those implicit relationships. The relation between external and internal variables are forced only if the unit in which those variables appear exists, but this also means to 'relax' that mapping in the initial relaxed problem which has two major consequences.
First, the total number of independent variables increases, and second the relaxation gap is also worsened.
The "classical" simulation-optimization approach also entails two additional drawbacks.
First, as the size of the MINLP problem increases, the increase in the size of the master and subproblems could become excessive for a reasonable computational performance. And second, singularities due to linearizations at zero flows and non convexities can cut off the global optimum (Türkay & Grossmann, 1996) .
Hence, a better solution strategy for flowsheet optimization problems would be advisable to address the difficulties arising in MINLP formulations. Accordingly, we use a GDP formulation with a logic based solver that leads to the following advantages:
1. The Outer Approximation Logic Based algorithm (and all its modifications) does not solve a relaxed problem but just a set of sub-problems that correspond to feasible flowsheets.
2. From a formal point of view the variables of a non-existing unit in a NLP sub-problem are forced to be zero, but in the practical implementation all those units are discarded (they M a n u s c r i p t 8 do not appear in the flowsheet) so the problem related to zero flows of non-existing units is completely avoided. 
3.2.Logic Based Outer Approximation algorithm with an embedded process simulator
As mentioned above, we use the Logic-based Outer Approximation algorithm (Türkay & Grossmann, 1996) to fully exploit the structure of the GDP representation of our problem. The Logic-Based OA shares the main idea of the traditional OA for MINLP, which is to solve iteratively a master problem given by a linear GDP, leading to a lower bound of the solution ( Nevertheless, we have implemented a logic-based OA algorithm that requires to reformulate the disjunctive part of the problem as a set of special type of disjunctions, each of which contains only two terms and in one of them all the variables are set to zero. Fortunately, any disjunction in its general form has a straightforward reformulation to the special 2 terms disjunction (see Appendix 1).
As we are dealing with a process simulator embedded in a GDP formulation, it is convenient to define a partition of x into dependent D x and independent (or design) variables
The latter is the set of optimization variables and its dimension is equal to the degrees of freedom of the nonlinear problem obtained when the binary variables are fixed. By this partition the common equality constraint ( ) h x can be solved for the dependent variables . In an analogous manner, for each equipment i assigned to a task k the dependent variables associated to it can be expressed as functions of the decision
. In this work, dependent variables D x cannot explicitly written in terms of decision variables, but they are implicitly calculated at the process simulator, and then are used at the optimization level to evaluate the objective function and the common and particular constraints. Accordingly, the GDP problem (1) can be rewritten as: M a n u s c r i p t
Note that in (2) as we introduce dependent variables in explicit equations (for example in
, a sequential function evaluation is required, first the implicit models are solved and then the explicit constraints can be evaluated.
Logic-based NLP subproblem
For fixed values of the Boolean variables ik Y (i.e., given a flowsheet configuration) the corresponding NLP subproblem is as follows:
It is worthy to emphasize that only the constraints that belong to the selected equipment or stream (i.e., associate Boolean variable M a n u s c r i p t
Logic-based Master problem
Assuming that L NLP subproblems are solved in which sets of linearizations are generated for the objective function and the common constraints and particular constraints in the subsets of disjunction terms
, we define the following disjunctive OA master problem: (4) problem is not a function of the dependent variables.
MILP reformulation of the master problem
The master problem of the logic-based OA algorithm can be reformulated as an MILP using either Big-M (BM) or Hull Reformulation (HR) formulations. We apply the tighter formulation, that is HR, and then the disjunctions of the GDP master problem are reformulated as follows:
M a n u s c r i p t , , , The exclusive OR logic operator in the disjunction part of the GDP mater problem (4) is transformed into the following linear constraint:
Furthermore, we add a set of binary cuts (Balas & Jeroslow, 1972) to exclude the previous solution for the binary variables:
where l B is the subset defined for each NLP subproblem that stores the binary variables Problem is rewritten as:
Some important remarks deserve special attention. GDP algorithms require convexity to guaranty convergence to a global optimal solution. In an implicit model it is difficult to prove convexity, even in the case the model be convex, but in general we must assume non convexity.
Therefore, there is no guarantee to find a global solution, and only locally optimal solutions should be expected.
Connection between Matlab and Aspen Hysys
The developers of Aspen HYSYS also followed the paradigm shift in the development of process simulators, from procedural to objected-oriented programming. Accordingly, Aspen HYSYS is programmed with 32-bit C++ (Bhutani, 2007) , which gives it the ability to lend its functionalities to be used in other application software. That makes Aspen HYSYS a very powerful and useful tool in the design of our hybrid framework. We use the binary-interface standard Component Object Model (COM), by Microsoft, to interact with Aspen HYSYS through the objects exposed by the developers of Aspen HYSYS. We utilize Matlab as an automation client to access these objects and interact with Aspen HYSYS, which works as an automation server (see Figure 1 ).
By writing Matlab code, it is possible to send and receive information to and from the process simulator. Thus, the exposed objects make possible to perform nearly any action that is accomplished through the Aspen HYSYS graphical user interface, allowing us to use Aspen HYSYS as a calculation engine. According to the objected-oriented programming nomenclature (Booch et al., 2007) , in Aspen Hysys, the functions defined within each object (e.g., reactor) are called methods (i.e., governing equations), and the variables contained in an object are known as properties (e.g., feed composition).
M a n u s c r i p t
Connection between Matlab and Optimizer
We use the TOMLAB optimization environment, which provides an interface between the Matlab model and the available optimization solvers. This tool allows us to standardize the model definition and then use all the available solvers regardless the different syntax required for each solver. We do not need to make a specific interface routine for each optimization solver. We use the CPLEX version 12.2.0.0 solver for the MILP problems and the CONOPT solver for the NLP supbroblems. The latter solver is based on the Generalized Reduced Gradient (GRD), which is suitable for models where feasibility is difficult to achieve.
As mentioned above, the modeling framework proposed does not require to rewrite the problem as an MINLP, allowing for direct application of solution methods to problems formulated as GDP. To this aim, we implement the logic based OA algorithm with the special feature that allows to use also implicit models (i.e., models inside a process simulators). An implicit model can be treated as a black box with a rigid input-output structure whose derivative information is not available. The models in a modular chemical process simulator are accurate enough for simulation purposes, but they could introduce some numerical noise (i.e., the solution varies slightly with identical initial values) that prevent the accurate determination of derivative information (L. T. Biegler & Hughes, 1982) . We capture the gradient information by a finite difference approach with a perturbation size that balances and minimizes the error due to noise and the error in the approximation of the Jacobian. As the perturbation size increases, the error in the approximation of the Jacobian becomes significant. On the other hand, the response of a small perturbation may be corrupted by convergence noise. Here, it is appropriate to mention that the numerical noise effect is magnified by recycles in the flowsheet, because they behave as "error accumulators" (Martín, 2014) . In this case, instead of using the simulator utilities to converge the recycles we connect the simulator with the external NLP solver to converge them. In that way, we have a complete control over the numerical methods used for convergence of recycles. Furthermore, although, both the number of variables handles by the NLP solver and the number of explicit equality constraints increases, in general the model is more robust and usually the computational time does not increase because it is not required to converge all the recycles each time the simulator is called.
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CASE STUDY
As an example to illustrate the correct behavior of the proposed methodology, we present the case of the synthesis of methanol. This process has been studied extensively in the past (D.A. Bell et al., 2010; Ghiotti & Boccuzzi, 1987; Klier, 1982; Kung, 1980; Lange, 2001; Luyben, 2010; Skrzypek et al., 1994) . Figure 2 shows a simplified flowsheet of the methanol process using syngas as feed stream. Conventional methanol production uses a feed stock of reformed methane that contains hydrogen, carbon monoxide and carbon dioxide in a ratio of close to the stoichiometric ratio of unity. The chemistry of the methanol process involves a lot of reactions, but only three reactions are significant, the synthesis of methanol from carbon monoxide (R-1), the synthesis of methanol from carbon dioxide (R-2), and the water gas shift reaction (R-3). The objective of this example is to maximize the profit of the process. We consider two available feeds with different characteristics and prize (See Table 2 ). We also consider two products in the process, a principal (and desired) product with a high sale prize (0.25 €/kg) and a subproduct (purge stream) with a low sale price (0.018 €/kg). The equipment cost is calculated using correlations from the literature, and to this end we use the correlations given by Turton et al. (2008) , and also the prize of all used utilities are obtained from this reference. Finally, we update the prices to 2012 using the "Chemical Engineering Plant Cost Index" (CEPCI). The annual 
The simulation is performed using the sequential modular simulator Aspen-HYSYS with the Soave-Redlich-Kwong (SRK) equation of state and default values.
To check the capabilities of our simulation-optimization tool, we build a superstructure of the methanol process that includes all the alternatives of interest (Figure 3) . Note that the aim of this example is to demonstrate the behavior of the methodology when different alternatives exist for each of unit operations (disjunctions). The key of this process is the reactor operation. The formation of methanol, as a typical heterogeneously catalyzed reaction, can be described by absorption-desorption mechanism (Langmuir-Hinshelwood or Eley-Rideal). The synthesis of methanol is a pressure and temperature dependent process. The carbon monoxide and carbon dioxide conversions up to attainment of equilibrium are shown as a function of pressure and temperature in Table 1 .
Table 1.
In order to clearly illustrate the problem, for the sake of simplicity, but without loss of generality we will focus on two operating conditions, one specifically working at 200ºC and 50 atm The superstructure presents in Figure 3 include the following alternatives:
Feed stream
Two different synthesis gas streams are available, both containing the reactants H 2 , CO 2 and CO, and a small amount of inert, CH 4 . The characteristics of different feed streams are shown in Table 2 . For this example, we consider the option to select only one feed stream. This is modeled with the following OR exclusive disjunction:
where Feed F is the molar flow rate of the synthesis gas feed stream selected. As commented above, in the logic based outer approximation, we need two term disjunctions in which one of them forces all the variables to be zero (or simply to be discarded in the NLP problem). This can be done as follows. In the Appendix 1 we include a general reformulation for an n-term disjunction. For this particular case we reformulate (10) as follows:
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The rest of disjunctions are also reformulated as two term disjunctions even though it is not explicitly stated in the text.
Feed Compression system
The feed enters the process at low pressure (20 atm) and must be compressed to a higher pressure where reaction is feasible (in this case, we consider two possible operation conditions, 50 or 100 atm). For compression, we assume the choice between a single compressor (single stage compression) or a system consisting of two compressor with intermediate cooling (two-stage compression). Furthermore, in each compression system, the gas pressure can be increased to 50 bar or to a higher value of 100 bar. To model the latter choice for the single-stage compression alternative, we define the Boolean variables 3 Y and 4 Y to operate either at low or high output pressure respectively, and write following disjunction:
50 100
where , FC out P is the pressure of the stream leaving the feed compression system (In M a n u s c r i p t In the single stage compression (11) and the two-stage compression system (12) disjunctions, we link the two terms of each disjunction with the so-called logical operator "at most one" (a variation of the OR operator equivalent to A B    ) to not force to select one of the two terms (i.e. the two Boolean variables associated with the low and high pressure can be simultaneously false).
To avoid the combination with the four Boolean variables (
simultaneously false, which has no physical meaning as the gas feed must be compressed, we add the following constraint to our optimization problem:
Reactor + flash units
The gas reaction (Eqs. R-1, R-2 y R-3) takes place in a high conversion expensive reactor or in a less expensive reactor working at lower conversion. The difference between them concerns the pressure at which the reactions are produced. While the expensive reactor works at 100 atm (high conversion), the other works at 50 atm (low conversion). To model the latter choice reactor alternative, we define the Boolean variables 7 Y and 8 Y to operate either at high or low conversion conditions respectively. The characterization of each reactor is totally defined by the specification of degree of conversion of the different compounds (CO and CO2). Note that the reaction R-3 is negligible under these operating conditions as compared with the other reactions. The reactor is M a n u s c r i p t 20 cooled using water at ambient conditions. The capital cost of the reactor depends on its volume (for a detailed description of the volume calculation see appendix 2).
The next step in the process is the separation system. The vapor stream leaving the reactor contains the desired product (methanol) and high concentration of light components, as CO or CO 2 . Therefore, a flash tank is used to remove most of the light components and obtain methanol with desired composition. The combination of pressure and temperature required in the flash unit for the desired methanol purity (molar fraction > 90%) is attained by an expansion valve and a water-cooled heat exchanger. Note that the lower and upper bounds of the pressure in flash unit are assigned to the minimum (pressure of feed stream) and the maximum pressure of the system (pressure in the reactor), respectively. Furthermore, the lower bound of temperature in flash unit is 40ºC because of the use of water as refrigerant in heat exchanger, and the upper bound is 140ºC due to higher values do not allow to reach the desired product composition. 
where 1 
Heating/cooling before Reactor
The two operating conditions in the reactor, previously selected, implies that the temperature of its inlet stream must be 200ºC. To get this, the resulting stream from the sum of compressed feed stream and the recycled stream must be heated or cooled. In this case, and after a previously sensitivity study, we know that only in the case of using the single compressor at 100 M a n u s c r i p t 
Note that the specification of the temperature of the outlet stream of the heat exchanger (200ºC) is specified in the simulators. To simulate the cooler, we use a water-cooled heat exchanger using water at ambient conditions as refrigerant. To simulate the heater, we use a heat exchanger using high pressure steam as hot utility.
Recycled stream compression system
The recycled stream in the process must be compressed until the operation pressure of the selected reactor (50 or 100 atm). As in the feed compression system, we assume the choice between a single compressor (single stage compression) or a system with two compressor with intermediate cooling (two-stage compression) . Furthermore, in each system, the gas pressure can be increased to 50 bar or to a higher value of 100 bar. To model the latter choice for the singlestage compression alternative, we define the Boolean variables 9 Y and 10 Y to operate either at low or high output pressure respectively and we use the following disjunction:
where , RC out P is the pressure of the stream leaving the feed compression system (In M a n u s c r i p t 
To avoid the combination with the four Boolean variables ( 9 Y , 10 Y , 11 Y and 12 Y ) being simultaneously false, which has no physical meaning as the gas feed must be compressed, we add the following constraint to our optimization problem:
Apart from the disjunctions, the superstructure has other important characteristics which must be commented:
Vent-to-recycle Split
An important characteristic of this example is the vent-to-recycle split. The vapor stream leaving the flash unit contains both useful compounds (reactants as H 2 , CO and CO 2 ) and waste products (inerts, CH 4 and H 2 O). In this situation, the split ratio has an important effect in the global process. While higher flows in recycled stream increase the recovery and reuse of reactants, the M a n u s c r i p t 23 concentrations of inert products in the system also increase, and as results, the compression costs increase. In addition, high flows of vent stream reduce the compression cost in the system, but increase the losses of reactants (hydrogen, carbon monoxide, and carbon dioxide).
In our case study, we define the split variable as an independent variable, which is controlled by the optimizer.
Results
The optimal configuration is shown in Figure 4 and the computational results are shown in Table 3 . As we discussed above, the first step in the methodology is the initialization of all the units inside the disjunctions. In this case, this consists in selecting a minimum set of feasible flowsheets in such a way that all the terms in the disjunctions be true at least once. In this example, and the compression system entails 2 disjunctions (with 4 terms or alternatives in total), we need to solve 4 initial subproblem to cover all the terms. Then, a Master problem is solved to provide a new set of Boolean variables that produce better results than in previous solution. From Master results, we solved a NLP problem to obtain the better feasible solution. To avoid that the algorithm stops early due to the non-convex constraints, we use a stopping criterion based on the heuristic: stop as two consecutive NLP subproblem worsen. For our particular case, the optimal solution is found at the initial problem 2 with an objective value of 57,55 MM €/year.
The optimal solution selects the low conversion reactor. In this case, the low cost in the compression system (50 atm) compensate the lower conversion obtained with this reactor. The main characteristics of the selected equipment are shown in Table 4 .
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CONCLUSIONS
We show that a process synthesis problem can be addressed under the perspective of the General Disjunctive Programming (GDP) framework (without an MINLP reformulation), and solved by the logic based outer approximation algorithm with a commercial process simulator embedded.
Conceptually the GDP approach facilitates the model formulation for the final user retaining in the model the underlying logical structure of the problem. We propose a novel approach that combines the flexibility of the GDP formulation with the benefits of the commercial process simulators (i.e., rigorous models for the estimation of the thermophysical properties). The novelty of the proposed framework relies on the advantage that the superstructure of the process is directly built in the graphical user interface of the simulator, and on the fact that the GDP approach avoids some of the drawbacks of the "classical" simulation-optimization method, in which the process synthesis problem is posed as a discrete-continuous problem and then reformulated as an MINLP. The proposed approach is illustrated through a case study for the production of methanol, where some constraints are fixed and we establish several alternatives for some streams, tasks (one and two stages compression system; two types of reactors), and process conditions (low and high pressures). We also confirm that GDP simulation-optimization approach provides an intuitive way to synthesize chemical processes. Finally, we illustrate our tool with a video that shows for the methanol case study the complete automatic implementation of the GDP model directly over the process simulator in which units are dynamically connected and disconnected (see supplementary material).
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where   
where 2 eq K is the equilibrium constant for the synthesis of methanol from carbon dioxide R-2 reaction, and 3 k is the kinetic constant evaluated with the expression: A c c e p t e d M a n u s c r i p t 32 A c c e p t e d M a n u s c r i p t 33 Page 34 of 40
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