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A. Digital Filtering of Random Sequences, 
G. Jennings 
1. Introduction 
This article reports recently established results con- 
cerning the output of a digital filter when the input is a 
random sequence. The results are an improvement on 
those reported in SPS 37-48, Vol. 111, pp. 213-220. The 
stability of the numerical method discussed therein is 
established under weaker conditions for recurrences of 
general length. A conjecture is used that has been proved 
in special cases. 
In SPS 37-48, Vol. 111, we considered filtering a random 
sequence { xl, xz, . * } to form another sequence { yl, yz, * . } 
by a linear recurrence of the form 
When the values of { x n }  are arbitrary real numbers, 
Eq. (1) can be solved only approximately. The sequence 
that is actually found satisfies 
where 8, is the error involved in evaluating the right side 
of Eq. (1). 
We consider the type of error that occurs if we try to 
solve Eq. (1) on a digital computer. The details of the 
approximation procedure were specified in the previous 
article. Recall that 
is the set of possible values of each y;. We had estab- 
lished bounds for the mean square of the difference b e  
tween the solutions of Eqs. (1) and (2) under the condition 
that 
lait 
This condition is weakened for recurrences of length 2 
to the condition that the equation 
x2 - a,x - a, = 0 
has only roots of modulus less than one. A lemma, proved 
for K = 2, is conjectured to hold for any K. Assuming 
this, the same generalization can be made for K > 2. 
We denote the solution of Eq. (1) by Tl, Gz, * - *, rewrit- 
ing that equation as 
(3) 
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We want to compare the solution of Eq. (2) with the 
solution of Eq. (3) when the same initial values are used 
for each sequence: 
l/n = $2 = 0, n = 0,1, -.., K - 1 
Moreover, we shall require that each of the roots of the 
polynomial 
be less than one in modulus. 
(4) 
2. The Conjecture 
It is convenient to reformulate the problem as a matrix 
equation. We note the identity 
Y ,  = AY,-,  + X, + D, (5) 
where 
and 
0 
0 
( ai 
1 
0 
0 
1 
0 
ai-1 
0 
Equation (5) provides a formulation of the problem 
which is equivalent to Eq. (2) in an obvious way. A 
minimal polynomial of A is Eq. (4), and therefore, the 
spectral radius of A, p (A) ,  is strictly less than one because 
of the restrictions on the roots of Eq. (4). Hence, by a 
fundamental theorem of spectra1 theory, there exists a 
norm on RK, depending on E, such that the induced 
matrix norm on A is less than p(A) + E, where E may be 
chosen to be any positive number. This follows from the 
fact that a matrix is similar to a matrix of the form 
where each A% is a block of the form 
( ” : ; :  O X €  .) 
O A  
where E is an arbitrary real number (Ref. 1). 
We denote such a norm by I I I IC . We shall require in 
the following that p ( A )  + E be less than one. 
For such an E,  it immediately follows that A carries 
the set 
into itself, where 7 is taken to be any positive number. AS 
any two norms on a finite dimensional Euclidean space 
are equivalent (Ref. 2), there exists an 7 > 0, given E > 0, 
such that BT,E is contained in the unit hypercube 
We assume that such an 7 and E are chosen and fixed. 
We shall now formulate the conjecture. We view the 
rounding process as being composed of two parts written 
symbolically as R, and Rs. R,  applied to a vector in RK 
changes any component of that vector that exceeds M in 
absolute value to M, if that component is positive, to 
-M, otherwise; recall that M is positive. R, leaves un- 
changed any component less than M in absolute value. 
Rs rounds each component of a vector to that element 
of P to which it is closest in absolute value. With these 
conventions the calculation of the right-hand side of 
Eq. (4) can be viewed as applying A to Y,+ adding X, 
and then applying R, followed by Rs. That is, 
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We then have the following conjecture: 
Conjecture. For a matrix A, 
to obtain a similar result. More precisely, define 
Cf = ({xJ}T=K 1 I x j  I I aM,  
0 1  f o r i = i -  N - - l ; . . , i - l }  
A 
Then for {xi} i n g r ,  Yi-, {xi} is contained in B(2q/3) (x,+ 
In this instance YK satisfies the recursion 
A A 
YK = Rx(AYK-1 + XK) 
A = (  0 1 : : 0 ;,) 
a K  a K - 1  
where the polynomial 
has only roots of modulus less than one, there exists a 
positive integer N ,  such that (R,A)NY, is contained in 
Bq/3,E, if Yo is any vector contained in the unit hypercube. 
( N  may depend on A, 17, and t‘ but must be independent 
of Yo.) E is chosen so that p(A) + E < 1. 77 is fixed so that 
Bv,G is contained in H;K. 
3. Estimates Using the Conjecture 
We now proceed to derive estimates for S(yi - $i)2 dp 
with the conjecture as an hypothesis. Let p denote the 
probability measure that is induced when the xi’s are 
independent random variables with a gaussian distribu- 
tion. (We do not try for the best possible estimates.) 
Assuming that M = 1, we apply the conjecture to deduce 
that (RIA)NYi-+, is contained in BvI3,€ regardless of the 
value of Y I - ~ - ~ ,  since Yi-N-l must lie in the unit hyper- 
cube. With 
A A 
Ym = Ri (AYn-i+ L) 
3eglecting to apply Rs, the process of determining the 
YK’s is a continuous process of the X,’S. Therefore, if 
each xj is res t r ic teq to be  sufficiently small for 
i = i a * - ,  i - 1, Yi-, must be contanied in BZvl3,€ 
where Yi has been determined from the equation 
A A 
YK = R1 (AYK-1 + XK) 
Let a > 0 be such a bound on the absolute value of the 
xj)s, i = i - N ,  0 . .  i - 1. We can increase the scale of 
allowed values of Yi by a factor of M, rounding to the 
hypercube each of whose edges is the length 2M and 
requiring 
)A  
Noting that 
we can deduce that 
where each componezt of EK is less than 6 in magnitude. 
Noting that YK and YK have the same value at the index 
i - N - 1, and that the solution of a linear recurrence 
depends continuously on the inhomogeneous term, we 
can deduce that, for M 2 M ,  > 0, there exists a 8, de- 
pending on M, but independent of M such that 6 < s,, 
M 2 M, implies that Yi-l({xj}) is contained in BvM,s for 
{xi} in C f .  We thus obtain the condition that AYi-* is 
contained in B(P(A)+E)vM,E,  and therefore,under the addi- 
tional constraint that the modulus of xi be less than 
(1 - p ( A )  - E ) M ,  the absolute value of Si must be less 
than 6. Let 
and let Sc be its complement, and integrate with respect 
to probability measure: 
The integrand of the last integral can be bounded using 
It is a straightforward estimate that the integral of the 
right-hand side of the above inequality over the com- 
plement of S goes to zero as 8 and M go to zero and 00, 
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respectively. The proof follows techniques used in SPS 
37-48, Vol. 111. We have, therefore, the following result: 
and 
Lemma 
J 
goes to zero as 6 goes to zero and M goes to infinity, 
uniformly in i. 
Similarly, using techniques from SPS 37-48, Vol. 111, 
we obtain: 
Theorem 1 
goes to zero, uniformly in i, as 6 and M approach zero 
and infinity, respectively. 
4. The Conjecture for K = 2 
We now proceed to prove the conjecture for recur- 
rences of length 2 subject to the condition that the roots 
of Eq. (4) are less than one in modulus. First, we estab- 
lish the notation that X is the complex conjugate of A, 
which is a complex number. If 
v=(:) 
and 
w=(:) 
are column vectors over the complex numbers, we d e h e  
the inner product of the two (v,w) as 
Let A be a root of Eq. (4); then a calculation verifies that 
(: ) is an eigenvector of the matrix 
with eigenvahe A. 
(7) 1 v2 = (1 + I A [")" 
form an orthonormal basis for the two-dimensional vector 
space of column vectors over the complex numbers. As 
v1 is an eigenvector of A, the matrix of A in the basis 
{vl, vz} is upper triangular. Hence, (Av,, vz) is an eigen- 
value of A and must be less than one in magnitude. 
Let 
be a vector with real entries each of which is less than 
one in absolute value. As v1 and vz form an orthonormal 
basis, w may be written in the form 
w = alvl + azvz 
A computation yields that 
Qz = (w, vz) = (-Ay1 + yz)/(l + I A 
Recall that y1 and yz are real. The square of the modulus 
of az is 
Multiplying by 1 + I A Iz and calculating 
rivative with respect to yz we achieve 
I A IZ) 
the partial de- 
We note two easily derived inequalities when 1 y1 I 5 1: 
1 (6) Re hyl + yz 2 y2 - I A I 
R e A y l + y z I y 2 + ] A [  
and 
Recalling Eq. (5), specialized to the case at hand, we see 
that the image of a vector w in the unit square has first 
component less than or equal to one. If the second com- 
ponent, yz, is greater than or equal to one, rounding will 
decrease the second component of the vector, Selecting 
the first of the two inequalities in Eq. (6), we see 
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from which we obtain If 
we obtain 
when y, 2 1. In this case, the effect of rounding is to 
decrease the modulus of a,. Similarly, if yz is less than 
-1, rounding increases y,. The second inequality of 
Eq. (6) yields 
when y, _< - 1. It follows that the modulus of 'a, is also 
decreased in this case. 
We thus obtain the condition that the effect of apply- 
ing RIA to a vector in the unit cube 
produces another vector in the unit cube 
where 
We see that successive application of R,A yields a vector 
in the unit cube 
with 
and 
where y = (Av,, v,). This last equation defines x?) as the 
solution of a nonhomogeneous linear recurrence, 
The solution for can be written in the closed form 
As b may be taken arbitrarily small, a?+i) may be made 
arbitrarily small. As 
I ap+i) I 5 p(A)* I a?) I 
a?) goes to zero, and hence, (RIA)" shrinks the unit 
square uniformly to a point. Hence, the conjecture is 
established for K = 2. 
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B. Maximum likelihood Symbol Synchronization 
for Binary Systems With Coherent Subcarrier- 
Symbol Rate, W. J. Hurd 
1. Introduction 
This article considers the symbol synchronization prob- 
lem for binary systems in which the subcarrier frequency 
and the symbol rate are coherent; i.e., they are derived 
from the same frequency reference. In such systems, with 
the additional assumption that the subcarrier phase is 
known at the receiver, there are only a finite number of 
possible phases for the symbol clock. Typically there are 
an integral number, e.g., N ,  of subcarrier half cycles in 
each symbol time, so that the symbol phase can occur 
at N positions. Normally the subcarrier phase is tracked 
by a phase-locked loop. 
The analysis and results are also applicable to systems 
in which there are an infinite number of possible phases 
for the subcarrier clock. In these cases, however, one 
must assume a finite number of possible phases, and 
accept phase errors smaller than the difference between 
the assumed phase position caqdidates. There is, how- 
ever, the additional requirement that the symbol repetition 
rate be known exactly, a requirement that is automatically 
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satisfied when the subcarrier is tracked and the symbol 
timing is derived from the same clock. 
The basic symbol synchronization problem is to find 
the optimum decision nile for estimation of the correct 
symbol timing based on observations of the received 
noisy data for a fixed length of .time. Other related prob- 
lems are to evaluate the performance of the optimum 
and near-optimum decision rules as functions of the 
symbol signal-to-noise ratio (SNR) and the observation 
time, and to find the required observation times to 
achieve given error probabilities at a given SNR. StNer1 
has derived the maximum likelihood decision rule for 
general (n-ary) amplitude-modulation (AM) systems, of 
which binary AM and biphase modulation systems are 
special cases. Here we present a different derivation for 
the binary case, and a more concise expression for the 
final result. We also examine two methods that approxi- 
mate the maximum likelihood rule, one at high SNRs 
and one at low SNRs, and present numerical results for 
these approximations. The two approximations were sug- 
gested by Stif€ler, but numerical results were not given, 
although numerical comparison of the two methods has 
been given by Stiffler for a problem that somewhat 
resembles the synchronization problem (SPS 37-29, Vol. 14, 
pp. 285-290). 
2. Derivation of Maximum likelihood Rule 
Suppose the received signal waveform r(t) = s(t) + n(t) 
is observed for 0 5 t 5 ( M  + 1)T sec, where s(t) is the 
signal, n(t) is white gaussian noise with two-sided spectral 
density N,/2, T is the duration of one symbol, and M + 1 
is the number of symbol times observed. The signal s(t) 
is constant at either +A or -A over each symbol time, 
so that the symbol energy is A2T, but it is not known at 
which points in time the symbols start. The N possible 
candidates for the starting time of the first full symbol 
observed are 0, T/N, 2T/N, * - . ,  ( N  - l )T/N,  and if the 
actual starting time is kT/N, successive symbols start 
kT/N, (kT/N) + T, (kT/N) + 2T, e .  We denote the first 
A4 symbols by the vector A = (Al, A,, * .  -, AM). The prob- 
ability that each symbol is +A or - A  is one half, and 
each symbol is independent of all others. 
To make a maximum likelihood decision as to correct 
symbol timing, we must compute the a posteriori prob- 
ability of each candidate, given that r(t)  is received, and 
choose the candidate for which this probability is maxi- 
'Stiffler, J. J., The Synchronization in Communkation Systems, to 
be published by Prentiss Hall Pub. Co., Englewood Cliffs, N.J., 
in 1969. 
mized. The first step is to convert the problem from one 
involving random functions to a finite dimensional vector 
problem. The signal component of any possible received 
waveform can then be expressed as 
where the (p&) are the orthonormal functions 
for (i - 1)T/N 5 t < iT/N 
otherwise (2) 
(pdt) = 
and 
( Y + l ) T  
si = 1 s(t) (pi(t) dt = aA(T/N)' /" (3) 
The vector s = (sl, s2, e . . ,  sx(ar+l)) completely defines s(t). 
Similarly, we define the noise vector 
where 
The noise components ni are independent zero mean 
gaussian random variables with variances NJ2.  
We also define the received signal plus noise vector 
r = s + n  (6) 
With this notation, it can be shown (Ref. 1) that the 
vector r is a sufficient statistic, and contains all of the 
data that is relevant to determining the received signal 
waveform; i.e., the a posteriori probability of the trans- 
mitted signal vector conditioned on r(t)  is the same as 
that conditioned on r. 
(7) 
The a posteriori probability that the correct timing 
occurs a t  position k (i-e., at t = kT/N), is 
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Since p ( r )  is not a function of k, and since p(k) = 1/N 
for all k, the best estimate of k can be made by comput- 
ing p(r 1 k) for each k and choosing the maximum. 
It is now convenient to neglect the data for t < kT/N 
and for t 2 MT + kT/N, i.e., to neglect ri for i <_ k and 
for i > MN + k, k = 0, 1, . - a ,  N - 1. This will result in 
negligible degradation for reasonably large M, and the 
more exact result can easily be obtained if desired. Since 
the ni and the & are all independent, and the signal com- 
ponents sc are all the same for mN - N 3. k < i 5 mN + k, 
the probability density of r, conditioned on phase posi- 
tion k, is 
Conditioned on &, the ri for mN - N + k< i<mN + k 
are independent. Furthermore, the si are all +A(T/N)* 
or all -A(T/N)= with equal probability, so 
Using the gaussian densities with means +A(T/N)% and variances NJ2 for the conditional densities in Eq. (lo), 
substituting into Eq. (9), and simplifying, we get 
mN+k 64 
p(r[k) - (T No)-Ndi/2 exp { - (MA2T/N0) - Nil Ng' r f}ncosh (2A(T/N)% N i l  
r i )  i = k + i  m=i  i=mN-N+k+l 
But, neglecting end effects, 
NM+k c r :  
i=k+l  
is approximately the same for all k, so the exponential 
terms in Eq. (11) can be dropped. 
Finally, the maximum likelihood decision rule, neglect- 
ing only negligible end effects, is to choose the k which 
maximizes the function 
mN+k 
i=mii-N+k+i 
M 
2A(T/N)" N;' 
G )  
which, using the defining relation for the ri, can be 
written as 
mT+kT/N 
(13) 
di 
L(k) = cosh 
m=i  
3. Approximation Methods 
The maximum likelihood rule is impractical to use 
because of the product of the hyperbolic cosines, and 
because the expression depends on knowledge of the 
signal amplitude A and the noise spectral density. How- 
ever, L(k) can be approximated using one expression for 
high SNRs and another for low SNRs. 
Suppose we define 
mT + k T / N  s (m- l ) T + k T / N  r(t) dt (14) xm(k)  = 
Then, conditioned on the mth symbol, the mean and 
variance of the argument 2AN;' x&) of the hyperbolic 
cosine are 
var { 2AN;l k ( k )  [ & = *A}  = 2A2T/No 
(16) 
Since the SNR 2s equal to the square of the conditional 
mean divided by the conditional variance, the quantity 
2A2T/No is the SNR. Hence, on the average, the argu- 
ment of the hyperbolic cosine is small for low SNRs and 
large for high SNRs. 
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a. Squaring method. For low SNRs, the product of 
hyperbolic cosines can be expanded into a product of 
Taylor series, and all but the first terms can be dropped. 
Y Y 
cash (xm(k)) 1 + C (2AN;’ Xm(k))’ (17) 
m=1 111=1 
In this case, synchronization is determined by measuring 
for each k and choosing the largest. This is called the 
squaring method. 
b. Absolute value method. For high SNRs, the hyper- 
bolic cosine is approximately exponential, so 
Y Y .  
cosh (2AN;l x m ( k ) )  - $ exp ( I 2ANi1 x m ( k )  I ) 
7 l k l  m=1 
It suffices to measure 
for each k and to choose the largest. This is called the 
absolute value method. 
e. Performance evaluation. By the central limit 
theorem, the Ls(k), 1 5 k 5 N - 1, and the LA@), 
1 5 k 5 N - 1, are approximately jointly gaussian for 
sufEciently large M. Let us assume that the k = 0 position 
is the actual transition point, and define the normalized 
variables 
and 
The normalization is chosen so that the statistics of A k  
and s k  are independent of M. A correct decision is made 
whenever all of the Ak (or s k )  are greater than zero for 
k = 1, 2, * . m y  N - 1. 
Since and M%Sk are linear combinations of 
approximately gaussian random variables, they are also 
approximately gaussian. Furthermore, their variances are 
unity by the normalization in Eq. (22), so 
(23) 
1 
2 = - erfc (2-% M% E{&})  
and 
1 
2 
Pr {sk < 0) = - erfc (2-va M” E{&}) (24) 
where erfc (a) = 1 - erf (a) is the complementary error 
function and 
erf (a) = %-‘.la exp { -r2} dx (25) 
For the absolute value method, for example, the proba- 
bility of error is at least as great as the probability that 
A, 5 0 and by a “union bound does not exceed 
Hence for the absolute value method, the error probabil- 
ity is bounded below by 
and above by 
p”sT& N - l  erfc (($)yzE{An)) (27) 
Similar expressions for the squaring method are obtained 
by substituting E {sk} for E {Ak} throughout. Note that 
by symmetry E {Ab}  = E {AN-k} so that the k and N - k 
terms in Eq. (27) are equal. 
d.  Numerical results. The expected values of Ak and 
sk are derived in the following Subsection 4. The results 
are shown as a function of symbol SNR, R = 2A2T/N,, 
in Fig. 1 for fractional timing errors k/N = 1/2, 1/4, 
1/8, I . . ,  1/1024. As expected, these curves show that the 
squaring method is better at low symbol signal-to-noise 
ratios and that the absolute value method is better a t  
higher SNRs. At SNRs of interest for coded systems, 
around R = 1, the two methods are approximately equally 
good. The squaring method may be preferred because 
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Fig. 1 .  Ak and s k  as functions of symbol SNR 
it is about 1.5 dB better for low SNRs, and the absolute- 
value method is not much better at higher SNRs. On the 
other hand, the absolute-value method may be easier to 
implement in some situations. 
e. Simplified upper bound on FB. The results shown in 
Fig. 1 can be used to simplify the expression for the 
upper bound on the probability of incorrect synchron- 
ization. The basic idea is that synchronizing incorrectly 
at position k = 1 or k = N - 1 is much more likely than 
at any other position, so that all terms in Eq. (27) can be 
dropped except the k - 1 and k = N - 1 terms. 
To reduce the lower bound of Eq. (28) on probability 
of synchronization error to a reasonably low level, we 
must choose M large enough so that 
0.5erfc ( ( + Y E { & } )  
for the absolute value method, is small. Since E{A,} for  
fixed N is typically 1.5 to 2 times E{A,} for that N ,  
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will be negligible compared to 
whenever the latter is small, because erfc(x) decreases 
approximately as exp { -z2}/z. Similarly, all terms in 
Eq. (27) will be small except the k - 1 and k = N - 1 
terms, which are equal by symmetry, so that the upper 
bound becomes approximately 
for the absolute value method, and similarly for the squar- 
ing method. 
4. Calculations for Approximate Methods 
”he mean values of Ak and s k  can be expressed in 
terms of the relevant statistics for the ~ ( k ) ,  given that 
k = 0 is the correct position. Normalizing to unit noise 
energy per symbol at the detector (integrator, matched 
filter) output, we define 
0 2 = o =  1 = noise energy per symbol 
2 
SNR at detector output 
-- * - IC - fraction of mth symbol in assumed 
N 
position of the mth symbol for given k 
pi + (1 - 
P k ( l  - p k )  
With this notation, we can write xm(k) as 
a. Squaring method. To calculate the statistics of the 
L,(k), we note that xm(k) and ~ ( k )  are independent for I rn - n I > 1, and that xm(0) and ~ ( k )  are independent 
except for n = m and n = m - 1. In other cases, no sym- 
bol affects both xm(k) and ~ ( k )  or both ~ ( 0 )  and x,(k), 
and the noise components are independent because the 
noise is white. Hence 
= M E { x i ( k ) }  + 2(M - l ) E { x L ( k )  x;+#)} 
(31) + ( M 2  - 3M + 2) E 2 { x k ( k ) }  
The expectations in the above equations are obtained 
by using Eq. (29), expanding, and taking expectations 
term by term: 
E { x k ( k ) }  = 1 + a iR  (33) 
E { x ; ( k ) }  = 3 + 6aiR + (at + 4ai) R2 (34) 
Substituting Eqs. (33) to (37) into Eqs. (30) to (32), 
combining terms, and assuming M >> 1 so that terms not 
depending on M are negligible, the mean and variance 
of Ls(0) - Ls(k) are 
and 
var {L,(O) - Ls(k)} = 8M O k  ””) (39) 
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As expected, these expressions are linear in M and symmetric in k and N - k. Finally, the mean of Sh is 
E { S d  = R (  /3* 8 ; )  
2(1+R3+-;Z 
b. Absolute value method. Following the same procedure as above but replacing squares by absolute values, we get 
and 
The absolute moments in Eq. (42) must now be evaluated. Conditioned on the received symbols, ~ ~ ( 0 )  and xn(k) 
are jointly gaussian, and, by symmetry, we can always assume that the first symbol affecting the desired statistic is 
equal to +A. Hence, for one variate, 
Since 
and 
and 
To evaluate the joint absolute moments, we first define the function g by 
g ( m > % > P )  = E { ]  XY I >  
where the first two arguments of g reflect the four possible combinations of L1 and L2. Similarly 
1 
~(O)%n(kI > = Yj- [ g ( P > w c )  + &(P>YkPPk)l 
and 
The function g is 
where 
. = ( : >  
m=(') 
and R is the covariance matrix of x. We now perform a transformation to polar coordinates, letting 
so 
x = r B  
Then g becomes 
The infinite integral can now be integrated in closed form yielding 
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where 
a, = BT R-l B (57) 
a, = BTR-lm (58) 
and 
a, = mT R-l m (59) 
Equation (56) was integrated numerically to obtain the 
curves in Fig. 1. 
5. Summary 
Although the maximum likelihood method for symbol 
synchronization derived in Subsection 2 is impractical to 
implement, it is closely approximated by the squaring 
method at low SNRs and by the absolute value method 
at high SNRs. The probability that synchronization does 
not occur at exactly the correct place is bounded by 
1 - erfc ((M/2)" E{A,}) L. PE 5 erfc ( (M/2)*  E{Al}) 2 
(60) 
for the squaring method. In these expressions, M is the 
number of symbols used in the estimation, and A, and SI 
are given as a function of SNR in Fig. 1. The parameter N 
in Fig. 1 is the number of places at which synchroniza- 
tion might occur, which is typically the number of sub- 
carrier half cycles in one symbol time. 
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