Abstract:-In this paper, the margin of stability of 2-D (Two-Dimensional) continuous systems is considered. In particular, the definition of the stability margins for a 2-D discrete system is extended to a 2-D continuous one. Two methods to compute the stability margin of 2-D continuous systems are presented. Illustrative examples are provided.
, [17] , [30] , [41] ÷ [45] ) for several reasons: In the design of 2-D and m-D (m>2) discrete filters, the corresponding analog filters play an important role. In particular, it is possible using appropriate transformations to obtain the desirable 2-D discrete filter from the corresponding analog (2-D) filter [2] ÷ [9] , [41] . On the other hand, in the study of Distributed Parameter Systems (DPS) which are described by Partial Differential Equations (PDEs), each PDE actually corresponds to an m-D continuous system. So, for networks which include transmission lines as well as passive lumped elements, for networks containing semiconductor elements, for acoustic filters, the description with 2-dimensional continuous systems is necessary as one can see in [1] , [4] , [7] , [8] . A third reason is the need of the introduction of the 2-D continuous systems theory in Control Systems whose coefficients are functions of parameters as well as in Systems whose inputs and outputs are functions of a time variable and a discrete spatial variable [8] , [42] ÷ [44] . For these reasons, there exists an importance of the subject of the m-D continuous systems from a practical point of view ([1÷10] , [17] , [23] , [30] , [41] ÷ [45] ). g is said to be Hurwitz Polynomial if and only if (2.1) and (2.2) are fulfilled. Condition (2.1) is relatively easy to check using any 1-D stability test. Checking condition (2.2) is a more difficult task.
There exist several algebraic methods for testing the stability of 2-D continuous systems or, equivalently, checking the Hurwitz character of 2-D polynomials [30] , [28] , [29] . Among them are the table form as advanced by Siljak [13] , the determinant method (Anderson-Jury [14] ), the inner method [16] , [21] as advanced in [24] , and the Zeheb-Walach method [12] . Another somewhat tedious approach is the method of the bilinear transformation. However, as pointed out by Goodman [20] and Jury and Bauer [22] the bilinear transformation can cause some difficulties in the stability tests because of the presence of nonessential singularities of the second kind and the value of the function at infinity [18] , [19] . Stability testing of the 2-D and m-D (m>2) continuous systems is of much importance [1÷10], [30] . Let a Linear Shift Invariant 2-D continuous system be described by the transfer function In the study of 2-D continuous systems, we are interested not only in whether the system is stable but also whether the system will remain stable in the presence of system parameter deviations. 
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(1) For this reason and analogously to 2-D discrete systems [31] , the following definition is introduced: Definition 1: Given a 2-D continuous system described by the transfer function (1), we call stability margin σ 1 the greater non positive real number for which F s s In 2-D discrete systems these definitions were given in [31] , while several methods for the evaluation of stability margins already exist [31] ÷ [38] . In this paper, the analogous methods in 2-D continuous case are derived the applicability and effectiveness of which are illustrated by some examples.
maxσ ( 
It is always assumed that the corresponding 2-D system has no nonessential singularities of the second kind. Obviously, condition (2.1) holds while condition (2.2) can be easily checked via the positive definiteness of the Hermitian matrix which is 
The maximum value of σ 1 (σ 1 ≤ 0) for which
g is nullified for some ω 1 is obviously -1. (12) Consequently, interchanging the variables s 1 and s 2 one evaluates
To obtain σ, we form the Hermitian determinant associated with F j s ω σ σ
We obtain that for σ → − 
So, the maximum non-positive value of σ 1 for which [26] , [27] . Therefore, (18) renders, It is more convenient to write Equation (22) 
−
. We could also have written Equation (23) in a more general form Equation (19) guarantees the existence of the (geometrical) tangent of all the branches of (17) at any point. Moreover, at the closest point of all these branches to the imaginary axis, one observes that the tangent will be parallel to the imaginary axis (Fig.2) . Therefore a simple necessary condition for the stability margin σ 1 will be ∂ ∂ where // denotes the parallelness of the corresponding vectors.
Taking into account that s j 2 2 = ω , one rewrites (19) as Thus, the stability margin σ 1 is evaluated by the solution of (17) and (23) (or (24)). These two equations can readily be put in the form of three polynomial equations in the three independent variables x y , ,ω 2 , where x s =Re 1 l q and y s =Im 1 l q. Their common solution(s) can be found, if desired, using the resultant method of these polynomials [16] , [39] . In the sequel, one must select as σ 1 the maximum x of all the solutions ( x y , ,ω 2 ). 
Therefore A similar method can also be formulated to derive the stability margin σ 2 . For the stability margin σ, instead of (17) and (23) we get the equations 
Similarly, interchanging the variables s 1 and s 2
For the stability margin σ, Eq. (25) and (26) Obviously, from (35) and (36) are given which also show the equivalence of the methods.
One could obtain that the first method is simpler and easy to understand but an optimization problem is needed to be solved. Because of the use of optimization, this method does not always yield an exact value. From this point of view, the geometrical method seems to be better, even if we have to select the solution with the max(x). 
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Conclusions
In many engineering applications (study of distributed parameter systems, design of 2-D discrete filters via appropriate transformations of 2-D continuous ones, study of automatic control systems whose coefficients are functions of parameters and study of systems whose inputs and outputs are functions of a time variable and a discrete spatial variable) the class of 2-D continuous systems has been proved as a very useful class. In the study of 2-D continuous systems, we are interested not only in whether the system is stable but also how far is the system from the region of instability. A measure of this is the so called stability margin.
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