However, despite the numerous definitions, there seem to be two classes of view: (a) Those concerned with structurethat is, with building systems which do things in the same way as humans. These can be regarded as models. (b) Those concerned with functionthat is, building systems which perform in an apparently intelligent manner, no matter how they do it (whether or not it is in the same way as humans). As shall be seen below, both of these views have a relevance to medicine. Before going into details, however, it is worth commenting on the nature of artificial intelligence research.
Artificial intelligence research is fundamentally non-reductionist, Boden! calls the science of artificial intelligence humanist because of this nonreductionist orientation. She has also referred to it as a case study of 'a different sort of science'. McCorduck 4 ,  in her excellent history of artificial intelligence research, says: 'Here I address my fellow humanists more than anyone else, because so many of them are convinced that science is somehow alien to the humanities. I want them to see that it is not. I want them to see a science whose genesis was in the literary texts they cherish.' This aspect of artificial intelligence sometimes surprises people: the fact that the computer is its basic tool means they expect it to have a reductionist orientation. This arises from the misunderstanding that since computers can do calculations they must necessarily be concerned with manipulating the results of measurements, in a classical sense. The error here is beautifully exposed by Boden! when she says: 'Computers do not crunch numbers, they manipulate symbols' -the point being that although these symbols can be numbers, they need not, and could just as easily be words, segments of a visual scene, etc.
It has long been recognized by researchers in artificial intelligence that attempting to state theories about human mental processes using natural language is fraught with difficulties'. Natural language is an interface to the fuzziness of the real world, and so is not ideal for expressing the crispness required by scientific theories. In contrast, theories developed in the discipline of artificial intelligence have to be expressed in a programming language. If there are gaps the program will not run, or at the very least will exhibit poor performance so that the inadequacy of the theory can be detected. Computers are not as accepting as are people of fuzziness of words or thoughts.
This emphasis on programming means that artificial intelligence differs in other ways from more conventional sciences. In particular, unlike the natural sciences and mathematics, it is not an axiomatic science. No attempt is made to write down a few concise laws, through the application of which all properties of its subject matter can (in principle) be described. Likewise, no attempt is made to give a small number of axioms, from which all else follows. Instead, its theories consist of models which can actually be run and tested on a computer. One immediate consequence of this (and one which it is important to recognize if one is to avoid unjustly criticizing some artificial intelligence research) is that whereas all the statements of a conventional theory are to be regarded as true, some of the statements of a model refer only to the particular implementation. A model car built from paper might be perfectly adequate as a description of the shape and colour, and if that was its purpose it would be unfair to criticize it on the grounds that it did not properly model the strength of the original.
We might also contrast artificial intelligence with much of modern psychology, the former being concerned with overall systems while the latter concentrates on smaller parts (the top-down versus the bottom-up approaches).
Modelling to test a theory
Modelling can be used in several ways. For example, we could model the human approach to diagnosis (see below). Or we could build a model to test a theory, as described above.
The most impressive simulation model yet built is PARRY. This is the product of years of development by a team led by K M Colby, a psychiatrist with an interest in paranoia. PARRY is a simulated 28-yearold paranoid man, and Colby's fundamental aim is to see if his theory of paranoia is strong enough to support a convincing simulation by allowing this simulation to pass as a paranoid person. It attempts to do this by conversing, in English with psychiatrists, through the medium of a computer terminal.
It is not clear whether PARRY vindicates Colby's theory, but neither does it disprove it. It is, perhaps, the hallmark of science that one can attempt to disprove but not prove theories about the physical universe. In the case of PARRY,debate centres on the rigour of the test of the theory. (See Colby" and the subsequent discussion for an example of this debate; and also Hand" for a summary of PARRY.)
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The Royal Society of Medicine Over 50000 interviews have been conducted with PARRY -this alone indicating the tremendous amount of interest. PARRY is important, both to cognitive emulation and to psychiatry, by very virtue of the tremendous amount of debate it has stimulated.
Diagnosis
Diagnosis in medicine has its problems. These range from fundamental questions about whether diagnosis is a useful concept (in psychiatry, for example) to more practical ones regarding diagnostic classes and reliability. The latter constitute a natural potential domain for application of computers because: (1) computers are methodical, and can systematically explore the relevant aspects of a patient; (2) modern medicine is complex: how many pages of relevant journal material appear every year? (3) able and qualified diagnosticians are scarce; (4) computers do. not suffer from fatigue or illness or other factors degrading performance; (5) doctors are expensive.
There are many approaches to computerized diagnosis, each of which has its enthusiasts. This can have associated dangers: there is a tendency to overreact, either in extolling the virtues of some approach or, in reverse, by denigrating the feasibility of computerized diagnosis. In fact, a moderate view seems the best line to take: modern medicine is so complex that there is probably a place for each of the many different approaches. Certainly, each of the approaches has shown that it can perform as well as human experts.
Actuarial approach to diagnosis
The actuarial approach to diagnosis uses a database of records of past patients with known diagnoses to produce estimated probabilities that a new patient belongs to each of the diagnostic categories. There are a vast number of ways of doing this", In some areas of medicine such methods have been shown to perform as well as consultants, but despite this they have not been widely accepted by the medical community. Explanations for this include the fact that little effort has been put in to presenting their probabilistic conclusions in a way that will appeal to medical personnel. Important work in this area has been described by DeDombal et al. 9 Decisiontreemethods Actuarial methods typically (but not necessarily) utilize all available information about a patient simultaneously to produce the probability estimates. In contrast, decision tree methods examine the indicators sequentially -which symptoms or indicators are looked at next will depend on the presence or absence of earlier ones. Trees have been built using both formal statistical methods and expert knowledge, Such methods have been illustrated by Essex10.
Expert systems
Both actuarial and decision tree methods represent fairly conventional applications of computers, neither using artificial intelligence ideas. In contrast, the work on medical expert systems is very much artificial intelligence. The fundamental paradigm is the rule-based production system 7 • Such systems are extremely flexible and are ideally suited to the hypothetico-deductive approach that underlies the diagnostic process. Other attributes of such systems include their ability to explain their reasoning processes and their facility for easy updating. Some very sophisticated such systems have now been built11 of which the most widely known is undoubtedly MYCIN, a system for diagnosing and recommending treatments for bacterial infections'". Some researchers believe that human mental processing follows a production system architecture, so that expert systems methods can be regarded as at least partly a modelling approach.
Education and training
From the foregoing discussion of programs aimed at modelling or simulating patients, very little imagination is required to see that such programs provide an ideal medium for teaching. In psychotherapy, for The basic notion of computer-assisted instruction has been with us for a long time. The program presents the students with a piece of information and requires them to demonstrate an effective grasp of it before passing on to the next item. Advantages over conventional approaches include the fact that understanding is necessary before one can go on, that the student can proceed at his own pace (unlike a lecture), that areas of difficulty can be identified and concentrated on, and that, in more sophisticated systems, the level of difficulty of the questions can be adapted to the student's ability. Such traditional approaches to teaching programs, based on the presentation/ question approach, will probably be appropriate in some areas of medical education -perhaps in biochemistry, for example -but in other areas an alternative approach seems likely to be more appropriate. This has been called the activity-based approach.
Here the student is presented with a problem and asked to solve it, with the computer monitoring his attempts, giving hints or guidance when appropriate. The 'problem' here might be a simulated case, as described above, or it could be a problem arising in some scientific discipline necessary to medicine. For example, the student could be presented with some data arising from a research project and be asked about the statistical analysis. Advanced systems include models of the student and sophisticated internal representations of the mao terial being taught, so that different types of mistake prompt appropriate different remedial actions.
Creating such systems is not a trivial exercise. It is said that 100hours of thought are needed to prepare a single hour's worth of interactive dialogue. Partly because of this there has been a tendency to focus on small domains: the limited breadth means that an impressive flexibility of response can be achieved. Work on intelligent tutoring systems is described by Sleeman and Brown 14. A tool to help research Medical research is intrinsically multidisciplinary, involving expertise in biochemistry, anatomy, pharmacology, statistics, and so on. Since nobody can be expert in all of these disciplines, there is obviously a role for expert systems to give guidance. I have a particular interest in statistical expert systems 1 5 -17, which give guidance on what statistical technique to use and how to use it, while preventing the researcher from making statistical errors. In view ofthe criticisms of much ofthe statistics published in medical papers (see Hend!" for references), such developments are clearly of great potential importance.
Artificial intelligence techniques also provide other tools for research. One major role is in obtaining information from patients: sometimes people are more willing to discuss sensitive issues with a computer than with a person.
A more exotic research use, which so far as I know has not yet been explored with medicine in mind, is for systems aimed at identifying important links, concepts, and relationships in a scientific discipline. Such systems have been explored in other domains 19. On a completely different level, we should note that just as mechanical analogies proved invaluable to the development of physiological and anatomic theories, so information-processing ideas developed upon a computer might be expected to shed illumination on human mental processes.
Therapy
Reference has already been made to the use of artificial intelligence systems to extract information from the patient. Systems that can converse with the patient need not be limited to this role. To quote Colb y20 : 'If it [a computer] can be used as a psychotherapeutic instrument for thousands of patients in understaffed hospitals, we have no choice but to use it because the healing professions are unable to supply sufficient manpower to meet this great need ... It is dehumanising to herd thousands of patients into mental hospitals where they will never see a doctor ... If a computer can provide therapeutic conversation, then there can 'be no hesitation in exploring these potentials. It may give us a chance to rehumanise people now being dehumanised by our ... psychiatric systems'. This is one approach to therapy. The use of expert systems to guide in drug administration, warning of possible side effects and recommending dosages, is so obvious that it hardly needs mentioning. One aspect of the complexity of modern medicine is the range of available drugs: an expert system can easily and accurately be updated without risk offorgetting.
Conclusion
Artificial intelligence has an interesting history. In the early days attention was focused on problem domains such as intelligence tests -small rnanagable domains which apparently required the subject to show intelligence to tackle them. Very successful programs were built for these domains and this led to hopes for major developments in the immediate Journal ofthe Royal Society of Medicine Volume 80 September 1987 565 future. Unfortunately these developments never materialized. In retrospect this can be seen to be due, at least partly, to the fact that one of the biggest problems to be overcome is that ofadequately defining a problem in the first place. In simple IQ tests, for example, the problem is already clearly defined.
Since those days steady progress has been made, and it again seems likely that we are on the verge of major developments. In part this is a consequence of the vastly more powerful computers that are now available, in part to a better understanding of the problems, and in part to the development of powerful knowledge representation schemes, such as the production system. Artificial intelligence research is already having an impact on medicine, and the future looks truly exciting.
