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SUMMARY In millimeter wave (mmWave) vehicular communications,
multi-hop relay disconnection by line-of-sight (LOS) blockage is a critical
problem, particularly in the early diffusion phase of mmWave-available
vehicles, where not all vehicles havemmWave communication devices. This
paper proposes a distributed position control method to establish long relay
paths through road side units (RSUs). This is realized by a scheme viawhich
autonomous vehicles change their relative positions to communicate with
each other via LOS paths. Even though vehicles with the proposed method
do not use all the information of the environment and do not cooperate with
each other, they can decide their action (e.g., lane change and overtaking)
and form long relays only using information of their surroundings (e.g.,
surrounding vehicle positions). The decision-making problem is formulated
as a Markov decision process such that autonomous vehicles can learn a
practical movement strategy for making long relays by a reinforcement
learning (RL) algorithm. This paper designs a learning algorithm based
on a sophisticated deep reinforcement learning algorithm, asynchronous
advantage actor-critic (A3C), which enables vehicles to learn a complex
movement strategy quickly through its deep-neural-network architecture
and multi-agent-learning mechanism. Once the strategy is well trained,
vehicles can move independently to establish long relays and connect to the
RSUs via the relays. Simulation results confirm that the proposed method
can increase the relay length and coverage even if the traffic conditions and
penetration ratio of mmWave communication devices in the learning and
operation phases are different.
key words: Vehicular networks, Autonomous vehicles, mmWave communi-
cations, Multi-hop relaying, Position controls, Deep reinforcement learning
1. Introduction
Autonomous and connected vehicles can not only achieve
safe and efficient transportation but can also provide sev-
eral intelligent services such as real-time detailed maps, ve-
hicular cloud computing, cooperative perception, and in-
fotainment [1–4]. Some of these services require high-
throughput vehicle-to-infrastructure (V2I) communication,
which is one of the reasons why millimeter-wave (mmWave)
vehicular communications have attracted considerable atten-
tion [3, 5–7].
Although mmWave communications can achieve high-
throughput data transmission, their communication ranges
tend to be shorter than microwave communications because
of their high attenuation. This makes the communication
coverage of road side units (RSUs) smaller. For microwave
vehicular communications, multi-hop relaying has been
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Coverage of vehicle #1 and #2 at first.
Fig. 1 Vehicle #3 initially blocks the path between vehicles
#2 and #4. When vehicle #2 changes its position, vehicles #2
and #4 communicate with each other via a LOS path; thus,
the multi-hop relay becomes long.
studied to extend the coverage of RSUs [8–10]. Multi-hop
relaying is significantly more important for mmWave com-
munications because of their short communication range.
However, mmWave relaying presents a major challenge in
the form of its disconnection problem. In mmWave vehicle-
to-vehicle (V2V) relaying, the line-of-sight (LOS) path is
easily blocked by other vehicles, particularly vehicles that
do not have the capability of mmWave relaying. There-
fore, mmWave V2V relay networks can be disconnected and
fragmented frequently becausemmWave signals are severely
attenuated by the blockages. This disconnection induced by
the blockage is critical, particularly in the diffusion phase
of mmWave-available vehicles, where not all vehicles have
mmWave communication devices.
This paper studies a vehicle position control method to
solve the relay disconnection problem and extend the cov-
erage of RSUs. The proposed method enables position-
controllable vehicles, such as autonomous vehicles, to
change their relative positions, where LOS paths are avail-
able and V2V relays can be connected by lane change or
overtaking. Figure 1 shows a simple example of our method.
Let vehicles #1, #2, and #4 have mmWave communication
devices, while vehicle #3 does not have one. Vehicles #1
and #2 are initially connected with each other on mmWave
channels, but vehicles #2 and #4 are not connected because
of the blockage by vehicle #3. In this case, by moving ve-
hicle #2 to a position where a LOS path between vehicle #2
Copyright © 200x The Institute of Electronics, Information and Communication Engineers
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and #4 becomes available, the relay length can be extended
and thus, the RSU coverage is extended to include vehicle
#4.
Cooperative position controls of vehicles have been
studied in [11–14]. While they focus on improving the stabil-
ity and robustness of formation and platooning control, they
do not consider improving communication quality. In the
fields of robots and wireless sensors, movement or position
control methods to improve the connectivity of multi-hop
communications have been discussed [15, 16]. However,
these prior works do not focus on the relay length, and they
consider conventional microwave communications where no
harmful blockage occurs.
Our previous work proposed a vehicle position con-
trol method for coverage expansion in mmWave vehicular
networks and revealed the maximum gain of coverage im-
provement by optimizing vehicle positions [17]. However,
this work uses a centralized algorithm, which is not suf-
ficiently scalable, and does not consider the movement of
each vehicle to its optimal position. To maximize the relay
length, both positions of vehicles and their movement paths
should be optimized. However, the optimization problem of
collision-free path planning of multiple vehicles is an NP-
hard problem [18]. Therefore, the optimal solution cannot be
obtained even if centralized manners are applied. Moreover,
centralized algorithm is not practical for vehicle controls be-
cause it cannot be applied when lots of vehicles exist in wide
area, thus a distributed mechanism is required that enables
vehicles to expand relay length by moving to good positions
without collision.
In this paper, we develop a deep-reinforcement-learning
(DeepRL)-based vehicle position control method, where
each vehicle distributedly decides its movement without
knowledge of the optimal position or global information
other than that of the surrounding vehicles. Reinforcement
learning (RL) is introduced to obtain a movement strategy
viawhich vehicles decide theirmovement in order to increase
coverage based on their own information, such as locations
of the surrounding vehicles. Because such a strategy is high-
dimensional and non-linear function, we employ DeepRL,
which combines RL algorithms and deep learning methods.
To increase the learning speed by updating the strategy co-
operatively, we leverage a distributed DeepRL algorithm,
asynchronous advantage actor-critic (A3C) [19], which was
originally developed for parallel processing. In A3C, mul-
tiple agents update the shared strategy cooperatively, while
acting in multiple environments independently. By applying
the cooperative-strategy-updating scheme to our coverage-
improvement problem, multiple vehicles can cooperatively
and efficiently learn the strategies; this allows them to make
decisions without communicating with each other. Because
DeepRL algorithms achieve high performance in problems
where the environment state is represented as a pictorial im-
age, we design a three-dimensional state representation like
color images for the coverage expansion problem.
Our simulation results show that vehicles can learn the
coverage-increasing strategy using the DeepRL algorithm.
We also demonstrate that the learned strategies achieve high
performance even when the traffic conditions and the pene-
tration ratio of mmWave-available vehicles are changed from
that in the learning phases.
The contributions of this paper are summarized as fol-
lows:
(1) We present a solution for blockage problems inmmWave
vehicular networks. The proposed method is based on
position control of vehicles, whereas conventional works
[8–10] have assumed that vehicle positions are specified
and not controllable.
(2) We present a distributed DeepRL-based vehicle
movement-control algorithm. By leveraging a DeepRL
algorithm, A3C, our algorithm enables vehicles to learn
a movement strategy, which involves complex mapping
from surrounding vehicle positions to movement action.
(3) The simulation results justify that the proposed algo-
rithm achieves high performance evenwhen the environ-
ment conditions (e.g., the penetration ratio of mmWave-
communicable vehicles and vehicle density) of learning
and test phases are not the same.
The rest of this paper is organized as follows: Related
works are discussed in Section 2. Then, our system model is
described in Section 3, and the DeepRL-based approach to
improve coverage is presented in Section 4. Finally, simu-
lation results are presented in Section 5 and the conclusions
are drawn in Section 6.
2. Related Works
2.1 Vehicular Networks
One of the current available vehicular communication pro-
tocols is dedicated short range communication (DSRC).
DSRC, which has been standardized as IEEE 802.11p, uses
the 5.8–5.9GHz band [20]. Another protocol is cellular
vehicle-to-everything (C-V2X), which is specified in the
third generation partnership project (3GPP) Release 14 [21].
Unfortunately, these protocols cannotmeet the increasing de-
mand of high-data-rate vehicular communications for shar-
ing enormous sensor data and providing infotainment be-
cause of their limited bandwidth.
Therefore, mmWave communication is an essential
technique for vehicular communications to meet the increas-
ing demand. MmWave communications offer huge band-
width (e.g., 9GHz in 60GHz band) and realize beyond-
Gbit/s throughput. In addition, offloading data transmission
of non-safety applications from the microwave bands to the
mmWave bands can reduce the pressure on the microwave
band, and should be used for critical applications such as
vehicle collision warning systems and self-driving systems.
The authors of [3] provide a survey of mmWave vehicu-
lar communications, including detailed analysis of mmWave
spectrum, PHY, andMACdesigns for mmWave communica-
tions that can be applied to vehicular communications. MAC
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protocols for mmWave multi-hop relaying for vehicular net-
works have been studied in [7, 22]. In [22], an ALOHA-
based protocol is evaluated for a one-lane highway scenario,
and it is demonstrated that multi-hop achieves better per-
formance than single-hop in disseminating information to a
certain number of vehicles. The authors of [7] study con-
tent delivery using heterogeneous networks consisting of the
licensed Sub-6GHz band, DSRC, and mmWave communi-
cations. They introduce fuzzy logic to select efficient cluster
heads considering the vehicle velocity, vehicle distribution,
and antenna height. Whereas these studies assume that ve-
hicle movements are given, we propose to control vehicle
movements in order to avoid blockage.
Multi-hop relaying for increasing the coverages of
RSUs has been studied for the microwave vehicular adhoc
network (VANET). The authors of [8] propose multi-hop
V2V relaying to compensate for the sparsity of RSUs. [9]
minimizes the number of vehicles that communicate with
RSUs by constructing clusters where messages are transmit-
ted via V2V relays. The authors of [10] propose a forwarding
algorithm to extend the coverage of RSUs for urban areas.
The algorithm realizes multi-directional dissemination in in-
tersections by considering the geographic positions of vehi-
cles. Although these prior studies show high performance
when the vehicle density is high, relay disconnections by
obstacles are not considered because these studies assume
microwave VANETs. We leverage the mobility controlla-
bility of autonomous vehicles to connect vehicles via LOS
paths. Such a topology-modifying scheme is one of the
differences between our method and conventional methods.
Position control of vehicles has been studied in the liter-
ature of cooperative vehicle platoon and formation controls
[11–14]. The authors of [11] develop a platoon-management
protocol based onVANET. In the protocol, the platoon leader
sends beacons that contain platoon parameters to followers
in a multi-hop manner, and each follower maintains an ap-
propriate inter-vehicle space. [12] proposes an intra-platoon
management strategy that ensures platoon stability under the
presence of communication delays. The authors of [13, 14]
study formation controls for cooperative vehicles. They uti-
lize graph theory and demonstrate the robustness of their
methods. In [23], a formation-control method based on
potential fields is proposed for unmanned aerial vehicles.
Although these methods, which rely on vehicular commu-
nication techniques, improve the stability or robustness of
vehicle formations, they are not intended to improve com-
munication quality. Moreover, they assume that the desired
patterns or inter-vehicle distances are given, whereas our
work focuses on finding the relative positions that increase
the coverage of wireless networks. To our knowledge, such
approaches that control vehicle positions on the road in order
to improve communication quality have not been studied.
Some researchers of robot control systems, not vehicles,
have proposed movement control or positioning schemes to
improve the connectivity of multi-hop networks. The au-
thors of [15] propose a block-movement algorithm to con-
struct fault-tolerant adhoc networks for autonomous multi-
robot systems. However, coverage expansion is not discussed
in [15]. As a decentralized deployment method, virtual force
algorithms (VFAs) are introduced in [24, 25]. These algo-
rithms focus on increasing the sensor coverage of wireless
sensor networks (WSNs) under the constraints of the desired
connectivity. VFAs are also used in [16] for vehicle self-
deployment in order to form fault-tolerant adhoc networks.
The authors of [16] utilize an evolutionary algorithm (EA)
to determine the velocity and virtual forces for fitness val-
ues of the EA. VFAs perform well in these studies because
they assume microwave communications, in which connec-
tion quality between two nodes increases as they become
closer. In mmWave communications, however, blockage ef-
fects decrease the connectivity of non-line-of-sight (NLOS)
communications; thus, mmWave connectivity, as a function
of positions, has local maxima. Therefore, VFAs, which are
based on gradients, are not expected to improve mmWave
connectivity because vehicles are trapped at the local max-
ima.
Note that other approaches to solve the blockage prob-
lem are discussed, and beamforming is a promising tech-
nique that controls the directionality of array antennas to
leverage a strong reflected signal [26–28]. Our work does
not conflict with beamforming and can be used simultane-
ously. For example, when a LOS path is not available but
a NLOS path with a strong signal is available, beamform-
ing solves the blockage problem. However, if there are no
LOS and strong NLOS paths, our method moves vehicles to
leverage a strong path and extend the relay length.
2.2 Reinforcement Learning
Reinforcement learning has been developed to solve the prob-
lem of a mapping from situations to actions so as to maxi-
mize a reward in an environment [29, 30]. In RL, an agent
learns the mapping by performing actions and observing the
results of the actions in the environment. Although table-
based Q-learning, which is one of the most widely used RL
algorithms, is guaranteed to solve the simple Markov de-
cision process (MDP), it cannot be applied to large-scale
problems due to a limitation of computational memory ca-
pacity. Because of recent studies, RL using deep neural
networks (DNN) for function approximation can solve large-
scale problems such as video games [31] and the ancient
board game Go [32]. Moreover, multi-process learning al-
gorithms, such as general reinforcement learning architec-
ture (Gorila) [33] and A3C [19], have been developed to
improve the convergence efficiency and learning speed. In
A3C, multiple agents learn their strategies in independent
environments and asynchronously share the strategies. We
utilize A3C to solve our coverage-improvement problems in
order to improve learning speed by cooperative learning.
3. System Model
Figure 2 illustrates our systemmodel. We consider a straight
Nl-lane highway with mmWave RSUs deployed at intervals
4
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Fig. 2 Coverage is expanded through multi-hop relaying.
li denotes the length along the x axis of the relay chains
to which vehicle i belongs. The expanded mmWave V2I
communication range of vehicle i can be expressed as 2rV2I+
li .
of d. We only consider a single direction as our aim is to
create relay chains that remain unchanged for a long time.
For simplicity, we assume that vehicles are located at grid
points. We assume that the average velocities of all the vehi-
cles are nearly the same, which is confirmed in [34], where
the authors demonstrate that velocity variance decreases as
the ratio of vehicles with adaptive cruise control increases,
which is one of the key technologies in autonomous vehicles.
We also consider two cases in the simulation evaluations:
one where the velocity is constant and the other where it
fluctuate. When the vehicles move at a constant and equal
velocity, the relative positions of the vehicles do not change.
When the velocity fluctuates, the movements on the relative
positions can be modeled as random walks. A region of in-
terest (RoI) also moves with the vehicles at the same velocity
as them.
A simplified mmWave communication model is as-
sumed in which vehicles can be connected if and only if
the distance between the vehicles is less than a certain dis-
tance and a LOS path is available. We also assume that link
qualities of the mmWave channels are ideally predictable.
This assumption is not unrealistic considering state-of-the-
art prediction methods. For example, the authors of [6, 35]
present a mmWave propagation loss model for V2V commu-
nications. Another approach is proposed in [36, 37], where
the authors predict the throughput of mmWave communica-
tions and received signal strength of mmWave radios using
image sensor data.
There are non-mmWave vehicles and mmWave vehi-
cles, which are subdivided into controllable mmWave vehi-
cles and uncontrollablemmWave vehicles. Whereas the non-
mmWave vehicles only use microwave communication sys-
tems, mmWave vehicles use both microwave and mmWave
communication systems and constitute the multi-hop relay
chains for increasing coverage. Microwave communication
systems, such as DSRC and C-V2X, enable all the vehicles to
share information on vehicle positions and their control sig-
nals, whose packet sizes are very small. We assume that the
effect of transmission loss and delay is negligible because the
duration for a transmission is less than 100ms which is much
less than the decision-making interval of vehicles. For ex-
ample, in DSRC, the vehicles broadcast their position every
100ms [20]. Therefore, the vehicles can retransmit dropped
packets several times and the probability that the vehicles
fail to receive all the retransmitted packets is very low. The
mmWave vehicles can access RSUs over mmWave channels
within a distance of rV2I and communicate with each other
only when they are within a distance of rV2V and there are no
vehicles blocking their LOS paths. The controllable vehicles
can change their relative positions on the road in order to ex-
pand coverage, while uncontrollable vehicles do not change
their relative positions or move randomly because they have
other driving strategies or are driven by humans.
Let n, nm, and nc denote the total number of vehicles, all
mmWave vehicles, and the number of controllable mmWave
vehicles in the RoI, respectively. Rmm B nm/n and Rc B
nc/nm denote the ratio of the number of themmWave vehicles
to the total number of vehicles and the ratio of the number
of the controllable vehicles to the total number of mmWave
vehicles, respectively. Let Pa, Pn, Pc, and Pu denote the sets
of all grid positions in the RoI, the non-mmWave vehicle
positions, the controllable mmWave vehicle positions, and
the uncontrollable mmWave vehicle positions, respectively.
Pc ∈ P is a variable that the proposed method controls,
where P B 2Pa\(Pn∪Pu) represents a power set of Pa \ (Pn ∪
Pu).
We define a quality metric for the proposed method as
the proportion of areas where vehicles can connect to RSUs
throughmulti-hop relay chains based on the coverage of each
vehicle. When using mmWave vehicles as relay nodes, the
mmWave V2I communication range of vehicle i is expressed
as ri = 2rV2I+ li(Pc), as shown in Fig. 2. Here, li(Pc) denotes
the length along the x axis of the relay chains towhich vehicle
i belongs. Because RSUs are deployed at intervals of d, it is
sufficient to consider d-long sections of road. The coverage
for vehicle i is expressed as follows:
Ci(Pc) = min
{ ri
d
, 1
}
. (1)
Note that the coverage Ci(Pc) increases linearly with the
length of the multi-hop relay chain. Now, we define the
average of the vehicles’ coverage as a quality metric, as
follows:
Cavg(Pc) B 1nm
nm∑
i=1
Ci(Pc). (2)
Figure 3 shows an example of expanding coverage by
changing vehicle positions. Non-mmWave, controllable
mmWave, and uncontrollablemmWave vehicles are depicted
as red, dark blue, and light blue vehicles in Fig. 3, respec-
tively. Vehicles #1–#5 are all mmWave vehicles, but only
vehicles #1 and #5 are controllable. Before vehicles #1 and
#5move, the relay chains on the left and right sides cannot be
connected using the mmWave bands because they are out of
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#4
#3 #5
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#2
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#3 #5
out of range
Before vehicles #1 and #5 move.
After vehicles #1 and #5 moved.
NLOS
x
y
x
y
Fig. 3 Non-mmWave, controllable mmWave, and uncon-
trollable mmWave vehicles are depicted as red, dark blue,
and light blue vehicles, respectively. The mmWave relay
length is extended by changing the positions of vehicles #1
and #5.
Actor
Action (direction)
(relay length)
vehicle type
Agent
Reward
State
EnvironmentCritic
Advantage
update
parameters
V
pi position(            )
Fig. 4 Actor-critic reinforcement learning model
communication range or non-mmWave vehicles are blocking
the LOS. However, after vehicles #1 and #5 move, vehicles
#3 and #5 become connected. At this point, all mmWave
vehicles can be connected, and the length of the relay chain
is extended. Cavg(Pc) increases as a result.
4. Distributed Vehicle Movement Controls
4.1 Motivation for Using Reinforcement Learning
Although we revealed the capability of coverage improve-
ment using vehicle position control in [17], solving the
vehicle-movement problem is still a big challenge. Because
vehicle-moving strategies should be scalable and decentral-
ized for practical usage, each vehicle should be able to decide
its movement for increasing coverage by itself. Because of
conventional microwave communication systems, informa-
tion on the surrounding vehicles’ positions are available for
each controllable vehicle to decide its movement. We formu-
late the decision-making problem as anMDP such that it can
be solved by RL. Using the RL scheme, vehicles can learn
the optimal positions to increase coverage and go there with-
out being instructed to. Because the observed states have
large dimensions, traditional RL methods cannot be applied
to our problem; thus, a DeepRL algorithm is required for
function approximation. We utilize the DeepRL algorithm,
A3C, because it is advantageous in terms of convergence
efficiency and learning speed [19].
While vehicles are learning strategies using the A3C
algorithm, they share DNN models with other vehicles. To
this end, we assume there is a model management server
that stores a global model. The model management server
updates the global model using gradients collected from the
vehicles and distributes the up-to-date model to the vehi-
cles. These data are transmitted via microwave channels or
mmWave relays if they are available. In this system, vehicles
do not always have to be connected to the model manage-
ment server. They opportunistically upload their gradient,
and then, the model management server updates the global
model. Once the well-trained model is obtained, there is no
need for vehicles to share DNN models during the operation
phase. Therefore, controllable vehicles decide their move-
ments by using the model in a decentralized way. In the
following portion of this section, we explain how vehicles
learn movement strategies of coverage expansion using the
RL algorithm. We also describe state designs that improve
the performance of increasing coverage.
4.2 Deep-Reinforcement-Learning-Based Algorithm
Controllable vehicles, called agents, interactwith an environ-
ment over a number of discrete time steps. The relationship
between an agent and the environment is shown in Fig. 4.
At each time step t, agent i observes the surrounding states
si,t representing other vehicles’ positions and types. The de-
tailed definitions of the states are given by (7), (8), and (9) in
Section 4.3. The surrounding vehicle information is shared
via microwave channels, and the observation range is limited
by the microwave communication range, which determines
the dimension of the states. The observation area is lim-
ited by the range of DSRC communications, where positions
and types of vehicles are broadcasted and shared with each
other. According to an action-selection policy pi(ai,t |si,t ),
agents select an action ai,t from a set of actions A consist-
ing of forward, back, right, left, and stay. Note that these
actions represent changing relative positions with respect to
the other vehicles. After moving to the next position, agent
i receives a reward ri,t . A reward from each step is defined
as:
ri,t B
{
αli + rp if an agent selects a prohibited direction
αli otherwise,
(3)
where li and α(> 0) denote a relay length and parameter bal-
ancing the reward and penalty, respectively. rp(< 0) denotes
a penalty that is added when an agent selects a direction,
where the vehicle should not move. In order to avoid car
accidents, the prohibited direction is defined as the direc-
tion where other vehicles exist or are moving to and where
the agent gets off the road. Relay length information is cal-
culated by the following procedure. Agents broadcast their
6
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position information via the relay over the mmWave channel.
Then, the agents calculate the relay length li as the length
along the road direction between the head and tail vehicles
using shared position information. Such information shar-
ing can be completed within a short period compared to the
decision-making interval of the RL scheme.
The goal of RL is to optimize the action-selection policy
pi(ai,t |si,t ) tomaximize the future accumulated reward Ri,t B∑∞
τ=0 γ
τri,t+τ , where γ ∈ [0, 1) is a discount factor. The
expectation of Ri,t from step t underlying pi is called the
value function, which is defined as Vpi(si,t ) B E
[
Ri,t |si,t
]
.
Each agent acts to maximize its own accumulated reward
Ri,t , which can be calculated from information obtained by
the agent; thus, our system works in a distributed manner.
We employA3C [19] as the implementation ofDeepRL.
A3C learns the optimal policy with sharing models and ex-
periences by multiple agents; thus, it suits our problem in
which multiple vehicles are required to learn a similar strat-
egy. Algorithm 1 shows the detailed procedure of the A3C
learning phase in each episode, which consists of Tmax time
steps. For more detail, please refer to [19]. A3C parameter-
izes the policy function pi(ai,t |si,t ; θ) and the value function
V(si,t ; θv), where θ and θv denote globally shared parame-
ters of pi and V , respectively. The globally shared parame-
ters are stored in the model management server. Agents first
downloads the globally shared parameters and copy them to
agent-specific parameters θi and θv,i when they have started
learning (Line 3 in Algo. 1). The agents act tmax times in
accordance with their agent-specific policies independently
and store rewards from each step (Lines 4–9 in Algo. 1).
The agents calculate the gradients of updating parameters
∆θi and ∆θv,i at interval tmax (Lines 10–17 in Algo. 1). The
calculated gradients are uploaded to the model management
server, and then, the server updates the globally shared pa-
rameters θ and θv by gradient ascent and gradient descent,
respectively (Lines 18–19 in Algo. 1). After sufficient time
steps, the shared policy and value functions each converge
to the corresponding optimal functions. The gradients ∆θi
and ∆θv,i are calculated as follows:
θ : ∆θi =
t+tmax∑
τ=t
∇θi log pi(ai,τ |si,τ ; θi)A(ai,τ, si,τ ; θv,i)
+ β∇θiH(pi(si,τ ; θi)), (4)
θv : ∆θv,i =cv
t+tmax∑
τ=t
∂
(
A(ai,τ, si,τ ; θv,i)
)2 /∂θv,i, (5)
where β, H(pi(si,τ ; θi)), and cv denote a regularization pa-
rameter, the entropy of pi(si,τ ; θi), and a coefficient that bal-
ances θ and θv, respectively. A(ai,τ, si,τ ; θv,i) is an estimation
of the advantage of action ai,τ in state si,τ [19], defined as:
A(ai,τ, si,τ ; θv,i) B
τ′−1∑
u=0
γuri,τ+u + γτ
′
V(si,τ+τ′ ; θv,i)
− V(si,τ ; θv,i), (6)
where τ′ is a counter that is incremented at each step in the
Algorithm 1Algorithm for updating policy and value model
parameters.
1: Initialize t ← 0.
2: while t < Tmax do
3: Download the globally shared parameters and copy them to agent-
specific parameters: θi ← θ, θv, i ← θv.
4: tstart ← t
5: for t ∈ {tstart, . . . , tstart + tmax } do
6: perform action ai, t according to policy pi(ai, t |si, t ; θi )
7: receive reward ri, t
8: t ← t + 1
9: end for
10: Reset gradients ∆θi and ∆θv, i to 0.
11: Ri, t ← V (si, t ; θv, i )
12: for τ ∈ {tstart + tmax − 1, . . . , tstart } do
13: Ri,τ ← ri,τ + γRi,τ+1
14: A(ai,τ, si,τ ; θv, i ) ← Ri,τ −V (si,τ ; θv, i )
15: ∆θi ← ∆θi + ∇θi log pi(ai,τ |si,τ ; θi )A(ai,τ, si,τ ; θv, i ) +
β∇θiH(pi(si,τ ; θi ))
16: ∆θv, i ← ∆θv, i + cv∂
(
A(ai,τ, si,τ ; θv, i )
)2 /∂θv, i
17: end for
18: Upload gradients ∆θi and ∆θv, i to the server
19: [SERVER] Update parameters θ and θv
20: end while
CNN
20 filters
CNN
20 filters
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Feature Plane
20 filters
K channels
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100 nodes
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5 nodes
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ax
FC
100 nodes
Value
1 node
Policy
Value
Fig. 5 DNN models of policy and value functions.
loop (Line 12–17 in Algo. 1).
In a common A3C learning phase, multiple agents in
multiple independent environments share the parameters θ
and θv of the learning models. This model sharing enables
efficient convergence due to the independence between train-
ing data sets. Although there is a single environment in our
problem, the observed states of multiple agents are different
and have little correlation if their distances are great enough.
DNN models therefore converge due to model sharing.
4.3 State Designs and Network Models
We designed three state definitions: (1) vehicle positions
and types (PT); (2) vehicle positions, types, and continu-
ous relay lengths (PTCL); and (3) vehicle positions, types,
and discrete relay lengths (PTDL). We compared the perfor-
mance of these state definitions in Section 5 and showed that
PTCL and PTDL, which include relay length information,
achieve greater coverage than PT.
States si,t are defined as three-dimensional K × X × Y
feature planes, where K , X , and Y denote the number of
features and the observation ranges of the x and y axes,
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respectively. A feature plane design is introduced in Al-
phaGo [32]. Feature planes represent different features in
different planes and convolutional neural networks (CNN)
are expected to adaptively optimize their parameters to each
feature. Let s(k,x, y)i,t denote each state element, where k and(x, y) represent a feature index and a relative position ob-
served from the vehicle i, respectively. The center of each
feature plane represents the position of vehicle i. While X is
limited by the microwave communication range,Y is defined
as Y B 2Nl − 1 to cover all lanes. The state elements s(k,x, y)i,t
in PT are defined as follows:
s(1,x, y)i,t B
{
1 if a mmWave vehicle positions at (x, y),
0 otherwise,
(7)
s(2,x, y)i,t B
{
1 if a non-mmWave vehicle positions at (x, y),
0 otherwise,
(8)
s(3,x, y)i,t B
{
1 if (x, y) is empty,
0 otherwise.
(9)
In order to improve the coverage performance of RL-
based methods, we designed states with additional infor-
mation regarding the achievable relay length lˆi(x, y) when
vehicle i would move to position (x, y). lˆi(x, y) is calculated
by each agent using vehicle positions and type information.
Each agent is required to estimate whether a stable mmWave
communication link could be established to calculate lˆi(x, y).
Link stability can be estimated using path-loss prediction
models [6, 35], which enable vehicles to predict path loss
considering blockage effects caused by other vehicles. Mar-
gins can be considered for the received power required to
establish links in order to avoid misprediction. Additional
PTCL features are defined as follows:
s(4,x, y)i,t B ρlˆi(x, y), (10)
where ρ denotes a normalization factor. The features for
k = 1, 2, 3 are defined to be the same as PT.
In contrast to PTCL, relay length lˆi(x, y) of PTDL
is encoded to one-hot vectors, which are employed in Al-
phaGo [32]. State elements for k ∈ {4, . . . ,K} are defined
as follows:
s(k,x, y)i,t B
{
1 if lˆi(x, y) ∈ Rk,
0 otherwise,
(11)
R4 B {0},
Rk B (Lk, Lk+1] for k = 5, . . . ,K − 1,
RK B (LK,∞), (12)
where Lk denotes a border series used to encode relay lengths
lˆi(x, y) into one-hot vectors.
After pre-processing, states si,t are input into a policy
function pi and a value function V . Their DNN models are
shown in Fig. 5. The lower CNN layers are shared by two
Table 1 Simulation parameters.
Parameters Values
Length of RoI 1 km
Number of lane Nl 4
Number of grids 200 × 4
Lane width 3.5m
RSU interval d 1 km
mmWave V2V communication range rV2V 50m
mmWave V2I communication range rV2I 100m
Size of the observation area X × Y 41 × 7
Normalization factor for PTCL ρ 0.005m−1
The number of features of PTDL K 9
Boarder series of PTDL Lk (k = 5, . . . , 9) 0, 25, 50, 100, 150
Reward balancing parameter α 0.5m−1
Penalty rp -2
Discount factor γ 0.1
Maximum time steps per episode Tmax 100
Number of episodes (learning phase) 300
Number of episodes (test phase) 100
Update intervals tmax 2
Regularization parameter β 0.01
Optimizer Shared RMSProp [19]
Coefficient of balancing gradients cv 0.5
functions, and the higher fully connected (FC) layers are
separated. Such a shared model is used in [19].
5. Simulation Evaluations
5.1 Simulation Setup
In the simulations, the vehicles were located at randomly
selected grid points. Let λ denote the density of vehicles in
each lane. Vehicle types were determined randomly accord-
ing to the ratio Rmm and Rc. The controllable vehicles had
their actions controlled by the proposed RL algorithm. On
the other hand, the non-mmWave vehicles and uncontrollable
vehicles did not change their relative positions or selected ac-
tion among forward, stay, and back in order to simulate two
scenarios where they drive at equal and constant velocities
and where they change their velocities randomly. If more
than one vehicle selected the same grid, the vehicle that had
the highest priority moved to the selected grid, while the
others did not change their positions. Penalties were given
to vehicles that could not move to the selected grid. The
priority was defined as follows:
• Non-mmWave vehicles and uncontrollable vehicles
have greater priority than controllable vehicles.
• Forward vehicles have greater priority if their types are
the same.
• Vehicles with small y position values have greater pri-
ority if their types and x position values are the same.
The first rule is applied to prevent the proposed method from
interrupting the other vehicles’ movement. The second one
simulates the realistic driving manners. To simplify the sim-
ulation, we also apply the third one. The mmWave vehicles
could communicate with each other over the mmWave band
if the distance between them was less than 50m. Blocking
8
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Fig. 6 Coverage of different state designs when λ =
0.02 veh/m/lane and Rmm = 0.4. Uncontrollable vehicles
move at constant velocities. The results of PTCL and PTDL
are greater coverage than that of PT.
by other vehicles is detected as follows: We draw a line
from the sender to the receiver and list the grid sections
that cross the line. If there is no vehicle on the listed grid
sections, the sender and the receiver can communicate with
each other via LOS path. We also assumed that link quali-
ties of the mmWave channels are ideally predictable in our
simulations.
We performed python-based simulations to determine
the performance of themovement strategy based onDeepRL.
The RL simulations consist of two phases, the learning and
test phases. In the learning phase, the controllable vehicles
move around and update their RL models according to Al-
gorithm 1. We perform 300 episodes in our simulations. At
the beginning of each episode, non-mmWave vehicles and
uncontrollable vehicles are relocated randomly in order to
obtain a general strategy. We obtain some models which are
learned under different conditions: the vehicle density, ratio
of mmWave vehicles, and ratio of controllable vehicles. We
assume the conditions are stable while learning each model.
In the test phase, we evaluate the performance of the globally
shared policy models obtained from the learning phases. At
the beginning of the evaluations, the shared policy models
are copied to agent-specific models and they are not updated
while being evaluated. The conditions in the learning and
testing phases can be different, and we compare the per-
formance of the different models for the same evaluation
conditions. The RL simulation parameters and their values
are listed in Table 1.
5.2 Performance ofReinforcement-Learning-BasedMethod
The coverage performance with three types of states PT,
PTCL, and PTDL when λ = 0.02 veh/m/lane and Rmm = 0.4
is shown in Fig. 6. It can be seen that PTCL and PTDL
achieve higher performance than PT, which means that ad-
ditional relay length information improves the performance
of RL-based methods.
Figures 7 and 8 show the coverage performance and
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learn: Rc=0.50, test: Rc=0.50
Fig. 7 Coverage for different discount factors γ when λ =
0.02 veh/m/lane, Rmm = 0.4, and PTCL is used as the state
type. Uncontrollable vehicles move at constant velocities.
Policies learned when γ ≤ 0.8 show higher performance.
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learn: Rc=0.25, test: Rc=0.25
learn: Rc=0.50, test: Rc=0.25
learn: Rc=0.25, test: Rc=0.50
learn: Rc=0.50, test: Rc=0.50
Fig. 8 Accumulated reward for different discount factors γ
when λ = 0.02 veh/m/lane, Rmm = 0.4, and PTCL is used
as the state type. Uncontrollable vehicles move at constant
velocities.
accumulated reward with different discount factors when
λ = 0.02 veh/m/lane, Rmm = 0.4, and the state type is PTCL.
When the discount factor γ is greater than 0.8, the coverage
decreases. In particular, when γ = 0.99, the accumulated
rewards are less than zero, which means that agents failed to
learn a reasonable policy under the hyper parameter settings
and the simulation scenarios.
The coverage and accumulated reward as functions of
time step t are shown in Fig. 9. Simulations are performed
under two conditions where non-mmWave vehicles and un-
controllable vehicles run at equal and constant velocities and
where they change their velocities randomly. In both con-
ditions, the coverage increases as the agents change their
positions. Coverage is greater when uncontrollable vehicles
move at the same velocity, than when uncontrollable vehicles
move at different velocities. Accumulated reward increases
linearly even when t > 75 because nearly constant rewards
are given to agents after the coverage converges.
Coverage and accumulated reward as functions of the
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Fig. 9 Coverage and accumulated reward as functions of
time steps when λ = 0.02 veh/m/lane, Rmm = 0.4, Rc = 0.5,
and PTCL is used as the state type. Accumulated rewards
increase linearly even after coverage becomes constant.
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Fig. 10 Moving average of coverage and accumulated re-
ward as functions of the number of training episodes when
λ = 0.02 veh/m/lane, Rmm = 0.4, Rc = 0.5, and PTCL
is used as the state type. Uncontrollable vehicles move at
constant velocities.
number of episodes in learning phases are shown in Fig. 10.
50-episode moving averages are shown because the achiev-
able coverage in each episode varies due to the random vari-
ables such as the number of vehicles and initial vehicle po-
sitions. It is shown that coverage and accumulated reward
increase at first, and then do not increase when the number of
episodes is greater than 120. This is because various experi-
ences improve agents’ strategies at first, whereas additional
experiences do not contribute to improving the strategies as
much after the agents have learned from many experiences.
In Fig. 11, the coverage performance with different
models obtained in different learning conditions is shown.
We trained 20 models in learning environments with vary-
ing Rc and Rmm, transferred them to test environments with
Rmm = 0.4, 0.7, 1.0, and evaluated coverage of the posi-
tion controls using the models. The models learned when
0.3 ≤ Rmm ≤ 0.7 show approximately the same perfor-
mance, which means these models can be applied when the
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Rmm (learning phase)
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learn: Rc=0.25, test: Rmm=0.4
learn: Rc=0.50, test: Rmm=0.4
learn: Rc=0.25, test: Rmm=0.7
learn: Rc=0.50, test: Rmm=0.7
learn: Rc=0.25, test: Rmm=1.0
learn: Rc=0.50, test: Rmm=1.0
Fig. 11 Coverage of models learned in different learning
conditions Rmm and Rc when λ = 0.02 veh/m/lane. PT is
used as the state type and uncontrollable vehicles move at
constant velocities. The models learned when 0.3 ≤ Rmm ≤
0.7 show relatively higher performance.
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Fig. 12 Coverage of different movable methods when λ =
0.02 veh/m/lane, Rmm = 0.4 and uncontrollable vehicles
move at constant velocities. RL shows higher performance
than random and VFA.
penetration ratio is changed from that in the learning phases.
On the other hand, themodels learnedwhen Rmm ≥ 0.9 show
lower performance. When there are many mmWave vehi-
cles in the learning phases, large coverage can be achieved
without movement of agents. Therefore, the agents cannot
learn aggressive moving policies. This is why the models
learned with large Rmm show lower performance. The mod-
els learned when Rc = 0.25 and Rmm = 0.1 also show lower
performance. This is because the number of agents is too
small to learn policies that increase coverage.
The coverage performance of the RL-based method
with PTCL is compared with that of random positions
and VFA under conditions when λ = 0.02 veh/m/lane,
Rmm = 0.4, and uncontrollable vehiclesmove at constant and
equal velocities in Fig. 12. As a comparative method, we use
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Fig. 13 Coverage of different movable methods when λ =
0.02 veh/m/lane, Rmm = 0.4 and uncontrollable vehicles
move at random velocities. RL shows higher performance
than random and VFA.
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Fig. 14 Coverage of different movable methods when λ =
0.01 veh/m/lane, Rmm = 1 and uncontrollable vehicles move
at constant velocities.
exponential VFA [25]with parametersWa = 1,Wr = 10000,
β1 = β2 = 2, and Dth = 50m. Details of these parameters
are described in [25]. The coverage achieved with the RL-
basedmethod is higher than the coverage of randompositions
and VFAs. For example, the coverage obtained from the RL-
based method is about 1.7 times the coverage obtained with
random positions when Rc = 0.5. Although vehicles with
VFA adjust distances between themselves in order to connect
with each other, they do not consider blockage of mmWave
communications. On the other hand, vehicleswithRL agents
optimize their actions to expand their coverage following the
learned policy models. Consequently, the performance of
DeepRL exceeds that of VFA.
The coverage performance with different method is
compared with that of random positions and VFA under
conditions when λ = 0.02 veh/m/lane, Rmm = 0.4, and un-
controllable vehicles move at different velocities in Fig. 13.
It is notable that the performance of the proposed method
exceeds that of VFA evenwhen the vehicles move at different
velocities.
Coverage performance when λ = 0.01 veh/m/lane,
Rmm = 1, and uncontrollable vehicles move at constant and
equal velocities is shown in Fig. 14. The training of the RL-
based methods were conducted under the conditions with
λ = 0.02 and Rmm = 0.4, and the model transferred to this
evaluation environment. The RL performance shows larger
coverages than the results with Rmm = 0.4 in Fig. 12 because
there are fewer obstacles that disrupt the movement of the
controllable vehicles (i.e., RL agents) and thus, they easily
move to positions where long relays can be achieved. Fur-
thermore, VFAs show lower performance than the RL-based
methods because they rely on the assumption that all vehicles
are controllable while they are not in the environment.
5.3 Comparisons with Other RL Algorithm
Here, we discuss other RL algorithms compared with one
used in the proposed method for the position control prob-
lem. As introduced in [30], there are many RL algorithms.
The table-based Q-learning is one of most widely used algo-
rithm for various problems. However, the algorithm is not
suitable for our problem because it requires largememory ca-
pacity, whereas it is difficult for vehicles to have large mem-
ory. In the table-based Q-learning, an action-value function
is represented as a table, called Q table, and the memory
capacity required to store the table is proportional to the
number of values that the state si,t can take. In our problem,
it increases exponentially with the observation range X ×Y ;
thus, the table-based Q-learning is difficult to apply for our
problem when the observation range becomes large.
DQN [31] can be a candidate algorithm for our problem.
DQN utilizes DNN to approximate an action-value function
instead of using the Q table; thus, the required memory
capacity can be small when the state is large. However, DQN
cannot leverage experiences obtained by multiple vehicles
while the vehicles try to learn similar strategies, because the
algorithm is designed for single-agent problems.
There are several multi-process DeepRL algorithms,
which can be applied to multi-agent environments. The
DeepRL algorithms can leverage experiences of multiple
agent to update a model; thus, it can learn a strategy faster
and the strategy can be achieved higher performance than
single-agent RL algorithm [19,33]. We applied A3C [19] to
our problems in this paper as a state-of-the-art multi-process
DeepRL algorithm, andwe showed that the proposedmethod
increases coverage in our problem. Since the focus of our
paper is not on designing or determining the best RL algo-
rithm for the problem, the detailed performance comparison
between A3C and other multi-agent RL algorithms is out of
our scope.
6. Conclusions and Future Works
We proposed a vehicle position control method for mmWave
vehicular networks that increases coverage through multi-
hop V2V relaying. We adopted A3C, which is one of the
state-of-the-art of RL methods, to obtain practical move-
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ment strategies and designed states with relay length infor-
mation that improved system performance in terms of in-
creasing coverage. We also showed that the RL-based strat-
egy achieved 1.7 times the coverage of random positions
when the penetration ratio of mmWave vehicles was 40%
and half of the mmWave vehicles employed the proposed
RL algorithm. Moreover, the RL-based strategy increased
coverage, even when the vehicle density and penetration ra-
tio of mmWave vehicles differed from those of the learning
phase.
Our future work includes evaluating the performance
of the proposed method with metrics other than relay length.
One of the advantages of RL is applicability for tasks with
other objectives by redesigning the reward. For example, the
reliability and connectivity of the multi-hop network is more
important than relay length when the vehicular network is
used for safety applications or vehicular cloud computing.
The proposed method has potential to achieve such objec-
tives; thus, wewill demonstrate the performance in our future
work.
A method to share and aggregate models learned by the
vehicles to improve their performance is also included in our
future work. Current work assumed that the model sharing is
conducted ideally, i.e., the sharing is donewithout delay, loss,
and bandwidth consumption. The model-sharing method
should be designed in consideration of scalability, delay, loss,
and bandwidth consumption of wireless communications.
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