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Kivonat Jelen tanulmányunkban bemutatjuk megközeĺıtésünket, mely
félig kompozicionális szerkezeteket képes automatikusan azonośıtani ma-
gyar nyelvű szövegekben. Első lépésben a lehetséges jelölteket találjuk
meg a szövegben, majd egy gazdag jellemzőkészleten alapuló bináris
osztályozó seǵıtségével azonośıtjuk az egyes félig kompozicionális szer-
kezeteket. Módszerünket a Szeged Korpusz öt különböző doménjén is
megvizsgáljuk, valamint két hasonlósági gráf seǵıtségével azonośıtjuk az
egymáshoz közel álló részkorpuszokat. A különböző doméneken való vizs-
gálódások során egy egyszerű doménadaptációs módszert is bemutatunk.
1. Bevezetés
Az olyan főnévből és igéből álló többszavas kifejezéseket, ahol a szemantikai fej
a főnév, mı́g az ige csupán a szerkezet igeiségéért felel, félig kompozicionális
szerkezeteknek (FX-ek) nevezzük. Mivel ezen szerkezetek jelentése nem telje-
sen kompozicionális, ezért azok elemeinek egyenkénti leford́ıtása nem (vagy csak
nagyon ritkán) eredményezi a szerkezet idegen nyelvű megfelelőjét. Az FX-ek au-
tomatikus azonośıtását továbbá jelentősen megneheźıti, hogy e t́ıpusú összetett
szerkezetek szintaktikailag hasonló feléṕıtéssel b́ırnak (választ kap), mint más
produkt́ıv (kompozicionális) szerkezetek (pulóvert kap), illetve idiómák (vérsze-
met kap) [1]. Az angol vonzatos igékhez (phrasal verbs) hasonlóan, célszerű az
FX-eket is egyetlen komplex egységként kezelni azok nyelvi elemzésekor, hiszen
a szerkezet szintaktikai és szemantikai feje nem azonos [2].
Jelen előadásban gépi tanulási megközeĺıtésen alapuló módszerünket ismer-
tetjük, mely magyar nyelven képes a félig kompozicionális szerkezetek automa-
tikus azonośıtására folyó szövegben. Továbbá megvizsgáljuk az általunk megha-
tározott szintaktikai elemzésen alapuló FX-jelöltkiválasztó módszer hatékonysá-
gát. Gépi tanuló megközeĺıtésünk az általunk léırt gazdag jellemzőtéren alapszik,
mely egyaránt alkalmaz felsźıni jellemzőket, szófaji információkat, funkcióige-
listát, valamint szintaktikai és szemantikai információkat.





Módszerünk hatékonyságát a Szeged Korpusz [3] öt különböző doménén (jogi
szövegek, fogalmazások, szépirodalmi szövegek, üzleti rövidh́ırek, újságcikkek)
vizsgáltuk meg, melyeken az egyes FX-előfordulások manuálisan annotálva van-
nak. Mivel úgy találtuk, hogy különböző t́ıpusú szövegek különböző t́ıpusú félig
kompozicionális szerkezeteket tartalmazhatnak, továbbá az FX-ek gyakorisága
is eltérhet az egyes doméneken, ezért annak érdekében, hogy ezen különbségeket
áthidaljuk, különös figyelmet ford́ıtottunk az egyes korpuszokon tanult model-
lek hordozhatóságára, melyet egyszerű doménadaptációs technika seǵıtségével
valóśıtottunk meg. Az egyes szövegt́ıpusok közti különbségek bemutatására a
különböző doméneken előforduló félig kompozicionális szerkezetek gyakoriságából
számı́tott Kendall-együtthatót alkalmaztuk. Ezen domének közti eltéréseket a
gépi tanuló algoritmusok által éṕıtett modellek által elért eredmények is alátá-
masztják.
2. Kapcsolódó munkák
Több megközeĺıtést is implementáltak már félig kompozicionális szerkezetek au-
tomatikus azonośıtására, valamint főnév + ige szerkezetek különböző osztályokba
sorolására. Ezek közül a legtöbben alapvetően ige-tárgy párokra koncentráltak,
amikor FX-et próbáltak azonośıtani. A nem angol nyelvű kutatások során gyak-
ran ige-prepoźıció-főnév szerkezeteket vizsgáltak, mint például Van de Cruys és
Moirón [4], akik holland nyelvű FX-ek azonośıtása során alapvetően szemantikai
jellemzőket felhasználó megközeĺıtést alkalmaztak.
Számos megközeĺıtés, mint például Stevenson és társai [5], valamint Van de
Cruys és Moirón [4] alapvetően statisztikai jellemzőkre támaszkodva próbált meg
automatikusan FX-et azonośıtani. Ahogy Vincze [2] is rámutat, egy adott kor-
puszban az FX-ek nagy többsége igen ritkán fordul elő egy adott korpuszon.
A vizsgált nagyméretű szövegeken az FX-ek 87%-a fordul elő kevesebb mint
háromszor, ennél fogva igen nehéz pusztán statisztikai jellemzők alapján azo-
nośıtani őket.
Diab és Bhutada [6], valamint Nagy T. és társai [7] jellemzően (sekély) nyelvi
információkra támaszkodó szabályalapú rendszereket alkalmaztak FX-ek azo-
nośıtására. Vincze és társai [8] szabályalapú rendszerüket mind magyar, mind
angol nyelven alkalmazták többek közt a SzegedParallelFX párhuzamos korpu-
szon.
Statisztikai és nyelvi információkat egyaránt felhasználó rendszert éṕıtettek
többek közt Tan és társai [9], valamint Tu és Roth [10]. Mindkét megközeĺıtés
ige + főnév párokat osztályoz aszerint, hogy félig kompozionális szerkezet-e vagy
sem. Tu és Roth mind környezeti, mind statisztikai jellemzőket felhasználva
tańıtott egy támasztóvektorgép-modellt a pozit́ıv és negat́ıv példák számában
kiegyensúlyozott adathalmazon. Tanulmányuk szerint a többértelmű példákon a
lokális jellemzőket használva érhetünk el jobb eredményeket. A Tan és társai által
alkalmazott gépi tanuló alkalmazás statisztikai, valamint nyelvi információkat
kombinálva véletlen erdő módszerét alkalmazva osztályozta a lehetséges FX-
jelölteket.




Az általunk megvalóśıtott megközeĺıtés szintaktikai jellemzők alapján auto-
matikusan kinyert főnév + ige párokat osztályoz gazdag jellemzőtérre támasz-
kodó gépi tanuló módszer alapján.
3. A félig kompozicionális szerkezetek automatikus
azonośıtása
Jelen munkában elsődleges célunk minden félig kompozicionális szerkezet auto-
matikus azonośıtása magyar nyelvű folyó szövegekben.
Mivel a különböző t́ıpusú szövegek merőben eltérő félig kompozicionális szer-
kezeteket tartalmazhatnak, valamint a különböző szövegekben más-más arány-
ban fordulhatnak elő ezen szerkezetek, ezért fontosnak találtuk megvizsgálni az
egyes doménen tanult modellek hordozhatóságát. Ezért módszereink kiértékelésé-
re a Szeged Korpuszt használtuk, melyen öt különböző t́ıpusú szövegben vannak
a félig kompozicionális szerkezetek manuálisan annotálva. Habár a korpuszban
az FX-ek melléknévi igenévi és főnévi alakjai is jelölve vannak, mi alapvetően
csak az igei alakok felismerésére fókuszáltunk. A Szeged Korpusz adatai az 1.
táblázatban találhatók.
1. táblázat. A Szeged Korpusz adatai.
Korpusz Mondatok száma Tokenek száma FX
Fogalmazás 23136 314787 677
Jogi 7058 188899 698
Szépirodalom 17358 219784 634
Üzleti rövidh́ırek 8956 213936 582
Újságh́ırek 8848 191156 484
Összesen 65356 1128562 3075
Mivel az alkalmazott megközeĺıtésünk nagymértékben támaszkodik a szin-
taktikai jellemzőkre, ezért a Szeged Korpusznak csak azon részét használtuk fel,
melyre a magyarlanc 2.0 [11] szintaktikai elemzést tudott adni. Így végül öt
különböző doménen 65356 mondaton 3075 FX-et vizsgáltunk. Az egyes részkor-
puszokon t́ızszeres keresztvalidációval tańıtott és predikált modellek szófaji és
függőségi elemzését használtuk. Mivel az etalon szófaji és függőségi elemzések
egyaránt elérhetőek a Szeged Korpuszon, ezért lehetőségünk nýılt megvizsgálni,
milyen hatással vannak a magyarlanc 2.0 által nyújtott automatikus nyelvi
elemzések megközeĺıtésünk eredményességére. A különböző domének összeha-
sonĺıtására kiszámoltuk az egyes részkorpuszokon a 15 leggyakrabban előforduló
félig kompozicionális szerkezet Kendall-konkordancia értékeit, melyek a 2. táb-
lázatban láthatóak.
A Kendall-együtthatók értékei alapján az egyes részkorpuszok hasonlóságát
a 1. ábrán látható doménhasonlósági gráf seǵıtségével ábrázoltuk, ahol az FX-





2. táblázat. Részkorpuszok Kendall-konkordancia értékei a 15 leggyakrabban
előforduló félig kompozicionális szerkezet alapján.
- Fogalmazás Jogi Szépirodalom Üzleti Újságh́ırek -
rövidh́ırek
Fogalmazás 1 0,1825 0,5883 0,064 0,2498
Jogi 0,1825 1 0,2849 0,5068 0,3922
Szépirodalom 0,5883 0,2849 1 0,2422 0,2417
Üzleti rövidh́ırek 0,064 0,5069 0,2422 1 0,2409
Újságh́ırek 0,2498 0,3922 0,2417 0,2409 1
1. ábra. Doménhasonlósági gráf Kendall-együttható alapján.
ek szempontjából hasonló t́ıpusú szövegek közelebb, mı́g a kevésbé hasonlóak
távolabb helyezkednek el egymástól.
3.1. Gépi tanuló megközeĺıtés félig kompozicionális szerkezetek
automatikus azonośıtására
A félig kompozicionális szerkezetek automatikus azonośıtására egy gépi tanuló
megközeĺıtést implementáltunk. Ehhez első lépésben minden mondatot elemzünk,
és a lehetséges félig kompozicionális szerkezeteket szintaxisalapú jelöltkiválasztó
megközeĺıtés seǵıtségével automatikusan kinyerjük. A második lépésben egy gaz-
dag jellemzőkészleten alapuló bináris osztályozó seǵıtségével döntünk, hogy egy
adott potenciális szerkezet valóban félig kompozicionális szerkezet-e vagy sem.
A 2. ábra mutatja be a teljes rendszer működését.
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2. ábra. Rendszerábra.
3.2. Automatikus jelöltkinyerés
Azáltal, hogy az egyes félig kompozicionális szerkezetek a Szeged Korpusz rész-
korpuszain manuálisan annotálva vannak, lehetőségünk nýılt megvizsgálni ezen
szerkezetek szintaktikai kapcsolatait folyó szövegekben. Ezen vizsgálataink a-
lapján a lehetséges félig kompozicionális szerkezetekre úgy tekintettünk, mint
olyan ige-főnév párok, melyek közt subj, obj, vagy obl (alany, tárgy vagy egyéb
argumentum) szintaktikai kapcsolat van. Ahogy a 3. táblázatban látható, ezzel a
jelöltkinyerő megközeĺıtéssel képesek vagyunk a félig kompozicionális szerkezetek
92,07%-át automatikusan azonośıtani.
3. táblázat. Az egyes részkorpuszokon előforduló félig kompozicionális szerkeze-
tek szintaktikai kapcsolatai.
Korpusz OBJ OBL SUBJ Összesen Etalon Fedés %
Fogalmazás 401 171 45 617 677 91,14%
Jogi 394 150 97 641 698 91,83%
Szépirodalom 296 257 27 580 634 91,48%
Üzleti rövidh́ırek 339 176 19 534 582 91,75%
Újságh́ırek 307 130 22 459 484 94,83%
Összesen 1737 884 210 2831 3075 92,07%





3.3. Gépi tanuló alapú automatikus jelöltosztályozás
A következőkben bemutatjuk gépi tanuló alapú megközeĺıtésünket, amelyet a le-
hetséges félig kompozionális szerkezetek automatikus osztályozására implemen-
táltunk, és amely a következő osztályokba sorolható gazdag jellemzőkészleten
alapszik: felsźıni, lexikai, morfológiai, szintaktikai és szemantikai.
– Felsźıni jellemzők: a végződés jellemző azt vizsgálja, hogy a szerkezet főnévi
tagja bizonyos bi- vagy trigramra végződik-e. Ezen jellemző alapja, hogy az
FX-ek főnévi komponense igen gyakran egy igéből képzett főnév. A szerke-
zetet alkotó tokenek száma szintén jellemzőként lett felhasználva.
– Lexikai jellemzők: A leggyakoribb ige jellemző az FX-ek azon tulajdonságát
használja fel, hogy általában a leggyakoribb igék szerepelnek funkcióigeként
(például ad, vesz, hoz stb.). Ezért az FX-jelöltek igei komponensének lem-
máját vizsgáltuk, hogy az megegyezik-e az előre megadott leggyakoribb igék
egyikével. A SzegedParalellFX korpuszban manuális annotált FX-ből gyűj-
tött, lemmatizált FX lista is felhasználásra került mint bináris jellemző,
amely akkor kapott igaz értéket, ha az adott potenciális FX szerepelt a
listában.
– Morfológiai jellemzők: mivel a magyar nyelv igen gazdag morfológiával ren-
delkezik, ezért számos morfológiaalapú jellemzőt definiáltunk. A POS mód-
szernél FX-ekre jellemző szófaji mintákat definiáltunk, és amennyiben az
FX-jelöltre illeszkedett egy minta, a jellemző igaz értéket kapott. További
jellemzőként definiáltuk a funkcióigék MSD-kódját felhasználva az ige mód-
ját (Mood), valamint a főnévi komponens t́ıpusát (SubPos), esetét (Cas), a
birtokos számát (NumP), a birtokos személyét (PerP), valamint a birtok(olt)
számát (NumPd). A szótő jellemző alapvetően a főnévi komponens szótövét
vizsgálja. Ez a jellemző az FX-ek azon már emĺıtett tulajdonságát ḱıvánja
kihasználni, hogy a félig kompozicionális szerkezetek főnévi tagja igen gyak-
ran egy igéből származik, ezért azt vizsgáltuk, hogy a főnév tag szótövének
van-e igei elemzése.
– Szintaktikai jellemzők: potenciális FX-ek kiválasztásánál alapvetően szin-
taktikai információkra támaszkodtunk. Ugyanakkor jellemzőként defini-
áltuk, hogy a három szintaktikai osztály (alany, tárgy vagy egyéb) melyike
áll fenn az aktuális FX-jelölt esetében.
– Szemantikai jellemzők: ebben az esetben is az FX azon tulajdonságát hasz-
náltuk fel, hogy a főnévi tag igen gyakran egy igéből származik. Ezért a
Magyar WordNet-et [12] felhasználva tevékenység vagy esemény szeman-
tikai jelentést keresünk a főnévi tag felsőbb szintű hipernimái közt.
Mivel a fentebb ismertetett jellemzők nagy része bináris attribútum, ezért a
WEKA [13] csomagban elérhető, a C4.5 [14] döntési fa algoritmust implementáló
J48 tanuló algoritmust alkalmaztuk. Rendszerünket minden részkorpuszon mon-
datszintű t́ızszeres keresztvalidációval értékeltük ki. A kiértékelés során a pon-
tosság, fedés és F-mérték metrikákat használtunk. Ahogy a 3. táblázatban is
látható, a potenciális FX-jelölt kiválasztó megközeĺıtésünk az egyes korpuszok-
ban manuálisan annotált FX-k 92,07%-át fedi csak le, ezért a gépi tanuló meg-
közeĺıtések fedés eredményeit korrigálnunk kellett.




Az egyes részkorpuszok összehasonĺıtására egyszerű, domének közötti ke-
resztméréseket alkalmaztunk, mely során a forráskorpuszon tańıtott modelleket
értékeltük ki a célkorpuszokon. Tehát a tańıtóhalmaz nem tartalmazott annotált
mondatokat a célkorpuszról.
Amennyiben nagyobb számú etalon példa áll rendelkezésünkre más-más do-
ménekről és csak korlátozott számú példával rendelkezünk a feladat szempontjá-
ból érdekes doménről, akkor doménadaptációs technikák seǵıtségével jav́ıthatjuk
rendszerünk hatékonyságát. Vagyis hatékonyabb gépi tanuló modellt éṕıthetünk,
ha a nagyméretű forrásdomén tańıtóhalmazt kiegésźıtjük a céldoménen elérhető
kisebb etalon korpusszal.
A Szeged Korpusz öt különböző t́ıpusú részkorpuszának köszönhetően meg-
vizsgálhattuk, hogy egyszerű doménadaptációs technikák seǵıtségével hogyan
növelhetjük rendszerünk teljeśıtményét. Egy nagyon egyszerű doménadaptációs
megoldást alkalmaztunk: a tańıtóhalmazt kiegésźıtettük 500 céldoménről vélet-
lenszerűen kiválasztott mondattal, majd 500 mondatonként növeltük a céldo-
ménről érkező mondatok számát egészen 3000-ig. A doménadaptáció kiértéke-
lésére is mondatszintű t́ızszeres keresztvalidációt alkalmaztunk. Az eredmények
összehasonĺıthatósága érdekében a keresztvalidáció során ugyanazon teszthal-
mazokat alkalmaztuk a céldoménen, mint a doménen belüli kiértékelés során.
Ugyanakkor figyelmet ford́ıtottunk arra is, hogy a doménadaptációhoz véletlen-
szerűen kiválasztott mondatok egyike se szerepeljen az aktuális teszthalmazban.
Baseline megoldásnak szótárillesztési megközeĺıtést vettünk. Minden részkor-
pusz esetében a gépi tanuló megközeĺıtésben is alkalmazott, a SzegedParallelFX
korpuszon manuálisan annotált FX-ekből létrehozott lista lemmatizált verzióját
használtuk a szótárillesztés során. Amennyiben a lista egy eleme előfordult egy
adott mondat lemmatizált verziójában, akkor azt FX-nek jelöltük. Az etalon,
valamint predikált jellemzőket felhasznált gépi tanult modellek eredményei és a
szótárillesztés eredményei a 4. táblázatban, mı́g a keresztmérések eredményei a
6. táblázatban találhatók.
4. Eredmények
A t́ızszeres keresztvalidációval kiértékelt eredmények alapján a jogi korpuszon
értük el a legjobb eredményeket 68,35 F-mértékkel. Ugyanakkor a legnehezebb
doménnek a fogalmazás (51,83 F-mérték) és az újságh́ırek (51,84 F-mérték)
részkorpuszok bizonyultak. Az etalon és predikált jellemzőkön tanult gépi tanuló
modellek közt a szépirodalmi korpuszon volt a legnagyobb, 1,5 pontos eltérés,
mı́g az üzleti rövidh́ırek esetében csupán 0,23 pontos különbség mutatkozott. Az
öt korpuszon átlagosan 0,69 ponttal bizonyultak jobbnak az etalon jellemzőket
használó modellek a predikált jellemzőket használóknál. A szótárillesztés a fo-
galmazás doménen bizonyult a leghatékonyabbnak 32,91 pontos F-mértékkel, és
szintén ezen a részkorpuszon mutatkozott a legkisebb eltérés a gépi tanuló modell
és baseline megközeĺıtés közt. Szemben a jogi doménnel, ahol a két megközeĺıtés
közt 41,76 pontos eltérés mutatkozott.





4. táblázat. Szótárillesztés, valamint a gépi tanult megközeĺıtés eredményei a
különböző doméneken, etalon és predikált jellemzőket felhasználva.
Korpusz Pontosság Fedés F-mérték Különbség
Fogalmazás
etalon 53,05 50,66 51,83 -
predikált 54,18 48,74 51,32 -0,51
szótárillesztés 52,85 23,88 32,91 -18,92
Jogi
etalon 68,65 68,05 68,35 -
predikált 68 66,91 67,45 -0,9
szótárillesztés 47,52 18,46 26,59 -41,76
Szépirodalom
etalon 56,72 47,48 51,69 -
predikált 52,27 48,26 50,19 -1,5
szótárillesztés 68,81 23,71 35,26 -16,43
Üzleti rövidh́ırek
etalon 65,04 57,9 61,26 -
predikált 62,51 59,62 61,03 -0,23
szótárillesztés 53,48 18,42 27,39 -33,87
Újságh́ırek
etalon 49,56 54,34 51,84 -
predikált 51,17 51,86 51,51 -0,33
szótárillesztés 43,72 20,52 27,93 -23,91
Átlag
etalon 49,56 54,34 56,99 -
predikált 57,63 55,08 56,3 -0,69
szótárillesztés 53,28 20,99 30,02 -26,97
5. táblázat. Az egyes jellemzőosztályok.
Jellemző Pontosság Fedés F-mérték Eltérés
Felsźıni 53,73 56,19 54,93 -6,1
Lexikai 47,98 40,38 43,85 -17,18
Morfológiai 61,34 57,56 59,39 -1,64
Szintaktikai 61,35 59,11 60,21 -0,82
Szemantikai 63,4 56,76 59,9 -1,13
Összes 62,51 59,62 61,03 0




Hogy megvizsgálhassuk, az egyes jellemzők miként befolyásolják a gépi ta-
nuló rendszer eredményeit, az üzleti rövidh́ır részkorpuszon porlasztásos mérést
végeztünk, melynek eredményei a 5. táblázatban láthatók. Ekkor a teljes jel-
lemzőtérből elhagytuk az egyes jellemzőcsoportokat, majd a maradék jellemzőkre
támaszkodva tańıtottunk. Az eredmények alapján a leghasznosabbnak a lexikai,
valamint a felsźıni jellemzők bizonyultak. A lexikai jellemzők közül elsősorban a
funkcióige-lista bizonyult a leghatékonyabb jellemzőnek.
A keresztmérések alapján, a fogalmazás korpuszon a szépirodalmi doménen
tańıtott modell teljeśıtett a legjobban 43,29 pontos F-mértéket elérve. Ugyan
11,96 ponttal kisebb F-mértéket tudott elérni az üzleti rövidh́ıreken tanult mo-
dell a jogi részkorpuszon a céldoménhez képest, ám ı́gy is ez a modell volt a
leghatékonyabb a többi közül. A szépirodalmi doménen a fogalmazás korpuszon
tanult megközeĺıtése bizonyult a legjobbnak 49,84 pontos F-mértékkel. Üzleti
rövidh́ırek esetében a legjobb eredményt az újságh́ıreken tańıtott gépi tanulási
modell érte el 55,75 pontos F-mértékkel. 50,42 pontos F-mértékkel az üzleti
rövidh́ıreken tańıtott, ám az újságh́ıreken predikált modell bizonyult a legjobb-
nak.
6. táblázat. Keresztmérések eredményei az egyes részkorpuszokon.
Korpusz Pontosság Fedés F-mérték Eltérés
Fogalmazás 54,18 48,74 51,32 -
Jogi 20,08 39,44 26,61 -24,71
Szépirodalom 37,62 50,96 43,29 -8,03
Üzleti rövidh́ırek 37,31 36,93 37,12 -14,02
Újságh́ırek 37,62 29,39 33 -18,32
Jogi 68 66,91 67,45 -
Szépirodalom 52,98 47,13 49,89 -17,56
Fogalmazás 55,21 40,26 46,56 -20,89
Üzleti rövidh́ırek 64,22 48,85 55,49 -11,96
Újságh́ırek 69,18 42,12 52,36 -15,09
Szépirodalom 52,27 48,26 50,19 -
Jogi 27,92 32,81 30,17 -20,02
Fogalmazás 60,75 42,19 49,84 -0,35
Üzleti rövidh́ırek 51,04 38,64 43,99 -6,2
Újságh́ırek 42,04 20,82 27,85 -22,34
Üzleti rövidh́ırek 62,51 59,62 61,03 -
Jogi 43,89 59,28 50,44 -10,59
Szépirodalom 40,85 51,37 45,51 -15,52
Fogalmazás 48,22 34,88 40,48 -20,55
Újságh́ırek 60 52,06 55,75 -5,28
Újságh́ırek 51,17 51,86 51,51 -
Jogi 30,76 61,78 41,07 -10,44
Szépirodalom 34,8 55,58 42,8 -8,71
Fogalmazás 40,64 41,74 41,18 -10,33
Üzleti rövidh́ırek 46,29 55,37 50,42 -1,09





3. ábra. Doménhasonlósági gráf keresztmérések eredményei alapján.
A keresztmérések eredményei alapján az egyes domének közti hasonlóságokat
a 3. ábrán látható iránýıtatlan, súlyozott gráf seǵıtségével jeleńıtettük meg. A
gráf súlyait az adott domén t́ızszeres keresztvalidációval mért eredményei, vala-
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4. ábra. Doménadaptációs eredmények üzleti rövidh́ırek doménen, irodalmi és
jogi részkorpuszon tańıtva.
A doménadaptációs mérések eredményei a 4. ábrán látható. A két kép bemu-
tatja, hogy az adaptációhoz használt mondatok számának változásával hogyan
módosul az adott doménen a rendszer által elért F-mérték.
Mind a két esetben jól látszik, hogy az adaptációhoz a céldoménről felhasznált
mondatok számával folyamatosan növekednek a céldoménen elért eredmények.
Az irodalmi részkorpuszt forrásdoménként használva, a doménadaptáció seǵıtsé-
gével a céldoménen t́ızszeres keresztvalidációval elérhető eredményét közeĺıtettük




meg. A doménadaptáció határozottan képes volt jav́ıtani a jogi részkorpusz
forrásdoménről történő keresztmérés eredményéhez képest.
5. Az eredmények értékelése, összegzés
Jelen munkánkban bemutattuk gazdag jellemzőtéren alapuló gépi tanuló megkö-
zeĺıtésünket, mely automatikusan képes magyar nyelvű szövegekben félig kom-
pozicionális szerkezeteket azonośıtani. A problémát két lépésből álló megközeĺı-
téssel oldottuk meg: az első lépésben a folyó szöveg mondataiból a potenciális
FX-jelölteket nyertük ki automatikusan, egy alapvetően szintaxisra támaszkodó
jelöltkiválasztó megközeĺıtéssel. Módszerünk igen hatékonynak bizonyult, mivel
a manuálisan annotált FX-ek 92%-át sikerült lefedje. A kinyert példák közül au-
tomatikusan azonośıtottuk az egyes FX-eket egy gazdag jellemzőtéren alapuló
bináris osztályozó seǵıtségével. Módszerünket a Szeged Korpusz egyes doménjein
értékeltük ki, azt vizsgálva, mely részkorpuszok hasonĺıtanak a leginkább egy-
másra, melyeken fordulnak elő hasonló FX-ek.
Az egyes domének közötti hasonlóságok kifejezésére két hasonlósági gráfot
is megadtunk. Az első esetben az egyes részkorpuszokon előforduló FX-ek gya-
koriságából számı́tott Kendall-együtthatóval súlyoztuk a gráf egyes éleit, mı́g a
másik esetben a keresztmérések eredményei alapján lettek a gráf élei súlyozva.
Ezek alapján megállaṕıtható, hogy a fogalmazás és a szépirodalom domének, va-
lamint a újságh́ırek és üzleti h́ırek domének hasonĺıtanak egymásra a legjobban.
A jogi szövegek pedig inkább az utóbbi két részkorpuszhoz hasonĺıtanak.
Rendszerünk hibaelemzése is alátámasztotta a porlasztásos mérés során is
bemutatott eredményt, miszerint a leghatékonyabb jellemzőnek a funkcióige-
lista bizonyult. Ugyanis a hibaelemzés során kiderült, hogy a helyesen predikált
FX-ek igéinek több mint 80%-a szerepelt a funkcióige-listában, mı́g az álpozit́ıv
FX-ek igéinek kevesebb mint 10% volt megtalálható a listában. Az elemzés arra
is enged következtetni, hogy rendszerünk alapvetően a rövidebb, kevesebb mint
3 tokenből álló FX-t azonośıtja helyesen. Továbbá néhány álpozit́ıv eredmény
annotálási hibára, valamint helytelen szófajkódi elemzésre vezethető vissza.
Megközeĺıtésünket különböző doméneken is kiértékeltük, az egyes részkor-
puszokon elérhető eredményeket pedig egyszerű doménadaptációs technikákkal
jav́ıtottuk. Eredményeink azt mutatják, hogy a magyar nyelvű FX-ek folyó szö-
vegben való automatikus azonośıtása igen kih́ıvásokkal teli feladat, de az általunk
bemutatott megközeĺıtés erre a nehéz problémára nyújt egy lehetséges megoldást.
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T.: Methods and Results of the Hungarian WordNet Project. In Tanács, A.,
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