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ABSTRACT
We study localization of five-dimensional supersymmetric U(1) gauge theory on S3 × R2θ where
R
2
θ is a noncommutative (NC) plane. The theory can be isomorphically mapped to three-dimensional
supersymmetric U(N → ∞) gauge theory on S3 using the matrix representation on a separable
Hilbert space on which NC fields linearly act. Therefore the NC space R2θ allows for a flexible path
to derive matrix models via localization from a higher-dimensional supersymmetric NC U(1) gauge
theory. The result shows a rich duality between NC U(1) gauge theories and large N matrix models
in various dimensions.
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1 Introduction
The existence of gravity introduces the gravitational constant GN into a physical theory. It is well-
known that the gravitational constant GN leads to a certain scale known as the Planck length LP =√
GN~
c3
= 1.6 × 10−33cm in which spacetime coordinates become noncommutative (NC) operators
obeying the commutation relation
[ya, yb] = iθab, (a, b = 1, · · · , 2n). (1.1)
We are interested in the NC space with a constant symplectic matrix (θab) = α′(In ⊗ iσ2) which is
isomorphic to the Heisenberg algebra of an n-dimensional harmonic oscillator. The NC space (1.1)
will be denoted by R2nθ and ls ≡
√
α′ is a typical length scale for the noncommutativity. Thus the NC
space (1.1) is similar to the NC phase space in quantum mechanics obeying the commutation relation
given by
[xi, pj] = i~δ
i
j , (i, j = 1, · · · , n). (1.2)
We will get an important insight from this similarity to understand the NC spacetime correctly. As we
have learned from quantum mechanics, the NC phase space (1.2) introduces a complex vector space
called the Hilbert space. This is also true for the NC space (1.1) since its mathematical structure is
essentially the same as quantum mechanics. Therefore the NC space (1.1) admits a separable Hilbert
space H on which any object O defined on R2nθ linearly acts. In particular, NC fields become linear
operators acting on the Hilbert space H. Since the NC space R2nθ is isomorphic to the Heisenberg
algebra of an n-dimensional harmonic oscillator, its Hilbert space is given by the Fock space and so
has a countable basis, the representation of NC fields on the Hilbert space H is given by N × N
matrices where N = dim(H) → ∞. Consequently, the NC space (1.1) brings about an interesting
equivalence between a lower-dimensional large N gauge theory and a higher-dimensional NC U(1)
gauge theory [1, 2, 3].
To illuminate the remarkable equivalence, let us consider a five-dimensional field theory defined
on the NC space R3 × R2θ with coordinates XM = (xm, ya) where M = 1, 2, · · · , 5, m = 1, 2, 3 and
a = 4, 5. Here R3 is a usual commutative space while R2θ is a NC plane whose coordinates obey the
commutation relation
[y4, y5] = iα′ (1.3)
where α′ = l2s is a constant parameter measuring the noncommutativity of the space R2θ. If we define
annihilation and creation operators as
a =
y4 + iy5√
2α′
, a† =
y4 − iy5√
2α′
, (1.4)
the NC algebra (1.3) reduces to the Heisenberg algebra of harmonic oscillator, i.e.,
[a, a†] = 1. (1.5)
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The representation space of the Heisenberg algebra (1.5) is thus given by the Fock space
H = {|n〉| n ∈ Z≥0}, (1.6)
which is orthonormal, i.e., 〈n|m〉 = δnm and complete, i.e.,
∑∞
n=0 |n〉〈n| = IH, as is well-known
from quantum mechanics.
The field theory we will consider is defined by dynamical fields on R3 × R2θ which are elements
of Aθ(R3) ≡ C∞(R3)⊗ Aθ where Aθ is a NC ⋆-algebra generated by the NC space (1.3). Consider
two arbitrary fields Φ̂1(X) and Φ̂2(X) on R3×R2θ whose multiplication is defined by the star product
(Φ̂1 ⋆ Φ̂2)(X) = e
i
2
θab ∂
∂ya
⊗ ∂
∂zb Φ̂1(x, y)Φ̂2(x, z)|y=z. (1.7)
See [4, 5] for a review of NC field theories and matrix models. In quantum mechanics, physical
observables are considered as operators acting on a Hilbert space. Similarly the dynamical variables
Φ̂1(X) and Φ̂2(X) can be regarded as operators acting on the Hilbert spaceH. Thus one can represent
the operators acting on the Fock space (1.6) as N × N matrices in End(H) ≡ AN(R3) where N =
dim(H)→∞:
Φ̂1(X) =
∞∑
n,m=0
|n〉〈n|Φ̂1(x, y)|m〉〈m| :=
∞∑
n,m=0
(Φ1)nm(x)|n〉〈m|,
Φ̂2(X) =
∞∑
n,m=0
|n〉〈n|Φ̂2(x, y)|m〉〈m| :=
∞∑
n,m=0
(Φ2)nm(x)|n〉〈m|, (1.8)
where Φ1(x) and Φ2(x) are N ×N matrices on R3.1 Then one gets a natural composition rule for the
products
(Φ̂1 ⋆ Φ̂2)(X) =
∞∑
n,l,m=0
|n〉〈n|Φ̂1(x, y)|l〉〈l|Φ̂2(x, y)|m〉〈m|
=
∞∑
n,l,m=0
(Φ1)nl(x)(Φ2)lm(x)|n〉〈m|. (1.9)
The above composition rule implies that the ordering in the NC algebra Aθ(R3) is compatible with
the ordering in the matrix algebra AN(R3) and so it is straightforward to translate multiplications of
NC fields in Aθ(R3) into those of matrices in AN(R3) using the matrix representation (1.8) without
any ordering ambiguity.
1Note that the eigenvalue n corresponds to the radius r2 = y24 + y25 of the plane since the radial operator is given
by r̂2 = 2α′(a†a + 1
2
) and r̂2|n〉 = 2α′(n + 1
2
)|n〉. Therefore, for a well-localized NC field which rapidly decays
at asymptotic regions, one may truncate the matrix representation of the NC field to a finite-dimensional space, i.e.,
N = dim(H) <∞.
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To formulate a gauge theory on R3 ×R2θ, it is necessary to dictate the gauge covariance under the
NC star product (1.7). The covariant field strength of NC U(1) gauge fields ÂM (X) = (Âm, Âa)(x, y)
is then given by
F̂MN(X) = i[D̂M , D̂N ]⋆ = ∂M ÂN(X)− ∂N ÂM(X)− i[ÂM , ÂN ]⋆(X) (1.10)
where the covariant derivative is defined by D̂M(X) = ∂M − iÂM (X). Note that the covariant
derivative along R2θ can be written as an inner derivation, i.e., D̂a(X) = −i[φ̂a(x, y), · ]⋆ where
φ̂a(x, y) ≡ pa + Âa(x, y) with Bab = (θ−1)ab and pa = Babyb. Now we will apply the matrix
representation (1.8) to a five-dimensional NC U(1) gauge theory whose action is given by2
S =
1
g25
∫
d5X
(1
4
F̂MNF̂MN − 1
2
D̂M σ̂D̂
M σ̂
)
, (1.11)
where F̂MN = F̂MN − BMN and
BMN =
(
0 0
0 Bab
)
. (1.12)
Using the relations,
F̂ab = −i[φ̂a, φ̂b]⋆
F̂ma = ∂mφ̂a − i[Âm, φ̂a]⋆ = D̂mφ̂a,
D̂aσ̂ = −i[φ̂a, σ̂]⋆,
(1.13)
and the matrix representation (1.8), the above five-dimensional NC U(1) gauge theory is exactly
mapped to the three-dimensional U(N → ∞) gauge theory on R3 with a scalar triplet ΦA =
(σ, φ4, φ5), A = 0, 4, 5:
S =
1
g25
∫
d5X
(1
4
F̂MN F̂MN − 1
2
D̂M σ̂D̂
M σ̂
)
, (1.14)
=
1
g23
∫
d3xTr
(1
4
FmnF
mn +
1
2
ηABDmΦAD
mΦB − 1
4
ηACηBD[ΦA,ΦB][ΦC ,ΦD]
)
(1.15)
where g25 = (2πα′)g23 and ηAB = diag(−1, 1, 1). Now all the dynamical fields in the action (1.15)
are N × N matrices in the adjoint representation of U(N → ∞). The action (1.15) respects the
SO(3) × SO(2, 1) global symmetry where SO(3) is the Lorentz symmetry group acting on R3 and
SO(2, 1) is the R-symmetry group acting on (x0, y4, y5) (see footnote 2).
Let us summarize the isomorphic map from a five-dimensional NC U(1) gauge theory taking
values in Aθ(R3) = C∞(R3) ⊗ Aθ to a three-dimensional large N gauge theory taking values in
2Note that the kinetic term for the σ̂ field has the unusual sign. It is to follow the convention in [6]. (See also the
footnote 3 in [7].) A motivation for the wrong sign is to consider Euclidean Yang-Mills theory and yet work with physical
fermions. This can be accomplished by making σ̂ time-like. As a result, the N = 2 gauge theory on R3 × R2θ , that we
will consider later, can be reduced from a six-dimensional super Yang-Mills theory on R3,1 × R2θ . The scalar field σ̂ in
the five-dimensional theory corresponds to the gauge field component compactified along the time-like direction.
3
AN(R3) = C∞(R3)⊗AN [1, 2, 3]:
Aθ(R3)→ AN(R3) : Φ̂(x, y) 7→ Φ(x),∫
d2y
2πα′
→ TrH = Tr, g5 → g3 = g5√
2πα′
. (1.16)
The conventional Coulomb branch of the large N gauge theory (1.15) is defined by
[Φa,Φb]|vac = 0 ⇒ 〈Φa〉vac = diag
(
(αa)1, (αa)2, · · · , (αa)N
) (1.17)
for a = 4, 5. In this case the U(N) gauge symmetry is broken to U(1)N . It is important to perceive
that, in the limit N →∞, we have a new phase of the Coulomb branch in addition to the conventional
Coulomb branch (1.17) [3, 8]. The new vacuum is called the NC Coulomb branch and it is defined by
〈Φa〉vac = pa, [pa, pb] = −iBab. (1.18)
Note that the NC Coulomb branch (1.18) saves the NC nature of matrices while the conventional
vacuum (1.17) dismisses the property. We emphasize that the NC space R2θ in Eq. (1.18) arises as a
vacuum solution of the large N gauge theory (1.15) when we take the limit N → ∞. Consequently,
the three-dimensional large N gauge theory (1.15) in the NC Coulomb branch is exactly mapped to
the five-dimensional NC U(1) gauge theory (1.14) and thus we verify their equivalence in a reverse
way. If the conventional vacuum (1.17) were chosen, we would have failed to realize the equivalence.
Indeed it turns out [3, 8] that the NC Coulomb branch (1.18) is crucial to realize the large N duality
which implies the emergent gravity from matrix models or large N gauge theories.
Recently a localization technique using fixed point theorems provides us a very powerful tool for
the exact computation of the path integral both for topologically twisted supersymmetric theories and
for more general rigid supersymmetric theories defined on curved spaces. See Refs. [9]-[26] for the
collection of reviews of this subject. The power of localization is to reduce the dimensionality of the
path integral using supersymmetries such that the path integral receives contribution from the locus of
fixed points of supersymmetry. We will put a supersymmetric quantum field theory on S3×R2θ so that
the path integral on S3 is free of infrared divergences. Our aim is to exactly compute the expectation
value 〈O〉 of a BPS observable in the quantum theory, which is defined by
〈O〉 =
∫
DΦO exp(−S[Φ]), (1.19)
where Φ is the set of fields in the action. The usual partition function Z corresponds to the expectation
value of the identity operator, i.e., Z = 〈I〉. We are interested in supersymmetric field theories with
a supercharge Q which obeys Q2 = B with B a linear combination of bosonic charges conserved by
the theory. We will assume that the BPS observable O as well as the action S[Φ] is preserved by the
supercharge Q, i.e.,
QO = QS[Φ] = 0, (1.20)
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and the fermionic symmetry generated by Q is free of anomaly. Then we can use the freedom to
deform the path integral of a supersymmetric quantum field theory by adding a Q-exact term to the
classical action because
d
dt
∫
DΦO exp (− S[Φ]− tQP [Φ]) = − ∫ DΦOQP [Φ] exp (− S[Φ]− tQP [Φ])
= ∓
∫
DΦQ
{
OP [Φ] exp (− S[Φ]− tQP [Φ])}
= 0, (1.21)
where t is a non-negative real parameter and P [Φ] is a fermionic functional invariant under B. This
means that
〈O〉 =
∫
DΦO exp(−S[Φ]) =
∫
DΦO exp (− S[Φ]− tQP [Φ]). (1.22)
Since the equality (1.22) is valid for any t ∈ R≥0, we can then calculate the right-hand side of (1.22)
by taking t → +∞. In practice, we can choose the functional P [Φ] properly such that the bosonic
part of the deformation term QP [Φ] is positive-definite. In this case, the integrand is dominated by
the saddle point of the localizing action
Sloc[Φ] := QP [Φ]. (1.23)
In the end, the path integral (1.19) is localized to the locus FQ = {Φ|Sloc[Φ] = 0} which is BPS
field configurations annihilated by the supercharge Q. Depending on the spacetime dependence of
the field configuration in the localization locus FQ, we may be left with the path integral of lower-
dimensional field theory or, in favorable cases, FQ consists of constant field configurations with a
finite-dimensional integral of a zero-dimensional quantum field theory such as matrix models [9]-[26].
Since we will consider a supersymmetric field theory on S3 × R2θ, we will have the supersymmetric
version of the equality in Eqs. (1.14) and (1.15). Although two theories are defined in different
dimensions with different gauge groups, they are mathematically equivalent to each other. Therefore,
we can apply the localization to either a five-dimensional supersymmetric NC U(1) gauge theory or
a three-dimensional supersymmetric U(N → ∞) gauge theory. On the one hand, we can first apply
the localization to the five-dimensional theory to obtain a two-dimensional NC gauge theory and then
consider the matrix representation of the resulting NC gauge theory to yield a zero-dimensional matrix
model, as depicted in Fig. 1. On the other hand, we can first implement the matrix representation
to the five-dimensional theory to get a three-dimensional large N gauge theory and then apply the
localization to the large N gauge theory on S3 to derive a zero-dimensional matrix model. Both
routes should end in an identical zero-dimensional matrix model. The aim of this paper is to verify
the flowchart outlined in Fig. 1 using the localization technique and the matrix representation of NC
field theories.
This paper is organized as follows. In section 2, we construct a five-dimensionalN = 2 supersym-
metric NC U(1) gauge theory on S3×R2θ. Using the matrix representation (1.8), the five-dimensional
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Figure 1: Flowchart for zero-dimensional matrix model
supersymmetric NC U(1) gauge theory is isomorphically mapped to a three-dimensional supersym-
metric U(N →∞) gauge theory on S3.
In section 3 we perform the localization of the five-dimensional supersymmetric NC U(1) gauge
theory on S3 × R2θ, which results in a two-dimensional NC U(1) gauge theory. The matrix repre-
sentation of the two-dimensional NC U(1) gauge theory leads to a zero-dimensional matrix model at
the localization locus. We thus explore the red arrows in Fig. 1 to derive a zero-dimensional matrix
model via the localization of a five-dimensional NC U(1) gauge theory.
In section 4 we follow the blue arrows in Fig. 1 to get the zero-dimensional matrix model via the
localization of a three-dimensional U(N → ∞) gauge theory. Using the fact that a large N gauge
theory admits a NC Coulomb branch in the limit N → ∞ and any N × N (Hermitian) matrix can
be regarded as the matrix representation of a higher-dimensional NC field, the localization of the
three-dimensional large N gauge theory can be easily done by mapping the problem to the one of a
five-dimensional NC U(1) gauge theory.
In section 5 we appeal to the mathematical identity depicted in Fig. 1, in particular, the equivalence
between a higher-dimensional NC U(1) gauge theory and a lower-dimensional large N gauge theory.
This implies [3, 8] that the five-dimensional NC U(1) gauge theory describes a five-dimensional
gravity according to the large N duality or gauge/gravity duality. We discuss a physical implication
of the localization in Fig. 1 from the point of view of the emergent gravity.
We include five appendices, containing our notation and conventions, some details on the super-
symmetric transformations, the harmonic analysis on S3, and the Clebsch-Gordan coefficients for the
irreducible representation of the tensor products j ⊗ 1 and j ⊗ 1
2
.
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2 Three-dimensional largeN gauge theory from five-dimensional
NC U(1) gauge theory
The vector multiplet in the five-dimensional N = 2 supersymmetric Yang-Mills (SYM) theory con-
sists of an N = 1 vector multiplet and an N = 1 hypermultiplet in the adjoint representation of
gauge group g. We start with theN = 2 SYM theory on the NC space R3×R2θ with the gauge group
g = U(1)⋆. We will follow Refs. [27, 28, 29] for the supersymmetric actions with minor modifica-
tions. Later we will put the theory on S3 × R2θ to carry out the localization, which will require some
additional terms in the action and a modification of supersymmetry transformations. For a notational
simplicity, we will omit the hat symbol to indicate five-dimensional NC fields and implicitly assume
the star product (1.7) for the multiplication between NC fields. We hope it does not cause much con-
fusion with three-dimensional large N matrices. The vector multiplet in the five-dimensionalN = 1
SYM theory consists of a gauge field AM , a real scalar field σ and a doublet of spinor fields Ψα˙ where
the doublet of SU(2) R-symmetry is labeled by the indices α˙, β˙ = 1, 2. The spinor field obeys the
symplectic Majorana condition
(Ψα˙)† = (Ψβ˙)TC5εβ˙α˙ ≡ Ψα˙. (2.1)
To realize an off-shell supersymmetry, we also introduce an auxiliary field Dα˙
β˙
in the adjoint repre-
sentation of SU(2)R R-symmetry:
Dα˙
β˙
= (Dβ˙α˙)
†, Dα˙α˙ = 0. (2.2)
Thus the auxiliary field may be represented by Dα˙
β˙
= Dm(σ
m)α˙
β˙
where Dm (m = 1, 2, 3) is the
triplet of real scalar fields. The N = 1 vector multiplet describes the supersymmetric version of the
five-dimensional NC U(1) gauge theory (1.11). TheN = 1 hypermultiplet consists of complex scalar
fields Hα˙, a spinor field Θ = Θ1 + iΘ2 and two auxiliary fields Fα (α = 1, 2). They are also in the
adjoint representation of the gauge group g so that the hypermultiplet is combined with the N = 1
vector multiplet to form a vector multiplet in theN = 2 theory.
The action for theN = 1 vector multiplet is given by
S5V =
∫
d5X
[
1
4g25
FMNFMN − 1
2g25
DMσD
Mσ− iΨα˙ΓMDMΨα˙−Ψα˙[σ,Ψα˙]− 1
4
Dα˙
β˙
Dβ˙α˙
]
, (2.3)
where FMN = FMN − BMN . The above action is invariant under the following supersymmetric
transformations
δAM = ig5Σα˙ΓMΨ
α˙, δσ = −ig5Σα˙Ψα˙,
δΨα˙ =
1
2
(
1
2g5
FMNΓMNΣα˙ + 1
g5
DMσΓ
MΣα˙ − iDα˙
β˙
Σβ˙
)
, (2.4)
δDα˙
β˙
= DMΨβ˙Γ
MΣα˙ + Σβ˙Γ
MDMΨ
α˙ − i ([σ,Ψβ˙ ]Σα˙ + Σβ˙[σ,Ψα˙]) ,
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where the transformation parameters Σα˙ are the SU(2)R doublet of symplectic Majorana spinors. Us-
ing the definition of symplectic Majorana spinor, one can deduce the supersymmetric transformation
for Ψα˙:
δΨα˙ =
1
2
(
− 1
2g5
Σα˙Γ
MNFMN + 1
g5
Σα˙Γ
MDMσ + iΣβ˙D
β˙
α˙
)
. (2.5)
It is straightforward to check the supersymmetric invariance of the action (2.3) if the cyclic permuta-
tion under the integral such as Eqs. (A.18) and (A.19) is carefully used. As in the commutative case,
after cancellation of all the quadratic fermion terms, we are left with the cubic terms coming from the
supersymmetric transformations
−Ψα˙ΓM [δAM ,Ψα˙]−Ψα˙[δσ,Ψα˙]. (2.6)
One can show by applying the Fierz identity (B.3) that these terms cancel each other. The details
show up in appendix B.
We can apply the matrix representation (1.8) to the supersymmetric action (2.3). The bosonic
part was already done in (1.15) except the auxiliary term. The matrix representation for the five-
dimensional spinors Ψα˙(x, y) is basically the same as the bosonic fields and it is denoted by the same
symbol Ψα˙(x) that are now N ×N matrices over R3. But, in order to get a three-dimensional picture
after the matrix representation, it is convenient to represent the symplectic Majorana spinors Ψα˙(x)
in terms of three-dimensional spinors:3
√
2πθΨ1(x) = λ(x)⊗ ζ+ + ψ(x)⊗ ζ−,√
2πθΨ2(x) = C−13 ψ
∗(x)⊗ ζ+ + C−13 λ∗(x)⊗ ζ−
(2.7)
where two-dimensional Weyl spinors
ζ± =
1√
2
(
1
±i
)
(2.8)
are the eigenvectors of iΓ4Γ5, i.e., iΓ4Γ5ζ± = ±ζ±. Then the conjugate spinors are given by
√
2πθΨ1(x) = λ(x)⊗ ζ+ + ψ(x)⊗ ζ−,√
2πθΨ2(x) = ψ
T (x)C3 ⊗ ζ+ + λT (x)C3 ⊗ ζ−
(2.9)
where the barred spinors are defined by λ ≡ λ† = (λ∗)T , etc. Using this result, we can get the
three-dimensional supersymmetric large N gauge theory whose action takes the form
S3V =
1
g23
∫
d3xTr
(1
4
FmnF
mn +
1
2
ηABDmΦAD
mΦB − 1
4
ηACηBD[ΦA,ΦB][ΦC ,ΦD]
)
+2
∫
d3xTr
(
iψγmDmψ − iλγmDmλ− 2i
(
ψ[φz, λ]− λ[φz, ψ]
)
−ψ[σ, ψ]− λ[σ, λ]− 1
8
dα˙
β˙
dβ˙α˙
)
, (2.10)
3The multiplication factor
√
2πθ is to match the physical mass dimension of five- and three-dimensional spinors since
[Ψ] =M2 and [λ] = [ψ] = M . Then this factor will compensate the one in the measure (A.20).
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where we have introduced the complex coordinates for R2 ∼= C given by4
z = y4 + iy5, z = y4 − iy5 (2.11)
and the complex scalar field defined by
φz =
1
2
(φ4 − iφ5), φz = 1
2
(φ4 + iφ5). (2.12)
The auxiliary fields Dα˙
β˙
(x, y) are also represented by matrices dα˙
β˙
(x) ≡ √2πθDα˙
β˙
(x). Since the chi-
rality condition, iΓ4Γ5ζ± = ±ζ±, has been imposed on the spinor ζ±, the SO(2, 1) global symmetry
now reduces to U(1).
Since the three-dimensional large N gauge theory (2.10) has been obtained from the matrix rep-
resentation of the five-dimensional N = 1 vector multiplet without any loss of supersymmetry, the
theory (2.10) must preserveN = 2 supersymmetries in three dimensions. Using the matrix represen-
tation (1.8) again, it should be straightforward to derive the supersymmetry transformations for the
three-dimensional large N gauge theory (2.10) from the five-dimensional ones in Eq. (2.4) by taking
the supersymmetry transformation parameters
Σ1 = ǫ1 ⊗ ζ+ + ǫ2 ⊗ ζ−, Σ2 = C−13 ǫ∗2 ⊗ ζ+ + C−13 ǫ∗1 ⊗ ζ−. (2.13)
For localization, we will eventually put theN = 2 theory on S3, which is a maximally supersymmet-
ric background, i.e., preserves four supercharges [30]. However we must select the supercharges that
will be used to localize. Therefore we want to focus on the N = 1 sector in the N = 2 supersym-
metries which will be identified with a localizing supercharge on S3. For that reason, we consider the
supersymmetry transformation parameters given by
Σ1 = ǫ⊗ ζ+, Σ2 = C−13 ǫ∗ ⊗ ζ−. (2.14)
Then the supersymmetry transformations generated by the above parameter are given by [28]
δAm = ig3(ǫγmλ− λγmǫ),
δφz = g3ǫψ,
δσ = −ig3(ǫλ− λǫ),
δλ =
1
2
( 1
2g3
Fmnγ
mn +
1
g3
Dmσγ
m − iD
)
ǫ, (2.15)
δψ = − i
g3
Dmφzγ
mǫ+
1
g3
[φz, σ]ǫ− iFC−13 ǫ∗,
δF = −ǫTC3
(
γmDmψ + i[σ, ψ]− 2[φz, λ]
)
,
δD = Dmλγ
mǫ+ ǫγmDmλ− i
(
[σ, λ]ǫ+ ǫ[σ, λ]
)
,
4In terms of complex coordinates, the commutator for the star product (1.7) is then given by [f, g] = f ⋆ g − g ⋆ f =
2α′
(
∂f
∂z
∂g
∂z − ∂g∂z ∂f∂z
)
+O(α′3) for any two NC fields f, g ∈ C∞(R3)⊗Aθ .
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where
F ≡ 1
2
d12, D ≡ d11 + 2
g3
[φz, φz]. (2.16)
The N = 1 hypermultiplet is described by the action given by
S5H =
∫
d5X
[
1
g25
DMH
α˙
DMHα˙ + iΘΓ
MDMΘ− FαFα + 1
g25
[σ,H
α˙
][σ,Hα˙]
+
1
g5
Dα˙
β˙
[H
β˙
, Hα˙]−Θ[σ,Θ]− 2Θ[Hα˙,Ψα˙] + 2[H α˙,Ψα˙]Θ
]
(2.17)
where H α˙ is the complex conjugate of Hα˙ and Θ = Θ†. It is invariant under the following supersym-
metry transformations
δHα˙ = ig5Σα˙Θ,
δΘ = − 1
g5
(
ΓMDMHα˙ − i[σ,Hα˙]
)
Σα˙ + FαΛ
α, (2.18)
δFα = Λα
(
iΓMDMΘ− [σ,Θ]− 2[Hβ˙,Ψβ˙]
)
,
where Λα are symplectic Majorana spinors and Λα = (Λβ)TC5εβα. Like the vector multiplet, the
action (2.17) is invariant under the above supersymmetric transformations but it is not necessary to
use the Fierz identity for fermionic cubic terms.
We can similarly apply the matrix representation (1.8) to the hypermultiplet. For this purpose,
let us represent the complex scalar fields Hα˙(x, y) and spinor Θ(x, y) in terms of three-dimensional
fields in the adjoint representation of U(N →∞):5
Hα˙(x, y) 7→ hα˙(x), (2.19)√
2πθΘ(x, y) 7→ η(x)⊗ ζ+ + χ(x)⊗ ζ−. (2.20)
We also denote the spinors in Eq. (2.7) with a compact notation:
√
2πθΨα˙(x) ≡ ξα˙+(x)⊗ ζ+ + ξα˙−(x)⊗ ζ−. (2.21)
Using this matrix representation, it is straightforward to get the three-dimensional action for the hy-
permultiplet given by
S3H =
∫
d3xTr
[
1
g23
Dmh
α˙
Dmhα˙ − 1
g23
ηAB[ΦA, h
α˙
][ΦB, hα˙] +
1
g3
dα˙
β˙
[h
β˙
, hα˙]− fαfα
+iηγmDmη − iχγmDmχ+ 2i
(
χ[φz, η]− η[φz, χ]
)− η[σ, η]− χ[σ, χ]
−2
(
η[hα˙, ξ
α˙
+] + χ[hα˙, ξ
α˙
−]− [h
α˙
, ξ+α˙]η − [hα˙, ξ−α˙]χ
)]
, (2.22)
5Our representation (2.20) for the spinor Θ(x, y) is different from that in Ref. [28] taking the form √2πθΘ(x, y) 7→
η(x) ⊗ ζ+ + C−13 χ(x)∗ ⊗ ζ−.
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where fα(x) ≡
√
2πθFα(x) is the matrix representation of the auxiliary fields Fα(x, y).
The supersymmetry transformations for the three-dimensional hypermultiplet will be obtained by
the matrix representation of the five-dimensional ones in Eq. (2.18). Having in mind a localizing
supersymmetry on S3, let us consider the supersymmetry transformation parameters given by
Λ1 = ǫ⊗ ζ−, Λ2 = C−13 ǫ∗ ⊗ ζ+ (2.23)
which are related to the spinors Σα˙ in Eq. (2.14) by Λα˙ = Γ5Σα˙. For this reason, we will use the
spinor index α˙ for the spinors in Eq. (2.23). The supersymmetry transformations generated by the
spinors Σα˙ and Λα˙ are easily deduced from Eq. (2.18), which are given by
δh1 = ig3ǫη, δh2 = ig3ǫ
TC3χ,
δη = − 1
g3
(
γmǫDmh1 − 2C−13 ǫ∗[φz, h2]− iǫ[σ, h1]
)
+ f2C
−1
3 ǫ
∗,
δχ =
1
g3
(
γmC−13 ǫ
∗Dmh2 − 2ǫ[φz, h1] + iC−13 ǫ∗[σ, h2]
)
+ f1ǫ, (2.24)
δf1 = −ǫ
(
iγmDmχ− 2i[φz, η] + [σ, χ] + 2[hα˙, ξα˙−]
)
,
δf2 = −ǫTC3
(
− iγmDmη + 2i[φz, χ] + [σ, η] + 2[hα˙, ξα˙+]
)
.
Using the matrix representation (1.8), we have obtained two mathematically equivalent theories,
that are defined in different dimensions with different gauge groups. Although the two theories super-
ficially look quite different, they should be physically equivalent to each other. To explore the physical
implications of the equivalence, one may apply localization techniques to each of them to compute,
for example, partition functions and some correlators exactly. On the one hand, one can first apply
the localization to the five-dimensional theory to obtain a two-dimensional NC gauge theory and then
take the matrix representation to the two-dimensional NC gauge theory to yield a zero-dimensional
matrix model, as depicted in Fig. 1. On the other hand, one can first apply the matrix representation to
the five-dimensional theory to have a three-dimensional large N gauge theory and then consider the
localization of the large N gauge theory to get a zero-dimensional matrix model. Both routes should
end up with an identical zero-dimensional matrix model. In the end, the localization will verify a
rich duality between NC U(1) gauge theories and large N matrix models in various dimensions as
outlined in Fig. 1.
To carry out the localization, we put the theory on S3 × R2θ. Let r be the radius of S3. For this
purpose, it is convenient to represent five-dimensional fields as the form of three-dimensional fields
in which extra coordinates ya are regarded as parameters living in R2θ. For the vector multiplet on
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S
3 × R2θ, we take the following representation [27, 28]:6
Aµ(x, y) (µ = 1, 2, 3), Aa(x, y) = φa(x, y)− Babyb (a = 4, 5),
F (x, y) = 1
2
D12(x, y), D(x, y) = D
1
1(x, y) +
2
g5
[φz, φz](x, y),
Ψ1(x, y) = λ(x, y)⊗ ζ+ + ψ(x, y)⊗ ζ−,
Ψ2(x, y) = C−13 ψ
∗(x, y)⊗ ζ+ + C−13 λ∗(x, y)⊗ ζ−.
(2.25)
One may notice that the pattern of the above decomposition is equal to the three-dimensional large
N matrices in the action (2.10). This replica is not accidental because the matrix representation
of the NC fields in Eq. (2.25) will give rise to the three-dimensional large N gauge theory on S3
whose action is precisely equal to Eq. (2.10). Indeed the corresponding five-dimensional action after
the decomposition (2.25) can be written as the same form as Eq. (2.10) with simple replacements
g3 → g5, dα˙β˙ → Dα˙β˙ and
∫
d3xTr → ∫ dυ ≡ ∫ d2y
2πα′
d3x
√
g.
Let us consider the supersymmetry transformation parameters as Eq. (2.14) and take ǫ to be a
Killing spinor on S3 obeying the following equation
∇µǫ = i
2r
γµǫ, (2.26)
where the covariant derivative acting on a spinor is given by
∇µ = ∂µ + ωµ = ∂µ + i
2r
γµ. (2.27)
Then the covariant derivative acting on a spinor Ψ in the adjoint representation of g = U(1)⋆ is
defined by
DµΨ = ∇µΨ− i[Aµ,Ψ]. (2.28)
For a gauge singlet which does not depend on (y4, y5), it reduces to Eq. (2.27). The supersymmetry
transformations generated by the Killing spinor ǫ obeying Eq. (2.26) are also given by Eq. (2.15)
with the replacement g3 → g5. However, after imposing the condition (2.26), the supersymmetry
transformations will no longer be closed because the covariant derivative now acts on the spinor ǫ
nontrivially. Fortunately, to achieve a closed algebra, it is enough to modify the transformation law
only for the auxiliary fields by adding
δ′D =
i
2r
(ǫλ− λǫ), δ′F = − i
2r
ǫTC3ψ. (2.29)
We verify the closed algebra in appendix C. The result is essentially the same as the one in Refs.
[27, 28] although two-dimensional surface in our case is a NC space.
Using the matrix representation of the NC fields in Eq. (2.25), the five-dimensional U(1) gauge
theory on S3 × R2θ can easily be transformed to a three-dimensional large N gauge theory on S3.
6From now on, we distinguish the curved space indices, µ, ν, · · · = 1, 2, 3 from the flat space ones m,n, · · · = 1, 2, 3.
The dreibein on S3 is denoted by em = emµ dxµ and obeys the structure equation dem = 1r ε
mnpen ∧ ep. The metric and
spin connections are given by ds2 = em ⊗ em = emµ emν dxµ ⊗ dxν and ωµ = 14ωmnµ γmn = i2rγµ, respectively.
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The three-dimensional action on S3 is obtained from the result in Eq. (2.10) on R3 with an obvious
replacement,
∫
d3x→ ∫ d3x√g. The supersymmetry transformations of large N matrices on S3 can
easily be deduced from the five-dimensional ones using the matrix representation in a similar way.
Moreover, the closedness of the three-dimensional supersymmetric algebra simply results from the
five-dimensional one.
The modified supersymmetry transformations generated by the spinor Σα˙ obeying Eq. (2.26) will
be denoted by ∆ǫ = δ + δ′ where δ′-transformation is given by Eq. (2.29). Since the supersymmetry
transformation parameter ǫ obeys the nontrivial Killing spinor equation (2.26), the action (2.3) is no
longer invariant under the ∆ǫ-transformations. Indeed its variation reduces to
∆ǫS5V = δS5V + δ
′S5V (2.30)
where
δS5V =
i
g5
∫
dυ
(
∇NΣα˙ΓMΓNΨα˙DMσ − 1
2
∇LΣα˙ΓMNΓLΨα˙FMN
)
(2.31)
and
δ′S5V = − i
r
∫
dυ
(D
2
(ǫλ− λǫ)− 1
g5
[φz, φz](ǫλ− λǫ) + ψC−13 ǫ∗F − FǫTC3ψ
)
. (2.32)
In order to preserve the ∆ǫ-supersymmetry, it is necessary to add an extra action such that its super-
symmetric transformation cancels the variation (2.30). It turns out [27, 28] that the extra action is
given by
S ′5V = S5M + SCS (2.33)
where
S5M = −1
r
∫
dυ
(
ψψ + λλ+
1
g25r
σ2 +
1
g5
σ
(
D − 4
g5
[φz, φz]
)) (2.34)
and
SCS = − 1
2g25
∫ (
A ∧ F + i
3
A ∧ A ∧ A) ∧̟ (2.35)
with ̟ = 1
r
dy4 ∧ dy5. Then the total action S5V + S ′5V is invariant under the supersymmetry trans-
formations ∆ǫ.
We also put the hypermultiplet on S3 × Rθ for the localization. The strategy is the same as the
vector multiplet. In order to achieve a closed algebra of the supersymmetry on S3 × Rθ generated by
the Killing spinor obeying the condition (2.26), it is necessary to modify the supersymmetry transfor-
mations in Eq. (2.18) by simply adding additional transformations
δ′Θ =
1
g5r
Hα˙Γ
45Σα˙, δ′Fα˙ =
i
2r
Λα˙Γ
45Θ, (2.36)
where the spinors Σα˙ and Λα˙ are given by Eqs. (2.14) and (2.23), respectively. It is straightforward
(though a bit tedious) to verify that the modified supersymmetry transformation ∆Σ = δ + δ′ leads to
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a closed supersymmetry algebra on the fields in the hypermultiplet. For example, one can show that
[∆Σ1 ,∆Σ2 ]Fα˙ = i
(
Σ2α˙Γ
µΣβ˙1 − Σ1α˙ΓµΣβ˙2
)
DµFβ˙ −
(
Σ2α˙Σ
β˙
1 − Σ1α˙Σβ˙2
)
[σ, Fβ˙ ]
−2i
r
(
Σ2α˙Γ
45Σβ˙1 − Σ1α˙Γ45Σβ˙2
)
Fβ˙. (2.37)
Note that the adjoint scalar field σ in Eq. (2.37) can be absorbed into a local gauge transformation
parameter [31]. Since the supersymmetry transformations are now generated by the Killing spinor ǫ
obeying Eq. (2.26), there are extra contributions from the derivative of the Killing spinor given by
δS5H = − 1
g5
∫
dυ
(
i
(
ΘΓMΓN∇MΣα˙DNHα˙ −∇NΣα˙ΓMΓNΘDMH α˙
)
−∇MΣα˙ΓMΘ[σ,H α˙] + ΘΓM∇MΣα˙[σ,Hα˙]
+
(∇MΣβ˙ΓMΨα˙ +Ψβ˙ΓM∇MΣα˙)[H β˙, Hα˙]), (2.38)
and the modified transformations introduced in Eqs. (2.29) and (2.36). They are combined to get the
total variation of the action (2.17) generated by the supersymmetry transformation ∆ǫ = δ + δ′ and
denoted by ∆ǫS5H = δS5H + δ′S5H , which turns out to be non-vanishing. Therefore, as in the vector
multiplet, it is necessary to add a compensating action given by
SM5H =
1
r
∫
dυ
( i
2
ΘΓ45Θ+
1
g25r
H
α˙
Hα˙
)
. (2.39)
Then the total action is invariant under the supersymmetry transformations, i.e., ∆ǫ(S5H + SM5H) = 0.
3 Localization of five-dimensional NC U(1) gauge theory
In this section we will compute the partition function of five-dimensional N = 2 supersymmetric
NC U(1) gauge theory on S3 × R2θ by using the localization method. For the localization of five-
dimensional quantum field theories, see Refs. [23, 24] and references therein. As we pointed out in
footnote 2, the adjoint scalar field σ in the vector multiplet has a wrong sign. In order to define the
path integral properly, it needs to be analytically continued by replacing σ by iσ.
To carry out the localization procedure, we need to identify the Grassmann-odd symmetry, de-
noted by δQ. It is required that δQ is a symmetry of path integral (i.e. δQ is not anomalous and
preserves the action) and obey δ2Q = LB where LB is a Grassmann-even symmetry that could be a
combination of Lorentz, R-symmetry, and gauge transformations. We apply the same twisting pro-
cedure as [32] by considering a global symmetry group H = SU(2)1 × SU(2)2 × SU(2)R where
SU(2)1×SU(2)2 is the rotational symmetry on S3 and SU(2)R is the global symmetry of theN = 2
theory. We embed the Lorentz group K into H as K = SU(2)1 × SU(2)′2 where SU(2)′2 is a diago-
nal subgroup of SU(2)2 × SU(2)R. After the twisting, we get a scalar supercharge Q which is thus
Lorentz invariant (in the K sense). It is enough to have one scalar supercharge Q for localization and
Q is regarded as a BRST operator.
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3.1 Localization of vector multiplet
According to our twisting, we will define the BRST transformation δQ ≡ ǫQ by setting ǫ to zero
and replacing the Grassmann-odd parameter ǫ by a Grassmann-even parameter in the supersymmetric
transformations (2.15). Then δQ is anticommuting with twisted spinors although all fields have integer
spins with respect to K. The corresponding BRST transformations for the vector multiplet are then
given by
δQAµ = ig5λγµǫ, δQσ = −g5λǫ, δQφz = 0, δQφz = −g5ψǫ,
δQλ =
1
2
( 1
2g5
Fµνγ
µν +
i
g5
γµDµσ − iD
)
ǫ, δQλ = 0,
δQψ = − i
g5
Dµφzγ
µǫ+
i
g5
[φz, σ]ǫ, δQψ = iF ǫ
TC3, (3.1)
δQF = −ǫTC3
(
γµDµψ − [σ, ψ]− 2[φz, λ] + i
2r
ψ
)
, δQF = 0,
δQD = −Dµλγµǫ− [σ, λ]ǫ+ i
2r
λǫ.
It is straightforward to check that the above BRST transformations are nilpotent, i.e., δ2Q = 0.7 The
BRST invariant action on S3 × R2θ is given by
S
(inv)
5V =
∫
dυ
[
1
g25
(1
4
FµνF
µν +
1
2
DµσD
µσ + 2DµφzD
µφz − 2[φz, σ][φz, σ]
)
−1
2
D
(
D +
4
g5
[φz, φz]
)− 2FF − 2i(λγµDµλ− ψγµDµψ + 2(ψ[φz, λ]− λ[φz, ψ])
+λ[σ, λ] + ψ[σ, ψ]
)
− 1
r
(
λλ+ ψψ − 1
g25r
σ2 − i
g5
σ
(
D − 4
g5
[φz, φz]
))]
− 1
2g25
∫ (
A ∧ F + i
3
A ∧A ∧ A) ∧̟. (3.2)
We deform the action (3.2) by adding a BRST Q-exact term
SQ5V = 2
∫
dυδQ
[
(δQλ)
†λ+ (δQψ)
†ψ + ψ(δQψ)
†
]
(3.3)
such that the total classical action is given by
S˜5V ≡ S(inv)5V + tSQ5V (3.4)
7It may be useful to use the Fierz identity: δαγδδβ = 12δαβδδγ +
1
2
(γµ)αβ(γ
µ)δγ .
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where t is a non-negative real parameter. The explicit form for the Q-exact Lagrangian is given by
LQ5V =
1
g25
(1
4
FµνF
µν +
1
2
DµσD
µσ + 2DµφzD
µφz − 2[φz, σ][φz, σ]
)
− 1
2
D2 − 2FF
+
2kµ
g25
(
iεµνρDνφzDρφz −Dµφz[φz, σ] + [φz, σ]Dµφz
)
−2i
(
λγµDµλ− ψγµDµψ + ψ[φz, (1− kµγµ)λ]− 2λ[φz, ψ] + λ[σ, λ] + ψ[σ, ψ]
)
+
1
r
(
λλ+ ψψ + 2kµψγ
µψ
)
, (3.5)
where kµ = ǫγµǫ and ǫǫ = 1. Note that the second line of LQ5V can be recast as
2kµ
g25
(1
2
εµνρFνρ +D
µσ
)
[φz, φz] +
4ikµ
g25r
φzD
µφz (3.6)
up to total derivatives.
Since the Lagrangian (3.5) is BRST-exact, the modified action (3.4) with a parameter t leads to
the same partition function as the undeformed one as was explained in Eq. (1.21). To be precise,
the partition function Z(t) for the modified action is t-independent, i.e., dZ(t)
dt
= 0. Therefore we can
calculate the partition function in the large t limit. In this limit, especially t → ∞, the fixed point is
given by a solution obeying
δQλ = 0, δQψ = 0, δQψ = 0 (3.7)
and fermions = 0. Since the deformation term (3.5) is positive semi-definite, the solution of Eq. (3.7)
constitutes the localization locus FQ given by
σ = σ(z, z), φz = φz(z, z), φz =
(
φz(z, z)
)†
, Aµ = D = F = F = 0, (3.8)
and obey the condition [φz, σ] = iDzσ = 0. Then the classical action at the locus FQ is given by8
S˜5V |FQ =
1
2r2g22
∫
d2yσ
(
σ − 4ir[φz, φz]
)
, (3.9)
where g2 = g52πr3/2 is a two-dimensional gauge coupling constant. After the matrix representation
(1.8), the classical action is mapped to the zero-dimensional matrix model
S˜5V |FQ =
1
2r2g2
Trσ
(
σ − 4ir[φ†, φ]), (3.10)
where g = g2√
2πα′
is a coupling constant of the matrix model. Recall that the matrix σ must be subject
to the condition [φ, σ] = 0.
8If one could integrate out the scalar field σ, the fixed action (3.9) would give rise to the action of two-dimensional
NC U(1) gauge theory. However the scalar field must obey the condition [φz , σ] = 0 and thus it is not allowed to perform
the Gaussian integration over the whole functional space of the σ [28].
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Now we compute the one-loop determinant coming from quadratic fluctuations of the fields about
the fixed points in (3.8). For that purpose, the gauge-fixing procedure is also necessary for the com-
putation of the path integral. We take the usual gauge-fixing term given by
LFP5V = cDµDµc+ bDµAµ. (3.11)
There remains the residual gauge symmetry that acts on
σ → σ − i[ω(z, z), σ], φz → φz − i[ω(z, z), φz], (3.12)
where the gauge transformation parameter ω(z, z) is constant along the S3. Thus the gauge symmetry
is the redundancy of the background σ and φz, but not of the fluctuations. Using this freedom, we can
put the background as9
φz = − i
2α′
z, σ = σ0 = constant. (3.13)
For this gauge-fixing of the background fields, we will add another gauge-fixing term [28] given by
LFPB = c∂z∂zc− 2α′b
(
[z, φz] + i
)
. (3.14)
The path integral of the ghost fields gives the one-loop determinant
det(−r2∂z∂z). (3.15)
Since we are interested in the large t limit and perform the path integral over the fluctuations
around the fixed points defined by Eq. (3.13), let us expand the fields Φ about the saddle point
configuration in Eq. (3.13) and rescale the fluctuation fields as
Φ = Φ0 +
1√
t
δΦ (3.16)
and take the limit t→∞. Φ0 denotes the background at the fixed points in which Φ0 = − i2α′ z, i2α′ z,
and σ0 for φz, φz, and σ, respectively, and Φ0 = 0, otherwise. Taking t to be large then allows us to
keep only the quadratic terms in the Lagrangian (3.5):
t · LQ5V =
1
g25
(1
4
FµνF
µν +
1
2
∂µσ∂µσ + 2∂zσ∂zσ + 2(∂
µφz − ∂zAµ)(∂µφz − ∂zAµ)
)
(3.17)
+
2ikµ
g25
(
εµνρ(∂νφz − ∂zAν)(∂ρφz − ∂zAρ)− (∂µφz − ∂zAµ)∂zσ + (∂µφz − ∂zAµ)∂zσ
)
−2λ
(
iγµ∇µ − 1
2r
)
λ+ 2ψ
(
γµ
(
i∇µ + kµ
r
)
+
1
2r
)
ψ + 2ψ(1− γµkµ)∂zλ+ 4∂zλψ,
9Note that the action (3.9) on-shell is in general divergent, which is the reason why the cyclic property (A.19) was
not applied to the second term. In order to regularize the on-shell action, one may replace the commutator [φz , φz] by
[φz , φz] − 12α′ . Or one may relax the reality condition of the scalar field σ and complexify it. Then the solution to
[φz , σ] = 0 is enough to be σ = σ(z), an anti-holomorphic function.
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where all fields indicate the fluctuations δΦ in (3.16). Although the multiplication between fields
has originally been defined by the star product (1.7), we can ignore the star product for the quadratic
terms since all nontrivial star products in this case are total derivatives and thus can be dropped.
Hence we will regard the fluctuations in the Lagrangian (3.17) as fields on S3 × C. Integral over the
auxiliary fields D, F and F have already been performed, which contributes trivial constant terms to
the partition function. We will ignore an overall constant of the partition function.
In order to calculate the one-loop determinant of U(1) gauge fields, we first proceed with separat-
ing the gauge field into a divergenceless and pure divergent part:
Aµ = Bµ − ∂µφ (3.18)
where DµBµ = 0. Then the delta function constraint from Eq. (3.11) becomes δ(0φ). One can see
that the longitudinal mode in (3.18) can be absorbed into the complex scalar field with the form
ϕz = φz + ∂zφ, ϕz = φz + ∂zφ, (3.19)
since Dµφz = 1√t
(
∂µφz−∂zAµ
)
+O(1/t) is invariant under the specified U(1) gauge transformation
and so Dµφz = 1√t
(
∂µϕz − ∂zBµ
)
+O(1/t). Thus the longitudinal mode ALµ = −∂µφ appears only
in the gauge-fixing term in Eq. (3.11) and so we can integrate over φ using the delta function, which
picks up a Jacobian factor of det−1/20 [33].10 The integral of the ghosts in Eq. (3.11) contributes
a factor of det0. Therefore the one-loop determinant from b and φ as well as the ghosts c and c
contributes a factor
det
1
2
0 . (3.20)
To evaluate the path integral of the bosonic fields, it is more convenient to use a differential form
notation. For that purpose, let us introduce the dreibeins em = emµ dxµ ∈ Γ(T ∗S3) (m = 1, 2, 3) on
S3 obeying the structure equation dem = 1
r
εmnpen ∧ ep. See appendix D for the differential geometry
on S3. The dual frame basis is given by lm = eµm∂µ ∈ Γ(TS3) that is left-invariant vector fields on S3
satisfying the following commutation relation
[lm, ln] = −2
r
εmn
plp. (3.21)
Then the exterior differential operator d : Ωp(S3)→ Ωp+1(S3) can be written as
d = dxµ∂µ = e
mlm. (3.22)
Let us also define the three-dimensional Hodge duality ∗ : Ωp(S3)→ Ω3−p(S3) as
∗ em = 1
2
εmnpen ∧ ep, ∗(em ∧ en) = εmnpep (3.23)
10Note that DALµ = det1/20 Dφ in the path integral measure.
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and two operators acting on the dreibein by
ιke
m = emµ k
µ = km, Smen = iεmnpep, (3.24)
where km = ǫγmǫ is the Killing vector field. Using this form notation, the quadratic bosonic action
on S3 can be written as
t · SQV B =
1
g25
∫
d2y
∫
S3
(1
2
dB ∧ ∗dB + 1
2
dσ ∧ ∗dσ + 2∂zσ∂zσ ∗ 1
+2(dϕz − ∂zB) ∧ ∗
(
1− k · S)(dϕz − ∂zB)
+2i
(
∂zσιk(dϕz − ∂zB)− ∂zσιk(dϕz − ∂zB)
) ∗ 1) (3.25)
=
1
g25
∫
d2y
∫
S3
(1
2
dB ∧ ∗dB + 1
2
dσ ∧ ∗dσ
+2(dϕz − ∂zB + ikmem∂zσ) ∧ ∗
(
1− k · S)(dϕz − ∂zB − ikmem∂zσ)), (3.26)
where ∗1 = √gd3x is the volume form on S3 and B = emBm is a one-form connection obeying the
Lorenz gauge condition d†B ≡ ∗d∗B = lmBm = 0. Note that the exterior derivative (3.22) acts only
on S3. It is useful to use the fact that dB ∧ ∗dB = d(B ∧ ∗dB) +B ∧ ∗(∗d ∗ dB) and the last line in
Eq. (3.25) may be reduced to 2i(∂zσιkdϕz − ∂zσιkdϕz) after integration by parts but it is convenient
to keep the original form to utilize the last expression in Eq. (3.26).
We expand a scalar field Φ(x, y) in the basis of the scalar spherical harmonics S ~mj (x) (j =
0, 1
2
, 1, 3
2
, · · · ;−j ≤ ~m = (m1, m2) ≤ j) on S3 as
Φ(x, y) =
∞∑
j=0
j∑
~m=−j
Φ~mj (y)S
~m
j (x). (3.27)
The harmonics S ~mj (x) belong to the (j, j) representation of SO(4) = SU(2)L × SU(2)R. Let us use
the ket notation for the spherical harmonics
|j,m,m′〉 ≡ Sm,m′j . (3.28)
They obey the following properties:
−d†dSm,m′j = − ∗ d ∗ dSm,m
′
j =
4j(j + 1)
r2
Sm,m
′
j ,(
Sm,m
′
j
)†
= (−1)m+m′S−m,−m′j , (3.29)∫
S3
(Sn,n
′
k )
†Sm,m
′
j ∗ 1 = δkjδnmδn
′m′ .
In order to calculate the determinant of the operators in the quadratic Lagrangian (3.25), we will take
the same strategy as section 3.5 in Ref. [33]. We identify lm = eµm∂µ with 2ir Lm, where Lm are
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operators in the su(2) Lie algebra. We also choose the Killing vector kµ as δ3µ [28, 33] and thus
k = kµ∂
µ = 2i
r
L3. Since we will use the SU(2)L-invariant frame on S3 (when thinking of S3 as
SU(2) and letting it act on itself), the angular momentum operators Lm are acting on the SU(2)L
index m in Eq. (3.28) and it is given by
L±|j,m,m′〉 =
√
(j ∓m)(j ±m+ 1)|j,m± 1, m′〉,
L3|j,m,m′〉 = m|j,m,m′〉, −j ≤ m ≤ j,
(3.30)
where L± = L1 ± iL2.
In order to have a similar expansion for the one-form B = emBm, we need the other set of basis,
which can be constructed by considering a tensor product of the scalar spherical harmonics with the
dreibeins. In particular, the dreibeins em on S3 are taken as the eigenstate of the spin operators −→S · −→S
and S3 where (Sm)ln = iεlmn is the spin-1 representation of SU(2). In terms of the spin-1 basis
|s = 1, sz〉 (sz = −1, 0, 1), they are given by
e± ≡ ∓ 1√
2
(e1 ± ie2) = |s = 1,±1〉, e0 ≡ e3 = |s = 1, 0〉, (3.31)
and satisfy
S±e∓ =
√
2e0, S±e± = 0, S±e0 =
√
2e±,
S3e
± = ±e±, S3e0 = 0, (3.32)
where S± = S1 ± iS2. The spin-1 basis |s = 1, sz〉 transforms as the (1, 0) representation of
SU(2)L × SU(2)R. Therefore the tensor product may be decomposed into the following irreducible
representations,
(j, j)⊗ (1, 0) = (j + 1, j)⊕ (j − 1, j)⊕ (j, j), (3.33)
where the last representation is a gradient of the scalar spherical harmonics. A general vector field
on S3 is then expanded as a combination of gradients of the scalar spherical harmonics plus a set of
vector spherical harmonics V ~mj±(x) which are in the representation (j ± 1, j) of SU(2)L × SU(2)R
[34, 35]. The vector spherical harmonics in the decomposition (3.33) are then given by
Vk,m;j,m2 =
j∑
m1=−j
+1∑
s=−1
〈j,m1; 1, s|k,m〉〉Sm1,m2j es, (3.34)
where 〈j,m1; 1, s|k,m〉〉 are the Clebsch-Gordan coefficients of the spin-j representation and the
spin-1 representation of the SU(2) group into the spin-k representation, with k = (j − 1), j, (j +1).
See appendix E for the Clebsch-Gordan coefficients. Let us denote the vector spherical harmonics in
(3.34) by V ~mk,j ≡ Vk,m;j,m2 . They have the following properties
∗dV ~mj+1,j = 2(j+1)r V ~mj+1,j, d†V ~mj+1,j = 0, j = 0, 12 , 1, · · · ,
∗dV ~mj−1,j = −2jr V ~mj−1,j, d†V ~mj−1,j = 0, j = 1, 32 , 2, · · · ,
∗dV ~mj,j = 0, Vj,m;j,m2 = − i2 r√j(j+1)dS
m1,m2
j , j =
1
2
, 1, 3
2
, · · · ,
(3.35)
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and form an orthonormal basis ∫
S3
V ~m
′
k′,j′
† ∧ ∗V ~mk,j = δk′kδj′jδ ~m
′ ~m, (3.36)
where
V ~mk,j
†
=
j∑
m1=−j
+1∑
s=−1
(−1)m1+m2+s〈〈k,m|j,m1; 1, s〉S−m1,−m2j e−s = (−1)m+m2V −~mk,j . (3.37)
It is not difficult to derive the following formulae∫
S3
S ~m
′
j′
†
ιkV
~m
k,j ∗ 1 =
∫
S3
S ~m
′
j′
†
e3 ∧ ∗V ~mk,j = δj′jδm′2m2〈j,m′1; 1, 0|k,m〉〉,
= δj′jδm′
2
m2δm′1m

√
(j+m+1)(j−m+1)
(j+1)(2j+1)
, for k = j + 1;
m√
j(j+1)
, for k = j;
−
√
(j+m)(j−m)
j(2j+1)
, for k = j − 1,
(3.38)
∫
S3
V ~m
′
k′j′
† ∧ ∗[(k · S)V ~mk,j] = δj′jδm′2m2〈〈k′, m′|S3|k,m〉〉. (3.39)
We expand the transverse gauge field B = B+ +B− in the basis (3.34) as
B+ =
∞∑
j=0
j+1∑
m=−(j+1)
j∑
m′=−j
B ~mj+1,j(z, z)V
~m
j+1,j(x),
B− =
∞∑
j=1
j−1∑
m=−(j−1)
j∑
m′=−j
B ~mj−1,j(z, z)V
~m
j−1,j(x), (3.40)
where B ~mk,j(z, z) = Bk,m;j,m′(z, z) are the transverse modes depending on the coordinates on C. Note
that the longitudinal mode AL = −dφ is expanded in the basis V ~mj,j ∝ dS ~mj and decoupled from the
physical fluctuations, so we have already integrated it out in Eq. (3.20). Since the action (3.25) is
quadratic in fluctuations, it is straightforward to evaluate the integral of fluctuation modes over S3.
The harmonic expansion of the bosonic action (3.25) can be written as11
t · SQV B =
∞∑
j=0
j∑
~m=−j
∫
d2ySQB;j,~m(z, z). (3.41)
11It may be necessary to keep track of the reality condition of the harmonic expansions such as Eqs. (3.27) and (3.40).
For example, for a real scalar field Φ(x, y), the reality condition in the harmonic expansion (3.27) is equivalent to the
constraint
(
Φm,m
′
j (x)
)†
= (−1)m+m′Φ−m,−m′j (x). This kind of the reality condition has to be incorporated into the
sum (3.41) and the corresponding one-loop determinant. However, the reality condition may be easily implemented by
relaxing the condition and then taking the square-root of the final one-loop determinant. We will take this strategy for
simplicity since the one-loop determinant resulting from bosonic and fermionic fluctuations will eventually be cancelled
each other.
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Since the one-form gauge fields B± have a different allowed range for j and m, special treatments are
needed when m is close to ±j,±(j + 1) and j = 0. The action SQB;j,~m of the modes for j ≥ 1, |m| ≤
j − 1, |m′| ≤ j, is given by
(g5r)
2
2
· SQB;j≥1, ~m = Ξ†j,~mMj,mΞj,~m (3.42)
where Ξj,~m = (B ~mj−1,j, B ~mj+1,j, ϕ~mz,j, ϕ~mz,j, σ ~mj )T and
Mj,m =
(
A B
C D
)
, (3.43)
A =
(
j2 − (j+m)
j
r2∂z∂z 0
0 (j + 1)2 − (j+1−m)
j+1
r2∂z∂z
)
,
B = ir
 (j + 1)√ (j−m)(j+m)j(2j+1) ∂z −(j + 1)√ (j−m)(j+m)j(2j+1) ∂z √ (j−m)(j+m)j(2j+1) r∂z∂z
j
√
(j−m+1)(j+m+1)
(j+1)(2j+1)
∂z −j
√
(j−m+1)(j+m+1)
(j+1)(2j+1)
∂z −
√
(j−m+1)(j+m+1)
(j+1)(2j+1)
r∂z∂z
 ,
C = ir

(j + 1)
√
(j−m)(j+m)
j(2j+1)
∂z j
√
(j−m+1)(j+m+1)
(j+1)(2j+1)
∂z
−(j + 1)
√
(j−m)(j+m)
j(2j+1)
∂z −j
√
(j−m+1)(j+m+1)
(j+1)(2j+1)
∂z
−
√
(j−m)(j+m)
j(2j+1)
r∂z∂z
√
(j−m+1)(j+m+1)
(j+1)(2j+1)
r∂z∂z
 ,
D =
 2
(
j(j + 1)−m) 0 −mr∂z
0 2
(
j(j + 1) +m
)
mr∂z
mr∂z −mr∂z j(j + 1)− r2∂z∂z
 . (3.44)
Note that one can put m = 0 in the matrix A in Eq. (3.44) since the action (3.41) is summing over
~m = (m,m′) and thus any odd term under ~m→ −~m does not contribute to the sum. To calculate the
one-loop determinant for these modes, it is convenient to shift the complex scalar field as
ϕ~mz,j → ϕ~mz,j −
ir
2
(
j(j + 1)−m)∂z
(
− j + 1
j
B ~mj−1,j +
j
j + 1
B ~mj+1,j + imσ
~m
j
)
,
ϕ~mz,j → ϕ~mz,j +
ir
2
(
j(j + 1) +m
)∂z(− j + 1
j
B ~mj−1,j +
j
j + 1
B ~mj+1,j + imσ
~m
j
)
(3.45)
after the scale transformation of gauge fields
B ~mj−1,j → −
1
j
√
j(2j + 1)
(j −m)(j +m)B
~m
j−1,j,
B ~mj+1,j →
1
j + 1
√
(j + 1)(2j + 1)
(j −m+ 1)(j +m+ 1)B
~m
j+1,j. (3.46)
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Note that the shifting form (3.45) was suggested in the last line of Eq. (3.26). The above scale
transformation is just for convenience and it will be recovered later through the Jacobian factor in the
path integral measure. The action (3.42) can then be written as
(g5r)
2
2
· SQB;j≥1, ~m =
(
B ~mj+1,j(z, z)
)†
bmj+1,jB
~m
j+1,j(z, z) +
(
B ~mj−1,j(z, z)
)†
bmj−1,jB
~m
j−1,j(z, z)
+2Kmj |ϕ~mz,j(z, z)|2 + 2K−mj |ϕ~mz,j(z, z)|2 +
(
σ ~mj (z, z)
)†
cmj σ
~m
j (z, z)
− r
2
2Kmj
| − j + 1
j
∂zB
~m
j−1,j(z, z) +
j
j + 1
∂zB
~m
j+1,j(z, z)|2
− r
2
2K−mj
| − j + 1
j
∂zB
~m
j−1,j(z, z) +
j
j + 1
∂zB
~m
j+1,j(z, z)|2 (3.47)
+
ir2
2
(
σ ~mj (z, z)
)†(
(Nmj −N−mj )∂z∂zB ~mj+1,j(z, z) + (N˜mj − N˜−mj )∂z∂zB ~mj−1,j(z, z)
)
−ir
2
2
((
∂z∂zB
~m
j+1,j(z, z)
)†
(Nmj −N−mj ) +
(
∂z∂zB
~m
j−1,j(z, z)
)†
(N˜mj − N˜−mj )
)
σ ~mj (z, z),
where
Kmj = j(j + 1)−m, Nmj = j−mKmj , N˜
m
j =
j+m+1
Kmj
,
bmj+1,j =
(j+1)(2j+1)
(j−m+1)(j+m+1)
(
1− 1
(j+1)2
r2∂z∂z
)
,
bmj−1,j =
j(2j+1)
(j−m)(j+m)
(
1− 1
j2
r2∂z∂z
)
,
cmj = j(j + 1)− 12
(
(j−m)(j+m+1)
Kmj
+ (j+m)(j−m+1)
K−mj
)
r2∂z∂z.
(3.48)
The crossing terms of B ~mj±1,j and σ ~mj can be diagonalized by shifting the scalar field σ ~mj as
σ ~mj → σ ~mj −
ir2
2
1
cmj
(
(Nmj −N−mj )∂z∂zB ~mj+1,j(z, z) + (N˜mj − N˜−mj )∂z∂zB ~mj−1,j(z, z)
)
.
The modes for the bosonic fluctuations after the above shifting may be arranged into the following
form
(g5r)
2
2
· SQB;j≥1, ~m = 2Kmj |ϕ~mz,j(z, z)|2 + 2K−mj |ϕ~mz,j(z, z)|2 +
(
σ ~mj (z, z)
)†
cmj σ
~m
j (z, z)
+
(
(B ~mj+1,j)
†, (B ~mj−1,j)
†)( a b
c d
)(
B ~mj+1,j
B ~mj−1,j
)
, (3.49)
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where
a =
(j + 1)(2j + 1)
(j −m+ 1)(j +m+ 1) −
1
2
( Nmj
j +m+ 1
+
N−mj
j −m+ 1
)
r2∂z∂z
−(Nmj −N−mj )r2∂z∂z
1
4cmj
(Nmj −N−mj )r2∂z∂z ≡ amj ,
b = c = −1
2
( 1
Kmj
+
1
K−mj
)
r2∂z∂z − (Nmj −N−mj )r2∂z∂z
1
4cmj
(N˜mj − N˜−mj )r2∂z∂z,
d =
j(2j + 1)
(j −m)(j +m) −
1
2
( N˜mj
j −m +
N˜−mj
j +m
)
r2∂z∂z
−(N˜mj − N˜−mj )r2∂z∂z
1
4cmj
(N˜mj − N˜−mj )r2∂z∂z .
Then the one-loop determinant from these modes yields12
∞∏
j=1
j−1∏
m=−(j−1)
j∏
m′=−j
detM−1j,m
=
∞∏
j=1
j−1∏
m=−(j−1)
j∏
m′=−j
1
4
(
j2(j + 1)2 −m2) 1detcmj detBmj , (3.50)
where detD is the functional determinant of the operator D since the expansion coefficients in Eqs.
(3.27) and (3.40) are regarded as two-dimensional fields on R2 ∼= C and
detBmj =
j(j + 1)(j −m)(j +m)(j −m+ 1)(j +m+ 1)
(2j + 1)2
det
(
a b
c d
)
=
j3(j + 1)3det
(
(j(j + 1)−m)− r2∂z∂z
)
det
(
(j(j + 1) +m)− r2∂z∂z
)
(
j2(j + 1)2 −m2)detcmj .
Here we have incorporated the Jacobian factor for the change of variable (3.46).
After some similar algebra, the action SQB;j,~m of the modes for j ≥ 1/2, m = −j, |m′| ≤ j, can
be read as
(g5r)
2
2
· SQ
B;j≥ 1
2
,−j,m′ =
(
B−j,m
′
j+1,j (z, z)
)†
a−jj B
−j,m′
j+1,j (z, z)
+2j(j + 2)|ϕ−j,m′z,j (z, z)|2 + 2j2|ϕ−j,m
′
z,j (z, z)|2
+
(
σ−j,m
′
j (z, z)
)†
c−jj σ
−j,m′
j (z, z), (3.51)
12Using the determinant formula for a block matrix
det
 A B
C D
 = detA det(D − CA−1B) = detD det(A−BD−1C),
one may directly calculate the determinant of the matrix Mj,m. We checked it yields the same result.
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and the one for j ≥ 1/2, m = j, |m′| ≤ j as
(g5r)
2
2
· SQ
B;j≥ 1
2
,j,m′
=
(
Bj,m
′
j+1,j(z, z)
)†
ajjB
j,m′
j+1,j(z, z)
+2j2|ϕj,m′z,j (z, z)|2 + 2j(j + 2)|ϕj,m
′
z,j (z, z)|2
+
(
σj,m
′
j (z, z)
)†
cjjσ
j,m′
j (z, z), (3.52)
where
ajj = a
−j
j =
(j + 1)2
(j + 2)cjj
(
j(j + 2)− r2∂z∂z
)
.
Therefore the one-loop determinant from these sector with j ≥ 1/2, m = ±j, |m′| ≤ j is given by
∞∏
j=1/2
j∏
m′=−j
1(
j(j + 1)
)6 1
det
(
j(j + 2)− r2∂z∂z
)2 . (3.53)
Since the action SQB;j,±(j+1),m′ of the modes with j ≥ 0 is coming from the contribution of B+
only, we directly calculate the action without shifting scalar fields and a scale transformation and it is
then given by
(g5r)
2
2
· SQB;j≥0,±(j+1),m′ =
(
B
−(j+1),m′
j+1,j (z, z)
)†(
(j + 1)2 − r2∂z∂z
)
B
−(j+1),m′
j+1,j (z, z)
+
(
Bj+1,m
′
j+1,j (z, z)
)†(
(j + 1)2 − r2∂z∂z
)
Bj+1,m
′
j+1,j (z, z), (3.54)
which leads to the one-loop determinant
∞∏
j=0
j∏
m′=−j
1
det
(
(j + 1)2 − r2∂z∂z
)2 . (3.55)
Finally, the action SQB;j=0,0,0 contains remaining modes with j = 0 and it is simple as
(g5r)
2
2
·SQB;j=0,0,0 =
(
σ
~0
0(z, z)−iB0,01,0 (z, z)
)†
(−r2∂z∂z)
(
σ
~0
0(z, z)−iB0,01,0(z, z)
)
+|B0,01,0(z, z)|2, (3.56)
and the one-loop determinant is given by det(−r2∂z∂z)−1.
Note that the ghost factor (3.20) in terms of the harmonic modes on S3 gives rise to the one-loop
determinant
det
1
2
0 =
∞∏
j= 1
2
j∏
m=−j
j∏
m′=−j
j(j + 1), (3.57)
which is the inverse of the contribution from the real scalar field 1
2
∫
S3
dσ ∧ ∗dσ. See footnote 11 for
our treatment of the reality condition. Wrapping up all the contributions from the bosonic fluctuations
and the ghost contributions (3.15) and (3.57), the one-loop determinant can be written as the form
Υ
∞∏
j= 1
2
j∏
m=−j
j∏
m′=−j
1
j2(j + 1)2det
(
Kmj − r2∂z∂z
)
det
(
K−mj − r2∂z∂z
) (3.58)
25
with the factor
Υ = det(1− 4r2∂z∂z)2
up to an overall constant. This result is essentially the same as Ref. [28] with the root α = 0.
Next we consider the fermions in the quadratic Lagrangian (3.17). Note that P− ≡ 12(1 − γµkµ)
in the fermionic Lagrangian is a projection operator, i.e., P 2− = P− and thus projects out some com-
ponent of a spinor; in our case with kµ = δ3µ, the upper component. Fortunately the problem reduces
to computing spin-orbit coupling in quantum mechanics by identifying lm = eµm∂µ and γm = emµ γµ
with 2i
r
Lm and 2Sm, respectively [33]. Since ∇µ = ∂µ + i2rγµ, we have the relation
− iγµ∇µ = −iγmlm + 3
2r
=
4
r
−→
L · −→S + 3
2r
=
2
r
(
(
−→
L +
−→
S )2 −−→L · −→L
)
. (3.59)
In order to get the harmonic expansion of the spinors λ and ψ on S3, it is useful to introduce the
eigenspinors θk,ms;j,m2(x) = θ~mk,j(x) of the operator D ≡ γm∇m by [28]
θ~mk,j(x) =
j∑
m1=−j
∑
s=±(1/2)
〈j,m1; 1
2
, s|k,ms〉〉Sm1,m2j (x)ςs, (3.60)
where 〈j,m1; 12 , s|k,ms〉〉 are the Clebsch-Gordan coefficients of the spin-j representation and the
spin-1
2
representation into the spin-k representation, with k = j ± 1
2
and the spinor ςs satisfies the
relation S3ςs = sςs with s = ±1
2
. See appendix E for the Clebsch-Gordan coefficients. The spinors
θ~mk,j(x) obey the eigenvalue equations
D θj+ 1
2
,m+ 1
2
;j,m′ =
i
r
(
2j + 3
2
)
θj+ 1
2
,m+ 1
2
;j,m′,
D θj− 1
2
,m+ 1
2
;j,m′ = − ir
(
2j + 1
2
)
θj− 1
2
,m+ 1
2
;j,m′,
(3.61)
and form an orthonormal basis∫
S3
(
θ~m
′
k′,j′(x)
)†
θ~mk,j(x) ∗ 1 = δk′kδj′jδ ~m
′ ~m, (3.62)
where the complex conjugate obeys the usual relation (θ~mk,j(x))† = (−1)ms+m′θ−~mk,j (x). And it is easy
to verify that∫
S3
(
θ~m
′
k′,j′(x)
)†
(1− kmγm)θ~mk,j(x) ∗ 1 = 〈〈k′, m′|(1− 2S3)|k,m〉〉δj′jδm′2m2 . (3.63)
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Using the spinor basis (3.60), we expand the spinors λ and ψ as
λ(x, y) =
∞∑
j=0
j∑
m=−(j+1)
j∑
m′=−j
λj+ 1
2
,m+ 1
2
;j,m′(y)θj+ 1
2
,m+ 1
2
;j,m′(x)
+
∞∑
j=1/2
j−1∑
m=−j
j∑
m′=−j
λj− 1
2
,m+ 1
2
;j,m′(y)θj− 1
2
,m+ 1
2
;j,m′(x),
ψ(x, y) =
∞∑
j=0
j∑
m=−(j+1)
j∑
m′=−j
ψj+ 1
2
,m+ 1
2
;j,m′(y)θj+ 1
2
,m+ 1
2
;j,m′(x)
+
∞∑
j=1/2
j−1∑
m=−j
j∑
m′=−j
ψj− 1
2
,m+ 1
2
;j,m′(y)θj− 1
2
,m+ 1
2
;j,m′(x). (3.64)
We will use the shorthand notation for the coefficient modes such that λj± 1
2
,m+ 1
2
;j,m′ → λj± 1
2
and
ψj± 1
2
,m+ 1
2
;j,m′ → ψj± 1
2
whenever such a notation is enough. Since the Lagrangian (3.17) is also
quadratic in fermionic fields, it is straightforward to evaluate the action for the mode expansion (3.64),
which can be read as
t · SQV F =
∞∑
j=0
j∑
~m=−(j+1)
j∑
m′=−j
∫
d2ySQF ;j,~m(z, z). (3.65)
In order to implement the Gaussian integration for the action (3.65), we shift the spinor modes for
j ≥ 1
2
, −j ≤ m ≤ (j − 1), |m′| ≤ j as
λj+ 1
2
→ λj+ 1
2
+
1
j + 1
r∂zψj+ 1
2
,
λj+ 1
2
→ λj+ 1
2
+
√
j −m
(j + 1)(2j + 1)
r∂z
(√
j −mψj+ 1
2
+
√
j +m+ 1ψj− 1
2
)
,
λj− 1
2
→ λj− 1
2
− 1
j
r∂zψj− 1
2
,
λj− 1
2
→ λj− 1
2
−
√
j +m+ 1
j(2j + 1)
r∂z
(√
j −mψj+ 1
2
+
√
j +m+ 1ψj− 1
2
)
.
The corresponding action for these modes is then given by
SQF ;j≥1/2, ~m =
4
r
(
(j + 1)λj+ 1
2
λj+ 1
2
− jλj− 1
2
λj− 1
2
)
−4
r
(ψj+ 1
2
, ψj− 1
2
)
(
α β
γ δ
)(
ψj+ 1
2
ψj− 1
2
)
(3.66)
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with
α =
2j(j + 1)−m
2j + 1
− j −m
(j + 1)(2j + 1)
r2∂z∂z ≡ αmj ,
β =
√
(j −m)(j +m+ 1)
2j + 1
(
1− 1
j + 1
r2∂z∂z
)
,
γ =
√
(j −m)(j +m+ 1)
2j + 1
(
1 +
1
j
r2∂z∂z
)
,
δ = −2j(j + 1)−m
2j + 1
+
j +m+ 1
j(2j + 1)
r2∂z∂z .
Thus the above fermionic fluctuations lead to the one-loop determinant
∞∏
j=1/2
j−1∏
m=−j
j∏
m′=−j
j2(j + 1)2det
(
(j(j + 1)−m)− r2∂z∂z
)2
. (3.67)
Here we have considered the fact that λj± 1
2
and ψj± 1
2
are complex spinors. Cf. footnote 11.
For the remaining fermionic modes with j ≥ 0, m = −(j + 1), j, |m′| ≤ j, the corresponding
action reads as
SQF ;j≥0,m=−(j+1)&j =
4
r
(j + 1)
(
λj+ 1
2
,−(j+ 1
2
);j,m′λj+ 1
2
,−(j+ 1
2
);j,m′ + λj+ 1
2
,j+ 1
2
;j,m′λj+ 1
2
,j+ 1
2
;j,m′
)
−4
r
(
ψj+ 1
2
,−(j+ 1
2
);j,m′α
−(j+1)
j ψj+ 1
2
,−(j+ 1
2
);j,m′ + ψj+ 1
2
,j+ 1
2
;j,m′α
j
jψj+ 1
2
,j+ 1
2
;j,m′
)
, (3.68)
which leads to the one-loop determinant given by
det(1− r2∂z∂z)2
∞∏
j=1/2
j∏
m′=−j
j2(j + 1)2det
(
(j + 1)2 − r2∂z∂z
)2
. (3.69)
Combining all the contributions from the fermionic fluctuations yields the one-loop determinant
1
det(1− 4r2∂z∂z)2
∞∏
j=1/2
j∏
m=−j
j∏
m′=−j
j2(j + 1)2det
(
(j(j + 1)−m)− r2∂z∂z
)2
. (3.70)
Note that the one-loop determinant (3.70) from the fermionic fluctuations exactly cancels the
one (3.58) from the bosonic fluctuations. This result is somewhat expected [28] since our result
corresponds to the five-dimensionalN = 2 Yang-Mills theory on S3×R2 since the noncommutativity
can be ignored at the quadratic order. However the classical action (3.9) at the localization locus needs
not be quadratic and thus the noncommutative structure between background fields must be kept. The
matrix representation of the background fields consequently gives rise to a zero-dimensional matrix
model with the action (3.10) subject to a perplexing constraint [φ, σ] = 0. Thus we have explored the
red arrows in Fig. 1 to derive a large N matrix model from a five-dimensional NC U(1) gauge theory.
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3.2 Localization of hypermultiplet
Using the same twisting as the vector multiplet, we can deduce the BRST transformations for the
hypermultiplet given by
δQH1 = 0, δQH2 = ig5ǫ
TC3χ, δQH
1
= ig5ηǫ, δQH
2
= 0,
δQη = − 1
g5
(
γµDµH1 + [σ,H1] +
i
r
H1
)
ǫ, δQχ = − 2
g5
[φz, H1]ǫ+ F1ǫ,
δQη =
2
g5
ǫTC3[H
2
, φz] + ǫ
TC3F
2
, δQχ =
1
g5
ǫTC3
(
γµDµH
2
+ [H
2
, σ]− i
r
H
2
)
, (3.71)
δQF1 = 0, δQF2 = iǫ
TC3
(
γµDµη − 2[φz, χ]− [σ, η]− i
2r
η
)
− 2([H1, ǫTC3λ] + [H2, ψǫ]),
δQF
1
= −i
(
Dµχγ
µ + 2[φz, η] + [σ, χ] +
i
2r
χ
)
ǫ− 2([H1, ψǫ]− [H2, ǫTC3λ]), δQF 2 = 0.
The above BRST transformations are nilpotent, i.e., δ2Q = 0, as was expected. After a tedious calcu-
lation, the BRST transformation of the action (2.17) can be determined as
δQS5H = −
∫
dυ
[
1
2g5r
(
ηγµǫDµH1 − (ǫTC3γµχ)DµH2 + ηǫ[σ,H1]− ǫTC3χ[H2, σ]
)
− 1
g5r
(
χǫ[φz, H1] + ǫ
TC3χ[φz, H
2
]
)
+
1
2r
(
χǫF1 + ǫ
TC3ηF
2
)
+
3i
2g5r2
(
ηǫH1 + ǫ
TC3χH
2
)]
. (3.72)
The above variation is exactly cancelled by the BRST transformation of the mass term (2.39). Thus
the total action for the hypermultiplet is BRST invariant, i.e., δQ(S5H + SM5H) = 0.
Similarly we deform the action S(inv)5H ≡ S5H + SM5H by adding a BRST-exact term
SQ5H =
∫
dυδQ
[
(δQη)
†η + η(δQη)
† + (δQχ)
†χ+ χ(δQχ)
†
]
=
∫
dυLQB5H +
∫
dυLQF5H (3.73)
where the bosonic part of the Lagrangian LQ5H is given by
LQB5H =
1
g25
(
DµH
α˙
DµHα˙ − [σ,H α˙][σ,Hα˙] + 1
r2
H
α˙
Hα˙
)
+
(
F1 − 2
g5
[φz, H1]
)†(
F1 − 2
g5
[φz, H1]
)
+
(
F2 +
2
g5
[φz, H2]
)†(
F2 +
2
g5
[φz, H2]
)
+
kµ
g25
(1
2
ǫµνρFνρ +D
µσ
)(
[H
1
, H1]− [H2, H2]
) (3.74)
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up to total derivatives and the fermionic part by
LQF5H = η[H1, λ]− 2[λ,H
1
]η + 2[λ,H2]C3χ
∗ − [H2, λT ]C3χ
+kµ
(
i
(
ηDµη + χDµχ
)
+ ǫµνρ
(
ηγνDρη − χγνDρχ
)
+ i
(
[σ, η]γµη − [σ, χ]γµχ)
−ηγµ[H1, λ]− [H2, λT ]C3γµχ + 1
2r
(
ηγµη − 3χγµχ)). (3.75)
Now the total classical action is defined by
S˜5H ≡ S(inv)5H + tSQ5H . (3.76)
A fixed point of the BRST-exact action (3.73) is given by a solution to δQη = δQχ = 0 and δQη =
δQχ = 0 in addition to fermions = 0. One gets H1 = F1 = 0 from the first condition and H2 =
F2 = 0 from the second one. As a result, one finds no nontrivial background for the hypermultiplet
and thus S˜5H |FQ = 0.
Since we expand the fields in the hypermultiplet around the saddle point configuration as Eq.
(3.16) and take the limit t → ∞, it is enough to keep the quadratic order of the fluctuations. After
shifting the fields,
F1 → F1 + 2
g5
[φz, H1], F2 → F2 − 2
g5
[φz, H2],
the bosonic Lagrangian (3.74) reduces to a simple form:
t · LQHB =
1
g25
H
α˙
(
− ∂µ∂µ + 1
r2
)
Hα˙. (3.77)
Note that we have already carried out the integration over the auxiliary fields F1 and F2 and their con-
tributions to the partition function are simply an overall constant. Similarly the fermionic Lagrangian
(3.75) also becomes a quadratic form:
t · LQHF = ηkmγm
(
iγnDnη +
1
2r
η
)
+ χkmγ
n
(
iγmDnχ− 3
2r
χ
)
= ηkmγ
m
(
iγnDnη +
1
2r
η
)
+ χkmγ
m
(
iγnDnχ +
1
2r
χ
)
+
4
r
χ(S+L− − S−L+)χ (3.78)
where S± = 12(γ
1 ± iγ2) acts on the spinors S+ς− = ς+, S−ς+ = ς−. One can show by a direct
calculation using the mode expansion (3.79) below that the last term in Eq. (3.78) vanishes. A more
easier way to see this is to consider a change of variable (cf. footnote 5), χ → C−13 χ∗, χ → χTC3,
under which χkmγn
(
iγmDnχ− 32rχ
)→ χkmγm(iγnDnχ+ 12rχ) after integration by parts and using
the relation Dnkm = −1rεmnpkp.
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The one-loop partition function for the hypermultiplet can be obtained in the same way as the
vector multiplet by employing the harmonic expansions of the fluctuations13
H1(x, y) =
∞∑
j=0
j∑
~m=−j
H ~m1j(y)S
~m
j (x), H2(x, y) =
∞∑
j=0
j∑
~m=−j
H ~m2j(y)S
~m
j (x),
η(x, y) =
∞∑
j=0
j∑
m=−(j+1)
j∑
m′=−j
ηj+ 1
2
,m+ 1
2
;j,m′(y)θj+ 1
2
,m+ 1
2
;j,m′(x)
+
∞∑
j=1/2
j−1∑
m=−j
j∑
m′=−j
ηj− 1
2
,m+ 1
2
;j,m′(y)θj− 1
2
,m+ 1
2
;j,m′(x),
χ(x, y) =
∞∑
j=0
j∑
m=−(j+1)
j∑
m′=−j
χj+ 1
2
,m+ 1
2
;j,m′(y)θj+ 1
2
,m+ 1
2
;j,m′(x)
+
∞∑
j=1/2
j−1∑
m=−j
j∑
m′=−j
χj− 1
2
,m+ 1
2
;j,m′(y)θj− 1
2
,m+ 1
2
;j,m′(x). (3.79)
The one-loop determinant from the bosonic fluctuations can easily be obtained as
∞∏
j=0
j∏
m=−j
j∏
m′=−j
1
(2j + 1)4
. (3.80)
The above mode expansion for the fermionic Lagrangian (3.78) leads to the action given by
−1
r
∞∑
j=0
j∑
m′=−j
(2j + 1)
(|ηj+ 1
2
,j+ 1
2
;j,m′|2 − |ηj+ 1
2
,−(j+ 1
2
);j,m′|2
)
+ (η → χ)
−1
r
∞∑
j=1/2
j−1∑
m=−j
j∑
m′=−j
(ηj+ 1
2
, ηj− 1
2
)
(
α −β
β α
)(
ηj+ 1
2
ηj− 1
2
)
+ (η → χ) (3.81)
with
α = 2m+ 1, β = 2
√
(j −m)(j +m+ 1).
Therefore the one-loop determinant from these fermionic modes yields a factor
∞∏
j=0
j∏
m=−j
j∏
m′=−j
(2j + 1)4. (3.82)
Wrapping up the bosonic and fermionic contributions, one finds that the hypermultiplet con-
tributes just a constant to the total partition function.
13Since the hypermultiplet involves complex fields only, it is not necessary to care about the reality condition of the
harmonic expansions in Eq. (3.79), unlike the vector multiplet as we remarked in footnote 11. Hence all the expansion
coefficients in (3.79) will be regarded as independent.
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4 Localization of three-dimensional large N gauge theory
The relationship between a lower-dimensional large N gauge theory and a higher-dimensional NC
U(1) gauge theory in Fig. 1 is an exact mathematical identity. The identity in Fig. 1 is derived
from the fact that the NC space (1.1) admits a separable Hilbert space and NC U(1) gauge fields
become operators acting on the Hilbert space. Using the matrix representation (1.8) of NC fields, we
have obtained a three-dimensional large N gauge theory described by the action (2.10) for the vector
multiplet and the action (2.22) for the hypermultiplet. Now we will explore the blue arrows in Fig.
1 to illuminate how to derive the same large N matrix model starting from a three-dimensional large
N gauge theory. See Refs. [15, 16] and references therein for the localization of three-dimensional
quantum field theories.
The BRST invariant theory for the vector multiplet in the three-dimensional large N gauge theory
is given by the action (3.4) by applying the isomorphic map (1.16). The localization locus FQ is
defined by
δQλ =
1
2
( 1
2g3
Fµνγ
µν +
i
g3
γµDµσ − iD
)
ǫ = 0,
δQψ = − i
g3
(
γµDµφz − [φz, σ]
)
ǫ = 0, (4.1)
δQψ = iF ǫ
TC3 = 0,
where ǫ is a Killing spinor satisfying Eq. (2.26). The space of FQ consists of all possible solutions
obeying the above conditions. It may be characterized by the BPS equations given by
1
2
εµνρFνρ +D
µσ = 0 & Dµφz = [φz, σ] = 0 (4.2)
and D = F = F = 0. See, e.g., [36] for the localization at a Dirac monopole configuration. But
we will consider a more simplified set of solutions satisfying Aµ = ∂µσ = ∂µφz = 0 and thus FQ is
defined by the set of constants obeying
FQ = {(σ, φz)|[φz, σ] = 0}. (4.3)
Then the classical action at the locus FQ is given by the zero-dimensional matrix model (3.10).
The conventional choice of vacuum in the Coulomb branch of U(N) gauge theory is given by
Eq. (1.17). It means that the locus FQ takes values in the Cartan subalgebra of the Lie algebra of
g = U(N) such that
σ =
N∑
i=1
σiHi, φz =
N∑
i=1
φizHi. (4.4)
Here Hi (i = 1, · · · , N) are generators of the Cartan subalgebra of u(N) of rank N . In this case
the U(N) gauge symmetry is broken to U(1)N . Note that the gauge group g in our case is U(N), in
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particular, in the limit N → ∞. In order to find all possible solutions defining the space of FQ, it is
important to notice that the limit N → ∞ opens a new phase of the Coulomb branch, the so-called
NC Coulomb branch [3, 8]. For example it may be characterized by the vacuum (1.18) satisfying
the Moyal-Heisenberg algebra. It should be emphasized that the NC Coulomb branch arises as a
vacuum solution of the large N gauge theory (2.10) and it saves the NC nature of matrices while the
conventional vacuum (4.4) dismisses the property.
To be specific, the locus FQ in the NC Coulomb branch is given by
〈σ〉vac = σ0IN×N (4.5)
and
〈φz〉vac = − i√2α′

0 0 0 · · · 0
1 0 0 · · · 0
0
√
2 0 · · · 0
0 0
√
3 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

≡ − i
2α′
z,
〈φz〉vac = i√2α′

0 1 0 0 · · · 0
0 0
√
2 0 · · · 0
0 0 0
√
3 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 ≡ i2α′ z.
(4.6)
It is then obvious that 〈[φz, σ]〉vac = 0 and 〈[φz, φz]〉vac = 12α′ IN×N . Of course, we have to take the
limit N → ∞ to make sense of this NC vacuum.14 One may observe that the NC vacuum (4.6) can
be represented by the root system r of the Lie algebra su(N) as
〈φz〉vac = − i√
2α′
∑
α∈r
φαzEα. (4.7)
Therefore the NC Coulomb branch is in sharp contrast to the conventional vacuum (4.4) which takes
values in the Cartan subalgebra of u(N) only.
The localization of a large N gauge theory at the conventional Coulomb branch (4.4) has been
discussed by many authors [33, 36, 37, 38, 39, 40]. See also a review [35]. So we will focus on the
localization at the NC Coulomb branch. Let us represent all possible deformations of the vacuum FQ
14It might be remarked that
√
2α′φz corresponds to a = x+ip√
2~
and
√
2α′φz to a† =
x−ip√
2~
and the operators x and p
obey the Heisenberg algebra [x, p] = i~. As is well-known from quantum mechanics, the representation space of the
Heisenberg algebra is the infinite-dimensional Fock space H and so the representation φz and φz on the Hilbert space H
requires infinite-dimensional matrices.
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by
σ(x, z, z) = σ0IN×N + 1√tδσ(x, z, z),
φz(x, z, z) = − i2α′ z + 1√tδφz(x, z, z),
φz(x, z, z) =
i
2α′
z + 1√
t
δφz(x, z, z),
Φ(x, z, z) = 1√
t
δΦ(x, z, z),
(4.8)
where Φ(x, z, z) collectively represents remaining fields with the vanishing vacuum expectation value
at FQ. The notation in Eq. (4.8) means the large N matrices such that, for example,
Φ(x, z, z) ∼=
N∑
i=1
Φi(x)Hi +
∑
α∈r
Φα(x)Eα. (4.9)
In other words, the matrix representation of Φ(x, z, z) on the Fock space H can be expanded in the
Chevalley basis (Hi, E±α) of the Lie algebra u(N) in the limit N → ∞. With this notation, it is
obvious that the localization of the three-dimensional large N gauge theory around the locus (4.3)
is exactly parallel to the five-dimensional case and thus arrives at the results (3.58) and (3.70) for
the one-loop determinant from the bosonic and fermionic fluctuations described by large N matrices
in Eq. (4.8). So we confirm the duality in Fig. 1 to illustrate how to use a five-dimensional NC
U(1) gauge theory for the localization of the vector multiplet in the three-dimensional large N gauge
theory.
We can apply the same idea to the hypermultiplet in a three-dimensional large N gauge theory.
The BRST invariant theory for the hypermultiplet in the three-dimensional large N gauge theory is
given by the action (3.76) by applying the isomorphic map (1.16). The localization locus FQ for the
hypermultiplet is defined by
δQη = − 1
g3
(
γµDµH1 + [σ,H1] +
i
r
H1
)
ǫ = 0,
δQχ = − 2
g3
[φz, H1]ǫ+ F1ǫ = 0,
δQη =
2
g3
ǫTC3[H
2
, φz] + ǫ
TC3F
2
= 0,
δQχ =
1
g3
ǫTC3
(
γµDµH
2
+ [H
2
, σ]− i
r
H
2
)
= 0. (4.10)
Given the locus FQ of the vector multiplet, the solution for the above equations is trivial and it is given
by H1 = H2 = F1 = F2 = 0. The fluctuations around the locus FQ are described by
Φ(x, z, z) =
1√
t
δΦ(x, z, z), (4.11)
which we assume the same expansion (4.9) in terms of the Chevalley basis (Hi, E±α) of the Lie alge-
bra u(N). So we will eventually arrive at the result (3.80) and (3.82) for the one-loop determinant for
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the hypermultiplet described by the three-dimensional large N gauge theory. This result also confirms
the duality in Fig. 1 between a five-dimensional NC U(1) gauge theory and a three-dimensional large
N gauge theory.
5 Discussion
We emphasize that a NC space realizes a remarkable duality between a higher-dimensional NC U(1)
gauge theory and a lower-dimensional large N gauge theory [3, 41]. This duality is simply derived
from a very elementary fact that the NC space (1.1) denoted by R2nθ is equivalent to the Heisenberg
algebra of an n-dimensional harmonic oscillator. A well-known property from quantum mechanics is
that the NC space R2nθ admits a separable Hilbert space and NC U(1) gauge fields become operators
acting on the Hilbert space. The matrix representation of dynamical operators on the Hilbert space
immediately leads to the picture depicted in Fig. 1. Therefore the relationship between a lower-
dimensional large N gauge theory and a higher-dimensional NC U(1) gauge theory in the figure is an
exact mathematical identity. In this correspondence, the dynamical variables in the lower-dimensional
large N gauge theory take values in AN(S3) = C∞(S3) ⊗ AN and those in the higher-dimensional
NC U(1) gauge theory take values in Aθ(S3) = C∞(S3) ⊗ Aθ. We have applied the localization
technique to this correspondence. The result reveals a rich duality between NC U(1) gauge theories
and large N matrix models in various dimensions, as clearly summarized in Fig. 1.
We note that both AN(S3) and Aθ(S3) are associative NC algebras and {AN(S3), [•, •]} and
{Aθ(S3), [−,−]} form a Lie algebra under their bracket operation. Moreover, given a Hilbert space
H, a matrix in Eq. (1.8) is an element of a linear map ρ : H → H, i.e., ρ = End(H) and a
linear representation ρ : Aθ(S3) → AN(S3) in H is a Lie algebra homomorphism. However there is
another important lesson that we have learned from quantum mechanics. For example, the momentum
(position) operator in the Heisenberg algebra (1.2) can be represented by a differential operator in
position (momentum) space, i.e., pi = −i~ ∂∂xi or xi = i~ ∂∂pi . Recall that we have used the left-
invariant vector fields in Eq. (D.7) to represent the SU(2) Lie algebra. More generally a NC algebra
Aθ always has a representation in terms of a differential (graded) Lie algebra D and the mapAθ → D
is also a Lie algebra homomorphism [5]. To be specific, let us apply the Lie algebra homomorphism
Aθ → D to the dynamical variables in Fig. 1. We will get a set of differential operators derived
from the five-dimensional NC U(1) gauge theory on S3 × R2θ, which is isomorphically mapped to a
three-dimensional large N gauge theory through the matrix representation as shown in Fig. 1. An
interesting problem is to identify the theory described by the set of differential operators. It turns out
[3] that the theory in a classical limit describes a five-dimensional gravity whose asymptotic (vacuum)
geometry corresponds to S3 × R2 and the relationship between the five-dimensional gravity and the
three-dimensional large N gauge theory is the well-known gauge/gravity duality or large N duality.
Therefore the localization of a higher-dimensional NCU(1) gauge theory and a lower-dimensional
large N gauge theory in Fig. 1 can be interpreted as a localization of a five-dimensional gravity
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Figure 2: Localization for large N duality
emergent from the gauge theory. A configuration at the localization locus FQ will be mapped to a
BPS geometry according to the correspondenceAθ → D. This means that there exists an isomorphic
map from the NC U(1) gauge theory to the Einstein gravity which completes the large N duality [41].
In our case, Eq. (4.3) corresponds to a vacuum geometry S3 × R2. As we pointed out in section 4,
the locus is characterized by the BPS equations (4.2) whose solution is, in general, nontrivial, e.g.
U(N) instantons on S3 such as Nahm monopoles and U(1)N monopoles in R × S2 [36]. Of course,
putting instantons on a compact space is highly nontrivial. Nevertheless solutions exist, e.g., [42]. It
is known [43] that NC U(1) instantons on R2nθ are equivalent to n-dimensional Calabi-Yau manifolds
in a commutative limit. Therefore it will be interesting to consider a nontrivial locus such as BPS
solutions and study their emergent geometry around the locus from the geometric point of view.
Our localization scheme outlined in Fig. 1 may be directly applied to a localization problem in
the AdS/CFT correspondence [20]. The AdS5 space has a boundary R × S3 in global coordinates.
Hence one may consider theN = 4 U(N) SYM theory on R× S3 [34, 44] to study the AdS5/CFT4
duality. The localization technique provides us a powerful tool for a nonperturbative analysis of
the large N duality [6]. The N = 4 SYM theory has six adjoint scalar fields and the AdS/CFT
duality typically considers the N → ∞ limit of U(N) gauge group. Therefore one can consider a
vacuum in the NC Coulomb branch by turning on vacuum expectation values of the adjoint scalar
fields such that the vacuum moduli obey the Heisenberg algebra (1.18) with rank(B) = 6. As we
illustrated in section 4, the fluctuations around the NC Coulomb branch (1.18) are described by a
ten-dimensional N = 1 supersymmetric NC U(1) gauge theory [8]. Although these two theories are
defined in different dimensions with different gauge groups, they are mathematically equivalent to
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each other as depicted in Fig. 2. In this paper we have shown that the localization of a large N gauge
theory at the NC Coulomb branch is equivalent to the localization of a higher-dimensional NC U(1)
gauge theory. The corresponding picture for the AdS/CFT correspondence has been summarized in
Fig. 2. As we remarked in section 1, the NC field theory representation of a lower-dimensional
large N gauge theory in the NC Coulomb branch will provide us a powerful machinery to identify
gravitational variables dual to large N matrices [3]. Hence one may study a nonperturbative aspect
of the AdS/CFT correspondence using the localization technique along the flowchart in Fig. 2. We
think that Fig. 2 will be a straightforward generalization of Fig. 1. We hope to address this interesting
problem in the near future.
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A Notation, conventions and useful formulae
A.1 Gamma matrices
The five-dimensional gamma matrices ΓM , M = 1, · · · , 5, are given by
Γm = γm ⊗ σ2, Γ4 = 1⊗ σ1, Γ5 = 1⊗ σ3, (A.1)
and the three-dimensional gamma matrices are defined by
γm = σm, m = 1, 2, 3 (A.2)
where σm are the Pauli matrices. The gamma matrices satisfy the Dirac algebra
{ΓM ,ΓN} = 2δMN , (A.3)
{γm, γn} = 2δmn (A.4)
and the Lorentz generators are defined by
JMN =
1
2
ΓMN =
1
4
[ΓM ,ΓN ], Jmn =
1
2
γmn =
1
4
[γm, γn] =
i
2
εmnpγ
p. (A.5)
Useful (anti-)commutation relations are
{ΓMN ,ΓL} = 2ΓMNL, [ΓMN ,ΓL] = 2(ΓMδNL − ΓNδML). (A.6)
Similar relations hold for the three-dimensional gamma matrices γm.
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A.2 Charge conjugation matrices
The five-dimensional charge conjugation matrix C5 obeys
(ΓM)T = C5Γ
MC−15 , (C5)
T = −C5 (A.7)
where T denotes the transpose of a matrix. It is related to the three-dimensional charge conjugation
matrix C3 = iσ2 by
C5 = C3 ⊗ 1 (A.8)
and thus C3 satisfies the relation
(γm)T = −C3γmC−13 , (C3)T = −C3. (A.9)
A.3 Fermion bilinears
Symplectic Majorana spinors satisfy the following transposition property of fermion bilinears:
ψα˙χ
α˙ = −χα˙ψα˙,
ψα˙Γ
Mχα˙ = −χα˙ΓMψα˙, (A.10)
ψα˙Γ
MNχα˙ = χα˙Γ
MNψα˙.
The raising and lowering of SU(2)R indices are defined by
χα˙ ≡ χβ˙εβ˙α˙, ψα˙ ≡ ψβ˙εβ˙α˙. (A.11)
Then the following relation is deduced:
ψα˙χ
α˙ = −ψα˙χα˙ (A.12)
which should not be confused with the first one in (A.10). Our convention for the SU(2)R invariant
tensors, εα˙β˙ and εα˙β˙, is given by
ε12 = ε
21 = 1, ε21 = ε
12 = −1 (A.13)
and thus εα˙γ˙εγ˙β˙ = δ β˙α˙ .
A.4 Lie algebra g
The gauge group for NC U(1) gauge theories is U(1)⋆ whose element is given by
eiλ⋆ =
∞∑
k=0
ik
k!
k times︷ ︸︸ ︷
λ ⋆ · · · ⋆ λ ∈ U(1)⋆ (A.14)
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where λ = λ(X) ∈ Aθ. We consider the matrix representation (1.8) of the NC gauge parameter
λ ∈ Aθ which leads to a gauge transformation parameter in U(N → ∞) gauge theory. In this way,
we get the gauge group U(N) for large N gauge theories with the limit N →∞, i.e., U(1)⋆ → U(N)
by eiλ⋆ 7→ eiΛ where Λ(x) =
∑N2
a=1 λ
a(x)T a. The Lie algebra generators in u(N) are split into su(N)
generators T a (a = 1, · · · , N2 − 1) and a u(1) generator TN2 = 1√
N
I. The su(N) generators are
normalized as Tr(T aT b) = δab and obey the commutation relation
[T a, T b] = ifabcT c. (A.15)
It is convenient to introduce the Chevalley basis (Hi, E±α) for a simple Lie algebra, i.e. su(N),
obeying the relations
[Hi, Eα] = αiEα, [Eα, E−α] = αiHi ≡ α ·H (A.16)
where i = 1, · · · , N − 1 and α ∈ r is an element of the root system r of the Lie algebra su(N).
A.5 Integral on NC space
For the star product (1.7), the integral∫
d5Xf1(X) ⋆ f2(X) ⋆ · · · · · · ⋆ fn(X) (A.17)
is invariant under cyclic permutations of the smooth functions fi [4]. In particular, the following
useful relations are deduced from this property:∫
d5Xf(X) ⋆ g(X) =
∫
d5Xg(X) ⋆ f(X), (A.18)∫
d5Xf1(X) ⋆ f2(X) ⋆ f3(X) =
∫
d5Xf2(X) ⋆ f3(X) ⋆ f1(X) =
∫
d5Xf3(X) ⋆ f1(X) ⋆ f2(X).
(A.19)
Note that the above cyclic permutations have been derived from the assumption that the functions fi
appropriately behave, i.e., rapidly decay, at asymptotic infinities so that total derivative terms can be
dropped. Thus one may worry about the first term in (1.11) since F̂MN does not decay to zero but
approaches to a constant value at infinity. Fortunately, constant terms do not introduce any trouble
for the cyclic permutation of the integral because they are immune from the star product and so they
can be placed outside the integral. For example, if one of fi’s in Eq. (A.19) is constant, Eq. (A.19)
reduces to Eq. (A.18). Consequently the constant terms in the star product do not threaten the cyclic
property (A.19) unless the integral is divergent. In this case the cyclic permutation of the integral
(A.17) can be implemented with impunity.
This property can also be understood using the matrix representation (1.8). In the matrix repre-
sentation, the integral (A.17) is transformed into the trace over matrices, i.e.,∫
d5X = (2πθ)
∫
d3xTr. (A.20)
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Therefore the cyclic property of the integral (A.17) corresponds to the cyclic permutation of the matrix
trace, e.g.,
Trf1(x)f2(x)f3(x) = Trf2(x)f3(x)f1(x) = Trf3(x)f1(x)f2(x) (A.21)
for N × N matrices f1,2,3(x) over R3 or S3. Note that the background B-field is mapped to the
identity matrix (see A.4) and so it can freely escape from the trace. Hence the previous argument is
confirmed.
B Vanishing cubic terms in supersymmetric transformations
This appendix is to check the supersymmetric invariance of five-dimensional NC U(1) gauge theory,
in particular, the vanishing of the fermionic cubic terms in supersymmetric variations [45].
As in the commutative case, after cancellation of all the quadratic terms, we are left with the cubic
terms of Ψ field:
Ψα˙Γ
M [Σβ˙ΓMΨ
β˙,Ψα˙]−Ψα˙[Σβ˙Ψβ˙,Ψα˙]. (B.1)
In order to show the vanishing of the cubic terms in (B.1), we need the Fierz identity for gamma
matrices
δαγδδβ =
1
4
δαβδδγ +
1
4
(ΓM)αβ(ΓM)δγ − 1
8
(ΓMN)αβ(ΓMN)δγ (B.2)
which leads to the identity
(φη)(ǫζ) = −1
4
(ηζ)(ǫφ)− 1
4
(ηΓMζ)(ǫΓMφ) +
1
8
(ηΓMNζ)(ǫΓMNφ) (B.3)
for arbitrary symplectic Majorana spinors ǫ, ζ, η and φ. First note that, using the identityΨα˙(Σβ˙Ψβ˙)Ψα˙ :=
−(Ψα˙)T (Ψα˙)T (Σβ˙Ψβ˙) = −Ψα˙Ψα˙(Σβ˙Ψβ˙), we get
Ψα˙[Σβ˙Ψ
β˙,Ψα˙] := −2Ψα˙Ψα˙Σβ˙Ψβ˙ (B.4)
where := means the equality under the integral
∫
M
d5X , i.e., up to total derivative terms. Similarly,
we have
Ψα˙Γ
M [Σβ˙ΓMΨ
β˙,Ψα˙] := −2Ψα˙ΓMΨα˙Σβ˙ΓMΨβ˙. (B.5)
But, one can show by the same calculation that
Ψα˙Γ
MN [Σβ˙ΓMNΨ
β˙,Ψα˙] := 0. (B.6)
Using this result, let us rewrite Eq. (B.1) as the following form
Ψα˙[Σβ˙Ψ
β˙,Ψα˙] + Ψα˙Γ
M [Σβ˙ΓMΨ
β˙,Ψα˙]− 1
2
Ψα˙Γ
MN [Σβ˙ΓMNΨ
β˙,Ψα˙]− 2Ψα˙[Σβ˙Ψβ˙,Ψα˙]
= −4Ψβ˙[Σβ˙Ψα˙,Ψα˙]− 2Ψα˙[Σβ˙Ψβ˙,Ψα˙] (B.7)
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where we applied the Fierz identity (B.2) to the first three terms and used the identity Ψα˙Ψβ˙Σβ˙Ψα˙ :=
Ψ
β˙
(Σβ˙Ψ
α˙)Ψα˙. Note that the first term in (B.7) can be written as
4Ψ
β˙
[Σβ˙Ψα˙,Ψ
α˙] := 4Σβ˙Ψα˙(Ψ
α˙
Ψβ˙ −Ψβ˙Ψα˙)
= −4Ψα˙Ψα˙Σβ˙Ψβ˙, (B.8)
using the identitiesΨβ˙(Σβ˙Ψα˙)Ψα˙ := −(Ψα˙)T (Ψ
β˙
)T (Σβ˙Ψα˙) = Ψ
α˙
Ψβ˙(Σβ˙Ψα˙) and (Ψ
α˙
Ψβ˙−Ψβ˙Ψα˙) =
−εα˙β˙Ψγ˙Ψγ˙ . After using Eqs. (B.4) and (B.8), one can finally see that the two terms in (B.7) exactly
cancel each other. This completes the proof of the supersymmetric invariance of five-dimensional NC
U(1) gauge theory.
C Closed supersymmetric algebra
In this appendix, we present a detailed result for the closedness of the supersymmetry algebra on
S3 × R2θ for the vector multiplet. The modified supersymmetry transformations generated by the
spinor ǫ obeying Eq. (2.26) will be denoted by ∆ǫ = δǫ + δ′ǫ where δǫ-transformations are given by
Eq. (2.15) with the replacement g3 → g5. The result on S3 is exactly the same as the five-dimensional
case if g5 is replaced by g3.
First, the vector multiplet satisfies the following closed algebra given by
[∆η,∆ǫ]Aµ = −iζνFνµ + iζDµσ, (C.1)
[∆η,∆ǫ]φz = −iζµDµφz − ζ [σ, φz], (C.2)
[∆η,∆ǫ]σ = −iζµDµσ, (C.3)
[∆η,∆ǫ]λ = −iζµ
(
Dµλ+
i
2r
γµλ
)− ζ([σ, λ] + 1
r
λ
)
, (C.4)
[∆η,∆ǫ]ψ = −iζµ
(
Dµψ +
i
2r
γµψ
)− ζ([σ, ψ] + 1
r
ψ
)
, (C.5)
[∆η,∆ǫ]F = −iζµDµF − ζ
(
[σ, F ] +
2
r
F
)
, (C.6)
[∆η,∆ǫ]D = −iζµDµD − ζ [σ,D], (C.7)
where
ζµ = ǫγµη − ηγµǫ, ζ = ǫη − ηǫ (C.8)
and the covariant derivative Dµ contains gauge and spin connections. In order to get the above result,
we have used at several places the three-dimensional Fierz identity,
(ǫψ)φ = −1
2
ψ(ǫφ)− 1
2
γµψ(ǫγ
µφ) (C.9)
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for complex spinors ǫ, ψ and φ. It is useful to recall that the transformation parameters ǫ and η do not
depend on the NC coordinates ya ∈ R2θ, so they are immune from the star product that is implicitly
assumed for all multiplications. It is easy to see that [∆η,∆ǫ] acts as an even symmetry of the theory
since it can be written as a sum of a translation generated by the parameters ζµ, a gauge transformation
by ρ = ζµAµ+ ζσ, a Lorentz transformation by κµν = 1rεµνλζ
λ and a U(1) transformation in SU(2)R
symmetry by υ = ζ
r
[31]. Thus it verifies that the modified supersymmetry transformations ∆ǫ form
a closed algebra even off-shell.
D Harmonic analysis on S3
Any element of SU(2) can be written in the form
g =
(
α β
−β α
)
, |α|2 + |β|2 = 1. (D.1)
The Maurer-Cartan (MC) forms ωm on the SU(2) group manifold are defined by
g−1dg =
3∑
m=1
τmω
m,
and they satisfy
dωm − 1
2
εmnpωn ∧ ωp = 0. (D.2)
The basis of the su(2) Lie algebra obeys the relation
[τm, τn] = −εmnpτp.
See the appendix in Ref. [35] for their explicit coordinate representations.
We can use the MC forms to analyze the differential geometry of S3. The dreibein of S3 is
proportional to ωm, and we write
em =
r
2
ωmµ dx
µ =
r
2
ωm. (D.3)
In terms of the dreibeins, the metric on S3 is given by
gµν = e
m
µ e
n
νδmn. (D.4)
The inverse dreibein is defined by
Eµm = g
µνeνm,
which can be used to define left-invariant vector fields
lm = E
µ
m∂µ. (D.5)
They satisfy em(ln) = δmn and the commutation relations
[lm, ln] = −2
r
εmnplp. (D.6)
If we introduce the operators Lm through
lm =
2i
r
Lm, (D.7)
they obey the standard commutation relations of the SU(2) angular momentum operators:
[Lm, Ln] = iεmnpLp. (D.8)
The spin connection ωmn is introduced via the torsion-free condition
dem + ωmn ∧ en = 0.
In our case this condition can be solved by
ωmn =
1
r
εmnpe
p (D.9)
using Eq. (D.2). The torsion-free condition also leads to the explicit expression,
ωmnµ = E
ν
n(∂µe
m
ν − Γλµνemλ )
or, equivalently,
∂µe
m
ν = Γ
λ
µνe
m
λ − enνωmnµ, ∂µEνm = Eνnωnmµ − ΓνµλEλm.
The curvature tensor is given by
Rmn = dω
m
n + ω
m
p ∧ ωpn = 1
r2
em ∧ en,
or, equivalently, Rmnmn = 1r2 (no sum). Thus the Ricci tensor and the Ricci scalar are given by
Rmn =
2
r2
δmn and R = 6r2 , respectively.
The scalar Laplacian on S3 can be written in local coordinates as
0φ = − 1√
detg
∑
µ,ν
∂
∂xµ
(√
detggµν
∂φ
∂xν
)
(D.10)
or equivalently
0 = −gµν∂µ∂ν + gµνΓλµν∂λ. (D.11)
It can be written, in terms of left-invariant vector fields, as
−0 =
3∑
m=1
l2m
= EµmE
ν
m∂µ∂ν + E
µ
m
∂Eνm
∂xµ
∂
∂xν
. (D.12)
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The Peter-Weyl theorem says that any square-integrable function on S3 ∼= SU(2) can be written as a
linear combination of the spherical harmonics in Eq. (3.28) as was illustrated in (3.27).
The dreibeins em are taken as the eigenstate of the spin operators −→S · −→S and S3 where (Sm)ln =
iεlmn is the spin-1 representation of SU(2). The vector spherical harmonics on S3 are then con-
structed by considering a tensor product of the scalar spherical harmonics with the spin-1 basis
|s = 1, sz〉 (sz = −1, 0, 1). The space of one-forms on S3 can be decomposed using the vector
spherical harmonics in Eq. (3.34). The vector Laplacian 1 ≡ ∗d ∗ d acts on a one-form B = emBm
obeying the Lorentz gauge condition d†B ≡ ∗d ∗B = lmBm = 0 as follows:
∗ d ∗ dB =
(
− lnlnBm + 2
r
ǫm
nplnBp +
4
r2
Bm
)
em. (D.13)
Using the dreibein, we can define locally inertial gamma matrices as γm = Eµmγµ which satisfy
the relations
{γm, γn} = 2δmn, [γm, γn] = 2iεmnpγp.
The covariant derivative acting on a spinor is defined by
∇µ = ∂µ + 1
4
ωmnµ γmn = ∂µ +
i
2
emµ γm
= ∂µ +
i
2
γµ. (D.14)
It follows that the Dirac operator is
− i /D = −iγµ∂µ + 3
2r
= −iγmlm + 3
2r
. (D.15)
The Laplacian for the Dirac operator obeys the relation
− /D2 = −γµγν∇µ∇ν = −(gµν + γµν)∇µ∇ν
=  1
2
− 1
2
γmnRmn =  1
2
+
1
4
R. (D.16)
If we introduce the spin operators Sm = 12γm satisfying the su(2) algebra [Sm, Sn] = iεmnpSp,
the Dirac operator reads as
− i /D = 4
r
(−→
L · −→S + 3
8
)
. (D.17)
Since the total angular momentum is defined by−→J = −→L +−→S such that −→L · −→S = 1
2
(
−→
J 2−−→L 2−−→S 2)
and −→S corresponds to spin s = 1
2
and −→L to j, the possible eigenvalues of −→J are j ± 1/2. Thus the
eigenvalues of the Dirac operator (D.15) are equal to
2
r
((
j ± 1
2
)(
j ± 1
2
+ 1
)− j(j + 1)) = { 1r(2j + 32) for +;−1
r
(
2j + 1
2
)
for −, (D.18)
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with degeneracies
dj± 1
2
=
(
2
(
j ± 1
2
)
+ 1
)(
2j + 1
)
=
{
2(j + 1)(2j + 1) for +;
2j(2j + 1) for −. (D.19)
The eigenvectors of the Dirac operator are given by the spinor spherical harmonics introduced in Eq.
(3.60).
E Clebsch-Gordan coefficients
We reproduce the Clebsch-Gordan coefficients for the products j ⊗ 1 and j ⊗ 1
2
in Ref. [28] for
reader’s convenience.
• The spin k = j + 1 representation
|k = j + 1, m〉〉 = 1√
2(j + 1)(2j + 1)
(√
(j +m)(j +m+ 1)|j,m− 1〉|1, 1〉
+
√
2(j +m+ 1)(j −m+ 1)|j,m〉|1, 0〉+
√
(j −m)(j −m+ 1)|j,m+ 1〉|1,−1〉
)
.
• The spin k = j representation
|k = j,m〉〉 = 1√
2j(j + 1)
(
−
√
(j +m)(j −m+ 1)|j,m− 1〉|1, 1〉
+
√
2m|j,m〉|1, 0〉+
√
(j −m)(j +m+ 1)|j,m+ 1〉|1,−1〉
)
.
• The spin k = j − 1 representation
|k = j − 1, m〉〉 = 1√
2j(2j + 1)
(√
(j −m)(j −m+ 1)|j,m− 1〉|1, 1〉
−
√
2(j +m)(j −m)|j,m〉|1, 0〉+
√
(j +m)(j +m+ 1)|j,m+ 1〉|1,−1〉
)
.
The spin operator S3 acts on the state |k,m〉〉 as
S3|j + 1, m〉〉 = m
j + 1
|j + 1, m〉〉 −
√
j(j −m+ 1)(j +m+ 1)
(j + 1)2(2j + 1)
|j,m〉〉.
S3|j,m〉〉 = 1√
j(j + 1)
(
−
√
j2(j −m+ 1)(j +m+ 1)
(j + 1)(2j + 1)
|j + 1, m〉〉
+
√
m2
j(j + 1)
|j,m〉〉 −
√
(j + 1)2(j −m)(j +m)
j(2j + 1)
|j − 1, m〉〉
)
.
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S3|j − 1, m〉〉 = −m
j
|j − 1, m〉〉 −
√
(j + 1)(j −m)(j +m)
j2(2j + 1)
|j,m〉〉.
• The spin k = j + 1
2
representation (m = −(j + 1),−j, · · · , j − 1, j)
|k = j + 1
2
, m+
1
2
〉〉 =
√
j −m
2j + 1
|j,m+ 1〉|1
2
,−1
2
〉+
√
j +m+ 1
2j + 1
|j,m〉|1
2
,
1
2
〉.
• The spin k = j − 1
2
representation (m = −j, · · · , j − 1)
|k = j − 1
2
, m+
1
2
〉〉 =
√
j +m+ 1
2j + 1
|j,m+ 1〉|1
2
,−1
2
〉+
√
j −m
2j + 1
|j,m〉|1
2
,
1
2
〉.
The spin operator S3 acts on the state |k,m〉〉 as
S3|j + 1
2
, m+
1
2
〉〉 = 2m+ 1
2(2j + 1)
|j + 1
2
, m+
1
2
〉〉 −
√
(j −m)(j +m+ 1)
2j + 1
|j − 1
2
, m+
1
2
〉〉.
S3|j − 1
2
, m+
1
2
〉〉 = −
√
(j −m)(j +m+ 1)
2j + 1
|j + 1
2
, m+
1
2
〉〉 − 2m+ 1
2(2j + 1)
|j − 1
2
, m+
1
2
〉〉.
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