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Abstract. Users of Level 4-5 connected autonomous vehicles (CAVs) should not 
need to intervene with the dynamic driving task or monitor the driving 
environment, as the system will handle all driving functions. CAV human-
machine interface (HMI) dashboards for such CAVs should therefore offer 
features to support user situation awareness (SA) and provide additional 
functionality that would not be practical within non-autonomous vehicles. 
Though, the exact features and functions, as well as their usability, might differ 
depending on factors such as user needs and context of use. The current paper 
presents findings from a simulator trial conducted to test the usability of a 
prototype CAV HMI designed for older adults and/or individuals with sensory 
and/or physical impairments: populations that will benefit enormously from the 
mobility afforded by CAVs. The HMI was developed to suit needs and 
requirements of this demographic based upon an extensive review of HMI and 
HCI principles focused on accessibility, usability and functionality [1, 2], as well 
as studies with target users. Thirty-one 50-88 year-olds (M 67.52, three 50-59) 
participated in the study. They experienced four seven-minute simulated 
journeys, involving inner and outer urban settings with mixed speed-limits and 
were encouraged to explore the HMI during journeys and interact with features, 
including a real-time map display, vehicle status, emergency stop, and arrival 
time. Measures were taken pre-, during- and post- journeys. Key was the System 
Usability Scale [3] and measures of SA, task load, and trust in computers and 
automation. As predicted, SA decreased with journey experience and although 
cognitive load did not, there were consistent negative correlations. System 
usability was also related to trust in technology but not trust in automation or 
attitudes towards computers. Overall, the findings are important for those 
designing, developing and testing CAV HMIs for older adults and individuals 
with sensory and/or physical impairments.  
Keywords: Connected Autonomous Vehicle · Human Machine Interface · Older 
Adults · Usability · Situation Awareness · Workload  
1 Introduction 
We are moving at a rapid pace towards fully autonomous vehicles that handle all driving 
related functions without the need for user intervention. Level 5 fully connected 
autonomous vehicles (CAVs) are defined by SAE International [4] as systems that can 
handle ‘the full-time performance by an automated driving system of all aspects of the 
dynamic driving task under all roadway and environmental conditions that can be 
managed by a human driver’, whereas Level 4 highly automated vehicles are similar 
but only have such system capabilities for some driving modes and may require human 
intervention for some non-driving related actions. Both levels assume that the user is 
not an active driver and can therefore have eyes and mind off the road. This means they 
will not require driving input devices such as a steering wheel and pedals. Instead, user 
interaction with Level 4 and 5 CAVs will be through human-machine interface (HMI) 
dashboards providing vehicle-related (e.g., speed, time/distance to destination, local 
area information) and other features and functions (e.g., infotainment). Level 4 CAV 
HMIs may also offer some interactive features such as the ability to personalize 
journeys (e.g., an unplanned stop or deviation) en route. [4-6] It is therefore vital for 
human factors specialists, designers, engineers, and programmers – to develop effective 
CAV HMIs tailored to the needs and requirements of those using them and for a high 
degree of system usability. This will likely enhance factors such as trust, positive 
attitudes towards automated systems, and ultimately adoption and continued use of 
CAVs. The current paper presents findings relating to the evaluation of a prototype 
CAV HMI designed for older adults and/or individuals with sensory and/or physical 
impairments. Both populations are likely to be early adopters of Level 4 and 5 CAVs 
due the significant and increased mobility options that they will offer. The key focus is 
on HMI usability and relationships with important factors such as situation awareness 
(SA), task load, attitudes towards computers, and, trust in technology and automation.  
A recent review by [2] (see also [1]) synthetized best practice design principles to 
inform the development of CAV in-vehicle HMIs for use by older adults and 
individuals with sensory and/or physical impairments that would prevent them from 
driving or mean that driving ability is impaired. They organized these into five themed 
areas including general principles and ageing-related factors that could affect HMI 
accessibility and usability, and inform functionality and adaptability requirements. We 
discuss these below and give examples that relate to the design of CAV in-vehicle HMIs 
for use by our target populations with a key focus on usability principles.  
General principles put forward by [7] emphasize the importance of factors such as: 
providing informative feedback (e.g., verification – ‘confirm’, ‘cancel’ – of a chosen 
action such as destination); consistency (e.g., location and grouping of related features 
such as speed and time to destination); allow easy error handling (option to reverse 
actions such as when accidentally activating a system stop button); and reduce memory 
demands (e.g., easy access to important information such as current location, 
destination, and any stops). [8] extended these to include e.g.: striving for a good match 
between the system and the real world (e.g., meaningful icons displayed in a logical 
manner – such as a battery for energy status); ensuring easy access to system status 
information (e.g., vehicle status in terms of tyres, brakes, engine and network), 
simplicity (e.g., only display information that is absolutely necessary, avoid display 
clutter), and to always aim to establish standards and conventions that can be adhered 
to. [9] further extended these with a key focus on human cognitive capabilities and 
limitations relating to: perception (e.g., ensure display features are legible and/or 
audible), attention (e.g., avoid overloading one or more senses and/or resources, see 
[10]), memory (similar to recommendations by [7]); mental models (similar to 
Nielsen’s match between the system and real world principle); and SA (e.g., include 
information about current and future status – e.g., dynamic real time map).  
Despite these informative and well utilized general recommendations, very few take 
into account needs and requirements of specific population sectors, such as older adults 
for specific contexts of use, such as CAVs. These are important considerations and are 
likely to affect HMI accessibility, functionality and adaptability. For example, 
accessibility requirements for such individuals include (e.g., [11]): using touchscreen 
devices with voice interaction and ensuring displayed information is as simple to 
understand and uncluttered as possible. Key functionality examples include visual and 
auditory collision warnings, night vision enhancement and health and stress monitoring 
(e.g., [12], [13]). HMI adaptability refers to the ability to personalize features (e.g., text 
and image size/types) settings (e.g., option to display more or less information and have 
more or less steps to complete an action, and modes of interaction (see [1]). 
Over and above the factors outlined above, [1, 2] stressed the importance of the 
usability of CAV in-vehicle HMIs amongst older adults and/or individuals with sensory 
and/or physical impairments as a key determinant (as well as e.g., trust in CAVs) of 
their success, continued and future use (see also [14], [15], [11]). Morgan et al. ([1], p. 
328) defined CAV HMI usability as ‘…aspects of the HMI including: learnability; 
efficiency; memorability: error handling; and satisfaction (linked with likelihood of 
continued use)’. Many of the recommendations are based on bodies of work focused on 
design principles for older adults ([16], [17]) and can be divided into those that are 
important in terms of physical, sensory and cognitive factors. Physical principles 
include: avoiding pointing and dragging features that require a certain degree of agility, 
incorporating voice interaction where possible, and avoiding long action sequences 
([17], [18], [19], [20]). In terms of sensory impairments that are much more likely 
amongst older adults ([21]), visual recommendations include: avoidance of dynamic 
text presentation (e.g., scrolling updates), spacing buttons to be at least 3.17-mm apart; 
and using large enough buttons (15-20-mm) ([17], [22], [23], [24]). There are also many 
auditory recommendations, although auditory functionality was not feasible within the 
prototype HMI tested and reported on in the current paper but these will be revisited in 
the limitations section and we are implementing them for the next iteration of the HMI.  
When designing usable HMIs for older adults, we also need to take into account 
possible cognitive limitations relating to perception, attention and inhibition, and, short 
and long term memory [25]. Generally, displays should be designed to: be as simple to 
understand and learn as possible (i.e., reduce memory load); be relatively free of 
attention grabbing distracting stimuli (apart from those that are essential; should have 
easily distinguishable information; and should be void of screen clutter [16, 17]. 
Focusing on the ability to remember things over the short-term which is limited (e.g., 
[26]) in terms of duration and capacity, recommendations include: avoiding long 
complex instructions; having clearly labelled features; using design features that map 
onto conceptual or mental models (e.g., ‘green’ for system okay), and using pictorial 
aids where possible (e.g., visual representation of fuel status as well as a numeric value). 
We also know that long-term memory can decline as we age (e.g., [11], [27], [28]) and 
HMI design recommendations include: offering practice to learn task procedures; 
incorporating simple intuitive steps to perform tasks; and implementing features to 
support fallible prospective memory (e.g., reminder cues to perform particular actions). 
Overall, there are many HMI design principles concerning usability that can inform the 
design of in-vehicle HMIs for use amongst older adults and/or younger individuals with 
physical, sensory and cognitive impairments. Yet, and to our knowledge, no studies 
have implemented and tested these within CAVs and thus the current paper is novel.  
We acknowledge as with any prototype HMI, there will be issues and limitations 
especially because we are also using a very novel context (i.e., fully autonomous 
driving). Due to these and other possible drawbacks, it is important that we not only 
test usability, but also look at other factors that are likely to be influenced by and related 
to it such as SA (e.g., [29], [30], [31]) and task load ([32], [33], [34] [35]). System SA 
involves effectively perceiving the current situation (e.g., status, dynamics, 
environment attributes), comprehending information provided (e.g., using pattern 
recognition, evaluation) and, most difficultly, being able to project future status. 
Second, cognitive/mental load is related to mental processing resources including 
attention and can be inflated by e.g., tasks (or task features) that are complex, busy 
environments, and stressful situations (e.g., [36]). Both SA and workload are sensitive 
to system usability ([37] [38], [39]) and all are related to vehicle automation [38].  
Finally, HMI usability is likely to be related to attitudes concerning computers [40] 
[16] and trust in technology and automation ([41], [42], [43]) and these should be 
considered. Concerning older adults, they are more likely to use and develop trust with 
HMIs that are designed according to their abilities and needs ([18], [44], [45]). 
 
Current Study 
The study was conducted to examine the usability of a prototype CAV HMI designed 
for older adults and/or individuals with sensory and/or physical impairments based 
upon a range of the best practice principles discussed above. We tested HMI usability 
([3]) as well as SA ([46]) and cognitive load ([47]) during a simulator study where 
participants experienced fully automated driving scenarios with the HMI. They were 
encouraged to explore HMI features and functions during journeys. We also measured 
attitudes towards computers and trust in technology and computers an automation given 
that these might also be related to HMI usability. There were a number of hypotheses. 
First, higher system usability would be positively correlated with SA as a more usable 
system will better support perception, comprehension, and projection (e.g., [29]). 
Second, higher system usability will be positively correlated with task load as a more 
usable system will place fewer demands on cognitive load (e.g., [35]). Third, if the HMI 
is deemed highly usable, SA will improve with increased experience whilst cognitive 
load will decrease. Finally, there will be positive correlations between system usability 
and attitudes towards computers and trust in technology and automation.  
2 Method 
Participants. Thirty-one adults, aged 47-88 (M = 67.52, SD = 7.29, three younger than 
60), volunteered. This provided an adequate sample to detect medium-large effect sizes 
(Cohen’s f = .25 - .4) with power of .8 [48] on main measures. Most were male (61.3%). 
Inclusion criteria were: fluency in English language and comprehension and those with 
mild to moderate visual or hearing impairments could take part. Thirty had corrected 
vision and four had corrected hearing. One participant had a significant visual 
impairment. Despite this, all participants were highly functional. Those with significant 
health conditions (e.g. epilepsy, neurological impairments, coronary issues) were not 
permitted to take part. Participants received a £20 voucher to cover travel costs. 
Design. A cross-sectional correlational design was adopted to investigate relationships 
between outcomes, including system (HMI) usability, SA, cognitive workload, and 
trust in automation and computers. Pearson’s r correlations were employed as a 
measure of effect size, with ≤.10 indicating a small effect size, .30 a medium effect, and 
≥.50 a large effect [48]. For comparisons between journey order (counterbalanced) and 
in case of differences due to task load and SA, a repeated measures design was 
employed. Journey order was counterbalanced with a Latin square. 
Materials. The prototype HMI (Fig 1) design was informed by an extensive literature 
review [2] that synthesized best recommendations for older people (e.g. reduce clutter, 
use large icons, use icons that are highly intuitive). The HMI was delivered on a 12.9 
inch iPad Pro with ED backlit display and iPS technology; retina display; 2732 x 2048 
resolution at 264 pixels per inch, and fingerprint resistant coating. The main screen had 
the following features and functionality (Fig 1): Google-based navigation map with 
active zoom and vehicle position tracking; vehicle status (drill-down to e.g., battery 
status, tyre pressure); fuel (drill-down to energy status); arrival time (with button press 
to change information layout in real time); speed (mph: not adaptable); date and time; 
and stop (two options: one to confirm and the other to cancel and return to main screen).  
 
Fig 1. Prototype HMI main screen 
The simulator was an adapted Lutz pod (Fig 2) designed and supplied by Transport 
System Catapult (TSC). The steering wheel was removed. Scenarios were presented via 
an Alienware I7, 2.60GHz processor laptop at a refresh rate of 60 Hz and displayed on 
a Samsung 60-inch 4K 3840 x 2160 pixels Ultra HD Smart TV situated in front of the 
pod taking up the entire windscreen area. The scenarios were recorded using 3 x GoPro 
Hero 4 cameras. The camera rig was mounted on a static support designed by Bristol 
Robotics Laboratory. The recordings were filmed while driving a Hybrid vehicle in 
electric mode that largely mimics the view that would be perceived from the Lutz pod.  
Twelve journeys were filmed, mainly on public roads in and around Bristol (UK) city 
during the summer. Each route was planned using Google Maps and a route planner, 
and included a 2-minute pre-planned stop. Two journey types were recorded: short (7-
minutes including stop) and long (12-minutes including stop). Four were selected (two 
short, two long) which gave a good representation of driving within inner and outer 
urban Bristol settings, with a mixture of road types, speed limits ranging from 20-40-
mph, a blend of road infrastructure (e.g., traffic lights, crossings, roundabouts), and 
varied scenes (highly built-up to outer city suburbs with green spaces). An example 
journey was travelling from a railway station to home via a medical center.  
 
 
Fig 2. Exterior (left) and interior (right) of Lutz Pod simulator  
Key measures linked to the aims of the current paper included the:  
- System Usability Scale / SUS [3] for usability and user experience on factors such as 
need for support, training, and complexity. Higher scores reflect better system usability. 
- Raw NASA Task Load Index / TLX [47] for subjective post-journey workload on 
dimensions including mental, physical and temporal demand, and performance, effort 
and frustration level. Higher scores indicate an increased estimate of overall workload. 
- Situation Awareness Rating Technique / SART [46] for post journey SA on dimensions 
such as situation instability, complexity and variation, concentration and division of 
attention, and arousal. Lower scores represent increased SA. 
- Attitudes Toward Computers Questionnaire / ATCQ [49] to assess comfort, efficacy, 
gender equality, control, interest dehumanization and utility (the belief that computers 
are useful). Each dimension has 5 or 6 items and answered using 5-point Likert scales; 
lowers scores reflect more negative attitudes towards computers. 
- Checklist for Trust between People and Automation / CTPA [50]. Contains 12 
questions on aspects such as dependability and reliability of the system and suspicion 
and confidence. Higher scores imply increased system dependability and ratability.  
- General Trust Scale / GTS [51]. Contains seven questions with 7-point Likert scales 
and a higher overall score represents higher trust in technology.  
- A demographic questionnaire was also included with questions on e.g., age, gender, 
qualifications, and driving status (e.g., current driver, past driver, never driven). Other 
measures were used but discussion is beyond the scope of the current paper.  
Procedure. Participants attended an induction ‘In-Vehicle Participant Workshop’ held 
at least two weeks before the experiment. The purpose was to inform them about the 
project aims, timescale and to gather information relating to e.g., expectancies about 
CAVs (e.g., journey types, likelihood of using, HMI design features). It also served to 
try and keep expectancies about CAVs to a similar level. The experiment had 4 phases 
(see below) and lasted 165-240-minutes, depending on needs, breaks and questions.  
Pre-test. Participants were provided with a general briefing relating to the study. Then, 
they completed the following scales and measures: self-screening questionnaire, 
demographic questionnaire, and pre-test versions of the SSQ, PANAS and NASA TLX.  
Test. Participants were sat in the simulator and experienced the four virtual journeys on 
the screen in front while interacting with the HMI. The first journey was practice for 
familiarization and initial usability testing. At the beginning of each journey, 
participants read the instruction sheets that contained an overview of journey tasks. 
During the first journey, the experimenter sat next to the participant, and set up the HMI 
(e.g., destination, planned stop). For the next three journeys, participants were seated 
alone and received journey specific instructions at the start of each journey on 
instruction sheets with information about the scenario, destination, set-up instructions 
and tasks to perform in order to have a controlled assessment of interaction with the 
HMI. After each journey, they completed NASA TLX, PANAS and SART scales.  
Post-test. Participants completed the SSQ, CTBA, SUS, and PQ scales, followed by 
computerized cognitive ability. They were then debriefed.  
Follow-up. GTS, ATCQ, CFQ and ZKPQ were completed at home within 48-hours. 
3 Results and Discussion 
HMI Usability and SA 
Table 1 displays Pearson r correlation coefficients for HMI usability and SA across 
each of the four journeys (including journey 1 – practice). None of the correlations were 
significant. Thus, our first hypothesis was not supported in that it seems that there are 
not any associations between SA and the perceived usability of our prototype HMI. It 
is however noted that the prototype HMI is quite basic at this stage and there are not 
many demands on participants to e.g., comprehend complex information or project and 
predict future sates. Future iterations of the HMI are likely to have increased 
functionality and adaptability that might be better supported by increased SA.   
 
Table 1. Correlation coefficients (Pearson r) for usability and SA. 
 Journey 1 Journey 2 Journey 3 Journey 4 
 Situation Awareness 
System 
Usability (M 
77.90) 
M 3.03 
-.16 (ns) 
M 4.65 
.02 (ns) 
M 4.34 
-.02 (ns) 
M 1.04 
.11 (ns) 
Note. Ns = non-significant.  
  
We also assessed whether SA differed between journeys. A repeated measures 
analysis of variance (ANOVA) using Pillai’s trace revealed a significant main effect, V 
= 0.41, F(3, 18) = 4.29, p < .05, supporting our third hypothesis. Post hoc comparisons 
using Bonferroni corrections identified significantly higher SA following journey 1 
versus journey 4. There were no other significant differences. Perhaps longer scenarios 
are required to unearth consistent differences between all journeys.  
 
HMI Usability and Task Load 
Table 2 displays correlation coefficients for HMI usability and task load across 
journeys. Subjective workload is negatively correlated with HMI usability such that the 
lower the judged usability the higher the reported cognitive task load. This supports our 
second hypothesis although challenges our interpretation of the non-significant 
usability and SA relationships as it suggests the HMI was complex enough to invoke 
increased workload ratings. However, this finding may have emerged due to e.g., the 
relative lack of familiarity with the HMI and its features and functions following only 
one practice journey as well as occasional responsiveness issues with some of the HMI 
functions that were likely due to technical networking and processing issues.  
 
Table 2. Correlation coefficients (Pearson r) for usability and task load. 
 Journey 1 Journey 2 Journey 3 Journey 4 
 Task Load 
System 
Usability 
M 5.20 
-.46** 
M 5.78 
-.40* 
M 6.31 
-.51** 
M 6.48 
-.36* 
Note. * p < .05, **, p < .01. 
 
Next, we assess whether task load differed between journeys. A repeated measures 
ANOVA using Pillai’s trace revealed a non-significant main effect, V = 0.21, F(4, 25) 
= 1.70, p > .05, suggesting that the usability of the HMI did not affect task load between 
journeys. We predicted that workload would decrease across journeys but it may have 
been that it was low enough within the practice journey and did not get much lower.  
 
HMI Usability and Trust and Attitudes Towards Computers and Automation 
Table 3 displays Pearson r correlation coefficients for usability and: attitudes towards 
computers, general trust in technology, and trust in automation. Attitudes towards 
computers and trust in automation were not related with usability, although there was 
is significant positive correlation with general trust in technology such that, and as 
predicted, those with higher trust also had the highest usability ratings. It was less 
surprising to find a non-significant relationship between usability and trust in 
automation, as they were rating HMI usability and not the automated journeys.  
 
Table 3. Correlation coefficients (Pearson r) for usability, attitudes towards computers, general 
trust in technology, and trust in automation. 
 Attitudes Towards 
Computers (M 
133.31, SD 13.42) 
General Trust in 
Technology (M 
22.59, SD 3.82) 
Trust in 
Automation (M 
60.03, SD 12.58) 
System Usability  .12 (ns) .40* .05 (ns) 
Note. Ns = non-significant, * p < .05.  
4 Limitations 
There are limitations within the study that require future attention. First, the prototype 
HMI involved a touchscreen interface with visual features and functions and no audio 
(e.g., ‘ask CAV’, ‘CAV speaks’) capabilities. Many have noted that HMIs with auditory 
capabilities not only tend to be considered more usable (e.g., [17], [11]) but also that 
they can be more adaptable. These are highly desirable factors when designing for 
populations with a higher propensity of visual sensory impairments. When 
incorporating auditory capabilities, a number of recommendations need to be 
considered such as using sound signals that are a minimum of 60dB but not too loud, 
and, ensuring that sounds can be discriminated using a 500-1000Hz frequency range 
(e.g., [11], [51], [52]). Second, the prototype interface offered little in the way of 
adaptability which we know can enhance usability, especially amongst older adult users 
[53], especially in relation to features such as: modifying textual information (e.g., 
ability to change font, increase/decrease font size, etc.); having zoom functions (noting 
the map feature did); and being able to switch between visual and auditory information 
updates. Third, whilst we tested a respectable sample size of adults with quite a 
variation in age (e.g., 28 of the 31 were aged between 60-83), gender, and background, 
many were self-selecting despite our recruitment protocols (i.e., advertisements sent via 
our project collaborators AgeUK and other associations. Thus, many may have chosen 
to take part because of a desire to find out more about CAV technology. Finally, we 
acknowledge the importance of other individual difference factors such as cognitive 
ability that are likely to have added to the variance in data. We did collect such data, 
although it is beyond the scope of the current paper to report on it (though see [54]). 
5 Implications 
There are a many implications that warrant future consideration. First, we have 
successfully demonstrated that our mainly older adult participants can interact with an 
in-vehicle HMI used in a Level 5 CAV simulator to a degree that they can assess its 
usability. Second, our study offers insight on the way in which some individual 
variables relate to usability. For example, general trust in technology, as a stable trait, 
is associated with a positive HMI usability scores, while other individual variables, such 
as trust in automation and attitudes towards computers are not associated likewise. 
Third, task-related measures like subjective workload negatively correlate with HMI 
usability. This suggests that the more a situation is perceived as demanding in terms of 
interaction between the human and the system (i.e., HMI), the less likely it is that 
usability will be rated positive. Such a finding might indicate a preference of older 
adults for simple, easy, less complex HMIs, although it is noted that some issues with 
screen responsiveness may have led to participants perceiving the HMI to be more 
cognitively taxing than intended. Fourth, the level of SA in simulated journeys did not 
correlate with usability scores, although, our results point out that at the beginning of 
the trial, for journey 1, participants were more likely to display increased SA and 
actively screen the environment compared to the last journey when their SA had 
decreased significantly. Finally, taken together our results give a unique insight into 
how a sample of older adults’ cognitive and perceptual characteristics relate to their 
experience of CAV in-vehicle HMI usability, and how HMI features, as well as 
journey-related features are equally important. Overall, our older participants enjoyed 
the simulated journeys and considered the experience as being novel and real. Though, 
at the beginning of journeys they had a tendency to focus attention more on the road, 
as actually being present and judging the ability of the “autonomous” driver to drive 
safely, and less on the HMI. Future studies might consider investigating user behavior 
on longer journeys that will give participants longer time to interact with the HMI, and 
see whether driving related measures (e.g. safe and trust) will impact HMI interaction.   
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