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Numerical modeling of wave propagation in acoustic tubes is a subject of longstanding interest,
particularly for enclosures of varying cross section, and especially when viscothermal losses due to
boundary layer effects are taken into consideration. Though steady-state, or frequency domain
methods, are a common avenue of approach, recursive time domain methods are an alternative,
allowing for the generation of wideband responses, and offer a point of departure for more general
modeling of nonlinear wave propagation. The design of time-domain methods is complicated by
numerical stability considerations, and to this end, a passive representation is a useful design princi-
ple leading to simple stable and explicit numerical schemes, particularly in the case of viscothermal
loss modeling. Such schemes and the accompanying energy and stability analysis are presented
here. Numerical examples are presented for a variety of duct profiles, illustrating strict energy dissi-
pation, and for comparison of computed input impedances against frequency-domain results.
VC 2016 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4959025]
[TRM] Pages: 728–740
I. INTRODUCTION
Numerical modeling of wave propagation in acoustic
tubes is a subject of general interest. The focus of this article
is on linear propagation in tubes of variable circular cross
section, including boundary layer losses, according to the
model of Zwikker and Kosten;1 see the early review article
by Tijdeman,2 for a historical survey. As such models are
usually expressed in terms of acoustic impedance and admit-
tance, frequency domain approximation methods are a natu-
ral choice. For tubes of varying cross section, transmission
matrix methods are commonly employed: for a fixed fre-
quency, the differential equation corresponding to the acous-
tic tube is numerically integrated spatially, to yield,
typically, a value of input impedance at that frequency.
Various references cover the details of such methods.3
Time domain methods are another avenue of approach.
In this case, the dynamical system corresponding to the tube
is numerically integrated using a time-stepping method of
some form. The advantages are, relative to frequency
domain methods, that one may obtain wideband information
through a directly calculated impulse response, and the pos-
sibility of generalizations to the case of nonlinear wave prop-
agation, which is of particular interest in the acoustics of
brass instruments4 as well as to time-varying systems, such
as the vocal tract.5 Neither generalization is easily
approached in a frequency-domain framework. The disad-
vantages are the need for control over numerical stability,
and also the appearance of artifacts due to numerical trunca-
tion error. Though both difficulties are present as well in the
case of frequency domain methods, they are a far more seri-
ous concern in the time domain case.
Time domain method design is often approached using a
methodology based on the concatenation of tubes of simple
profiles, such as cylinders or cones6–8 or other types,9 fol-
lowing from early work in vocal tract modeling.10 Another
approach is to make use of full time/space integration techni-
ques, such as the finite difference time domain (FDTD)
method11 or finite volume method.5 In this case, the tube is
viewed as a unit, and the state is approximated over a spatial
grid, assumed uniform in the case of FDTD. There are many
possible designs, which differ considerably in terms of accu-
racy and stability properties.
One useful attribute of the underlying system such as an
acoustic tube is that of an energy balance: the rate of change of
the stored energy in the acoustic tube is equal to power input
less the dissipated power; furthermore, the stored energy, a
non-negative function of the state, serves as a Lyapunov func-
tion. In a discrete setting, such a balance can be built directly
into a simulation algorithm, leading, ultimately, to a means of
determining numerical stability conditions. Such methods fall
under the umbrella of geometric or structure-preserving integra-
tion techniques, dealt with in detail in the case of lossless ordi-
nary differential equations by Hairer and Wanner,12 and by
various authors in the present case of partial differential equa-
tions for systems in acoustics.13,14 For the Zwikker-Kosten
model, the use of such methods is complicated somewhat by
the need for a passive finite-order approximation to the visco-
thermal immittances; one such approximation has been pre-
sented recently by Thompson et al.,15 and another, suitable for
optimization, by the present authors.16 In this article, such
approximations are used to design an energy-balanced time-
stepping method, and to derive numerical stability conditions.
In Sec. II, a model of viscothermal wave propagation in a
tube of variable cross section is presented, as well as approxi-
mations of varying degree to the boundary layer losses,a)Electronic mail: sbilbao@staffmail.ed.ac.uk
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expressed in terms of a circuit representation. A time domain
system results, possessing an energy balance, as is explicitly
illustrated. Such a model has appeared recently in Ref. 16 and
is included here for completeness. The basic machinery of
finite difference time domain methods, including the defini-
tions of grid functions and discrete operators appear in Sec. III,
and a comparison of two distinct energy-conserving schemes
for the simple case of the lossless cylinder is provided in Sec.
IV. A discrete energy-balanced and explicit scheme for the full
viscothermal system is presented in Sec. V, accompanied by
energy-based stability analysis, leading to convenient stability
conditions. Some numerical examples for various types of
tube profile are presented in Sec. VI.
II. MODEL EQUATIONS
Consider an acoustic tube, aligned with the x axis, and
of variable (circular) cross-sectional area S(x), for
x 2 D ¼ ½0; L, where L is the tube length (see Fig. 1).
A frequency domain description of wave propagation in
the tube3 may be given as
@xPþ ZV ¼ 0; @xðSVÞ þ YSP ¼ 0: (1)
Here, P ¼ Pðx; xÞ represents the acoustic pressure, and V
¼ Vðx; xÞ the particle velocity, and @x represents partial dif-
ferentiation with respect to the spatial coordinate x. Such a
one-dimensional model is valid for wavelengths which are
long relative to the tube’s lateral dimension.17 Wavefronts
are assumed planar in this study.
The expressions Z ¼ Zðx; xÞ and Y ¼ Yðx; xÞ represent
the specific series impedance and shunt admittance per unit
length, respectively, for the tube at coordinate x. Standard
forms3 for Z and Y are
Z ¼ jxq
1 Fv ; Y ¼
jx
qc2
1þ c 1ð ÞFhð Þ: (2)
Here, c is the wave speed in m/s, q is air density, in kg/m3,
and c is the ideal gas constant. The functions Fv and Fh are
defined by
Fv ¼ /
ﬃﬃﬃﬃﬃ
j
p
rv
 
; Fh ¼ /
ﬃﬃﬃﬃﬃ
j
p
rh
 
; / fð Þ ¼ 2J1 fð Þ
fJ0 fð Þ :
(3)
Here J0 and J1 are zeroth and first order Bessel functions,
j ¼ ﬃﬃﬃﬃﬃﬃ1p , and the nondimensional viscous/thermal boundary
layer thicknesses rv and rh are defined as
rv ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Sqx=pg
p
; rh ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SqCpx=pj
q
; (4)
where g is the viscosity coefficient, Cp the specific heat at con-
stant pressure and j the thermal conductivity. All thermody-
namic constants, as well as wave speed and density exhibit a
weak dependence on temperature; henceforth, in this article,
they are set to values corresponding to a temperature of
26.85 C, using formulae given by Benade.18 The expressions
in (3) above pertain to a tube of circular cross section; similar
forms are available for tubes of other types of cross section
(such as rectangular) and have little impact on the numerical
construction techniques described in this article.
One boundary condition is required at either end of the
domain. In this article, where the focus is on numerical
modeling over the problem interior, the choices
Vðx; 0Þ ¼ VinðxÞ; Pðx; LÞ ¼ 0; (5)
correspond to a velocity-driven source at x¼ 0 and a crude
approximation to an open tube end at x¼ L; far more refined
models of radiation at the open end of a tube are available.19
Such a condition is useful in the characterization of a tube in
terms of its input impedance.
The model given in (1) is an extension to the case of a
tube of variable cross section of that given for a cylindrical
tube some time ago,1 and is identical in form to that given
by Causse et al.3
A. Splitting of immittances
It is useful to split the immittances Z and Y as
Z ¼ Zl þ Zv; Y ¼ Yl þ Yh: (6)
Here, Zl ¼ jxq and Yl ¼ jx=qc2 are purely reactive immit-
tances leading, in isolation, to lossless wave propagation.
The immittances Zv and Yh are defined as
Zv ¼ jxq Fv
1 Fv ; Yh ¼
jx
qc2
c 1ð ÞFh; (7)
and represent the effects of viscosity and heat transfer,
respectively. System (1) can then be rewritten as
@xPþ jxqV þ ZvV ¼ 0;
@x SVð Þ þ jxSqc2 Pþ SYhP ¼ 0: (8)
When Zv ¼ Yh ¼ 0, system (1) reduces to
@xPþ jxqV ¼ 0; @x SVð Þ þ jxqc2 SP ¼ 0; (9)
which can be reduced to a single second-order equation in P
(Webster’s equation,20 in the frequency domain).
B. Positive realness and pole/zero distributions of
immittances
The immittances Zv and Yh correspond to viscous and
thermal losses, respectively, in the tube. See Fig. 2 which
FIG. 1. An acoustic tube, aligned with a coordinate x, and with planar circu-
lar cross section S(x).
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illustrates the frequency dependence of the real and imag-
inary parts of Zv and Yh. As such, they are passive, and
thus, under an extension to the complex plane using
jx ! s, for a complex frequency variable s, they are pos-
itive real functions21 (of infinite order). Both, however,
are of a special form: the poles and zeros interlace along
the negative real axis, with a zero nearest the origin in
both cases (see Fig. 3). The immittances are reactive,
implying, beyond dissipation, an energy storage mecha-
nism (see Sec. II F).
C. Rational approximations and circuit
representations
In order to arrive at a time domain model operating as a
recursion, the immittances Zv and Yh must necessarily be
approximated. A common approach is to make use of a
high-frequency approximation to Zv and Yh in fractional
powers of the frequency variable,3,22 leading to a fractional-
order differential equation. See, e.g., work on the Webster
Lokshin model,9,23 which derives from such an approxima-
tion under various simplifications. One difficulty is that the
high-frequency approximation is not smooth in the low-
frequency limit. Another approach is to develop rational
approximants to the immittances directly—indeed, both are
smooth functions in the limit of s ! 0. Such an approach
leads naturally to circuit representations,15,24 which may be
truncated to finite order in preparation for a numerical
design.
The interlacing of the poles and zeros of Zv and Yh
implies that either may be represented as a one-port with cir-
cuit elements of only two types (resistive/inductive, for Zv
and resistive/capacitive, for Yh). Canonical designs are avail-
able in this case, where all element values are non-negative,
enforcing passivity. In particular, a continued fraction
expansion leads to a Cauer structure for both immittances.15
Approximation error decreases with truncation order, but
convergence can be slow, requiring a large number of ele-
ments. This is an important consideration in a time domain
implementation, as the order of the approximation to visco-
thermal losses is a bottleneck in terms of computational
costs.
Alternatively, a Foster structure25 results from partial
fraction expansions and has been explored in recent work.16
To this end, it is useful to decompose Yh as a series combina-
tion of a capacitor, of capacitance C0 ¼ ðc 1Þ=qc2, and an
admittance ~Yh, given by
~Yh ¼ jx c 1ð Þqc2
Fh
1 Fh : (10)
Now, the forms of Zv, from (7) and ~Y h are the same, and thus
the circuit structures are dual (see Fig. 4). When truncated to
Mth order,
FIG. 2. Real and imaginary parts of Zv,
in kg s1 m5 and Yh, in kg1 sm5, for
a tube of radius 7.5mm, at a tempera-
ture of 26.85 C.
FIG. 3. Magnitude of (left) the series
admittance jZvðsÞj and (right) shunt
admittance jYhðsÞj, in the complex
plane, in dB. Zeros and poles appear as
dark and light spots, respectively.
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ZMv ¼ R0 þ
XM
q¼1
RqLqjx
Rq þ Lqjx ;
~Y
M
h ¼ G0 þ
XM
q¼1
GqCqjx
Gq þ Cqjx ; (11)
where ZMv and
~Y
M
h are Mth order approximations to Zv and
~Y h, respectively. The immittances are parameterized by
resistances Rq and conductances Gq, q ¼ 0;…;M, and induc-
tances Lq and capacitances Cq, q ¼ 1;…;M. For passivity,
all element values must be non-negative.
D. Optimization
Instead of deriving the element values from partial fraction
expansions of the immittances, the forms in (11) above may be
used as the starting point for optimization procedures. As recently
shown,16 excellent accuracy can be obtained over a wide fre-
quency range using a relatively low number M of branches. The
additive composition of the Foster structure allows for the use of
simple optimization procedures, such as gradient descent.
In Fig. 5, fractional errors in the real part of the approxi-
mations ZMv to Zv and are plotted against frequency for a
typical tube, for various orders M of approximation. Results
for approximations YMh to Yh are similar. Optimization techni-
ques have been treated previously, and are not the subject of
this article; the key point is that the optimization can be per-
formed in such a way that the circuit element values are non-
negative, the attribute of passivity may be maintained under
truncation.
E. A time-domain system
From the circuit representations in Fig. 4, one may arrive
at a corresponding PDE (partial differential equation) system
approximating (1) in the time domain. Beginning from system
(8), the time domain form may be given, in terms of pressure
p(t, x) and particle velocity v(t, x), for time t as
@xpþ q@tvþD¼ 0; @x Svð Þ þ Sqc2 @tpþ Sm¼ 0: (12)
The terms Dðt; xÞ and m(t, x) are due to viscous and thermal
effects, respectively, and can be interpreted as the voltage
and current across the one-port circuit elements shown in
Fig. 4. Using Kirchhoff’s connection laws, one may write
for D, with reference to Fig. 4:
FIG. 4. M-branch Foster structures
approximating (left) the impedance Zv
and (right) the admittance Yh (after the
initial extraction of a capacitance).
FIG. 5. Fractional error in the real part
of approximations ZMv to Zv, as a func-
tion of frequency in Hz, for M¼ 4, 8,
and 16. The tube is of radius 7.5mm,
and optimization over the range of fre-
quencies from 0.1 to 10 000Hz.
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D ¼
XM
q¼0
Dq; v ¼ vq þ v0q; q ¼ 1;…;M; (13)
where Dq has the interpretation of a partial voltage, and vq
and v0q of partial currents. Using the definitions of the circuit
elements,
D0 ¼ R0v; Dq ¼ Rqvq ¼ Lq@tv0q; q ¼ 1;…;M:
(14)
Similarly, for m, Kirchhoff’s laws give
p ¼ p0 þ ~p; m ¼
XM
q¼0
mq; ~p ¼ ~pq þ ~p0q;
q ¼ 1…;M; (15)
where p0, ~pq and ~p
0
q have the interpretations of partial vol-
tages, and mq of partial currents. Again using the definitions
of the circuit elements,
m ¼ C0@tp0; m0 ¼ G0~p; (16a)
mq ¼ Gq~pq ¼ Cq@t~p0q; q ¼ 1;…;M: (16b)
The boundary conditions (5) may be transferred directly
from the frequency domain as
vðt; 0Þ ¼ vinðtÞ; pðt; LÞ ¼ 0: (17)
System (12), accompanied by (13)–(16) is a complete
system approximating viscothermal wave propagation in a
tube of variable cross section.
F. Energy balance
The approximation presented in Sec. II C is passive, pro-
vided that all circuit element values are non-negative.
Though obvious from the circuit forms given in Fig. 4, it is
useful to illustrate the energy balance directly.
Beginning from the time domain system (12), one may
multiply the first equation by Sv, and the second by p; after
integrating over the domain D, and summing, the following
balance results:
dE0=dtþ B þ
ð
D
SvD dx|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
Wv
þ
ð
D
Spm dx|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
Wh
¼ 0: (18)
Here,
E0 ¼
ð
D
qSv2
2
þ Sp
2
2qc2
dx; B ¼ pSvjL0 ; (19)
represent the total energy stored in the acoustic field, under
lossless conditions and the power supplied at the tube bound-
aries, respectively. The termsWv andWh in (18) result from
viscous and thermal effects, respectively.
For the first such term, using (13),
Wv ¼
XM
q¼0
ð
D
SvDq dx (20)
¼
ð
D
SvD0 dxþ
XM
q¼1
ð
D
Sðvq þ v0qÞDq dx; (21)
and, using (14), can be decomposed as
Wv ¼ Qv þ dEv=dt; (22)
where
Ev ¼
XM
q¼1
1
2
ð
D
SLq v
0
q
 2
dx; (23)
Qv ¼
ð
D
SR0v
2 dxþ
XM
q¼1
ð
D
SRqv
2
q dx: (24)
Similarly, for Wh, one may write
Wh ¼ Qh þ dEh=dt; (25)
where
Eh ¼ 1
2
ð
D
SC0p
2
0 dxþ
XM
q¼1
1
2
ð
D
SCq ~p
0
q
 2
dx; (26)
Qh ¼
ð
D
SG0~p
2 dxþ
XM
q¼1
ð
D
SGq~p
2
q dx: (27)
Equation (18) can then be written as the energy balance
dE=dtþ B þQ ¼ 0; (28)
where
E ¼ E0 þ Ev þ Eh  0; Q ¼ Qv þQh  0: (29)
The non-negativity of E and Q follows directly from the def-
initions of the constituent terms. Under unforced conditions
(B ¼ 0), the energy must be monotonically decreasing over
time, i.e.,
Eð0Þ  EðtÞ  0: (30)
EðtÞ is then a Lyapunov function for the system as a
whole, allowing for bounds on variation of the state
itself.
The energy balance property can be transferred to dis-
crete time, in which case it can be used as a means of numer-
ical stability analysis. Such a balance follows from any
passive circuit representation, and not merely the Foster
forms shown in Fig. 4—the Cauer form given by Thompson
et al.15 would give a similar balance. Even more generally,
one could make use of any rational positive real approxima-
tions to Zv and Yh, though the circuit realisation is an invalu-
able tool and, as will be seen in Sec. V, can inform
numerical design.
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III. FINITE DIFFERENCE TIME DOMAIN SCHEMES:
DEFINITIONS
Time domain numerical schemes operating over regular
grids have a long history, dating back at least to the work of
Courant et al.26 More modern forms, particularly when used in
an interleaved manner (as is the case here) were popularized in
the electromagnetic simulation community by Yee,27 and are
often referred to as the finite difference time domain method
(FDTD). They have also seen extensive application in acous-
tics, and have been applied in the case of wave propagation in
acoustic tubes by one of the present authors.11 More recently,
time-domain methods incorporating viscothermal effects, in
the case of unidirectional wave propagation in acoustic tubes,
have been presented by Richoux et al.28 —note that such a rep-
resentation is not equivalent to that presented here, in that it
does not reduce to Webster’s equation when losses are not pre-
sent, and in the case of variable cross section.
A. Grid functions and inner products
For the spatial domain D ¼ ½0; L, define a grid spacing
h. For simplicity, assume that h divides the length L evenly,
so that there is an integer N such that N ¼ L=h. The discrete
domain d ¼ ½0;…;N represents a set of grid locations, cor-
responding to the spatial locations x¼ lh, for l 2 d . For finite
difference time domain schemes, it is also of interest to
define a spatially interleaved domain d ¼ ½0;…;N  1, cor-
responding to the spatial locations x ¼ lþ 1
2
 
h; l 2 d.
Similarly, time may be discretized with a time step k, and
indexed by non-negative integer values Zþ ¼ ½0; 1;…. For
time-interleaved schemes, these indices may correspond to
the set of time instants t¼ nk, or t ¼ nþ 1
2
 
k, where n 2 Zþ
in either case.
In this article, it is mainly fully interleaved approxima-
tions that will be of interest, and thus one will employ grid
functions pnl , to represent approximations to the pressure
field p(x, t), for x¼ lh, l 2 d , and t¼ nk, n 2 Zþ, and the
interleaved grid function vnþ1=2lþ1=2 , representing an approxima-
tion to the velocity v(x, t), for x ¼ lþ 1
2
 
h; l 2 d, and t ¼
nþ 1
2
 
k; n 2 Zþ [see Fig. 6(left)]. For the sake of illustra-
tion (see Sec. IV), it is also useful to define approximations
vnlþ1=2 to the velocity which are collocated in time with pres-
sure approximations pnl [see Fig. 6(right)].
Consider two grid functions fl and gl, defined for l 2 d ,
and each consisting of Nþ 1 real values (the time index is
immaterial, and is suppressed here). An l2 spatial inner prod-
uct may be defined as
hf ; gid ¼
h
2
f0g0 þ
XN1
l¼1
hflgl þ h
2
fNgN: (31)
The factor of 1
2
applied at the domain endpoints reflects the halv-
ing of the effective range covered by a grid point at a boundary.
For two grid functions flþ1=2 and glþ1=2 defined over
l 2 d, an inner product may be defined as
hf ; gid ¼
XN1
l¼0
hflþ1=2glþ1=2: (32)
In either case, an l2 norm may be defined as
kfk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hf ; f i
p
: (33)
B. Discrete operators
For a grid function f nl , time shift operators etþ and et
are defined by
etþf nl ¼ f nþ1l ; etf nl ¼ f n1l : (34)
Forward and backward approximations to a first time deriva-
tive are defined, in terms of these basic shifts, as
dtþ ¼ 1
k
etþ  1ð Þ; dt ¼ 1
k
1 etð Þ; (35)
and similarly, forward and backward averaging operations
may be defined as
ltþ ¼
1
2
etþ þ 1ð Þ; lt ¼
1
2
1þ etð Þ: (36)
Centered difference and averaging operations may be
defined, through operator composition, as
dto ¼ ltþdt; lto ¼ ltþlt: (37)
Similarly, spatial shift, difference and averaging operators
may be defined as
exþf nl ¼ f nlþ1; exf nl ¼ f nl1; (38)
dxþ ¼ 1
h
exþ  1ð Þ; dx ¼ 1
h
1 exð Þ; (39)
lxþ ¼
1
2
exþ þ 1ð Þ; lx ¼
1
2
1þ exð Þ: (40)
FIG. 6. (Left) Fully interleaved grid.
(Right) Spatially interleaved grid.
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Though applied above in the case of a grid function f nl , for
integer l and n, all definitions continue to hold for inter-
leaved grid functions such as f
nþ1=2
lþ1=2 .
C. Identities and inequalities
For any l2 inner product, the following identities hold:
dtþ
1
2
kfk2
 	
¼ hltþf ; dtþf i; (41a)
dtþ
1
2
hf ; etf i
 	
¼ hf ; dtof i: (41b)
An important identity is summation by parts. For a grid func-
tion fl, for l 2 d , and glþ1=2, for l 2 d,
hf ; dxgid ¼ hdxþf ; gid þ fNlxþgN1=2  f0lxg1=2:
(42)
The following identity and inequality hold, for any grid
function f:
hf ; etf i ¼ kltfk2 
k2
4
kdtfk2   k
2
4
kdtfk2: (43)
Furthermore, the following identity holds, for any grid func-
tion f:
hf ; ltof i ¼ ltkltþfk2 
k2
8
dttkfk2: (44)
For grid functions fl, l 2 d , and glþ1=2; l 2 d, the following
bound holds:
k ﬃﬃﬃgp dxþfkd  2h k ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlxgp fkd ; (45)
where at the domain endpoints, lxg1=2 is defined as g1=2,
and similarly lxgNþ1=2 is defined as gN1=2.
IV. INTERLEAVED AND NON-INTERLEAVED SCHEMES
There are many approaches to the design of time domain
numerical methods. Before presenting a scheme for the full
system (12), it is worth pointing out some properties of typical
basic schemes in the simplified case of a lossless tube, with
constant cross sectional area SðxÞ ¼ S0. In the absence of vis-
cothermal effects, the system is as defined by (12) with
m ¼ D ¼ 0. Schemes for this system differ considerably in
terms of accuracy, computational cost, as well as stability
properties. In particular, it is worth comparing a standard
explicit scheme, which is the simplest possible design, and
which also has the property of being exact, with a typical
implicit scheme. The implicit scheme corresponds to time
integration through the trapezoid rule, which is a commonly
used technique, particularly in schemes based on the mainte-
nance of an energy-like quantity (e.g., see Jog and Nandy29).
A. An explicit scheme
First consider a time-interleaved scheme, which can be
written, using operator notation, as
S0
qc2
dtþpþ S0dxv ¼ 0 ; qdtvþ dxþp ¼ 0; (46)
where here, p ¼ pnl and is defined for l 2 d , and v ¼ vnþ1=2lþ1=2
for l 2 d. This scheme is explicit (that is, no linear system
solutions are required in order to advance the scheme) and
the update can be written in full as
vnþ1=2lþ1=2 ¼ vn1=2lþ1=2 
k
qh
pnlþ1  pnl
 
; (47a)
pnþ1l ¼ pnl 
kqc2
h
vnþ1=2lþ1=2  vnþ1=2l1=2
 
: (47b)
The update above can be completed by specifying numerical
boundary conditions for the update (47b) at grid points l¼ 0
and l¼N; these will be given shortly.
In order to obtain a numerical stability condition for
scheme (46), energy analysis is an invaluable tool. To this
end, one may multiply the first of (46) by ltþp, and take
inner product over the domain d to give
S0
qc2
hltþp; dtþpid þ S0hltþp; dxvid ¼ 0: (48)
Employing summation by parts (42), the second of (46), as
well as the definition of dto from (37) leads to
S0
qc2
hltþp; dtþpid þ qS0hdtov; vid þ b ¼ 0; (49)
where b, representing power supplied at the tube endpoints,
is defined by
b ¼ S0ltþpnNlxþvnþ1=2N1=2  S0ltþpn0lxvnþ1=21=2 : (50)
This leads, finally, using identities (41), to the following dis-
crete energy balance:
dtþe0 þ b ¼ 0; (51)
where the stored numerical energy, or discrete Hamiltonian,
is defined by
e0 ¼ S0
2qc2
kpk2d þ
S0q
2
hv; etvid: (52)
In order to arrive at a numerical stability condition for
this scheme, it is necessary to find a condition under which
the numerical stored energy is non-negative. To this end,
using the bounds (43) and (45), one may write
hv; etvid  
k2
4
kdtvk2d ¼ 
k2
4q2
kdxþpk2d
  k
2
q2h2
kpk2d ; (53)
and thus
e0  S0
2qc2
1 k2ð Þkpk2d ; k ¼
ck
h
: (54)
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The dimensionless constant k is often referred to as the
Courant number.30 Clearly, the condition for non-negativity
of the stored energy is
k  1; (55)
which is often referred to as the Courant-Friedrichs-Lewy
condition. Thus the scheme (46) is conditionally stable.
The scheme (46) is not complete until boundary condi-
tions have been specified. The choices
lxv
nþ1=2
1=2 ¼ vnþ1=2in ; pnN ¼ 0; (56)
correspond to the simple boundary conditions given in (17),
and thus the boundary term b given in (50) is equal to
S0ltþpn0vnþ1=2in and has the interpretation of the negative of
power input at the driving end of the tube.
B. An implicit scheme
Consider the following implicit scheme for the system
(12) under lossless conditions:
S0
qc2
dtþpþ S0dxltþv ¼ 0; qdtþvþ dxþltþp ¼ 0:
(57)
Here, the grid variables p ¼ pnl and v ¼ vnlþ1=2 are computed
together at each time step n. Indeed, at time step n, the
unknown grid values to be computed at time step nþ 1 are
linearly coupled, and a linear system solution (sparse and
banded) is necessary to advance the scheme.
Energy analysis may be carried out in a manner very
similar to the case of the explicit scheme, and indeed, a
numerical energy balance of the form (51) results, where
now, the discrete Hamiltonian is defined as
e0 ¼ S0
2qc2
kpk2d þ
S0q
2
kvk2d: (58)
The quantity is clearly non-negative, and thus the scheme is
unconditionally stable—that is, there is no restriction on the
time step k or grid spacing h.
C. Comparison: Input impedances
As a simple comparison of the two schemes for the loss-
less cylinder in Secs. IVA and IVB, consider a computation
of the input impedance Zinðf Þ of a tube of length L¼ 0.3m
as a function of frequency f in Hz. Under boundary condi-
tions (56), the impedance magnitude is jZinðf Þj
¼ qc2=S0j tan ð2pfL=cÞj [see Fig. 7(top)].
At middle, the numerical input impedance for the
explicit scheme (46) is shown, for the maximal value of the
Courant number k¼ 1, and for k ¼ 0:8. The time step is k
¼ 5 105 s in this case. Notice that for k¼ 1, the scheme
produces a near perfect match to the impedance magnitude
of the model system, and that for k ¼ 0:8, some warping of
the response is noticeable.
At bottom, the numerical input impedance for the
implicit scheme (57) is shown, again for k¼ 1 and k ¼ 0:8;
in this case, much more severe warping effects are visible.
D. Comment
Both the explicit scheme (46) and the implicit scheme (57)
are conservative, with the Hamiltonian as a conserved quantity,
though with distinct definitions of the numerical Hamiltonian.
From an analysis perspective, the implicit scheme is
clearly much easier to handle, particularly with regard to the
determination of numerical stability conditions. Indeed, the
scheme presented here can be viewed as resulting from the
application of a bilinear transformation; as such, any stable
model system [including the full system (12), incorporating
viscothermal effects] can be discretized in this manner to
yield an unconditionally stable numerical method. Analysis
of the explicit scheme is clearly more involved.
On the other hand, the implicit scheme presented here is
(a) less accurate than the explicit scheme, and (b) more com-
putationally costly, due to the need for linear system solu-
tions. Thus in practice, there is little advantage to working
with implicit schemes, except for the freedom set the time
step and grid spacing independently. For this reason, in the
remainder of this article, only explicit schemes will be con-
sidered. See the concluding remarks in Sec. VII for more
comments on this topic.
V. A SCHEME FOR THE COMPLETE SYSTEM
Given the discussion in Sec. IV regarding the merits of
time-interleaved schemes, in terms of both accuracy and com-
putational efficiency, it is of interest to examine schemes
which approximate the complete system (12)–(16), and which
are extensions of (46). Consider the following scheme:
FIG. 7. (Top) Input impedance for a lossless cylindrical tube with an open
end. Numerical input impedance for (middle) scheme (46), and (bottom)
scheme (57) with k¼ 1 (solid line) and k ¼ 0:8 (dashed line), with a time
step k ¼ 5 105 s. Peaks in the impedance curve for the exact solution are
shown as dotted lines.
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S
qc2
dtþpþ dx Svð Þ þ Sm ¼ 0; (59a)
qdtvþ dxþpþ D ¼ 0: (59b)
Here, as for scheme (46), p ¼ pnl , for l 2 d and v ¼ vnþ1=2lþ1=2 ,
for l 2 d are approximations to the pressure and velocity,
respectively. S ¼ Sl, for l 2 d and S ¼ Slþ1=2, for l 2 d are
two spatially-interleaved approximations to the tube cross
section (see Fig. 8).
The grid function D ¼ Dnlþ1=2, for l 2 d approximates
the voltage-like quantity Dðt; xÞ. Introducing partial voltages
Dq, q ¼ 1;…;M, and partial currents vq and
v0q; q ¼ 1;…;M, as in the continuous case in (13), as
D ¼
XN
q¼0
Dq; v ¼ vq þ v0q; q ¼ 1;…;M; (60)
the circuit elements may be discretized from (14) as
D0 ¼ R0ltv; Dq ¼ Rqltvq ¼ Lqdtv0q;
q ¼ 1;…;M: (61)
Similarly, the grid function m
nþ1=2
l approximates the
current-like quantity m(t, x). Introduce partial currents and
partial voltages, again as in (15), as
p ¼ p0 þ ~p; m ¼
XM
q¼0
mq; ~p ¼ ~pq þ ~p0q;
q ¼ 1…;M; (62)
and for the definition of circuit elements, from (16), the fol-
lowing discretization:
m ¼ C0dtþp0; m0 ¼ G0ltþ~p; (63a)
mq ¼ Gqltþ~pq ¼ Cqdtþ~p0q; q ¼ 1;…;M: (63b)
The system (59)–(63) is a complete algorithm corres-
ponding to system (12)–(16). The variables Dq and mq, q
¼ 0;…;M may ultimately be eliminated. It admits an
explicit implementation, presented in full in Table I.
A. Energy balance
Stability analysis for the scheme given at the beginning
of Sec. V proceeds in a manner similar to that of the scheme
for the lossless cylinder, as in Sec. IVA, through the determi-
nation of a numerical energy balance mirroring (28) for the
model system. To this end, take the inner product of (59a)
with ltþp over d . After employing summation by parts (42)
and identities (41), and (59b), one arrives at the following:
dtþe0 þ bþ hv; SltþDid|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
wv
þhltþp; Smid|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
wh
¼ 0: (64)
This is analogous to (18), where e0, the stored energy corre-
sponding to the lossless system, and the boundary term b are
given by
e0 ¼ 1
2qc2
k
ﬃﬃﬃ
S
p
pk2d þ
q
2
hv; Setvid; (65a)
b ¼ ltþpNlxþðSvÞN1=2  ltþp0lxðSvÞ1=2; (65b)
FIG. 8. Spatially interleaved approximations S and S to the tube cross-
section.
TABLE I. Given known values of the grid functions v, and v0q; q ¼ 1;…;M at time step n 12, and p, p0 and ~p 0q; q ¼ 1;…;M at time step n, the updates below
are to be carried out in the order ‹ to .
Explicit Update Form: Scheme (59)–(63)
Velocity updates and scheme parameters
‹ vnþ1=2lþ1=2 ¼ aðvÞlþ1=2vn1=2lþ1=2 þ bðvÞlþ1=2ðpnlþ1  pnl Þ þ
XM
q¼1
aðvÞq;lþ1=2v
0 n1=2
q;lþ1=2 › v
0 nþ1=2
q;lþ1=2 ¼ sðvÞq;lþ1=2v0 n1=2q;lþ1=2 þ nðvÞq;lþ1=2ðvnþ1=2lþ1=2 þ vn1=2lþ1=2 Þ
Rq;lþ1=2 ¼
2Lq;lþ1=2Rq;lþ1=2
2Lq;lþ1=2 þ kRq;lþ1=2
Rlþ1=2 ¼ R0;lþ1=2 þ
XM
q¼1
Rq;lþ1=2
aðvÞlþ1=2 ¼
2q k Rlþ1=2
2qþ k Rlþ1=2
blþ1=2 ¼ 
2k=h
2qþ k Rlþ1=2
aðvÞq;lþ1=2 ¼
2k Rq;lþ1=2
2qþ k Rlþ1=2
sðvÞq;lþ1=2 ¼
2Lq;lþ1=2  kRq;lþ1=2
2Lq;lþ1=2 þ kRq;lþ1=2
nðvÞq;lþ1=2 ¼
kRq;lþ1=2
2Lq;lþ1=2 þ kRq;lþ1=2
Pressure updates and scheme parameters
ﬁ pnþ1l ¼ aðpÞl pnl þ bðpÞl ðSlþ1=2vnþ1=2lþ1=2  Sl1=2vnþ1=2l1=2 Þ þ aðpÞ0;l pn0;l þ
XM
q¼1
aðpÞq;l ~p
0 n
q;l
ﬂ pnþ10;l ¼ ðpÞl pn0;l þ ðpÞl ðpnþ1l þ pnl Þ þ
XM
q¼1
tðpÞq;l ~p
0n
q;l  ~p
0 nþ1
q;l ¼ sðpÞq;l ~p 0 nq;l þ nðpÞq;l ðpnþ1l þ pnl  pnþ10;l  pn0;lÞ
Gq;l ¼ 2Cq;lGq;l
2Cq;l þ kGq;l
Gl ¼ G0;l þ
XM
q¼1
Gq;l El ¼ C0;lqc
2k
2C0;l þ Glk
aðpÞl ¼
1 El Gl
1þ El Gl
bðpÞl ¼ 
qc2k
Slh 1þ El Glð Þ
aðpÞ0;l ¼
2El Gl
1þ El Gl
aðpÞq;l ¼
2El Gq;l
1þ El Gl

ðpÞ
l ¼
2C0;l  Glk
2C0;l þ Glk

ðpÞ
l ¼
Glk
2C0;l þ Glk
tðpÞq;l ¼ 
2 Gq;lk
2C0;l þ Glk
sðpÞq;l ¼
2Cq;l  Gq;lk
2Cq;l þ Gq;lk n
ðpÞ
q;l ¼
Gq;lk
2Cq;l þ Gq;lk
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generalizing the expressions for the case of the cylinder
from (52) and (50), respectively. At the tube ends, the values
S1=2 and SNþ1=2 are required. These may be set crudely, to
the values S(0) and S(L), respectively, or may be extrapo-
lated from the tube profile, provided that the values remain
positive.
As in the case of the model system, wv and wh corre-
spond to viscous and thermal losses, respectively. From defi-
nitions (60)–(63), they may be written as
wv ¼ dtþev þ qv; wh ¼ dtþeh þ qh; (66)
where
ev ¼ 1
2
XM
q¼1
hv0q; SLqetv0qid; (67a)
qv ¼ hv; SR0ltovid þ
XM
q¼1
hvq; SRqltovqid; (67b)
eh ¼ 1
2
k
ﬃﬃﬃﬃﬃﬃﬃﬃ
SC0
p
p0k2d þ
1
2
XM
q¼1
k
ﬃﬃﬃﬃﬃﬃﬃﬃ
SCq
q
~p0qk2d ; (67c)
qh ¼ k
ﬃﬃﬃﬃﬃﬃﬃﬃ
SG0
p
ltþ~pk2d þ
XM
q¼1
k
ﬃﬃﬃﬃﬃﬃﬃﬃ
SGq
q
ltþ~pqk2d : (67d)
A total energy balance for the scheme then follows as
dtþeþ bþ q ¼ 0; (68)
where the total energy e and power loss q are given by
e ¼ e0 þ ev þ eh; q ¼ qv þ qh: (69)
B. Modified energy balance and numerical stability
The numerical energy balance in (68), and the constitu-
ent terms neatly reflects that of the model system, from (18).
In addition, the total energy e reduces to that of the lossless
cylinder, from (52), when viscothermal losses are not pre-
sent, and when S ¼ S ¼ S0. It does not, however, lead imme-
diately to a numerical stability condition for scheme (59).
This can be seen from the form of qv from (67b), which is
not necessarily non-negative, as it should be in order to lead
to a monotonic decrease in the energy. The choice of an
energy function, directly generalizing that of the lossless
problem, is thus not a Lyapunov function for this particular
numerical method. For a given system, there is not a unique
choice of Lyapunov function, and this is particularly true in
the present case of lossy systems. Here, we are after an
energy function which is (a) non-increasing, implying non-
negative power dissipation, and (b) non-negative itself under
the condition k  1 for the lossless scheme. It is indeed pos-
sible to construct modified energy balances which lead to
this result, as shown below.
Beginning from the energy balance (68) above, one may
find other balances of the form
dtþemod þ qmod ¼ 0; (70)
where
emod ¼ eþ e† ; qmod ¼ qþ q
†
; dtþe
† þ q† ¼ 0:
(71)
A necessary requirement for stability is that qmod  0.
Beyond this, however, it is clear that because the scheme is
explicit, it can only be conditionally stable. An ideal condi-
tion, given the discussion in Sec. IV, is that emod  0 when
k  1; under this condition, the scheme will be stable, and
for k near 1, numerical dispersion will be minimized.
Using identities (43) and (44), the expression for the
numerical energy e and power loss q can be rewritten as
e ¼ ~e0 þ ~ev þ eh  e† ; q ¼ ~qv þ qh  q
†
; (72)
where eh and qh are as defined in (67), and where the remain-
ing quantities are defined as
~e0 ¼ 1
2qc2
k
ﬃﬃﬃ
S
p
pk2d þ
q
2
k
ﬃﬃﬃ
S
p
ltvk2d 
k2
8q
k
ﬃﬃﬃ
S
p
dxþpk2d;
(73a)
~ev ¼ lt
XM
q¼1
1
2
k ﬃﬃﬃﬃﬃﬃﬃSLqp v0qk2d þ k28q k ﬃﬃﬃSp Dk2d; (73b)
e
† ¼  k
2
8
dt k
ﬃﬃﬃﬃﬃﬃﬃ
SR0
p
vk2d þ
XM
q¼1
k ﬃﬃﬃﬃﬃﬃﬃSRqp vqk2d
0
@
1
A; (73c)
~qv ¼ ltþ k
ﬃﬃﬃﬃﬃﬃﬃ
SR0
p
ltvk2d þ
XM
q¼1
k ﬃﬃﬃﬃﬃﬃﬃSRqp ltvk2d
0
@
1
A;
(73d)
q
† ¼ k
2
8
dtt k
ﬃﬃﬃﬃﬃﬃﬃ
SR0
p
vk2d þ
XM
q¼1
k ﬃﬃﬃﬃﬃﬃﬃSRqp vk2d
0
@
1
A: (73e)
Note, in particular, that dtþe
† þ q† ¼ 0, so that the modified
energy balance (70) holds, with
emod ¼ ~e0 þ ~ev þ eh; qmod ¼ ~qv þ qh: (74)
From the above, qmod  0. For emod, the constituent terms
are non-negative, with the exception of ~e0. But, using the
inequality (45), one has
~e0  1
2qc2
k
ﬃﬃﬃ
S
p
pk2d 
k2
2h2q
k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lxS
p
pk2d : (75)
If, furthermore, the interleaved bore approximations S and S are
related by Sl ¼ lxSlþ1=2, then the condition above reduces to
~e0  1
2qc2
1 k2ð Þk
ﬃﬃﬃ
S
p
pk2d : (76)
Thus ~e0, and therefore emod are non-negative under the CFL
condition k  1. This serves as the stability condition for
scheme (59)–(63). Notice that it is unchanged from the case
of the lossless cylinder, from (55). It is important to point out
that both e and emod are distinct definitions of the numerical
stored energy of the system as a whole, and similarly, q and
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qmod are distinct definitions of instantaneous power loss. Both
sets of quantities, however, are consistent with the definitions
of stored energy and power loss of the model problem in the
limit of small time steps (this is easily seen from the depen-
dence of the difference terms e
†
and q
†
of k2).
VI. NUMERICAL RESULTS
In this section, simulation results are presented, using
the update equations ‹– in Table I. Three representative
cases are considered: a cylinder, an exponential horn, and a
horn of nontrivial profile. In all test cases the tube length is
L ¼ 0:3m and the opening tube radius is r0 ¼ 7:5 103 m.
The end radii of the exponential and nontrivial horns are
0:03m. The radius r(x) of the nontrivial horn is given by
r xð Þ ¼
r0 1 a1 sin px
2x1
 	 	
: 0 x x1
r0 a1þ a2 a1
x2 x1 x x1ð Þ
 	
: x1 < x x2
r0a2 : x2 < x x3
r0a2 exp
log 4ð Þ
a2 L x3ð Þ x x3ð Þ
 !
: x3 < x L;
8>>>>><
>>>>>:
(77)
where x1 ¼ 0:06m; x2 ¼ 0:15m; x3 ¼ 0:225m; a1 ¼ 0:5,
and a2 ¼ 0:3 [see Fig. 9(top)].
In all cases, numerically computed input impedances
are compared to reference values calculated using the
Transmission Matrix Method3 with a spatial integration step
chosen to be 104 m for very high accuracy. These reference
impedances are plotted on the middle row of Fig. 9.
Circuit element values are found using the Newton opti-
mization procedure to match the function Zv over the fre-
quency range 0.1–5000Hz for a fourth and eighth order
circuit structure. Values are obtained for tube radii at incre-
ments of 2:5 103 m between 7:5 103 and 3 102 m.
Since ~Yh is of the same form as Zv, the corresponding values
can be reused in the pressure update with appropriate scal-
ing. All numerical simulations are run at a sample rate of
50 kHz over a duration of 10 s. The grid spacing, which must
subdivide L evenly, is chosen so that the stability condition
(55) is satisfied as close to equality as possible. The pressure
equation is excited using u
nþ1=2
in ¼ ðS1=2vnþ1=21=2
þS1=2vnþ1=21=2 Þ=2, where uin is a volume velocity source that
has a value of unity at n¼ 0 and zero elsewhere. The first
eight input impedance peak positions and magnitudes are
calculated using a quadratic fit and compared to the refer-
ence input impedances. The third row of Fig. 9 shows the
percentage error of the peak position and the bottom of Fig.
9 shows the ratio of the magnitude of the peaks.
For the cylinder and the exponential horn the peak posi-
tion error is less than 0.05% for the fourth order structure
and less than 0.02% for the eighth order structure. The non-
trivial horn has a peak position error 0.7% for both the fourth
and eighth order structures. The larger error for the nontriv-
ial horn results are likely due to the effect of discretizing the
domain of a tube with a complex profile. For all test cases,
the magnitude ratio is less than 0.3 dB for the fourth order
structures and less than 0.15 dB for the eighth order
structure.
FIG. 9. (Top row) Bore profiles used in the numerical simulations. (Second row) Input impedances calculated using the Transmission Matrix Method that cor-
respond to the profiles above. (Third row) Percentage error of input impedance peak position for the finite-difference scheme compared to the transmission
matrix method. (Bottom row) Ratio in dB of the peak magnitude of the finite-difference scheme to the transmission matrix method. Black stars correspond to
results for the fourth order structure, grey stars are for the eighth order structure.
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To check that a numerical energy balance is satisfied,
the accumulated energy31 is introduced and defined as
enþ1mod  e0mod þ k
Xn
0
qnþ1=2mod
be0modc2
; (78)
where bc2 denotes a rounding to the nearest power of two.
The accumulated energy should remain zero; however, due
to numerical rounding effects, it remains a small, nonzero
value. Figure 10(left) shows the accumulated energy for the
nontrivial horn with an eighth order circuit structure. This
value is of the order 1013. Note, in particular, that, despite
the numerical energy balance, there is still some variation
beyond machine precision (on the order of 1016), leading
to some slow, but bounded long-term drift. Such effects
are related to finite-precision rounding effects in the man-
ner in which the scheme coefficients are calculated, the
order or operations in the scheme update, as well as in
the calculation of the numerical energy balance itself. As
has been shown recently,31 such effects tend to be pro-
nounced in systems with a small degree of loss. As yet, a
complete explanation is not available. Over shorter time-
scales, bitwise variation is apparent: at right of Fig. 10 is
shown the accumulated energy variation over the first
1000 time steps.
VII. CONCLUDING REMARKS
This article is concerned with design principles for finite
difference time-domain modeling for ducts of variable cross-
section. An energy-balanced formulation has been used in
order to arrive at a stability condition for an explicit scheme,
which is unchanged from the case of the lossless tube of uni-
form cross-section, and is thus convenient to use in practice.
Positive real approximations to the viscous and thermal
immittances are employed, using designs optimized over tar-
get frequency ranges, and with error dependent primarily on
the order of the approximation. As has been shown in Sec.
VI, errors relative to direct frequency domain calculations of
input impedances are small at sample rates which are low
relative to the frequency range of interest, and indeed can be
made as small as desired through higher-order models of the
viscothermal immittances. Another benefit of the immittance
approximations described here and similar forms else-
where15 is that intermediate high-frequency approximations
to the immittances,3,22 leading to fractional-order PDE sys-
tems9,11 may be avoided, and thus the approximated immit-
tances are valid in both the high- and low-frequency ranges,
and without the appearance of a spurious singularity at zero
frequency.
It is worth emphasizing that there are many distinct
energy-balanced schemes for the model system, each with a
distinct definition of numerical energy and power loss; solu-
tions for any such scheme, however, converge to that of the
model system under grid or time step refinement, provided it
is stable, and numerically consistent with the underlying
model problem. There is thus a good degree of freedom in
numerical design, which can be exploited in order to arrive
at efficient schemes with very high accuracy. The scheme
chosen here is explicit and employs a somewhat hybridized
design, with distinct discretization rules used for the propa-
gative and lossy parts of the immittances. Other energy-
balanced schemes are possible, but there are great differ-
ences in terms of performance, as has been illustrated in the
case of the lossless uniform tube in Sec. IV. Unconditionally
stable implicit schemes for the acoustic tube, though much
easier to analyze, are both more computationally costly, and
less accurate, with significant dispersion effects, leading to
large deviations in the profile of the input impedance curve.
In such a formalism, the numerical energy function is usu-
ally constrained to be non-negative from the outset; in the
method presented here, it is not, leading to the standard
Courant-Friedrichs-Lewy stability condition26 for explicit
schemes, now extended to the case of a lossy tube of variable
cross section.
The main reason for exploring direct time-stepping
methods, as opposed to frequency-domain methods, is to
serve as a starting point for numerical designs for the nonlin-
ear system;32 stability and good accuracy under linear condi-
tions would appear to be a necessary prerequisite for an
extension to the nonlinear case. That being said, in the
FIG. 10. (Left) Accumulated energy
for the nontrivial horn with eighth
order circuit structure. (Right)
Variation of accumulated energy over
the first 1000 time steps (black) and
multiples of the machine error (grey).
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extension to the nonlinear case, new numerical issues
emerge—indeed, it is not known whether a Courant-type
condition of the type k  1 will remain in force, or if it must
be weakened, leading to increased numerical dispersion
error. In particular, the technique for showing numerical sta-
bility here, that of demonstrating a numerical energy bal-
ance, for which both stored energy and dissipated power are
non-negative, must be extended to an entropy balance,33 a
well-known technique in the numerical simulation of
shocks.34 There is not, to the knowledge of these authors, an
extension of the Zwikker-Kosten model, incorporating
boundary layer effects and variable cross-sectional area to
the case of nonlinear wave propagation.
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