We consider adaptive sequential lossy coding of bounded individual sequences when the performance is measured by the sequentially accumulated mean squared distortion.
Introduction
In a widely used model of lossy source coding, an in nite sequence of real-valued source symbols x 1 ; x 2 ; : : : is transformed into a sequence of channel symbols y 1 ; y 2 ; : : : (assumed to take values from a nite alphabet) which are transmitted through a noiseless channel. The received sequence of channel symbols are then used to produce the reproduction sequence b x 1 ; b x 2 ; : : : . Such a system is called causal if the reproduction of the current source symbol depends on the present and past source symbols, but not on the future ones. In general, very little is known about the optimum performance theoretically attainable (OPTA) for causal coding of probabilistic sources. For the special case of a stationary and memoryless source Neuho and Gilbert 1] showed that the OPTA function of causal codes is achieved by time-sharing of entropy coded scalar quantizers.
A requirement more restrictive than causality is that of zero delay. A lossy coding scheme is said to have zero delay if each channel symbol y n depends only on the past and present source symbols x 1 ; : : : ; x n and the reproduction b
x n for the present source symbol x n depends only on the channel symbols y 1 ; : : : ; y n received so far. Zero-delay schemes have an obvious advantage over other coding methods (such as block codes) in applications where decoding delay is a crucial factor. For memoryless sources it has been shown by Ericson 2] and Gaarder and Slepian 3] (see also 4] ) that the zero-delay OPTA function is achieved by the optimal (Lloyd-Max) scalar quantizer for the source.
In this work, we consider the problem of zero-delay source coding in a deterministic setting. Inspired by recent work on prediction of individual sequences, we study zero-delay sequential quantization of individual sequences. In this setting, it is not assumed that the source is generated by an underlying probabilistic mechanism. In general, the goal is to construct a single zero-delay scheme whose cumulative distortion on every bounded sequence is very close to that of the best scheme for the given sequence within a family of xed zerodelay schemes. The probabilistic analogue of this problem is the problem of zero-delay universal coding with respect to a given class of sources.
Although lossless sequential source coding has been extensively studied (see Merhav and Feder 5] for am extensive survey), there seem to be no results available concerning its lossy counterpart we consider here. One main di culty with the lossy case is that, unlike in the lossless case, the decoder does not have access to the past source outputs. Therefore the well-developed arsenal of universal lossless coding and sequential prediction cannot be directly applied.
In this paper we investigate the possibility of zero-delay lossy coding of individual sequences. Our main result in Section 2 describes a zero-delay sequential adaptive coding scheme which, asymptotically, achieves a cumulative mean squared distortion achieved by the best scalar quantizer of a given rate matched to the actual bounded source sequence. In other words, the proposed method has to compete sequentially with an \anticipating" scheme that sees the entire sequence in advance and chooses the best scalar quantizer for this sequence. The construction builds on techniques developed in the theory of prediction of individual sequences, namely, it uses an appropriately modi ed version of the exponential weighting method of Vovk 6] . The proposed method requires common randomization in the encoder and the decoder. Some aspects of common randomization are discussed in Section 3.
Admittedly, the special class of reference methods (i.e., the family of all xed-rate scalar quantizers) limits the scope of this result, but it is still of interest, especially in view of the previously cited results of Ericson 2] and Gaarder and Slepian 3]. To our knowledge this is the rst result concerning zero-delay sequential lossy coding of individual sequences.
Problem Formulation and Results
A (randomized) zero-delay sequential source code of rate R = log M (where M is a positive integer and log denotes base 2 logarithm) is described by an encoder-decoder pair which are connected via a noiseless channel of capacity R. It is assumed that both the encoder and the decoder have access to a common sequence of random variables fU i g 1 i=1 , where each U i is uniformly distributed on the interval 0; 1]. (Note that the U i need not be independent.) The input to the encoder is a sequence of real numbers x 1 ; x 2 ; : : : assumed to be bounded such that x i 2 0; 1] for all i 1. (One could more generally assume that each x i is in a xed interval of length B, but since squared error distortion will be considered, the choice x i 2 0; 1] does not limit generality.) At each time instant i = 1; 2; : : : , the encoder observes x i and the random number U i . Based on x i , U i , and the past input values x i?1 = (x 1 ; : : : ; x i?1 ), the encoder produces a channel symbol y i 2 f1; 2; : : : ; Mg which is then transmitted to the decoder. After receiving y i , the decoder outputs the reconstruction value b x i based on U i and the channel symbols y n = (y 1 ; : : : ; y n ) received so far. so that y i = f i (x i ; U i ) and b x i = g i (y i ; U i ), i = 1; 2; : : : . Note that there is no delay in the encoding and decoding process. The normalized cumulative squared distortion of the sequential scheme at time instant n is given by
where the dependence of D n on the randomizing sequence is suppressed in the notation. The expected cumulative distortion is
where the expectation is taken with respect to the randomizing sequence U n = (U 1 ; : : : ; U n ). for all x. For this reason, we will only consider nearest-neighbor quantizers. Also, since we consider sequences with components in 0; 1], we can assume without loss of generality that the domain of de nition of Q is 0; 1] and that all its codepoints are in 0; 1].
Let Q denote the collection of all M-level nearest neighbor quantizers. For any sequence x n , let D n (x n ) denote the minimum normalized cumulative distortion in quantizing x n with an M-level scalar quantizer, that is, let
Note that to nd a Q 2 Q achieving D n (x n ) one has to know the entire sequence x n in advance. The next theorem asserts that there exists a zero-delay sequential source code of rate R which, for any bounded input sequence, performs asymptotically as well as the best scalar quantizer of rate R matched to the entire sequence.
Theorem 1 For any R = log M there exists a randomized zero-delay sequential source code ff i ; g i g 1 i=1 of rate R whose expected normalized cumulative distortion D n (x n ) satis es, for all x n 2 0; 1] n ,
where C is a constant independent of n and x n 1 . In particular, lim sup
To prove the theorem we rst consider the case of sequential coding of sequences of a xed nite length.
Proposition 1 For anyñ 1 and R = log M there exists a randomized zero-delay sequential source code ff (ñ) i ; g (ñ) i g~n i=1 of rate R for coding sequences of lengthñ such that for all n ñ and for all x n 2 0; 1] n ,
where c is a positive constant which does not depend onñ.
Proposition 1 demonstrates the existence of a zero-delay scheme for sequentially coding sequences of length n which are asymptotically (for large n) e cient. To see this, let n =ñ in Proposition 1. Then for any n 1 there exists a sequential code for sequences of length n such that for any x n 2 0; 1] n ,
Note that codes achieving (3) depend on the length n of the sequence to be encoded and therefore Proposition 1 does not directly imply the existence of a single sequential code ff i ; g i g 1 i=1 capable of coding sequences of arbitrary length and achieving (1). The following proof exhibits a simple construction of a sequential code ff i ; g i g 1 i=1 which satis es Theorem 1 using the nite-length codes of Proposition 1. The proof is inspired by a similar trick in 7].
Proof of Theorem 1 For any i = 1; 2; : : : ; let l be a nonnegative integer such that 2 l i < 2 l+1 . Now use the codes ff (ñ) i ; g (ñ) i g~n i=1 of Proposition 1 withñ = 2 l to de ne f i and g i by Then the encoder picks the quantizer Q Jn to encode x n and transmits the channel symbol representing the quantizer output Q Jn (x n ). After receiving this channel symbol, the decoder outputs Q Jn (x n ) (note that since the decoder has access to U n and the n j , it can also generate J n ). The expected normalized cumulative distortion of the hypothetical scheme (denoted by d n (x n )) is given by 
Construction of sequential scheme
The bound (7) implies that and N can be chosen (as functions ofñ) such that the cumulative distortion of the hypothetical scheme satis es nd n (x n ) nD n (x n ) + O(ñ 1=2 logñ):
To achieve this, however, the hypothetical scheme has to transmit the values of L i j , j = 1; : : : ; N at all time instants i, which requires an additional channel of in nite capacity between the encoder and the decoder. The basic idea for constructing a sequential scheme of true rate log M is to periodically transmit approximate (quantized) versions of the cumulative quantizer losses L i j and to use these approximations to form the approximate weights b i j at the decoder. We show that using only a small fraction of the overall available rate to transmit the quantized cumulative distortions, the b i j will su ciently well approximate the i j so that the di erence between the distortion D n (x n ) of the resulting sequential scheme and the distortion d n (x n ) of the hypothetical scheme becomes negligible for large n.
To describe the scheme, let fn l ; l = 1; 2; : : : g be a strictly increasing sequence of positive integers such that n 1 = 1. Let K 1 be a xed integer and let q K denote the K-level uniform quantizer over 0; 1]. Introduce 
where S n = maxfl : n l ng. First we give an upper bound for the rst term of the right side of (9) where the second inequality follows since jx r ?x r j = jx r ? q K (x r )j 1=(2K). Summarizing these bounds, we obtain
Combining this with the bound (7) on the cumulative distortion of the hypothetical scheme, for all n ñ we obtain nD n (x n ) ? nD n (x n ) = . Computationally it may be advantageous to choose N as small as possible (i.e., letting N n M=5 ). Resubstiting these values into the upper bound above gives the desired result.
3 Remarks on Common Randomization
The proposed quantization scheme has an obvious weakness: it requires that both the encoder and the decoder dispose of the same sequence of uniform random variables U 1 ; U 2 ; : : : . This assumption is not uncommon in universal quantization of probabilistic sources (see the works of Ziv 9] and Zamir and Feder 10] ) where the U i sequence represents \subtractive dither". In practice, these may be replaced by a pseudorandom sequence generated at both the sender and receiver side.
Observe that the only requirement for U 1 ; U 2 ; : : : is that their distribution should be uniform. No assumption on the joint distribution of these variables is necessary for Theorem 1.
In an extreme case, as in 9], one may even take U 1 = U 2 = , that is, use the same variable at each time instance. This has no e ect on the expected behavior of the distortion. On the other hand, using the same randomizing variable at all time instants hides a danger of instability, as the true (random) distortion D n (x n ) may be far from its expected value D n (x n ) = ED n (x n ). The next fact shows that one may avoid instability by using an independent randomizing sequence. almost surely (12) where C is the same constant as in Theorem 1.
Proof of Lemma 1 Recall from the proof of Proposition 1 that for all n,
where the random variable b J i is a function of U i and the approximate weights b i j , j = 1; : : : ; N. Since the approximate weights are deterministic (i.e., their values do not depend on the sequence U 1 ; U 2 ; : : : , see equation (8)), the expression on the right-hand side is an average of n independent random variables. Now recall Hoe ding's inequality 11] which states that if S n = P n i=1 X i , where X 1 ; : : : ; X n are independent random variables such that 
