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ABSTRACT
It is known that galaxy morphological type is correlated with the galaxy color indices, luminosity, and other parameters
as de Vaucouleurs radius, inverse concentration index etc. To study these relations in detail we have to operate with
big samples of galaxies on different redshifts, so the visual morphological inspection is not always possible.
Method1.We applied the “color–concentration index” diagram and machine learning methods for the morphological
classification of galaxies from the SDSS DR5 and DR9 at z < 0.1. With this aim, we visually identified morphological
types of about 1500 galaxies, which formed our training samples.
We plotted the diagrams of color indices g − i and one of such parameters as the inverse concentration index,
absolute magnitude, de Vaucouleurs radius or scale radius of galaxies. We discovered that these parameters may be
used for galaxy classification into three classes: E – elliptical and lenticular, S – types Sa-Scd, and L – types Sd-Sdm
and irregular Im/BCG galaxies. The accuracy of such an approach is 98 % for E, 88 % for S, and 57 % for L types. The
combinations of “color indices g − i and inverse concentration index R50/R90” and “color indices g − i and absolute
magnitude Mr” give the best result. We applied this method to classify 317 018 galaxies from SDSS DR5 (143 263 E,
112 578 S, 61 177 L type).
Method2. We used another training sample classified visually into two classes (to avoid a case of a low accuracy for
L types in the previous method): early E (including: E, S0, S0a) and late L (including: Sa to Irr) types. We checked
such classifiers as Naive Bayes, Random Forest, and Support Vector Classifier. We used the absolute magnitudes Mu,
Mg, Mr, Mi, and Mz, all the color indices, and inverse concentration indexes R50/R90 to the center as the attributes
of galaxy. To define an accuracy of the aforementioned classifiers we applied the 5-folds validation technique. It turned
out that the Random Forest method provides the highest accuracy, namely 91 % of galaxies from the sample were
correctly classified (96 % for E and 80 % for L types). The accuracy of other classifiers was from 85 % to 90%. We
were able to classify 60 561 galaxies from the SDSS DR9 with unknown morphologies with a good accuracy onto two
clasees (47 % E and 53 % L types of galaxies).
Results. So, using the Random Forest classifier and the data on color indices, absolute magnitudes, inverse concen-
tration indexes of galaxies with visual morphological T-types for training samples, we were able to classify low-redshift
galaxies from the SDSS with unknown morphologies with a good accuracy.
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1. Introduction
Since 2000, the Sloan Digital Sky Survey (SDSS)
(York et al., 2000) collected the more data that had been
amassed in the entire history of astronomy. Now, its
archive contains of about 156 terabytes of information.
Astronomers, who are directly involved in the SDSS, identi-
fied the problem of morphological galaxy classification “as
one of the most cumbersome areas in celestial classifica-
tion, and the one that has proven the most difficult to au-
tomate” (Kasivajhula et al. , 2007). Notwithstanding, we
would like to underline briefly several works, where dif-
ferent approaches were developed and great efforts were
made to identify the morphological types of galaxies, first
of all from the SDSS, in the visual or the automated modes.
We note that many machine learning methods were ac-
tively involved to disentangle this problem. A good intro-
duction to the classification algorithms for astronomical
tasks, including the morphological classification of galax-
ies, is given by Feigelson et al. (2006), Ball and Brunner
(2010), Ivezic et al. (2014).
During 1990-es, the Artificial Neural Network (ANN)
algorithm was widely intended for automatic morphologi-
cal classification of galaxies since the very large extragalac-
tic data sets have been conducted (Storrie-Lombardi et al. ,
1992). A classification accuracy (or the success rate) of
the ANN was from 65% to 90% depending on the math-
ematical subtleties of the applied methods and the quality
of galaxy samples. For example, Lahav (1995) concluded
that “the ANNs can replicate the classification by a hu-
man expert almost to the same degree of agreement as
that between two human experts, to within 2 T -type units”.
Ball et al. (2004) have tested the Supervised ANN for mor-
phological classifications and obtained that it may be ap-
plied without human intervention for the SDSS (correla-
tions between predicted and actual properties were around
0.9 with rms errors of order 10 %). Andrae et al. (2010) ap-
plied a probabilistic classification algorithm to classify the
SDSS bright galaxies and obtained that it produces reason-
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able morphological classes and object-to-class assignments
without any prior assumptions. Murrugarra and Hirata
(2017) evaluated the Convolutional Neural Network to clas-
sify galaxies from the SDSS onto two classes as ellipti-
cals/spirals and achieved an accuracy around 90–91%.
As for the visual morphological classification con-
ducted during the last years, we note as follows. A
very powerful study was performed by Banerji (2010),
where galaxies classified by the Galaxy Zoo Project
(http://data.galaxyzoo.org) into three classes (early
types, spirals, spam objects) have formed a training sam-
ple for morphological classifications of galaxies in the SDSS
DR6. These authors convincingly showed that using a set of
certain galaxy parameters, the Neural Network is able to re-
produce the human classifications to better than 90% for all
these classes and that the Galaxy Zoo catalogue (GZ1) can
serve as a training sample. For example, using the raw imag-
ing data from the SDSS that was available in the GZ1, and
the hand-picked features from the SDSS, Kates-Harbeck
(2012) applied a logistic regression classifier and attained
95.21 % classification accuracy. Willett et al. (2013) is-
sued a new catalogue of morphological types from Galaxy
Zoo Project (GZ2) in the synergy with the SDSS DR7,
which contains of more than 16 million morphological clas-
sifications of 304 122 galaxies and their finer morphologi-
cal features (bars, bulges and the shapes of edge-on disks,
as well as parameters of the relative strengths of galac-
tic bulges and spiral arms). Another approach was devel-
oped by Nair and Abraham (2010). Namely, they prepared
the detailed visual classifications for 14 034 galaxies in the
SDSS DR4 at z < 0.1, which can be used as a good training
sample for calibrating the automated galaxy classification
algorithms.
Our work deals with a morphological classification of
low-redshift galaxies from the SDSS DR5 and DR9 and has
the following tasks:
– to analyze the existing criteria for automatic morpho-
logical classification of galaxies using parameters, which
are most correlated with morphology of galaxies: color
indices, inverse concentration index, absolute magni-
tude, de Vaucouleurs radius and scale radius;
– to use various machine learning methods for classify-
ing 60 561 lgalaxies from the SDSS DR9 with unknown
morphological types;
– to apply the developed criteria for the automated classi-
fication of 317 018 galaxies at z < 0.1 from SDSS DR9.
2. Automated Morphological Classification
2.1. “Color-concentration index” diagram classification
We prepared a training sample from the SDSS DR5 by the
random selection of galaxies with the radial velocities from
3000 to 9500 km/s and visual stellar magnitudes mr <
17.7. It contained of 730 galaxies and 64 among them were
the merging galaxies. We visually identified a morphological
type for each galaxy of training sample using a slightly
modified de Vaucouleurs T-scale: all the elliptical galaxies
were joined to (-2, E), then lenticulars as (0, S0), early
spirals as (1, Sa), (2, Sab), (3, Sb), (4, Sbc), (5, Sc), (6,
Scd), late spirals and irregulars as (7, Sd), (8, Sdm), (9,
Im/BCG), (10, Irr).
Fig. 1 shows the dependence of morphological types T
on the color indices g−i for 730 galaxies (666 normal galax-
ies and 64 mergers). We see a large overlap in color in-
dices, while the median is essentially constant for T-types
in ranges (−2 ÷ 0/1) and (7 ÷ 10). It allowed us to divide
galaxies into three classes: early type galaxies (−2 ÷ 0),
spirals (1 ÷ 6), and late spirals/irregulars (7÷ 10).
Fig. 1. The dependence of the morphological types T on
the color indices g− i for 730 galaxies from the SDSS DR5.
We have excluded the merging galaxies from our test-
ing sample and did a work to find the better dependencies
of morphological types on various parameters for the rest
666 normal galaxies. We plotted the diagrams of the color
indices as function of the:
A. inverse concentration index R50/R90 toward the galac-
tic center in the r band;
B. galactic radii: the de Vaucouleurs fit scale radius and
exponential fit scale radius in the r band;
C. absolute stellar magnitude Mr in the r band.
We have indicated the regions 1, 2, and 3 into which a
maximum number of galaxies (more than 90%) of morpho-
logical types (−2÷0), (1÷6), and (7÷10), respectively, falls,
as well as a minimum number of other morphological types
(Fig. 2). It should be noted that the boundary between
spiral galaxies of types 6 and 7 was chosen not randomly:
studying different variants, we chose the option when the
boundary (perpendicular line to g−i axis in Fig. 2) between
the regions 2 and 3 has separated galaxies in such a man-
ner that a maximal number of galaxies with determined
morphological types was settled in the “own” regions. We
found that the aforementioned parameters may be used for
the automated galaxy classification into three classes: E –
elliptical and lenticular, S – types Sa-Scd, and L – types
Sd-Sdm and irregular Im/BCG galaxies. The dependence
of “A” gives the best result: the accuracy is 96 % for E
(early type galaxies), 88 % for S (early type spirals), and
only 57 % for the late type spirals and irregulars.
This method was applied to classify a sample of 317 018
galaxies at 0.003 ≤ z ≤ 0.1 from SDSS DR5 (143 263 E,
112 578 S, 61 177 L type). The more detailed explana-
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tion is given in our works (Dobrycheva and Melnyk (2012),
Melnyk et al. (2012), Vavilova et al. (2009)).
Fig. 2. Dependence of the color indices on the inverse con-
centration index for galaxies from the SDSS DR5. Region 1
– early galaxies and lenticulars (−2÷ 0), Region 2 – spirals
(1÷ 6), Region 3 – late spirals and irregulars (7 ÷ 10).
2.2. Machine learning technique
To apply the machine learning technique for the auto-
mated morphological classification, we used a galaxy sam-
ple from the SDSS DR9 with redshifts 0.02 < z < 0.06, vi-
sual magnitudes mr < 17.7, absolute magnitudes −24
m <
Mr < −17
m. The sample was cleaned from non-relevant
objects like multiply entities, lens objects etc. (see, in de-
tail, Dobrycheva (2013) and Dobrycheva et al. (2015)).
The absolute stellar magnitude was calculated by the for-
mula: Mr = mr − 5log(V/H0) − 25 − K(z) − ext . We
took into account the correction for the Galactic absorp-
tion (ext) in accordance with (Schlegel et al. (1998)) and
the K-correction (K(z)) according to (Chilingarian et al.
(2010, 2012)). We applied also the SDSS recommendations
and input parameters, which limit a stellar magnitude in
r-band as mr < 17.7, to avoid typical statistical errors in
spectroscopic flux. Finally, it contained of 60 561 galaxies,
their distribution over the sky in equatorial coordinates is
given in Fig. 3.
The first step was to prepare a training sample of 764
galaxies based on the SDSS DR9. Galaxies of training sam-
ple we visually split on two classes: 460 E (including E,
S0, S0a) and 304 L (from Sa to Irr types), selected ran-
domly with different redshifts and luminosities from the
total sample. One can see a diagram of the inverse concen-
tration indexes as the function of the color indices for 764
galaxies of training sample in Fig. 4. The visually classified
galaxies of E-S0a types are marked as the red circles and
of Sa-Irr types as the blue circles.
The second step was a training of the classifier. With
this aim, we used the absolute magnitudes Mu, Mg, Mr,
Mi, and Mz, all the kinds of color indices, and inverse con-
centration indices R50/R90 to the center in the r band. We
conducted a binary morphological classification using soft-
Fig. 3. The distribution of 60 561 galaxies at 0.02 < z <
0.06 from the SDSS DR9 in equatorial coordinates.
ware with an open source KNIME Analytics Platform ver.
3.5.0, which is intended to provide the data classification of
various machine learning methods and is actively used in
the data science. We trained our classifiers by such meth-
ods as Naive Bayes, Random Forest, and Support Vector
Classifier (SMO) based on WEKA 3.7 software and neutral
networks (RProp MLP).
We evaluated the most precise methods using the k-
fold cross-validation: we partioned the sample into 5 equal
sized subsamples selected randomly. A single subsample
was retained as the validation data for testing the aforemen-
tioned methods, and 4 subsamples were intended for train-
ing data. A classification‘s accuracy was defined as the av-
eraged from five folds to give a single estimation. It turned
out that the Random Forest method provides the highest
accuracy: 91% of galaxies were correctly classified (96% for
E type and 80% for L type). The accuracy of the rest meth-
ods was 90 % (97% for E type and 74% for L type) for
Support Vector Classifier and 85 % (93% for E type and
69% for L type) for Naive Bayes methods. We note that
Kasivajhula et al. (2007) compared three machine learn-
ing algorithms (Support Vector Machines, Random Forest,
and Naive Bayes). They also obtained that the Random
Forest has performed better than other classifiers.
To compare these results and those for galaxies from the
SDSS DR5 (see Subsection 2.1), we used the classification
criterion for color indices u− r, g− i, r−z and inverse con-
centration index R50/R90. This criterion was determined
visually from a graph of the relationship between these pa-
rameters (region 1 in Fig. 2). The accuracy was 96% for E
type galaxies (region 1) and 67% for L type galaxies (re-
gions 2 and 3). Because of this sample was both the training
and test sample, the real accuracy is a few percent lower.
Thus, using the data on the absolute magnitudes,
color indices, inverse concentration indexes we trained the
Random Forest classifier for galaxies with visual morpho-
logical types. After this, we applied this classifier to the
sample of N = 60 561 galaxies from the SDSS DR9 with
unknown types and got their classification, namely, 28 199
E and 32 362 L types among them (Fig. 5). We note that
(Calleja et al. , 2004) using 10-fold cross-validation showed
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that the homogeneous ensemble of locally weighted regres-
sion produces the best results, with over 91 % accuracy
when considering three galaxy types (E, S, and Irr), and
over 95 % accuracy for two types (E and S).
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Fig. 4. Dependence of the color indices on the inverse con-
centration indices R50/R90 of 764 galaxies from the SDSS
DR9 visually classified training/test sample. Red crosses –
elliptical galaxies and lenticulars (E-S0a), Blue squares –
spirals, late spirals and irregulars (Sa-Irr)
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Fig. 5. Dependence of the color indices on the inverse con-
centration indices R50/R90 of 60 561 galaxies after apply-
ing the Random Forest classifier. Red dots – elliptical galax-
ies and lenticulars (E-S0a), Blue dots – spirals, late spirals
and irregulars (Sa-Irr)
3. Conclusions
Using visual classification of low-redshift galaxies from
the SDSS as the training samples and such diagram as
“color indices – inverse concentration index” we discovered
good criteria to separate galaxies by three morphological
types: 1) early types – ellipticals and lenticulars; 2)
spirals Sa-Scd, and 3) late spirals – Sd-Sdm and irregular
Im/BCG galaxies. We have classified a full sample of
317 018 galaxies at 0.003 ≤ z ≤ 0.1 (143 263 E, 112
578 S, 61 177 L type). The sample is available through
http://leda.univ-lyon1.fr/fG.cgi?n=hlstatistics&a=htab&z=d&sql=iref=52204.
Applying the Random Forest classifier to galaxy at-
tributes as color indices, absolute magnitudes, inverse con-
centration indexes we were able to perform morphological
classification of 60 561 galaxies from the SDSS DR9 with
unknown morphologies (28 199 E (early types) and 32 362
L (late types)). The highest accuracy was attained as fol-
lows: 91% of galaxies were correctly classified (96% for E
type and 80% for L type)
The presentation of these results was
given during the EWASS-2017, Symposium
“Astroinformatics: From Big Data to Understanding
the Universe at Large”. It is vailable through
http://space.asu.cas.cz/~ewass17-soc/Presentations/S14/Dobrycheva_987.pdf.
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