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0. Introduction
Let R be a commutative ring and let A be an R-domain. A set D = {Dn}n≥0 of R-linear endomorphisms of A is said to be a
locally finite iterative higher derivation (abbreviated as lfihd) of A if D satisfies the following conditions (1), (2), (3) and (4):
(1) D0 is the identity map of A;
(2) Dn(ab) = ∑
i+j=n
Di(a)Dj(b) for all n ≥ 0 and for all a, b ∈ A;
(3) For all a ∈ A, there exists n ≥ 0 such that Dm(a) = 0 for all m ≥ n;
(4) Di ◦ Dj =
(
i+j
i
)
Di+j for all i, j ≥ 0.
For any lfihd D = {Dn}n≥0 of A, we define the kernel AD of D by the R-subalgebra {a ∈ A | Dn(a) = 0 for all n ≥ 1} of A. D is said
to be non-trivial if AD 6= A.
The aim of this article is to solve the following problem.
Problem. Assume that R is a PID and that A is finitely generated as an R-algebra. Let D be a non-trivial lfihd of A. Then give
an algorithm for computing the kernel AD of D.
Under some additional assumptions, Van den Essen [2, 1.4], Okuda [7, Proposition 5.7] and Sancho de Salas [9] solved the
above Problem. Van den Essen solved the Problem when R is a field of characteristic zero, Okuda solved it when R is a field
of positive characteristic and there exists an element s ∈ A such that D1(s) = 1, and Sancho de Salas solved it when R is an
algebraically closed field of arbitrary characteristic.
In this article, by generalizing Van den Essen’s algorithm, we solve the above Problem. We first recall the basic facts of a
lfihd of A (see Section 1). We describe the Dixmier operator over a commutative ring (see Section 2), give an algorithm for
computing a local slice of a given non-trivial lfihd (see Section 3), recall the basic facts of Gröbner bases over commutative
rings (see Section 4), and give our kernel algorithm (see Section 5). As an application of our kernel algorithm, we study the
kernel of a linear lfihd of the polynomial ring in three variables over an algebraically closed field of positive characteristic
(see Section 6).
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1. Basic facts of a lfihd
By the properties (1), (2) and (3) of the lfihd D = {Dn}n≥0 of the R-domain A, we can define an R-algebra homomorphism
ϕD,t : A → A[t] by ϕD,t(a) := ∑n≥0 Dn(a)tn, where t is an indeterminate over A. By the iterative property (4) of D, we have
ϕD,t ◦ ϕD,t′ = ϕD,t+t′ , where t, t′ are indeterminates over A, ϕD,t : A → A[t] is extended by ϕD,t(t′) := t′ to an R-algebra
homomorphism A[t′] → A[t, t′], and ϕD,t+t′ : A → A[t + t′] is extended by the natural inclusion A[t + t′] ⊂ A[t, t′] to an
R-algebra homomorphism A → A[t, t′].
Using this ϕD,t , we define the D-degree of an element a of A by degD(a) := degt(ϕD,t(a)) where degt(0) := −∞. We
postulate−∞ ≤ n for all integers n. This function degD has the following properties (1), (2) and (3) for all a, b ∈ A:
(1) degD(ab) = degD(a)+ degD(b);
(2) degD(a+ b) ≤ max{degD(a), degD(b)};
(3) degD(Di(a)) ≤ degD(a)− i for all i ≥ 0. In particular, if a ∈ A \ {0} and n = degD(a), the leading coefficient Dn(a) of ϕD,t(a)
is an element of AD.
Clearly, the kernel AD of D can be written as
AD = {a ∈ A | ϕD,t(a) = a} = {a ∈ A | degD(a) ≤ 0}.
An element σ of A is said to be a local slice of D if σ satisfies the following conditions (1) and (2):
(1) σ 6∈ AD;
(2) degD(σ) = min{degD(f ) | f ∈ A \ AD}.
An element s of A is said to be a slice of D if s is a local slice of D and the leading coefficient of ϕD,t(s) is 1. Especially when R is
a field of characteristic zero, it is easy to see that, for any σ ∈ A, σ is a local slice of D if and only if D1(σ) 6= 0 and D21(σ) = 0;
and that, for any s ∈ A, s is a slice of D if and only if D1(s) = 1.
For any u ∈ AD, we can extend the lfihd D of A to the lfihd D˜ = {D˜n}n≥0 of A˜ := A[u−1] by
D˜n(v/u
`) := Dn(v)/u`,
where v ∈ A and ` ≥ 0. The kernel A˜D˜ of D˜ coincides with AD[u−1].
Let σ be a non-zero element of A, let c ∈ AD be the leading coefficient of ϕD,t(σ), let A˜ := A[c−1], and let s := σ · c−1 ∈ A˜.
Clearly, σ is a local slice of D if and only if s is a slice of D˜.
The following theorem is due to Miyanishi [4, 1.5.].
Theorem 1.1. Let D be a non-trivial lfihd of A, let σ be a local slice of D and let c ∈ AD be the leading coefficient of ϕD,t(σ). Then
A[c−1] = AD[c−1][σ]
and σ is an indeterminate over AD.
For any lfihd D of Awith a slice s, by using Theorem 1.1, we can define a surjective R-algebra homomorphism εs : A → AD
by substituting 0 for s. We call this εs the Dixmier operator.
2. Description of the Dixmier operator
The following theorem gives another description of the Dixmier operator εs : A → AD.
Theorem 2.1. Let D be a lfihd of A with a slice s ∈ A. For any f ∈ A, express ϕD,t(f ) as
ϕD,t(f ) = ϕD,t(s) · Qf (t)+ Rf (t),
where Qf (t), Rf (t) ∈ A[t] and degt(Rf (t)) < degt(ϕD,t(s)). Then Rf (0) ∈ AD and εs(f ) = Rf (0).
In proving the above theorem, we use the following lemma.
Lemma 2.2. Let D be a non-trivial lfihd of A and let α be an element of A \ AD such that ϕD,t(α) is a monic polynomial of A[t]. For
any f ∈ A, express ϕD,t(f ) as
ϕD,t(f ) = ϕD,t(α) · Qf (t)+ Rf (t),
where Qf (t), Rf (t) ∈ A[t] and degt(Rf (t)) < degt(ϕD,t(α)). Then Qf (t) = ϕD,t(Qf (0)) and Rf (t) = ϕD,t(Rf (0)). In particular,
degt(Qf (t)) = degD(Qf (0)) and degt(Rf (t)) = degD(Rf (0)).
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Proof. By substituting t + t′ for t of the equality ϕD,t(f ) = ϕD,t(α) · Qf (t)+ Rf (t), we have
ϕD,t+t′(f ) = ϕD,t+t′(α) · Qf (t + t′)+ Rf (t + t′).
The left-hand side ϕD,t+t′(f ) can be written as
ϕD,t+t′(f ) = (ϕD,t ◦ ϕD,t′)(f )
= ϕD,t(ϕD,t′(α) · Qf (t′)+ Rf (t′))
= ϕD,t+t′(α) · ϕD,t(Qf (t′))+ ϕD,t(Rf (t′)).
Thus we have
ϕD,t+t′(α) · (Qf (t + t′)− ϕD,t(Qf (t′))) = ϕD,t(Rf (t′))− Rf (t + t′).
Let d := degt′(ϕD,t′(α)). If Qf (t + t′)− ϕD,t(Qf (t′)) 6= 0, the left-hand side is of degree ≥ d in t′ (note that ϕD,t+t′(α) is a monic
polynomial of degree d in t′ over A[t]). On the other hand, the right-hand side is of degree< d in t′. Hence, we know
Qf (t + t′) = ϕD,t(Qf (t′)) and ϕD,t(Rf (t′)) = Rf (t + t′).
Substituting 0 for t′ in the above two equalities, we have the desired results. 
Now, we prove Theorem 2.1. We know from Lemma 2.2 that degD(Rf (0)) < degD(s). Since s is a slice of D, we have
Rf (0) ∈ AD. Evaluating the equality
ϕD,t(f ) = ϕD,t(s) · Qf (t)+ Rf (t)
at t = 0, we have the equality
f = s · Qf (0)+ Rf (0)
in A. Evaluating this equality at s = 0, we have εs(f ) = Rf (0). This completes the proof of Theorem 2.1.
Especially when R is a field of characteristic zero, the εs in Theorem 2.1 has the following simple form. This means that
εs coincides with ϕ−s defined in [2, Page 26].
Corollary 2.3. Let D, s be as in Theorem 2.1. Assume that R is a field of characteristic zero. Then the R-algebra homomorphism εs
can be written as
εs(f ) =
∑
n≥0
Dn1(f )
n! (−s)
n for all f ∈ A.
Proof. Since R is a field of characteristic zero, we have
ϕD,t(f ) =
∑
n≥0
Dn1(f )
n! t
n for all f ∈ A
and thereby any slice s of D satisfies ϕD,t(s) = s+ t. Express ϕD,t(f ) as
ϕD,t(f ) = (t + s) · Qf (t)+ Rf ,
where Rf ∈ A. By substituting−s for t of the above equality, we have∑
n≥0
Dn1(f )
n! (−s)
n = Rf .
We know by Theorem 2.1 that εs(f ) = Rf . Hence, we have the desired expression of εs. 
3. Local slices
In this section,we give an algorithm for computing a local slice of a givennon-trivial lfihd of a finitely generated R-domain.
For it, we need the following Lemmas 3.1 and 3.2.
Lemma 3.1. Let D be a non-trivial lfihd of A. Let α be an element of A \ AD such that ϕD,t(α) is a monic polynomial of A[t]. Set
P(t) := ϕD,t(α). Let f ∈ A and let
ϕD,t(f ) =
∑
i≥0
λi(t)P(t)
i
be the P(t)-adic expansion of ϕD,t(f ), where λi(t) ∈ A[t] and degt(λi(t)) < degt(P(t)) for all i ≥ 0. Then λi(t) = ϕD,t(λi(0)) for
all i ≥ 0.
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Proof. We can construct the P(t)-adic expansion of ϕD,t(f ) in the following way: Set µ0(t) := ϕD,t(f ). We can write µ0(t) as
µ0(t) = µ1(t) · P(t)+ λ0(t),
where µ1(t),λ0(t) ∈ A[t] and degt(λ0(t)) < degt(P(t)). We can write µ1(t) as
µ1(t) = µ2(t) · P(t)+ λ1(t),
whereµ2(t),λ1(t) ∈ A[t] and degt(λ1(t)) < degt(P(t)). So, we inductively repeat this argument and obtain the polynomials
µi(t)(i ≥ 1) and λi(t)(i ≥ 0) of A[t] satisfying
µi(t) = µi+1(t) · P(t)+ λi(t),
where degt(λi(t)) < degt(P(t)) for all i ≥ 0. We can easily show by induction on j that
µ0(t) = µj(t)P(t)j +
j−1∑
i=0
λi(t)P(t)
i for all j ≥ 1.
For some ` ≥ 0, we have degt(µ`(t)) < degt(P(t)). So, µj(t) = 0 for all j ≥ `+ 1. Thus we obtain the P(t)-adic expansion
µ0(t) =
∑`
i=0
λi(t)P(t)
i =∑
i≥0
λi(t)P(t)
i
of µ0(t). The above mentioned equalities µi(t) = µi+1(t) · P(t)+ λi(t) imply µi+1(t) = ϕD,t(µi+1(0)) and λi(t) = ϕD,t(λi(0))
for all i ≥ 0 (see Lemma 2.2). Thus each coefficient λi(t) of the P(t)-adic expansion of ϕD,t(f ) has the desired property. 
Lemma 3.2. Under the notations and assumptions as in Lemma 3.1, assume that A = R[α1, . . . ,αn] is finitely generated as an
R-algebra. Let
ϕD,t(αj) =
dj∑
i=0
λ
(j)
i (t)P(t)
i (1 ≤ j ≤ n)
be the P(t)-adic expansions of the ϕD,t(αj)’s. Then the following conditions are equivalent:
(1) The λ(j)i (0)’s (1 ≤ j ≤ n, 0 ≤ i ≤ dj) are elements of AD;
(2) α is of smallest D-degree among the elements of A \ AD;
(3) α is a slice of D.
Proof. We remark that
A = R[λ(j)i (0) | 1 ≤ j ≤ n, 0 ≤ i ≤ dj][α].
In fact, we obtain this equality by evaluating ϕD,t(αj) =∑dji=0 λ(j)i (t)P(t)i at t = 0.
We first prove (1)H⇒ (2). Take any element g ∈ A \ AD. By the above remark, we can write g as
g =
d∑
`=0
µ`α
`
for some µ` ∈ R[λ(j)i (0) | 1 ≤ j ≤ n, 0 ≤ i ≤ dj](0 ≤ ` ≤ d). By assumption (1), the coefficients µ`(0 ≤ ` ≤ d) are elements
of AD. Since g 6∈ AD, µ` 6= 0 for some ` ≥ 1. Thus, we have degD(g) ≥ degD(α).
We next prove (2)H⇒ (1). We know by Lemma 3.1 that ϕD,t(λ(j)i (0)) = λ(j)i (t) and degt(λ(j)i (t)) < degt(P(t)). Since α is of
smallest D-degree among the elements of A \ AD, we have λ(j)i (0) ∈ AD.
(2) ⇐⇒ (3) is clear. 
Given a finitely generated R-domain A = R[α1, . . . ,αn] and a non-trivial lfihd D of A. Now, we give an algorithm for
computing a local slice of D.
Take any element σ of A \ AD (note that at least one generator αi of A is such an element since D is non-trivial). Let c ∈ AD
be the leading coefficient of ϕD,t(σ). Let A˜ := A[c−1] and extend D to the lfihd D˜ of A˜. Let s := σ · c−1 ∈ A˜. At this stage, this s is
not necessarily a slice of D˜. We only know that P˜(t) := ϕD˜,t(s) is a monic polynomial of A˜[t]. Expand each ϕD˜,t(αj) as
ϕD˜,t(αj) =
d˜j∑
i=0
λ˜
(j)
i (t)˜P(t)
i,
where λ˜(j)i (t) ∈ A˜[t] and degt(λ˜(j)i (t)) < degt (˜P(t)) for all 1 ≤ j ≤ n and 0 ≤ i ≤ d˜j. Each coefficient λ˜(j)i (t) of the above
expansion satisfies λ˜(j)i (t) = ϕD˜,t(λ˜(j)i (0)) (see Lemma 3.1).
If the λ˜(j)i (0)’s (1 ≤ j ≤ n, 0 ≤ i ≤ d˜j) are elements of A˜D˜ then s is a slice of D˜ (see Lemma 3.2). Thus σ is a local slice of D
and the algorithm terminates.
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Otherwise, some λ˜(j)i (0) is not an element of A˜D˜. Clearly, c` · λ˜(j)i (0) ∈ A \ AD for some ` ≥ 0. Since degt λ˜(j)i (t) < degt P˜(t),
we have degD˜(λ˜
(j)
i (0)) < degD˜(s) and thereby degD(c` · λ˜(j)i (0)) < degD(σ). Now, by replacing σ by c` · λ˜(j)i (0), we turn to the
first step. We repeat this process in finitely many steps until we find out an element s whose λ˜(j)i (0)’s are elements of A˜D˜.
This s ∈ A˜ is a slice of D˜. Thus σ = c · s ∈ A is a local slice of D and the algorithm terminates.
4. Gröbner bases and algorithms
In this section, we first reviewGröbner bases over commutative rings (cf. Section 10 in [1]) and next give some algorithms
(cf. Appendix C in [2]).
We denote by R[X] the polynomial ring R[X1, . . . , Xn] in n variables over R. If there is no confusion, we write a polynomial
f (X1, . . . , Xn) ∈ R[X] as f (X) or f .
4.1. Gröbner bases
A term of R[X] is a polynomial of the form Xe11 · · · Xenn where ei ≥ 0 for all 1 ≤ i ≤ n. In particular, 1 = X01 · · · X0n is a term.We
denote by T(X1, . . . , Xn), or simply by T, the set of all terms of R[X]. Amonomial of R[X] is a polynomialµ of the formµ = γ ·τ
with 0 6= γ ∈ R and τ ∈ T. For all monomials m1,m2 ∈ R[X], we denote by m2 | m1 if there exists a monomial m3 ∈ R[X] such
that m1 = m2 · m3.
A term order ≤ on T is a total order on T with the following properties:
(1) 1 ≤ τ for all τ ∈ T;
(2) τ1 ≤ τ2 implies ρ · τ1 ≤ ρ · τ2 for all ρ, τ1, τ2 ∈ T.
We can show that such an ordering is a good ordering on T, i.e., every non-empty subset of T has a minimal element with
respect to the order ≤ (see [1, Page 190, Theorem 5.5]). For all τ1, τ2 ∈ T, we denote by τ1 < τ2 if τ1 ≤ τ2 and τ1 6= τ2.
From now on until the end of Section 4.1, we fix a term order ≤ on T.
Any non-zero polynomial f ∈ R[X] has a unique representation with the form
f = ∑`
i=1
γi · τi,
where γi ∈ R \ {0} and τi ∈ T for all 1 ≤ i ≤ `, and τ1 > · · · > τ`. We call the τ1 the head term of f and denote it by HT(f );
and call the γ1 · τ1 the head monomial of f and denote it by HM(f ). We denote byM(f ) the set of all monomials appearing in
f , i.e., M(f ) := {γi · τi | 1 ≤ i ≤ `}.
Let f , g, p ∈ R[X]. We say that f reduces to g modulo p if there exists m ∈ M(f )with HM(p) | m, say m = m′ · HM(p)where
m′ is a monomial of R[X], and g = f − m′ · p. Let P be a finite subset of R[X]. We say that f is reducible modulo P if there exist
g ∈ R[X] and p ∈ P such that f reduces to gmodulo p ∈ P. We say that f is in normal formmodulo P if f is not reducible modulo
P. We say that f+ ∈ R[X] is a normal form of f modulo P either if f = f+ and f is in normal form modulo P or if there exists a
sequence f0, . . . , fn(n ≥ 1) of R[X]with the following properties (1), (2) and (3):
(1) f0 = f , fn = f+;
(2) fi reduces to fi+1 modulo P for all 0 ≤ i ≤ n− 1;
(3) fn is in normal form modulo P.
Clearly, f − f+ ∈ P · R[X], where P · R[X] is the ideal of R[X] generated by P.
Let I be an ideal of R[X]. A finite subset G of I is called a Gröbner basis of I if I is an ideal generated by G and all normal forms
modulo G of any element of I equal zero. The following lemma is well known.
Lemma 4.1. Let R[X], I be as above. Let G be a finite generating set of I. The following conditions are equivalent:
(1) G is a Gröbner basis of I;
(2) Any 0 6= f ∈ I is reducible modulo G;
(3) For any 0 6= f ∈ I, there exists g ∈ G such that HM(g) | HM(f ), i.e., HM(f ) is reducible modulo G;
(4) The set of all monomial multiples of highest monomials of elements of G equals the set of all monomial multiples of highest
monomials of elements of I.
Let I be an ideal of R[X] and let G = {G1, . . . ,Gξ} be a Gröbner basis of I. We know from Lemma 4.1(3) that any non-zero
polynomial f of I has a representation
f =
ξ∑
i=1
miGi
with mi ∈ R[X] and HT(miGi) ≤ HT(f ) for all 1 ≤ i ≤ ξ.
As to the existence of Gröbner bases of ideals of R[X], we know the following (see [1, Page 455, Proposition 10.7]).
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Theorem 4.2. Let R be a PID. Then any ideal I of R[X] has a Gröbner basis.
Remark 4.3. If R is a PID,we knowan effective construction of aGröbner basis of any ideal I of R[X] (see [1, Page 460, Theorem
10.14]). We know from its construction that any basis can be effectively written as an R[X]-linear combination of generators
of I.
4.2. Algorithms
We denote by R[X, Y] the polynomial ring R[X1, . . . , Xn, Y1, . . . , Ym] in n+m variables over R. In Section 4.2, we fix a term
order ≤ on T(X1, . . . , Xn, Y1, . . . , Ym) such that Xi > Yd11 · · · Ydmm for all 1 ≤ i ≤ n and (d1, . . . , dm) ∈ Zm≥0 where Z≥0 is the set
of all non-negative integers, and fix the term order, say ≤ for simplicity, on T(Y) induced from the term order ≤ on T(X, Y).
For a commutative ring B and an ideal I of B, we denote by Spec B the spectrum of B and by V(I) the closed subset of Spec B
defined by the ideal I. For a subset S of Spec B, we denote by S the Zariski closure of S in Spec B.
The elimination algorithm
Let pi : Spec R[X, Y] → Spec R[Y] be the natural projection induced from the inclusion R[Y] ⊂ R[X, Y]. For any closed
subscheme V(I) of Spec R[X, Y] defined by an ideal I of R[X, Y], we have pi(V(I)) = V(I ∩ R[Y]).
Lemma 4.4. If G is a Gröbner basis of I, then G ∩ R[Y] is a Gröbner basis of I ∩ R[Y].
Proof. Let 0 6= f ∈ I ∩ R[Y]. Since G is a Gröbner basis of I, there exists g ∈ G such that HM(g) | HM(f ) (see Lemma 4.1). So,
we have
HM(f ) = m · HM(g)
for some monomial m ∈ R[X, Y]. It is enough to show that g ∈ G ∩ R[Y] and m ∈ R[Y] for G ∩ R[Y] to be a Gröbner basis of
I ∩ R[Y] (see again Lemma 4.1). Since f ∈ R[Y], the left-hand side HM(f ) belongs to R[Y], and thereby m and HM(g) belong to
R[Y]. Thus, we know that g ∈ R[Y] by the choice of the ordering<. 
The relation algorithm
Let F1(X), . . . , Fm(X) ∈ R[X] and let ϕ : R[Y] → R[X] be the R-algebra homomorphism defined by ϕ(Yi) := Fi for all
1 ≤ i ≤ m. We can decompose this homomorphism ϕ into the composition of the inclusion ι : R[Y] ⊂ R[X, Y] and the
surjective R-homomorphism ψ : R[X, Y] → R[X] defined by ψ(Xi) = Xi and ψ(Yj) = Fj(X) for all 1 ≤ i ≤ n and 1 ≤ j ≤ m. So,
for any ideal I of R[X], we have
ϕ−1(I) = (J + I · R[X, Y]) ∩ R[Y],
where J := (Y1 − F1(X), . . . , Ym − Fm(X)) is the ideal of R[X, Y]. From this equality and Lemma 4.4, we have the following.
Lemma 4.5. Let G be a Gröbner basis of the ideal J + I · R[X, Y] of R[X, Y]. Then G ∩ R[Y] is a Gröbner basis of ϕ−1(I).
The algebra membership algorithm
Let R[x] := R[x1, . . . , xn] be a finitely generated R-algebra and let f1(x), . . . , fm(x), g(x) ∈ R[x]. We give an algorithm to
determine whether g(x) belongs to the subalgebra
R[f (x)] := R[f1(x), . . . , fm(x)]
of R[x].
Lemma 4.6. Define an R-algebra homomorphism p : R[X] → R[x] by sending Xi to xi for all 1 ≤ i ≤ n, and let {P1, . . . , P`} be a
generating set of the kernel of p. Let
J := (Y1 − f1(X), . . . , Ym − fm(X), P1, . . . , P`)
be the ideal of R[X, Y] and let G be a Gröbner basis of J. Then the following conditions are equivalent:
(1) g(x) ∈ R[f (x)];
(2) All normal forms of g(X) modulo G are elements of R[Y];
(3) There exists a normal form g(X)+ of g(X) modulo G such that g(X)+ ∈ R[Y].
Proof. We first prove (1) H⇒ (2). There exists P(Y) ∈ R[Y] such that g(x) = P(f1(x), . . . , fm(x)). It follows that g(X) −
P(f1(X), . . . , fm(X)) ∈ (P1, . . . , P`), which implies g(X) − P(Y1, . . . , Ym) ∈ J. Assume that some normal form g(X)+ of g(X)
modulo G does not belong to R[Y]. Then we have
HM(g(X)+ − P(Y1, . . . , Ym)) = HM(g(X)+)
by the property of the order ≤. The head monomial HM(g(X)+ − P(Y1, . . . , Ym)) is reducible modulo G because g(X)+ −
P(Y1, . . . , Ym) = (g(X)+ − g(X)) + (g(X) − P(Y1, . . . , Ym)) ∈ J and G is a Gröbner basis of J (see Lemma 4.1). On the other
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hand, the head monomial HM(g(X)+) is not reducible modulo G because g(X)+ is a normal form of g(X) modulo G. This is a
contradiction.
(2)⇒ (3) is clear.
We finally prove (3) ⇒ (1). Let P(Y) := g(X)+ ∈ R[Y]. So, g(X) − P(Y) ∈ J (see the definition of a normal form). By
substituting fj(X) for each Yj, we have g(X) − P(f (X)) ∈ (P1, . . . , P`). Thus, we have g(x) − P(f (x)) = p(g(X) − P(f (X))) = 0,
which implies g(x) ∈ R[f (x)]. 
5. The kernel algorithm
In this section, we give an algorithm for computing the kernel of a lfihd of a finitely generated R-domain, where R is a
PID. The outline of this algorithm is the same as Van den Essen’s algorithm (see [2, Page 37, 1.4]).
Given a commutative ring R, a finitely generated R-domain A = R[α1, . . . ,αn] and a non-trivial lfihd D of A. Compute a
local slice σ of D (see Section 3). Denote by c ∈ AD the leading coefficient of ϕD,t(σ). Extend the D to the lfihd D˜ of A˜ := A[c−1].
This lfihd D˜ has a slice s := σ · c−1. So, we know from Theorem 1.1 that A˜ = A˜D˜[s] and s is an indeterminate over A˜D˜. The
surjectivity of the R-algebra homomorphism εs : A˜ → A˜D˜ implies that
AD[c−1] = R[β1, . . . ,βn][c−1],
where βi := εs(αi) for 1 ≤ i ≤ n. Recall that Theorem 2.1 gives another description of each βi. So, we can calculate the βi’s
effectively. By the above equality, there exist non-negative integers ei ≥ 0 such that bi := ceiβi ∈ AD for all 1 ≤ i ≤ n. We
inductively define an augmenting sequence of R-subalgebras {Br}r≥0 of AD as follows: Set
B0 := R[b1, . . . , bn, c].
From Br−1, we define an R-subalgebra Br of A by
Br := R[{b ∈ A | c · b ∈ Br−1}].
Clearly, Br−1 ⊂ Br . Note Br ⊂ AD for all r ≥ 0. In fact, we can prove this by induction on r as follows: Clearly, B0 ⊂ AD. Take
any generator b of Br . We know c · b ∈ Br−1. So, c · b ∈ AD by the induction hypothesis, which implies ϕD,t(c · b) = c · b and
thereby ϕD,t(b) = b.
Even though Van den Essen [2, Page 38, Proposition 1.4.6] proved the following lemma when R is a field of characteristic
zero, its proof works also when R is a commutative algebra. We need its proof on describing the kernel algorithm. So, we
write the proof.
Lemma 5.1. The following assertions hold:
(1) AD = ⋃r≥0 Br;
(2) For any r ≥ 0, Br is a finitely generated R-subalgebra of AD;
(3) If AD is finitely generated as an R-algebra, then AD = Br for some r ≥ 0;
(4) If there exists r ≥ 0 such that Br = Br+1, then AD = Br .
Proof. (1) This follows from the definition of the sequence {Br}r≥0.
(2)We prove this by induction on r. If r = 0, the B0 is clearly finitely generated as an R-algebra. So, assume that Br−1(r ≥ 1)
is finitely generated as an R-algebra and write Br−1 = R[f1, . . . , fm]. Define an R-algebra homomorphism
ϕ : R[Y1, . . . , Ym] → A
by sending Yi to fi for all 1 ≤ i ≤ m. Let {P1, . . . , P`} be a generating set of the ideal ϕ−1(c ·A) of R[Y]. Thus Pi(f1, . . . , fm) = gi · c
for some gi ∈ A (1 ≤ i ≤ `). Clearly gi ∈ Br for all 1 ≤ i ≤ `. Now we prove that {f1, . . . , fm, g1, . . . , g`} is a generating set of
Br over R, i.e.,
Br = R[f1, . . . , fm, g1, . . . , g`].
Take a generator b ∈ Br . So, c · b ∈ Br−1 = ϕ(R[Y]) and thereby ϕ(P(Y)) = c · b for some P(Y) ∈ R[Y]. Since P(Y) ∈ ϕ−1(c · A),
we have P(Y) =∑`i=1 λi(Y) · Pi(Y) for some λi(Y) ∈ R[Y](1 ≤ i ≤ `). Thus,
c · b = ϕ(P(Y))
= ∑`
i=1
λi(f1, . . . , fm) · Pi(f1, . . . , fm)
= ∑`
i=1
λi(f1, . . . , fm) · c · gi,
which implies b =∑`i=1 λi(f1, . . . , fm) · gi ∈ R[f1, . . . , fm, g1, . . . , g`].
(3) This follows from (1).
(4) This is an easy exercise (see [2, Page 38, Proposition 1.4.6]). 
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From now on, we assume that R is a PID. Lemma 5.1 tells us that it is enough to answer to the following Questions A and
B for giving a kernel algorithm.
Question A. Give an algorithm for computing a generating set of Br from a generating set of Br−1.
Question B. Give an algorithm for determining whether Br−1 = Br .
First, we give an answer to Question A. Let Br−1 = R[f1, . . . , fm] and let ϕ : R[Y] → A be the R-algebra homomorphism
defined in the proof of Lemma 5.1(2). Letψ : R[X] → A be the surjective R-algebra homomorphism defined byψ(Xi) := αi for
all 1 ≤ i ≤ n, and let {Q1, . . . ,Qν} be a generating set of the kernel ofψ. Via ψ, lift the elements c, f1, . . . , fm of A to elements
C(X), F1(X), . . . , Fm(X) of R[X], respectively. Using these polynomials, we define an R-homomorphism ϕ˜ : R[Y] → R[X] by
ϕ˜(Yi) = Fi(X) for all 1 ≤ i ≤ m. Note ϕ = ψ ◦ ϕ˜. So, by letting
I := ψ−1(c · A) = (C(X),Q1(X), . . . ,Qν(X))R[X]
be the ideal of R[X], we have ϕ−1(c · A) = ϕ˜−1(I). By the relation algorithm, we can compute a generating set of ϕ˜−1(I), say
{P1, . . . , P`} as in the proof of Lemma 5.1(2). So, we have Pi(f1, . . . , fm) = c · gi for some gi ∈ A (1 ≤ i ≤ `). We have already
known that the set {f1, . . . , fm, g1, . . . , g`} forms a generating set of Br . Now, it remains to give an algorithm for computing
the generators gi’s (1 ≤ i ≤ `) of Br . Since ϕ˜(Pi(Y)) ∈ I, we have
ϕ˜(Pi(Y)) = γi · C +
ν∑
j=1
γi,j · Qj
for some γi, γi,j ∈ R[X]. It is enough to give an algorithm for computing the coefficients γi of C because by applying ψ to
the above equality we have ψ(γi) = gi. Compute a Gröbner basis (G1, . . . ,Gξ) of the ideal I = (C,Q1, . . . ,Qν) of R[X]. By
Lemma 4.1(3), each ϕ˜(Pi(Y)) can be written in the form
ϕ˜(Pi(Y)) =
ξ∑
j=1
Ci,j · Gj
for some Ci,j ∈ R[X](1 ≤ i ≤ `, 1 ≤ j ≤ ξ). By expressing each Gj as an R[X]-linear combination of C,Q1, . . . ,Qs and by
substituting these expressions on the right-hand side of the above equality, we obtain the coefficients γi of C.
Next, we give an answer to Question B. As we saw above, we can obtain a generating set of Br by adding {g1, . . . , g`} to
the generators {f1, . . . , fm} of Br−1. So, the following conditions are equivalent:
(1) Br−1 = Br;
(2) gi ∈ Br−1 for all 1 ≤ i ≤ `.
We can determine whether gi ∈ Br−1 for all 1 ≤ i ≤ ` by running the algebra membership algorithm. Thus we obtain an
algorithm for determining whether Br−1 = Br .
Remark 5.2. Let R be a PID and let K be its quotient field. Let A be a finitely generated R-domain and let A := A⊗R K be
the finitely generated K-domain. Let D be a lfihd of A, and naturally extend the lfihd D of A to the lfihd D of A. Clearly,
AD = AD⊗R K. So, any generating set of AD as an R-algebra becomes a generating set ofAD as a K-algebra. However, even if
A is a polynomial ring over R and we can find irreducible polynomials f1, . . . , fr of Awhich form a generating set ofAD , the
polynomials f1, . . . , fr do not necessarily form a generating set of AD (compare the following Examples 5.3 and 5.4).
Example 5.3. Let R be the ring of all integers and let A = R[x, y, z] be the polynomial ring in three variables over R. Define
R-linear endomorphisms Dn(n ≥ 0) of A as follows:
D0 := idA,
D1 := 2 ∂
∂x
+ 3 ∂
∂y
+ 5 ∂
∂z
,
Dn :=
∑
i1+i2+i3=n
2i13i25i3
i1!i2!i3! ·
∂n
∂xi1∂yi2∂zi3
for all n ≥ 2,
where we denote by idA the identity map of A. Note
1
n!D
n
1 =
1
n! ·
∑
i1+i2+i3=n
n!
i1!i2!i3! ·
(
2
∂
∂x
)i1 (
3
∂
∂y
)i2 (
5
∂
∂z
)i3
= Dn
for all n ≥ 1. Thus D := {Dn}n≥0 is a lfihd of A.
In the following, by using our kernel algorithm, we calculate generators of the kernel AD of D. We can find a local slice x
of D by running our local slice algorithm (see Section 3).
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Using the local slice x, we calculate generators of the R-subalgebra B0. Localize A at the element 2 which is the coefficient
of ϕD,t(x) = x + 2t, and naturally extend the lfihd D of A to the lfihd D˜ of A˜ := A[1/2]. Then s := x/2 + t is a slice of D˜. We
know by Theorem 2.1 that
εs(x) = 0, εs(y) = y− 32 x and εs(z) = z−
5
2
x.
So, by letting f1 := 3x− 2y and f2 := 5x− 2z, we have B0 = R[f1, f2].
We can calculate generators of the R-subalgebra B1 by using Lemma 4.5 as follows: Let S := R[x, y, z, Y1, Y2] be the
polynomial ring in five variables over R and fix the lexicographic order ≤ on T(S) with x > y > z > Y1 > Y2, where
T(S) is the set of all terms of the polynomial ring S over R. Let
(f1 − Y1, f2 − Y2, 2)
be the ideal of S. Its Gröbner basis is given by the set
{f1 − Y1, f2 − Y2, 2, x+ 3Y1, Y1 + 3Y2}.
We can see this by using the equalities{
x+ 3Y1 = −3 · (f1 − Y1)+ (5x− 3y) · 2,
Y1 + 3Y2 = 5 · (f1 − Y1)− 3 · (f2 − Y2)+ (5y− 3z+ 3Y1) · 2
and the Gröbner basis criterion [1, Corollary 10.12]. The set of bases belonging to R[Y1, Y2] is {2, Y1 + 3Y2}. Thus, by letting
f3 := (f1 + 3f2)/2 = 9x− y− 3z, we have B1 = R[f1, f2, f3].
Similarly as above, we can calculate generators of the R-subalgebra B2. Let
(f1 − Y1, f2 − Y2, f3 − Y3, 2)
be the ideal of S. Its Gröbner basis is given by the set
{f1 − Y1, f2 − Y2, f3 − Y3, 2, x+ 3Y1, Y1 + 3Y2, y+ 3z+ 9Y2 + Y3}.
We can see this by using the equality
y+ 3z+ 9Y2 + Y3 = −(f3 − Y3)+ 5x · 2− (x+ 3Y1)+ 3 · (Y1 + 3Y2)
and the Gröbner basis criterion [1, Corollary 10.12]. The set of bases belonging to R[Y1, Y2] is {2, Y1 + 3Y2}. Thus B2 =
R[f1, f2, f3], which implies B1 = B2. Hence we know from (4) of Lemma 5.1 that
AD = B1 = R[3x− 2y, 5x− 2z, 9x− y− 3z].
Example 5.4. Let R, A,D be as in Example 5.3. Let K be the quotient field of R and letA := A⊗R K, and naturally extend the
lfihd D of A to the lfihdD ofA. Take a slice x/2 ofD . By running Van den Essen’s kernel algorithm, we have
AD = K
[
y− 3
2
x, z− 5
2
x
]
= K[3x− 2y, 5x− 2z].
We remark that the irreducible polynomials 3x−2y and 5x−2z of A form a generating set ofAD but do not form a generating
set of AD.
6. The kernel of a linear lfihd of k[x, y, z]
Let k be an algebraically closed field of positive characteristic p and denote byGa its additive group. Let ρ : Ga → GL(3, k)
be a representation of Ga. Let Ga act on the polynomial ring k[x, y, z] in three variables over k, i.e., ρ(t) acts from the left on
the column vector t(x, y, z). Denote by D = {Dn}n≥0 the lfihd of k[x, y, z] corresponding to the Ga-action, i.e.,
t · f = ϕD,t(f ) for all t ∈ Ga and f ∈ k[x, y, z].
In this section, we investigate a generating set of the kernel k[x, y, z]D.
Let Q be the set of p-polynomials∑`
i=0
ait
pi ,
where ` ≥ 0 and ai ∈ k (0 ≤ i ≤ `). ThisQ is a non-commutative domainwithmultiplication by the composition of functions,
i.e., f (t) ◦ g(t) = f (g(t)) for all f (t), g(t) ∈ Q . Note that t is the unity of Q (i.e., 1Q = t). In what follows, by Q-modules, we
always mean left Q-modules. The rank of a free Q-module is well defined, i.e., any isomorphism Qm ∼= Qn as a Q-module
implies m = n. In fact, by letting
I := {f (t) ∈ Q | degt(f (t)) ≥ p}
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be the ideal of Q , we have an isomorphism k ∼= Q/I as a Q-module and thereby have an isomorphism km ∼= Qm⊗Q k ∼=
Qn⊗Q k ∼= kn as a Q-module. The isomorphism km ∼= kn can be considered as an isomorphism as a k-module. Thus m = n.
We know by [8, Theorem 1] that any left ideal of Q is generated by one element; it follows that any submodule of the free
Q-module Qm is free of rank ≤ m (see for instance [3, Proposition 2.1, page 47]). Define the syzygy module of elements
ϕ1, . . . ,ϕn ∈ Q as
Syz(ϕ1, . . . ,ϕn) :=
{
(q1, . . . , qn) ∈ Qn |
n∑
i=1
qi ◦ ϕi = 0
}
.
6.1. Classification of representations of Ga in dimension three
We shall give a classification of representations of Ga in dimension three. For it, we define representations A, B and C of
Ga as follows:
A(t) :=
1 a1(t) a2(t)0 1 0
0 0 1
 a1(t), a2(t) ∈ Q,
B(t) :=
1 0 b1(t)0 1 b2(t)
0 0 1
 b1(t), b2(t) ∈ Q \ {0},
and
C(t) :=
1 c1(t)
1
2
c1(t)
2 + c2(t)
0 1 c1(t)
0 0 1
 c1(t) ∈ Q \ {0}, c2(t) ∈ Q
provided p 6= 2.
The following theorem gives a classification of representations of Ga in dimension three.
Theorem 6.1. Let ρ : Ga → GL(3, k) be a representation of Ga. Then if p = 2 the representation ρ is equivalent to one of the
above representations A and B, and if p > 2 the representation ρ is equivalent to one of the above representations A, B and C.
Proof. Without loss of generality, we may assume that ρ has the following form:
ρ(t) =
1 a b0 1 c
0 0 1
 a = a(t), b = b(t), c = c(t) ∈ k[t]
(see [6, Page 26] and [5]). Since ρ is a homomorphism, we have the following equations
a(t + t′) = a(t)+ a(t′)
b(t + t′) = b(t)+ b(t′)+ a(t)c(t′)
c(t + t′) = c(t)+ c(t′)
for all t, t′ ∈ Ga. It follows that a(t) and c(t) are p-polynomials. b(t) is considered in the following.
We first consider the case a(t)c(t′) = 0. Then b(t) is also a p-polynomial, and ρ has the form A(t) (and B(t)) provided
c(t) = 0 (resp. a(t) = 0).
We next consider the case a(t)c(t′) 6= 0. Since b(t + t′) − b(t) − b(t′) is symmetric in the variables t, t′, we have
a(t)c(t′) = c(t)a(t′). Thus, there exists λ ∈ k \ {0} such that
c(t)
a(t)
= c(t
′)
a(t′)
= λ.
Let ` := degt a(t) = degt c(t). Taking the monomials of degree 2` in t, t′ of the equality b(t+ t′)− b(t)− b(t′) = a(t)c(t′), we
have
b2`((t + t′)2` − t2` − t′2`) = λa2`t`t′`,
where bi and ai (i ≥ 0) are the coefficients of ti in b(t) and a(t), respectively. This equality implies p ≥ 3. If p = 2,we know that
` can be written as ` = 2r for some r ≥ 0 (since a(t) is a p-polynomial), and thus the left-hand side b2`((t+ t′)2` − t2` − t′2`)
is zero. This is a contradiction. Now, we set
B(t) := b(t)− λ
2
a(t)2.
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This B(t) is a p-polynomial since
B(t + t′)− B(t)− B(t′) = b(t + t′)− b(t)− b(t′)− λ
2
(a(t + t′)2 − a(t)2 − a(t′)2)
= a(t)c(t′)− λa(t)a(t′)
= 0.
By letting Q be a regular matrix
Q =
1 0 00 √λ 0
0 0 1
 ,
we know that the representation
ρ(t) =
1 a
λ
2
a2 + B
0 1 λa
0 0 1

is equivalent to the representation
Q−1ρ(t)Q =
1
√
λa
1
2
λa2 + B
0 1
√
λa
0 0 1
 ,
which has the form C(t). 
6.2. A generating set of k[x, y, z]D
Now, we shall investigate a generating set of k[x, y, z]D. By Theorem 6.1, we may assume without loss of generality that ρ
has one of the forms A(t), B(t) and C(t). We shall investigate the case ρ(t) = C(t) only. For, if ρ(t) = A(t)we can easily show
that k[x, y, z]D = k[y, z] and if ρ(t) = B(t)we have investigated a generating set of k[x, y, z]D (see [10]).
So, letρ(t) = C(t) and let c(t)be the greatest commondivisor inQ of the p-polynomials c1 and c2, andmake, bymultiplying
c(t) a non-zero element of k, c(t) a monic p-polynomial. So, v1 ◦ c1 + v2 ◦ c2 = c for some v1, v2 ∈ Q , and ci = c˜i ◦ c for some
c˜1, c˜2 ∈ Q . If c2 6= 0, the syzygy module Syz(˜c1, c˜2) is generated by one element (q1, q2), where neither q1 nor q2 are zero. So,
let d := max{degt q1, degt q2}.
Theorem 6.2. The following assertions hold:
(1) If c2 = 0, we have
k[x, y, z]D = k
[
xz− y
2
2
, z
]
;
(2) If c2 6= 0, we have
k[x, y, z]D = k
[
zd
(
q1
(
y
z
)
+ q2
(
x
z
− y
2
2z2
))
, z
]
.
In proving the above Theorem, we use the following Lemmas 6.3–6.5. Let
s := v1
(
y
z
)
+ v2
(
x
z
− y
2
2z2
)
be the element of k[x, y, z, 1/z]. Since z ∈ k[x, y, z]D, we can extend D to the lfihd D˜ of k[x, y, z, 1/z].
Lemma 6.3. s is a slice of D˜.
Proof. Note that
ϕD˜,t
(
x
z
− y
2
2z2
)
= x
z
− y
2
2z2
+ c2.
So, we have
ϕD˜,t(s) = v1
(
y
z
+ c1
)
+ v2
(
x
z
− y
2
2z2
+ c2
)
= s+ c.
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Since c1 6= 0, we have c 6= 0 and thus have s 6∈ k[x, y, z, 1/z]D˜. Clearly, ϕD˜,t(s) is a monic p-polynomial.
Since
ϕD˜,t
(
x
z
− y
2
2z2
− c˜2(s)
)
= x
z
− y
2
2z2
+ c2 − c˜2(s+ c) = x
z
− y
2
2z2
− c˜2(s),
we have
ϕD˜,t
(
x
z
− y
2
2z2
)
∈ k
[
x, y, z,
1
z
]D˜
[ϕD˜,t(s)].
Since
ϕD˜,t
(
y
z
− c˜1(s)
)
= y
z
+ c1 − c˜1(s+ c) = y
z
− c˜1(s),
we have
ϕD˜,t
(
y
z
)
∈ k
[
x, y, z,
1
z
]D˜
[ϕD˜,t(s)].
Thus the elements ϕD˜,t(x/z) and ϕD˜,t(y/z) belong to k[x, y, z, 1/z]D˜[ϕD˜,t(s)]. It follows that, for any element f of k[x, y, z, 1/z]
not belonging to k[x, y, z, 1/z]D˜, we can write ϕD˜,t(f ) as
ϕD˜,t(f ) =
∑`
i=0
ai · ϕD˜,t(s)i,
where ai ∈ k[x, y, z, 1/z]D˜ for all 0 ≤ i ≤ ` with a` 6= 0. Since f 6∈ k[x, y, z, 1/z]D˜, we have ` ≥ 1. Hence we know that
degD˜(f ) ≥ degD˜(s). 
Lemma 6.4. A generating set of k[x, y, z, 1/z]D˜ as a k-algebra is given by the set of elements
x
z
− y
2
2z2
− c˜2(s), y
z
− c˜1(s), z, 1
z
.
Proof. Recall the Dixmier operator
εs : k[x, y, z, 1/z] → k[x, y, z, 1/z]D˜
and note k[x, y, z, 1/z] = k[x/z− y2/2z2, y/z, z, 1/z]. We have already known
ϕD˜,t
(
x
z
− y
2
2z2
)
= c˜2(ϕD˜,t(s))+ xz −
y2
2z2
− c˜2(s),
ϕD˜,t
(
y
z
)
= c˜1(ϕD˜,t(s))+ yz − c˜1(s),
ϕD˜,t(z) = z
(see the Proof of Lemma 6.3). It follows from Theorem 2.1 that
εs
(
x
z
− y
2
2z2
)
= x
z
− y
2
2z2
− c˜2(s),
εs
(
y
z
)
= y
z
− c˜1(s),
εs(z) = z.
Thus, {x/z− y2/2z2 − c˜2(s), y/z− c˜1(s), z, 1/z} becomes a generating set of k[x, y, z, 1/z]D˜. 
Lemma 6.5. Let B be a k-subalgebra
B := k
[
η1
(
y
z
)
+ η2
(
x
z
− y
2
2z2
)
| (η1,η2) ∈ Syz(˜c1, c˜2)
]
of k[x, y, z, 1/z]. Then we have the following:
(1) B ⊂ k[x, y, z, 1/z]D˜;
(2) x/z− y2/2z2 − c˜2(s), y/z− c˜1(s) ∈ B;
(3) B[z, 1/z] = k[x, y, z, 1/z]D˜.
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Proof. (1) For all (η1,η2) ∈ Syz(˜c1, c˜2), we have
ϕD˜,t
(
η1
(
y
z
)
+ η2
(
x
z
− y
2
2z2
))
= η1
(
y
z
+ c1
)
+ η2
(
x
z
− y
2
2z2
+ c2
)
= η1
(
y
z
)
+ η2
(
x
z
− y
2
2z2
)
.
(2) Since
x
z
− y
2
2z2
− c˜2(s) = x
z
− y
2
2z2
− c˜2
(
v1
(
y
z
)
+ v2
(
x
z
− y
2
2z2
))
= −(˜c2 ◦ v1)
(
y
z
)
+ (t − c˜2 ◦ v2)
(
x
z
− y
2
2z2
)
and since the coefficients (−˜c2 ◦ v1, t − c˜2 ◦ v2) satisfy
−(˜c2 ◦ v1) ◦ c˜1 + (t − c˜2 ◦ v2) ◦ c˜2 = −˜c2 ◦ v1 ◦ c˜1 + c˜2 − c˜2 ◦ v2 ◦ c˜2
= −˜c2 ◦ t + c˜2 = 0,
we have x/z− y2/2z2 − c˜2(s) ∈ B. Since
y
z
− c˜1(s) = y
z
− c˜1
(
v1
(
y
z
)
+ v2
(
x
z
− y
2
2z2
))
= (t − c˜1 ◦ v1)
(
y
z
)
− (˜c1 ◦ v2)
(
x
z
− y
2
2z2
)
and since the coefficients (t − c˜1 ◦ v1, −˜c1 ◦ v2) satisfy
(t − c˜1 ◦ v1) ◦ c˜1 + (−˜c1 ◦ v2) ◦ c˜2 = c˜1 − c˜1 ◦ v1 ◦ c˜1 − c˜1 ◦ v2 ◦ c˜2
= c˜1 − c˜1 ◦ t = 0,
we have y/z− c˜1(s) ∈ B.
(3) This follows from the above assertions (1) and (2), and Lemma 6.4. 
Finally, we complete the proof of Theorem 6.2.
If c2 = 0, the syzygy module Syz(˜c1, c˜2) over Q is generated by (0, t). Thus we know by assertion (3) of Lemma 6.5 that
k
[
x, y, z,
1
z
]D˜
= k
[
x
z
− y
2
2z2
, z,
1
z
]
= k
[
xz− y
2
2
, z,
1
z
]
.
Since xz− y2/2 is algebraically independent modulo z over k, we have
k[x, y, z]D = k
[
xz− y
2
2
, z
]
.
If c2 6= 0, we have by assertion (3) of Lemma 6.5 that
k
[
x, y, z,
1
z
]D˜
= k
[
q1
(
y
z
)
+ q2
(
x
z
− y
2
2z2
)
, z,
1
z
]
= k
[
zd
(
q1
(
y
z
)
+ q2
(
x
z
− y
2
2z2
))
, z,
1
z
]
.
Since zd(q1(y/z)+ q2(x/z− y2/2z2)) is algebraically independent modulo z over k, we know that the k-subalgebra
k
[
zd
(
q1
(
y
z
)
+ q2
(
x
z
− y
2
2z2
))
, z
]
of k[x, y, z] coincides with k[x, y, z]D. 
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