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Abstract
Study of protein interactions is important for investigation of protein complexes and
for gaining insights into various biological processes. The conventional binding test in
laboratory is very tedious and time-consuming. Therefore, computational methods are
needed to predict possible protein interactions.
Protein docking is a computational problem that predicts possible binding between
two molecules. Many algorithms have been developed to solve this problem. Rigid-body
docking algorithms regard both molecules as rigid solid bodies and they are able to predict
the correct binding efficiently. However, they are inadequate for handling conformational
changes that occur during protein interactions. Flexible docking algorithms, on the other
hand, regard molecules as flexible objects. Their performance is good when the size of
the flexible molecule is relatively small. Larger flexible molecules increase the difficulty
of the problem due to the large number of degrees of freedom.
In this thesis, a knowledge-guided flexible docking framework, BAMC, is presented.
BAMC is targeted to protein domains with two or more well characterized binding sites
that bind to relatively large ligands. There are three stages in BAMC: applying knowledge
of binding sites, backbone alignment and Monte Carlo flexible docking. The first stage
searches for binding sites of protein domains and binding motifs of ligands based on known
features of the protein domain, and then constructs binding constraints. The second
stage uses a backbone alignment method to search for the most favorable configuration
of the backbone of the ligand that satisfies the binding constraints. The backbone-aligned
ligands obtained serve as good starting points in the third stage which uses a Monte Carlo
docking algorithm to perform flexible docking.
BAMC has been successfully applied to three different protein domains: WW, SH2
and SH3 domains. Experimental results show that the BAMC framework is accurate
and effective. The performance is better compared to AutoDock, a general docking
program. Furthermore, using backbone-aligned ligands generated by BAMC as initial
ligand conformations also improves the docking results of AutoDock.
BAMC has also been successfully applied to a benchmark set of 100 general test cases
for protein-ligand docking. Experimental results show that the performance of BAMC
is among the most consistent, compared to 9 existing protein docking programs. The
performance of two docking programs is improved by using backbone-aligned ligands as
input. Overall, the knowledge-guided approach adopted by the BAMC framework is
important and useful in solving the difficult protein docking problem.
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Proteins are large molecules made of amino acids arranged in long chains. Usually a
protein has more than 50 amino acids and each amino acid is linked to its neighbors
by a chemical bond to form a chain. This long chain normally folds into a 3D shape
(Fig. 1.1). Proteins change their 3D shapes by rotations about chemical bonds between
or within amino acids. Shape changes occur in response to changes in environment, such
as temperature or presence of other molecules.
Proteins interact with other proteins or molecules. Such interactions play an essen-
tial role in many biological processes. During an interaction, the proteins or molecules
involved may undergo shape changes and they form a complex (Fig. 1.2) by binding to
each other under physical forces. In many cases, protein interactions happen at protein
domains, which are parts of protein molecules that perform biological functions indepen-
dently.
Study of protein interactions is important for investigation of protein complexes and
for gaining insights into various biological processes. A conventional approach of studying
protein interactions is to perform binding tests in a biochemical laboratory. However, this
process is very tedious and time-consuming. Computational methods are now increasingly
being used to predict possible protein interactions.
Protein docking is a computational problem that predicts the possible binding between
a protein and another molecule. Usually the smaller molecule involved in the docking is
called a ligand and the other is called a receptor (Fig. 1.2). There are two categories of
protein docking algorithms [HMWN02]: rigid-body docking and flexible docking.
Rigid-body docking algorithms regard both ligand and receptor as rigid bodies. The
goal of this type of algorithms is to find the relative positions and orientations of the
ligand for some possible binding configurations with respect to the receptor.
Flexible docking algorithms regard at least one of the molecules, usually the smaller
ligand, as a flexible object that may change shapes during docking. Flexible docking is
1
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(a) (b) (c)
Figure 1.1: 3D structure of a protein. (a) All-atom representation. (b) Ribbon represen-
tation. (c) Surface representation.
more meaningful than rigid-body docking since shape changes occur in protein interac-
tions. However, it is much more difficult to solve than rigid-body docking because more
degrees of freedom are involved. Besides 3D rotation and 3D translation of the whole
molecule, there are rotations about chemical bonds that cause shape changes. Therefore,
flexible docking algorithms have to find possible bindings between receptor and ligand in
a high-dimensional search space.
Performance of existing flexible docking algorithms is usually not satisfactory when a
flexible ligand is large and undergoes significant shape changes. For example, WW, SH2
and SH3 protein domains bind to large ligands and these ligands may have more than
40 degrees of freedom. It is nearly impossible for general flexible docking algorithms to
succeed in these cases. Thus, flexible docking is a difficult and challenging problem for
these protein domains.
Biological knowledge can be helpful for solving protein docking problem. For example,
knowledge of binding sites is widely used to reduce the difficulty. Binding sites, also called
binding grooves or binding pockets, usually refer to regions on the receptor that bind to
the ligand. A common application of the knowledge of binding sites is to initialize a
docking algorithm by placing the ligand near the required binding site and restrict the
ligand’s 3D translation and 3D rotation. Although this approach reduces the search space
by limiting movements in six dimensions, the problem is still highly difficult due to the
large number of degrees of freedom of rotations about chemical bonds.
In this thesis, a different way of using the knowledge of binding sites for flexible
docking is presented. The knowledge is utilized to predict possible shape changes of the
ligand. This is motivated by the facts that some protein domains, such as WW, SH2 and
SH3 domain, have two or more binding grooves that bind to different amino acids of the
ligand. If the placement of two amino acids of the ligand are determined according to
the knowledge, it should be possible to determine the ligand’s shape changes in between
the two amino acids. This approach in using the knowledge should help to produce more
reliable and accurate docking results.
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Figure 1.2: An example of binding between a protein and a smaller molecule. The shape
of the smaller molecule (ligand) changes after binding to the protein (receptor).
1.2 Objectives and Contributions
The overall goal of this research is to solve the difficult protein docking problem for
large flexible ligands and protein domains with two or more binding sites. Knowledge of
binding sites should be utilized to assist in determining possible shape changes, as well as
3D translation and 3D rotation, of ligands. The knowledge should guide flexible docking
to obtain better docking results. Detailed formulation of the research problem is stated
in Chapter 4.
This thesis presents a knowledge-guided protein docking framework, named as BAMC.
It is developed for docking flexible ligands to receptors with two or more well characterized
binding sites. The contributions are as follows:
• BAMC is designed to solve the protein docking problem for difficult cases: large
flexible ligands.
• BAMC uses knowledge of binding sites in a new and different way from existing
methods. Knowledge of binding sites is used to predict possible shape changes in
the backbone of ligands.
• BAMC has been successfully applied to three different protein domains with differ-
ent binding site characteristics: WW, SH2 and SH3 domains. Experimental results
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show that BAMC framework achieved more accurate docking results than other
general docking method.
• BAMC can improve performance of general docking methods. Experimental results
show that using the possible shape changes of ligands predicted by BAMC as input,
a general docking method can produce better docking results.
• BAMC has also been successfully extended to a benchmark set of 100 test cases for
protein-ligand docking. Experimental results show that BAMC, compared with 9
existing docking programs, is in the top tier of programs with the most consistent
performance. Furthermore, performance of two docking programs can be improved
by using ligands predicted by BAMC as input.
1.3 Thesis Organization
To understand the proposed research problem, it is necessary to first introduce the struc-
ture of proteins and characteristics of protein domains (Chapter 2). Next, existing protein
docking algorithms are reviewed (Section 3.1 and 3.2) and their performance is analyzed
(Section 3.3). Two important aspects of flexible docking algorithms are also highlighted:
use of binding site knowledge (Section 3.4) and molecular flexibility (Section 3.5). The
architecture of the proposed knowledge-guided flexible docking framework, BAMC, is
presented in detail in Chapter 4. The framework is successfully applied to three different
protein domains with different binding site characteristics: WW, SH2 and SH3 domains
(Chapter 5). It is also successfully applied to a benchmark set of general test cases for
protein-ligand docking. Chapter 6 concludes the thesis and possible future work about
the framework is outlined in Chapter 7.
Chapter 2
Background
This chapter provides necessary background for this thesis. First it introduces structure
of proteins (Section 2.1). Next, it describes three well characterized protein domains
(Section 2.2), WW, SH2 and SH3 domains, which are the focus of this thesis.
2.1 Protein Structure
Proteins are long chains of amino acids (Section 2.1.1). Lengths of proteins range from
20 to more than 5000 amino acids. Amino acids are linked to their neighbors by covalent
bonds called peptide bonds (Section 2.1.2) to form long chains. A long chain folds into
a complex 3D structure under several chemical forces (Section 2.1.3). Protein structure
can be studied at different levels of details (Section 2.1.4).
2.1.1 Amino Acids
Amino acids are building blocks of proteins. In biology, an amino acid is also called a
residue. All amino acids share a similar molecular structure that allows them to form a
long chain. Each amino acid consists of:
1. a carbon atom called the central α carbon Cα,
2. an amino group NH2,
3. a carboxyl group COOH,
4. a hydrogen atom H, and
5. an R group, also called a side chain.
All the groups are attached to the central α carbon Cα (Fig. 2.1). The carbon atom in
the carboxyl group is often labeled as C′.
There are 20 types of amino acids commonly found in proteins (Table 2.1). Amino
acids differ from each other by chemical structures of their side chains, which are shown
in Fig. 2.2.
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Figure 2.1: Structure of amino acid.
Table 2.1: Names and symbols of 20 common amino acids.
Amino acid Abbrev. Symbol Amino acid Abbrev. Symbol
Alanine Ala A Leucine Leu L
Arginine Arg R Lysine Lys K
Asparagine Asn N Methionine Met M
Aspartic Acid Asp D Phenylalanine Phe F
Cysteine Cys C Proline Pro P
Glutamine Gln Q Serine Ser S
Glutamic Acid Glu E Threonine Thr T
Glycine Gly G Tryptophan Trp W
Histidine His H Tyrosine Tyr Y
Isoleucine Ile I Valine Val V
2.1.2 Peptide Bonds
Any two amino acids can form a dipeptide by forming a peptide bond between them. A
peptide bond connects the N atom in the amino group of an amino acid and the C′ atom
in the carboxyl group of another amino acid (Fig. 2.3). As a covalent bond, a peptide
bond imposes sharing of electrons and is quite strong.
Peptide bonds lead to the formation of proteins which are chains of amino acids
that are longer than the dipeptide. Such chains have a well-defined direction. An end
containing a free amino group is called the N-terminus and an end containing a free
carboxyl group is called the C-terminus.
Nitrogen and carbon atoms connected by peptide bonds form the backbone of a protein
molecule (Fig. 2.4). Backbone changes shapes by rotating about the peptide bonds.
Angles of such rotation are called torsion angles. Backbone torsion angles of a protein
are named as phi, psi and omega. Phi (φ) is the torsion angle about the bond between N
and Cα, psi (ψ) is about the bond between Cα and C′, and omega (ω) is about the bond
between C′ and N (Fig. 2.4). Usually omega is restricted to 180◦ or 0◦.
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Figure 2.2: Chemical formulas of side chains of 20 common amino acids.
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Figure 2.3: Formation of a peptide bond.
Similar to the backbone, side chains of a protein molecule also have bonds that are
rotatable. Bonds are rotatable when they are not in a ring structure or not at terminals
of a side chain. Starting from the bond connecting the central Cα atom and the side
chain, the torsion angles in the side chain are named χ1, χ2, χ3, and etc. (Fig. 2.4)
Usually, length of a bond and angle between two adjacent bonds are assumed to be
fixed. Therefore, a protein molecule changes shapes by changing torsion angles about
rotatable bonds. Changes of torsion angles are driven by many non-covalent forces.
2.1.3 Non-Covalent Forces
Non-covalent forces are individually weak as compared to the strength of covalent bonds.
However, a combination of several non-covalent forces can be strong enough to influence
the 3D protein structure. There are four major types of non-covalent forces:
• van der Waals interaction
When two non-bonded atoms are at close proximity, van der Waals attraction oc-
curs. When their distance is less than the sum of their van der Waals radii, van
der Waals repulsion occurs. Theoretically, van der Waals interaction should be
minimum when two molecules are at the equilibrium separation.
• Electrostatic interaction
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Figure 2.4: Backbone and side chains of a protein. Backbone torsion angles are named
as φ, ψ and ω. Side chain torsion angles are named as χ1, χ2 and χ3. Backbone is formed
by N, Cα, C′ and O atoms, while circled parts are side chains.
Electrostatic interaction occurs between two electrically charged atoms. It depends
on distance between the two atoms, charges of the atoms and dielectric constant of
the medium.
• Hydrogen bond
A hydrogen bond is an attractive interaction of a hydrogen atom and an elec-
tronegative atom, such as nitrogen or oxygen. This hydrogen must be covalently
bonded to another electronegative atom. Hydrogen bonds are stronger than other
non-covalent forces and they play an important role in determining the 3D protein
structure.
• Hydrophobic interaction
Hydrophobic objects are repelled by water molecules because water molecules are in-
clined to form hydrogen bonds among themselves while hydrophobic objects are in-
capable of forming hydrogen bonds. Several amino acids, namely Valine, Isoleucine,
Leucine, Methionine, Phenylalanine and Tryptophan, are very hydrophobic. There
are attractive interactions between hydrophobic amino acids and thus these amino
acids are clustered and buried within the core of a protein.
Non-covalent forces not only occur within a protein molecule, but also occur between
molecules when they interact with each other. A protein can change its shape due to
changes of non-covalent forces when interacting with another molecule. Each possible
10 Chapter 2. Background
(a) (b)
Figure 2.5: Ribbon diagrams of protein backbone. (a) Alpha helix. (b) Beta sheet.
shape is called a conformation, and the transition between shapes is called the confor-
mational change.
Non-covalent forces are often evaluated as energy terms and are used to model free
energy. Lower free energy corresponds to more stable protein structures or more favorable
protein interactions.
2.1.4 Levels of Protein Structure
Protein structure can be studied at four levels of details.
A. Primary Structure
Primary structure refers to the linear sequence of amino acids that form the protein. The
conventional representation of primary structure is the sequence of one-letter symbols of
amino acids written from N- to C-terminus.
B. Secondary Structure
Many proteins share certain structural forms called secondary structures, which are re-
lated to the occurrence of hydrogen bonds. There are two commonly found secondary
structures: alpha helix and beta sheet.
An alpha helix (α-helix) is a structure where the protein backbone coils like a screw
(Fig. 2.5(a)). The spatial stability of the alpha helix is maintained by hydrogen bonds
between oxygen atoms in the carboxyl group of the n-th amino acid and hydrogen atoms
in the amino group of the (n+ 4)-th amino acid.
A beta sheet (β-sheet) comprises individual beta-strands (Fig. 2.5(b)). In a beta-
strand, the protein backbone is an almost fully extended chain. When two beta-strands
interact, hydrogen bonds are formed between carboxyl groups in one strand and amino
groups in the other, thus stabilizing the structure.
C. Tertiary Structure
Tertiary structure of a protein is its three-dimensional structure. In principal, this struc-
ture is given by spatial coordinates of all atoms in the protein. Description of geometries
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Figure 2.6: Bond length l, bond angle θ and torsion angle τ .
of amino acids and peptide bonds includes atomic coordinates, bond length, bond angle
and torsion angles (Fig. 2.6).
D. Quaternary Structure
Quaternary structure is a larger assembly of several protein molecules, usually called
subunits. This structure is determined by shapes of subunits and by chemical interactions
among them.
2.2 Protein Domains
Protein domains are fundamental units of many proteins. They are parts of protein
sequences that form stable 3D structures. They vary in length from about 25 amino
acids to 500 amino acids and also vary in biological functions. This section introduces
three different kinds of protein domains: WW, SH2 and SH3.
2.2.1 WW Domains
WW domains are present in signaling proteins found in all living things. They have
been implicated in signal mediation of human diseases such as muscular dystrophy,
Alzheimer’s disease, Huntington’s disease, hypertension (Liddle’s syndrome) and can-
cer [BS00, ISW02, Sud96, Sud98]. WW domains contain about 40 amino acids and they
are distinguished by the characteristic presence of two signature Tryptophan residues that
are spaced 20–22 amino acids apart. WW domains fold into a stable β-sheet with three
β-strands. They are known to bind to Proline-containing ligands.
WW domains are classified into four groups [ISW02]. The classification is based on
ligand specificity, that is the specific type and feature of the ligand. The specificity is usu-
ally represented by patterns of amino acid sequence of ligands, called motif. Group I WW
domains bind to ligands containing Proline-Proline-‘Any amino acid’-Tyrosine (PPxY)
motif. Group II binds to ligands containing Proline-Proline-‘Any amino acid’-Proline
(PPxP) motif. Group III recognizes Proline-rich segments interspersed with Arginine
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Figure 2.7: Schematic model of the binding of WW domains to ligands. (a) A Group I
WW domain binds to a ligand with PPxY motif. (b) A Group II/III WW domain binds
to a ligand with PPxP motif.
residues. Group IV binds to short amino acid sequences containing phosphorylated Ser-
ine or Threonine followed by Proline. Recent studies show that Group II and III WW
domains have very similar or almost indistinguishable ligand preferences, suggesting that
they should be classified into a single group [KNT+04].
Group I and II/III WW domains have two binding grooves (Fig. 2.7) that recognize
ligands [Sud96]. A binding groove is formed by non-consecutive residues in amino acid
sequence because the WW domain protein folds in 3D to give rise to the grooves. Group
I WW domains contain Tyrosine and XP grooves whereas Group II/III WW domains
contain XP and XP2 grooves. A Tyrosine groove is formed by three residues and binds
to Tyrosine residue of the ligand. The first residue is Isoleucine, Leucine or Valine, the
second residue is Histidine, and the third residue is Lysine, Arginine or Glutamine. An
XP groove is formed by two residues. The first residue is Tyrosine or Phenylalanine, and
the other is Tryptophan or Phenylalanine. An XP2 groove is formed by two residues.
The first is Tyrosine, and the other is Tyrosine or Tryptophan. Both XP and XP2
grooves bind to Proline residue of the ligand. Formation of the XP groove is the same in
Group I and II/III, however directions of their ligands are different (Fig. 2.7). XP groove
recognizes the first Proline in PPxY motif for Group I and the last Proline in PPxP motif
for Group II/III.
2.2. Protein Domains 13
(a)
(b)
Figure 2.8: Schematic model of the binding of SH2 domains to ligands. (a) Src-like SH2
domain binds to ligand with pYEEI motif. (b) Grb2-like SH2 domain binds to ligand
with pYxN motif.
2.2.2 SH2 Domains
SH2 domains are found in many proteins involved in signal transduction [KAM+91]. In
particular, they are associated to activities of cancer-related proteins such as Src family
kinases and growth factor receptor-bound protein 2 (Grb2). SH2 domains contain about
100 amino acids forming a large β-sheet flanked by two α-helices.
SH2 domains have two binding sites (Fig. 2.8). One binding site is a positively charged
pocket on one side of the β-sheet that binds to phosphotyrosine (pY), the phosphorylated
state of Tyrosine residue, of the ligand. An Arginine residue, ArgβB5, contributes to the
formation of bottom of pocket and forms strong salt bridge to two oxygen atoms of
the phosphotyrosine. The pocket also includes another two positively charged residues
ArgαA2 and LysβD6 [KC93]. This binding site is called phosphotyrosine binding pocket.
The other binding site is an extended binding surface on the other side of the β-sheet.
Various formations of binding surfaces are present in different proteins. In the SH2
domain of Src family kinases, the extended binding surface is a deep hydrophobic pocket
that binds to the third residue after the phosphotyrosine, usually Isoleucine [ESH93,
WSP+93]. Typically ligands with pYEEI motif are recognized by the Src-like SH2 domain
(Fig. 2.8(a)). In the SH2 domain of Grb2 proteins, a Tryptophan residue contributes to
the binding surface and makes the binding surface bind to Asparagine, the second residue
after the phosphotyrosine [RGE+96]. Typically ligands with pYxN motif are recognized
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Figure 2.9: Schematic model of the binding of SH3 domains to ligands. (a) Class I ligand
with [+]xxPxxP motif. (b) Class II ligand with PxxPx[+] motif.
by the Grb2-like SH2 domain (Fig. 2.8(b)). In the SH2 domain of other proteins, such
as phospholipase C-γ1 and Syp phosphatase, the extended binding surface may bind to
two non-consecutive residues of the ligand. As more structures are determined in recent
years, more binding modes are discovered for SH2 domains [HLW+08].
2.2.3 SH3 Domains
SH3 domains are commonly found in a wide variety of intracellular signaling and regu-
latory proteins such as tyrosine kinases, phospholipases and adaptor proteins [MWS94].
SH3 domains contain about 60 amino acids forming five beta-strands arranged in two
beta-sheets packed closely against each other.
SH3 domains contain hydrophobic grooves that allow the domain to bind to Proline
rich ligands, which have at least two Proline residues involved in the binding. There are
three binding sites on the SH3 domain [FCY+94, FBBMS04, Li05, MKF+98]. The first
one is a binding pocket containing an acidic residue, usually Aspartic Acid or Glutamic
Acid, that is negatively charged. It is called a specificity pocket, which restricts the
binding to positively charged residues such as Arginine or Lysine. The other two binding
grooves are XP grooves typically formed by Tyrosine, Tryptophan and Proline residues.
They act as hydrophobic slots each recognizing Proline residues from the ligand.
Ligands that bind to SH3 domains are broadly classified into two groups based on
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sequence patterns [MS05] (Fig. 2.9). Class I ligands contain the [+]xxPxxP motif and
Class II ligands contain the PxxPx[+] motif. In these motifs, x stands for any residue, P
stands for Proline recognized by XP groove and [+] stands for a positively charged residue
recognized by the specificity pocket. Formation of the specificity pocket is different for
the two classes and furthermore, for Class I [+] is to the left of PxxP in the sequence
whereas for Class II it is to the right. Since a sequence is written from N- to C-terminus,
directions of ligands are different for the two classes.
Chapter 3
Related Work
Protein docking problem is a computational problem that predicts the binding of two
proteins or one protein with another molecule. It can be defined as follows: Given the
atomic coordinates of two molecules, predict their correct bound association [HMWN02],
which is orientation and position of the ligand relative to the receptor after interaction.
Many algorithms have been developed to solve the protein docking problem.
Depending on the extent of molecular flexibility taken into account, protein docking
algorithms can be classified into two categories [HMWN02]: rigid-body docking and flexi-
ble docking. To review the state-of-the-art of protein docking algorithms, both categories
are discussed in this chapter (Section 3.1 and Section 3.2). After that, performance of
existing docking methods is analyzed (Section 3.3).
Two important aspects of the docking problem are also highlighted: use of knowledge
and molecular flexibility. Common practice of using prior knowledge to help solving the
docking problem is reviewed in Section 3.4. Several techniques of modeling molecular
flexibility, which are independent of the docking algorithms, are discussed in Section 3.5.
3.1 Rigid-body Docking
Rigid-body docking algorithms regard both receptor and ligand as rigid solid bodies.
Two fundamental types of rigid-body docking algorithms are reviewed in this section:
geometry-based docking and Fourier correlation.
3.1.1 Geometry-Based Docking
The first protein docking program is called DOCK developed by Kuntz et al. [KBO+82].
In DOCK, spheres are used to represent binding pockets on molecular surface of the
receptor and the ligand is represented by a set of spheres that approximately fill the
space occupied by the ligand. By comparing internal distances of spheres in each set,
DOCK finds geometrically similar clusters of spheres in the receptor and in the ligand. An
ideal docking result of DOCK should fit the ligand spheres within the receptor spheres.
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DOCK was tested on two protein complexes whose structures were experimentally
determined using X-ray crystallographic methods [KBO+82]. In the test, receptors and
ligands were extracted from X-ray structures, and their relative position and orienta-
tion were reconstructed using DOCK. DOCK successfully performed the docking and
produced results with the root mean square deviation (RMSD) less than 1A˚. RMSD
is measured between the docking result and the X-ray structure, and it is a standard
measurement of quality of docking results.
Fischer et al. [FNWN93] introduced geometric hashing to protein docking, using a
point representation similar to the sphere representation discussed above. The point
representation for the receptor consists of a set of critical points that represent concave
areas of molecular surface. The point representation for the ligand consists of a set
of critical points that represent convex areas. In each set of critical points, any two
critical points and a surface normal at a point form a reference frame. Coordinates of
a third critical points with respect to a reference frame are used as hash key to a hash
table and both the reference frame and the third point are stored in hash table entry.
Using hashing, critical points of the ligand can be quickly compared with those of the
receptor and matches can be counted for each pair of ligand reference frame and receptor
reference frame. When there is a large number of matches for a pair of reference frames,
it implies a good geometric complementary match between the ligand and the receptor.
This approach is able to handle partial matches which means not all critical points of the
ligand have to match critical points of the receptor. The approach was tested on 19 test
cases and generated docking results with RMSD less than 1A˚ for 17 cases [FLJN95].
The geometry-based algorithms are efficient since they only focus on relevant search
space that are related to complementary shape features. However, the drawback is that
they depend only on shape features without consideration of biochemical properties.
3.1.2 Fourier Correlation
Fourier correlation technique was first introduced to rigid-body docking by Katchalski-
Katzir and co-workers [KKSE+92], and became widely used for protein docking problem.
One of the most popular algorithms is 3D fast Fourier transform (FFT) docking algorithm
based on a grid representation of molecules.
In the grid representation, surface of a molecule is mapped onto a 3D grid and the
molecule is represented by a discrete function. The function has value 1 denoting grid
voxels on the surface, p denoting grid voxels inside the molecule, and value 0 denoting
grid points outside the molecule (Fig. 3.1). The p value is positive for the ligand and
negative for the receptor.
The correlation of two discrete functions, one for the ligand and one for the receptor,
corresponds to the matching of the two molecules. When two molecules have no contact,
the correlation value is 0. When there is contact, the correlation value is positive. When
there is penetration, the correlation value is negative. When the shape match is good,
the correlation has a large positive value.
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Figure 3.1: Mapping surface of a molecule onto a grid.
In the method developed by Katchalski-Katzir et al. [KKSE+92], 3D FFT is applied to
compute translational correlation. 3D FFT is efficient as translational correlation in the
spatial domain corresponds to multiplication in the Fourier domain. On the other hand,
3D rotational match was searched exhaustively and FFT is calculated for each rotational
increment. Thus, this algorithm is computationally expensive for docking high-resolution
models.
The FFT docking algorithm is extended and improved by many researchers. One com-
mon improvement is to incorporate biochemical properties to the correlation. Properties
such as hydrophobicity, electrostatic energy and van der Waals potential are described
in the form of a correlation function and evaluated together with shape complementar-
ity. Many works are extended from FFT docking algorithm in this way [HKA94, VA94,
BS97, GJS97, MRP+01, CLW03, CGVC04, KBCV06]. Another improvement of the FFT
docking algorithm is to re-rank candidate docking solutions produced by FFT based on a
more elaborate scoring function that evaluates the goodness of docking solutions in terms
of biochemical properties [CGVC04, CBFR07, HZ10].
The performance of the FFT docking algorithm is good. Katchalski-Katzir et al. tested
their method on 5 protein complexes and correct relative positions of molecules was suc-
cessfully reconstructed for each complex [KKSE+92]. Chen et al. used 49 cases to test
their FFT-based docking program and obtained results with RMSD less than 2.5A˚ in 44
cases [CLW03].
Another Fourier correlation method used for rigid-body docking is spherical polar
Fourier correlation docking algorithm based on a double-skin representation of molecules
[RK00]. The double-skin model (Fig. 3.2) describes a molecule’s surface as two skins,
exterior and interior skin. Each skin is represented by a Fourier series expansion of real
orthogonal radial and spherical harmonic basis functions. Good shape complementarity
is achieved by maximizing overlaps between interior skin of one molecular and exterior
skin of the other while minimizing overlaps between interior skins. By correlating interior
and exterior skins, shape complementarity can be evaluated.
Unlike in the FFT docking algorithm, search space in the spherical polar Fourier
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Figure 3.2: A double-skin model used in spherical polar Fourier correlation algorithm.
Solid lines represent the molecular surface. Regions between dashed lines and solid lines
are the exterior skin. Shaded regions are the interior skin. The overlap (crosshatched
area) between opposing interior and exterior skin is maximized to achieve shape comple-
mentarity.
correlation docking algorithm is represented by an intermolecular distance and five Euler
angles. The intermolecular distance is distance between centroids of the receptor and
the ligand. Euler angles (α, β, γ) represent rotations of an object in its local coordinate
system, where the first rotation is by an angle α about the z-axis, the second is by an
angle β about the new y-axis and the third is by an angle γ about the new z-axis. The
z-axes of the receptor and the ligand are set to the intermolecular axis that goes through
the two centroids. Euler angle α of the receptor is fixed at 0, so there are two Euler
angles (β, γ) of the receptor and three Euler angles (α, β, γ) of the ligand.
The advantage of using the above search space is that rotation of a molecule can
be represented as a transformation of coefficients of the Fourier series representation
of skins. The coefficients of each rotational increment can be calculated just once and
stored. Then correlation of skins can be computed efficiently using the stored coefficients.
Therefore, the spherical polar Fourier correlation docking algorithm is more efficient than
the FFT docking algorithm. However it requires a large amount of pre-calculation for
the coefficients and the skin representation.
3.1.3 Summary
There are two fundamental types of rigid-body docking algorithms: geometry-based dock-
ing and Fourier correlation. Algorithms based on Fourier correlation technique perform
exhaustive search. However, the geometry-based algorithms only focus on relevant search
space that are related to concave and convex shape features. Fourier correlation docking
algorithms may be further extended to incorporate biochemical features.
Rigid-body docking algorithms are developed to solve a simplified protein docking
problem by restricting the degrees of freedom to three rotations and three translations.
However, substantial conformational changes are common in protein interactions. Rigid-
body docking algorithms are inadequate for handling conformational changes.
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3.2 Flexible Docking
Flexible docking algorithms regards one or both molecules as flexible objects to account
for conformational changes that occur during protein interactions. These algorithms are
used to predict possible binding of flexible molecules whose correct conformations after
interaction are unknown. As flexible molecules often present a very large number of
degrees of freedom, flexible docking is a very difficult and challenging task.
Unlike rigid-body docking algorithms described in the previous section, flexible dock-
ing algorithms cannot focus on only shape complementarity because of uncertain shapes
of flexible molecules. Theoretically, the objective of flexible docking algorithms is to
find a binding of two interacting molecules with the minimum binding free energy. The
binding free energy is change of free energy upon binding and lower binding free energy
corresponds to more stable and favorable binding. Flexible docking algorithms often
use a scoring function, which includes approximation of binding free energy and shape
complementarity, to evaluate goodness of docking solutions.
Many flexible docking algorithms have been developed in last two decades. Six types
of widely used flexible docking algorithms are reviewed in this section in details. They
are Monte Carlo algorithm, genetic algorithm, incremental construction, hinge-bending
algorithm, motion planning and molecular dynamics.
3.2.1 Monte Carlo
Monte Carlo (MC) algorithm is one of the most widely used algorithms for flexible dock-
ing. In general, this algorithm refers to simulation of an arbitrary system using a series
of random numbers. It is particularly useful for a system with a large number of degrees
of freedom, for example, flexible molecules.
In Monte Carlo algorithm, a flexible molecule is represented by a set of variables con-
sisting of rotation and translation of the whole molecule, and torsion angles of rotatable
bonds. Assigning different values to the set of variable creates different conformations of
the molecule.
An energy function that approximates the binding free energy of interacting molecules
is used as the scoring function in Monte Carlo docking algorithm. The function consists
of energy terms such as van der Waals, electrostatic and hydrogen bonding. Ideally, a
conformation with the lowest energy corresponds to the most stable and favorable docking
result.
A standard MC docking algorithm requires a large number of iterations to seek the
energy minimum. Before iterations begin, a random starting conformation of the flexible
molecule is generated. In each iteration, a new conformation is generated by randomly
modifying the set of variables of conformation from previous iteration. Energy of new con-
formation is evaluated by the energy function and compared with energy of the previous
conformation. This new conformation is accepted or rejected according to the Metropolis
criterion [MRR+53] that favors decreases in the energy. Accepted new conformation is
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saved and passed to next iteration. Fig. 3.3 shows a flowchart of the algorithm described.
The Metropolis criterion used in the MC docking algorithm favors decreases in the
energy and it always accepts a new conformation with lower energy than the previous
conformation. It also allows increases in the energy with a probability controlled by a
temperature parameter. The temperature starts at a high value and is gradually lowered
during iterations. For high temperatures, probability of accepting a new conformation
with increased energy is high. For low temperatures, probability is low. This technique
is also known as simulated annealing and it helps the MC procedure to escape from local
minima and reach global minimum of energy.
Many existing flexible docking methods have been developed based on the Monte
Carlo algorithm. The earlier program, such as ICM [ATK94], regards both receptor
and ligand as flexible molecules and it is computational costly for large molecules. To
reduce the computational cost, other programs choose to consider full flexibility only for
the ligand [MB97, LW99, TA07], or for the ligand and the binding site of the receptor
[CFK97, TS99]. RosettaDock [GMW+03] and ICM-DISCO [FRTA03] regards only side
chains as flexible, so they are less successful if backbones undergoes large conformational
changes.
Existing MC-based docking methods generate new conformations in different ways.
The method in [ATK94] changes one torsion angle at each iteration, while other methods
perturb multiple variables simultaneously. Some methods [LW99, FRTA03, GMW+03]
handle rigid-body transformation and conformational changes separately in the MC pro-
cedure. To search for the energy minimum more efficiently, some methods [ATK94,
TA97, CFK97, MB97, FRTA03] include a step of conjugate gradient minimization after
generating random conformations and before submitting to the Metropolis criterion. The
method in [GMW+03] also includes this step but applies a quasi-Newton minimization
on rigid transformation only. In addition, all these methods implement the energy func-
tion (scoring function) differently according to their different procedures. Many methods
[CFK97, MB97, TA97, TS99, LW99, TA07] place the ligand in vicinity of known binding
site of the receptor to reduce the search space.
The performance of existing MC-based docking methods depend on test cases used.
Overall, docking methods usually perform well for small ligands. For example, in [MB97],
the RMSD of docking results was less than 1.54A˚ for 12 flexible ligands with up to 24
rotatable bonds. In [LW99], the RMSD achieved was less than 1.84A˚ for 19 flexible
ligands with up to 15 rotatable bonds. In [TA07], 62 out of 100 test cases had RMSD
less than 2A˚ and all ligands had fewer than 30 rotatable bonds.
One advantage of the Monte Carlo algorithm is that the energy barrier can be stepped
over to avoid trapping in local minima. On the other hand, as a stochastic algorithm, the
Monte Carlo algorithm is not guaranteed to find correct solutions. Another advantage is
that its representation of molecular flexibility can model explicitly all degrees of freedom
if necessary. However, the drawback of taking more degrees of freedom into account is
higher computational cost.
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Figure 3.3: Flowchart of standard Monte Carlo docking algorithm.
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(a) (b)
Figure 3.4: Evolution process in genetic algorithm. (a) Two consecutive generations of a
population of 5 chromosomes. (b) Genetic operators: crossover and mutation.
3.2.2 Genetic Algorithm
Genetic algorithm (GA) is based on ideas borrowed from genetics and natural selection.
In GA, candidate solutions of a problem are encoded as chromosomes. A population of
chromosomes, including good and bad ones, evolves through a process loosely analogous
to biological evolution. Chromosomes encoding good partial solutions survive and pass
their traits to next generations. Good solutions are expected to be found after a number
of generations. Genetic algorithm can handle a large set of variables and it has been used
to solve optimization problems involving large search spaces.
In the case of flexible protein docking, a chromosome represents a candidate solution of
the docking problem. It contains a set of genes encoding translation, rotation and torsion
angles of rotatable bonds. Each chromosome is assigned a fitness value evaluated by a
scoring function that approximates the binding free energy. The fitness value measures
quality of a chromosome and it is the criterion used in evolution processes.
Evolution begins with a population of chromosomes generated randomly (Fig. 3.4(a)).
First, selection of survivors is performed based on fitness values. Fitter chromosomes
are selected to survive. Some less fit chromosomes are destroyed but some also survive
to keep the population diverse. Next, survived chromosomes are allowed to breed next
generation. Random pairs of chromosomes are combined to reproduce offsprings. Genetic
operators, namely crossover and mutation, are applied during breeding. The crossover
operator exchanges a set of genes from one parent chromosome to another, and the
mutation operator randomly changes the value of a gene (Fig. 3.4(b)). On average, the
new generation is fitter than the old generation. Evolution repeats for a number of
generations and finally the fittest chromosomes are expected to be optimal solutions.
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Several parameters are important for the genetic algorithm: population size, num-
ber of generations of evolution, survival rate, crossover rate and mutation rate. Large
population size and large number of generations of evolution increase likelihood of good
solutions but also increase computational cost. Low survival rate causes diversity of the
population to be lost quickly and the system can converge prematurely to poor solutions.
High crossover rate or mutation rate disrupt the evolution and make the process too ran-
dom. On the other hand, high survival rate, low crossover rate or mutation rate cause the
search space to be sampled inefficiently. In general, there is a trade-off between accuracy
and efficiency of the genetic algorithm.
Many existing flexible docking methods are based on the genetic algorithm. According
to a recent review [SFR06], AutoDock [MGH+98], a GA-based docking program, is one
of most commonly used docking programs. It uses Lamarckian GA that performs local
minimization on a portion of the population to improve efficiency of evolution. Fuhrmann
et al. [FRLN10] use a Multi-Deme Lamarckian GA that keeps multiple isolated popu-
lations and allows migration among populations. SFDOCK [HWCX99] and PSI-DOCK
[PWL+06] combine Tabu search with GA to maintain an updated list of good chro-
mosomes during the evolution and accept only new chromosomes that are significantly
different from those in the list. Most GA-based docking methods consider only the ligand
as flexible, whereas GOLD [JWG+97] includes partial flexibility of binding sites of the re-
ceptor. GA-based docking methods may have different implementations of evolution. For
example, some methods select a group of elite chromosomes and copy them to next gener-
ations unchanged [CA95, TB00]. Some methods replace the less fit chromosomes of older
generations by new fitter offsprings [JWG+97, MGH+98]. Furthermore, existing GA-
based docking methods often reduce the search space by placing the ligand near known
binding sites at the start of evolution [JWG+97, MGH+98, TB00, PWL+06, FRLN10].
Similar to MC-based docking methods, GA-based docking methods perform well when
docking small flexible ligands. For instance, AutoDock was tested on flexible ligands with
at most 7 rotatable bonds and the RMSD of docking results was less than 1.14A˚ in all
7 cases [MGH+98]. GOLD was tested on 100 cases with up to 30 rotatable bonds and
obtained results with RMSD less than 2A˚ in 66 cases [JWG+97].
The advantage of the genetic algorithm is that it is able to explicitly model all degrees
of freedom of the protein docking problem. A major drawback is that it may converge to
local optima rather than the global optimum of the problem. High computational cost is
also a disadvantage.
3.2.3 Incremental Construction
Incremental construction algorithm is also referred as fragment-based docking algorithm.
In the algorithm, the ligand is not docked as a whole molecule but is instead divided into
fragments and incrementally reconstructed inside a binding site of the receptor.
One of the most popular program using incremental construction algorithm is FlexX
[RKLK96]. First, a base fragment is selected from the ligand and remaining part of
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the ligand is cut into small fragments at each rotatable bonds. The size of the base
fragment is usually about the same as an amino acid. The selection of base fragment
is done manually in earlier implementation of FlexX and improved to be automated in
later version [RKL97]. Next, the base fragment is docked at the binding site using a
pose clustering technique to find the most favorable hydrogen bonds and hydrophobic
interaction between the base fragment and the binding site. Then, remaining fragments
are added to the base fragment one at a time to grow to full ligand. The growth is
based on a greedy strategy. At each step of growth, torsion angles of newly added
fragment is assigned to different preferred values to create different conformations. The
preferred values are learned from an external database of molecular fragments. Different
conformations are measured by a scoring function and the k most favorable conformations
are saved for growth in the next step. Finally, a fully grown ligand with the best score is
selected as the solution. FlexX was tested on 19 cases with at most 17 rotatable bonds,
and the RMSD of docking results ranges between 0.5 to 1.2A˚ [RKLK96].
Several other existing programs, such as, Hammerhead [WRJ96], Slide [SK00] and
DOCK 4.0 [EMSK01], are based on the same incremental construction approach. In
particular, DOCK 4.0 incorporates sphere matching technique from its earlier version
(DOCK) into the incremental construction algorithm. The sphere matching technique is
adopted to help in the docking of base fragment at binding site.
The advantage of incremental construction algorithms is that they are very efficient
in docking small molecules. The disadvantage of the algorithms is their high dependency
on the selection of an appropriate base fragment and prior binding site information. It
is possible to miss the most appropriate base fragment and incremental construction is
built on the wrong base.
3.2.4 Hinge Bending
In hinge-bending algorithms, a flexible protein molecule is divided into rigid parts con-
nected by hinges. By rotating about the hinges, the molecule can perform hinge-bending
motion (Fig. 3.5) that simulates backbone shape variation.
Hinge-bending algorithm was introduced by Sandak et al. [SWN98, SNW98]. The
algorithm allows one or two hinges that are specified manually on either the ligand or the
receptor. The algorithm applies geometric hashing approach (Section 3.1.1) to perform
docking of hinge-articulated molecules. The hash table used in geometric hashing stores
additional information about relative positions and orientations of a hinge with respect
to all critical points. When a match of critical points are found between the ligand
and the receptor, transformation is computed to align matched critical points. Then
new position and orientation of the hinge with respect to the aligned critical points is
determined accordingly. This new arrangement of the hinge is recorded and receives
one vote. After comparing all critical points between the ligand and the receptor, hinge
arrangements with a large number of votes are further investigated and filtered according
to a scoring function.
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Figure 3.5: Schematic illustration of hinge-bending motions. (a) Hinge-articulated ligand.
(b) Ligand rotates about the hinge to fit the shape of the receptor (shaded). (c) Hinge-
articulated receptor. (d) Receptor rotates about the hinge to bind to the ligand.
Schneidman-Duhovny et al. [SDNW07] improved the above hinge-bending algorithm.
One improvement is to automatically detect possible hinges. Another improvement is
that geometry-based docking is performed separately for each rigid part and all parts are
assembled later. More hinges can be handled in this way. Schneidman-Duhovny et al.
tested the algorithm using 9 test cases and achieved docking results with RMSD less than
5A˚.
Hinge-bending algorithm is suitable for docking large molecules that undergo major
conformational changes in their backbones. It is efficient because it regards most parts of
a molecule as rigid. However, if there are significant conformational changes of the rigid
parts, performance of the algorithm will be affected.
3.2.5 Motion Planning
Motion planning is a traditional robotic algorithm. It is applicable to protein docking
problem due to the fact that a flexible ligand can be naturally modeled as an articulated
robot. A typical articulated robot consists of several links that can rotate about joints
(Fig. 3.6(a)). A flexible ligand can be modeled as an articulated robot by modeling each
rotatable bond as a joint of the robot with torsional freedom and setting one atom as a
freely movable root (Fig. 3.6(b)).
The general objective of motion planning is to find a path for the robot from a starting
configuration to a goal configuration. In protein docking, the objective is to determine
paths that a ligand may naturally take to enter a binding site of a receptor. In particular,
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(a) (b)
Figure 3.6: Examples of articulated robots. (a) A 2D articulated robot with 5 joints. (b)
A small flexible ligand with 3 rotatable bonds and a freely movable root can be modeled
as an articulated robot.
a path should be energetically favorable, that is energy of the interaction of the ligand
with the receptor should decrease along the path toward the minimum energy state.
Singh et al. [SLB99] was the first to propose a flexible docking algorithm based on
motion planning approach. Their algorithm uses Probabilistic Roadmap Planners (PRM)
[KSLO96] that has two phases. In the first phase of PRM, thousands of random con-
figurations of the ligand are generated as milestones. Paths are assigned to a pair of
milestones if they are close to each other. A path connecting two milestones is assigned
with a weight that reflects change of energy from one milestone to the other. All mile-
stones are connected to form a roadmap. Then, the second phase of PRM searches the
roadmap for the most energetically favorable path from the start to the goal.
The characteristic of the docking algorithm that uses motion planning is that it em-
phasizes paths of the ligand to potential binding sites, such that a more complete picture
of binding process can be described. For example, Singh et al. [SLB99] observed that an
energy barrier is present around a binding site, which makes a path carry a high weight
for entering and leaving the binding site. Such observation can be helpful in determining
the location of binding sites.
Motion planning approach is suitable for docking small flexible ligands. If a ligand
has a large number of degrees of freedom, it is not easy to generate a useful roadmap.
3.2.6 Molecular Dynamics
Molecular dynamics (MD) simulates activities of molecules by calculating all forces acting
on each atom using Newton’s laws of motion. MD simulation needs to take very small
time steps to make the simulation realistic. All forces need to be calculated explicitly at
each time step to determine motion of atoms. Typical MD simulates molecular processes
that take place over a time course of nanoseconds (10−9 s) to microseconds (10−6 s), and
each simulation time step corresponds to 1 femtosecond (10−15 s) of physical process.
Therefore, the number of time steps ranges from 106 to 109, which may correspond to
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several days in real computer time, so MD is a very time-consuming method.
Using MD to solve protein docking problem involves simulating the whole interaction
process between a ligand and a receptor to find the global minimum of their binding
free energy. However, it is well known that classical MD will not be able to cross high-
energy barriers in feasible simulation duration and it will become trapped in a local
minimum [SFR06]. Because of the enormous computational effort involved, classical MD
is only suitable for simulating molecular process in nanoseconds to microseconds time
scales. However, most molecular processes that involve barrier crossing, such as chemical
reactions or large scale conformational changes in proteins, occur at much slower time
scales. Therefore, using MD to simulate protein interactions often result in local minima
and quality of docking results is highly dependent on the starting conformation.
Several MD-based docking methods have been developed to overcome the shortcom-
ings of standard MD simulation. The method developed by Nakajima et al. [NHKN97]
employs a large number of starting conformations of the ligand. Mangoni et al. [MRDN99]
applied different temperatures on different parts of simulation to avoid getting trapped in
local minima. Pak and Wang [PW00] modified magnitudes of forces in the MD simulation
in order to cross barriers. All methods restrict the simulation to the ligand and binding
sites of the receptor to reduce computational cost. However, these MD-based docking
methods are still time-consuming.
3.2.7 Summary
Six types of widely used flexible docking algorithms are reviewed in this section. Monte
Carlo algorithm is a stochastic algorithm that generates possible docking solutions in
a random manner. Genetic algorithm mimics biological evolution process to evolve a
population of candidate solutions. Incremental construction algorithm builds the ligand
fragment by fragment at a binding site of the receptor. Hinge-bending algorithm handles
conformational changes in backbone by modeling the molecule as hinge-articulated object.
Motion planning algorithm considers the ligand as an articulated robot and searches for
a path such that the robot can move from the initial position to the goal position at
the binding site. Molecular dynamics method simulates the docking process by explicitly
calculating motion of each atom.
3.3 Performance of Protein Docking Methods
Existing protein docking programs were tested using various test cases described in their
original papers. Table 3.1 summarizes test cases used and results reported for several
protein docking programs. From the table, it is evident that researchers usually choose
their own set of test cases and evaluation protocol. Although it is hard to tell which
docking programs perform better, these docking programs are considered successful.
There have been many studies that compare performance of various docking programs
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Table 3.1: Summary of test cases and docking performance of existing protein docking
programs.





[KBO+82] 2 0 rmsd<1A˚
[FLJN95] 19 0 rmsd<1A˚ for 17 cases
[KKSE+92] 5 0 successful
ZDOCK [CLW03] 49 0 rmsd<2.5A˚ in top 2000 solutions for 44 cases
DOT [MRP+01] 11 0 rmsd<4A˚ in top 500 solutions
[GJS97] 10 0 interface Cα rmsd≤2.5A˚ in top 250 solutions
Hex [RK00] 30 0 Cα rmsd<3A˚ in top 200 solutions for 28 cases
Hex [RKV08] 84 0 acceptable result in top 20 solutions for 48 cases
Flexible docking
Monte Carlo
ICM [ATK94] 1 unknown lowest energy result has rmsd 2.34A˚
ICM [TA97] 8 <10 rmsd<1.8A˚ for 1 case
[APC98] 3 <11 rmsd<1.4A˚
QXP [MB97] 12 <25 rmsd<0.76A˚ for 10 cases
MCDOCK [LW99] 19 0 to 15 rmsd=0.25A˚ to 1.84A˚
GlamDock [TA07] 100 <30 rmsd<2A˚ for 62 cases
Genetic Algorithm
DIVALI [CA95] 4 6 to 11 rmsd<1.7A˚ for 3 cases, rmsd=2.3A˚ for the others
[OKD95] 4 4 to 8 rmsd<1.4A˚ for 3 cases, rmsd=3.3A˚ for the others
GOLD [JWG+97] 100 0 to 30 rmsd<2A˚ for 66 cases, rmsd<3A˚ for 71 cases
AutoDock [MGH+98] 7 0 to 7 lowest energy results have rmsd<1.14A˚
PSI-DOCK [PWL+06] 194 0 to 30 rmsd<2A˚ for 74% of all cases
[FRLN10] 85 0 to 11 rmsd<2A˚ for 84.8% of cases for 0–3 rotatable
bonds, 47.2% for 4–7 rotatable bonds, 21.6% for
8–11 rotatable bonds
Incremental Construction
FlexX [RKLK96] 19 0 to 17 rmsd<1.04A˚ for 10 cases
Flexx [RKL99] 200 0 to 35 rmsd≤1.5A˚ for 113 cases
Hammerhead [WRJ96] 4 1 to 11 rmsd<1.7A˚
DOCK (4.0) [MK97] 10 2 to 9 rmsd<1.88A˚
Hinge-bending
[SWN98] 2 unknown interface rmsd<2A˚
[SDNW07] 9 unknown interface rmsd<2.5A˚
Motion Planning
[SLB99] 3 2 to 6 rmsd<2A˚ for 2 cases
Molecular Dynamics
[MRDN99] 1 4 rmsd<1A˚
[PW00] 4 6 rmsd<1A˚
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[BFR00, BTAB03, SGS03, EJR+04, KRMR04, CMN+05, CLG+06]. In these studies,
some benchmark sets of test cases have been applied to different docking programs.
However, it is still difficult to judge which docking methods are better in general because
their performance highly depends on test cases used.
Erickson et al. [EJR+04] analyzed the importance of ligand flexibility and found that
docking accuracy substantially decreases for ligands with eight or more rotatable bonds.
This observation is consistent with Table 3.1 which shows that the fewer rotatable bonds
the ligand has, the better is the performance. Overall, performance of existing docking
programs is reasonably satisfactory for cases with small amount of conformational changes
or with small ligands. But, there is still much room for improvement for more difficult
cases.
This thesis focuses on docking of flexible ligands to WW, SH2 and SH3 domains. In
these cases, the problem is challenging because of the large number of rotatable bonds.
Ligands that bind to WW domain usually have more than 15 rotatable bonds. For SH2
and SH3 domain, ligands have more than 20 rotatable bonds. It is nearly impossible for
general docking methods to succeed in these cases. Therefore, additional knowledge is
necessary to solve the problem successfully.
3.4 Use of Knowledge for Protein Docking
Prior knowledge of interacting molecules plays an important role in solving the difficult
protein docking problem. For example, biochemical or biophysical characteristics can be
used to filter candidate solutions. Such knowledge is often highly dependent on specific
pairs of receptor and ligand. In general, the most commonly used knowledge in existing
methods of protein docking is the knowledge of binding sites.
A binding site usually refers to a region on a receptor that directly binds to a ligand.
Occasionally, it may also refer to a part of the ligand if the ligand is a large molecule.
Binding sites on receptors are often concave regions, also called binding grooves or binding
pockets. Sizes and numbers of binding sites are different in different cases.
A binding site can be large enough to hold the entire (small) ligand (Fig. 3.7(a)).
In such cases, ligands can be constructed inside a binding site using methods based on
incremental construction algorithm, such as FlexX [RKLK96] and DOCK 4.0 [EMSK01].
For these methods, prior knowledge of binding sites is necessary.
In other cases, ligands may bind to other regions of the receptor as well as binding
sites. One way of using the knowledge of binding sites is to validate candidate solutions. If
the ligand in a candidate solution does not include bindings at the required binding sites,
then the candidate solution is discarded. This is normally used in rigid-body docking
algorithms such as FFT docking [HZ10].
Another way of applying prior knowledge is to reduce the search space by limiting
the search around the binding sites. For rigid-body docking such as FFT docking, it is
not easy to constrain the search due to the translational nature of the FFT approach.
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(a) (b)
Figure 3.7: Using knowledge of binding sites. (a) Small ligand is incrementally con-
structed inside a binding site. (b) Bounding box around a binding site.
An exception is the spherical polar Fourier correlation, which can incorporate an angular
constraint to focus the computation around a binding site [RKV08].
Flexible docking algorithms usually use knowledge of binding sites to reduce the search
space. A common practice is to place the ligand in vicinity of binding site. AutoDock
[MGH+98] requires a user to specify a bounding box around binding site in which an
optimal ligand conformation is searched for (Fig. 3.7(b)). Similarly, several programs
[MB97, LW99, JWG+97, TB00, PWL+06, TA07, FRLN10] also require a user to indicate
size and location of binding site by specifying a sphere or a cube on the receptor. In these
applications, the size of sphere, cube or box is crucial. If the size is too small, the search
space will be too small to find correct ligand conformations. If the size is too large, the
search space is not reduced effectively. In some experiments [PWL+06, TA07], the size
of sphere was determined based on reference ligands in X-ray structure of complexes.
In general, the common use of knowledge of binding sites is to limit the 3D position
of ligand. However, this is not enough to solve the difficult flexible docking problem for
WW, SH2 and SH3 domains. In this thesis, knowledge of binding sites is used to predict
3D shape of ligand. Such prediction is facilitated by the fact that these protein domains
have two or more known binding sites. The shape of a ligand can be partially determined
when it binds to two or more binding sites at the same time. Such usage of knowledge
of binding sites not only reduces the search space but also helps in searching for optimal
ligand conformation.
In addition to the prior knowledge, some techniques for implicitly modeling molecular
flexibility can also be adopted to improve the performance.
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3.5 Modeling Molecular Flexibility
Studies on protein interactions show that molecular flexibility has a crucial influence on
protein docking [BS99, ENW05]. Therefore, modeling molecular flexibility is a key factor
of any flexible docking algorithm. Although explicit modeling can be achieved by existing
algorithms, such as MC and GA, the large number of degrees of freedom increases the
difficulty of getting satisfactory docking results. Several techniques of implicitly model-
ing molecular flexibility are commonly employed in existing docking methods to reduce
complexity of the problem. In addition, they can also be applied to rigid-body docking
methods to allow them to handle flexible molecules to some extent. These techniques
include use of rotamer library, soft interface and ensembles of conformations.
A rotamer library is a discretization of conformational space of side chains. It is
based on the observation that, in high-resolution experimental protein structures, side
chains tend to cluster around a discrete set of favored conformations known as rotamers
[JWLM78, SEA93]. A rotamer library can be added into docking algorithms to allow side
chains to adopt only those conformations in the library, or to use the conformations in
the library as initial configuration. Although a rotamer library does not model complete
flexibility of side chains, it does provide good estimations. Furthermore, searching a
rotamer library is more efficient than searching the conformational space. Several rotamer
libraries are available [DK93, DC97, LWRR00] and they have been used by many rigid
or flexible docking algorithms [LK92, JGS98, GMW+03, WSFB05, MB06, LZ07].
Modeling a soft interface refers to allowing a certain amount of penetration between a
receptor and a ligand. This technique is based on assumption that molecules are capable
of performing required conformational changes which avoid penetration. This technique
implicitly models side chain flexibility and small-scale backbone flexibility. It is incor-
porated in the scoring function of some flexible docking methods [FRTA03, GMW+03]
to reduce the penalty and lower the energy calculated for conformations with penetra-
tion. It is also be adopted in rigid-body docking methods to handle flexible docking with
limited amount of conformational changes [JK91, FLJN95, GJS97, PKWM00, MRP+01,
DNW02, CLW03].
An ensemble of conformations is a set of different conformations of a flexible molecule.
It can be generated by analyzing different experimentally derived protein structures using
MD simulation or random sampling. It can be created in preprocessing stage prior to the
docking process and then used in docking to provide different starting configurations. The
main benefit of using an ensemble is that molecular flexibility are implicitly modeled prior
to actual docking and it can be easily combined with existing docking methods. For exam-
ple, Chaudhury and Gray [CG08] used ensembles to implicitly model backbone flexibility
before applying RosettaDock that handles side chain flexibility. Krol et al. [KCTB07]
performed FFT-based rigid-body docking on each conformation in the ensemble derived
from MD simulation of both receptor and ligand. These methods demonstrated improve-
ments of performance and showed that ensembles can assist in accommodating molecular
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flexibility in docking methods. Another benefit of using an ensemble of different confor-
mations is that it helps to avoid getting trapped in local minima [NHKN97].
3.6 Summary
Protein docking is a difficult computational problem. In the past decade, many methods
have been proposed and significant progress has been made. However, the problem is far
from being solved.
Rigid-body docking algorithms solve a simpler version of the protein docking problem,
that is both receptor and ligand are regarded as rigid objects. Two major types of rigid-
body docking algorithms, geometry-based docking and Fourier correlation docking, are
reviewed in this chapter (Table 3.2). Geometry-based docking algorithms use features of
molecular surface to find the best shape match. Fourier correlation docking algorithms
exhaustively search the 6D space to find the 3D translation and 3D rotation of the ligand
with respective to the receptor. Both types use shape complementarity as their primary
objective and are able to find good solutions for docking rigid structures. However, rigid-
body docking algorithms are inadequate when molecular flexibility needs to be considered.
Many flexible docking algorithms have been developed to address protein docking
problems for flexible molecules. Six types of widely used flexible docking algorithms are
reviewed in this chapter (Table 3.2). Among them, Monte Carlo and genetic algorithm can
handle full flexibility of molecules, but computational cost is high when flexible molecules
have a large number of degrees of freedom. Incremental construction algorithm builds the
ligand from fragments efficiently. But, it is suitable for small ligands only. Hinge-bending
algorithm is appropriate for larger molecules with substantial conformational change of
the backbone and limited side chain flexibility. Motion planning algorithm models the
ligand as a fully articulated robot and is applicable to small ligands. Molecular dynamics
simulates forces and motions at atom level and the simulation of docking process is time-
consuming.
Performance of existing protein docking programs are reasonable satisfactory when
ligands in test cases are small and with little conformational changes. However, for more
difficult cases, such as WW, SH2 and SH3 domains, general docking methods are not
good enough.
Using prior knowledge of binding sites can improve protein docking methods. The
main approach is to place the ligand in vicinity of binding sites to reduce search space.
In this thesis, a different way of using knowledge of binding sites is presented, that is, to
determine shape changes of the ligand.
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Table 3.2: Summary of docking algorithms.
Docking algorithm Type Strategy Molecular flexibility
Geometry-based Rigid Match complementary —
shape features
Fourier correlation Rigid Exhaustive search —
Monte Carlo Flexible Stochastic Explicit modeling
Genetic algorithm Flexible Evolution Explicit modeling
Incremental Flexible Build up fragments Fragments of ligand
construction
Hinge bending Flexible Geometric hashing Coarse articulation
of backbone
Motion planning Flexible Probabilistic Full articulation
roadmap planner of ligand
Molecular dynamics Flexible Simulation using Atom motion
Newton’s laws of motion
Chapter 4
BAMC Framework
Protein docking problem remains challenging for larger flexible ligands with significant
conformational changes. The objective of this research is to develop a flexible docking
framework that uses knowledge of binding sites to improve docking accuracy. The knowl-
edge of binding sites can assist in determining possible conformational changes. This is
motivated by the fact that protein domains such as WW, SH2 and SH3 domains have two
or more well characterized binding sites and each binding site binds to a specific residue
of ligand.
This chapter presents a framework called Backbone-Aligned Monte Carlo (BAMC)
that makes use of knowledge of binding sites to dock flexible ligands to protein domains.
An overview of BAMC is introduced in Section 4.1 and details of BAMC are discussed
in the following sections (Section 4.2-4.4). Application of the BAMC framework on three
different protein domains will be presented in Chapter 5.
4.1 Overview
The major contribution of this thesis is to present a knowledge-guided framework designed
for docking large flexible ligands to protein domains. The framework focuses on protein
domains with two or more well characterized binding sites that bind to specific residues of
ligands. Ligands interacting with these protein domains are relatively large and may have
up to 60 torsion angles. Therefore, flexible docking is a difficult task for these protein
domains and their ligands. The framework handles this difficult task in a knowledge-
guided approach, that is to make use of knowledge of binding sites to guide docking
procedures.
There are three stages in the framework (Fig. 4.1):
I) Application of knowledge of binding sites,
II) Backbone alignment, and
III) Monte Carlo flexible docking.
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Figure 4.1: Flowchart of BAMC framework.
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Stage I applies knowledge of binding sites to input receptor and input ligand to construct
binding constraints. A binding constraint specifies the binding between a residue of the
ligand and a binding site of the receptor. Stage II uses backbone alignment method to
search for the most favorable configuration of backbone of the ligand that satisfies the
binding constraints. Stage III employs Monte Carlo docking algorithm to perform flexible
docking on backbone-aligned ligands derived from the previous stage.
The inputs of the BAMC framework are a receptor P that contains a protein domain
and a ligand L. The receptor P is a set of residues, P = {Ri, i = 1, . . . ,mP}, where Ri is
the i-th residue of receptor and mP is number of residues in P . Similarly, the ligand L
is also a set of residues, L = {Rj, j = 1, . . . ,mL}, where Rj is the j-th residue of ligand
and mL is number of residues in L. Residues in P and L are ordered from N-terminus to
C-terminus.
Each residue has a residue type. The residue type of Ri is denoted by Ti and the
residue type of Rj is denoted by Tj. Each residue consists of a set of atoms. The residue
Ri = {aiα, α = 1, . . . , ni} contains ni atoms. The residue Rj = {ajβ, β = 1, . . . , nj} con-
tains nj atoms.
Each atom has an atom type. The atom type of aiα is denoted by tiα and the
atom type of ajβ is denoted by tjβ. The position of each atom is represented by 3D
coordinates, with piα denoting 3D coordinates of atom aiα in receptor P , pjβ denoting
3D coordinates of atom ajβ in ligand L.
Both receptor and ligand consist of a large number of degrees of freedom. Modeling
both molecules as flexible objects would incur a very high computational cost. Therefore,
the BAMC framework makes the assumption that the receptor P is rigid, that is, piα is
fixed for all i and α. This assumption is a common practice of existing protein docking
methods that makes the docking problem more computationally feasible.
The ligand L is regarded as a flexible object, that is, pjβ can be changed during
docking for all j and β. Changes may occur as a result of changes of torsion angles in the
ligand, and changes in 3D position and orientation of the ligand relative to the receptor.
The output of the BAMC framework is L′, a new configuration of the ligand L.
L′ has the same set of residues and atoms as L, but its atoms have new 3D coordinates
p′jβ.
Overall, the BAMC framework intends to solve the flexible docking problem formu-
lated as follows:
Given a rigid receptor P and a flexible ligand L, find L′ such that L′ is a new
configuration of L and the binding between P and L′ has minimum binding
free energy E.
The above problem is decomposed and solved in three stages in the framework, with the
help of the knowledge of binding sites. The next three sections will present three stages
in detail (Section 4.2-4.4).
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4.2 Stage I: Application of Knowledge of Binding
Sites
The main task of Stage I of the BAMC framework is to apply the knowledge of binding
sites on input receptor and input ligand to derive binding constraints that specify the
binding between binding sites of receptor and corresponding residues of ligand. There
are two steps in Stage I:
(a) Searching for binding sites and binding motifs, and
(b) Construction of binding constraints.
Each step uses a different aspect of the knowledge of binding sites. The first step searches
for possible binding sites of the receptor and possible binding motifs of the ligand, accord-
ing to known characteristics of protein domain. The second step determines the binding
between binding sites and binding motifs found in the previous step according to knowl-
edge learned from existing complexes of protein domain. Before discussing algorithms in
these two steps, let us first review the characteristics of binding sites and binding motifs
of protein domains.
4.2.1 Characteristics of Binding Sites and Binding Motifs
As introduced in Section 2.2, several protein domains have two or more well characterized
binding sites. These binding sites are formed by several residues that are non-consecutive
in the sequence of protein domain. The formation of these binding sites are known to
follow certain patterns (Table 4.1). For example, the pattern of XP groove of Group I
WW domain is [YF]xxxxxxxxxxW. This pattern specifies that the XP groove is formed
by 2 residues. One residue can be Tyrosine (Y) or Phenylalanine (F), and the other
one is Tryptophan (W). The 10 x’s in the pattern do not contribute to the formation of
binding site. They indicate that the two residues are not consecutive in the sequence and
are separated by 10 residues of any type. Fig. 4.2 shows an example of binding sites of
Group I WW domain.
Binding sites of a protein domain bind to binding motif of a ligand. Unlike binding
sites, a binding motif is formed by residues that are consecutive in the sequence. Each
binding site binds to one residue, called binding residue, of the binding motif. For ex-
ample, the pattern of binding motif of a ligand that binds to Group I WW domain is
PPxY (Table 4.1). This pattern specifies that the binding motif is formed by 4 residues.
The first two residues are Proline (P), the third one can be any residue and the last one
is Tyrosine (Y). The x in the pattern of binding motifs is a wildcard that can match
any type of residue. The underlined residues are two binding residues that binds to two
binding sites of WW domain respectively. Fig. 4.3 shows an example of binding motif of
ligand that binds to Group I WW domain.
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Table 4.1: Patterns of typical binding sites of three protein domains and corresponding
binding motifs of ligands. Patterns are presented as sequences of one-letter symbols of
amino acid. Any of the residues enclosed in [] may match the pattern at the position. x
matches any amino acid but does not form a binding site. pY stands for phosphorylated
tyrosine residues. [+] stands for a positively charged residue, usually K or R. The un-
derlined residue in a binding motif indicates binding residue recognized by corresponding
binding site.




XP groove: [YF]x . . . x︸ ︷︷ ︸
10 x
[WF] PPxY
Tyrosine groove: [ILV]xHxx[KRQ] PPxY
II/III
XP groove: [YF]x . . . x︸ ︷︷ ︸
10 x
[WF] PPxP





Rx . . . x︸ ︷︷ ︸
18−19 x
RxSx . . . x︸ ︷︷ ︸
18−23 x
H[FY]K
Extended binding surface: [FY]x . . . x︸ ︷︷ ︸
12 x






Rx . . . x︸ ︷︷ ︸
18−19 x
RxSx . . . x︸ ︷︷ ︸
18−23 x
H[FY]K





XP groove: [YF]x . . . x︸ ︷︷ ︸
42−44 x
[NP][YF] [+]xxPxxP
XP groove: WWx . . . x︸ ︷︷ ︸
11−13 x
Pxx[YF] [+]xxPxxP
Specificity pocket: [DE][ILV][STPGA] [+]xxPxxP
II
XP groove: [YF]x . . . x︸ ︷︷ ︸
42−44 x
[NP][YF] PxxPx[+]
XP groove: WWx . . . x︸ ︷︷ ︸
11−13 x
Pxx[YF] PxxPx[+]
Specificity pocket: [DE][ILV][STPGA] PxxPx[+]
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(a)
(b) (c) (d)
Figure 4.2: Two binding sites of Group I WW domain of protein Dystrophin: XP groove
(blue) and Tyrosine groove (green). (a) Residue sequence of WW domain. (b) All-atom
representation. (c) Ribbon representation. (d) Surface representation.
(a) (b)
Figure 4.3: Binding motif (red) of a beta-Dystroglycan peptide that binds to Group I
WW domain of protein Dystrophin. (a) Residue sequence. (b) Binding motif (red) binds
to two binding sites of WW domain.
4.2. Stage I: Application of Knowledge of Binding Sites 41
4.2.2 Searching for Binding Sites and Binding Motifs
The first step of Stage I is to find possible binding sites of receptor and possible binding
motifs of ligand. The inputs of this step are receptor P and ligand L. The outputs are
binding motif M and binding sites Sk for k = 1, . . . , Ns where Ns is number of binding
sites of protein domain in the receptor P . Sk is a subset of receptor P and it contains
residues that form the k-th binding site. M is a subset of ligand L and it contains residues
that form the binding motif.
In order to determine which residues of receptor form binding sites and which residues
of ligand form binding motif, characteristics of binding sites and bind motifs need to be
used. The characteristics are summarized as patterns in Table 4.1 for WW, SH2 and SH3
domains and their ligands. The main idea of using these patterns is to find subsequences
from residue sequences of receptor and ligand such that the subsequences match the
patterns and correspond to possible binding sites and binding motifs.
Let QP = {Ti, i = 1, . . . ,mP} denote the sequence of residue type Ti of residues in
receptor, where mP is number of residues in receptor P . Let A = {Tu, u = 1, . . . ,mA} de-
note the sequence of residue type Tu of a pattern of binding site (Table 4.1), where
mA is length of the pattern and mA < mP . This step finds a subsequence Q
′
P =
{Ti, i = s, . . . , s+mA − 1} of QP , where 1 ≤ s ≤ mP −mA + 1, such that Ti matches Tu
for i = u+ s− 1. Length of Q′P is the same as length of the pattern A.
In the same way, let QL = {Tj, j = 1, . . . ,mL} denote the sequence of residue type
Tj of residues in ligand, where mL is number of residues in ligand L. Let AM =
{Tv, v = 1, . . . ,mM} denote the sequence of residue types Tv of the pattern of binding
motif (Table 4.1), where mM is length of the pattern and mM < mL. This step finds a
subsequence Q′L = {Tj, j = r, . . . , r +mM − 1} of QL where 1 ≤ r ≤ mL −mM + 1, such
that Tj matches Tv for j = v + r − 1. Length of Q′L is the same as length of the pattern
AM .
Therefore, both problems can be formulated as a substring search problem:
Given a sequence Q = {Ti, i = 1, . . . ,m} and a pattern A = {Tu, u = 1, . . . , n}
where n ≤ m, find the subsequences Q′ = {Ti, i = s, . . . , s+ n− 1} ⊂ Q
where 1 ≤ s ≤ m− n+ 1, such that Q′ matches A, that is, Ti matches Tu for
i = u+ s− 1.
A substring search algorithm (Algorithm 1) is applied to solve the problem. It checks
all possible subsequences and compares them with the pattern. Since x in the pattern
matches any type of residue, the comparison involving x can be skipped. The substring
search algorithm is simple to implement and it runs fast because number of comparison
required is small. Note that this algorithm finds all possible substrings that match the
pattern.
Every subsequence found by pattern matching corresponds to a subset of residues of re-
ceptor or ligand. The subset contains residues that may form the binding sites or the bind-
ing motif. Therefore, the outputs of this step, binding sites Sk and binding motif M , can
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Algorithm 1: Substring search algorithm.
Input: A string Q and a pattern A.
Output: A set S = {Q′} where Q′ is substring of Q and Q′ matches A.
(1) for i = 0 to length(S)−length(P )
(2) found = true
(3) for j = 0 to length(P )−1
(4) if A[j] 6= x and Q[i+ j] 6= A[j]
(5) found = false
(6) break
(7) if found is true
(8) Q′ = substring of Q from position i to (i+length(A)−1)
(9) Add Q′ to set S
(10) return S
Table 4.2: Examples of results of binding site and binding motif search.
Input Pattern matching Output
results
Receptor P = {R1, R2, . . . , R31} Subsequence Q′P : Binding site
Residue sequence QP : YYINHETQTTCW S1 = {R16, R27}
VQGPWERAISPNKVPYYINHETQTTCWDHPK Y W
Pattern A1: [YF]xxxxxxxxxxW
Receptor P = {R1, R2, . . . , R31} Subsequence Q′P : Binding site
Residue sequence QP : INHETQ S2 = {R18, R20, R23}
VQGPWERAISPNKVPYYINHETQTTCWDHPK I H Q
Pattern A2: [ILV]xHxx[KRQ]
Ligand L = {R1, R2, . . . , R13} Subsequence Q′L: Binding motif
Residue sequence QL: PPPY M = {R8, R9, R10, R11}
NMTPYRSPPPYVP P P P Y
Pattern AM : PPxY
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be obtained accordingly. For example, if a subsequence Q′L = {Tj, j = r, . . . , r +mM − 1}
matches the pattern AM of binding motif, where mM is length of the pattern AM , it cor-
responds to a subset of ligand {Rj, j = r, . . . , r +mM − 1}. This subset contains residues
that form the binding motif, so it is the output binding motif M .
Similarly, the output binding sites Sk can be obtained. Note that, residues matching
x in the pattern of binding site are excluded because they do not form the binding sites.
For example, if a subsequence Q′P = {Ti, i = s, . . . , s+mA − 1} matches the pattern A
of a binding site, where mA is length of the pattern A, it corresponds to a subset of
receptor {Ri, s ≤ i ≤ s+mA − 1 and Ti 6= x}. This subset contains residues that form
the binding site and it is the output Sk if the pattern corresponds to the k-th binding
site of receptor. Table 4.2 shows several examples of results of binding site and binding
motif search.
Results of the search are passed to next step for further use. Usually, the search yields
only one match for each pattern. Nevertheless, it is possible to find multiple matches in
some cases of binding motif search. For example, neuronal protein FE65 contains a Group
II WW domain that may bind to a poly-proline ligand with sequence PPPPPPLPP. Ac-
cording to the pattern PPxP, there are four matches: PPPPPPLPP, PPPPPPLPP, PPPPPPLPP,
PPPPPPLPP. In this case, all possible binding motifs are passed to next step.
4.2.3 Construction of Binding Constraints
In previous step, known characteristics of protein domains are used to find binding sites
of input receptor and binding motif of input ligand. Here in the second step, the task is
to construct binding constraints using results from previous step and knowledge learned
from existing complexes of protein domains. Binding constraints will be used in Stage II
of the BAMC framework.
The inputs of this step are binding sites Sk and binding motif M found in previous
step, where k = 1, . . . , Ns and Ns is number of binding sites of receptor. Each binding
site Sk of receptor should bind to a different binding residue Bk of binding motif M .
Bk ∈M can be determined according to Table 4.1, in which binding residues in binding
motifs are marked with underline.
The outputs of this step are binding constraints B′k. A binding constraint B
′
k refers
to a new configuration of the binding residue Bk with respect to the k-th binding site Sk
when the binding between them is optimal. Ideally, the optimal binding should be the
configuration after entire ligand binds to receptor. Note that the previous step may find
more than one possible match for each binding site or binding motif. All possibilities need
to be considered when constructing binding constraints. So, there may be multiple sets
of binding constraints produced at this step and passed to next stage of the framework.
Since the problems are the same for each pair of binding site and binding residue, the
subscript k is removed to simplify the description. Let S = {Ru, u = 1, . . . ,m} denote
a binding site formed by m residues. Each residue Ru = {aui, i = 1, . . . , nu} contains nu
atoms and has residue type Tu. Let pui denote 3D coordinates of atom aui in residue Ru.
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Let B = {aj, j = 1, . . . , n} denote a binding residue that contains n atoms and let TB
denote its residue type. Let pj denote 3D coordinates of atom aj in binding residue B.
Let B′ denote a new configuration of B. B′ has the same set of atoms as B, but its
atoms have new 3D coordinates p′j. Then the problem to be solved in this step can be
formulated as:
Given a binding site S and a binding residues B, find B′ such that B′ is a
new configuration of B and the binding between S and B′ is optimal.
The objective of finding the optimal binding between a binding site and a binding
residue is to provide guidance for flexible docking of the entire ligand. However, such
finding cannot be based on the binding site and the binding residue only. In fact, a
rigorous approach needs to take the entire ligand into consideration because the binding
residue is not standalone but part of ligand. In order to achieve the objective without
involving the entire ligand, additional knowledge learned from a reference complex is
used.
The reference complex contains a protein domain of the same type as input receptor,
and a ligand that binds to the protein domain. The binding between its receptor and
ligand is known. Since binding sites of protein domains are well characterized and specific
binding residues of ligands bind to these binding sites, it is reasonable to assume that
the binding that occurs at a binding site is similar for protein domains of the same
type. Therefore, the optimal binding between a binding site and a binding residue can
be determined according to the reference complex.
Let S∗ = {R∗u, u = 1, . . . ,m} denote a binding site of receptor in the reference complex.
Each residue R∗u = {a∗ui, i = 1, . . . , n∗u} contains n∗u atoms and has residue type T ∗u . Let p∗ui
denote 3D coordinates of atom a∗ui in residue R
∗
u. S
∗ is the same type of binding site as
S and both have the same number of residues. However, these two binding sites may
contain different types of residues, that is, T ∗u may not be equal to Tu.
Let B∗ = {a∗j, j = 1, . . . , n∗} denote the corresponding binding residue of ligand in
the reference complex. Let T ∗B denote the residue type of B
∗ and it may not be equal to
TB. Let p
∗




Since it is assumed that the optimal binding between S and B is similar to the binding
between S∗ and B∗, an intuitive idea of solving the problem is to align S to S∗ and B to
B∗, and then the optimal binding is new configurations of S and B after alignment. In
other words, the idea is to align the two binding sites and then uses the configuration of
one binding residue as the optimal target of the other. However, S can not be changed
because the receptor is assumed to be rigid. Therefore, alignment should be performed
in an opposite direction. The procedure of constructing binding constraints is as follows
(Fig. 4.4):
Given a binding site S, a binding residue B and a reference complex with
binding site S∗ and binding residue B∗,
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(a) (b) (c)
(d) (e) (f)
Figure 4.4: Construction of binding constraint. (a) Binding site S. (b) Binding residue B.
(c) Reference complex with binding residue B∗ bound to binding site S∗. (d) Transform
reference complex such that S∗ is aligned to S. (e) Transform binding residue such that B
is aligned to B∗. (f) Binding between new configuration of B and S is optimal according
to reference complex, and the new configuration of B is binding constraint.
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1. Align S∗ to S.





where pui is 3D coordinates of atom aui ∈ Ru ∈ S, p∗ui is 3D coordinates of atom
a∗ui ∈ R∗u ∈ S∗.
2. Transform B∗ using the transformation derived in step 1.
That is, change 3D coordinates of atoms in B∗ such that,
p∗j
′ = R1p∗j + T1
where p∗j
′ is new 3D coordinates of atom a∗j ∈ B∗, p∗j is original 3D coordinates, R1
and T1 are the same as those in step 1.
3. Align B to new configuration of B∗.
To align two binding residues is to find a 3D translation T2 and 3D rotation R2
such that,
p∗j
′ = R2pj + T2
where p∗j
′ is new 3D coordinates of atom a∗j ∈ B∗ derived in step 2 and pj is 3D
coordinates of atom aj ∈ B.
4. Save new configuration of B as binding constraint B′.
p′j = R2pj + T2
where p′j is 3D coordinates of atoms in B
′ and R2 and T2 are derived in step 3.
Overall, the key problem in this procedure is a computational problem, that is, to
find the best alignment between two sets of atoms (step 1 and step 3). In next section,
a registration algorithm designed to solve this problem will be presented.
4.2.4 Registration Algorithm
Registration is a process of aligning one set of points to a different set. It requires point-
wise correspondences between two different sets in order to compute the best alignment
that minimizes the distance between any two corresponding points. In general cases,
point correspondences are unavailable and it makes the registration challenging.
In the problem of aligning two sets of atoms, points to be registered are 3D coordinates
of atoms. Each atom has an atom type and atoms belong to different residues, therefore,
it is possible to set up atom correspondences to facilitate the registration.
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In the following paragraphs, the registration algorithm is presented in two parts. The
first part introduces how to set up atom correspondences. The second part describes the
algorithm of aligning two set of atoms given the atom correspondences.
A. Atom correspondences
The registration algorithm is applied to align two binding sites or two binding residues.
Binding sites are formed by more than two residues and two binding sites of the same
type may be formed by residues of different types. Two binding residues may also be
different. Since different types of residues have different number of atoms, setting up
atom correspondences is not straightforward.
Let us use examples to explain how to set atom correspondences. Suppose there are
two XP grooves of WW domain taken from two different complexes, one is formed by
Tyrosine (Y) and Phenylalanine (F) (Fig. 4.5(a)), and the other is formed by Tyrosine
(Y) and Tryptophan (W) (Fig. 4.5(b)). Both binding sites are bound to a Proline (P) of
respective ligand in the complex.
As two binding sites are of the same type, it is assumed that binding residues bind to
them in a similar way. This means that the best alignment of binding sites should also
align those binding residues bound to them. Therefore, atom correspondences between
the two XP grooves should help the registration algorithm to achieve the best alignment.
Since both XP grooves in the example have a Y residue, a first and intuitive idea is to
set atom correspondences only between the two Y residues. These atom correspondences
are straightforward because number of atoms and atom types are the same for both
Y residues. However, using these atom correspondences, the alignment obtained is not
satisfactory (Fig. 4.5(c)). Although the two Y residues can be perfectly aligned, the
other residues of the XP grooves, F and W, are not aligned properly. Furthermore, the
binding residues bound to the two XP grooves are mis-aligned. This example proves that
all residues that form a binding site should be considered during registration, even when
residue types are different.
The F residue and W residue are different in side chain structures, number of atoms
and atom types, so it is not straightforward to set up atom correspondences between
them. One possible way is to consider backbone atoms only, because all residues have
the same backbone atoms, N, Cα, C′ and O. Alignment obtained in this way is better
than the previous attempt (Fig. 4.5(d)), however, the binding residues bound to the two
XP grooves are still mis-aligned. This shows that in order to achieve the best alignment,
atom correspondences should be set up for all atoms in F and W.
The major difference between F and W is their aromatic ring structures. The F residue
has a 6-atom ring and the W residue has a 9-atom double-ring. The ring structure
contributes to the formation of the binding site as well as the binding with binding
residues. Therefore, atom correspondences between F and W should be designed to allow
two ring structures to be aligned. Specially designed atom correspondences are presented
in Fig. 4.6. Alignment obtained in this way is satisfactory (Fig. 4.5(e)), where the two
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(a) (b)
(c) (d) (e)
Figure 4.5: Aligning two binding sites using different atom correspondences. (a) XP
groove (green) and binding residue (cyan) from complex 2DJY. (b) XP groove (blue) and
binding residue (red) from complex 1EG4. (c) Alignment using atom correspondences
between Y residues. (d) Alignment using atom correspondences between Y residues and
between backbone atoms of F and W. (e) Alignment using atom correspondences specially
designed (as in Fig. 4.6).
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Figure 4.6: Atom correspondences among Phenylalanine, Tyrosine and Tryptophan.
XP grooves and the two binding residues bound to them are aligned as much as possible.
According to the patterns of binding sites and binding motifs (Table 4.1), there are
several types of residues that may correspond to each other during registration. After
observing different complexes, atoms correspondences are designed for each pair of dif-
ferent residues. Note that only heavy atoms (carbon, nitrogen, oxygen and sulphur) are
considered while all hydrogen atoms are ignored. Details of atom correspondences are as
follows.
• Tyrosine (Y), Phenylalanine (F) and Tryptophan (W).
Tyrosine and Phenylalanine are found in many binding sites of protein domains.
Their structures are very similar except that Tyrosine has one more -OH group.
The extra -OH group is ignored when setting up atom correspondences between
Tyrosine and Phenylalanine. The correspondences are presented in Fig. 4.6. In the
figure, atoms are marked by numbers and those with the same number correspond
to each other. Number 1-5 are backbone atoms and number 6+ are side chain
atoms. Atoms are also labeled with atom types, except for carbon. Other figures
that present atom correspondences follow the same convention.
Tyrosine or Phenylalanine may correspond to Tryptophan. All of them have an
aromatic ring structure, but Tyrosine and Phenylalanine have a 6-atom ring and
Tryptophan has a 9-atom double-ring. Two different ring structures need to be
aligned to each other after registration. Fig. 4.6 presents the atom correspondences.
• Lysine (K), Arginine (R) and Glutamine (Q).
These three residues contribute to form the Tyrosine groove for Group I WW do-
main. Their side chains have 5-7 heavy atoms and are longer than other types of
residues. From the observation of complexes with these residues, it is found that
backbone atoms and side chain carbon atoms near the Cα atom are more important
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(a) (b)
Figure 4.7: Atom correspondences among Lysine, Arginine and Glutamine. (a) For
binding sites. (b) For binding residues.
Figure 4.8: Atom correspondences among Isoleucine, Leucine and Valine.
in binding. Therefore, atom correspondences are designed to allow these atoms to
be aligned as much as possible. Fig. 4.7(a) illustrates the atom correspondences.
Lysine and Arginine may be the binding residues of ligand for SH3 domains. Both
have positively charged side chain atoms that bind to the negatively charged speci-
ficity binding pocket of SH3 domains. In this case, nitrogen atoms with positive
charges and the nearby atoms are more important. Therefore, only these atoms are
considered for the atom correspondences (Fig. 4.7(b)).
• Isoleucine (I), Leucine (L) and Valine (V).
These three amino acids have 3-4 carbon atoms in side chains. Their atom corre-
spondences are shown in Fig. 4.8.
• Serine (S), Threonine (T), Proline (P), Glycine (G) and Alanine (A).
These amino acids may match to the pattern of specificity binding pocket in SH3
domain. Their side chains are short and Glycine has no side chain. Therefore the
atom correspondences among them are set for backbone atoms only.
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Figure 4.9: Atom correspondences between Aspartic Acid and Glutamic Acid.
• Aspartic Acid (D) and Glutamic Acid (E).
Aspartic Acid and Glutamic Acid have negatively charged side chains and they
contribute to specificity binding pockets in SH3 domain that bind to positively
charged ligand residues. Since the side chain of Glutamic Acid is longer, one of its
side chain atom is excluded from the atom correspondences while the negatively
charged atoms needs to be included. Fig. 4.9 presents the atom correspondences
between Aspartic Acid and Glutamic Acid.
B. 3D registration by rigid transformation
A registration problem is to optimally align two sets of points by estimating a trans-
formation between them. The points here are 3D coordinates of atoms of binding sites
or binding residues. The point correspondences between the two sets is the atom corre-
spondences described in the previous part. The transformation is rigid and including 3D
translation and 3D rotation only, because other types of transformation is not applicable
to protein molecules (e.g. scaling).
The Kabsch algorithm [Kab76] is used to compute the rigid transformation. It is com-
monly used to superimpose two proteins in bioinformatics applications. The algorithm
requires both sets of points to be translated to the origin and then calculates a rotation
matrix that minimize the RMSD between two sets. The algorithm is as follows:
1. Two sets of points are represented as two N × 3 matrices, P and Q, where N is
number of points. Each row of the matrix, pi or qi, represents 3D coordinates of
the i-th point in the set. The i-th point of P corresponds to the i-th point of Q
































































4. Calculate matrix A.
A = P′TQ′
5. Calculate singular value decomposition (SVD) of matrix A.
A = VSWT
6. Calculate 3× 3 rotation matrix R.
R = W
1 0 00 1 0
0 0 d
VT where d = {1, if det(A) ≥ 0−1, if det(A) < 0
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4.2.5 Summary
In Stage I, the knowledge of binding sites is applied in two steps. In the first step, known
characteristics of protein domains are used to search for possible binding sites of receptor
and possible binding motifs of ligand. Since the formation of binding sites and binding
motifs are known to follow certain patterns, a substring search algorithm is adopted to
search for matches from residue sequences of receptor and ligand. Matches found are the
possible binding sites and binding motifs.
In the second step, knowledge learned from a reference complex is used to determine
the optimal binding between a binding site and a binding residue of binding motif. In the
reference complex, a binding site of the same type is bound to the corresponding binding
residue. It is assumed that the binding should be similar for two binding sites of the same
type. Therefore, the optimal binding is obtained by aligning two binding sites and two
binding residues using a registration algorithm. The configurations of binding residues
in the optimal binding is saved as binding constraints and passed to the next stage.
4.3 Stage II: Backbone Alignment
The task of Stage II is to predict the most favorable configuration of ligand’s backbone
such that binding residues are aligned to binding constraints produced by the previous
stage. The inputs of this stage are ligand L and several binding constraints B′k. Each
binding constraint B′k is the optimal configuration of binding residue Bk of L with respect
to the k-th binding site, where k = 1, . . . , Ns and Ns is number of binding sites.
The output of this stage is a backbone-aligned ligand Lb. It is a new configuration of
the ligand L and it should be derived from L by changing its backbone only. All binding
residues in Lb should align to the corresponding binding constraints. That is to say, all
binding constraints should be satisfied. The backbone-aligned ligand will be used as an
initial structure for flexible docking in the next stage of the framework.
The problem to be solved in this stage can be formulated as:
Given a ligand L and binding constraints B′k, find a new configuration of
ligand, Lb, such that the binding residue Bk of Lb is aligned to B
′
k.
A conventional approach to solve the problem is to find a rigid transformation of the
ligand such that atom distances between binding residues and binding constraints are
minimized. However, this simple approach is not suitable for protein domains with two
or more binding sites. The rigid transformation may cause serious mis-alignment and
none of the binding constraints could be satisfied (Fig. 4.10).
In order to satisfy all binding constraints, the shape of ligand’s backbone is required
be changed properly. As a protein molecule, ligand changes shape by rotating about
bonds between atoms, that is, changing torsion angles only. Other properties such as
bond length and bond angle should remain the same.
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(a) (b) (c)
(d) (e)
Figure 4.10: Aligning two binding residues to two binding constraints using rigid trans-
formation. (a) Two binding residues in input ligand and two binding constraints. (b)
Binding residue 1 aligned to binding constraint 1. (c) Binding residue 2 aligned to bind-
ing constraint 2. (d) Aligning both binding residues using rigid transformation causes
mis-alignment. (e) Optimal configuration of ligand that satisfies both binding constraints.
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Figure 4.11: Model of backbone. Atoms are denoted by ai. Bonds are represented by
bond length li and bond direction ei.
A backbone alignment method is used to find the optimal configuration of ligand’s
backbone that satisfies all binding constraints. In the method, the backbone is treated
as several segments separated by binding residues. For each segment enclosed by two
binding residues, its two ends are required to be aligned to two binding constraints re-
spectively and the configuration in between is determined by an optimization algorithm.
The backbone-aligned ligand is constructed by assembling all optimized segments.
Details of the backbone alignment method are presented in the following sections.
First, a model of backbone is introduced (Section 4.3.1). Next, a cost function that eval-
uates possible backbone configurations is presented (Section 4.3.2). Then, Section 4.3.3
describes an optimization algorithm that minimizes the cost function and yields the op-
timal backbone configuration that satisfies binding constraints. Finally, Section 4.3.4
shows how the backbone-aligned ligand is assembled.
4.3.1 Model of Backbone
The backbone of ligand is modeled as a chain of backbone atoms connected by peptide
bonds. Backbone atoms, N, Cα and C′, of each residue form the chain. 3D coordinates of
backbone atoms are denoted by ai, i ∈ {1, 2, . . . , n}, for n atoms in the backbone segment
enclosed by two binding residues B1 and B2. The first three atoms belong to the first
binding residue {a1, a2, a3} ⊂ B1 and the last three atoms belong to the second binding
residue {an−2, an−1, an} ⊂ B2.
Bonds connecting the backbone atoms are represented by bond length li and bond
direction ei that are unit vectors (Fig. 4.11).
li ei = ai+1 − ai (4.1)
In this model of backbone, atoms can be determined based on the first atom a1, the
bond direction ei and bond length li for all bonds. The bond length li is fixed, so the
configuration of backbone can be changed by varying a1 and ei. Varying ei may change
two properties of the backbone: bond angles and torsion angles.
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Bond angle θi is the angle between two adjacent bonds at atom ai. It can be computed
as the angle between two bond directions, ei−1 and ei.
θi = arccos(−ei−1 · ei) (4.2)
Normally, bond angles are assumed to be fixed for protein molecules. This is ensured by
using a bond angle cost (Section 4.3.2).
Torsion angle τi is the rotation about bond between atom ai and ai+1. It can be
computed using three bond directions, ei−1, ei and ei+1.
τi = atan2(ei−1 · (ei × ei+1), (ei−1 × ei) · (ei × ei+1)) (4.3)
Note that τi is in the range (−pi, pi], so “atan2” function is used. The “atan2” function
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4.3.2 Cost Function
In order to determine the most favorable configuration of backbone that satisfies binding
constrains, three types of cost are evaluated. They are constraint cost, bond angle cost
and torsion angle cost, and they are combined into a total cost function.
A. Constraint cost
Corresponding to two binding residues B1 and B2, there are two binding constraints
B′1 and B
′
2. In the backbone alignment method, backbone atoms of B1 and B2 should
be aligned to backbone atoms of B′1 and B
′
2 respectively. As defined in Section 4.3.1,
{a1, a2, a3} and {an−2, an−1, an} denote backbone atoms of the two binding residues.
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B. Bond angle cost
Bond angles are assumed to be fixed. A bond angle cost Cb is used in the backbone






(θi − θ0i )2 (4.6)
where θ0i is the initial value of bond angle θi in input ligand.
C. Torsion angle cost
Torsion angles of backbone have certain properties that can be used to limit the range of
possible values. One property is related to the omega torsion angle, which is the rotation
about bond between C′ and N. Usually, the omega torsion angle is limited to values of
180◦ or 0◦. In fact, 180◦ is more energetically favorable for all residues except Proline.
Another property is regarding polyproline stretches that are oftenly found in ligands
binding to WW and SH3 domains. Polyproline stretches contain 4 or more consecutive
Prolines and their phi, psi torsion angles adopt roughly the values −75◦, 145◦ [AS93].





(τi − τ 0i )2 (4.7)
where τ 0i denote preferred value of τi.
D. Total cost
The three types of cost are combined into one total cost function Ctotal.
Ctotal = wcCc + wbCb + wtCt (4.8)
where wc, wb and wt are weighting factors. In the current implementation, default values
of weighting factors are 0.8, 1, and 0.6. The weighting factors can be adjusted to suit
the need of different test cases. For example, wt can be increased if ligands contain
polyproline stretches.
4.3.3 Quasi-Newton Optimization
The objective of the backbone alignment method is to predict the most favorable con-
figuration of backbone segment that satisfies binding constraints. This is achieved by
applying an optimization algorithm to minimize the cost function. Quasi-Newton algo-
rithm [PTVF02] is used in the backbone alignment method.
The Quasi-Newton algorithm is widely used to find maxima or minima of a function.
The basic idea is to find the stationary point of the function, where gradient is 0. It
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is based on the Newton’s method that uses the first and second derivatives to find the
stationary point. Instead of directly computing the Hessian matrix of second derivatives
of the function, the Quasi-Newton algorithm iteratively builds up an approximation to
the Hessian matrix. This is advantageous because the Hessian matrix can be difficult to
compute in practice.
Algorithm 2: Quasi-Newton algorithm.
Input: A function f(x), where x is a vector of variables, an initial guess
x0 and initial approximate Hessian matrix H0 = I.
Output: x such that f(x) is minimized.
(1) for k = 0 to max number of iterations
(2) Obtain a direction dk by solving Hkdk = −∇f(xk)
(3) xk+1 = xk + αkdk where αk is stepsize
(4) if xk+1 − xk < 
(5) return xk+1
(6) sk = αkdk
(7) yk = ∇f(xk+1)−∇f(xk)
(8) Update Hessian matrix








In the Quasi-Newton algorithm (Algorithm 2), the function f(x) to be minimized is
the total cost function Ctotal (Equation 4.8). According to the model of backbone, the
independent variables that determine the costs are a1 and ei, i ∈ {1, 2, . . . , n− 1}. As a1
can be set to a′1 before optimization, the independent variables of the cost function are








∇f(xk) is the gradient of the function evaluated at xk. In the current implementation,
gradient of the cost function Ctotal is calculated with finite differences.
It is possible that the Quasi-Newton algorithm returns a local minimum of the cost
function. Thus, different initial guesses of x0 are used to obtain different minima. In the
implementation, this algorithm is repeated 30 times for randomly generated x0. Solutions
are ranked according to costs and the best solution is the optimal ei’s that yield the most
favorable configuration of backbone segment.
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4.3.4 Backbone-Aligned Ligand
The backbone-aligned ligand is assembled from several backbone segments. Those seg-
ments enclosed by two binding residues are aligned to the binding constraints using the
backbone alignment method, so they are already connected to each other at binding con-
straints. The other two segments at the two ends of the backbone remain unchanged and
they are connected to the middle segments such that bond angles and torsion angles at
the joint are the same as those in input ligand.
Side chains are attached to backbone segments to create the backbone-aligned ligand
with full set of atoms. In particular, for binding residues, the configuration of their side
chains are modified according to binding constraints. For other residues, configuration of
side chains are unchanged.
Since there may be more than one set of binding constraints obtained in Stage I of
the BAMC framework, each possible set of binding constraints is used in this stage to
produce a backbone-aligned ligand. All backbone-aligned ligands are passed to the next
stage.
4.3.5 Summary
In Stage II of BAMC framework, a backbone alignment method is used to find the most
favorable configuration of backbone of ligand that satisfies binding constraints. The
method predicts the optimal backbone configuration between two binding residues by
using a Quasi-Newton optimization algorithm to minimize a cost function. The cost
function evaluates whether binding constraints are satisfied and whether backbone con-
figuration is valid. Results of this stage are backbone-aligned ligands that serve as initial
configurations for flexible docking in the next stage.
4.4 Stage III: Monte Carlo Flexible Docking
In Stage III, the task is to perform flexible docking to dock backbone-aligned ligand to
receptor. The inputs of this stage are receptor P and backbone-aligned ligand Lb. The
receptor is regarded as rigid body while the ligand is considered as flexible. The output
is the final docking result, a new configuration of ligand, L′, with minimum binding
energy E. The problem to solve in this stage is the flexible docking problem as defined
in Section 4.1.
The backbone-aligned ligand Lb can be considered as a partially docked ligand with
some docked parts. The docked parts are binding residues and backbone segments between
two binding residues, whose configurations have been predicted in the previous stages.
Ideally, these configurations are optimal and should be preserved in docking. However,
these configurations are predicted based on knowledge learned from reference complexes,
so they may be close to optimal but still can be improved. Therefore, configurations of
the docked parts should be allowed to change, but only by a small amount, so that the
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small changes may improve the configurations while preserving the overall structure. In
this way, the handling of backbone-aligned ligands during the flexible docking should not
be the same for the docked parts and other parts.
Monte Carlo (MC) algorithm is applied in this stage to perform flexible docking. One
of the advantages of the MC algorithm is that every degree of freedom (DOF) of ligand is
treated individually, which is suitable for handling the backbone-aligned ligand. Details
of the MC algorithm will be presented in the following sections. Firstly, DOFs of flexible
ligands are analyzed (Section 4.4.1). Then, Section 4.4.2 presents a scoring function that
approximates the binding energy E. Finally, the MC algorithm adopted in Stage III is
presented in Section 4.4.3.
4.4.1 Degrees of Freedom of Flexible Ligand
The backbone-aligned ligand Lb has the same residues and atoms as input ligand L. The
differences between them are the 3D coordinates of their atoms. For convenience, we use
the same mathematic symbols for L to describe residues and atoms in Lb.
As defined in Section 4.1, ligand L is a set of residues and each residue is a set of
atoms. L = {Rj, j = 1, . . . ,mL} where Rj is the j-th residue of ligand and mL is number
of residues. Rj = {ajβ, β = 1, . . . , nj} where nj is number of atoms in Rj. pjβ denotes
3D coordinates of atom ajβ.
The configuration of ligand is represented by {pjβ,∀j∀β}, the set of 3D coordinates
of all the atoms. For a flexible ligand, the configuration is controlled by its degrees of
freedom (DOFs). There are two groups of DOFs: translational and rotational DOFs, and
torsional DOFs.
A. Translational and rotational DOFs
Translational DOF controls the position of ligand as a whole object. In the MC algorithm,
this DOF is represented by a 3D vector t that specifies movements along the x axis, y
axis and z axis in the global coordinate system. It affects the 3D coordinates of all atoms
in ligand, such that
p′jβ = pjβ + t (4.10)
where p′jβ is new 3D coordinates after movements.
Rotational DOF controls the orientation of ligand as a whole object. In the MC
algorithm, this DOF is represented by a normalized quaternion qr = w + xi + yj + zk
where i, j and k are imaginary numbers. This quaternion describes the clockwise rotation
by an angle θ around a unit vector n, where w = cos(θ/2) and [x, y, z] = n sin(θ/2). The
rotation changes the 3D coordinates of all atoms in ligand, such that
p′jβ = qr pjβ q
−1
r (4.11)
More details about quaternion operations can be found in Appendix A.
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(a) (b)
(c) (d)
Figure 4.12: Torsion angle τ defined by four atoms, a, b, c and d. (a) For the rotatable
bond between atom b and c, torsion angle τ is the angle between the plane going through
atoms a, b, c and the plane going through atoms b, c, d. (b) Torsion angle can also be
defined by three unit vectors v1,v2,v3 of the three bonds connecting the four atoms. (c)
A different perspective of (b) when v2 is pointing towards the page. (d) The change of
the torsion angle ∆τ moves atom d to new position.
B. Torsional DOFs
Torsional DOFs are rotations about rotatable bonds and they control the shape of ligand.
In the MC algorithm, these DOFs are defined to be changes of torsion angles of rotatable
bonds. For a rotatable bond, the torsion angle is defined by four consecutive atoms
bonded in a chain. For example, in Fig. 4.12(a), the torsion angle τ of a rotatable bond
between atom b and c is the angle between the plane going through atoms a, b, c and the
plane going through atoms b, c, d. Since a plane can be defined by two vectors, the torsion
angle τ can also be defined by three unit vectors of the three bonds (Fig. 4.12(b)). The
torsion angle can be computed using the Equation 4.3 described in the previous section.
Changing a torsion angle affects the positions of atoms connected to the rotatable
bond. There are two sets of atoms connected to a rotatable bonds, one at the side of
N-terminus and the other at the side of C-terminus. In our implementation, the smaller
set of atoms is moved. In the example shown in Fig. 4.12(d), the position of atom d is
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Figure 4.13: Torsional DOFs and affected atoms.
moved due to the change of the torsion angle τ .
In the MC algorithm of this stage, a quaternion is used to describe represent a torsional
DOF. For the example in Fig. 4.12(d), the angle of rotation is ∆τ and the axis of rotation
is v2. Let qτ = w+xi+yj+zk denote the quaternion that corresponds to rotation, where
w = cos(∆τ/2) and [x, y, z] = v2 sin(∆τ/2). Let pd denote 3D coordinates of atom d.
New coordinates of atom d after rotation is
p′d = qτ pd q
−1
τ (4.12)
A flexible ligand has many torsional DOFs. Different DOFs change the positions of
different atoms in ligand (Fig. 4.13). As shown in the figure, an atom may be affected by
several DOFs. If an atom is affected by two torsional DOFs with quaternion q1 and q2,
its new 3D coordinates will be
p′ = q2 q1 p q−11 q
−1
2 (4.13)
where p is its original 3D coordinates.
4.4.2 Scoring Function
The scoring function used in the MC algorithm plays an important role in the success of
docking. It evaluates the goodness of candidate ligand configurations so that the optimal
configuration can be recognized. In this thesis, the scoring function approximates the
binding energy E between receptor and ligand. A lower score (binding energy) indicates
more favorable ligand configuration . The scoring function is the sum of several energy
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terms.
E = w1Evdw + w2Eelec + w3Esolv + w4Ehbond + w5Eec (4.14)
where w1,2,...,5 are weights and the energy terms are as follows:
• Evdw is the sum of the van der Waals potential energy between two non-bonded
atoms. The van der Waals potential between atom i and j is commonly expressed














where rij is distance between atoms i and j, ij is energy well depth when atoms i
and j are at equilibrium distance, and σij is the sum of atomic radii of atoms i and
j.
• Eelec is the sum of electrostatic energies calculated between two charged atoms. It







where qi and qj are charges of atoms i and j,  is dielectric constant of the medium,
and rij is distance between atoms i and j.
• Solvation energy Esolv is the sum of solvent-accessible surfaces multiplied by solva-





The solvent-accessible surface Ai of an atom i is the surface of atom that is accessible
to a solvent (Eg. a water molecule). The solvation parameter σi depends on atom
type and it is an estimate of the free energy required to transfer the atom from
vacuum to water per surface unit area.
• Hydrogen bonding potential energy Ehbond is summed over all pairs of atoms that















where rij is distance between atoms i and j, ij is the minimum energy at equilibrium
distance reqm.
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• Eec is the entropy cost of fixing torsion angles in a particular conformation. This
term is dependent on the probability of a particular amino acid to adopt certain





where R is the gas constant, T is temperature, and Pv is the probability of an amino
acid to adopt torsion angles in a certain interval [AT94, MS94].
The scoring function involves many pairwise calculation between atoms and it is com-
putationally expensive to use in the MC algorithm. Approximations of energy terms are
required to reduce the computational cost of scoring function. In the implementation,
FoldX program [SBS+05] is used to calculate the energy terms. FoldX uses experimental
data to approximate the van der Waals energy, solvation energy and hydrogen bonding
potential energy. The weights for energy terms are also adopted from FoldX and they
are 0.33, 1, 1.2, 1, 0.75.
4.4.3 Monte Carlo Algorithm
The Monte Carlo algorithm is widely used in existing protein docking programs (Sec-
tion 3.2.1). The main idea of a standard MC docking algorithm (Algorithm 3) is to keep
generating new random configurations by perturbing DOFs of flexible molecule and then
select optimal configuration according to a scoring function.
Algorithm 3: Monte Carlo docking algorithm.
Input: A flexible ligand L and a receptor P .
Output: A docking result L′.
(1) L′ = L
(2) for 1 to max number of iterations
(3) perturb DOFs of L′ to create new configuration Lnew
(4) if Metropolis criterion accepts Lnew
(5) L′ = Lnew
(6) return L′
The MC docking algorithm adopted in this stage is based on the standard algorithm,
but is designed to perturb different DOFs differently. The following sections present
the method of perturbing different DOFs, the Metropolis criterion and the handling of
results.
A. Perturbing DOFs
There are two groups of DOFs: those in docked parts of backbone-aligned ligands and
those in other parts.
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• In docked parts of backbone-aligned ligands, the configurations are already deter-
mined according to the knowledge of binding sites and reference complexes. There-
fore, DOFs in these docked parts are only allowed to change by a small amount
in order to preserve such configurations. These DOFs are translational DOF, rota-
tional DOF, torsional DOFs of the backbone between two binding residues.
– Perturbing translational and rotational DOFs change the position and orien-
tation of entire ligand. In the implementation, the position is allowed to move
randomly within 0.5A˚. The value of translational DOF t is randomly per-
turbed such that ‖t‖ ≤ 0.5. The orientation is allowed to change by at most
3◦ about a random axis passing through the centroid of ligand. Parameters
of the quaternion qr = w + xi + yj + zk that represents a rotational DOF are
randomly perturbed such that 2 arccos(w) ≤ 3◦.
– Perturbing a torsional DOF is done by assigning a random angle of rotation
to the quaternion while keeping the axis of rotation unchanged. Those tor-
sional DOFs of the backbone between two binding residues are only allowed to
change by a small amount. In the implementation, these DOFs are perturbed
by randomly generating the angle of rotation from [−3◦, 3◦] using a standard
Gaussian distribution. Details of the Gaussian distribution is included in Ap-
pendix B.
• Other torsional DOFs not in the docked parts can be changed by a larger amount.
– For those DOFs corresponding to phi and psi torsion angles of the backbone,
the angle of rotation is randomly generated from [−180◦, 180◦] using a standard
Gaussian distribution.
– As for the omega torsion angle, its value is theoretically limited to 0◦ or 180◦.
In practice, the omega torsion angle is usually within the range of [−5◦, 5◦],
(−180◦,−175◦] and [175◦, 180◦]. So, For those DOFs corresponding to the
omega torsion angles ω, the angle of rotation is randomly generated from
a uniform distribution of values in [−5◦ − ω, 5◦ − ω], (−180◦ − ω,−175◦ − ω]
and [175◦ − ω, 180◦ − ω], such that after rotation the omega torsion angles are
still within the allowed range.
– Torsional DOFs of side chains are perturbed based on a backbone-dependent
rotamer library [DC97]. Given the backbone torsion angle phi and psi for a
residue, the backbone-dependent rotamer library provides values of side chain
torsion angles and probabilities of these side chain configuration. Therefore,
to perturb the torsional DOFs of side chains, configurations of side chains are
selected randomly from the rotamer library according to the probability. Then
the differences between current torsion angles and values from the rotamer
library are calculated and used as angles of rotation.
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Not all torsional DOFs are perturbed in each iteration. Before the perturbations, a
set of random numbers is determined, which specify how many DOFs will be perturbed
for each type of torsional DOFs. These numbers are generated randomly from [1, total
number of DOFs ] using a Gaussian Tail distribution. Details of the Gaussian distribution
is included in Appendix B.
B. Metropolis criterion
Each new configuration of ligand is measured with a scoring function (Equation 4.14)
and then Metropolis criterion [MRR+53] is used to determine whether it is accepted.
The new ligand configuration is accepted if its score is better than the score of the best
configuration at that point. Otherwise a probability of acceptance p is computed based
on the difference of scores ∆s and number of iterations executed n.
p = exp(−∆s α n) (4.20)
where α is a constant that can be specified by user to control the acceptance rate. Default
value of α is 0.005 in the implementation. If a new configuration is accepted, it is saved
as the new best configuration.
C. Docking results
After the MC docking algorithm terminates, the obtained ligand configuration is a can-
didate docking result. Ideally, the result should be the optimal one with the lowest
binding energy. However, the algorithm may produce results with binding energies at
local minima and it is non-deterministic.
Therefore, the MC docking algorithm is repeated independently to produce a set of
candidate docking result. In the implementation, default number of candidate docking
solutions is 50. If there are more than one backbone-aligned ligands passed from the
previous stage, each of them is put into the MC docking algorithm for 50 times. All
candidate docking results are ranked according to their binding energy measured by the
scoring function (Equation 4.14). Top-ranked results are considered as final docking
results of the BAMC framework.
4.4.4 Summary
Stage III employs a Monte Carlo docking algorithm to perform flexible docking. The MC
docking algorithm uses the backbone-aligned ligand obtained from the previous stage as
input ligand. In the algorithm, ligand is regarded as a fully flexible molecule such that all
of its degrees of freedom can be modified. Among all DOFs, some are limited to smaller
changes in order to preserve the optimal backbone configuration predicted in Stage II.
New configurations of ligand are generated by perturbing the DOFs and the configuration
with the lowest binding energy measured by the scoring function is saved as a candidate
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docking result. In this stage, the MC docking algorithm is repeated independently for a
number of times to produce a set of candidate docking results. Final docking result is
the best one according to the scoring function.
Chapter 5
Experiments and Results
To evaluate the performance, the BAMC framework has been applied to three different
types of protein domains: WW, SH2 and SH3 domains, as well as a benchmark set of
general test cases. In this chapter, details of experiments and results are discussed for
each protein domain and benchmark.
5.1 Experiment on WW Domains
The goal of the experiment is to evaluate accuracy and effectiveness of the BAMC frame-
work on WW domains. In the following sections, data preparation, test procedure and
results of the experiment on WW domains are presented.
5.1.1 Data Preparation
In the experiment on WW domains, data of 14 complexes of WW domains and ligands
were collected from RCSB Protein Data Bank (PDB) [BWF+00]. Complexes with Group
I WW domains were 1EG4, 1K9R, 1K5R, 1JMQ, 1I5H, 2JO9 and 2DJY, and those
with Group II/III WW domains were 2HO2, 2OEI, 2DYF, 1YWI, 2JUP, 2RLY and
2RM0. These data were stored in PDB file format and contained 3D coordinates of
atoms measured using X-ray diffraction or nuclear magnetic resonance.
Each complex was a test case in the experiment. It contained a WW domain (receptor)
and a ligand bound to the WW domain. The complex was also regarded as ground truth
of the test case. The WW domain in a complex was used directly as input receptor, as
it was kept rigid in the BAMC framework. The ligand was separated from the complex
and its possible conformation in free form was derived by Molecular Dynamics (MD)
simulation. MD simulation in vacuo was performed for a duration of 100 picoseconds
using the AMBER program [CCD+05] and the resulting ligand was used as input ligand.
Test cases with more torsional DOFs in the ligand are more difficult. From Table 5.1,
we can see that levels of difficulty were different among test cases. Among the 14 test
cases, 5 test cases have fewer than 15 torsional DOFs and 7 test cases have more than 20
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Table 5.1: Input ligands of WW domain test cases. For each test case, RMSD (A˚) was
measured between input ligand and ligand in ground truth after superimposing one onto
the other.
Test case




1EG4 13 41 4.78
1K9R 5 12 3.29
1K5R 10 24 5.53
1JMQ 10 24 7.14
1I5H 17 50 8.85
2JO9 9 28 3.96
2DJY 20 65 6.63
Group II/III:
2HO2 10 13 3.41
2OEI 9 12 3.09
2DYF 9 25 6.53
1YWI 6 9 5.22
2JUP 9 16 5.83
2RLY 8 14 4.50
2RM0 9 15 3.70
torsional DOFs. Furthermore, the large RMSDs between input ligands and ground truth
show that input ligands were significantly different from ligands in complexes.
5.1.2 Test Procedure
Two tests were performed in the experiment. The first test targets on the first two stages
of the BAMC framework and the second one targets on the final stage.
A. Test 1
Test 1 was regarding the first two stages of the BAMC framework. The main purpose
was to test accuracy of backbone alignment method adopted in Stage II.
In the test, different reference complexes were used in Stage I to construct binding
constraints. For 7 test cases of Group I WW domain, their 7 ground truths were used
as the reference complex for each other. Each test case was tested in 7 independent runs
using different reference complexes including its own ground truth. Then, Stage II was
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applied in each run and results were backbone configurations produced by the backbone
alignment method. 7 test cases of Group II/III WW domains were tested in the same
way.
To evaluate the test results, root mean square deviations (RMSDs) were measured
between the results and the ground truths for backbone segments between two binding
residues. The result with a smaller RMSD is more accurate. We define a backbone
configuration with RMSD smaller than 1A˚ as optimal and RMSD smaller than 2A˚ as
acceptable. The accuracy of the backbone alignment method is defined as percentage of
optimal and acceptable results among all test cases.
The test results were also compared with results of conventional rigid superposition
method. The rigid superposition method computes rigid transformation of an input ligand
to minimize distance between binding residues and binding constraints. The purpose of
comparison was to show the difference of accuracy between two methods and to prove
that the backbone alignment method is better.
B. Test 2
Test 2 was about Stage III of the BAMC framework. The purpose of Test 2 was to
evaluate accuracy and effectiveness of flexible docking algorithm in Stage III.
For each test case, two independent test runs were performed using two different
backbone-aligned ligands produced in Test 1. One backbone-aligned ligand was generated
when the reference complex was the same as the ground truth of this test case. The other
was generated when the reference complex was taken from another test case. For Group
I WW domain, ground truth of 1EG4 was used as reference complex for other test cases.
For Group II/III WW domain, ground truth of 2HO2 were used. These choices were
made randomly without any preferences. 50 MC runs were performed for each input
ligand and docking results were ranked according to their scores as evaluated by scoring
function.
Final docking results produced by BAMC were evaluated by measuring RMSDs
against ground truth. Usually, a docking result with RMSD smaller than 2A˚ is clas-
sified as successful, one with RMSD smaller than 3A˚ is classified as partially successful,
and docking is considered a success if rank 1 result is successful [CMN+05]. This criteria
was relaxed in our test, because most of the test cases have a large number of degrees of
freedom that make the flexible docking problem very difficult. Docking was considered
successful if one of the top 10 results has RMSD smaller than 2A˚ and partially success-
ful if one has RMSD smaller than 3A˚. The accuracy of the flexible docking method is
defined as percentage of successful and partially successful results among all test cases.
The effectiveness is defined as number of successful and partially successful results in top
10.
To show that the performance of BAMC was more outstanding than existing docking
methods, test results were compared with results of AutoDock [MGH+98], one of most
commonly used docking programs. Three different input ligands were used for AutoDock
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for each test case: two backbone-aligned ligands same as those used for BAMC frame-
work, and initial input ligand. Most parameters of AutoDock were set to default values.
AutoDock requires a bounding box around receptor and it searches for optimal ligand
conformation within the box. Therefore the bounding box for each test case was manu-
ally specified such that it encloses two binding sites of the WW domain and its size can
accommodate different ligand configurations. 50 AutoDock runs were performed for each
input ligand and results were ranked according to scores evaluated by AutoDock. Results
of AutoDock were evaluated in the same manner as BAMC.
5.1.3 Results and Discussion
A. Results of Test 1
Table 5.2 lists RMSDs of backbone configurations predicted by the backbone alignment
method in Test 1. RMSDs on the diagonal of table are all smaller than 1A˚. The average
of the diagonals was 0.38A˚ for 14 test cases. The accuracy of the backbone alignment
method was 100% in these test runs. This shows that, for a test case, if its reference
complex was the same as its ground truth, the resulted backbone configuration was very
accurate.
Non-diagonal data in Table 5.2 are RMSDs of test results when the reference com-
plex were taken from other test cases. 88% of these results were acceptable and the
average was 1.67A˚. In these test runs, binding constraints were constructed based on
knowledge learned from the reference complex, so the performance was greatly influenced
by similarity between the reference complex and real binding. Overall, backbone config-
urations predicted by the backbone alignment method were similar to ground truth and
the accuracy was satisfactory.
Table 5.3 lists RMSDs of results of the rigid superposition method. None of these
results was optimal. Only 40% of these results were acceptable and the average of all
RMSDs was 2.32A˚. Compared to Table 5.2, the accuracy was much lower. Results of the
rigid superposition method were far from optimal, because input ligands were significantly
different from their optimal configurations and the rigid superposition method could not
generate good placement of ligands to satisfy both binding constraints.
Some results of the backbone alignment method and rigid superposition method are
visualized to show the differences. Fig. 5.1(a) shows results when the reference complex
of a test case was the same as its ground truth. These results correspond to those on
diagonals of Table 5.2 and Table 5.3. Fig. 5.1(b) shows results when the reference complex
was taken from the other test cases. These results correspond to those in the first columnn
but not on the diagonals of Table 5.2 and Table 5.3. From Fig. 5.1, it is easy to see that
backbone configurations generated from the backbone alignment method were closer to
ground truth than those from the rigid superposition method.
Note that for test cases 2HO2 and 2OEI there were more than one match of binding
motif found in Stage I of the BAMC framework and thus more than one set of binding
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Table 5.2: Results of backbone alignment method for WW domains. Data listed are
RMSDs (A˚) of resulted backbone configurations between two binding residues. Data in
bold font indicate results that were optimal. Data in normal font indicate acceptable
results. Data in brackets indicate non-acceptable results.
Group I Reference complex
test case 1EG4 1K9R 1K5R 1JMQ 1I5H 2JO9 2DJY
1EG4 0.25 1.54 1.65 1.36 1.08 1.95 1.09
1K9R 1.59 0.21 1.95 (2.13) 1.64 1.54 (2.14)
1K5R 1.89 1.75 0.25 1.97 1.54 1.17 1.74
1JMQ 1.37 1.97 1.91 0.64 1.62 1.75 1.39
1I5H 1.58 1.83 1.99 1.46 0.55 1.29 (2.01)
2JO9 1.48 1.49 1.38 1.55 1.34 0.33 1.74
2DJY 0.97 1.56 1.91 1.70 1.63 1.72 0.45
Group II/III Reference complex
test case 2HO2 2OEI 2DYF 1YWI 2JUP 2RLY 2RM0
2HO2 0.22 1.92 1.71 1.85 (2.12) 1.99 (2.08)
2OEI (2.11) 0.37 (2.04) 1.27 (2.04) 1.33 1.62
2DYF 1.85 1.17 0.68 0.94 1.56 1.91 1.58
1YWI 1.16 1.53 1.47 0.39 1.96 1.32 1.93
2JUP 1.91 1.83 1.43 1.65 0.28 1.49 1.84
2RLY 1.63 1.63 1.13 1.97 1.74 0.45 (2.27)
2RM0 1.87 1.60 1.85 1.84 1.85 (2.18) 0.24
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Table 5.3: Results of rigid superposition method for WW domains. Data listed are
RMSDs (A˚) of resulted backbone configurations between two binding residues. Data in
bold font indicate results that were optimal. Data in normal font indicate acceptable
results. Data in brackets indicate non-acceptable results.
Group I Reference complex
test case 1EG4 1K9R 1K5R 1JMQ 1I5H 2JO9 2DJY
1EG4 1.38 1.27 (2.46) 1.27 (2.49) (2.41) 1.86
1K9R 1.84 1.77 (2.57) (3.26) (2.37) 1.62 (3.41)
1K5R (2.66) (3.11) 1.50 (2.44) 1.90 (2.23) (2.92)
1JMQ 1.61 (3.27) (3.25) 1.71 (2.21) (3.43) 1.96
1I5H (2.19) (2.86) (2.80) (2.73) 1.23 (2.26) 1.99
2JO9 1.85 1.41 1.94 (2.86) 1.94 1.31 (3.48)
2DJY 1.37 (3.08) (2.91) 1.68 1.97 (3.13) 1.02
Group II/III Reference complex
test case 2HO2 2OEI 2DYF 1YWI 2JUP 2RLY 2RM0
2HO2 1.39 1.97 1.72 1.77 (3.06) (2.74) (3.52)
2OEI (2.32) 1.13 1.95 1.81 (2.53) 1.74 (2.06)
2DYF (2.90) (2.08) 1.99 (2.55) (3.23) 1.94 (3.26)
1YWI (3.16) (2.43) (2.81) (3.41) (3.40) (2.65) (3.67)
2JUP 1.78 (2.72) 1.66 (2.68) 1.01 (2.28) 1.65
2RLY (2.63) (2.22) (2.17) (2.38) (2.88) (2.19) (3.50)
2RM0 (2.12) (2.39) (2.53) (3.09) 1.87 (2.44) 1.67
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1EG4 1K9R 1K5R 1JMQ 1I5H 2JO9 2DJY
2HO2 2OEI 2DYF 1YWI 2JUP 2RLY 2RM0
(a)
Group I: 1K9R 1K5R 1JMQ 1I5H 2JO9 2DJY
Group II/III: 2OEI 2DYF 1YWI 2JUP 2RLY 2RM0
(b)
Figure 5.1: Results of backbone alignment method and rigid superposition method for
WW domains. (a) When the reference complex for each test case was the same as its
ground truth. (b) When the reference complex was taken from 1EG4 for Group I test cases
and from 2HO2 for Group II/III test cases. Green: results of the backbone alignment
method. Red: results of the rigid superposition method. Blue: backbone configurations
in ground truth. The stick representation includes only backbone atoms N, Cα and C′ of
ligand between two binding residues.
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(a) 2HO2 (b) 2OEI
Figure 5.2: Backbone-aligned ligands for each possible binding motif. (a) Test case 2HO2
has 6 possible binding motifs. (b) Test case 2OEI has 4 possible binding motifs. The
stick representation includes only backbone atoms N, Cα and C′ of ligand.
constraints were constructed. Therefore, in Stage II the backbone alignment method was
applied for each set of binding constraints and produced more than one result. These
results were different when the entire ligand was considered, but they were very simi-
lar when only the backbone configuration between two binding residues was considered
(Fig. 5.2). As the focus here is to evaluate backbone configuration produced by the back-
bone alignment method, only one of the results, with correct binding motif, is listed in
Table 5.2 for each of these test cases.
B. Results of Test 2
Different ligands were used in Test 2. Let ligand 1 denote the backbone-aligned ligand
when the reference complex for each test case was the same as its ground truth. Let
ligand 2 denote the backbone-aligned ligand when the reference complex was taken from
1EG4 for Group I test cases and from 2HO2 for Group II/III test cases. Let ligand 0
denote the initial input ligand.
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Table 5.4: Results of BAMC and AutoDock for WW domains. Data listed are the best
RMSDs (A˚) among top 10 docking results. Data in bold font indicate successful or
partially successful results. Ligand 1 is the backbone-aligned ligand when the reference
complex for each test case was the same as its ground truth. Ligand 2 is the backbone-
aligned ligand when the reference complex was taken from 1EG4 for Group I test cases
and from 2HO2 for Group II/III test cases. Ligand 0 is the initial input ligand.
Test case
BAMC AutoDock
ligand 1 ligand 2 ligand 1 ligand 2 ligand 0
Group I:
1EG4 3.57 — 4.05 — 4.62
1K9R 1.32 2.10 2.80 2.91 2.85
1K5R 2.74 3.56 3.33 3.83 3.81
1JMQ 2.38 3.04 3.46 3.47 3.14
1I5H 4.07 4.82 4.68 5.02 4.96
2JO9 3.00 3.26 3.52 3.97 4.16
2DJY 3.85 4.12 4.51 5.08 5.35
Group II/III:
2HO2 2.41 — 3.73 — 3.74
2OEI 2.39 2.74 2.93 2.96 2.93
2DYF 2.14 2.20 2.68 3.24 3.14
1YWI 0.84 1.95 1.90 2.63 2.82
2JUP 2.41 2.45 2.59 3.05 3.41
2RLY 1.69 2.68 2.57 3.09 3.18
2RM0 2.68 2.53 3.43 3.58 3.06
(a) (b)
Figure 5.3: Docking result of BAMC for WW domain test case 1YWI. (a) Using ligand
1 as input. RMSD=0.84A˚. (b) Using ligand 2 as input. RMSD=1.95A˚. Red: ligand after
docking. Blue: ligand in complex (ground truth). Gray: Receptor.
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Figure 5.4: Docking result of BAMC for WW domain test case 1EG4 using ligand 1
as input. RMSD=3.57A˚. Red: ligand after docking. Blue: ligand in complex (ground
truth). Gray: Receptor.
Table 5.4 lists the best RMSDs among top 10 docking results produced by the BAMC
framework. For ligand 1, BAMC was successful or partially successful in 10 of the 14 test
cases. The accuracy was 71%. Fig. 5.3 shows the best docking result of test case 1YWI as
an example of successful case. Fig. 5.4 shows an example of failed docking results for test
case 1EG4. Unsuccessful test cases are more difficult than other cases as their ligands
are larger and have more torsional DOFs.
For ligand 2, BAMC was successful or partially successful in 7 of the 12 test cases.
The accuracy was 58%. The performance of MC algorithm in Stage III was influenced
by the quality of backbone-aligned ligand and the reference complex.
The accuracy of AutoDock was lower than that of BAMC. AutoDock was only par-
tially successful in 3 test cases (21%) when ligand 0 was used as the input (Table 5.4).
These 3 test cases were easy as their ligands have fewer than 12 torsional DOFs. This
also shows that these test cases of WW domains are very difficult for general docking
method and the knowledge-guided approach of BAMC is more promising.
The accuracy of AutoDock was improved when backbone-aligned ligands were used as
the input (Table 5.4). For ligand 1, the accuracy was 43%. For ligand 2, the accuracy was
25%. These results suggest that the backbone alignment method in Stage II can be used
to generate good initial configurations of ligand for general flexible docking programs and
these good initial configurations can lead to better final docking results.
Table 5.5 lists number of successful and partially successful results in top 10 results
produced by the BAMC framework. The larger the number is, the more effective it is for
the docking. For two test cases, 1K9R and 1YWI, all results in top 10 were successful
or partially successful. Since these two test cases had short ligands, the difficulty of the
flexible docking problem was relatively low. Therefore, BAMC could effectively produce
accurate docking results in these cases. For other test cases, it was less effective.
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Table 5.5: Effectiveness of BAMC for WW domains. Data are number of successful and
partially successful results in top 10 and rank of the best result with the smallest RMSD
among successful and partially successful results. If there is no successful and partially
successful result in top 10, rank of the best result is not applicable (n.a.). Ligand 1 is
the backbone-aligned ligand when the reference complex for each test case was the same
as its ground truth. Ligand 2 is the backbone-aligned ligand when the reference complex
was taken from 1EG4 for Group I test cases and from 2HO2 for Group II/III test cases.
Test case
Ligand 1 Ligand 2
# of successful rank of # of successful rank of
results best result results best result
Group I:
1EG4 0 n.a. — —
1K9R 10 1 10 6
1K5R 2 8 0 n.a.
1JMQ 4 10 0 n.a.
1I5H 0 n.a. 0 n.a.
2JO9 0 n.a. 0 n.a.
2DJY 0 n.a. 0 n.a.
Group II/III:
2HO2 3 1 — —
2OEI 2 3 3 1
2DYF 4 6 2 3
1YWI 10 2 10 8
2JUP 1 4 1 8
2RLY 5 7 1 2
2RM0 1 1 3 4
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Furthermore, the rank 1 result should be the best docking result with the lowest
RMSD. However, this occurred in only 4 cases in the experiment (Table 5.5). The reason
is that scoring function was unable to differentiate false positives from true positives in
every test case, which also affected the effectiveness of our flexible docking method.
BAMC was more effective on Group II/III test cases than on Group I test cases. One
of the reasons is that test cases in Group I have more torsional degrees of freedom which
makes the flexible docking difficult. On the one hand, using the reference complex take
from 2HO2, the docking is successful in all other cases of Group II/III. It is because that
the binding between ligand and receptor in 2HO2 is quite similar to that in other cases
in Group II/III. On the other hand, in Group I, using the reference complex take from
1EG4, the docking was not effective, because the ligand in 1EG4 and those in other cases
do not change shape in the same way.
Note that for test cases 2HO2 and 2OEI, multiple matches of binding motif were
found in Stage I of the BAMC framework. Thus, more than one backbone-aligned ligand
was obtained in Stage II and each of them was used as a input ligand for the MC docking
in Stage III. After ranking all docking results together, it was found that most of the
results with wrongly identified binding motif were ranked outside top 10. For example,
when ligand 1 was used as input ligand, there were 4 such results in top 10 for test case
2HO2 and 2 for test case 2OEI. In other words, more than half of the top 10 results were
with the correct binding motif. Normally, with correct binding motif, the flexible docking
algorithm is more likely to generate results close to the optimal binding. Therefore, these
results are more likely to obtain good score and high ranking.
5.2 Experiment on SH2 Domains
Besides WW domains, the BAMC framework was also experimented on SH2 domains
to test its accuracy and effectiveness. Details of the experiment are presented in the
following sections.
5.2.1 Data Preparation
Data of 7 SH2 domain proteins complexed with phosphopeptide ligands were collected
from RCSB Protein Data Bank. Complexes with Src-like SH2 domain were 1AOT, 1LCJ
and 1NZL, and those with Grb2-like SH2 domain were 1BMB, 1F1W, 1JYR and 1QG1.
Each complex was a test case of the experiment. The complex was also regarded as
ground truth for each test case. Input receptor and input ligand were prepared using
the same procedure as in the experiment on WW domains (Section. 5.1.1). Table 5.6
lists number of residues and number of torsional DOFs of ligand for all test cases. From
the table, we can see that SH2 domain test cases all have a large number of DOFs that
greatly increases the difficulty of experiments.
80 Chapter 5. Experiments and Results
Table 5.6: Input ligands of SH2 domain test cases. For each test case, RMSD (A˚) was
measured between input ligand and ligand in ground truth after superimposing one onto
the other.
Test case




1AOT 11 45 5.43
1LCJ 11 45 4.06
1NZL 8 30 7.70
Grb2-like:
1BMB 9 37 5.94
1F1W 7 29 4.65
1JYR 9 32 5.88
1QG1 13 53 4.41
5.2.2 Test Procedure
Similar to the experiment on WW domains, two tests were performed for SH2 domains.
Test procedures were the same as described in Section. 5.1.2. Evaluation of results were
also conducted in the same way.
Note that in Test 2, the reference complex was taken from 1AOT for test cases with
Src-like SH2 domain. For test cases with Grb2-like SH2 domain, the reference complex
was taken from 1BMB.
5.2.3 Results and Discussion
A. Results of Test 1
In Test 1, the backbone alignment method and the rigid superposition method were
tested. Results are listed in Table 5.7 and Table 5.8 respectively.
From Table 5.7, we can see that all results of the backbone alignment method were
optimal or acceptable. The accuracy was 100% for these test runs. This performance
was better than that of the experiment on WW domains. The reason is that the bind-
ing between ligand and SH2 domain was similar among these test cases and therefore
knowledge learned from reference complexes could provide good approximations of the
real binding between binding residues and binding sites.
As for the rigid superposition method, almost half of the results were not acceptable
(Table 5.8). The accuracy was only 56%. It can be seen from Fig. 5.5 that results of the
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Table 5.7: Results of backbone alignment method for SH2 domains. Data listed are
RMSDs (A˚) of resulted backbone configurations between two binding residues. Data in
bold font indicate results that were optimal. Data in normal font indicate acceptable
results.
Src-like Reference complex
test case 1AOT 1LCJ 1NZL
1AOT 0.45 1.11 1.31
1LCJ 1.39 0.23 1.07
1NZL 1.53 1.42 0.30
Grb2-like Reference complex
test case 1BMB 1F1W 1JYR 1QG1
1BMB 0.07 1.38 0.74 1.67
1F1W 0.97 0.09 1.15 1.98
1JYR 0.37 1.22 0.22 1.46
1QG1 1.15 1.86 1.48 0.18
rigid superposition method were far from optimal. In some test cases, such as 1NZL and
1F1W, backbone configurations of input ligands were significantly different from ground
truth. Therefore, rigid superposition could not generate good placement of ligands to
satisfy two binding constraints. It is not surprising that the backbone alignment method
is more accurate than the rigid superposition method for these SH2 test cases.
B. Results of Test 2
In Test 2, different ligands were used to test the BAMC framework and AutoDock. Let
ligand 1 denote the backbone-aligned ligand if the reference complex for each test case
was the same as its ground truth. Let ligand 2 denote the backbone-aligned ligand if
the reference complex was taken from 1AOT for Src-like test cases and from 1BMB for
Grb2-like test cases. Let ligand 0 denote the initial input ligand.
Table 5.9 lists the best RMSDs among top 10 docking results produced by the BAMC
framework. BAMC was successful or partially successful in 5 of the 7 test runs for ligand
1, and in 2 of the 5 test runs for ligand 2. The accuracy was 71% and 40% respectively.
Test case 1F1W was successfully docked in both experimental settings of BAMC.
RMSDs were 1.34A˚ and 1.77A˚ respectively. The results were very close to the ground
truth (Fig. 5.6). The SH2 domain in test case 1F1W is originally from Src family. How-
ever, its Threonine residue at EF1 position of the SH2 domain is mutated to Tryptophan
and it makes the binding become Grb2-like. In the test, the reference complex was taken
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Table 5.8: Results of rigid superposition method for SH2 domains. Data listed are RMSDs
(A˚) of resulted backbone configurations between two binding residues. Data in bold font
indicate results that were optimal. Data in normal font indicate acceptable results. Data
in brackets indicate non-acceptable results.
Src-like Reference complex
test case 1AOT 1LCJ 1NZL
1AOT (2.43) 1.83 (2.19)
1LCJ (2.12) 1.49 (2.07)
1NZL (2.89) (2.18) (3.01)
Grb2-like Reference complex
test case 1BMB 1F1W 1JYR 1QG1
1BMB 1.17 (2.05) 0.92 1.88
1F1W (2.10) 1.90 1.89 (2.06)
1JYR 0.94 (2.14) 0.91 1.55
1QG1 1.68 1.89 1.43 0.77
1AOT 1LCJ 1NZL 1BMB 1F1W 1JYR 1QG1
(a)
Src-like: 1LCJ 1NZL Grb2-like: 1F1W 1JYR 1QG1
(b)
Figure 5.5: Results of backbone alignment method and rigid superposition method for
SH2 domains. (a) When the reference complex for each test case was the same as its
ground truth. (b) When the reference complex was taken from 1AOT for Src-like test
cases and from 1BMB for Grb2-like test cases. Green: results of the backbone alignment
method. Red: results of the rigid superposition method. Blue: backbone configurations
in ground truth. The stick representation includes only backbone atoms N, Cα and C′ of
ligand between two binding residues.
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Table 5.9: Results of BAMC and AutoDock for SH2 domains. Data listed are the best
RMSDs (A˚) among top 10 docking results. Data in bold font indicate successful or
partially successful results. Ligand 1 is the backbone-aligned ligand when the reference
complex for each test case was the same as its ground truth. Ligand 2 is the backbone-
aligned ligand when the reference complex was taken from 1AOT for Src-like test cases
and from 1BMB for Grb2-like test cases. Ligand 0 is the initial input ligand.
Test case
BAMC AutoDock
ligand 1 ligand 2 ligand 1 ligand 2 ligand 0
Src-like:
1AOT 3.14 — 3.54 — 4.59
1LCJ 2.80 3.18 4.37 4.40 4.56
1NZL 2.34 2.52 3.35 3.72 4.05
Grb2-like:
1BMB 2.21 — 3.52 — 3.76
1F1W 1.34 1.77 2.88 2.89 2.96
1JYR 3.11 3.91 2.93 3.23 3.62
1QG1 2.79 3.49 2.85 3.03 3.25
from 1BMB (Grb2-like) and it effectively helped the docking.
AutoDock was only partially successful in 1 case (14%) when ligand 0 was used as
the input (Table 5.9). The accuracy of AutoDock was improved when backbone-aligned
ligands were used as the input. Similar performance was also observed in the experiment
on WW domains.
Table 5.10 lists number of successful and partially successful results in top 10 results
produced by the BAMC framework. In 6 cases, BAMC was able to produce at least 3
successful or partially successful results in the top 10 results. Furthermore, in 3 cases, the
rank 1 result was the best docking result with the smallest RMSD. BAMC was reasonably
effective in these cases.
5.3 Experiment on SH3 Domains
The BAMC framework was also experimented on SH3 domains to test its accuracy and
effectiveness. The main difference between SH3 domain and previous protein domains
is that it has three binding sites that bind to three binding residues of ligands. The
following sections present details of the experiment.
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(a) (b)
Figure 5.6: Docking result of BAMC for SH2 test case 1F1W. (a) Using ligand 1 as input.
RMSD=1.34A˚. (b) Using ligand 2 as input. RMSD=1.77A˚. Red: ligand after docking.
Blue: ligand in complex (ground truth). Gray: Receptor.
Table 5.10: Effectiveness of BAMC for SH2 domains. Data are number of successful and
partially successful results in top 10 and rank of the best result with the smallest RMSD
among successful and partially successful results. If there is no successful and partially
successful result in top 10, rank of the best result is not applicable (n.a.). Ligand 1 is
the backbone-aligned ligand when the reference complex for each test case was the same
as its ground truth. Ligand 2 is the backbone-aligned ligand when the reference complex
was taken from 1AOT for Src-like test cases and from 1BMB for Grb2-like test cases.
Test case
Ligand 1 Ligand 2
# of successful rank of # of successful rank of
results best result results best result
Src-like:
1AOT 0 n.a. — —
1LCJ 3 5 0 n.a.
1NZL 3 10 4 1
Grb2-like:
1BMB 4 5 — —
1F1W 6 1 6 1
1JYR 0 n.a. 0 n.a.
1QG1 1 3 0 n.a.
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Table 5.11: Input ligands of SH3 domain test cases. For each test case, RMSD (A˚) was
measured between input ligand and ligand in ground truth after superimposing one onto
the other.
Test case




1RLP 9 30 3.56
1RLQ 9 30 7.45
1QWF 12 37 7.88
Class II:
1CKA 9 24 5.68
1PRM 9 27 5.22
1QWE 12 37 7.46
1SSH 11 26 5.43
1UTI 16 63 5.05
1WA7 22 66 7.02
1YWO 10 29 3.83
2DRK 10 29 6.77
2W0Z 9 21 4.60
5.3.1 Data Preparation
Data of 12 SH3 domain proteins complexed with proline-containing ligands were collected
from RCSB Protein Data Bank. Complexes with Class I ligands were 1RLP, 1RLQ and
1QWF, and complexes with Class II ligands were 1CKA, 1PRM, 1QWE, 1SSH, 1UTI,
1WA7, 1YWO, 2DRK and 2W0Z.
SH3 domains and their ligands were separated from complexes and input ligands were
prepared using the same procedure as in the previous experiments (Section. 5.1.1). Input
ligands generated were significantly different from ligands in complexes and they all have
a large number of DOFs (Table 5.11).
5.3.2 Test Procedure
Similar to the experiments on WW domains and SH2 domains, two tests were performed
for SH3 domains. Test procedures were the same as described in Section. 5.1.2. Evaluation
of results were also conducted in the same way.
Note that in Test 2, the reference complex was taken from 1RLP for test cases with
Class I ligands. For test cases with Class II ligands, the reference complex was taken
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Table 5.12: Results of backbone alignment method for SH3 domains. Data listed are
RMSDs (A˚) of resulted backbone configurations between two binding residues. Data in
bold font indicate results that were optimal. Data in normal font indicate acceptable
results. Data in brackets indicate non-acceptable results.
Class I Reference complex
test case 1RLP 1RLQ 1QWF
1RLP 0.81 1.45 (3.09)
1RLQ 1.11 0.85 1.73
1QWF (2.78) 1.95 0.50
Class II Reference complex
test case 1CKA 1PRM 1QWE 1SSH 1UTI 1WA7 1YWO 2DRK 2W0Z
1CKA 0.24 (2.18) 1.81 1.68 1.68 1.84 1.22 1.09 1.54
1PRM (2.33) 0.51 1.78 1.47 1.83 1.66 1.82 (2.69) (2.14)
1QWE 1.61 1.85 0.64 1.83 1.30 (2.04) 1.99 1.45 1.70
1SSH 1.88 1.51 1.94 0.85 (2.88) (2.05) (2.04) (2.45) 1.64
1UTI 1.16 1.88 1.63 (2.91) 0.51 (2.05) (2.41) 1.19 1.80
1WA7 1.29 1.48 (2.18) 1.92 1.98 0.57 1.77 1.90 1.18
1YWO 1.59 1.66 (2.13) 1.81 (2.18) 1.82 0.45 1.53 1.85
2DRK 1.20 (2.76) 1.96 (2.57) 1.31 1.92 1.34 0.42 1.85
2W0Z 1.11 (2.08) (2.03) 1.86 (2.04) 1.32 1.60 1.59 0.26
from 1CKA.
5.3.3 Results and Discussion
A. Results of Test 1
In Test 1, the backbone alignment method and the rigid superposition method were
tested. Results are listed in Table 5.12 and Table 5.13 respectively.
From Table 5.12, we can see that those results corresponding to diagonals of the table
were all optimal. The accuracy of the backbone alignment method was 100% when the
reference complex for a test case was the same as its ground truth. When using the
reference complex taken from other test cases, the accuracy was 71%. Compared to
previous experiments on other protein domains, the accuracy was lower. The reason is
that SH3 domains have one more binding site than WW domains and SH2 domains and
backbone segments between binding residues are longer. This increases the difficulty of
finding optimal backbone configurations.
As for the rigid superposition method, most of the results were not acceptable (Ta-
ble 5.13). It can be seen from Fig. 5.7 that results of the rigid superposition method were
far from optimal.




1CKA 1PRM 1QWE 1SSH 1UTI
1WA7 1YWO 2DRK 2W0Z
(a)
Class I: 1RLQ 1QWF
Class II: 1PRM 1QWE 1SSH 1UTI
1WA7 1YWO 2DRK 2W0Z
(b)
Figure 5.7: Results of backbone alignment method and rigid superposition method for
SH3 domains. (a) When the reference complex for each test case was the same as its
ground truth. (b) When the reference complex was taken from 1RLP for Class I test
cases and from 1CKA for Class II test cases. Green: results of the backbone alignment
method. Red: results of the rigid superposition method. Blue: backbone configurations
in ground truth. The stick representation includes only backbone atoms N, Cα and C′ of
ligand between two binding residues.
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Table 5.13: Results of rigid superposition method for SH3 domains. Data listed are
RMSDs (A˚) of resulted backbone configurations between two binding residues. Data in
bold font indicate results that were optimal. Data in normal font indicate acceptable
results. Data in brackets indicate non-acceptable results.
Class I Reference complex
test case 1RLP 1RLQ 1QWF
1RLP (2.95) 1.51 (2.56)
1RLQ (3.86) (3.82) (4.19)
1QWF (4.49) (4.53) (3.30)
Class II Reference complex
test case 1CKA 1PRM 1QWE 1SSH 1UTI 1WA7 1YWO 2DRK 2W0Z
1CKA (2.99) (3.35) (2.86) (2.04) 1.95 (2.02) (5.05) (2.27) (2.89)
1PRM (4.10) (3.56) (3.55) (4.19) (3.60) (4.19) (4.54) (3.88) (4.32)
1QWE (3.01) (2.01) (2.95) (2.16) 1.48 (2.37) (4.42) 1.57 1.66
1SSH (2.76) (5.23) (5.71) (2.02) (3.23) (3.32) (5.28) (3.64) (2.23)
1UTI (2.27) (2.95) (2.87) (3.53) (2.21) (2.90) (4.10) (2.31) (3.52)
1WA7 (2.51) (4.09) (4.14) (2.61) (3.30) (2.62) (5.10) (3.12) (2.66)
1YWO (3.25) (2.57) (3.57) (3.65) (3.24) (3.44) (2.58) (3.56) (4.63)
2DRK (3.20) (3.31) 1.61 (3.97) (3.76) (4.30) (5.92) (2.76) (3.02)
2W0Z (3.34) (5.16) (2.13) (3.67) (4.04) (3.56) (7.46) (4.39) (3.46)
B. Results of Test 2
In Test 2, the BAMC framework and AutoDock were tested using different ligands as
the input. Let ligand 1 denote the backbone-aligned ligand if the reference complex for
each test case was the same as it ground truth. Let ligand 2 denote the backbone-aligned
ligand if the reference complex was taken from 1RLP for Class I test cases and from
1CKA for Class II test cases. Let ligand 0 denote the initial input ligand.
Table 5.14 lists the best RMSDs among top 10 docking results produced by the BAMC
framework. For ligand 1, BAMC was successful or partially successful in 9 of the 12 test
cases. The accuracy was 75%. The 3 failed test cases (1QWF, 1UTI and 1WA7) have
longer ligand sequences and more DOFs than other cases, which pose a high difficulty to
the flexible docking. Fig. 5.8 and Fig. 5.9 show examples of successful and failed cases.
For ligand 2, the accuracy of BAMC was lower. There were only 3 successful or
partially successful test cases (Table 5.14). The accuracy was 30%. Since there are three
binding sites on the SH3 domain, knowledge learned from the reference complex has a
larger impact on the accuracy of docking. Docking would be difficult if the binding in the
reference complex was not very similar to the real binding for any of the three binding
sites.
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Table 5.14: Results of BAMC and AutoDock for SH3 domains. Data listed are the
best RMSDs (A˚) among top 10 docking results. Data in bold font indicate successful or
partially successful results. Ligand 1 is the backbone-aligned ligand when the reference
complex for each test case was the same as its ground truth. Ligand 2 is the backbone-
aligned ligand when the reference complex was taken from 1RLP for Class I test cases
and from 1CKA for Class II test cases. Ligand 0 is the initial input ligand.
Test case
BAMC AutoDock
ligand 1 ligand 2 ligand 1 ligand 2 ligand 0
Class I:
1RLP 2.41 — 3.29 — 3.67
1RLQ 2.71 3.90 2.94 3.31 3.77
1QWF 3.64 4.84 3.38 4.62 5.35
Class II:
1CKA 1.20 — 3.11 — 3.15
1PRM 1.59 3.99 3.54 3.70 3.73
1QWE 2.74 2.94 3.93 3.98 3.94
1SSH 2.07 2.99 3.53 3.55 3.55
1UTI 4.07 4.35 4.29 3.68 3.33
1WA7 6.01 6.94 5.45 5.57 5.89
1YWO 2.33 4.20 2.31 3.08 3.40
2DRK 2.98 3.75 2.40 3.52 3.74
2W0Z 0.97 1.66 1.52 2.23 2.92
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Figure 5.8: Docking result of BAMC for SH3 test case 1CKA when ligand 1 was used
as input. RMSD=1.20A˚. Red: ligand after docking. Blue: ligand in complex (ground
truth). Gray: Receptor.
Figure 5.9: Docking result of BAMC for SH3 test case 1WA7 when ligand 1 was used
as input. RMSD=6.01A˚. Red: ligand after docking. Blue: ligand in complex (ground
truth). Gray: Receptor.
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Table 5.15: Effectiveness of BAMC for SH3 domains. Data are number of successful and
partially successful results in top 10 and rank of the best result with the smallest RMSD
among successful and partially successful results. If there is no successful and partially
successful result in top 10, rank of the best result is not applicable (n.a.). Ligand 1 is
the backbone-aligned ligand when the reference complex for each test case was the same
as its ground truth. Ligand 2 is the backbone-aligned ligand when the reference complex
was taken from 1RLP for Class I test cases and from 1CKA for Class II test cases.
Test case
Ligand 1 Ligand 2
# of successful rank of # of successful rank of
results best result results best result
Class I:
1RLP 5 7 — —
1RLQ 5 4 0 n.a.
1QWF 0 n.a. 0 n.a.
Class II:
1CKA 10 4 — —
1PRM 8 9 0 n.a.
1QWE 1 8 1 7
1SSH 9 4 1 5
1UTI 0 n.a. 0 n.a.
1WA7 0 n.a. 0 n.a.
1YWO 10 2 0 n.a.
2DRK 5 1 0 n.a.
2W0Z 10 1 10 1
AutoDock was only partially successful in 1 test case (8%) when ligand 0 was used as
the input, and in 4 cases (33%) when ligand 1 was used as the input (Table 5.14). This
shows that general flexible docking is extremely difficult for SH3 domains and ligands.
Using the knowledge-guided approach, the accuracy was improved.
Table 5.15 shows the effectiveness of the BAMC framework applied on SH3 domains.
In 9 cases, BAMC was able to produce at least 5 successful or partially successful docking
results ranked in top 10. In 3 of these cases, the rank 1 docking results had the smallest
RMSD.
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5.4 Experiment on Kellenberger Benchmark
Kellenberger et al. conducted the evaluation of 8 docking programs using a bench-
mark set of 100 test cases [KRMR04]. The programs evaluated were Dock [EMSK01],
Flexx [RKLK96], Fred (Open Eye Scientific Software; Santa Fe, NM, US), Glide [FBM+04,
HMF+04], Gold [VCH+03], Slide [ZSKK02], Surflex [Jai03], and QXP [MB97]. Later, Ti-
etze’s group applied the same benchmark set on the program GlamDock [TA07]. The
application of the BAMC framework to this benchmark set allows for comparative eval-
uation with these 9 existing protein docking programs.
5.4.1 Data Preparation
Kellenberger benchmark set [KRMR04] contains 100 test cases for protein-ligand docking.
Data of the benchmark were obtained from the authors and were used unmodified in this
experiment. Data were stored in Tripos MOL2 file format, with 3D coordinates of atoms
and information about bonds between atoms.
For each test case, there are two configurations of ligand: one is a random confor-
mation and the other is the conformation in X-ray determined structure. The former is
used as the input ligand and the latter is used as the ground truth. There is only one
configuration of receptor, that is the conformation in the X-ray structure. Therefore, the
receptor is kept rigid during docking. As shown in Table 5.16, the test cases vary in terms
of the number of atoms and the number of torsional DOFs of the flexible ligand.
5.4.2 Test Procedure
In the Kellenberger study, 8 docking programs were run with standard parameters as
suggested by the developers. Each program were set to produce at most 30 possible solu-
tions for each test case. Another program, GlamDock, was run with the same standard in
the Tietze study. Thus, the parameters of BAMC were adjusted to produce 30 candidate
docking solutions.
BAMC requires the knowledge of two or more binding sites for its knowledge-guided
approach. However, test cases in the benchmark do not have well characterized binding
sites like protein domains in other experiments. Visual inspection was conducted to de-
termine two or three binding sites of the receptor and the corresponding binding residues
of the ligand. For some test cases, the ligands are too small to contain two binding
residues, so two binding atoms were used instead.
BAMC is not the only one that uses the knowledge of binding sites. Other programs
such as GlamDock and Glide require a bounding box or sphere which is defined based
on the geometric center of the ligand in ground truth. Therefore, our experiment is
comparable to the others.
The performance of BAMC was evaluated using the same criteria specified in the
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Table 5.16: Input ligands of Kellenberger benchmark.
Test case Number of Number of Test case Number of Number of
atoms torsional DOFs atoms torsional DOFs
1aaq 41 21 1mdr 12 2
1abe 10 0 1mmq 33 8
1acj 15 0 1mrg 10 0
1ack 12 2 1mrk 19 2
1acm 16 7 1mup 9 2
1aha 10 0 1nco 48 8
1apt 35 21 1pbd 10 1
1atl 23 10 1poc 31 22
1azm 13 3 1rne 51 24
1baf 28 7 1rob 21 4
1bbp 43 12 1snc 25 6
1cbs 22 5 1srj 22 3
1cbx 15 5 1stp 16 5
1cil 19 3 1tdb 21 4
1com 16 4 1tka 26 8
1coy 21 0 1tng 8 1
1cps 16 5 1tnl 10 1
1dbb 23 1 1tph 10 4
1dbj 21 0 1tpp 15 4
1did 11 2 1ukz 23 4
1die 11 1 1ulb 11 0
1dr1 17 2 1wap 15 3
1dwd 37 11 1xid 12 2
1eap 23 11 1xie 11 1
1ebp 22 5 2ada 19 2
1eed 45 22 2ak3 23 4
1etr 35 10 2cgr 29 7
1fkg 33 11 2cht 16 2
1fki 31 0 2cmd 13 5
1frp 20 6 2ctc 12 3
1ghb 18 5 2dbl 30 6
1glp 23 12 2gbp 12 1
1glq 30 15 2lgs 10 4
1hdc 41 6 2phh 10 1
1hfc 25 12 2plv 21 15
1hri 21 9 2r07 23 8
1hsl 11 3 2sim 20 6
1hyt 15 5 3aah 24 3
1icn 20 15 3cpa 17 6
1igj 37 3 3hvt 20 1
1imb 16 2 3ptb 9 1
1ive 14 3 3tpi 16 7
1lah 9 4 4cts 9 3
1lcp 10 3 4dfr 33 10
1ldm 6 1 4fab 26 2
1lic 20 15 4phv 46 14
1lmo 29 8 6abp 10 0
1lna 17 9 7tim 10 4
1lst 10 5 8atc 16 7
1mcr 21 7 8gch 23 9
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Table 5.17: Accuracy of BAMC compared with 9 other programs, measured using three
different thresholds: 1.0A˚, 1.5A˚ and 2.0A˚. Data for 9 other programs are taken from
[KRMR04] and [TA07]. Data in bold font indicate the highest accuracy among all pro-
grams. Note that data for GlamDock using threshold 1.0A˚ are not available.
Program
Docking accuracy Ranking accuracy
< 1.0A˚ < 1.5A˚ < 2.0A˚ < 1.0A˚ < 1.5A˚ < 2.0A˚
BAMC 51% 76% 88% 34% 52% 67%
QXP 63% 86% 92% 21% 34% 37%
GlamDock n.a. 79% 85% n.a. 55% 62%
Glide 61% 78% 85% 30% 41% 54%
Gold 63% 78% 82% 37% 51% 57%
Surflex 54% 69% 78% 34% 45% 56%
Flexx 48% 62% 66% 27% 43% 51%
Fred 29% 54% 61% 12% 22% 30%
Dock 38% 45% 54% 28% 34% 40%
Slide 32% 45% 50% 10% 21% 29%
Kellenberger study. Two accuracy were evaluated: docking accuracy and ranking accu-
racy. Docking accuracy is the percentage of successful docking among all test cases in the
benchmark. Docking is considered successful if the smallest RMSD among the 30 can-
didates is below a given threshold. RMSDs are measured for heavy atoms in the ligand
against ground truth. The thresholds used in the Kellenberger study range from 1A˚ to 2A˚.
Ranking accuracy is the percentage of successful ranking among all test cases. Ranking
is considered successful if the top-ranked solution has RMSD below the threshold.
From previous experiments on the WW, SH2 and SH3 domains, it is found that the
performance of general docking program was improved by using the backbone-aligned
ligands generated by BAMC as the input. Similar experiment was conducted using
the two freely available programs, Flexx and Dock. The objective is to test whether
there would be any improvement of the docking accuracy and ranking accuracy with the
Kellenberger benchmark set. The parameters of these two programs were set according
to those described in the Kellenberger study [KRMR04].
5.4.3 Results and Discussion
A. Docking Accuracy and Ranking Accuracy
Table 5.17 lists the docking accuracy and the ranking accuracy of BAMC together with
those of the 9 programs taken from the studies [KRMR04, TA07]. Using threshold 2A˚,
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Table 5.18: Ranks of BAMC compared with 9 other programs, based on three different
thresholds: 1.0A˚, 1.5A˚ and 2.0A˚. Note that there is no rank for GlamDock based on
threshold 1.0A˚ because the data were not available.
Program
Ranks of docking accuracy Ranks of ranking accuracy Sum of
< 1.0A˚ < 1.5A˚ < 2.0A˚ < 1.0A˚ < 1.5A˚ < 2.0A˚ ranks
GlamDock n.a. 2 3 n.a. 1 2 n.a.
Gold 1 3 5 1 3 3 16
BAMC 5 5 2 2 2 1 17
Glide 3 3 3 4 6 5 24
QXP 1 1 1 7 7 8 25
Surflex 4 6 6 2 4 4 26
Flexx 6 7 7 6 5 6 37
Dock 7 9 9 5 7 7 44
Fred 9 8 8 8 9 9 51
Slide 8 9 10 9 10 10 56
BAMC obtained successful docking in 88% of the test cases and ranked as the second
best among all programs. The best accuracy was 92% by the program QXP. Using more
rigorous thresholds, the docking accuracy dropped for all programs. For threshold 1.5A˚,
BAMC and 3 other programs achieved docking accuracy of 76%-79%, only lower than
QXP. For threshold 1.0A˚, BAMC was ranked in the middle range among all programs.
QXP outperformed all programs in terms of docking accuracy, but it’s ranking ac-
curacy was significantly worse. It means that among the candidate docking solutions
produced by QXP, many false positives were ranked high according to the score. In con-
trast, BAMC was able to achieve the highest ranking accuracy among all the test cases
using threshold 2A˚. In 67% of the test cases, the top-ranked solution produced by BAMC
was close to ground truth.
Overall, BAMC achieved high accuracy in both docking and ranking. Compared
to existing docking programs, BAMC was ranked in the top tier (Table 5.18). The
consistency of the performance can be shown by summing up the ranks of both docking
accuracy and ranking accuracy based on different thresholds. From Table 5.18, it is
evident that the performance of BAMC is among the most consistent.
B. Successful and Failed Cases
To discuss successful and failed cases for BAMC, the smallest RMSD among 30 candidate
docking solutions for each test cases was examined (Table 5.19). By analyzing these
RMSDs together with the number of torsional DOFs (Table 5.16), it is found that failures
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Table 5.19: Results of BAMC for Kellenberger benchmark. Data listed are the smallest
RMSDs (A˚) among 30 candidate docking solutions. Data in bold font indicate successful
results (threshold = 2A˚).
Test case RMSD Test case RMSD Test case RMSD Test case RMSD
1aaq 2.32 1eed 3.42 1mdr 0.30 2ak3 1.93
1abe 0.03 1etr 1.53 1mmq 1.45 2cgr 1.48
1acj 0.03 1fkg 2.12 1mrg 0.01 2cht 0.65
1ack 1.98 1fki 0.03 1mrk 0.56 2cmd 1.09
1acm 2.30 1frp 1.22 1mup 1.03 2ctc 1.59
1aha 0.02 1ghb 1.63 1nco 0.61 2dbl 1.10
1apt 0.35 1glp 1.23 1pbd 0.32 2gbp 0.02
1atl 1.90 1glq 1.60 1poc 1.41 2lgs 0.82
1azm 0.07 1hdc 1.05 1rne 3.22 2phh 0.02
1baf 0.98 1hfc 1.08 1rob 1.70 2plv 1.21
1bbp 1.68 1hri 0.80 1snc 1.04 2r07 1.45
1cbs 0.87 1hsl 0.74 1srj 2.96 2sim 1.36
1cbx 2.16 1hyt 2.76 1stp 0.70 3aah 0.58
1cil 1.98 1icn 1.22 1tdb 0.79 3cpa 0.90
1com 1.44 1igj 0.27 1tka 1.45 3hvt 0.02
1coy 0.59 1imb 0.29 1tng 0.06 3ptb 0.14
1cps 2.54 1ive 0.25 1tnl 0.07 3tpi 1.33
1dbb 0.22 1lah 0.85 1tph 0.50 4cts 0.95
1dbj 0.04 1lcp 0.80 1tpp 1.07 4dfr 1.46
1did 0.99 1ldm 0.79 1ukz 0.73 4fab 0.03
1die 1.30 1lic 1.39 1ulb 0.05 4phv 2.20
1dr1 0.47 1lmo 1.98 1wap 1.09 6abp 0.76
1dwd 2.40 1lna 1.16 1xid 0.16 7tim 0.85
1eap 1.73 1lst 0.61 1xie 0.24 8atc 1.29
1ebp 0.52 1mcr 0.95 2ada 0.54 8gch 2.35
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Table 5.20: Improvement of the accuracy of Flexx and Dock. Programs marked by * used
backbone-aligned ligands generated by BAMC as the input. The accuracy was measured
using three different thresholds: 1.0A˚, 1.5A˚ and 2.0A˚.
Program
Docking accuracy Ranking accuracy
< 1.0A˚ < 1.5A˚ < 2.0A˚ < 1.0A˚ < 1.5A˚ < 2.0A˚
Flexx * 52% 67% 74% 28% 45% 56%
Flexx 48% 62% 66% 27% 43% 51%
Dock * 44% 55% 65% 33% 39% 46%
Dock 38% 45% 54% 28% 34% 40%
often happened for highly flexible ligands. Failed test cases 1aaq, 1eed and 1rne have more
than 20 torsional DOFs. According to the Kellenberger study, other programs failed for
these cases too.
On the other hand, the docking is more likely to be successful for test cases with fewer
torsional DOFs. In 73 test cases with fewer than eight torsional DOFs, 68 cases (93%)
were successful. In particular, there were 9 test cases without any torsional DOFs. For
these 9 test cases, any docking method is equivalent to rigid-body docking and BAMC
was successful in all these cases.
Besides the ligand flexibility, there may be other reasons for the failure of docking.
For example, for test case 8gch, significant clashes between receptor and ligand atoms are
found in the X-ray structure. It is unlikely to produced such unusual binding mode for
any docking programs. The test cases in the benchmark also have engineered molecules
as ligands. These ligands have uncommon structures that may cause inaccurate scor-
ing during the docking. Furthermore, since the knowledge of binding sites and binding
residues (or atoms) was deduced from visual inspection, it is possible that important
binding characteristics was incorrectly deduced, which led to the failure of docking.
C. Improvement When Using Backbone-Aligned Ligands
Table 5.20 shows the docking accuracy and ranking accuracy of Flexx and Dock when
using backbone-aligned ligands produced by BAMC as the input. The accuracy of both
programs was improved. The docking accuracy of Flexx was improved from 66% to 74%
based on threshold 2.0A˚, and for Dock, it was improved from 54% to 65%.
Flexx and Dock use the incremental construction algorithm (Section 3.2.3) to perform
the flexible docking. Their performace was poor compared to other programs. Possible
reasons would be incorrect selections of the base fragment and too few conformations
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scanned for each fragment during the construction.
Using the backbone-aligned ligand as the input can improve the performance of Flexx
and Dock. The backbone-aligned ligand has the optimal backbone conformation that
satisfies the binding constraints. Thus, it potentially increases the chance of selecting a
correct base fragment and provides the possibly optimal conformation for some fragments.
This experiment, together with previous ones on three protein domains, shows that
if sufficient binding site knowledge is available, the backbone alignment method can
potentially improve other existing flexible docking methods. Although in this experiment
the binding site knowledge was deduced from visual inspection, we believe more and
more binding site knowledge would become available and even generalized as research
continues. For instance, in drug design and protein engineering, specific atom contacts
between two molecules may be required and this knowledge can be available for the study
of protein interaction.
5.5 Summary
The BAMC framework was successfully applied to three different protein domains: WW,
SH2 and SH3 domains. Experimental results show satisfactory performance of BAMC.
Test of Stage II of BAMC showed that the backbone alignment method was very
accurate. When the reference complex of a test case was the same as its ground truth,
the accuracy of the method was 100%. When the reference complex was taken from the
other test cases, the accuracy was 88%, 100% and 71% repectively for each type of protein
domain. Comparing to conventional rigid superposition method, the backbone alignment
method was more accurate. Overall, this method was able to produce optimized backbone
configurations of ligand before the flexible docking stage.
Test of Stage III showed that BAMC performed much better than AutoDock, a general
docking program. The accuracy of BAMC was above 70% when the reference complex
of a test case was the same as its ground truth, and ranged from 30% to 58% when the
reference complex was taken from the other test cases. For AutoDock, the accuracy was
very low (below 21%). The performance of AutoDock was improved when backbone-
aligned ligands were used as the input. This shows that flexible docking problem is
extremely difficult for these protein domains. It is very important and useful to employ
the knowledge of binding sites to help solve the docking problem.
BAMC was also successfully applied to a benchmark set of general test cases for
protein-ligand docking. BAMC achieved docking accuracy of 88% and ranking accuracy
of 67% using threshold 2A˚. The overall performance of BAMC was among the most
consistent, compared to that of 9 other docking programs. Furthermore, the performance
of two docking programs, Flexx and Dock, was improved when backbone-aligned ligands
were used as the input.
Chapter 6
Conclusion
In this thesis, a knowledge-guided flexible docking framework, BAMC, is presented. It is
targeted to protein domains with two or more well characterized binding sites and large
ligands that contain up to 20 residues.
As the protein docking is a difficult problem for large ligands with a large number
of degrees of freedom, the main objective of this BAMC framework is to make use of
knowledge of binding sites to guide flexible docking. There are three stages in the BAMC
framework: I) applying knowledge of binding sites, II) backbone alignment and III) Monte
Carlo flexible docking. Stage I applies knowledge of binding sites to input receptor and
ligand, and then constructs binding constraints that specify optimal bindings between
binding residues of the ligand and binding sites of the receptor. Stage II uses a backbone
alignment method to search for the most favorable configuration of the backbone of the
ligand that satisfies the binding constraints. Stage III employs Monte Carlo docking
algorithm to perform flexible docking on the backbone-aligned ligand obtained from the
previous stage.
BAMC was successfully applied to three different protein domains: WW, SH2 and SH3
domains. The experimental results show that BAMC was more accurate and effective,
compared to a general docking program, AutoDock. Furthermore, using backbone-aligned
ligands produced by BAMC can improve the performance of AutoDock. This shows that
the knowledge-guided approach adopted by the BAMC framework is useful in solving the
difficult protein docking problem for these protein domains.
BAMC was also applied to a benchmark set that consists of 100 test cases for protein-
ligand docking. Compared to 9 existing docking programs, BAMC achieved the second
best docking accuracy and the best ranking accuracy. The overall performance of BAMC
is among the best. Furthermore, the performance of two docking programs was improved
when backbone-aligned ligands produced by BAMC were used as input. It shows that
if sufficient binding site knowledge is available, the backbone alignment method can
potentially improve other existing flexible docking methods.
In conclusion, this thesis contributes to
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• The development of a knowledge-guided framework, BAMC, for docking large flex-
ible ligands to protein domains with two or more well characterized binding sites.
• The knowledge-guided approach that uses knowledge of binding sites in a new and
effective way.
• The successful application of BAMC to three different protein domains: WW, SH2
and SH3 domains.
• The successful application of BAMC to a benchmark set of 100 test cases, with
consistent performance in comparison to other docking programs.
• The potential improvement of existing flexible docking methods by using backbone-
aligned ligands produced by BAMC as input.
Chapter 7
Future Work
The BAMC framework presented in this thesis can be extended and improved in several
aspects for more robust and accurate docking.
7.1 Automatic Determination of Protein Domains
In the BAMC framework, the type of the protein domain contained in the receptor is
assumed to be known. The patterns of the known protein domain are used accordingly
to search for binding sites and binding motifs. If the type of protein domain can be
determined automatically, the framework can be more general.
In fact, there are many proteins that consist of several protein domains. In these
cases, automatic determination of different protein domains is necessary for the BAMC
framework.
7.2 Patterns of Protein Domains
Stage I of the BAMC framework uses patterns of the binding sites and binding motifs
for protein domains. In this thesis, the patterns used are only applicable for typical
cases. For each type of protein domain, there are many atypical cases or variations in
the formation of binding sites. Therefore, one improvement of the BAMC framework is
to include more patterns so that more cases can be handled.
7.3 Generic Binding Models
Using the knowledge of binding learned from reference complexes are the key of the
construction of binding constraints. In the experiments, the performance of the BAMC
framework was better when such knowledge was learned from the ground truth. However,
the ground truth are usually unavailable in practice. Another option is to use existing
known complexes that contain the protein domain of the same type as the input receptor.
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In this way, the knowledge of optimal binding between a binding residue and a binding
site is actually approximations.
One possibly better approach is to build generic binding models that serve as good
approximations for as many cases as possible. The binding model should specify the
binding between a binding residue and a binding site. The generic binding model can
be a set of binding models with distinct features. The features can be compared with
the input receptor and ligand, and the most appropriate binding model in the set can be
chosen.
7.4 Scoring Function
Scoring function is a known bottleneck of the protein docking problem [HMWN02, SFR06,
AMNW08]. A very rigorous scoring function that computes the binding energy would
be computationally too expensive. Hence, the scoring functions used in existing docking
programs normally make simplifications and assumptions to allow more efficient evalua-
tion of the docking, but at the cost of accuracy. Furthermore, a scoring function needs to
be selective, that is, able to recognize the true binding modes and false positives. Overall,
the ability of current scoring functions is dissatisfying. Further research on this topic is
necessary.
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Quaternions provide a convenient mathematical notation for representing orientations
and rotations of objects in three dimensions. Compared to Euler angles they are simpler
to compose and avoid the problem of gimbal lock. Compared to rotation matrices they
are more numerically stable and may be more computationally efficient. Quaternions are
often used in molecular modeling to represent the rotations.
A.1 Quaternion Algebra
The notation of quaternions follows the convention for complex numbers. Let q denote a
quaternion.
q = a+ b i + c j + dk (A.1)
where
i2 = j2 = k2 = i j k = −1 (A.2)
It is also frequently written as a combination of a scalar and a vector.
q = [a,v] (A.3)
where v = [b, c, d].
The addition of quaternions is
q + p = [a+ e,v + w] (A.4)
where p = [e,w] is another quaternion.
The multiplication of quaternions is
q p = [a e− v ·w, aw + ev + v ×w] (A.5)
where · is vector dot product and × is vector cross product.
q is a unit quaternion if its norm ‖q‖ = 1.
‖q‖ =
√
a2 + b2 + c2 + d2 (A.6)
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The conjugate of q is given by
q∗ = [a,−v] (A.7)




A.2 Representation of Rotation
Consider a unit quaternion
q = a+ b i + c j + dk = [cos(θ/2),v sin(θ/2)] (A.9)
where v is a unit vector. Let x denote a vector in 3 dimensional space, considered as a
quaternion with a scalar part equal to zero. The right-handed rotation of x by an angle
θ around an axis v yields a new vector given by
x′ = q x q−1 (A.10)
The corresponding rotation matrix of q is given by
R =
a2 + b2 − c2 − d2 2bc− 2ad 2bd+ 2ac2bc+ 2ad a2 − b2 + c2 − d2 2cd− 2ab
2bd− 2ac 2cd+ 2ab a2 − b2 − c2 + d2
 (A.11)
and
x′ = R · x (A.12)
Appendix B
Gaussian Distribution








where µ is the mean and σ is the standard deviation. The graph of f(x) is “bell” shaped,
with peak at the mean (Fig. B.1).
The cumulative distribution function describes probabilities for a random variable to



























A standard Gaussian distribution is the Gaussian distribution with a mean of 0 and
a standard deviation of 1.
About 68% of values drawn from a Gaussian distribution are within plus or minus 1
standard deviation from the mean. So, the 68% confidence interval is [−σ, σ] for σ > 0.
Values of several commonly used confidence intervals is listed in Table B.1.
In the implementation, the confidence interval [−nσ, nσ] is often mapped to a specified







where x is a random number generated from a Gaussian distribution and x′ is the random
number after mapping.
The Gaussian Tail distribution is the right tail of a Gaussian distribution with µ = 0











Figure B.1: Probability density function of Gaussian distribution.
Table B.1: Confidence intervals of Gaussian distribution.
Confidence Interval [−nσ, nσ]
0.80 n = 1.28155
0.90 n = 1.64485
0.95 n = 1.95996
0.99 n = 2.57583
0.995 n = 2.80703
0.999 n = 3.29052










The confidence interval of the Gaussian Tail distribution is (a, nσ]. In the implemen-





where min > 0. The random number x from the Gaussian Tail distribution is mapped
to x′ by
x′ = x
max
nσ
(B.6)
