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111 this thesis, we propose a novel and efficient methodology to analytically com-
pute the ''throughput capacity”, or the saturated throughput of IEEE 802.11-
based wireless networks. The throughput capacity is computed by considering 
the interference due to neighboring nodes, as well as various modes of hidden 
node interference. It is irnportaiit to know the tlii'ougiiput capacity because it 
can facilitate the design of routing policy, admission control for realtime traffic, 
and load control for wireless networks. We use a contention graph to repre-
sent the location-dependent neighboring interference within a. wireless network. 
Based on this contention graph, we formulate the individual link capacity as 
a set of fixed point equations. We apply this methodology to addressing the 
following three questions: (1) given a multi-hop wireless network witli a set 
of known flows, what is the iriaxiirmin achievable end-to-end throughput of a, 
particular path if we inject a new flow onto that path, (2) in a one-hop network 
with a set of independent links, what is the equilibrium throughput if all links 
are transmitting in a saturated mode, and (3) in a rnulti-liop network, what 
is the optimal hop distance for maximizing the end-to-eiid throughput capac-
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Originated mostly from military applications, multi-hop wireless networks have 
been a subject of numerous research papers over the past few decades [1]. In 
recent years, however, more and more cornrriercial interest has emerged such 
as mesh networks [2] and sensor networks [3]. 
In areas where the corrimuiiicatioii infrastructure is inconvenient or expen-
sive to use, a multi-hop ad hoc network may provide quick and easy networking 
clue to its dynamical nature of self organization and self configuration. In such 
a network, each node operates not only as a host but also as a router, for-
warding packets for other nodes that may not be within direct wireless trans-
mission range of their destination. This feature brings many advantages to 
the network such as large service coverage, easy network rriaiiitenaiice and low-
cost installation. Some examples of the uses of nmlti-hop ad hoc networking 
include scholars with laptop computers participating in an interactive confer-
ence, neighbors sharing information within a coinmuiiity, and solders relaying 
information in a network on the battlefield. In short, multi-hop networking 
is a promising wireless technology being used for numerous applications and 
experiencing a rapid growth. Consequently, network perfoniiance is becoming 
an important issue. 
The perforniance challenges of multi-hop networks have led to a lot of re-
search oil network capacity, the medium access control (MAC), and routing 
iii 
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protocols. Specifically, the seminal paper by Gupta and Kumar [4] derived 
theoretical bounds for the capacity. Subsequent work [5, 6, 7] has considered 
alternative models such as the presence of relay nodes and mobile nodes. But 
for multi-hop wireless networks in real-life, in particular, networks based on 
the IEEE802.il standards, the media access control is fa,r form optimal, and 
achieves less throughput than the bounds. Meanwhile, many other researchers 
concerned about perfoniiance of the IEEE 802.11 MAC protocol, i.e., Dis-
tributed Co-ordination Function (DCF) based on the Carrier Sense Multiple 
Access with Collision Avoidance (CSMA/CA) mechanism. Most of the ana-
lytical work [8, 9] has studied this issue for sing-cell networks, namely the case 
when all nodes can hear each other. However, in multi-hop ad hoc networks, 
the behavior of a node is dependent not only on its neighbors' behavior, but 
also oil the behavior of hidden nodes. This makes modelling such networks 
extremely difficult. 
This thesis will therefore propose a novel model for IEEE 802.11 niulti-
hop networks in order to make an effort to analytically study the network 
perfoniiance. We illustrate the value of this model using three applications: 
(1) given a multi-hop wireless network with a, set of known flows, determine 
the maximum achievable throughput (also referred to as throughput capacity 
below) of a path if we inject a new flow onto that path without affecting 
the throughput of the existing flows, (2) in a one-hop network with a set of 
iiKlependent links, determine the equilibrium throughput when all these links 
are transmitting in a saturated mode, and (3) in a dense network, detennine 
the optimal hop distance for maximizing the eiid-to-end throughput capacity 
if all flows can arbitrarily choose intermedia nodes to forward packets. 
We build our model by extending some exciting new results in studying the 
capacity of wireless networks, both for single-cell [8, 9] and nmlti-hop wireless 
networks [10, 11]. One of the contributions of our work is to unify the model 
of biliary exponential backoff of [8, 9] and the analysis of the hidden node 
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effect on throughput in [10, 11] into one model. In contrast to previous work 
that has focused on asymptotic bounds under assumptions of homogeneity in 
network topology and workload, our new methodology is an attempt toward a 
quantitative analysis of both symmetric and asymmetric networks. Our model 
considers all the links in use by many different flows in a wireless network. In 
particular, each link lias two kinds of contention relationships with other links: 
• direct or neighboring node conteritioii, 
• hidden node contention. 
Such relationships can be represented by a contention graph {V, E, E') where 
wireless links are represented by nodes in V, and the neighboring node coii-
tention relationships are represented by undirected edges E, while the hidden 
node contention relationships are represented by directed edges E'• Each link's 
activity can be completely characterized by three variables: (i) self air time, 
when the link is in transmission or collision state, (ii) other's air time, when 
the link is blocked due to transmission on a contending link (iii) idle time, 
when no transmission is occurring from that link's view. 
Given a particular path and some existing flow patterns, a contention graph 
is constructed and it allows us to express a set of equations between these three 
variables for all links in this path. The solution gives the throughpvit ctipac-
ity for each link and the minimum link capacity is the inaxiniuin achievable 
throughput of the path. This result is useful in various ways: 
• Given different alternative paths between a soiiice and a destination, 
determine whether at least one of the paths would meet the throughput 
(leiriaiid of a newly arriving flow, hence admit that flow if the throughput 
requirement is satisfied. 
• Given a set of alternative paths, deter mine the best path if the newly 
arriving flow is elastic. 
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• Given a particular path, determine the sending rate of the source so as 
to achieve the maximum throughput of this path. 
In a one-hop network with a set of independent links, assuming all links 
are saturated with packets to send, our model allows us to yield a set of fixed 
point equations. The solution gives the equilibrium throughput of this network. 
This methodology can be used to study the inter-BSS interference of a, iiiesh 
network. 
In a dense network, assuming each flow is able to arbitrarily choose its 
forwarders, our model could be used to establish the relationship between the 
hop distance and throughput capacity. The solutions allow us to find out that 
there is an optimal hop distance. When all hops are of such a distance apart, 
throughput capacity will be maximized. 
Recently, other researchers [12] have studied ways to evaluate different paths 
in a nmlti-hop wireless network for the same purpose. The methodologies used 
are mainly experimental and heuristic in nature. The difference, hence coiitii-
biition of our work, is that we provide an analyUcal methodology of evaluating 
the throughput capacity which can be used for route optimization and load 
control for elastic traffic arid admission control for inelastic traffic. Note that 
there will be more multimedia applications and one has to carefully consider 
how to manage this form of traffic for inulti-liop wireless networks. 
The analysis yields an insight into how neighboring contention and hidden 
node contention impact on performance. Another imp or taut insight is that 
the neigliboriiig interference not only depends on the iiuiriber of neighbors but 
also depends on the relative location between neighbors. 
To validate our model, a set of iis-2-based simulations are carried out. As 
proven by comparison with simulation, our analysis leads to extremely accurate 
results ill different multi-hop network scenarios. 
We view the contention graph framework, the interference model and the 
generality of fixed-point methodology as key contributions of our work. 
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The organization of the thesis is as follows. Chapter 2 surveys the back-
ground material necessary for this thesis. Chapter 3 describes the underlying 
model and basic methodology to compute throughput capacity. Chapter 4 
provides three applications for the proposed methodology. Simulations are 
carried out to validate the model and verify the results in Chapter 5. Chapter 
6 discusses how our work is related with existing literature. Finally, Chapter 
7 concludes the thesis.i 
Uhe main result of this thesis is the coiubination of two conference papers. One is 
"Then fundaniental role of hop distance iii IEEE802.il Multi-hop Ad hoc networks" ap-
peared ill IEEE ICNP 2005. The other is "Determining the end-to-encl throughput, capac-
ity ill Multi-hop networks: Methodology and Applications" appeared in ACM SIGMET-
RlCS/Perfonnaiice 2006. 
Chapter 2 
Literature Survey and 
Background 
Medium Access Control (MAC) in wireless networks has been an active area, 
of research since 1970s. This chapter surveys some fundamental wireless coin-
irmiiicatioii techniques and classic academic research related to this thesis. 
2.1 Capacity of Wireless Networks 
Throughput capacity is a fundainental characteristic of wireless networks. It 
cleterinines the overall network perfonnance from the long-term perspective. 
The capacity of wireless network depends on many parameters such as network 
architecture, network topology, traffic pattern, network density and routing-
strategy. A good understanding of such relationship and its effect on network 
performance allows network designers to develop protocols, choose architec-
ture, deploy and operate networks for their specific purposes. 
Theoretical lower and upper bounds of network capacity are given by Gupta, 
and Kumar [4]. The main results of their work is as follows. Under a Pro-
tocol Model of noninterference, the capacity of Random Network, where ii 
fixed nodes are randomly placed in the network and each node sends data, to a, 
6 
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random destination with a common transmission range, is 0 ； the ca-
pacity of Arbitrary Network, where nodes are optimally placed arid the range 
of each transmission is optimally selected, is no more than 6 Under 
a Physical Model of noninterference, the upper bounds on throughput are 0 
(；^) for Random Networks and 0 耳 ) f o r Arbitrary Networks. [13] subse-
quently provided an intuitive estimation for the capacity of ad hoc networks. 
While the overall one-hop capacity of the network grows as O (n), the average 
path length grows as O {y/n), so the erid-to-end throughput per node is O 
� . 
Grossgiauser and Tse [7] extend the work of Gupta and Kumar [4] by 
introducing mobility into the model, and show that the average loiig-teim 
throughput per source-destination pair can increase, provided we allow for 
delays of the order of the time-scale of mobility. This is achieved by taking-
ad vantage of mobility to keep data transfer local. When a node needs to 
send packets to another node, it distributes packets to many close relay nodes. 
These mobile relay nodes will not hand the packets off until they get close to 
the final destination node. Thus, via the node mobility, a node coiniiiunicates 
with its destination in two hops, thereby reducing total resource usage and 
interference. 
Liu, Liu and Towsley [5] extend the work of Gupta and Kumar [4] hi a 
different direction. A hybrid network architecture is considered to improve the 
capacity of ad hoc networks. In the hybrid architecture, nodes only commviiii-
cate with nearby nodes. If they need to comirmnicate with nodes iiiaiiy hops 
a,way, data are forwarded through the infrastructure. Their results show that 
if the number of stations grows asymptotically slower than \/ri, the benefit of 
adding base stations on capacity is insignificant. However, if the iminber of 
stations grows faster than v ^ , the throughput capa,city increased linearly with 
the number of base stations. 
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Most of the existing analytical methods have focused on asymptotic anal-
ysis. The upper or lower capacity bounds derived from these approaches do 
not reveal the exact capacity of a network in real life. In particular, the per-
fonnance of IEEE 802.11 based multi-hop ad hoc networks is far from clear. 
2.2 Physical Layer Techniques 
2.2.1 Radio Propagation Models 
The mobile radio channel places fundamental limitation on the perforniaiice 
of wireless coiiimunication systems. Unlike wired channels that are stationary 
and predictable, radio channels are extremely random and difficult to analyze. 
Modeling the radio channel has been one of the most difficult parts of mobile 
radio system design, and is typically based on measureiiients made specifically 
for an intended coiiimuiiication system or spectrum allocation. 
Propagation models have traditionally focused on predicting the average 
received signal strength at a given distance from traiisniitter. Propagation 
models that predict the niean signal strength for an arbitrai\y transmitter-
receiver separation distance are called large-scale propagation models. On the 
other hand, propagation models that characterize the rapid fluctuatioiis of the 
received signal strength over very short travel distance (a few wavelengths) or 
short time durations (on the order of seconds) are called small-scale or fadimj 
models. In detail, [14] elaborates these models as follows. 
Large-Scale Models 
Free Space Propagation Model The most basic model of radio wave prop-
agation involves so called “ free space" radio wave propagation. The free space 
propagation model assumes the ideal propagation condition that there is only 
one clear liiie-of-sight path between the transmitter and receiver. H. T. Friis 
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presented the following equation to calculate the received signal power in free 
space at distance from the transmitter [15] 
眷 織 （2.1) 
where Pt is the transmitted power, P八cl) is the received power, Gt is the 
transmitter antenna gain, Gr is the receiver antenna gain, d is the transinitter-
receiver separation distance, L is the system loss factor not related to propa-
gatioii, and A is the wavelength. 
Two-ray ground reflection Model A single liiie-of-siglit path between two 
mobile nodes is seldom the only means of propagation. The two-ra,y ground 
reflection model considers both the direct path and a ground reflection path. It 
is shown [16] that this model gives more accurate prediction at a long distance 
than the free space model. Tlie received power at distance d is predicted by 
P人 d) = PtGt:严 (2.2) 
where ht and h,. are the heights of the transmit and receive aiitemias respec-
tively. 
As seen from Eq. (2.2), at large distance the received power falls off with 
distance raised to the fourth power. This is a much more rapid path loss than 
is experienced in free space. 
About Multipath 
In the realisty, multipath occurs when there is more than one path available 
for radio signal propagation. The plieiionieiion of reflection, diffraction and 
scattering all give rise to additional radio propagation paths beyond the direct 
optical “ line of sight" path between the radio transmitter and receiver. 
Reflection occurs when a propagating electromagnetic wave impinges upon 
an object which has very large dimensions when compared to the wavelength 
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of the propagating wave. Reflections occur from the surface of the earth and 
from buildings and walls. 
Diffraction occurs when the radio path between the transmitter and re-
ceiver is obstructed by a surface that has sharp irregularities (edges). The 
secondary waves resulting from the obstructing surface are present through-
out the space and even behind the obstacle, giving rise to a bending of waves 
around the obstacle, even when a line-of-sight path does not exist between 
transmitter and receiver. At high frequencies, diffraction, like reflection, de-
pends on the geometry of the object, as well as the amplitude, phase, and 
polarization of the incident wave at the point of diffraction. 
Scattering occurs when the medium through which the wave travels consists 
of objects with dimensions that are small compared to the wavelength，arid 
where the iiuinber of obstacles per unit volume is large. Scattered waves are 
produced by rough surfaces, small objects, or by other irregularities in the 
chaiinel. In practice, foliage, street signs, and lamp posts induce scattering in 
a mobile communications system. 
Small-Scale Models 
Small-scale fading is used to describe the rapid fluctuation of the amplitiKle of 
a radio signal over a short period of time or travel distance, so that large-scale 
path loss effects inay be ignored. Fading is caused by interference between 
two or more versions of the transmitted signal which arrive at the receiver at 
slightly different times. 
Multipath in the radio channel creates small-scale fading effects. The three 
most important effects are: 
• Rapid changes in signal strength over a small travel distance or time 
interval 
• Randoiii frequency modulation due to varying Doppler shifts on different 
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multipath signals 
• Time dispersion (echoes) caused by multipath propagation delays. 
Rayleigh Fading Model The Rayleigh distribution is commonly used to 
describe the statistical time varying nature of the received envelope of a flat 
fading signal. It is known that the envelope of the sum of two quadrature 
Gaussian noise signals obeys a Rayleigh distribution, which has a probability 
density function (pelf) given by 
f (0 < r < oo) 
p(r) = n 7 � - - ) (2.3) 
[ 0 (r < 0) 
where is the time-average power of the received signal before envelope 
detection. 
Ricean Fading Model When there is a dominant iionfading signal coinpo-
iient present, such as a line-of-sight propagation path, the small-scale fading 
envelope distribution is Ricean. The Ricean distribution is given by 
, ( , ) ^ I ( 0 < r , 0 < ^ ) (2 4) 
I 0 (r < 0) 
The parameter A denotes the peak amplitude of the doininant signal and /。(） 
is the modified Bessel function of the first kind and zero-order. This model 
is used to describe the effect of a doiriiiiaiit signal arriving with many weaker 
multipath signals. When the dominant compoi.iei.it fades away, the Ricean 
distribution degenerates to a Rayleigh distribution. 
2.2.2 Multiple Access Techniques 
If a receiver receives more than one signal in a single frequency band at the 
same time, usually it will not be able to decode any of the signals correctly. 
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Therefore, the need for properly sharing a physical channel arises. There are 
several methods for sharing a common physical channel among multiple users. 
Following are the main ones [14]. 
• Time Division Multiple Access (TDMA): In this scheine, each user can 
transmit in one of the pre-assigned slots. In a given slot, at most one 
user transmits and the user can use the entire available spectrum. 
• Frequency Division Multiple Access (FDMA): In this scheine, the avail-
able spectrum is divided into frequency bands and each user transmits 
ill one of the pre-assigned bands. In a given frequency band, at most one 
user transmits and the user can transmit all the time. 
• Code Division Multiple Access (CDMA): In this scheme, each user is 
assigned a distinct code (sequence of bits). Each code is (ideally) or-
thogonal to every other code. Each user can transmit all the time and 
use the entire spectrum. The transmitting user multiplies the infoniia-
tioii bit stream with the code and transmits the product. The receiver-
receives transmissions from all the users sirmiltaneously, but due to the 
orthogonality property of the codes, it can sift out the desired signal. 
Again, synchronization and the near-far effect are the primary challenges 
in CDMA. 
• Random Access: Any node that has a packet to send attempts to send 
it using the full spectrum. If every other node remains idle during this 
interval, the packet is transmitted without any problem. But if one or 
more other nodes attempt to transmit at the same time, then none of 
the packets may be successfully received by the intended receivers. If a 
receiver receives a packet and it cannot decode it, then a collision is said 
to occur. 
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The random access method is used in IEEE802.il as the multiple access tech-
nique. Since in a wireless network, nodes frequently join and leave the network, 
this choice makes the network manageinent robust. 
2.3 M A C layer 
2.3.1 An Introduction to the IEEE 802.11 protocol 
In this section, we briefly describe some of the salient features of the IEEE 
802.11 Wireless protocol, which will help to understand some of the issues 
addressed in the following chapter. The protocol is described in detail in [17]. 
The IEEE 802.11 protocol covers the MAC layer and the physical layers 
(PHYs). The standard currently defines three PHYs as follows: FHSS in the 
2.4 GHz band, DSSS in the 2.4 GHz band, and infrared. The MAC layer 
defines two different access methods, the distributed coordination function 
(DCF) and point coordination function (PCF). We now describe the DCF in 
detail (since we are interested in ad hoc networks and the PCF can only be 
used ill infrastructure-based networks, it is not described here). 
There are two access modes used in DCF, nainely, the basic access mode 
and the R T S / C T S access mode. The basic access iiiechanisiii is basically a, 
carrier sense multiple access with collision avoidance ( C S M A / C A ) ineclianisin. 
This mechaiiism works as follows: 
• A station desiring to transmit senses the mecliuin. If the medium is busy, 
it defers its transmission. If the iiiediuiri is free for a specified time (which 
is the distributed interframe space, or DIPS), the station is allowed to 
transmit. 
• At each packet transmission, a discrete backoff time is uiiiforinly chosen 
ill the range (0, CW — 1). The value of CW (called the contention 
window) depends on the number of transmissions failed for the packet. 
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At the first transmission attempt, CW is set to a value CW.,nin called 
miniirmrn contention window. After each unsuccessful transinission, CW 
is doubled, up to a maximum value CW^ax = 2 爪 w h e r e rn is the 
retry limit. The backoff time counter is decremented a,s long as the 
channel is sensed as free, deferred when a transmission is detected on 
the iriediuin, and reactivated when the channel is sensed as free again, 
The station attempts when the backoff time reaches zero. 
• The receiving station checks the CRC of the received pa,eket, arid sends 
an acknowledgment packet (ACK). Receipt of the ACK indicates that no 
collision occurred. If the sender does not receive the ACK, it retransiiiits 
the packet until it receives an ACK or discards it after a given iiuniber 
of retransmissions. According to the standard, a maxiinmri of seven 
retraiisiriissions are allowed before the packet is dropped. 
Ill order to address the well-known “hidden node problem", IEEE 802.11 
alternatively supports an RTS/CTS access mode. A station wanting to trans-
iriit a packet first transmits a short control packet called request to send (RTS). 
If medium is free, the destination station replies with a response control packet 
called clear to send (CTS). 
Any node that hears an RTS or a CTS is prohibited from traiisinittiiig any 
signal for a period that is encoded in the duration field of the received RTS or 
CTS. The duration fields in RTS and CTS are set such that the sender and 
the receiver will be able to complete their conimunicatioii within the period. 
The idea is that once the RTS-CTS handshake is successful, the DATA packet 
can be transmitted without collision since the hidden nodes would defer trans-
mission. Certainly RTS packets may collide, but the size of the RTS packet 
is typically iriiich smaller than a DATA packet. In this way, the negative im-
pact of hidden nodes is significantly reduced. However in inulti-hop networks, 
R T S / C T S is not same efficient as it is in WLAN. We will discuss it in the later 
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chapter. 
2.3.2 Performance Analysis of the IEEE 802.11 protocol 
in single cell networks 
Since IEEE 802.11 is the standard for both wireless ad hoc and infrastructure 
LANs, and is widely used in almost all of the testbeds and simulations for 
wireless ad hoc research, an important challenge was how to analytically study 
the performance of the IEEE 802.11 MAC, i.e. DCF when it is deployed in 
wireless ad hoc or infrastructure LANs. Following the seminal work of Biaiichi 
8], most of the analytical work [18, 9，19, 20] concerns about the saturation 
throughput analysis of single cell networks, in which all nodes can hear each 
other. 
In the analysis, Biaiichi assumes n stations in saturated condition (i.e., 
the queue of each station is assumed to be always nonempty). Moreover two 
additional assumptions are made in the model as follows: 
• Homogeneous Assumption: All nodes deploy the same DCF back-off al-
gorithms, and hence experience the same back-off process. 
• Decoupling Assumption: To a given node, other nodes' back-off processes 
are statistically independent of its own. 
Based on the above assumptions, Biaiichi used a discrete-time Markov chain to 
study DCF as shown in Figure (2.1). In this Markov chain, the two-cliiiiensional 
process {S{t),h{t)} is modelled, where b(t) represents the backoff time counter 
for a given station and S{t) represents the backoff stage (i.e., a stage cor-
responds to a value of CW) . p denotes the collision probability and W.j, is a, 
convenient expression for CWi = 2^CWm.in, where i G (0, rn). Once solving the 
Markov chain, we can express the attempt rate G (i.e., the probability that a 
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Figure 2.1: Markov Chain for backoff window size 
station transmits in a randomly chosen slot time.) 
广二 2(1 - (2 5) 
_ (1 — 2v)(CW,^ra + 1) + — (2p产)• “ 
Since the analysis is over single-cell networks, the decoupling assmnptioii 
and the homogeneous assuiription given above imply that each traiisinission 
“sees" the system in the same state, i.e., in steady state. At steady state, 
each station transmits a packet with the same attempt rate G. This yields a 
‘ fixed-point equation 
V = l - { l - G { v ) r - ' . (2.6) 
After obtaining the collision probability p and the attempt rate G by Eq. (2.6), 
one can compute the system throughput S as follows 
s = ^ M i y . (2.7) 
(1 - Ptr)c7 + PtrPsTs + Ptr[l " Ps)To 
Here, Ts is the average time used up by a successful transmission, % is the 
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average time used up by a collision transmission, Ptr is the transmission prob-
ability from the system perspective, i.e., 
P t r = = l - i l - GT， （2.8) 
and Ps is the probability that a transmission is successful on the channel 
尸一 (2.9) 
尸tr 
Interested readers may refer to [8] for more details. 
This model successfully studied the performance of 802.11 DCF. However, 
it is based on the homogenous assumption and the decoupling assumption, 
which make it only applicable for sing-cell networks (i.e., all nodes can sense 
each other). In a, multi-hop network, due to the large space and blocking 
walls, each wireless node can only sense part of the network. In this case, 
Bianchi's model is no longer applicable. In following part of the thesis, we 
will concentrate on capacity in multi-hop networks and propose a fix-point 
equation based analytical model to address this issue. 
Chapter 3 
Model and Methodology 
In this chapter, we first describe the underlying model of IEEE 802.11-based 
multi-hop networks. Then based on this model, we propose a methodology 
to study capacity of multi-hop wireless networks. At last, we use a, simple 
example to illustrate this proposed methodology. 
3.1 System Model 
Let us consider an ad-hoc network in which the underlying communication pro-
tocol is based on the 802.11 protocol. All nodes commimicate using identical, 
half-duplex wireless radio based on the IEEE 802.11 DCF mode. To include 
the possibility of coiniiiuiiication contention, we assume that the carrier sens-
ing range of each node is about two times of its transmission range (e.g., the 
traiisinission range is 250m and the carrier sensing range is 550m). The signal 
propagation is represented using the two-ray ground reflection model. Lastly, 
TCP has the built-in congestion control which may limit the potential eiid-to-
eiid throughput capacity, therefore we assume tliat all data, sources are UDP 
traffic streams with fixed packet size. For completeness, let us briefly explain 
the DCF mode operation. We also elaborate on various “hidden” nodes prob-
lem and how they affect the network performance. 
18 
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3.1.1 DCF Model 
The fundainental mechanism of the 802.11 protocol in accessing the channel 
is based on the distributed coordination function (DCF). There are two access 
modes used in DCF, namely, the basic access mode and the RTS/CTS access 
mode. Here, we only model the system under the basic access mode because 
when the carrier-sensing range is larger than two times the transmission range, 
R T S / C T S is 1.10 longer necessary[11 . 
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Figure 3.1: The State Diagram for an IEEE 802.11 Node. 
The basic access mode under DCF is depicted in Figure 3.1. When a 
node has some packets to transmit, it needs to first sense the traiisinissioii 
niediuni. If the iriedium is busy then the node defers from transmission. If the 
mediuni is free for a specified time (which is the distributed interfraine space, 
or DIFS), then the node enters the DCF state, in which the node initializes 
the backoff counter and resumes its cycle of sensing and count down. When 
the backoff counter reaches zero, the node attempts to transiiiit its packet,. 
This transinission may either succeed, or result in a collision. In the former 
case, a new packet will be selected from the queue and will start a new round 
of transmission attempt. In the latter case, it returns to the DCF state with 
new backoff tinier value which is randomly chosen value between 0 and CAV 
(contention window). Lastly, the node discards the packet and restarts at 
checking its data queue when the maximum attempts K is reached. 
Ill generally, a node with a nonempty queue (i.e., the node is operating 
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at the saturated load) spends its time in one of three states. The time spent 
in the "DCF" state corresponds to the channel idle time; the time spent in 
the "Defer" state corresponds to the channel busy time due to other nodes 
transmission; the time spent in the "Attempt" state corresponds to the time 
the node itself is transmitting the packet. 
It is important to point out that DCF adopts a binary exponential l)a.ckofi" 
scheme. At each packet transmission attempt, the backoff value is uiiiforinly 
chosen in the range (1, CW-l). Under the 802.11 standard, the value CW 
(called contention window) depends on the number of failed attempts for the 
packet transmission. At the first transmission attempt, CW is set equal to 
the value CW汀“„，which is called the niiiiinmm contention window. After 
each unsuccessful attempt, CW is doubled according to the rule of CW = 
2'^CWmin, where k denotes retransmission attempt with value up to A', after 
the /(" ' . retransniissioii, the packet succeeds in transniission, or the link layer 
just discard this packet. 
Based on these properties, authors in[8] provided the first Markov chain 
model for DCF behavior and applied it to analyze single-cell 802.11 networks. 
Later, authors in[9] derived a general fonnula relating the collision probability 
7 to the attempt rate per idle slot (i.e., a slot is a unit of backoff time under 
the 802.11 protocol.) by a node. This is denoted as G ( j ) and is represented 
as: 
= 1 + 7 + 7 2 . + 
6。+ 761 + 72〜…+ 7 〜 
The rimrierator is the expected niiinber of attempts of transmitting a single 
packet. Ill the denoininator, bk denotes the mean backoff duration (in time 
slots) at the retransmission for a packet, 0 < k < K\ Therefore, the 
denoininator represents the expected total back-off duration for a. packet. For 
the 802.11 protocol, 60 = 16, which is the expectation of a random variable 
uniformly distributed in the range of 1 to 31 {CWmin — !)• Similarly, b[ = 32, 
1)2 = 64, • . = 1024. Ill summary, the model of IEEE802.il DCF using the 
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binary exponential algorithm yields attempts per idle slot in terms of collision 
probability is: 
G(V) = 1 + 7 + 72 … + 76 ( � 
⑶ _ 16+ 327+ 6472... +102476• 、.) 
3.1.2 The Problems of Hidden Node 
When we analyze the performance of wireless multi-hop networks, we have 
to consider the impact of hidden nodes. Hidden nodes are the possible inter-
fering nodes which cannot be sensed by the sender. The RTS/CTS rriecha-
iiism was introduced in 802.11 to deal with this problem, however, the use of 
R T S / C T S does not eliminate the hidden node problems completely in iriulti-
hop networks[ll, 10]. Since hidden node interference has significant impact, we 
categorize the issues into two basic types of hidden nodes, namely, (1) physical 
hidden nodes arid (2) protocol hidden nodes. 
For the physical hidden node problem, consider the example depicted in 
Figure 3.2. When node 3 transmits to node 4 at a distance d away, the received 
y , •• *�s 
Z 
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Figure 3.2: Physical and Protocol Hidden Node Problems 
power at node 4 is proportional to ( 1 / d y . Another node at distance r away 
from node 4 will cause interference unless the signal to interference power ratio 
{SIR) exceeds certain threshold. Assume the desired SIR threshold is 10, this 
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implies that to avoid interference at node 4, one needs to satisfy the following 
condition: 
SIR=Pr/Pi=Q'> 10, 
where Pr denotes the received power and Pi denotes the power of the inter-
fering signal. This equation gives a lower bound on the distance r so that 
no interference will occur. Conversely, we can define an interference ‘runga 
as a distance from the receiver such that nodes falling within that range 
may cause interference. Using the above SIR threshold, we have the following 
condition: 
Ri = (3.2) 
Given that node 3 is c/ away from node 4, any nodes within the interference 
range, which is represented by the circle centered at node 4 with radivis /?.,：, 
may potentially interfere with the transmission from node 3 to node 4. 
Ill general, two niechaiiisms can be used to protect the transinissioii from 
the physical hidden nodes interference: (1) the CTS sent from the receiver 
(node 4); and (2) the sensing of node 3，s transmission by the potential inter-
ferer. Protection iriechaiiisin (1) covers all the nodes in the circle centered at 
receiver (node 4) with radius Rtx, the transmission range of node 4 in aeiidiiig 
the CTS. Protection mechanism (2) covers all the nodes in the circle centered 
at the sender (node 3) with radius R � the sensing range of the transinitter. 
Note that there is a shaded area in Figure 3.2, which is the area, within the 
interference range but outside of both protection ranges, thus represents the 
area where potential physical hidden nodes reside. For instance, the physical 
hidden node problem occurs when node 3 is transmitting to node 4，and node 
I's transmission to node 2 will then cause a collision. 
Let us now explain the protocol hidden nodes problem. This problem 
occurs because the sender cannot hear as far as the receiver. To illustrate, 
consider the same situation in Figure 3.2, the cross-lined area which can be 
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heard by node 4 is out of the sensing range of node 3. When a transmission 
from node 5 to node 6 is started first, any node hearing this traiisinission will 
be "frozen" (this is based on the IEEE 802.11 protocol). This implies that 
node 4 shuts itself down from receiving. But in this case, the sender (node 
3) has no idea about what is taking place at node 5 (the interfering hidden 
node). To node 3, the channel is idle. Therefore, node 3 would transmit to 
node 4 while the transmission of node 5 is in progress. A protocol hidden node 
collision will occur, since no ACK will be sent by node 4 to node 3 because 
node 4 shuts itself down from receiving the data packet. Since this type of 
hidden node problem is caused by the limitation of the protocol, therefore 
hidden node problem is called. 
Note that there is a subtle difference between the physical hidden node 
and the protocol hidden node. In particular, the collision caused by physical 
hidden node may happen only if the hidden node transinits after the interfered 
node. Otherwise, if the hidden node started transmitting before the interfered 
node and a collision resulted, then it would be considered as a protocol hidden 
node induced collision. 
3.2 A Methodology to Compute Throughput 
Capacity 
111 this section, we present a methodology to compute the end-to-end througli-
put capacity of a given flow in an ad-hoc wireless network and the eqiiilibiiuni 
throughput ill a one-hop network. First, we show how to map a. wireless a,cl-
hoc network into a contention graph. Based on the contention graph, we can 
determine the potential interference between wireless nodes (or links). After 
that, we present an analytical model of an 802.11 DCF node, and show how to 
derive the channel idle probability arid collision probability to yield the final 
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throughput capacity. To illustrate how to apply the methodology, we use an 
example to show how the throughput capacity can be detenriiiied. 
3.2.1 Constructing a Contention Graph 
Given a set of wireless nodes and a set of flows, a wireless network can be 
transferred into a contention graph. Note that some previous work also con-
sidered the use of contention graph, but they only considered the interference 
due to neighboring nodes, while hidden node interferences were not modelled. 
In our work, the contention graph is used to represent the interference, i.e. 
which node is interfering with which nodes, and the types of interference. In 
particular, we consider two types of interference, namely, (1) hidden node con-
tention, and (2) neighboring contention. We already described the hidden 
node contention in the previous section. Neighboring contention, on the other 
hand, is due to the presence of wireless nodes within the sensing range of the 
traiismittiiig node, and these wireless nodes also want to transmit packets. 
The general framework for mapping a network topology into the contention 
graph can be described by the following 3-step process： 
1. Given tlie network topology, generate an undirected grai)h that captures 
the neighborhood property, that is, nodes that arc witllill tlie (:mTi(�r-
sensing range of a given node are considered as neighbors of that node. 
2. Given the constructed undirected graph from the previous step and the 
set of active links (i.e., an active link connects a pair of transinittiiig 
and receiving nodes), we construct a contention graph G = (V, E) where 
active links are represented by nodes in V and contentions among links 
are represented by undirected solid lines in E. Note that this graph 
provides information on all possible neighboring contentions. 
3. Deduce all hidden node contentions based on the definitions given in 
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Section 3.1.2. We represent the hidden node interference in the final 
contention graph G = where the hidden node interference is 
represented by directed dot lines in E'. A directed edge in E' represents 
that the pointed node, which is an active link in a wireless node, is under 
a hidden node interference by the associated link. 
To illustrate the concept of contention graph construction, let us consider 
a wireless network topology given in Figure 3.3. The solid circles represent 
wireless nodes in the network, while the dotted circle represents the sensing 
range of the wireless node, which is centered at the dotted circle. There are 
two flows in the network, one is from the source node A to the destination 
node E. Packets of this flow have to go through link\, link2, links and Hnkui. 
The other flow is from the source node F to the destination node G. The flow 
goes through l i n k � o n l y . 
A 
i _ 2 j 3 . 4 ^ 
Figure 3.3: Example: Network with five active wireless links 
For Step 1, the wireless network is represented as an undirected graph as 
shown in Figure 3.4. In this graph, node A is connected to node B, node C, 
node F and node G because these four nodes are within the caxrier-seiisiiig 
range of node A and they are considered as neighbors of node A. We then 
create edges for each node in the undirected graph in Figure 3.4. Note that 
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nunibers in this graph are used to label all active links (i.e., link�to link^) hi 
the wireless network. 
^^ 1 JSk— - - •  • 
o ： ：© y 
，I 
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Figure 3.4: Undirected Graph 
For Step 2, we transform all active links: linki to links^, to nodes in the 
contention graph G = (V, E). This is illustrated in Figure 3.5. Each node in 
V represents a unique active link of the undirected graph in Figure 3.4. In 
particular, node i represents linki, where i G {1,2, 3，4，5}. We connect node 1 
to node 2, node 3 and node 5 because any transinission on these links can be 
sensed by the sender of linki (node A in this case). Note that this infonnatioii 
can be deduced from the undirected graph in Figure 3.4 since node A and B 
are connected, this implies that when node A and node B transmit pa,ckets 
along link] and link�respectively, they will interfere with each other. Using 
the similar approach, we consider all other links and construct all edges for 
the contention graph, which is illustrated in Figure 3.5. 
(1> ( 3) 产 
Figure 3.5: Contention Graph G 二 (V, E) 
For Step 3，we need to represent all hidden node contention. From the 
undirected graph in Figure 3.4, one can observe that node D's transinission 
can be heard by node B (the receiver of link\), but cannot be heard by node 
A (the sender of linki). Based on the discussion in Section 3.1.2, node D is 
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the protocol hidden node of node A. This relation is indicated by a directed 
dot line from link^ to linki, which is illustrated in Figure 3.6. Using this 
rT) 
0 ' 
Figure 3.6: Contention Graph with Hidden Nodes G = (V, E, E') 
procedure, one can generate the contention graph G = (V, E, E'). 
Note that this coiitentiori graph provides both active neighbor and active 
hidden node interference information. Based on the contention graph, we also 
define some useful notations which will be useful in the following subsection: 
^{i) : the set of neighbors of linki. 
： the set of coininoii neighbors of linki and linkj. 
K,{i) : the set of hidden nodes of linki. 
To illustrate, consider the example in Figure 3.6, " (1) is referred to node 2， 
node 3 and node 5; " (5 ) is referred to node 1 and node 2; / / (1,4) is referred to 
node 2 and node 3; 3) is referred to node 1 and node 2; /c(l) is referred to 
node 4 while k;(5) is an empty set. 
3.2.2 Determining the Link Capacity Ei 
Given a particular path for a source and destination node, the eiid-to-eiid 
throughput capacity of this path is defined as the minimum, link throiighpiit 
capacity of this path. In order to find out the throughput capacity of a path, 
we need to first develop a methodology to compute an individual link capacity. 
From a sending node's perspective, its sending link, say link i, can be in one 
of three potential states: transmission state, channel busy state, and channel 
idle state. The activity of link i can be characterized by three variables: 
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Xi： denote the normalized "self" airtime of link z, which includes the suc-
cessful and collided transmission time. 
yi: denote the normalized "busy" airtime of link i, which is the time due 
to the traiisinission of its contending links. 
Zi： denote the normalized "idle" time of link z, i.e., the time that it spends 
in counting clown the backoff tinier. 
Let us consider a long time interval of [0, Time]. Let Si be the traiisinission 
airtime within this interval that a “ steady-state" node i transmits. Let be 
the length of this interval. This airtime includes the transmission times of data 
packets (PACKET) , the transmission times of the acknowledgements (ACK), 
the durations of the distributed interfranie space (DIFS) and the durations of 
the short interfranie space (SIFS). The times used up for retransmission are 
also included in Si. 
For a particular node, say node i, Xi is defined as follows: 
工 〜 l i m 秦 (3.3) 
Time—oo l ime 
Due to the carrier-sensing property, any transmission within the node 
carrier-sensing range leads to channel busy. The total airtimes used up by 
these transmissions is I J Sj. Define 
j e " � 
lirn (3.4) 
Time 一 oo Time 
The channel is in idle state if there is no "self" transinission or neighbors' 
transmissions, therefore, we can express 
Zi = l - Xi - iji, (3.5) 
We assume that the sender has a nonempty queue of packets. Thus, when-
ever the channel is sensed as idle, the sender will count down its back-off 
counter in order to transmit a packet. In Section 3.1.1, we represent the l)e-
liavior of the DCF operation as a state transition diagram (please refer to 
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Figure 3.1). Based on the state diagram, a node's view of the channel is repre-
sented in Figure 3.7. The figure illustrates that as long as the channel is busy, 
- \ / 
、 \ / 
Channel Idle Time [ " ‘ Q " 丁 
DCF Hohnvior — 
[ ~ 1 Collision Transmission x Collision 
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Figure 3.7: Real Time Sequence, and after removing, the channel activities, 
the behavior of the DCF in channel idle slots 
DCF of the node will defer the count-down process; when the channel is idle, 
it will resume the process until the counter reaches zero. Then the node makes 
an attempt to transmit. It is clear that we can remove the channel activities 
(i.e., collision transmission, successful transmission and channel busy time), so 
that the DCF can be seen as an independent function running in the channel 
idle slots. Thus, when G(7.i) models the attempt rate per idle slot, with jt de-
noting the collision probability of transmission on link i, then the nonnalized 
"self" airtiine x-i can be expressed as: 
Xi = ZiX Gi(ji) X T (3.6) 
where T is the average packet length (in units of time slot). Since we consider 
fixed sized UDP packets, T is a constant value which is equal to the packet size 
divided by the transinissioii rate. Note that Zi is the channel idle probability 
and Gi(7i) is the attempt rate per idle slot, so Zi x Gi ( j i ) is the attempt 
rate per slot, because T denotes the time slots spent in each attempt, Zi x 
Gi(7i) X T yields transmission time ratio which is equal to Xj,. Let Ei denote 
link throughput capacity of link i, by knowing x.,： and 7 “ we can express 
Ei = Xi X (1 — 7^) X — X datajrate. (3.7) 
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Here 1 — 7i is successful transmission probability, so — 7^) is the fraction of 
the normalized airtinie spent in successful transmitting, 7] is the packet pay-
load (in unit of time slot) and data�rate is transmission capacity of the 802.11 
protocol, i.e., datcurate = 11 Mbps (or 54 Mbps) for 802.11b (or 802.11a). 
3.2.3 Determining the Channel Idle Probability Zi 
To deteriiiiiie the value Ei from Eq. (3.7), one needs to first compute .Xj, which 
is a function of the channel idle probability 2,； and the collision probability 7.,:. 
Base on Eq. (3.5), the channel idle probability Zi is 
Zi = 1 - Xi - IJi. 
From node ?:，s perspective, the channel busy time is the “union” of its neigh-
bors' traiisiriissioii airtiines, or 
I u 轴 
Using the second order approximation to represent this union, we have 
I U 別a E l 別— E 1 5 ；”. n ( 3 . 8 ) 
j^i^ii) m^nevii) 
However, the second-order intersection terms are still difficult to expand be-
cause to detennine whether Sn and Sm intersect (sinmltaneously transmit with-
out interfering each other) is location-dependent. For example, as depicted in 
Figure 3.8(a) when link\ and link) can sense each other, then they do not 
overlap due to the 802.11 protocol and IS^ifl^Sy = 0; when linki and link] 
cannot sense each other as depicted in Figure 3.8(b), then they may overlap and 
IS"! > 0. Therefore, to complete the derivation, one must take the topol-
ogy infonriation into consideration and the contention graph G = (V, E, E') 
provides this topology inforniation. 
To expand the second-order intersection terms, we need to determine the 
intersections of airtiines used by any two nodes. To achieve this, we make the 
following assumptions. 
Chapter- 3 Model and Methodology 31 
• > ( ' r, . 
i j t2 
' ' J > o 
link 1 n ^ 
n ^ link 2 n ^ 
(a ) (b) 
Figure 3.8: (a) linki and link) can sense each other and they do not overlap; 
(b) linki and link? cannot sense each other, transmissions overlap 
• When two nodes can sense each other, we assume: 
• When two nodes cannot sense each other and they have common neigh-
bors, we assume: 
• Otherwise, we assume that \Si p| Sj\ = XiXj . Time. 
The justification for the first assumption is that if two nodes can hear each 
other, their transmission airtiines will not overlap due to the carrier sensing 
property of the 802.11 protocol. The justification of second assumption is that 
if two nodes cannot hear each other but have comniori neighbors, due to the 
carrier sensing property, these two nodes do not transmit, within the airtiine 
used by their common neighbors during [0, Time]. So the remaining fraction of 
airtime where the two nodes may overlap is 1 —J^Xc. If two nodes cannot hear 
each other and have no coniinon neighbor, we assume they will not interfere 
with each other. Following these assumptions, intersection terms of Eq. (3.8) 
can be expanded when the topology infonnation is given by G = {V, E, E'). 
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Finally, the channel idle probability Zi is: 
= ^ (3.9) 
jeuii) m^iy{n)\Jn-,m,7i£u{i) 乙 ^ 
3.2.4 Determining the Collision Probability 7,： 
Note that we need to determine 7 “ the collision probability of link '/:，so that 
we can determine E “ the capacity of that link. In this thesis, we assume 
collisions are mainly due to hidden node interference because compared with 
other factors which contribute to collisions (e.g. concurrent transmissions due 
to neighboring contention), hidden node interference occurs with much higher 
frequency in multi-hop networks. The justification for this assuniptioii is that 
collisions caused by neighboring contention occur only when concurrent trans-
missions start at the same time slot, but hidden nodes starting ti.ansmissioiis 
at any time within a period T cause collisions. Normally T is much longer than 
a slot and thus collisions caused by hidden nodes are more likely to happen. 
We will validate the assuniptioii via simulation in the later section. 
Let denote the collision probability caused by the /c"'. hidden node of 
node i and denote the overall collision probability of node i. Let 
PACKET 
( ' = D I F S + P A C K E T + S I F S + A C K 
1)6 the fraction of time used for transmitting a data, packet. Then axi and axk 
are the iionnalized times spent in transinittiiig data packet for link i and k 
respectively. Let x � b e the normalized "self" airtime for node c, which is the 
common neighboring node for node i and k. Since hidden nodes include both 
the protocol hidden nodes and the physical hidden nodes, the effect of hidden 
node node k can be classified in the following three cases: 
Case 1: Node k is the protocol hidden node of node i: As discussed in 
Section 3.1.2, protocol hidden node problem occurs if the hidden node starts 
transiiiittiiig before the interfered node and their transmissions overlap each 
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other. Let Ai be the event that axi overlaps axk, then the overlap probability 
Prob{Ai} = aXi + ax^. Let A2 be the event that aXk starts before axi, then 
Proh{AiA2) 二 axk- But if there are common neighboring nodes between node 
i and node k, then aXi and ax^ may overlap under the condition that these 
common neighboring nodes do not transmit. Let B be the event that these 
coininoii neighboring nodes do not transmit, then Prob{B} = 1 一 ^  Xc- The 
collision probability is: 
7,-fc^  = P r o b { A i A 2 l B } = , k G c G k). (3.10) 
Case 2: Node k is the physical hidden node of node i: Node k may cause 
collision 011 node i when it starts transinittiiig after node i. Thus the collision 
probability caused by node k on node i is aXi. Similarly, the airtime used by 
their coiriirioii neighbors needs to be eliininated. The collision probability is: 
= 1 ， k G / .W, c e M “ 0 - (3.11) 
丄一 / i Tc 
Case 3: Node k is both the physical hidden node and the physical 
hidden node of node i: Under this case, it does not matter whether node 
k starts traiisinitting before or after node i, it may cause collision 011 node i. 
Following similar derivation, the collision probability for this case is 
力 )二 o ^ O ^ ” ) , … 丨 c g M ' ^ O . (3.12) 
Once we know the type of hidden node node k, we can detenniiie the 
collision probability 7认-caused by this node. The overall collision probability 7.,: 
is the iiiiioii of all individual collision probabilities (7,,：^, k e Since these 
probability may overlap each other, we also use the second-order approximation 
arid the assumptions made in Section 3.2.3 to expand the union expression. 
We have: 
飞 = l i k - b 6 K'm;几�• (3.13) 
k€:n{i) rn^u(7i) |J n; ？n,7i€K(») 
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Given the expression of the channel idle probability Zi in terms of xj, j G 
" ( i ) and collision probability in terms of k G /i('/)，we can substitute 
these two results into Eq. (3.6), we can express Xi as: 
E Y ^ ^ V t O T . (3.14) 
\ m^u{n) |J n; m,n^u{i) ^ ^ J 
Since Eq. (3.14) is an analytic approximation to Eq. (3.6), one can use the 
fixed point method to find the solutions of Xi and 7,:. Substituting Xi and 7； 
ill Eq. (3.7) will yield the throughput capacity of linki. 
Finally, we summarize the methodology as follows: 
• Given the network topology and the flow pattern, apply the frame-
work proposed in Section 3.2.1 to constructing a contention graph G = 
• According to this contention graph, use Eq. (3.9) to formulate the chan-
nel idle probability and use Eq. (3.10), Eq.(3.11), Eq.(3.12) and Eq.(3.13) 
to fonimlate the collision probability for each individual link. 
• Substitute the channel idle probability and the collision probability into 
Eq. (3.6) to obtain a fixed-point equation. 
參 Solve the fixed-point equation by the numerical inetliod. 
We are interested in the maximum throughput of the incoming flow. Tluis 
there is only one iiidepeiident source in a network and other interference traffic 
is given. This implies the fixed-point equation is oiie-diiiiensional, and all vari-
ables are known or associated with the same flow. To illustrate this method-
ology, we will use a simple example to show how to compute the tlirougbout 
capacity of a given path. 
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3.3 Throughput Analysis of a Chain network 
Now we illustrate the model by using it to analyze a chain network. Figure 
3.9 shows the chain network topology with 10 nodes and a single flow. The 
distance between any two neighboring nodes is 200 meters. A single flow is 
generated from node 1 and destined for node 10. 
I I ) ~ 2 >- --•( 3 V --^ 1 )- -H 5 )——H e )—H 7 •( 8 ) ~ 9 1"一— fo) 
Figure 3.9: Chain Network: 10 nodes with a single flow 
The chain network has been studied in previous work [10, 26，27, 13]. In 
13], it is pointed out that the saturated throughput is not the maximuiii 
throughput for the chain network. The reason is that the throughput capacity 
is limited by nodes in the center because they suffer more interference than 
nodes in the boimdary and hence have less link capacity. For example, in 
Figure 3.9 node 1 can sense the transinissioiis from node 2 and 3. This means 
node 1 experiences interference from two other nodes. While node 4 is inter-
fered with by four other nodes (i.e., node 2, node 3, node 5 and node 6). This 
results ill less capacity for node 4 than node 1. 
To simplify the analysis, we assume that it is an infinitely long chain and 
all nodes experience the same situation without boundary effects. As a, result, 
all nodes are considered as symmetric. The contention graph for a node is 
shown ill Figure 3.10. From this figure, one can see that a node competes with 
four other identical nodes for a channel and is interfered by a protocol hidden 
node. 
- — 一 “ 
• • • ( “ ) T ) V ) • • • 
Figure 3.10: Contention Graph for the Chain Network 
Let X be the nonnalized transmission aii'time of a node in the chain network. 
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Based on this contention graph, one can express the channel idle probability 
by using Eq. (3.9) arid the collision probability by using Eq. (3.10): 
2 ,2 
2； = 1 - 5x- + 2 X + (3.15) 
1 -2x 1 - X 
7 = A (3.16) 
Substituting z and 7 into Eq. (3.6) we have a fixed-point equation in terms of 
X, which is 
,.2 .2 
X = (1 - + 2 X + - ^ ) G ( 7 ) T . (3.17) 
All interesting question is whether this fixed point equation has a unique 
solution? According to Lemma 5.1 in [19], G(7) is noii-iiicreasiiig in 7 and 
base oil Eq. (3.16), 7 is strictly increasing in x, it follows that G(-) is strictly 
decreasing in x. 
Lemma 1 The channel idle probability z{x) is non-increasing in x. 
Proof: From Eq. (3.3)，(3.4) and (3.5)，we can see that channel idle proba-
bility z(x) is the time fraction which is not used up by self transmissions or 
neighbors' traiisiiiissioiis. Any increase of the time fraction used up by these 
traiisiiiissions leads to the decrease of the value of z{x). In the chain net-
work, due to symmetric property, the time fraction consumed by each node is 
identical and represented by x. Therefore, the channel idle probability z{x) is 
non-increasing in x. • 
Theorem 1 The fixed point solution for the chain network is unique. 
Proof: Define f(x) = z(x) x (7(7) x T. Because z(-) and G{-) are both 11011-
increasiiig in x, their product must be noii-increasiiig in x as well. Let iis 
increase x from 0 to 1 in iiifiiiitesinial steps. The increasing values of x leads 
to continuously decreasing values of f(x). In this process, we can expect that 
at some point x becomes equal to f{x). The convergence point iimst be unique 
because fmictioii f{x) is inoriotoiiic in x. • 
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Therefore one can compute x by an iterative method starting from zero. 
The first convergence of the iterative method gives the solution for tlie chain 
network. In Chapter 5 we will present the numerical solution, together with 
validation via siinulation for this chain network. Next, let us illustrate how 
our model can be applied to an asymmetric network. 
Chapter 4 
Applications of the Proposed 
Methodology 
111 this chapter, we provide three applications to illustrate the utility of this 
model. 
4.1 Application 1: Determining the End-to-
End Throughput Capacity in Multi-hop 
Networks 
First we use an example to show how to compute the end-to-eiid throughput 
capacity for a given path. In this example, we use the same network as shown 
ill Figure 3.3. The contention graph of this network is G = (V, E, wliicb is 
given in Figure 3.6. Based on this contention graph and Eq. (3.6), we derive 
a set of fixed point equations for each link. 
Let x'l, X2, 0：3, X4 and x^ denote the nonnalized transinissioii airtiine of 
linki, link2, links, Unk^ and link^ respectively. There are two flows in the 
network, flow 1 goes through link^, flow 2 goes from linki to link] to linh^ 
and to lirik^. Without loss of generality, we assume flow 1 is an existing traffic 
ill the network and its traffic load is given. Flow 2, on the other hand, is a new 
38 
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incoming traffic. Our goal is to figure out the eiid-to-end throughput capacity 
that the flow 2 can achieve without affecting flow 1. 
For flow 2，there are four links with four different link capacities. Thus 
the basic idea is to solve the four links individually and choose the mininmm 
one as the end-to-encl throughput capacity of this flow. Note that there is one 
protocol hidden node (i.e., node 4) in the network and according to Eq. (3.10), 
the collision probability 71 of link 1 is 
7i = ：: • (4.1) 
1 一:C2 — X-3 
Note that at the end only the miiiimiim link capacity is regarded as the path 
capacity, so each link should have the same throughput as the end-to-end 
throughput of the flow. This implies that the links in the same path should 
have the same throughput, and they must, satisfy the flow constraint: 
a;i(l — 7i) = X2 = x'3 = 0:4. (4.2) 
Using Eq.(3.14), we can express the link capacity equation for each of the four 
links as follows: 
xi = (1 - x'l - X2 - X3 - .T5 + - ~ )G(7I)T, 
1 - xi - X2 
X2 = (1 - X'l - X2 - Xs - X4 - X5 + . 
1 — X2 — Xs 
X5X3 Xryx4 � 
+：: + 1 G(72)T, 
I - Xi - X2 1 一 X2 
X - 3 = ( 1 - X i - X 2 - X 3 - X 4 - ~ ^ ^ ) G ( 7 3 ) T , 
1 - - X3 
X4 = (1 - X2 - X-3 - X4)G(j4)T. 
Then we substitute Eq. (4.2) (the flow constraint) and Eq. (4.1) (since 72, 
73 and 74 are equal to zero) into each equation above. By considering x'5 as a 
given parameter, we have four fixed point equations for four links. 
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For example, considering link 1, we have: 
= (1 - - - :r3 - + T Z ^ ) G ' ( 7 I ) T , 
二 ：l-i(1-7I)’ 
S = xi{l - 7i), 
工 、 = - 7 i ) , 
= 
,丄 1 一 X ; 2 — 
After making substitutions, we get a fixed point equation set in terms of .ti 
and 7i： 
卜 = ( 1 - 3.x, + 2x-ni - + 
I - 似’“1-71) 
L " ~ 1-2.ti(1-7I)-
For these fixed point equations, we turn to iiurnerical method for the solutions 
of Xi and 7 “ for i G {1,2，3，4}. Then we can use Eq. (3.7) to compute 
the throughput capacity of each link. We have four candidate throughput 
capacities, and the niiiiiimiin one is regarded as the bottleneck of the path 
throughput. As a result, it is the eiid-to-erid throughput capacity of this flow. 
We will present the iniineiical solutions and validation with different values of 
x^ ill Chapter 5. 
We illustrate the utility of this application, we provide two examples for 
rrmlti-hop networks, namely optimal routing and optimal offered load contTol. 
We also show how to apply the methodology to evaluating the perforniance of 
a one-hop network. 
4.1.1 Routing Optimization 
Let us consider a network which is depicted in Figure 4.1. There are two 
flows going through the network, flow 1 is generated by source (node k) 
to destination D^ (node /), while flow 2 is generated by source S2 (node a) 
to destination D2 (node e). In this example, flow 1 is regarded as an existing 
flow and the issue is how to perform optimal routing and load control of flow 
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Figure 4.1: Example 2: Network Topology 
2, which is a newly arrived flow to the network. Given a path in a multi-
hop network, the eiid-to-end throughput is deteriniiied by the inininiuin link 
capacity of the path. So if one can deterinine each link's capacity of a given 
path, then the iiiiiiiimiiii one is the eiicl-to-end throughput capacity of this 
path. By knowing all candidate paths ‘ capacity, one can choose the path witli 
maximum tliroiighpnt so as to deliver packets. 
Note that traditional routing such as the shortest-path routing assumes 
that the link cost is fixed. In recent study, however, people found tlia,t the 
shortest path is far from the optimal in multi-hop wireless networks. For ex-
ample, in [28] authors investigated the perforinance of multi-hop wireless net-
works and argued that shortest path is not enough to achieve high throughput 
and more attention should be paid to link quality when choosing ad hoc routes. 
Note that all these investigations are done in an experimental and heuristic 
in aimer. In here, we use the proposed methodology to determine the optimal 
path which has the highest throughput. 
For Figure 4.1, flow 2 (i.e. from S2 to D2) has two Candida,te paths: Path 
1 is a c f/ e, which is of four hops, and Path 2 is a — f —> g 
h — i 一 j 一 e�which is of six hops. If the shortest-path routing algorithm is 
used, then Path 1 will be used to deliver the packets from S2 to Do. 
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Now let us compute the capacity of the two paths by the proposed method-
ology. First, the topology can be mapped into a contention graph for Path 1 
and 2 respectively. The contention graph for Path 1 is illustrated in Figure 
4.2(a) while the contention graph for Path 2 is illustrated in Figure 4.2(b). 
Assuming the throughput of the existing flow 1 is 3 Mbps, and otlier pa-
rameters^ are data�rate = 11 Mbps, T = 84. and T\ = 55, one can compute 
xn based on Eq. (3.7) and we have Xu = 0.42. For Path 1，the flow consfjuint 
is: 
Xi{l - 7i) = X2 = Xs = X4 (4.3) 
since linki will be affected by link/i due to the hidden node d. From Eq. (3.10), 
the collision probability 71 is 
ax 4 , , . . 
7i = •：: • (4.4) 
I-X2-X3- Xu 
Solving four sets of fixed point equations, we can obtain capacities of these 
four links and they are listed in Table 4.1. 
linki Link Capacity Equation Capacity 
linki x'l = {I — xi — X2 - x's — x-ii)G(7i)T 1.17 Mpbs 
link2 X2 = (1 — x'l - x'2 - xs — X4 - x u 1.49 Mpbs 
1—X•？—.T.T —,T1 1 ‘ \ ‘ 
link-i X3 = {1 — Xi — X2 — X3 — X4 — Xu 1.49 Mpbs 
1- . 'C2-.tm-XI I ' \ > 
link^ .T4 = (1 - x-2 - Xz - x^ — .Ti i )G(())T 1.30 Mpbs 
Table 4.1: Throughput Capacity of Path 1. 
The flow constraint for Path 2 is: 
X5 = 1.6(1 - 76) = — 77) = = = X ' io ( l - 710)， (丄5) 
because linko {linkj or linkio) will be affected by linkQ (linkw or linku) due 
to the hidden node problem. Based on Eq. (3.10), the collision probabilities 
iNote that the units of T and are in units of time slots, with each time slot, being 20 
/x6', based 011 the 802.11 protocol. 
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Figure 4.2: (a) Contention Graph for Path 1; (b) Contention Graph for Path 
2. 
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linki Link Capacity Equation Capacity 
Hnk^ .T5 = {1 — x^ - xg - x'7 - xs — x'n 1.40Mbps 
I Xll{X(i+X7+Xs) ^Q'^J^ 
linkQ Xg = {1 — x^ - xq - X7 — X8)G{'yQ)T 1.39Mbps 
link� xj = {1 - - xq — xj — Xs — xq 1.37Mbps 
+ f ^ ) G ( 7 7 ) T 
links = (1 —X5 —0；6 —x'7 —Xg —Xg —xio 1.44Mbps 
I 5^x9 I X5X10 I X6X9 
I—X7—XS 1 —Xa ’ 1-X7-.X'8 + 
linh) Xg = (1 — xy _ Xg — xq — Xio 1.78Mbps 
l - a ; s - X - q ^ \ ! 
linkio x'lo = (1 — Xs — Xq — Xio)G{ji{))T 2.13Mbps 
Table 4.2: Throughput Capacity of Path 2. 
are: 
axQ axiQ 
76 = , 77 = , 710 = axn-
1 - X7 - Xs 1 - X S - XQ 
Solving these six sets of fixed point equations, we can obtain capacities of these 
six links and they are listed in Table 4.2. 
From Table 4.1, we see that the bottleneck is link 1 and the eiid-to-eiid 
throughput capacity of Path 1 is 1.17Mbps. From Table 4.2, we see that 
the bottleneck is link 7 and the end-to-end througiiput capacity of Pa.th 2 
is 1.37Mbps. This shows that the longer path (in this case, this is Path 2) 
perforins better than the shorter path, or Path 1. The analysis of this example 
theoretically supports the intuition that when the shortest path is iiiider severe 
interference, this may have a adverse effect on the end-to-end performance[13 • 
Oil the other hand, some longer hop paths (e.g. Path 2 in our example) may 
achieve better performance by avoiding the interference hot,spot. Note that 
this opinion was mostly investigated in a heuristic and experimental inaniier 
ill previous work. Here, we proposed a quantitative analytical methodology to 
systematically evaluate the path performance. 
One interesting application of the above example is 011 perfoniiiiig admis-
sion control for multimedia traffic in wireless networks. Using the example 
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above, if the throughput requirement of the multimedia application is 1.3 
Mbps, then one has to choose Path 2 to deliver the infoniiation. On the 
other hand, if the throughput requirement of the multimedia application is 2.0 
Mbps, then one should not admit the flow into the network since there is no 
available resource to satisfy the given requirement. 
4.1.2 Offered Load Control 
111 iimlti-liop networks, offered-load control can significantly improve system 
performance. There are number of studies on this issue. In [13], aiitliors 
investigated a linear network and observed that the niaxiinimi throughput is 
achieved when the offered load is controlled to a certain value. They gave 
the explanation that the source node injects more traffic than the subsequent 
nodes can handled. These packets are eventually dropped at the down stream 
nodes. The time the source spends in these dropped packets is wasted and 
thereby reduces the end-to-end throughput. Subsequent work on this issue was 
carried out by [10], in which the authors proposed an analytical fraiiiework of 
load control for a linear network. However, for general case, that is, in what, 
situation and to what extent the offered load should be controlled is still an 
open issue. 
Let us illustrate the utility of our proposed rnetliodology in solving the 
offered load control problem. We use the network topology as shown in Fig-
ure 4.1. This time, we focus on Path 1 and Path 2,s capacity without other 
neighboring interference. This can be achieved by setting the data, rate of flow 
1 to zero (.Til = 0). Using the irietliodology we described in Section 4.1.1, the 
link capacity of each link is shown iii Table 4.3. 
The results in Table 4.3 illustrates that for Path 1，linki lic^ the miiiiiimm 
capacity and is the bottleneck of the path; in Path 2, link�has the iriiiiiimuii 
capacity and acts as the bottleneck. We carry out a siinulation expeiiment, 
Chapter- 4 Applications of the Proposed Methodology 46 
Path 1 linki link] links link^ 
一Capacity 1.72 1.78 1.78 2.24 
Path 2 link� linkQ link-j links link^ Hnkio 
“Capacity 1.44 1.39 1.37 1.44 1.78 2.24 
Table 4.3: Link Capacity (in Mbps) when .x-i]=0. 
to study this scenario. When unlimited traffic (or very high traffic rate) is 
generated from the source node along Path 1, most packets are dropped in 
link I ； whereas when unlimited traffic is generated from the source along Path 
2, most packets are dropped in Hnkj. This experiment, to some extent, veri-
fies our model. The simulation detail and the accuracy of our model will be 
presented in the next section. We also adjust the packet generation rate at the 
source node to the capacity of Path 1 and 2 respectively, and the analytical 
end-to-eiid capacity can be achieved. Lastly, an interesting phenomenon that 
we observed is that offered load control seems to be more beneficial for Path 
2 than Path 1. In other words, the end-to-eiid throughput is significantly eii-
lianced in Path 2 when offered load control is applied while little perforinaiice 
benefit is gained in Path 1. 
Based on the analysis and the simulation study, we know tliat in order to 
achieve the optimal throughput, whether a flow needs the offerecl-load control 
or not depends on the location of the bottleneck link. If the capacity bottleneck 
is ill the first link (i.e., l i n k � o f Path 1), then the offereci-load control will not 
improve the throughput performance. Packets are dropped in the first link and 
it won't affect the perforniaiice of subsequent links. Whereas if tlie ca])a.city 
bottleneck is in the subsequent link (i.e., linhj of Path 2), then the source needs 
to perform the offered load control so as to achieve higher throughput. This 
suggests an alternative routing strategy and offered load control are important 
and may enhance the performance of multi-hop wireless networks. 
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4.2 Application 2: Determining the Equilib-
rium Throughput of one-hop Networks 
Another utility of this method is that it can be used to determine tlie tliroiigii-
put capacity of a one-hop network. In one-hop networks, every node only 
coiniriuiiicates with its neighbors (e.g., in WLANs, clients only coniimiiiicate 
with the APs within their coniniuiiicatioii range). Differing from single cell 
networks, nodes in one-hop networks may not sense each other because some 
nodes are beyond coiniriuiiication range of the others. Hence the contention 
graph of a one-hop network is not a complete graph. We use the proposed 
methodology to address the following question: assume every sender is satu-
rated (i.e., there are packets waiting in the queue) and the link layer is based 
on the 802.11 protocol, what is the equilibrium throughput achieved by this 
one-hop network? 
Assume that there are n iiidepei.idei.it links in a one-hop network. Each link 
includes a sender and a receiver. This network could be a realistic network, 
e.g., each link denotes a wireless link between a mobile node and an AP, and the 
interference is between BSSs (basic service set), i.e. inter-BSS interference[29]. 
Since these links have different positions and may have different interference 
range, some of these links may not be able to sense other nodes. In this 
case, the methodology proposed in[8] does not apply any more. However, one 
can use the inethodology proposed in this thesis to analyze the net,work. In 
particular, we first construct a contention graph to represent the interference 
relationship, then we yield equations link by link as following: 
= (1 — Xi - yi)G(0)T, i = 1, 2, 3, • • • n. (4.6) 
Here we assume each sender is close to its receiver so that this network 
can be considered as a hiddeii-iiode-free network. This assumption is iiia.de 
just for simplification. Note that the hidden node problem may happen in 
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one-hop networks[29], and our methodology is still applicable for the hidden 
node problem by using Eq. (3.10), Eq. (3.11), Eq. (3.12) and Eq. (3.13). 
Now we obtain n equations in terms of X (i.e. {a:i,x-2, • • • , x.^}) and Y (i.e. 
{• 1^, ;(/2,…， '"n}). The relationship of X and Y is indicated by Eq. (3.4). Once 
this relationship is explicitly expanded, we will have a X ——> X fixed-point 
equation. In previous analysis, we use the second-oTder a/pprvxirriaiion'^ to 
expand Eq. (3.4).This approximation is accurate when the network is dense 
or the traffic load in the network is not heavy. But in a sparse network, some 
links may dominate a channel due to few contention in their interference range. 
And if these links make full use of the channel to transmit (with heavy load), 
then their transiiiissioiis (.Tj) will take almost all time and the values of the 
airtime fractions will be close to 1. Let us call them dorninaMng links. If three 
or four such links happen to be the neighbors of a link (we name it dominated 
link), then the high-order terriis (i.e. the overlapped time due to more than 
two siimiltaneous transiiiissioiis) of the doiriinating links are not iiisignificaiit 
compared to the time used up by the dominated link. In this case, the second-
order approximation is not accurate enough to compute y.j, and thus we need 
to take the high-order terms into consideration. 
Similar to the assumption in Section 3.2.3, we extend it to the third-order 
intersection terms. When three nodes cannot sense each other and they have 
common neighbors, we assume: 
丨 。 O � r ^ o I ‘坏CjTfc . Time . 
Here k) denotes the set of corniiioii neighbors of link“ linkj and linkk-
Note that there could be lots of dominating links and dominated links in 
one-hop networks due to asyriiiiietric interference and extremely hea,vy work 
load. Ill the later section, we will show that the high-order approxiinatioii 
is necessary for throughput analysis of such a network that most links are 
^The second order here means we consider at most two links' overlapping 
Chapter- 4 Applications of the Proposed Methodology 49 
dominating links and dominated links. 
Expressing Y in terms of X’ one can use numerical method to solve the 
fixed-point equation Eq. (4.6), a set of the correspoiiding throughputs is coin-
putecl by Eq. (3.7) and it is the equilibrium throughput of the one-hop network. 
4.2.1 Throughput Capacity of One-Hop Networks 
111 this subsection, we use an example to illustrate how to apply the method 
proposed in Section 4.2 to analyzing a one-hop network. Assume there are nine 
links (i.e. linki, link2, •••, linkg) in a one-hop network and the contention 
graph of this network is a grid network as shown in Figure 4.3. Ea,cli vertex 
( J ^ X ( j ) — — ® — — i ) 
v c ^ L I I 
^ 乂 ® (b (b 
Figure 4.3: Contention Graph of a One-Hop Network 
in this graph denotes a wireless link and each edge in this graph denotes the 
interference between two links. Assume each link is saturated and performing 
the 802.11b protocol. Based on this contention graph, we can yield 9 equations 
by using Eq. (4.6). Expanding yi, we have a X ~~^ X fixed-point equation. In 
order to make a comparison, we expand yi by the second-order approxiinatioii, 
the third-order approxiinatioii and the fourth-order approxiinatioii. We also 
show another example by cutting out the links in the angle (i.e., linki, link�, 
link-j and Hnkg). The remaining five links construct a, “star" graph and the 
throughput of this network can be determined in the same way. This example is 
to illustrate that the fourth-order approximation helps much with the acaimcy 
ill some worst cases such as the "star" graph. All the computed results and 
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simulation results are shown in Table 4.4. 
link\ link2 link^ link^ link� linkQ linhj linkg link^ 
Methods Grid Network — 
Second-Order not converged 
Third-Order 5.512 0.319 5.512 0.319 5.163 0.319 5.512 0.319 5.512 
F o u i t h - O r ^ 5.513 0.318 5.513 0.318 5.165 0.318 5.513 0.318 5.513 
Simulation 5.225 0.750 5.234 0.755 5.059 0.746 5.228 0.754 5.232 
Star Network 
Second-Order not converged 
Third-Order - 4.590 - 4.590 1.672 4.590 - 4.590 -
Fourtli-Qider - 6.0 - 6.0 0.003 6.0 一 6.0 -
Simulation - 6.046 - 6.047 0.009 6.045 - 6.047 -
Table 4.4: Equilibrium Throughput of the Grid Network and the Star Network 
We can see that in Grid Network, linki, link^, link-j and link<^ are the 
doiriiiiating links because each of them is only interfered by two links. While for 
link), link/[, linkQ and lirik^, since each of them is interfered by three links, they 
finally stabilize as the doiiiiiiated links. The most interesting result is about 
the link in the center link^. Even suffering from four links' interference, it still 
becomes a (loiiiiiiatiiig link because the interference comes from four dominated 
links (i.e., l ink: , l i n k � , linkQ and links), which seldom have chances to transmit 
due to other doniiiiatiiig links' effect (i.e., linki, links, I'i-nk^ and linkk)). But 
ill Star Network, dominated links in Grid Network (i.e., linhz, link�, linkc, 
and links) turn into the doininating links clue to few interfering links to them. 
Consequently l i n k � i s domiimted by the four doininating neighbors. In this 
case, when expanding the equation for link^, the fourth-order approximation 
makes the results accurate. Note that Star Network is an extreme case to 
need consider higher than the third-order terms. In general, tlie third-order 
approximation is enough for one-hop networks. 
The insight from this study is that due to the different positions, links 
may have advantages and disadvantages to compete for a channel. These ad-
varitages or disadvantages lead to an extreme diversity of possible equilibduiii 
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system throughput. Links may sustain its throughput as doiiiinating links or 
dominated links. A link's sustained throughput does not just depends on the 
interfering neighbors, it may also gain advantage or disadvantage due to other 
links beyond its interference range, e.g. links in Grid Network. 
4.3 Application 3: Optimal Hop Distance in 
Multi-hop Networks 
111 a iimlti-hop network, if all flows choose to use short hop distances^ to for-
ward packets, then more channel contention will result. This is especially true 
since an IEEE802.i l node does not adjust its transmission power clown when 
transmitting to its close neighbors. Therefore short hop transmission does not 
help spectrum reuse, arid achieves less bit-distance (in the sense of [4]) than 
long hop transmission . On the other hand, if all flows choose to use long hop 
transinission, then there will be more hidden node interference. This argument 
implies that there exists an optimal trarisiriissioii distance for maximizing, eiid-
to-eiid throughput. In following section, we apply the proposed methodology 
to studying linear multi-hop networks to confirin this intuition. 
4.3.1 Analysis of Regular One-Dimension Network 
A regular one-diiiieiision (ROD) network is a network of infinite wireless nodes 
placed equi-distance apart in a straight line. In a regular network, all the nodes 
are syininetric, which makes an analytical model tractable. A One-diiriensioii 
network can be seen as the basic unit of multi-hop ad hoc networks. Note that 
ROD networks are assumed in previous studies [10, 13] as well. 
A ROD network is an extension of a chain network. We have provided the 
throughput analysis of a chain network in Section 3.3. In this section, we focus 
^In this thesis, hop distance implies the "transmission" distance for a, hop. 
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on the effect of the hop distance on the capacity of ROD networks. Let hop 
distance d be a variable. Then a change of d leads to a change of contention 
relationship between nodes. A particular value of d corresponds to a particular 
contention graph. By the same method in Section 3.3, the throughput capac-
ity can be determined once the corresponding contention graph is obtained. 
Consequently, we establish a inatlieiriatic relationship between hop distance d 
and throughput capacity in ROD networks. 
Let Rcf, be the sensing range for each node. Given a ROD network with 
density of nodes 5，each node (say i) has a neighborhood of n nodes (situated 
at both sides) where n = 2Rc.sS. Out of this neighborhood of nodes, ripr is the 
numbers of nodes that may cause protocol hidden node problem, wlierea,s 
is the iiuiriber of nodes that may cause physical hidden node problem. The 
values of ripr and riph depend on the density 5, and the distance between the 
transmitter and receiver (L In general, 
ripr = dS, (4.7) 
(2.78f/ - 2.78d > R � 
riph = (4.8) 
I 0, otherwise. 
Ill Section 3.3, nodes are placed exactly 200 meters apart arid all transinissioiis 
are between iieigliboriiig nodes {d = 200). In this case, n = 5, iLpr = 1 and 
Upk 二 0，as depicted in Figure 3.10. 
Based on the analysis of a chain network in Section 3.3, we provide the 
general functions for ROD networks as follows: 
V ( 1 - 2 乂 
Where the collision probability 
n'V 
7 = 1 _ (1 - 1 — ( y � ( 4 . 1 0 ) 
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4.3.2 Optimal Hop Distance 
When considering a network where every node is a source of traffic, density 6 
is an explicit parairieter of the network. If there is only a given nuniber of 
traffic sources in the network, then the density of active nodes in the network 
is an implicit parameter dependent on rig and the transiiiission distance d. For 
a R O D network where the hop distance is d, the density is given by ris/d. 
Ill single-flow networks (e.g., the chain network in Section 3.3), only one 
•protocol hidden node is involved no matter how long the hop distance is. Since 
each node uses the same hop distance, and there are no active nodes from other 
flows, there will not be any physical hidden node or more than one protocol 
hidden node. But single-fiow is not a good assumption, as in real life scenarios 
there are more likely multiple simultaneous flows. 
To study inter-flow interference, we introduce a two-source ROD network 
as shown ill figure 4.4. Figure 4.4 shows a ROD network with 2 sources. Both 
flows choose d hop distance for forwarding, and it is easy to see that this 
implies ^ = 2-
riow2 
d 
. 〜 • 办 义 P sLP- 二 • 
d Klowl 
• 
Figure 4.4: ROD network with 2 sources 
Given R(��s 二 5507n and equations (4.7) and (4.8) for nuinber of hidden 
nodes, we can compute the actual values of n, ripr and ripk. Substituting n, 
ripr and riph into equation (4.9), we have a, fixed point equation, which gives 
the relationship between the airtime x and hop distance d. Turn to a inuneric 
method to solve the fixed-point equation, we can plot Figure 4.5. The ;i;-axis 
is the hop distance in meters, and the 'y-axis is achieved throughput coinpiited 
based on the airtime. 
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Figure 4.5: ROD network with 2 sources: End-to-end Throughput Capacity 
V.S. Hop Distance d 
The result shows that there is an optimal hop distance less than the phys-
ical rnaximuiri transmission distance ( 250 meters). In this case, the optimal 
hop distance is about 200 meters. In ROD network, this distance is a threshold 
beyond which physical hidden node problem appears (according to equations 
(4.7) and (4.8)). That means before physical hidden node joins in, the ad-
vantage of increasing hop distance dominates the disadvantage. But physical 
hidden node breaks this tendency and cause overall degradation to the peifor-
iiiance. 
Chapter 5 
Simulation and Validation 
111 this chapter, we verify our analytical results by network simulator iis-2. 
5.1 Simulation Environment 
Our simulation environineiit is created using the simulator iis2.28. Table 5.1 
shows the system parameters used in the simulation and the RTS threshold 
is set to 5000 so that nodes do not need to use the RTS/CTS liaiidshake 
iriecliaiiism. According to these parameters, one can compute packet payload 
Trarisiriissioii range Rtx 250m Traffic pattern CBR 
Carrier-SeiLsing range Rex 550iri Transport protocol UDP 
CPThreshold lOdB Routing protocol DSDV 
Packet payload 1500 bytes Slot time 20 ",s 
UDP header 20 bytes SIFS 10 fj,s 
MAC header 28 bytes DIPS 50 /is 
PHY header 24 bytes CW,nin 31 
ACK frame 38 bytes CWmax 1023 
Channel bit rate 11 Mbps Retry limit 7 
PHY header bit rate 1 Mbps 
Table 5.1: Simulation Parameters 
length Ti = (1500 x 8 / l l ) / 2 0 = 54.55 (in units of time slot) and packet leiigtli^ 
iWe consider a 802.11 packet frame including PHY header, MAC header, UDP header, 
(lata packet, SIFS, ACK frame and DIPS. 
55 
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T 二 Ti + (24 X 8 + ((28 + 20) x 8 ) / l l + 10 + 38 x 8 + 50)/20 = 84.09 (in units 
of time slot). 
5.2 M A C layer Collisions 
During packet delivery, the transmission may be collided due to multiple fac-
tors such as neighboring contention (i.e., more than one neighboring nodes 
start transmitting at the same time) and hidden node problem. In the previ-
ous analysis, we assume that collisions are mainly caused by the hidden node 
problem in multi-hop networks. But according to the analysis of single cell 
networks [8], collision probability purely caused by neighboring contention is 
not igriorably small. For example, given a single-cell network with 5 indepen-
dent links, the collision probability 
Pc = l - { 1 - Pi)\ (5.1) 
where Pt is the transniission attempt rate denoted by Eq. (3.1) (replacing 7 
by Pc)- After nurnerical computing, we have Pc 二 0.18. This probability is 
relative large and will increase if there are more links in the network. However, 
to multi-hop networks, the analysis approach on single-cell networks is no 
longer applicable. So in order to validate our assumption, we must examine 
the causes of collisions in irmlti-hop networks via siinulatioii. 
By reading iis-2 siinulator trace files, we can identify a MAC layer collision 
but cannot directly distinguish which reason causes the collision. Note that 
neighboring contention results in a collision only when more than one neigh-
boring nodes start transmitting exactly at the same time. So we can search 
the trace file and record each transmission which has the same starting time 
as a neighbor's transmission. The number of these transmissions times 2 is 
equivalent to the nurnber of collisions caused by neighboring contention (each 
such transmission results in two collisions). 
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By this approach, we compare results from two scenarios: one is a single-
cell network with five links, the other is a chain network as shown in Figure 3.9. 
Note that we choose the two scenarios because both have five links contending 
ill a neighborhood, but one is a single-cell network and the other is a iriulti-
hop network. Not surprisingly, we find that 100% collisions in the singie-cell 
network are caused by neighboring contention. However, in the chain network, 
only 10% overall collisions are caused by neigiiboring contention. This vali-
dates our assumption that in multi-hop networks, collisions are inairily due to 
the hidden node problem rather than iieighboririg contention. In Section 3.2.4, 
we have given the reason of this assumption is that the potential attacking pe-
riod of hidden node is much longer than that of neighboring contention (T = 
84r). From the simulation result, additionally, we note that even given the 
same number of contention nodes, the collision probability caused by neigii-
boring contention is considerably reduced in a multi-hop network compared 
to it is ill a single-cell network. Because in single-cell networks, whenever one 
node is sensing channel free, all the others also sense channel free from their 
own perspective. Under this condition, when more than one nodes decide to 
traiisiriit at the same time, a collision occurs. In multi-hop networks, however, 
due to asymmetric view of channel, while a node is sensing channel free, its 
neighbors may stay in the channel busy state due to some transmission out-
side the neighborhood. So the probability of two nodes stay in the channel idle 
state at the same time is much less than it is in single-cell networks. Thus, col-
lisions due to concurrent transmissions are significantly reduced in iniilti-hop 
networks. On the other hand, hidden node problem becomes the niain cause 
of collisions. 
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5.3 Single Flow Capacity: 
Now we simulate single-flow cases with different path length to validate our 
model. Consider a linear network as shown in Figure 5.1. Assume there is 
a single flow generated in node a and it goes to node 6, node c or node d 
respectively. Thus we have three cases to simulate: 1-iiop case (node a to 
node b), 2-liop case (node a to node c) and 3-hop case (node a to node ri). The 
sender delivers packets with unlimited traffic rate (or very high traffic rate) so 
as to achieve the end-to-end throughput capacity. 
_ _ _ 3—hop 
2 - h o p • 
(a- ^ b ) ( d 
200m 200m 200m 
Figure 5.1: A Linear Network 
The analytical throughput capacity of 1-hop case is computed by our 
inetliodology as follows: Since there is no collision for a single link, colli-
sion probability 7 = 0. The normalized "self" air time is x = (1 — x)G{{))T, 
then X = 1 泛off^r. Substitute it into Eq. (3.7), we have throughput E = 
X 11 = 6.05Mbps. Similarly, one can compute throughput capacity of 
2-hop case and 3-hop case. The computed results and the simulation results 
are summarized in Table 5.2. This table also shows the results for chain net-
work as discussed in Section 3.3. The computed one is obtained by solving 
Tliroughput(coiiiputed) Throughput (simulated) 
6.05Mbps 6.05Mbps 
2 hops 3.28Mbps 3.23Mbps 
"Th^ps 2.24Mbps 2.12Mbps 
Chain network 1.09Mbps 1.14Mbps 
Table 5.2: Throughput Comparison for single-flow cases 
the fixed-point equation Eq. (3.17). Note that in the chain network, saturated 
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workload does not result in the niaxinium tliroughput[13, 10]. Therefore in the 
simulation rather than setting a high traffic rate, we carefully tune the rate so 
as to obtain the maxiiimm sustainable throughput. 
As one can observe, the throughput capacity of more hops is lower than 
fewer job. This is due to the interference of neighboring nodes. Lastly, this 
table shows that the computed throughput capacity is well iiiatclied with the 
real eiid-to-end throughput capacity. 
5.4 Neighboring Traffic Effect: 
This siimilation is carried out to observe neighboring interference on the eiid-
to-erid throughput capacity. We use the same network as depicted in Figure 
3.3. Flow 1 is regarded as neighboring traffic and we vary its traffic sending 
rate. For each traffic rate of flow 1, we inject unlimited traffic load into flow 
2 so as to achieve the throughput capacity of flow 2. Each simulation runs 
for 200s simulation time. Figure 5.2 shows the simulation results and the 
computed tlirougiiput capacities. 
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Figure 5.2: Neighboring Interference on Throughput Capacity of Flow 2 
We observe that: 
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• The computed end-to-end throughput capacity is well matched with the 
simulation results. 
• As the neighboring traffic (i.e., flow 1) rate increases, the iiiaxiiriuni eiicl-
to-eiid throughput of flow 2 decreases since the transmission on l ink� 
will affect the performance on linki and linki. 
This simulation demonstrates that the proposed methodology can accurately 
compute the eiid-to-eiid throughput capacity of a given flow in a irnilti-liop 
network. 
5.5 Routing Optimization: 
111 this siinulation, we validate the route optimization claim in Section 4.1.1 
that when the shortest path is under severe interference, this may have an 
adverse effect on the end-to-eiid performance. On the other hand, some 
longer hop paths may achieve better performance by a,voiding the interference 
liotspot. 
We use the same network as presented in Figure 4.1. Flow 1 is regarded 
as an existing flow. Flow 2 has two candidate path: Path 1 and Path 2. We 
vary flow I's sending rate and observe its effect on the throughput capacities 
of the two paths. The simulation is carried out in the following nianuer: 
given the sending rate of flow 1, flow 2 is maiiually routed to Path 1 and 
Path 2 in two different siinulation settings. For each siinulation setting, we 
adjust the sending rate of flow 2 until the inaxirnuni sustainable throughput is 
achieved and this maximum sustainable throughput is regarded as the encl-to-
end throughput capacity of this path. Figure 5.3 shows the simulation results 
and the computed throughput capacities. 
From Figure 5.3, we observe that: 
• The end-to-end throughput capacity of Path 1 decreases as the traffic 
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Figure 5.3: Throughput Capacities of Path 1 and Path 2 as a function of the 
sending rate of Flow 1 
rate of flow 1 increases. 
• The eiid-to-end throughput capacity of Path 2 remains unaffected by the 
traffic rate of flow 1. 
• When the traffic rate of flow 1 exceeds 1.7 Mbps, the throughput capacity 
of Path 1 is less than that of Path 2. 
• The computed capacities of both paths closely match with simulation 
results. 
The end-to-end throughput capacity of Path 1 is affected by flow 1 because 
flow 1 interferes with linki, link�, links aiicl link^. Since linki is the bottleneck 
of Path 1, one should expect the degradation of its throughput capacity when 
flow 1 increases its rate. On the other hand, flow 1 can only interfere with 
link^ for Path 2. However, link? is the bottleneck of this path, therefore, 
the interference of flow 1 on this path is negligible. This simulation coiifirins 
that when the shortest path is under severe interference, this may have an 
adverse effect on the end-to-end perforinance and one should consider other 
paths which may have higher capacity. 
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5.6 Optimal Offered Load Control: 
We carry out this simulation to illustrate that if the capacity bottleneck is in 
the first link, offered load control will not improve the throughput perfonnance, 
whereas if the capacity bottleneck is in the subsequent link, offered load control 
will significantly improve the throughput performance. 
Ill this simulation, we also use the network as present in Figure 4.1. This 
time we do not consider iieigiiboring interference by setting the traffic rate 
of flow 1 to zero. We inject different traffic loads into Path 1 and Path 2 
respectively and observe their end-to-end throughput. The results are shown 
in Figure 5.4 From this figure, one can observe that: 
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Figure 5.4: End-to-end Throughput vs. Offered Load 
• Before reaching the rnaxinmni end-to-end throughput capacity, the eiid-
to-eiid throughput of each path increases as the offered load increases. 
• After reaching the maximum end-to-end throughput capacity, Path l，s 
throughput does not change as the offered load increases but Path 2's 
throughput decreases as the offered load increases. 
• Either Path 1 or Path 2's rnaxiiimin end-to-end throughput matches with 
the computed capacity very well. 
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Path I's throughput performance does not degrade when the overloaded 
traffic is injected because the bottleneck of Path 1 is in the first link of this patli. 
The redundant packets are dropped in the first link and it won't affect the 
perfoririance of subsequent links. Path 2's throughput perfoniiance degrades 
when the overloaded traffic is injected because the bottleneck of Path 2 is in 
the subsequent link. The redundant packets are eventually dropped a,t the 
down stream nodes. The time the source spends in these dropped packets is 
wasted and thereby reduces the end-to-end throughput. 
These results show that if capacity bottleneck is in the subsequent link, 
rather than transinitting iiiformation beyond the rnaxiinuin througliput ca,-
pacity, offered-load control will significantly improve throughput performance. 
And we believe our methodology can be used to predict the optimal offered 
load in multi-hop networks. 
5.7 Optimal Hop Distance 
5.7.1 One-Source ROD Network 
In order to iiiiiiirnize the boundary effect, we deployed a very long chain of 
nodes to make sure the end-to-end throughput is doininatiiigiy limited by the 
capacity of center nodes. The first node is the only source and the last node 
is its destination. We vary the offered loads until the system achieves the 
iiiaxiimiin stabilized throughput with respect to a given hop distance. 
In Figure 5.5，each point we plot corresponds to a distinct iieighborliood 
size, n. For example, n = 5 is when d = 200, n = 7 is when d 二 150, n = 9 
is when d = 120 and so forth. As we increase the hop distance, hence reduce 
n, there is reduced neighbor contention and therefore higher throughput. In 
a single source network, for 200 < d <iiiaxiinuiii distance, the neighborhood 
size n will remain at 5, so the maximum throughput will reniain flat. 
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Figure 5.5: The capacity of single source ROD network: Siirmlatioii vs Analysis 
Figure 5.5 shows that the analytical results are reasonably close to the 
simulation results, and that the analytical model is able to accurately predict 
the capacity of the single source ROD network. 
5.7.2 Two-Source ROD Network 
The 2-source ROD network is shown in Figure 4.4.We plot the siinulation 
results and computed results in Figure 5.6 
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Figure 5.6: The Capacity of ROD network with 2 sources: Simulation V.S. 
Analysis 
This time, we plot the average throughput of one flow against the hop 
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distance (hence it is about half of the single flow ROD throughput). As in 
the single flow ROD case (Figure 5.5), throughput increases with increased 
hop distance until d = 200. This time, when d = 200 the neighborhood size 
is n 二 11 and the neighborhood size continues to decrease beyond d 二 200 
(when d = 240, n = 9). So theoretically, throughput should coiitiriue to 
increase. However, this time as d increases be)…nd 200, in addition to protocol 
hidden nodes, -physical hidden node (from other flow) interference also comes 
into effect. The additional hidden node effect dominates, and the throughput 
drops. The optimal throughput is achieved at approximately d = 200. 
The simulation results again closely match the analytical results, validating 
our model for 2-source ROD networks. 
5.7.3 Simulation Investigation on Hop Distance 
In this subsection, we provided two simulation studies to illustrate irnpi.ove-
meiit of the throughput performance if we consider the optimal hop distance 
into routing design. 
Comparison with traditional wireless routing 
111 this simulation experiments, we used maimal routing. This is done by iimn-
iially configuring an application agent at each forwarding node. For 2-flow 
R O D networks, the results imply optimal throughput can be achieve using 
200 meters as hop distance. In order to support this claim, we designed a, 
simulation experiment with traditional wireless routing. We deploy DSDV 
in the linear network in which candidate forwarding nodes are uiiifonnly dis-
tributed between sources and destinations with high density. Two Hows are 
generated: one is from the most right to the most left, the other is reverse (iirec-
tion. Given the same network size as the simulation shown in figure 5.6 (about 
2400m, 200,m x 12), all the experiments with DSDV routing protocol show that 
the inaxiiriuin eiid-to-end throughput is no more than {}/i7Mbps, sigiiiiicaiitly 
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less than 0.52Mbps, the optimal simulation result in 2-source ROD network. 
Since DSDV is roughly equivalent to a minimuni-hop-count routing algorithm, 
it would pick the longest-hop-distance nodes to be forwarders, which is not 
optimal according to our model. The result implies that it will be helpful to 
the system capacity if we take the consideration of optimal hop distance into 
the routing algorithm design. 
Two-dimensional Network Investigation 
To study the effect of the transmission distance on throughput capacity in 
two-dimensional networks, we consider an N x N lattice network as shown 
in Figure 5.7. All nodes are evenly separated by a same distance d. Nodes 
in the first column are the source nodes, and each of them injects traffic into 
the networks destined for nodes in the last column. It has been discussed in 
10] that fairness is achieved by offered load control. So in our simulation, we 
obtain the maximum sustainable end-to-end throughput by adjusting offered 
load such that each flow satisfies fairness constraint. In order to eliininate the 
boiiridary effect, we choose a 10 x 10 lattice network in the simulation. Figure 
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Figure 5.7: Aii N x N Lattice Network Topology with N Traffic Flows From 
Left to Right 
5.8 illustrates the result. It shows that the optimal sustainable erid-to-end 
throughput are achieved in the transmission distance which is less than the 
transmission range (250m). The result can be explained in the same way as the 
case ill one dirnension network: Longer transmission distance will result in less 
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Figure 5.8: Maximum Per-flow Throughput with Different Hop Distances 
nodes in a neighborhood (sharing the channel). Before physical hidden nodes 
appear (d < 200)，the throughput capacity of the nodes in the center of the 
network will increase as d increases. But when the plieiiomenoii of physical 
hidden node occurs {d « 250 in this case), even the advantage of having 
less contentions cannot compensate the degradation caused by the additional 
hidden node problem. So one can observe when d = 250m，the maximum 
per-flow throughput is much less than that with d = 200m. Therefore the 




A number of papers have been published on the issue of determining the ca,-
pacity of a iiiulti-hop wireless network. For example, the seminal paper by 
Gupta and Kumar [4] derived theoretical bounds for the capacity of wireless 
networks. [5] subsequently analyzed the capacity of hybrid networks. Several 
researchers [8’ 9’ 30] analyzed the performance of IEEE802.il DCF based net-
work. But these papers considered that every node can hear every other nodes 
in the network (i.e., all nodes within a single cell), which is not the case for 
a multi-hop network. In [31, 32], undirected contention graph was proposed 
to study source allocation issues. But they only considered the interference 
due to neighboring node contentions’ while hidden node interferences were not 
modelled. [13, 28] studied different heuristic routing policies based on pro-
totype and measurements. Whereas we propose an analytical inetliodology 
which can systematically evaluate the throughput capacity in a mill ti-hop net-
work. Recently, a analytical method is proposed in [10] but the analysis only 
applies on a linear wireless network. Our work provides a general analytical 




111 this thesis, we propose a methodology to analytically compute the through-
put capacity, or the saturated throughput of IEEE 802.11 wireless networks. 
We considered two key factors which affect the throughput capacity: (a) iieigii-
boriiig contentions, and (b) hidden node interference. The contributions of our 
work are: (1) We propose a contention graph to represent both neighboring 
interference and hidden node interference. (2) We consider neighboring inter-
ference not only by the nuinber of neighboring nodes but also depends on the 
relative location between neighbors. (3) We propose a fixed point functional 
model for analyzing the link capacity, arid thereby the throughput capacity of 
a flow ill a multi-hop wireless network or multiple flows in a oiie-hop network. 
(4) we observe the importance of hop distance in achieving optimal end-to-end 
throughput. We illustrate the utility of our method in performing routing op-
tiiriization, offered load control and performance evaluation. We believe the 
proposed methodology can provide a systematic design of wireless networks. 
69 
Bibliography 
[1] N. Abrainson, "The aloha systeiri-another alternative for computer coin-
iriunications," in Proceedings of AFIPS Fall Joint Computer Conference, 
1970. 
[2] http://pdos. csail. rnit. edu/roofnet/doku.php. 
[3] D. Estriii, R. Goviridan, J. Heidemann, and S. Kumar, "Next century 
challenges: Scalable coordination in sensor networks," in ACM Mobicom, 
1999. 
'4] P.Gupta and P.R.Kumar, "The capacity of wireless network," IEEE 
Tmns. On Injmination Theory, vol. 46, no. 2, pp. 388-404, March 2000. 
[5] B. Liu, Z. Liu, and D. Towsley, "On the capacity of hybrid wireless net-
works," in IEEE Infocom, 2003. 
.6] M. Gastpar and M. Vetterli, "On the capacity of wireless networks: The 
relay case,” in IEEE Infocom, 2002. 
[7] M. Grossglauser and D. Tse, "Mobility increases the capacity of ad-hoc 
wireless networks," in IEEE Infocom�2001. 
[8] G.Bianchi, "Performance analysis of the ieee802.11 distributed coordi-
nation function," IEEE Journal on Selected Areas in Cornrriunications, 
March 2001. 
70 
Chapter- 7 Conclusion 71 
[9] A. Kumar, E. Altmari, D. Miorandi, and M. Goyal, "New insights from 
a fixed point analysis of single cell ieee802.11 wireless laiis," in IEEE 
Infocom, March 2005. 
[10] C. Ng and S. Liew, "Offered load control in ieee802.11 multi-hop ad-hoc 
networks," in The 1st IEEE International Conference on Mobile Ad-hoc 
and Sensor System, October 2004. 
[11] K. Xu, M. Gerla, arid S. Bae, "How effective is the ieee 802.11 rts/cts 
handshake in ad hoc network," in IEEE GlobeCorn '02, Taipei, Taiwan, 
November 2002. 
12] D. D. Couto, D. Aguayo, J. Bicket, and R. Morris, "High-throughput path 
metric for multi-hop wireless routing," in ACM MobiCom,'03, September 
2003. 
[13] J. Li, C. Blake, D. S. D. Couto, H. Lee, and R. Morris，"Capacity of ad 
hoc wireless networks," in ACM MobiCom.'01, July 2001. 
.14] T. S. Rappaport, Wireless Communications: Principles and Practice. 
Prentice-Hall, 1996. 
15] H. T. Friis, "A note on a simple transinissioii formula," in IRE, 1946. 
16] T. S. Rappaport, Wireless Communications, principles and pructAce. 
Prentice Hall, 1996. 
17] IEEE, "Wireless Ian medium access control (mac) and physical layer (phy) 
specifications," IEEE 802.11 standards, June 1999. 
[18] N. Gupta arid P. R. Kumar, "A perfoniiance analysis of the ieee 802.11 
wireless laii medium access control," in CISS, 2004. 
Chapter- 7 Conclusion 72 
[19] V. Ramaiyan, A. Kumar, and E. Altinan, "Fixed point analysis of sin-
gle cell ieee 802. l ie wlans: Uniqueness, multistability and tlii.oiiglipi.it 
differentiation," in A CM Sigrnetrics, 2005. 
20] F. Cali, M. Coiiti, and E. Gregori, "Ieee 802.11 wireless Ian: Capacity 
analysis and protocol enhancement’” in IEEE Infocom, 1998. 
21] http://www. cojrip. brad. ac. uk/ sburuhal/rvutingprot.htm. 
22] C. E. Perkins and P. Bhagwat, "Highly dynainic destinatioii-sequenced 
distance-vector routing (dsdv) for mobile computers," in The SIG-
COMM'94 Conference on Communications Architectures, Protocols and 
Applications, August 1994. 
[23] D. B. Johnson, "Routing in ad hoc networks of mobile hosts," in the 
IEEE workshop on Mobile Computing Systems and Applications, Decem-
ber 1994. 
24] D. B. Johnson and D. A. Maltz, Dynamic source Touting in ad hoc wireless 
networks, T. Imieliiiski and H. Korth, Eds. Kliiwer Academic, 1996. 
25] C. Perkins, "Ad hoc on demand distance vestoi, (aodv) routing," in 
Internet-Draft, draft-ietf-rnanet-aodv-OO.txt, 1999. 
26] S. Xu and T. Saadawi, "Does the ieee802.11 mac protocol work well in 
iiiultihop wireless ad hoc networks?" IEEE Covirnmi/i.caMon Magazine, 
vol. 39, pp. 130-137，June 2001. 
[27] Y. Gao, D. M. Chiu, and J. C. Lui, "The fiiiidameiital role of hop distance 
ill ieee802.11 multi-hop ad hoc networks," in ICNP 2005, November 2005. 
Chapter- 7 Conclusion 73 
[28] D. D. Coiito, D. Aguayo, B. Chambers, and R.Morris, "Performance of 
multihop wireless networks: Shortest path is not enough," in In Proceed-
ings of the First Workshop on Hot Topics in Networks (HotNetslNew 
Jersey, USA, October 2002. 
[29] C. C. Chen and H. Luo, "The case for heterogeneous wireless macs," in 
PTOceedings of HotNets, 2005. 
[30] G. Sharrria, A. Gaiiesh, and P. Key, "Performance analysis of contention 
based medium access control protocols," in INFO COM 2006, 2006. 
[31] T. Nandagopal, T. E. Kim, X. Gao, and V. Bharghavan, "Achieving mac 
layer fairness in wireless packet networks," in MobiCorn, 2000. 
32] K. Jain, J. Padliye, V. Padiiianabliari, and L. Qiii, "Impact of interfer-
















































































































































































































CUHK L i b r a r i e s 
004359064 
