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OPTIMAL DECAY FOR THE FULL COMPRESSIBLE
NAVIER-STOKES SYSTEM IN CRITICAL Lp BESOV SPACES
QUNYI BIE, QIRU WANG, AND ZHENG-AN YAO
Abstract. Danchin and He (Math. Ann. 64: 1-38, 2016) recently established the global
existence in critical Lp-type regularity framework for the N -dimensional (N ≥ 3) non-
isentropic compressible Navier-Stokes equations. The purpose of this paper is to further
investigate the large time behavior of solutions constructed by them. More precisely, we
prove that if the initial data at the low frequencies additionally belong to some Besov
space B˙−σ12,∞ with σ1 ∈ (2 −N/2, 2N/p−N/2], then the B˙
s
p,1 norm of the critical global
solutions exhibits the optimal decay (1+ t)−
N
2
( 1
2
−
1
p
)−
s+σ1
2 for suitable p and s. The main
tool we use is the pure energy argument without the spectral analysis, which enables us
to remove the smallness assumption of initial data at the low-frequency.
1. Introduction
The full compressible Navier-Stokes system for (t, x) ∈ R+ × R
N reads as
(1.1)

∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u) +∇P = divτ,
∂t
[
ρ
( |u|2
2
+ e
)]
+ div
[
u
(
ρ
( |u|2
2
+ e
)
+ P
)]
= div(τ · u+ κ∇T ),
where ρ = ρ(t, x) ∈ R+,u = u(t, x) ∈ R
N , P = P (t, x), e = e(t, x) ∈ R+ and T = T (t, x)
denote, respectively, the density, velocity, pressure, the internal energy per unit mass and
the absolute temperature. The parameter κ > 0 acting as a thermal conduction coefficient
is assumed to be constant. The internal stress tensor τ is given by
τ
def
= µ(∇u+ (∇u)T ) + λ(divu)I,
in which I is the identity matrix, (∇u)T is the transpose matrix of ∇u, and the constants
µ and λ are viscosity coefficients fulfilling the usual condition
µ > 0 and ν
def
= λ+ 2µ > 0.
From the second and third equations of (1.1), it is easy to see that
∂t(ρe) + div(ρue) + Pdivu− κ∆T =
µ
2
|∇u+ (∇u)T |2 + λ(divu)2.
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In order to reformulate system (1.1) in terms of ρ,u and T only, we suppose that e =
e(ρ, T ) satisfies Joule law
(1.2) ∂T e = Cv with some positive constant Cv
and that the pressure function P = P (ρ, T ) fulfills the following pressure laws
P (ρ, T ) = π0(ρ) + T π1(ρ),
where π0 and π1 are given smooth functions (for example, perfect gases when π0(ρ) = 0 and
π1(ρ) = Rρ with R > 0 or Van-der-Waals fluids when π0(ρ) = −αρ
2, π1(ρ) = βρ/(δ − ρ)
with α, β, δ > 0). Then by using the Gibbs relations for the internal energy and the
Helmholtz free energy, we have the following Maxwell relation
ρ2∂ρe(ρ, T ) = P (ρ, T )− T ∂T P (ρ, T ) = π0(ρ),
and then system (1.1) may be rewritten as
(1.3)

∂tρ+ div(ρu) = 0,
ρ(ut + u · ∇u)− µ∆u− (λ+ µ)∇divu+∇P = 0,
ρCv(∂tT + u · ∇T ) + T π1(ρ)divu− κ∆T =
µ
2
|∇u+ (∇u)T |2 + λ(divu)2.
We are concerned with the large time behavior of global solutions to the Cauchy problem
of system (1.3) subject to the initial condition
(1.4) (ρ,u, T )|t=0 = (ρ0(x),u0(x), T0(x)), x ∈ R
N ,
and focus on solutions that are close to some constant state (ρ∗, 0, T ∗) with ρ∗ > 0 and
T ∗ > 0, at infinity, which fulfills the following linear stability condition:
(1.5) ∂ρP (ρ
∗, T ∗) > 0 and ∂T P (ρ
∗, T ∗) > 0.
Since the pioneering work by Matsumura and Nishida [22], many papers have been
dedicated to system (1.1) in the case of solutions with high Sobolev regularity. In this
paper, we focus on the study of long time asymptotic behavior in the so-called critical
regularity framework. Here we observe that system (1.1) is invariant by the transformation
ρ˜(t, x) = ρ(l2t, lx), u˜(t, x) = lu(l2t, lx), T˜ (t, x) = l2T (l2t, lx),
up to a change of the pressure law P˜ = l2P . A critical space is a space in which the norm
is invariant under the scaling (e˜, f˜ , g˜)(x) = (e(lx), lf(lx), l2g(lx)).
In the critical framework, there have been many results for the compressible (or in-
compressible) Navier-Stokes equations, see for example [4, 5, 8, 10, 14, 15, 16, 18, 20,
21, 23, 27, 28]. In particular, concerning the large time asymptotic behavior of strong
solutions for the compressible Navier-Stokes equations, Okati [23] exploited low and high
frequency decompositions to get the time decay rate for strong solutions in the L2 critical
framework and in dimension N ≥ 3. In the survey paper [14], Danchin proposed another
description of the time decay which allows to proceed with dimension N ≥ 2 in the L2
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critical framework. Recently, Danchin and Xu [16] extended the method of [14] to de-
rive optimal time decay rate in the general Lp type critical spaces and in any dimension
N ≥ 2. Later on, Xu [28] developed a general low-frequency condition for optimal decay
estimates, where the regularity σ1 of B˙
−σ1
2,∞ belongs to a whole range (1−
N
2
, 2N
p
− N
2
], and
the proof mainly depends on the refined time-weighted energy approach in the Fourier
semi-group framework. Very recently, originated from the idea as in [19, 26], Xin and Xu
[27] developed a new energy argument to remove the usual smallness assumption of low
frequencies.
Let us also recall some important progress concerning non-isentropic compressible
Navier-Stokes system (1.1) in the critical framework. Danchin [12] and Chikami and
Danchin [9] proved the local well-posedness to system (1.1) in the critical spaces B˙
N
p
p,1 ×
(B˙
N
p
−1
p,1 )
N × B˙
N
p
−2
p,1 if N ≥ 3 and 1 < p < N . As regards the global well-posedness issue,
Danchin [11] obtained the global existence and uniqueness of solutions to system (1.1) in
the L2-type critical Besov spaces. Recently, Danchin and He [15] generalized the results
of [11] to Lp-type critical Besov spaces, and derived the following global existence results:
Theorem 1.1. ([15]) Let ρ∗ and T ∗ be two positive constants such that (1.5) is satisfied.
Assume that N ≥ 3, and that p fulfills
(1.6) 2 ≤ p < N and p ≤ 2N/(N − 2).
There exist a constant c = c(p,N, λ, µ, P, κ, Cv, ρ
∗, T ∗) and a universal integer j0 ∈ Z
such that if a0
def
= ρ0 − ρ
∗ is in B˙
N
p
p,1, if v0
def
= u0 is in B˙
N
p
−1
p,1 , if θ0
def
= T0 − T
∗ is in B˙
N
p
−2
p,1
and if in addition (aℓ0,v
ℓ
0, θ
ℓ
0) ∈ B˙
N
2
−1
2,1 (with the notation z
ℓ def= S˙k0+1z and z
h = z − zℓ)
with
Xp,0
def
= ‖(a0,v0, θ0)‖
ℓ
B˙
N
2 −1
2,1
+ ‖a0‖
h
B˙
N
p
p,1
+ ‖v0‖
h
B˙
N
p −1
p,1
+ ‖θ0‖
h
B˙
N
p −2
p,1
≤ c,
then the Cauchy problem (1.3)-(1.4) admits a unique global-in-time solution (ρ,u, T ) with
ρ = ρ∗ + a,u = v and T = T ∗ + θ, where (a,v, θ) is in the space Xp defined by
(a,v, θ)ℓ ∈ C˜b(R+; B˙
N
2
−1
2,1 ) ∩ L
1(R+; B˙
N
2
+1
2,1 ), a
h ∈ C˜b(R+; B˙
N
p
p,1) ∩ L
1(R+; B˙
N
p
p,1),
vh ∈ C˜b(R+; B˙
N
p
−1
p,1 ) ∩ L
1(R+; B˙
N
p
+1
p,1 ), θ
h ∈ C˜b(R+; B˙
N
p
−2
p,1 ) ∩ L
1(R+; B˙
N
p
p,1).
Furthermore, we get for some constant C = C(p,N, λ, µ, κ, Cv, P, ρ
∗, T ∗),
Xp(t) ≤ CXp,0,
for any t > 0, where
Xp(t)
def
= ‖(a,v, θ)‖ℓ
L˜∞(B˙
N
2 −1
2,1 )
+ ‖(a,v, θ)‖ℓ
L1(B˙
N
2 +1
2,1 )
+ ‖a‖h
L˜∞(B˙
N
p
p,1)
+ ‖a‖h
L1(B˙
N
p
p,1)
+ ‖v‖h
L˜∞(B˙
N
p −1
p,1 )
+ ‖v‖h
L1(B˙
N
p +1
p,1 )
+ ‖θ‖h
L˜∞(B˙
N
p −2
p,1 )
+ ‖θ‖h
L1(B˙
N
p
p,1)
.
(1.7)
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The natural next problem is to investigate the large time asymptotic behavior of global
solutions constructed above. In this respect, we could refer to the recent works [17, 25, 29].
Therein, Danchin and Xu [17] applied Fourier analysis techniques to give precise descrip-
tion for the large time asymptotic behavior of solutions with the additional condition
concerning the low frequencies of initial data. Shi and Xu [25] further enlarged the range
of the low regularity index assumption in [17]. Let us remark that in [17, 25] the addi-
tional condition ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
is required to be small. At this point, in the case of
N = 3, Zhai and Chen [29] applied some energy arguments developed by Xin and Xu
[27] to obtain the optimal decay rates without the smallness assumption. There, they
assumed the additional condition ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,1
is bounded. In this paper, motivated
by the works [17, 19, 25, 26, 27, 29], in the case of N ≥ 3, we intend to remove the
smallness assumption for ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
in [17, 25]. Namely, on the condition that
‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
is bounded, we are going to establish the optimal decay of solutions for
system (1.1) in the Lp critical Besov spaces.
2. Main results
As in [17], taking A
def
= µ∆+(λ+µ)∇div, ρ = ρ∗(1+ b) > 0 and T = T ∗+T, we derive
from system (1.3) that the triplet (b,u,T) satisfies
(2.1)
∂tb+ u · ∇b+ (1 + b)divu = 0,
∂tu+ u · ∇u−
Au
ρ∗(1 + b)
+
∂ρP (ρ
∗(1 + b),T ∗)
1 + b
∇b−
pi1(ρ
∗(1 + b))
ρ∗(1 + b)
∇T+
pi′1(ρ
∗(1 + b))
1 + b
T∇b = 0,
∂tT+ u · ∇T+ (T
∗ + T)
pi1(ρ
∗(1 + b))
ρ∗Cv(1 + b)
divu−
κ
ρ∗Cv(1 + b)
∆T =
µ
2 |∇u+ (∇u)
T |2 + λ(divu)2
ρ∗Cv(1 + b)
.
Then, setting ν
def
= λ+ 2µ, ν¯ = ν/ρ∗, χ0
def
= ∂ρP (ρ
∗, T ∗)−
1
2 and executing the transforma-
tion
a(t, x) = b(ν¯χ20t, ν¯χ0x), v(t, x) = χ0u(ν¯χ
2
0t, ν¯χ0x), θ(t, x) = χ0
(
Cv
T ∗
) 1
2
T(ν¯χ20t, ν¯χ0x),
one has
(2.2)

∂ta+ divv = f,
∂tv − A˜v +∇a+ γ∇θ = g,
∂tθ − β∆θ + γdivv = m,
(a,v, θ)|t=0 = (a0,v0, θ0),
with
A˜
def
=
A
ν
, β
def
=
κ
νCv
, γ
def
=
χ0
ρ∗
(
T ∗
Cv
) 1
2
π1(ρ
∗),
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and where the nonlinear terms f, g and m are defined by
f
def
= −div(av),
g
def
= −v · ∇v− I(a)A˜v−K1(a)∇a−K2(a)∇θ − θ∇K3(a),
m
def
= −v · ∇θ − βI(a)∆θ +
Q(∇v,∇v)
1 + a
− (K2(a) +K4(a)θ)divv
with
I(a)
def
=
a
1 + a
, K1(a)
def
=
∂ρP (ρ
∗(1 + a),T ∗)
(1 + a)∂ρP (ρ∗,T ∗)
− 1, K4(a)
def
=
pi1(ρ
∗(1 + a))
Cvρ∗(1 + a)
K2(a)
def
=
χ0
ρ∗
(
T ∗
Cv
) 1
2
(
pi1(ρ
∗(1 + a))
1 + a
− pi1(ρ
∗)
)
, K3(a)
def
= χ0
(
T ∗
Cv
)1
2
∫ a
0
pi′1(ρ
∗(1 + z))
1 + z
dz
Q(∇v,∇v)
def
=
1
νχ0
√
1
T ∗Cv
(µ
2
|∇v + (∇v)T |2 + λ(divv)2
)
.
Note that the exact value of K1, K2, K3 and K4 is not what one cares about and we
mainly apply that those functions are smooth and that K1(0) = K2(0) = K3(0) = 0.
Now, we state the main results of the paper as follows.
Theorem 2.1. Let N ≥ 3 and p satisfy assumption (1.6). Let (ρ,u, T ) be the global
solution addressed by Theorem 1.1. If in addition (a0,v0, θ0)
ℓ ∈ B˙−σ12,∞ (2−
N
2
< σ1 ≤ σ0
def
=
2N
p
− N
2
) such that ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
is bounded, then we have
(2.3) ‖(a,v)(t)‖B˙σ2p,1 . (1 + t)
−N
2
( 1
2
− 1
p
)−
σ2+σ1
2
and
(2.4) ‖θ(t)‖B˙σ3p,1 . (1 + t)
−N
2
( 1
2
− 1
p
)−
σ3+σ1
2 ,
where −σ1 −
N
2
+ N
p
< σ2 ≤
N
p
− 1, and −σ1 −
N
2
+ N
p
< σ3 ≤
N
p
− 2 for all t ≥ 0.
Denote Λsf
def
= F−1(|ξ|sFf) for s ∈ R. By applying improved Gagliardo-Nirenberg
inequalities, the optimal decay estimates of B˙−σ12,∞ -L
r type could be deduced as follows.
Corollary 2.1. Let those assumptions of Theorem 2.1 be fulfilled. Then the corresponding
solution (a,v, θ) admits
‖Λl(a,v)‖Lr . (1 + t)
−N
2
( 1
2
− 1
r
)−
l+σ1
2 and ‖Λnθ‖Lr . (1 + t)
−N
2
( 1
2
− 1
r
)−
n+σ1
2
where −σ1 −
N
2
+ N
p
< l + N
p
− N
r
≤ N
p
− 1 and −σ1 −
N
2
+ N
p
< n + N
p
− N
r
≤ N
p
− 2 for
p ≤ r ≤ ∞ and t ≥ 0.
Remark 2.1. In [25], the low-frequency assumption of initial data is that there exists a
small positive constant c such that ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
≤ c with 1 − N
2
< σ1 ≤ σ0. Here,
the smallness at the low frequencies is removed in Theorem 2.1. On the other hand, the
decay rates in Corollary 2.1 are coincide with those obtained in [25]. As pointed out in
[25], the decay rates in Corollary 2.1 are optimal and satisfactory. However, since the
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condition −σ1 −
N
2
+ N
p
< σ3 ≤
N
p
− 2 in Theorem 2.1 leads to that σ1 should be more
than 2− N
2
, and then the allowable value σ1 ∈ (2−
N
2
, σ0].
It is noted that Xin and Xu [27] developed a pure energy argument to establish the
optimal decay for the barotropic compressible Navier-Stokes equations in the Lp critical
framework. As pointed out in [27], the nonlinear estimates at the low frequencies (that
is ‖(f, g, m)‖ℓ
B˙
−σ1
2,∞
) play a fundamental role in the process of proving Theorem 2.1. Here,
based on the work [27], we develop two non-classical product estimates in the low fre-
quencies (see (3.4) and (3.5) below), which may allow us to handle the nonlinear terms in
system (1.1). Especially for terms including the temperature θ, we need to use the prod-
uct estimate (3.5) (see for example the estimates (4.55) and (4.68) below). Moreover, we
will make full use of the structure of system (1.1) itself. For example, when dealing with
the trinomial term Q(∇v,∇v)/(1 + a), we will take full advantage of its symmetrical
structure (see (4.56)-(4.59) below).
The rest of this paper is structured as follows. In Section 3, we recall some basic
properties of the homogeneous Besov spaces and give some classical and non-classical
product estimates in Besov spaces. Section 4 is devoted to the estimation of L2-type Besov
norms at low frequencies, which plays a key role in deriving the Lyapunov-type inequality
for energy norms. Section 5, i.e., the last section presents the proofs of Theorem 2.1 and
Corollary 2.1.
3. Preliminaries
Throughout the paper, C stands for a harmless “constant”, and we sometimes write
A . B as an equivalent to A ≤ CB. The notation A ≈ B means that A . B and
B . A. For any Banach space X and u, v ∈ X , we agree that ‖(u, v)‖X
def
= ‖u‖X +
‖v‖X . For p ∈ [1,+∞] and T > 0, the notation L
p(0, T ;X) or LpT (X) denotes the set
of measurable functions f : [0, T ] → X with t 7→ ‖f(t)‖X in L
p(0, T ), endowed with
the norm ‖f‖LpT (X)
def
=
∥∥‖f‖X∥∥Lp(0,T ). We denote by C([0, T ];X) the set of continuous
functions from [0, T ] to X .
We first recall the definition of homogeneous Besov spaces, which could be defined by
using a dyadic partition of unity in Fourier variables called homogeneous Littlewood-Paley
decomposition. Then the product estimates in homogeneous Besov spaces are presented.
3.1. Homogeneous Besov spaces. At this point, choose a radial function ϕ ∈ S(RN )
supported in C = {ξ ∈ RN , 3
4
≤ |ξ| ≤ 8
3
} such that
∑
j∈Z ϕ(2
−jξ) = 1 if ξ 6= 0. The
homogeneous frequency localization operator ∆˙j and S˙j are defined by
∆˙ju = ϕ(2
−jD)u, S˙ju =
∑
k≤j−1
∆˙ku for j ∈ Z.
With this expression, it is easy to see that
(3.1) ∆˙j∆˙kf = 0 if |j − k| ≥ 2, and ∆˙j(S˙k−1∆˙kf = 0) if |j − k| ≥ 5.
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Let us denote the space Y ′(RN) by the quotient space of S ′(RN)/P with the polynomials
space P. The formal equality u =
∑
k∈Z ∆˙ku holds true for u ∈ Y
′(RN ) and is called the
homogeneous Littlewood-Paley decomposition.
We then define, for s ∈ R, 1 ≤ p, r ≤ +∞, the homogeneous Besov space
B˙sp,r =
{
f ∈ Y ′(RN) : ‖f‖B˙sp,r < +∞
}
,
where
‖f‖B˙sp,r
def
= ‖2ks‖∆˙kf‖Lp‖ℓr .
We next introduce the so-called Chemin-Lerner space L˜ρT (B˙
s
p,r) (see [6]):
L˜ρT (B˙
s
p,r) =
{
f ∈ (0,+∞)× Y ′(RN) : ‖f‖L˜ρT (B˙sp,r)
< +∞
}
,
where ‖f‖L˜ρT (B˙sp,r)
def
=
∥∥2ks‖∆˙kf(t)‖Lρ(0,T ;Lp)∥∥ℓr . The index T will be omitted if T = +∞
and we shall denote by C˜b([0, T ]; B˙
s
p,r) the subset of functions of L˜
∞
T (B˙
s
p,r) which are also
continuous from [0, T ] to B˙sp,r. A direct application of Minkowski’s inequality implies that
LρT (B˙
s
p,r) →֒ L˜
ρ
T (B˙
s
p,r) if r ≥ ρ, and L˜
ρ
T (B˙
s
p,r) →֒ L
ρ
T (B˙
s
p,r) if ρ ≥ r.
We will repeatedly use the following Bernstein’s inequality throughout the paper:
Lemma 3.1. (see [7]) Let C be an annulus and B a ball, 1 ≤ p ≤ q ≤ +∞. Assume that
f ∈ Lp(RN ), then for any nonnegative integer k, there exists constant C independent of
f , k such that
suppfˆ ⊂ λB ⇒ ‖Dkf‖Lq(RN ) := sup
|α|=k
‖∂αf‖Lq(RN ) ≤ C
k+1λk+N(
1
p
− 1
q
)‖f‖Lp(RN ),
suppfˆ ⊂ λC ⇒ C−k−1λk‖f‖Lp(RN ) ≤ ‖D
kf‖Lp(RN ) ≤ C
k+1λk‖f‖Lp(RN ).
Let us now state some classical properties for the Besov spaces.
Proposition 3.1. The following properties hold true:
1) Derivation: There exists a universal constant C such that
C−1‖f‖B˙sp,r ≤ ‖∇f‖B˙s−1p,r ≤ C‖f‖B˙sp,r .
2) Sobolev embedding: If 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞, then B˙
s
p1,r1 →֒
B˙
s− N
p1
+ N
p2
p2,r2 .
3) Real interpolation: ‖f‖
B˙
θs1+(1−θ)s2
p,r
≤ ‖f‖θ
B˙
s1
p,r
‖f‖1−θ
B˙
s2
p,r
.
4) Algebraic properties: for s > 0, B˙sp,1 ∩ L
∞ is an algebra.
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3.2. Product estimates. We recall a few nonlinear estimates in Besov spaces which may
be derived by using paradifferential calculus. Introduced by Bony in [3], the paraproduct
between f and g is defined by
Tfg =
∑
k∈Z
S˙k−1f∆˙kg,
and the remainder is given by
R(f, g) =
∑
k∈Z
∆˙kf
˜˙∆kg with ˜˙∆kg def= (∆˙k−1 + ∆˙k + ∆˙k+1)g.
One has the following so-called Bony’s decomposition:
(3.2) fg = Tgf + Tfg +R(f, g).
The paraproduct T and the remainder R operators satisfy the following continuous
properties (see e.g. [1]).
Proposition 3.2. Suppose that s ∈ R, σ > 0, and 1 ≤ p, p1, p2, r, r1, r2 ≤ ∞. Then we
have
1) The paraproduct T is a bilinear, continuous operator from L∞ × B˙sp,r to B˙
s
p,r, and
from B˙−σ∞,r1 × B˙
s
p,r2 to B˙
s−σ
p,r with
1
r
= min{1, 1
r1
+ 1
r2
}.
2) The remainder R is bilinear continuous from B˙s1p1,r1×B˙
s2
p2,r2 to B˙
s1+s2
p,r with s1+s2 > 0,
1
p
= 1
p1
+ 1
p2
≤ 1, and 1
r
= 1
r1
+ 1
r2
≤ 1.
The following non-classical product estimates enable us to establish the evolution of
Besov norms at low frequencies (see Lemma 4.1 below).
Proposition 3.3. Let 1 − N
2
< σ1 ≤
2N
p
− N
2
(N ≥ 2) and p satisfy (1.6). Then the
following estimates hold true:
(3.3) ‖fg‖
B˙
−σ1
2,∞
. ‖f‖
B˙
N
p
p,1
‖g‖
B˙
−σ1
2,∞
,
(3.4) ‖fg‖ℓ
B˙
−σ1
2,∞
. ‖f‖
B˙
N
p −1
p,1
(
‖g‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖g‖
B˙
−σ1+
2N
p −N+1
p,∞
)
and
(3.5) ‖fg‖ℓ
B˙
−σ1
2,∞
. ‖f‖
B˙
N
p −2
p,1
(
‖g‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖g‖
B˙
−σ1+
2N
p −N+1
p,∞
)
.
Proof. Inequalities (3.3) and (3.4) have been proved in [2]. Here we only prove (3.5).
Denote p∗
def
= 2p
p−2
, i.e., 1
p
+ 1
p∗
= 1
2
. By (3.2), we decompose fg into Tfg + R(f, g) + Tgf .
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For the paraproduct term Tfg, we have
‖∆˙j(Tfg)‖L2 = ‖
∑
|k−j|≤4
∆˙j(S˙k−1f∆˙kg)‖L2 ≤
∑
|k−j|≤4
∑
k′≤k−2
‖∆˙j(∆˙k′f∆˙kg)‖L2
.
∑
|k−j|≤4
∑
k′≤k−2
‖∆˙k′f‖Lp∗‖∆˙kg‖Lp .
∑
|k−j|≤4
∑
k′≤k−2
2
k′( 2N
p
−N
2
)
‖∆˙k′f‖Lp‖∆˙kg‖Lp
.
∑
|k−j|≤4
∑
k′≤k−2
2k
′( 2N
p
−N
2
+2−N
p
)2k
′(N
p
−2)‖∆˙k′f‖Lp2
k(σ1−
N
p
+N
2
−2)2−k(σ1−
N
p
+N
2
−2)‖∆˙kg‖Lp
. 2jσ1‖f‖
B˙
N
p −2
p,1
‖g‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
,
(3.6)
where we have used that 2 + N
p
− N
2
> 0 and p∗ ≥ p since p fulfills 2 ≤ p ≤ min(4, 2N
N−2
).
For the remainder term, one gets
‖∆˙jR(f, g)‖L2 ≤
∑
k≥j−3
∑
|k−k′|≤1
‖∆˙j(∆˙kf∆˙k′g)‖L2
. 2j(
2N
p
−N
2
)
∑
k≥j−3
∑
|k−k′|≤1
2k(2−
N
p
)2k(
N
p
−2)‖∆˙kf‖Lp2
k′(σ1−
N
p
+N
2
−2)2−k
′(σ1−
N
p
+N
2
−2)‖∆˙k′g‖Lp
. 2
j( 2N
p
−N
2
)
∑
k≥j−3
2
k(σ1−
2N
p
+N
2
)
c(k)‖f‖
B˙
N
p −2
p,1
‖g‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
. 2jσ1‖f‖
B˙
N
p −2
p,1
‖g‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
,
(3.7)
here ‖c(k)‖l1 = 1 and we have used the condition σ1 ≤
2N
p
− N
2
in the last inequality.
For the term Tgf , we have that
‖∆˙j(Tgf)‖L2 ≤
∑
|k−j|≤4
∑
k′≤k−2
‖∆˙j(∆˙k′g∆˙kf)‖L2 ≤
∑
|k−j|≤4
∑
k′≤k−2
‖∆˙k′g‖Lp∗ ‖∆˙kf‖Lp
.
∑
|k−j|≤4
∑
k′≤k−2
2k
′( 2N
p
−N
2
)‖∆˙k′g‖Lp‖∆˙kf‖Lp
.
∑
|k−j|≤4
∑
k′≤k−2
2
k′( 2N
p
−N
2
+σ1−
2N
p
+N−1)
2
k′(−σ1+
2N
p
−N+1)
‖∆˙k′g‖Lp2
k(2−N
p
)
2
k(N
p
−2)
‖∆˙kf‖Lp
. 2j(σ1+
N
2
−N
p
+1)‖f‖
B˙
N
p −2
p,1
‖g‖
B˙
−σ1+
2N
p −N+1
p,∞
,
(3.8)
where we used that σ1 > 1−
N
2
in the last inequality.
From (3.6) and (3.7), we deduce
(3.9) ‖Tfg +R(f, g)‖B˙−σ12,∞
. ‖f‖
B˙
N
p −2
p,1
‖g‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
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and from (3.8), we get that
(3.10) ‖Tgf‖
ℓ
B˙
−σ1
2,∞
≤ ‖Tgf‖
ℓ
B˙
−σ1+
N
p −
N
2 −1
2,∞
. ‖f‖
B˙
N
p −2
p,1
‖g‖
B˙
−σ1+
2N
p −N+1
p,∞
.
Note that only here we used the low frequency condition to ensure that
(3.11) ‖u‖ℓ
B˙
−σ1
2,∞
≤ ‖u‖ℓ
B˙
−σ1+
N
p −
N
2 −1
2,∞
since N
p
− N
2
− 1 < 0 when p ≥ 2. Combining (3.9) and (3.10), we derive that (3.5) holds
true. 
Remark 3.1. We can see from the proof of (3.5) that if f = g, using the symmetry of two
factors, we no longer need the estimate (3.10) and in turn (3.11) at the low frequencies.
Then, we get directly that
(3.12) ‖ff‖
B˙
−σ1
2,∞
. ‖f‖
B˙
N
p −2
p,1
‖f‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
.
Similarly, (3.4) would be
(3.13) ‖ff‖
B˙
−σ1
2,∞
. ‖f‖
B˙
N
p −1
p,1
‖f‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
.
From Bony’s decomposition (3.2) and Proposition 3.2, we could as well infer the fol-
lowing product estimates:
Corollary 3.1. ([1], [13]) (i) Let s > 0 and 1 ≤ p, r ≤ ∞. Then B˙sp,r ∩ L
∞ is an algebra
and
‖uv‖B˙sp,r . ‖u‖L∞‖v‖B˙sp,r + ‖v‖L∞‖u‖B˙sp,r .
(ii) If u ∈ B˙s1p1,1 and v ∈ B˙
s2
p2,1
with 1 ≤ p1 ≤ p2 ≤ ∞, s1 ≤
N
p1
, s2 ≤
N
p2
and s1 + s2 > 0,
then uv ∈ B˙
s1+s2−
N
p1
p2,1 and there exists a constant C, depending only on N, s1, s2, p1 and p2,
such that
‖uv‖
B˙
s1+s2−
N
p1
p2,1
≤ C‖u‖B˙s1p1,1
‖v‖B˙s2p2,1
.
Corollary 3.2. Let σ1 and p satisfy the conditions as in Theorem 2.1, that is, 1 −
N
2
<
σ1 ≤
2N
p
− N
2
(N ≥ 2) and p fulfills (1.6), then we have
‖fg‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖f‖
B˙
N
p
p,1
‖g‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
,
and
‖fg‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖f‖
B˙
N
p
p,1
‖g‖
B˙
−σ1+
2N
p −N+1
p,∞
.
Moreover, if 2− N
2
< σ1 ≤
2N
p
− N
2
(N ≥ 3) and p fulfills (1.6), then we have
‖fg‖
B˙
−σ1+
2N
p −N+2
p,∞
. ‖f‖
B˙
N
p
p,1
‖g‖
B˙
−σ1+
2N
p −N+2
p,∞
.
We also need the following composition lemma (see [1, 10, 24]).
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Proposition 3.4. Let F : R → R be smooth with F (0) = 0. For all 1 ≤ p, r ≤ ∞ and
s > 0, it holds that F (u) ∈ B˙sp,r ∩ L
∞ for u ∈ B˙sp,r ∩ L
∞, and
‖F (u)‖B˙sp,r ≤ C‖u‖B˙sp,r
with C depending only on ‖u‖L∞, F
′ (and higher derivatives), s, p and N .
In the case s > −min(N
p
, N
p′
), then u ∈ B˙sp,r ∩ B˙
N
p
p,1 implies that F (u) ∈ B˙
s
p,r ∩ B˙
N
p
p,1, and
‖F (u)‖B˙sp,r ≤ C(1 + ‖u‖B˙
N
p
p,1
)‖u‖B˙sp,r ,
where 1
p
+ 1
p′
= 1.
At last, we present the optimal regularity estimates for the heat equation (see e.g. [1]).
Proposition 3.5. Let σ ∈ R, (p, r) ∈ [1,∞]2 and 1 ≤ ρ2 ≤ ρ1 ≤ ∞. Let u satisfy{
∂tu− µ∆u = f,
u|t=0 = u0.
Then for all T > 0, the following a prior estimate is satisfied:
µ
1
ρ1 ‖u‖
L˜
ρ1
T (B˙
σ+ 2ρ1
p,r )
. ‖u0‖B˙σp,r + µ
1
ρ2
−1
‖f‖
L˜
ρ2
T (B˙
σ−2+ 2ρ2
p,r )
.
4. Estimation of L2-type Besov norms at low frequencies
This section is devoted to bounding the L2-type Besov norms at low frequencies, which
is the main ingredient in the proof of Theorem 2.1.
Lemma 4.1. Let 2 − N
2
< σ1 ≤
2N
p
− N
2
and p satisfy (1.6). Then the solution (a,v, θ)
to system (2.2) satisfies
‖(a,v, θ)(t)‖ℓ
B˙
−σ1
2,∞
. ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
+
∫ t
0
A1(τ)‖(a,v, θ)(τ)‖
ℓ
B˙
−σ1
2,∞
dτ +
∫ t
0
A2(τ)dτ,
(4.1)
where
A1(t)
def
= ‖(a,v, θ)‖ℓ
B˙
N
2 +1
2,1
+ ‖a‖h
B˙
N
p
p,1
+ ‖v‖h
B˙
N
p +1
p,1
+ ‖a‖2
B˙
N
p
p,1
+ ‖θ‖h
B˙
N
p
p,1
+ ‖a‖
B˙
N
p
p,1
(
‖v‖ℓ
B˙
N
2 +1
2,1
+ ‖v‖h
B˙
N
p +1
p,1
+ ‖θ‖h
B˙
N
p
p,1
)
+ ‖a‖
B˙
N
p
p,1
(
‖θ‖ℓ
B˙
N
2
2,1
+ ‖v‖h
B˙
N
p
p,1
)
and
A2(t)
def
=
(
‖(a,v)‖h
B˙
N
p
p,1
)2
+ ‖v‖h
B˙
N
p +1
p,1
‖a‖
B˙
N
p
p,1
‖a‖h
B˙
N
p
p,1
+ ‖a‖2
B˙
N
p
p,1
‖a‖h
B˙
N
p
p,1
+ ‖a‖h
B˙
N
p
p,1
‖v‖h
B˙
N
p +1
p,1
+ ‖θ‖h
B˙
N
p
p,1
‖a‖h
B˙
N
p
p,1
+ ‖θ‖h
B˙
N
p
p,1
‖a‖2
B˙
N
p
p,1
+ ‖θ‖h
B˙
N
p
p,1
‖v‖h
B˙
N
p −1
p,1
+
(
‖v‖h
B˙
N
p
p,1
)2
‖a‖
B˙
N
p
p,1
+ ‖θ‖h
B˙
N
p −2
p,1
‖v‖h
B˙
N
p +1
p,1
+ ‖v‖h
B˙
N
p
p,1
‖θ‖h
B˙
N
p −1
p,1
‖a‖
B˙
N
p
p,1
.
12 Q. BIE, Q. WANG, AND Z.-A. YAO
Proof. We first claim that
‖(a,v, θ)(t)‖ℓ
B˙
−σ1
2,∞
. ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
+
∫ t
0
‖(f, g, m)(τ)‖ℓ
B˙
−σ1
2,∞
dτ.(4.2)
In fact, setting ω = Λ−1divv (here Λsz
def
= F−1(|ξ|sFz), s ∈ R), then system (2.2)
becomes
(4.3)

∂ta + Λω = f,
∂tω −∆ω − Λa− γΛθ = G
def
= Λ−1divg,
∂tθ − β∆θ + γΛω = m.
Applying the operator ∆˙k to (4.3) and denoting nk
def
= ∆˙kn, one has for all k ∈ Z that
(4.4)

∂tak + Λωk = fk,
∂tωk −∆ωk − Λak − γΛθk = Gk,
∂tθk − β∆θk + γΛωk = mk.
Taking the L2 scalar product of (4.4)1 with ak, (4.4)2 with ωk, and (4.4)3 with θk, respec-
tively, we derive that
(4.5)
1
2
d
dt
‖ak‖
2
L2 + (Λωk, ak) = (fk, ak),
(4.6)
1
2
d
dt
‖ωk‖
2
L2 + ‖Λωk‖
2
L2 − (Λak, ωk)− γ(Λθk, ωk) = (Gk, ωk),
(4.7)
1
2
d
dt
‖θk‖
2
L2 + β‖Λθk‖
2
L2 + γ(Λωk, θk) = (mk, θk).
Notice that
(Λωk, ak) = (Λak, ωk) and (Λθk, ωk) = (Λωk, θk).
Combing (4.5) and (4.7), we have
(4.8)
1
2
d
dt
(
‖ak‖
2
L2 + ‖ωk‖
2
L2 + ‖θk‖
2
L2
)
+ ‖Λωk‖
2
L2 + β‖Λθk‖
2
L2
= (fk, ak) + (Gk, ωk) + (mk, θk),
which infers that
(4.9) ‖(ak, ωk, θk)‖L2 . ‖(a0k, ω0k, θ0k)‖L2 +
∫ t
0
(‖fk‖L2 + ‖Gk‖L2 + ‖mk‖L2)ds.
Multiplying 2k(−σ1) on both sides of (4.9) and taking supremum in terms of k ≤ k0, we
arrive at
(4.10) ‖(a, ω, θ)(t)‖ℓ
B˙
−σ1
2,∞
. ‖(a0, ω0, θ0)‖
ℓ
B˙
−σ1
2,∞
+
∫ t
0
‖(f,G,m)‖ℓ
B˙
−σ1
2,∞
ds.
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Now, let Ω = Λ−1curlv be the incompressible part of v. We see that Ω satisfies the heat
equation
(4.11) ∂tΩ−
µ
ν
∆Ω = Λ−1curlg, Ω(0) = Ω0.
A standard energy argument applied to (4.11) implies
(4.12) ‖Ω‖ℓ
B˙
−σ1
2,∞
+
∫ t
0
‖Ω(s)‖ℓ
B˙
−σ1+2
2,∞
ds .
∫ t
0
‖g(s)‖ℓ
B˙
−σ1
2,∞
ds,
which combined with (4.10), the fact that v = −Λ−1∇ω +Λ−1divΩ and the definition of
G
def
= Λ−1divg gives the desired estimate (4.2).
In what follows, we focus on the estimates of nonlinear norm ‖(f, g, m)‖ℓ
B˙
−σ1
2,∞
. Firstly,
we deal with the term f = −div(av) = −adivv − v · ∇a.
Estimate of adivv. We decompose
adivv = aℓdivv + ahdivvℓ + ahdivvh.
Making use of (3.3), we infer that
(4.13) ‖aℓdivv‖
B˙
−σ1
2,∞
. ‖divv‖
B˙
N
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
.
(
‖v‖ℓ
B˙
N
2 +1
2,1
+ ‖v‖h
B˙
N
p +1
p,1
)
‖a‖ℓ
B˙
−σ1
2,∞
and
(4.14) ‖ahdivvℓ‖
B˙
−σ1
2,∞
. ‖ah‖
B˙
N
p
p,1
‖divvℓ‖
B˙
−σ1
2,∞
. ‖a‖h
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
.
By means of (3.4), one gets
‖ahdivvh‖ℓ
B˙
−σ1
2,∞
. ‖ah‖
B˙
N
p −1
p,1
(
‖divvh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖divvh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖a‖h
B˙
N
p
p,1
‖v‖h
B˙
N
p +1
p,1
,
(4.15)
where we used that −σ1 +
2N
p
−N +2 ≤ −σ1 +
N
p
− N
2
+2 < N
p
+1 since σ1 > 1−
N
2
and
p ≥ 2.
Estimate of v · ∇a. Decomposing v · ∇a = vℓ · ∇aℓ+vh · ∇aℓ+vℓ · ∇ah+vh · ∇ah, we
deduce from (3.3) that
(4.16) ‖vℓ∇aℓ‖
B˙
−σ1
2,∞
. ‖∇aℓ‖
B˙
N
p
p,1
‖vℓ‖
B˙
−σ1
2,∞
. ‖a‖ℓ
B˙
N
2 +1
2,1
‖v‖ℓ
B˙
−σ1
2,∞
,
and
(4.17) ‖vh∇aℓ‖
B˙
−σ1
2,∞
. ‖vh‖
B˙
N
p
p,1
‖∇aℓ‖
B˙
−σ1
2,∞
. ‖v‖h
B˙
N
p +1
p,1
‖a‖ℓ
B˙
−σ1
2,∞
.
It follows from (3.4) that
‖vℓ∇ah‖ℓ
B˙
−σ1
2,∞
. ‖∇ah‖
B˙
N
p −1
p,1
(
‖vℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖vℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖ah‖
B˙
N
p
p,1
‖vℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖a‖h
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
,
(4.18)
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where we used that −σ1 +
2N
p
− N + 1 ≤ −σ1 +
N
p
− N
2
+ 1 in the second inequality
and ‖v‖ℓ
B˙
−σ1
2,∞
→֒ ‖v‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
when 2 ≤ p ≤ 2N
N−2
in the last inequality. For the term
vh∇ah, also by (3.4), it holds that
‖vh∇ah‖ℓ
B˙
−σ1
2,∞
. ‖∇ah‖
B˙
N
p −1
p,1
(
‖vh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖vh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖ah‖
B˙
N
p
p,1
‖vh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖a‖h
B˙
N
p
p,1
‖v‖h
B˙
N
p +1
p,1
,
(4.19)
where we have used that −σ1 +
2N
p
−N + 1 ≤ −σ1 +
N
p
− N
2
+ 1 ≤ N
p
+ 1, since σ1 ≥ −
N
2
and p ≥ 2.
Now, we are in a position to estimate ‖g‖ℓ
B˙
−σ1
2,∞
. Let us recall that
g
def
= −v · ∇v− I(a)A˜v−K1(a)∇a−K2(a)∇θ − θ∇K3(a).
Estimate of v · ∇v. Decompose v · ∇v = vℓ · ∇vℓ + vℓ · ∇vh + vh · ∇vℓ + vh · ∇vh. It
holds from (3.3) that
(4.20) ‖vℓ · ∇vℓ‖
B˙
−σ1
2,∞
. ‖∇vℓ‖
B˙
N
p
p,1
‖vℓ‖
B˙
−σ1
2,∞
. ‖v‖ℓ
B˙
N
2 +1
2,1
‖v‖ℓ
B˙
−σ1
2,∞
,
(4.21) ‖vh · ∇vℓ‖
B˙
−σ1
2,∞
. ‖vh‖
B˙
N
p
p,1
‖∇vℓ‖
B˙
−σ1
2,∞
. ‖v‖h
B˙
N
p +1
p,1
‖v‖ℓ
B˙
−σ1
2,∞
.
By similar calculations to (4.18) and (4.19), one has by (3.4) that
‖vℓ · ∇vh‖ℓ
B˙
−σ1
2,∞
. ‖∇vh‖
B˙
N
p −1
p,1
(
‖vℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖vℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p
p,1
‖vℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖v‖h
B˙
N
p +1
p,1
‖v‖ℓ
B˙
−σ1
2,∞
,
(4.22)
and
‖vh · ∇vh‖ℓ
B˙
−σ1
2,∞
. ‖∇vh‖
B˙
N
p −1
p,1
(
‖vh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖vh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p
p,1
‖vh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖v‖h
B˙
N
p
p,1
‖v‖h
B˙
N
p
p,1
.
(4.23)
Estimate of I(a)A˜v. Keeping in mind that I(0) = 0, one may write
I(a) = I ′(0)a+ I¯(a)a
for some smooth function I¯ vanishing at 0. Thus, through (3.3) again, we have
(4.24) ‖aℓA˜vℓ‖
B˙
−σ1
2,∞
. ‖A˜vℓ‖
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1
2,∞
. ‖v‖ℓ
B˙
N
2 +1
2,1
‖a‖ℓ
B˙
−σ1
2,∞
,
and
(4.25) ‖ahA˜vℓ‖
B˙
−σ1
2,∞
. ‖ah‖
B˙
N
p
p,1
‖A˜vℓ‖
B˙
−σ1
2,∞
. ‖a‖h
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
.
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Arguing similarly as (4.18) and (4.19), one has
‖aℓA˜vh‖ℓ
B˙
−σ1
2,∞
. ‖A˜vh‖
B˙
N
p −1
p,1
(
‖aℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖v‖h
B˙
N
p +1
p,1
‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖v‖h
B˙
N
p +1
p,1
‖a‖ℓ
B˙
−σ1
2,∞
,
(4.26)
and
‖ahA˜vh‖ℓ
B˙
−σ1
2,∞
. ‖Avh‖
B˙
N
p −1
p,1
(
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖ah‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p +1
p,1
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖v‖h
B˙
N
p +1
p,1
‖a‖h
B˙
N
p
p,1
.
(4.27)
On the other hand, from (3.3), (3.4), Proposition 3.4 and Corollaries 3.1 and 3.2, we have
(4.28) ‖I¯(a)aA˜vℓ‖
B˙
−σ1
2,∞
. ‖I¯(a)a‖
B˙
N
p
p,1
‖A˜vℓ‖
B˙
−σ1
2,∞
. ‖a‖2
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
,
and
‖I¯(a)aA˜vh‖ℓ
B˙
−σ1
2,∞
. ‖A˜vh‖
B˙
N
p −1
p,1
(
‖I¯(a)a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖I¯(a)a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p +1
p,1
‖I¯(a)‖
B˙
N
p
p,1
(
‖a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖v‖h
B˙
N
p +1
p,1
‖a‖
B˙
N
p
p,1
(
‖a‖h
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖a‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖v‖h
B˙
N
p +1
p,1
‖a‖
B˙
N
p
p,1
(
‖a‖h
B˙
N
p
p,1
+ ‖a‖ℓ
B˙
−σ1
2,∞
)
.
(4.29)
Estimate of K1(a)∇a. In view of K1(0) = 0, we may write K1(a) = K
′
1(0)a + K¯1(a)a,
here K¯1 is a smooth function fulfilling K¯1(0) = 0. For the term a∇a, we obtain
(4.30) ‖aℓ∇aℓ‖
B˙
−σ1
2,∞
. ‖∇aℓ‖
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1
2,∞
. ‖a‖ℓ
B˙
N
2 +1
2,1
‖a‖ℓ
B˙
−σ1
2,∞
,
and
(4.31) ‖ah∇aℓ‖
B˙
−σ1
2,∞
. ‖ah‖
B˙
N
p
p,1
‖∇aℓ‖
B˙
−σ1
2,∞
. ‖a‖h
B˙
N
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
.
Similar to (4.26) and (4.27), one has
‖aℓ∇ah‖ℓ
B˙
−σ1
2,∞
. ‖∇ah‖
B˙
N
p −1
p,1
(
‖aℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖a‖h
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖a‖h
B˙
N
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
,
(4.32)
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and
‖ah∇ah‖ℓ
B˙
−σ1
2,∞
. ‖∇ah‖
B˙
N
p −1
p,1
(
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖ah‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖ah‖
B˙
N
p
p,1
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖a‖h
B˙
N
p
p,1
‖a‖h
B˙
N
p
p,1
.
(4.33)
As for the term K¯1(a)a∇a, we use the decomposition K¯1(a)a∇a = K¯1(a)a∇a
ℓ+K¯1(a)a∇a
h
and get from (3.3)-(3.4), Corollary 3.2 and Proposition 3.4 again that
‖K¯1(a)a∇a
ℓ‖
B˙
−σ1
2,∞
. ‖K¯1(a)a‖
B˙
N
p
p,1
‖∇a‖ℓ
B˙
−σ1
2,∞
. ‖a‖2
B˙
N
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
,(4.34)
and
‖K¯1(a)a∇a
h‖ℓ
B˙
−σ1
2,∞
. ‖∇ah‖
B˙
N
p −1
p,1
(
‖K¯1(a)a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖K¯1(a)a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖ah‖
B˙
N
p
p,1
‖K¯1(a)‖
B˙
N
p
p,1
(
‖a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖a‖2
B˙
N
p
p,1
(
‖a‖ℓ
B˙
−σ1
2,∞
+ ‖a‖h
B˙
N
p
p,1
)
.
(4.35)
Estimate of K2(a)∇θ. Similarly, we rewrite K2(a) = K
′
2(0)a + K¯2(a)a, here K¯2 is a
smooth function fulfilling K¯2(0) = 0. For the term a∇θ, we infer that
(4.36) ‖aℓ∇θℓ‖
B˙
−σ1
2,∞
. ‖∇θℓ‖
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1
2,∞
. ‖θ‖ℓ
B˙
N
2 +1
2,1
‖a‖ℓ
B˙
−σ1
2,∞
,
and
(4.37) ‖ah∇θℓ‖
B˙
−σ1
2,∞
. ‖ah‖
B˙
N
p
p,1
‖∇θℓ‖
B˙
−σ1
2,∞
. ‖a‖h
B˙
N
p
p,1
‖θ‖ℓ
B˙
−σ1
2,∞
.
Arguing similarly as (4.26) and (4.27), one has
‖aℓ∇θh‖ℓ
B˙
−σ1
2,∞
. ‖∇θh‖
B˙
N
p −1
p,1
(
‖aℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θ‖h
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖θ‖h
B˙
N
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
,
(4.38)
and
‖ah∇θh‖ℓ
B˙
−σ1
2,∞
. ‖∇θh‖
B˙
N
p −1
p,1
(
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖ah‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θh‖
B˙
N
p
p,1
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖θ‖h
B˙
N
p
p,1
‖a‖h
B˙
N
p
p,1
.
(4.39)
As for the term K¯2(a)a∇θ, we have
‖K¯2(a)a∇θ
ℓ‖
B˙
−σ1
2,∞
. ‖K¯2(a)a‖
B˙
N
p
p,1
‖∇θ‖ℓ
B˙
−σ1
2,∞
. ‖a‖2
B˙
N
p
p,1
‖θ‖ℓ
B˙
−σ1
2,∞
,(4.40)
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and
‖K¯2(a)a∇θ
h‖ℓ
B˙
−σ1
2,∞
. ‖∇θh‖
B˙
N
p −1
p,1
(
‖K¯2(a)a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖K¯2(a)a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θh‖
B˙
N
p
p,1
‖K¯2(a)‖
B˙
N
p
p,1
(
‖a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θ‖h
B˙
N
p
p,1
‖a‖
B˙
N
p
p,1
(
‖a‖ℓ
B˙
−σ1
2,∞
+ ‖a‖h
B˙
N
p
p,1
)
.
(4.41)
Estimate of θ∇K3(a). Decomposing K3(a) = K
′
3(0)a + K¯3(a)a implies ∇K3(a) =
K ′3(0)∇a+∇(K¯3(a)a). Then we have from (3.3) and (3.4) that
(4.42) ‖∇aℓθℓ‖
B˙
−σ1
2,∞
. ‖∇aℓ‖
B˙
N
p
p,1
‖θℓ‖
B˙
−σ1
2,∞
. ‖a‖ℓ
B˙
N
2 +1
2,1
‖θ‖ℓ
B˙
−σ1
2,∞
,
(4.43) ‖∇aℓθh‖
B˙
−σ1
2,∞
. ‖θh‖
B˙
N
p
p,1
‖∇aℓ‖
B˙
−σ1
2,∞
. ‖θ‖h
B˙
N
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
,
and
‖∇ahθ‖ℓ
B˙
−σ1
2,∞
. ‖∇ah‖
B˙
N
p −1
p,1
(
‖θ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖θ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖ah‖
B˙
N
p
p,1
(
‖θ‖h
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖θ‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖a‖h
B˙
N
p
p,1
(
‖θ‖h
B˙
N
p
p,1
+ ‖θ‖ℓ
B˙
−σ1
2,∞
)
.
(4.44)
In addition, the remaining term with K¯3(a)a may be estimated similarly as
‖∇(K¯3(a)a)θ‖
ℓ
B˙
−σ1
2,∞
. ‖K¯3(a)a‖
B˙
N
p
p,1
(
‖θ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖θ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖a‖2
B˙
N
p
p,1
(
‖θ‖h
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖θ‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖a‖2
B˙
N
p
p,1
(
‖θ‖h
B˙
N
p
p,1
+ ‖θ‖ℓ
B˙
−σ1
2,∞
)
.
(4.45)
Next, we handle each term in m. Notice that
m
def
= −v · ∇θ − βI(a)∆θ +
Q(∇v,∇v)
1 + a
− (K2(a) +K4(a)θ)divv.
Estimate of v · ∇θ. Decompose v · ∇θ = vℓ · ∇θℓ + vℓ · ∇θh + vh · ∇θℓ + vh · ∇θh. It
follows from (3.3) and (3.4) that
(4.46) ‖vℓ∇θℓ‖
B˙
−σ1
2,∞
. ‖∇θℓ‖
B˙
N
p
p,1
‖vℓ‖
B˙
−σ1
2,∞
. ‖θ‖ℓ
B˙
N
2 +1
2,1
‖v‖ℓ
B˙
−σ1
2,∞
,
(4.47) ‖vh∇θℓ‖
B˙
−σ1
2,∞
. ‖vh‖
B˙
N
p
p,1
‖∇θℓ‖
B˙
−σ1
2,∞
. ‖v‖h
B˙
N
p +1
p,1
‖θ‖ℓ
B˙
−σ1
2,∞
,
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‖vℓ∇θh‖ℓ
B˙
−σ1
2,∞
. ‖∇θh‖
B˙
N
p −1
p,1
(
‖vℓ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖vℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θh‖
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
. ‖θ‖h
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
,
(4.48)
and
‖vh∇θh‖ℓ
B˙
−σ1
2,∞
. ‖vh‖
B˙
N
p −1
p,1
(
‖∇θh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖∇θh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p −1
p,1
‖θ‖h
B˙
−σ1+
N
p −
N
2 +2
p,∞
. ‖v‖h
B˙
N
p −1
p,1
‖θ‖h
B˙
N
p
p,1
,
(4.49)
where in the last inequality we used that σ1 > 2−
N
2
.
Estimate of I(a)∆θ. One may write I(a) = I ′(0)a+ I¯(a)a for some smooth function I¯
vanishing at 0. Decomposing a∆θ = aℓ∆θℓ + aℓ∆θh + ah∆θℓ + ah∆θh, we have
(4.50) ‖aℓ∆θℓ‖
B˙
−σ1
2,∞
. ‖∆θℓ‖
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1
2,∞
. ‖θ‖ℓ
B˙
N
2 +1
2,1
‖a‖ℓ
B˙
−σ1
2,∞
,
and
(4.51) ‖ah∆θℓ‖
B˙
−σ1
2,∞
. ‖ah‖
B˙
N
p
p,1
‖∆θℓ‖
B˙
−σ1
2,∞
. ‖a‖h
B˙
N
p
p,1
‖θ‖ℓ
B˙
−σ1
2,∞
.
By using (3.5), one has
‖aℓ∆θh‖ℓ
B˙
−σ1
2,∞
. ‖∆θh‖
B˙
N
p −2
p,1
(
‖aℓ‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θ‖h
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1+
2N
p −N+1
p,∞
. ‖θ‖h
B˙
N
p
p,1
‖a‖ℓ
B˙
−σ1
2,∞
,
(4.52)
and
‖ah∆θh‖ℓ
B˙
−σ1
2,∞
. ‖∆θh‖
B˙
N
p −2
p,1
(
‖ah‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖ah‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θh‖
B˙
N
p
p,1
‖ah‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
. ‖θ‖h
B˙
N
p
p,1
‖a‖h
B˙
N
p
p,1
.
(4.53)
On the other hand, from (3.3), (3.5), Proposition 3.4 and Corollaries 3.1 and 3.2 again,
we still have
(4.54) ‖I¯(a)a∆θℓ‖
B˙
−σ1
2,∞
. ‖I¯(a)a‖
B˙
N
p
p,1
‖∆θℓ‖
B˙
−σ1
2,∞
. ‖a‖2
B˙
N
p
p,1
‖θ‖ℓ
B˙
−σ1
2,∞
,
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and
‖I¯(a)a∆θh‖ℓ
B˙
−σ1
2,∞
. ‖∆θh‖
B˙
N
p −2
p,1
(
‖I¯(a)a‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖I¯(a)a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θh‖
B˙
N
p
p,1
‖I¯(a)‖
B˙
N
p
p,1
(
‖a‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θ‖h
B˙
N
p
p,1
‖a‖
B˙
N
p
p,1
(
‖a‖h
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖a‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θ‖h
B˙
N
p
p,1
‖a‖
B˙
N
p
p,1
(
‖a‖h
B˙
N
p
p,1
+ ‖a‖ℓ
B˙
−σ1
2,∞
)
.
(4.55)
Estimate of Q(∇v,∇v)/(1 + a). We first get from (3.3) that
(4.56) ‖Q(∇v,∇v)/(1 + a)‖ℓ
B˙
−σ1
2,∞
.
(
1 + ‖a‖
B˙
N
p
p,1
)
‖|∇v|2‖
B˙
−σ1
2,∞
.
In what follows, we focus on the estimation of ‖|∇v|2‖
B˙
−σ1
2,∞
. By (3.3) again, one derives
that
(4.57) ‖∇vℓ∇vℓ‖
B˙
−σ1
2,∞
. ‖∇vℓ‖
B˙
N
p
p,1
‖∇vℓ‖
B˙
−σ1
2,∞
. ‖v‖ℓ
B˙
N
2 +1
2,1
‖v‖ℓ
B˙
−σ1
2,∞
,
(4.58) ‖∇vℓ∇vh‖
B˙
−σ1
2,∞
. ‖∇vh‖
B˙
N
p
p,1
‖∇vℓ‖
B˙
−σ1
2,∞
. ‖v‖h
B˙
N
p +1
p,1
‖v‖ℓ
B˙
−σ1
2,∞
.
For the term ∇vh∇vh, we apply estimate (3.13) to get that
(4.59) ‖∇vh∇vh‖
B˙
−σ1
2,∞
. ‖∇vh‖
B˙
N
p −1
p,1
‖∇vh‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖v‖h
B˙
N
p
p,1
‖v‖h
B˙
N
p
p,1
,
where we have used that σ1 > 2−
N
2
.
Estimate of K2(a)divv. As before, writing K2(a) = K
′
2(0)a+ K¯2(a)a, we have
(4.60) ‖aℓdivvℓ‖
B˙
−σ1
2,∞
. ‖divvℓ‖
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1
2,∞
. ‖v‖ℓ
B˙
N
2 +1
2,1
‖a‖ℓ
B˙
−σ1
2,∞
,
(4.61) ‖aℓdivvh‖
B˙
−σ1
2,∞
. ‖divvh‖
B˙
N
p
p,1
‖aℓ‖
B˙
−σ1
2,∞
. ‖v‖h
B˙
N
p +1
p,1
‖a‖ℓ
B˙
−σ1
2,∞
,
(4.62) ‖ahdivvℓ‖
B˙
−σ1
2,∞
. ‖ah‖
B˙
N
p
p,1
‖divvℓ‖
B˙
−σ1
2,∞
. ‖a‖h
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
and
‖ahdivvh‖ℓ
B˙
−σ1
2,∞
. ‖divvh‖
B˙
N
p −1
p,1
(
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖ah‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p
p,1
‖ah‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
. ‖v‖h
B˙
N
p +1
p,1
‖a‖h
B˙
N
p
p,1
.
(4.63)
As for the term K¯2(a)adivv, we deduce
‖K¯2(a)adivv
ℓ‖
B˙
−σ1
2,∞
. ‖K¯2(a)a‖
B˙
N
p
p,1
‖divv‖ℓ
B˙
−σ1
2,∞
. ‖a‖2
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
,(4.64)
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and
‖K¯2(a)adivv
h‖ℓ
B˙
−σ1
2,∞
. ‖divvh‖
B˙
N
p −1
p,1
(
‖K¯2(a)a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖K¯2(a)a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p
p,1
‖K¯2(a)‖
B˙
N
p
p,1
(
‖a‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖a‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖v‖h
B˙
N
p +1
p,1
‖a‖
B˙
N
p
p,1
(
‖a‖ℓ
B˙
−σ1
2,∞
+ ‖a‖h
B˙
N
p
p,1
)
.
(4.65)
Estimate of K4(a)θdivv. Noticing that K4(0) 6= 0, we decompose K4(a) = K4(0) +
K¯4(a), where K¯4(a) is a smooth function satisfying K¯4(0) = 0. In the following, we
handle the term θdivv and K¯4(a)θdivv, respectively. Firstly, for the term θdivv, using
(3.3) and (3.5), one has
(4.66) ‖θℓdivv‖
B˙
−σ1
2,∞
. ‖divv‖
B˙
N
p
p,1
‖θ‖ℓ
B˙
−σ1
2,∞
.
(
‖v‖ℓ
B˙
N
2 +1
2,1
+ ‖v‖h
B˙
N
p +1
p,1
)
‖θ‖ℓ
B˙
−σ1
2,∞
,
(4.67) ‖θhdivvℓ‖
B˙
−σ1
2,∞
. ‖θh‖
B˙
N
p
p,1
‖divvℓ‖
B˙
−σ1
2,∞
. ‖θ‖h
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
,
and
‖θhdivvh‖ℓ
B˙
−σ1
2,∞
. ‖θh‖
B˙
N
p −2
p,1
(
‖divvh‖
B˙
−σ1+
N
p −
N
2 +2
p,∞
+ ‖divvh‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖θ‖h
B˙
N
p −2
p,1
‖v‖h
B˙
−σ1+
N
p −
N
2 +3
p,∞
. ‖θ‖h
B˙
N
p −2
p,1
‖v‖h
B˙
N
p +1
p,1
.
(4.68)
For the term K¯4(a)θdivv, we have from (3.3) and (3.4) again that
‖K¯4(a)θdivv
ℓ‖
B˙
−σ1
2,∞
. ‖K¯4(a)θ‖
B˙
N
p
p,1
‖divv‖ℓ
B˙
−σ1
2,∞
. ‖a‖
B˙
N
p
p,1
‖θ‖
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
. ‖a‖
B˙
N
p
p,1
(
‖θ‖ℓ
B˙
N
2
2,1
+ ‖θ‖h
B˙
N
p
p,1
)
‖v‖ℓ
B˙
−σ1
2,∞
. ‖a‖
B˙
N
p
p,1
‖θ‖ℓ
B˙
N
2
2,1
‖v‖ℓ
B˙
−σ1
2,∞
+ ‖a‖
B˙
N
p
p,1
‖θ‖h
B˙
N
p
p,1
‖v‖ℓ
B˙
−σ1
2,∞
(4.69)
and
‖K¯4(a)θdivv
h‖ℓ
B˙
−σ1
2,∞
. ‖divvh‖
B˙
N
p −1
p,1
(
‖K¯4(a)θ‖
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖K¯4(a)θ‖
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖vh‖
B˙
N
p
p,1
‖K¯4(a)‖
B˙
N
p
p,1
(
‖θ‖h
B˙
−σ1+
N
p −
N
2 +1
p,∞
+ ‖θ‖ℓ
B˙
−σ1+
2N
p −N+1
p,∞
)
. ‖v‖h
B˙
N
p
p,1
‖a‖
B˙
N
p
p,1
(
‖θ‖h
B˙
N
p −1
p,1
+ ‖θ‖ℓ
B˙
−σ1
2,∞
)
. ‖v‖h
B˙
N
p
p,1
‖θ‖h
B˙
N
p −1
p,1
‖a‖
B˙
N
p
p,1
+ ‖v‖h
B˙
N
p
p,1
‖a‖
B˙
N
p
p,1
‖θ‖ℓ
B˙
−σ1
2,∞
.
(4.70)
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Plugging all estimates above in (4.2), we end up with the proof of (4.1). 
By the definition of Xp(t) in Theorem 1.1, one has
‖(a,v, θ)‖ℓ
L2t (B˙
N
p
p,1)
. ‖(a,v, θ)‖ℓ
L2t (B˙
N
2
2,1)
.
(
‖(a,v, θ)‖ℓ
L∞t (B˙
N
2 −1
2,1 )
) 1
2
(
‖(a,v, θ)‖ℓ
L1t (B˙
N
2 +1
2,1 )
) 1
2
,
‖a‖h
L2t (B˙
N
p
p,1)
.
(
‖a‖h
L∞t (B˙
N
p
p,1)
) 1
2
(
‖a‖h
L1t (B˙
N
p
p,1)
) 1
2
,
‖v‖h
L2t (B˙
N
p
p,1)
.
(
‖v‖h
L∞t (B˙
N
p −1
p,1 )
) 1
2
(
‖v‖h
L1t (B˙
N
p +1
p,1 )
) 1
2
and
‖θ‖h
L2t (B˙
N
p −1
p,1 )
.
(
‖θ‖h
L∞t (B˙
N
p −2
p,1 )
) 1
2
(
‖θ‖h
L1t (B˙
N
p
p,1)
) 1
2
.
On the other hand, it follows that
‖a‖
L∞t (B˙
N
p
p,1)
. ‖a‖ℓ
L∞t (B˙
N
p
p,1)
+ ‖a‖h
L∞t (B˙
N
p
p,1)
. ‖a‖ℓ
L∞t (B˙
N
2 −1
2,1 )
+ ‖a‖h
L∞t (B˙
N
p
p,1)
.
Then, we have
(4.71)
∫ t
0
(A1(τ) + A2(τ))dτ ≤ Xp + X
2
p + X
3
p ≤ CXp,0,
which yields from Gronwall’s inequality that
(4.72) ‖(a,v, θ)‖ℓ
B˙
−σ1
2,∞
≤ C0
for all t ≥ 0, where C0 > 0 depends on ‖(a0,v0, θ0)‖
ℓ
B˙
−σ1
2,∞
and Xp,0.
5. Proofs of main results
This section is devoted to proving Theorem 2.1 and Corollary 2.1.
5.1. Proof of Theorem 2.1. From Theorem 1.1, we have
‖(a,v, θ)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖a(t)‖h
B˙
N
p
p,1
+ ‖v(t)‖h
B˙
N
p −1
p,1
+ ‖θ(t)‖h
B˙
N
p −2
p,1
+
∫ t
0
(
‖(a,v, θ)(τ)‖ℓ
B˙
N
2 +1
2,1
+ ‖a(τ)‖h
B˙
N
p
p,1
+ ‖v(τ)‖h
B˙
N
p +1
p,1
+ ‖θ(τ)‖h
B˙
N
p
p,1
)
dτ . Xp,0.
(5.1)
In what follows, we will employ the following interpolation inequalities:
Proposition 5.1. ([27]) Suppose that m 6= ρ. Then it holds that
‖f‖ℓ
B˙jp,1
. (‖f‖ℓ
B˙mr,∞
)1−η(‖f‖ℓ
B˙ρr,∞
)η, ‖f‖h
B˙jp,1
. (‖f‖h
B˙mr,∞
)1−η(‖f‖h
B˙ρr,∞
)η
where j +N(1
r
− 1
p
) = m(1− η) + ρη for 0 < η < 1 and 1 ≤ r ≤ p ≤ ∞.
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Due to −σ1 <
N
2
− 2 < N
2
− 1 ≤ N
p
< N
2
+ 1, it follows from Proposition 5.1 that
(5.2) ‖(a,v, θ)‖ℓ
B˙
N
2 −1
2,1
≤ C
(
‖(a,v, θ)‖ℓ
B˙
−σ1
2,∞
)η0(
‖(a,v, θ)‖ℓ
B˙
N
2 +1
2,∞
)1−η0
,
where η0 =
2
N/2+1+σ1
∈ (0, 1). In view of (4.72), we have
‖(a,v, θ)‖ℓ
B˙
N
2 +1
2,∞
≥ c0
(
‖(a,v, θ)‖ℓ
B˙
N
2 −1
2,1
) 1
1−η0 ,
where c0 = C
− 1
1−η0C
−
η0
1−η0
0 .
Moreover, it follows from the fact ‖a‖h
B˙
N
p
p,1
+ ‖v‖h
B˙
N
p −1
p,1
+ ‖θ‖h
B˙
N
p −2
p,1
≤ Xp(t) . Xp,0 ≪ 1
for all t ≥ 0 that(
‖a‖h
B˙
N
p
p,1
) 1
1−η0 . ‖a‖h
B˙
N
p
p,1
,
(
‖v‖h
B˙
N
p −1
p,1
) 1
1−η0 . ‖v‖h
B˙
N
p +1
p,1
and
(
‖θ‖h
B˙
N
p −2
p,1
) 1
1−η0 . ‖θ‖h
B˙
N
p
p,1
.
Thus, there exists a constant c˜0 > 0 such that the following Lyapunov-type inequality
holds:
‖(a,v, θ)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖a(t)‖h
B˙
N
p
p,1
+ ‖v(t)‖h
B˙
N
p −1
p,1
+ ‖θ(t)‖h
B˙
N
p −2
p,1
+
∫ t
0
(
‖(a,v, θ)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖a(t)‖h
B˙
N
p
p,1
+ ‖v(t)‖h
B˙
N
p −1
p,1
+ ‖θ(t)‖h
B˙
N
p −2
p,1
)1+ 2
N/2−1+σ1 dτ . Xp,0.
(5.3)
Solving (5.3) yields
‖(a,v, θ)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖a(t)‖h
B˙
N
p
p,1
+ ‖v(t)‖h
B˙
N
p −1
p,1
+ ‖θ(t)‖h
B˙
N
p −2
p,1
.
(
X
− 2
N/2−1+σ1
p,0 +
2t
N/2 − 1 + σ1
)−N/2−1+σ1
2
. (1 + t)−
N/2−1+σ1
2
(5.4)
for all t ≥ 0. Resorting to the embedding properties in Proposition 3.1, we arrive at
‖(a,v)(t)‖
B˙
N
p −1
p,1
. ‖(a,v)(t)‖ℓ
B˙
N
2 −1
2,1
+ ‖(∇a,v)(t)‖h
B˙
N
p −1
p,1
. (1 + t)−
N/2−1+σ1
2 .(5.5)
In addition, employing Proposition 5.1 again yields for σ2 ∈ (−σ1−N(
1
2
− 1
p
), N
p
−1) that
‖(a,v, θ)(t)‖ℓ
B˙
σ2
p,1
. ‖(a,v, θ)(t)‖ℓ
B˙
σ2+N(
1
2−
1
p )
2,1
.
(
‖(a,v, θ)‖ℓ
B˙
−σ1
2,∞
)η1(
‖(a,v, θ)‖ℓ
B˙
N
2 −1
2,∞
)1−η1
,
(5.6)
where
η1 =
N
p
− 1− σ2
N
2
− 1 + σ1
∈ (0, 1).
Note that
‖(a,v, θ)‖ℓ
B˙
−σ1
2,∞
≤ C0
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for all t ≥ 0. From (5.4) and (5.6), we deduce that
‖(a,v, θ)(t)‖ℓ
B˙
σ2
p,1
.
[
(1 + t)−
N/2−1+σ1
2
]1−η1
= (1 + t)−
N
2
( 1
2
− 1
p
)−
σ2+σ1
2(5.7)
for all t ≥ 0, which leads to
‖(a,v)(t)‖B˙σ2p,1 . ‖(a,v)(t)‖
ℓ
B˙
σ2
p,1
+ ‖(a,v)(t)‖h
B˙
σ2
p,1
. (1 + t)−
N
2
( 1
2
− 1
p
)−
σ2+σ1
2 ,(5.8)
provided that σ2 ∈ (−σ1 −N(
1
2
− 1
p
), N
p
− 1). This together with (5.5) yields (2.3).
Similarly, for σ3 ∈ (−σ1 −N(
1
2
− 1
p
), N
p
− 2], we could get
‖θ(t)‖B˙σ3p,1 . ‖θ(t)‖
ℓ
B˙
σ3
p,1
+ ‖θ(t)‖h
B˙
σ3
p,1
. (1 + t)−
N
2
( 1
2
− 1
p
)−
σ3+σ1
2 ,
which yields (2.4). So far, the proof of Theorem 2.1 is completed.
5.2. Proof of Corollary 2.1. In fact, Corollary 2.1 can be regarded as the direct con-
sequence of the following interpolation inequality:
Proposition 5.2. ([1]) The following interpolation inequality holds true:
‖Λlf‖Lr . ‖Λ
mf‖1−ηLq ‖Λ
kf‖ηLq ,
whenever 0 ≤ η ≤ 1, 1 ≤ q ≤ r ≤ ∞ and
l +N
(1
q
−
1
r
)
= m(1 − η) + kη.
With the aid of Proposition 5.2, we define η2 by the relation
m(1− η2) + kη2 = l +N
(1
p
−
1
r
)
,
where m = N
p
− 1 and k = −σ1 − N(
1
2
− 1
p
) + ε with ε > 0 small enough. When l ∈ R
satisfying −σ1 −
N
2
+ N
p
< l + N
p
− N
r
≤ N
p
− 1, it is easy to see that η2 ∈ [0, 1). As a
consequence, we conclude by B˙0p,1 →֒ L
p that
‖Λl(a,v)‖Lr . ‖Λ
m(a,v)‖1−η2Lp ‖Λ
k(a,v)‖η2Lp
.
[
(1 + t)−
N
2
( 1
2
− 1
p
)−
m+σ1
2
]1−η2 [
(1 + t)−
N
2
( 1
2
− 1
p
)−
k+σ1
2
]η2
= (1 + t)−
N
2
( 1
2
− 1
r
)−
l+σ1
2
for p ≤ r ≤ ∞. Similarly, we define η3 by the relation
m(1− η3) + kη3 = n +N
(1
p
−
1
r
)
and obtain that
‖Λnθ‖Lr . ‖Λ
mθ‖1−η3Lp ‖Λ
kθ‖η3Lp
.
[
(1 + t)−
N
2
( 1
2
− 1
p
)−
m+σ1
2
]1−η3 [
(1 + t)−
N
2
( 1
2
− 1
p
)−
k+σ1
2
]η3
= (1 + t)−
N
2
( 1
2
− 1
r
)−
n+σ1
2
provided that p ≤ r ≤ ∞ and −σ1 −
N
2
+ N
p
< n + N
p
− N
r
≤ N
p
− 2. Thus, we finish the
proof of Corollary 2.1.
24 Q. BIE, Q. WANG, AND Z.-A. YAO
References
[1] H. Bahouri, J.-Y. Chemin and R. Danchin, Fourier analysis and nonlinear partial differential equa-
tions, vol. 343 of Grundlehren der Mathematischen Wissenschaften, Springer, Heidelberg, 2011.
[2] Q. Bie, Q. Wang and Z.-A. Yao, Optimal decay for the compressible MHD equations in the critical
regularity framework, arXiv:1906.09119.
[3] J.-M. Bony, Calcul symbolique et propagation des singularite´s pour les e´quations aux de´rive´es par-
tielles non line´aires, Ann. Sci. E´cole Norm. Sup. (4), 14 (1981), 209–246.
[4] M. Cannone, A generalization of a theorem by Kato on Navier-Stokes equations, Rev. Mat.
Iberoamericana, 13 (1997), 515–542.
[5] F. Charve and R. Danchin, A global existence result for the compressible Navier–Stokes equations
in the critical Lp framework, Arch. Ration. Mech. Anal., 198 (2010), 233–271.
[6] J.-Y. Chemin and N. Lerner, Flot de champs de vecteurs non lipschitziens et e´quations de Navier-
Stokes, J. Differential Equations, 121 (1995), 314–328.
[7] J.-Y. Chemin, I. Gallagher, D. Iftimie, J. Ball and D. Welsh, Perfect incompressible fluids, Clarendon
Press Oxford, 1998.
[8] Q. Chen, C. Miao and Z. Zhang, Global well-posedness for compressible Navier-Stokes equations
with highly oscillating initial velocity, Comm. Pure Appl. Math., 63 (2010), 1173–1224.
[9] N. Chikami and R. Danchin, On the well-posedness of the full compressible Navier-Stokes system in
critical Besov spaces, J. Differential Equations, 258 (2015), 3435–3467.
[10] R. Danchin, Global existence in critical spaces for compressible Navier-Stokes equations, Invent.
Math., 141 (2000), 579–614.
[11] R. Danchin, Global existence in critical spaces for flows of compressible viscous and heat-conductive
gases, Arch. Ration. Mech. Anal., 160 (2001), 1–39.
[12] R. Danchin, Local theory in critical spaces for compressible viscous and heat-conductive gases,
Commun. Part. Differential Equations, 26 (2001), 1183–1233.
[13] R. Danchin, Zero Mach number limit in critical spaces for compressible Navier-Stokes equations,
Ann. Sci. E´cole Norm. Sup. (4), 35 (2002), 27–75.
[14] R. Danchin, Fourier analysis methods for the compressible Navier-Stokes equations, Handbook of
Mathematical Analysis in Mechanics of Viscous Fluids, Y. Giga and A. Novotny editors, Springer
International Publishing Switzerland, 2016.
[15] R. Danchin and L. He, The incompressible limit in Lp type critical spaces, Math. Ann., 64 (2016),
1–38.
[16] R. Danchin and J. Xu, Optimal time-decay estimates for the compressible Navier-Stokes equations
in the critical Lp framework, Arch. Ration. Mech. Anal., 224 (2017), 53–90.
[17] R. Danchin and J. Xu, Optimal decay estimates in the critical Lp framework for flows of compressible
viscous and heat-conductive gases, J. Math. Fluid Mech., 20 (2018), 1641–1665.
[18] H. Fujita and T. Kato, On the Navier-Stokes initial value problem I, Arch. Ration. Mech. Anal., 16
(1964), 269–315.
[19] Y. Guo and Y. Wang, Decay of dissipative equations and negative Sobolev spaces, Comm. Partial
Differential Equations, 37 (2012), 2165–2208.
[20] B. Haspot, Existence of global strong solutions in critical spaces for barotropic viscous fluids, Arch.
Ration. Mech. Anal., 202 (2011), 427–460.
[21] H. Kozono and M. Yamazaki, Semilinear heat equations and the Navier-Stokes equations with dis-
tributions in new function spaces as initial data, Comm. Partial Differential equations, 19 (1994),
959–1014.
[22] A. Matsumura and T. Nishida, The initial value problem for the equations of motion of viscous and
heat-conductive gases, J. Math. Kyoto Univ., 20 (1980), 67–104.
OPTIMAL DECAY FOR FULL COMPRESSIBLE N-S EQUATIONS 25
[23] M. Okita, Optimal decay rate for strong solutions in critical spaces to the compressible Navier–Stokes
equations, J. Differential Equations, 257 (2014), 3850–3867.
[24] T. Runst and W. Sickel, Sobolev spaces of fractional order, Nemytskij operators, and nonlinear partial
differential equations, vol. 3, Walter de Gruyter, 1996.
[25] W. Shi and J. Xu, The large-time behavior of solutions in the critical Lp framework for compressible
viscous and heat-conductive gas flows, arXiv:1907.08949.
[26] R. M. Strain and Y. Guo, Almost exponential decay near maxwellian, Commun. Partial Differential
Equations, 31 (2006), 417–429.
[27] Z. Xin and J. Xu, Optimal decay for the compressible Navier-Stokes equations without additional
smallness assumptions, arXiv:1812.1171.
[28] J. Xu, A low-frequency assumption for optimal time-decay estimates to the compressible Navier-
Stokes equations, Commun. Math. Phys., URL http://doi.org/10.1007/s00220-019-03415-6.
[29] X. Zhai and Z.-M. Chen, Long-time behavior for three dimensional compressible viscous and heat-
conductive gases, arXiv:1906.03810.
(Q. Bie) College of Science & Three Gorges Mathematical Research Center, China
Three Gorges University, Yichang 443002, PR China
E-mail address : qybie@126.com
(Q. Wang) School of Mathematics, Sun Yat-Sen University, Guangzhou 510275, PR China
E-mail address : mcswqr@mail.sysu.edu.cn
(Z.-A. Yao) School of Mathematics, Sun Yat-Sen University, Guangzhou 510275, PR
China
E-mail address : mcsyao@mail.sysu.edu.cn
