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LOCALLY CARTESIAN CLOSED QUASICATEGORIES FROM TYPE
THEORY
KRZYSZTOF KAPULKIN
Abstract. We prove that the quasicategories arising from models of Martin-Lo¨f type theory via
simplicial localization are locally cartesian closed.
Introduction
Intensional Martin-Lo¨f Type Theory with Π-, Σ-, and Id-types [ML84] has been conjectured to be
the internal language of locally cartesian closed quasicategories. A precise form of this conjecture
would consist of giving a pair of functors between categories of suitable type theories and locally
cartesian closed quasicategories, and showing that they constitute an equivalence (in the appropriate
homotopical sense).
While the conjecture seems very natural to someone familiar with the ideas of Homotopy Type
Theory, it has proven difficult, and at the moment even the constructions of the functors between
type theories and quasicategories are known only partially. More precisely, using the ideas and
results of Lumsdaine–Warren [LW15] and Gepner–Kock [GK17], Cisinski and Shulman [Shu15]
showed that every locally presentable locally cartesian closed quasicategory can be presented by a
model category admitting a model of type theory. The assumption of local presentability is essential
in their proof.
The main contribution of the present paper is the other direction of the proposed correspondence.
Precisely, we prove that the simplicial localization of any categorical model of type theory (that is,
a contextual category with Π-, Σ-, and Id-structure) regarded as a category with weak equivalences
is a locally cartesian closed quasicategory.
The essential idea of the proof is the use of the construction of the quasicategory of frames, intro-
duced by Szumi lo [Szu14], allowing for an explicit description of the simplicial localization for a wide
class of categories with weak equivalences, namely those that carry the structure of a (co)fibration
category [KS17]. It is indeed the case that every categorical model of type theory can naturally be
equipped with such a structure [AKL15], [Shu15].
The paper is organized as follows. In Section 1, we review the background on models of type
theory and abstract homotopy theory, and formulate our main theorem. In Section 2, we then
gather several notions and lemmas concerning fibration categories and the construction of the
quasicategory of frames. The two crucial properties of this construction are established in Sections 3
and 4, where we prove that, in a suitable sense, taking quasicategories of frames preserves slicing
and adjoints, respectively. These results are then used in Section 5 for the proof of our main
theorem.
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1. Background and statement of the main theorem
In this section, we will review the necessary background, leading to the statement of our main
theorem. The section is therefore divided into three subsections: the first two cover the background
on categorical models of type theory (Section 1.1) and abstract homotopy theory (Section 1.2),
respectively; and the last one contains the statement of our main result (Section 1.3).
1.1. Categorical models of type theory. While the title of the paper suggests that we extract
locally cartesian closed quasicategories from type theory, we will not work explicitly with syntacti-
cally presented type theories. Instead, we shall phrase all our results in the language of contextual
categories equipped with additional structure corresponding to the logical constructors Π, Σ, and
Id of type theory (see [Car78], [Car86], and [Str91] for the relationship between these and syn-
tactically presented type theories; and [AKL15, Sec. 2.2.1] for the statement of the conjectured
correspondence). We begin by recalling the definition of a contextual category:
Definition 1.1. A contextual category C consists of the following data:
(1) a small category, also denoted C, together with a grading on objects ObC =
∐
n∈N
Obn C;
(2) an object ⋄ ∈ Ob0 C;
(3) for each n ∈ N, a map ftn : Obn+1 C→ Obn C;
(4) for each n ∈ N and each X ∈ Obn+1 C, a map pX : X → ftX;
(5) for each n ∈ N, each X ∈ Obn+1 C, and each f : Y → ftX, an object f
∗X together with a
map qf,X : f
∗X → X;
subject to the following conditions:
(1) ⋄ is the unique element of Ob0 C;
(2) ⋄ is terminal in C;
(3) for each n ∈ N, each X ∈ Obn+1 C, and each f : Y → ftX, ftf
∗X = Y and the following
square is a pullback:
f∗X X
Y ftX
qf,X
pX
f
pf∗X
(4) for each n ∈ N, each X ∈ Obn+1 C, and each pair of maps f : Y → ftX and g : Z → Y ,
(fg)∗X = g∗f∗X, 1∗ftXX = X, qfg,X = qf,Xqg,f∗X , and q1ftX ,X = 1X .
Contextual categories are easily seen to be models for an essentially algebraic theory with sorts
indexed by N+N×N. This gives a natural notion of a contextual functor: it is a homomorphism
of models of this theory.
The maps pX : X → ftX will be called basic dependent projections. A dependent projection
is a map which is a composite of basic dependent projections. We will often refer to the objects of
a contextual category as contexts. For notational convenience, given Γ ∈ Obn C, we will write Γ.A
for an object in Obn+1 C such that ft(Γ.A) = Γ. A context extension of a context Γ is a context
Γ.∆ with a dependent projection Γ.∆→ Γ.
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Given a contextual category C, define a contextual category Ccxt as follows (cf. [Lum10, Sec. 1.2.3
and 1.3.1]):
(1) the set of Obn C
cxt consists of n-iterated context extensions:
Γ1.Γ2. . . . .Γn
in C and the morphisms Γ1.Γ2. . . . .Γn → ∆1.∆2. . . . .∆n are morphisms between them re-
garded as objects of C;
(2) ⋄ is the unique object Ob0 C
cxt;
(3) ft(Γ1.Γ2. . . . .Γn+1) = Γ1.Γ2. . . . .Γn;
(4) the map pΓ1.Γ2.....Γn+1 : Γ1.Γ2. . . . .Γn+1 → Γ1.Γ2. . . . .Γn is the dependent projection estab-
lishing Γ1.Γ2. . . . .Γn+1 as a context extension;
(5) the chosen pullbacks are given by iterating the pullbacks along basic dependent projections.
There is an obvious contextual functor C →֒ Ccxt, which is an equivalence of underlying categories.
Moreover, every object of Ccxt is isomorphic to one in Ob1 C
cxt and every dependent projection is
isomorphic to a basic one.
The notion of a contextual category corresponds to the structural rules of type theory. In order
to express the logical constructors, we equip a contextual category with some additional structure.
Thus for the purpose of this paper, we introduce the following definition:
Definition 1.2. A categorical model of type theory is a contextual category C equipped with
Π-structure [KL12, Def. B.1.1], Σ-structure [KL12, Def. B.1.2], and Id-structure [KL12, Def. B.1.3],
and satisfying additionally the Π-η rule and equipped with Functional Extensionality [KL12, Def.
B.3.1].
Remark 1.3. While we are focusing on the semantic part of the picture, let us observe that on the
syntactic side, our choice of type theory is fairly standard. The same selection of rules for those
constructors is considered in the HoTT Book [Uni13], is implemented in the proof assistant Coq 8.3
and later (that is, the distributions used for the UniMath [VAG+] and HoTT [HoT] repositories),
and has interpretation in various homotopy-theoretic settings, including the simplicial model of
Voevodsky [KL12] and more general presheaf models [Shu15].
The categorical models of type theory are again models of an essentially algebraic theory with sorts
indexed by N+N×N. Let CxlΠ,Σ,Id denote the category of models for this theory and we will refer
to its morphisms as homomorphisms of models.
Let C be a categorical model of type theory. By [Lum10, Sec. 1.3.1], we may lift the structure of
a model from C to Ccxt, and thus given an iterated context extension Γ.∆.Θ we may consider e.g.
Γ.Π(∆,Θ). We will heavily exploit this feature, giving definitions for C using the structure of Ccxt.
1 For example, we do so when introducing the notion of a bi-invertible map:
Definition 1.4. Let C be a categorical model of type theory. A morphism f : Γ → ∆ in C is
bi-invertible if there exist:
(1) a morphism g1 : ∆→ Γ;
(2) a section η : Γ→ 〈1A, g1f〉
∗IdΓ of the canonical projection p〈1Γ,g1f〉∗IdΓ : 〈1Γ, g1f〉
∗IdΓ → Γ;
(3) a morphism g2 : ∆→ Γ;
(4) a section ε : ∆→ 〈1∆, fg1〉
∗Id∆ of the canonical projection p〈1∆,fg1〉∗Id∆ : 〈1∆, fg1〉
∗Id∆ → ∆.
In this definition, we consider Γ and ∆ as objects in Ccxt in order to speak of IdΓ, Id∆, and so on.
Our definition of a bi-invertible map is an externalization of the notion isHIso(f) of [KL12, Def.
B.3.3], which in turn is a translation to the language of contextual categories of the notion of a
bi-invertible map in type theory [Uni13, Def. 4.3.1].
1On the syntactic side, this allows us to reason as though we assumed strong Σ-types in the theory.
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Examples 1.5. The identity map 1A is bi-invertible; the composite of two bi-invertible maps is
again bi-invertible.
1.2. Abstract homotopy theory. We will be concerned with two axiomatic approaches to ab-
stract homotopy theory: categories with weak equivalences (a.k.a. relative categories [BK12]) and
quasicategories [Joy08],[Joy09], [Lur09] (see [Szu14, Introduction] for an excellent overview of other
approaches). We will therefore review their basic theory and introduce a functor (simplicial local-
ization) associating to a category with weak equivalences a quasicategory. Later on, we will review
the relevant material from the theory of quasicategories.
A category with weak equivalences consists of a category C together with a wide subcategory
wC (that is, a subcategory containing all objects of C), whose morphisms will be referred to as
weak equivalences. A functor between categories with weak equivalences is homotopical if it
takes weak equivalences to weak equivalences. The category of categories with weak equivalences
and homotopical functors will be denoted by weCat.
There is a natural forgetful functor U: CxlΠ,Σ,Id → weCat, taking a contextual category C to its
underlying category, considered as a category with weak equivalences, in which weak equivalances
are bi-invertible maps.
A quasicategory is a simplicial set C satisfying the inner horn lifting condition, that is, given any
map Λk[n]→ C with 0 < k < n, there exists a dashed arrow making the triangle commute:
Λk[n] C
∆[n]
The full subcategory of sSet consisting of quasicategories will be denoted qCat.
Barwick and Kan [BK12] constructed a model structure on weCat and showed that it is Quillen
equivalent to the Joyal’s model structure on sSet, in which fibrant objects are exactly quasicate-
gories [Joy09, Thm. 6.12]. While there are many constructions assigning to a category with weak
equivalences a quasicategory that are equivalences of homotopy theories, by result of Toe¨n [Toe¨05,
Thm. 6.2], all of them are equivalent either to the functor constructed by Barwick and Kan or its
opposite (see also [KS17, Rmk. 4.7]).
To fix the notation, we should choose one such functor; thus, let Ho∞ : weCat → sSet denote the
functor given by the composite of Rezk’s classification diagram [Rez01, Sec. 3.3] followed by the
right derived functor of the functor taking a bisimplicial set to its zeroth row [JT07, Thm. 4.11].
For the discussion of other possible choices (e.g. hammock localization followed by the derived
homotopy coherent nerve) see [Bar12, Sec. 1.6].
In the remainder of this section, we shall review a few notions and facts from quasicategory theory.
Our choice of definitions follows [Joy09]; another canonical choice is [Lur09].
We will write N: Cat → sSet for the nerve functor and τ1 : sSet → Cat for its left adjoint. Let
qCat2 denote the 2-category whose objects are quasicategories and whose hom-categories are given
by qCat2(C,D) = τ1(D
C).
Let E[1] denote the nerve of the contractible groupoid on two objects. Two maps f, g : C → D
between quasicategories are E[1]-homotopic (notation: f ∼E[1] g) if there exists a map H : E[1] ×
C→ D (called E[1]-homotopy) such that H|(∂∆[1]×C) = [f, g] A map f : C→ D is a categorical
equivalence if there exists a map g : D→ C such that gf ∼E[1] 1C and fg ∼E[1] 1D.The following
lemma gives a useful characterization of categorical equivalences:
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Lemma 1.6 ([KS17, Lem. 4.3]). Let f : C → D be a map of quasicategories. Suppose that for each
n ∈ N and a square:
∂∆[n] C
∆[n] D
f
u
v
there are: a map w : ∆[n]→ C such that w|∂∆[n] = u and an E[1]-homotopy from fw to v relative
to the boundary. Then f is a categorical equivalence.
The join of simplicial sets is a unique functor ⋆ : sSet× sSet → sSet with natural transformations
K → K ⋆ L ← L such that ∆[m] ⋆ ∆[n] ∼= ∆[m + 1 + n], naturally in both m and n, and both
functors − ⋆ L : sSet→ L↓sSet and K ⋆− : sSet→ K ↓sSet preserve colimits.
Explicitly, the n-simplices of K ⋆ L are given by:
(K ⋆ L)n =
∐
i,j≥−1
i+j=n−1
Ki × Lj
where we assume that K−1 = L−1 = {∗}, and the canonical morphism L→ K ⋆ L is taking y ∈ L
to (∗, y) ∈ K ⋆L. By the Adjoint Functor Theorem, −⋆L admits a right adjoint taking a simplicial
morphism X : L→ K to the simplicial set K ↓X defined as:
(K ↓ X)n =
{
Y : ∆[n] ⋆ L→ K
∣∣∣ Y |L = X}.
Instantiating it with the inclusion of a 0-simplex x : ∆[0] → C, we obtain the notion of a slice
quasicategory
(C↓x)n =
{
X : ∆[n+ 1]→ C
∣∣∣ X|∆{n+1} = x}.
The canonical map C↓x→ C is an inner fibration and hence C↓x is again a quasicategory. Dually,
one may define coslice quasicategories x ↓ C. Finally, given a simplicial map G : D → C between
quasicategories and an object x ∈ C, one defines the comma quasicategory x↓G as the pullback:
x↓G D
x↓C C
G
The map x ↓ G → D is again a fibration (as a pullback of a fibration) and hence x ↓ G is a
quasicategory.
Next, we shall define limits in quasicategories. For notational convenience, we will write K⊳ for
∆[0] ⋆ K.
Definition 1.7.
• Let C be a quasicategory and X : K → C a map of simplicial sets. A cone over X is a
simplicial map Y : K⊳ → C such that Y |K = X.
• A cone X˜ : K⊳ → C is universal (or a limit) if for all n > 0 and all Z : ∂∆[n] ⋆ K → C
such that Z|∆{n} ⋆ K = X˜, there exists an extension:
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∂∆[n] ⋆ K C
∆[n] ⋆ K
Z
Examples 1.8.
• A terminal object in a quasicategory C is a limit of ∅→ C.
• A pullback in a quasicategory C is a limit of a diagram Λ2[2]→ C.
Of course, all of the above notions readily dualize to yield coslice quasicategories, colimits, etcetera.
We say that a quasicategory C has limits of shape K if for every diagram X : K → C, there is a
universal cone X˜ : K⊳ → C over X. We say that C has pullbacks if it has limits of shape K for
K = Λ2[2].
Given a quasicategory C with limits of shape K, let CK
⊳
univ denote the full simplicial subset of C
K⊳
spanned by those cones over K that are universal. By [Lur09, Prop. 4.3.2.15], the restriction
map CK
⊳
univ → C
K is an acyclic fibration and thus admits a section—this defines the limit functor
limK : C
K → CK
⊳
univ.
We conclude this section with the definition and a characterization of adjoints between quasicate-
gories.
Definition 1.9. Let F : C⇄ D :G be simplicial maps between quasicategories and let η : C×∆[1]→
C be such that η|C × ∂∆[1] = [1C, GF ] and ε : D × ∆[1] → D such that ε|D × ∂∆[1] = [FG, 1D].
The quadruple (F,G, η, ε) is an adjunction of quasicategories (with F the left adjoint and G
the right adjoint) if (F,G, η, ε) is an adjunction in the 2-category qCat2.
Lemma 1.10 ([Joy08, Sec. 17.4]). A simplicial map G : D → C between quasicategories is a right
adjoint if and only if for any x ∈ C, the comma quasicategory x↓G has an initial object.
1.3. Statement of the main theorem. In this section, we state our main theorem and explain
the proof strategy. To do so, we need the notion of a locally cartesian closed quasicategory and,
in turn, the pullback functor. In the previous section, given a quasicategory C with pullbacks, we
defined a functor CΛ
2[2] → C
∆[1]×∆[1]
univ taking a cospan in C to its pullback square. However, we
would also like to consider pullback as a functor between slices of quasicategories.
To this end, given a 1-simplex f : x→ y in a quasicategory C with pullbacks, we shall construct a
functor f∗ : C ↓ y → C ↓x, taking a 1-simplex to its pullback along f . Let C
(∆[1]×∆[1])f
univ denote the
full simplicial subset of C
∆[1]×∆[1]
univ spanned by those universal cones ∆[1]×∆[1]→ C that send the
edge ∆{1} ×∆[1] to f ∈ C. We therefore obtain a pullback square:
C
(∆[1]×∆[1])f
univ C
∆[1]×∆[1]
univ
C↓y CΛ
2[2]
∼ ∼
Since the left vertical map is an acyclic fibration (as a pullback of one), it admits a section.
Postcomposing this section with the projection C
(∆[1]×∆[1])f
univ → C ↓ x, we obtain the pullback
functor f∗ : C↓y → C↓x.
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Definition 1.11. A quasicategory C is locally cartesian closed if it has finite limits and for any
1-simplex f : x→ y, the pullback functor f∗ : C↓y → C↓x has a right adjoint.
We are now ready to state our main theorem:
Theorem 1.12. For any contextual category C, the quasicategory Ho∞UC is locally cartesian
closed.
This theorem will be proven as the last theorem in the paper (Theorem 5.8). Let us also note that
this gives a partial solution of the conjecture posed by Andre´ Joyal during the Oberwolfach Mini-
Workshop 1109a: Homotopy Interpretation of Constructive Type Theory [Joy11, Conj. 1] since the
simplicial localization functor L appearing in his statement is equivalent to Ho∞ defined above (see
[Bar12, Ex. 1.6.3]).
The main difficulty in proving Theorem 1.12 lies in the fact that simplicial localization functors
weCat → sSet involve inexplicit fibrant replacements that makes the resulting quasicategories hard
to work with. Our proof strategy is based on an observation [AKL15, Thm. 3.2.5] that every
categorical model of type theory carries the structure of a fibration category. On the other hand,
given a fibration category, one may associate to it its quasicategory of frames, defined by Szumi lo
[Szu14]. This construction does not involve any fibrant replacements (thus allowing one to work
directly with the category at hand) and, by the results of [KS17], the quasicategory of frames in a
fibration category is equivalent to its simplicial localization.
Our main goal is to identify additional conditions on a fibration category that guarantee that its
quasicategory of frames is locally cartesian closed. This is possible essentially because the con-
struction of the quasicategory of frames preserves adjoint pairs of exact functors and is compatible
with passing to slice categories. Finally, we verify that for a categorical model of type theory C,
the underlying fibration category of C satisfies these additional conditions.
2. Fibration categories and the quasicategory of frames
In this section, we review the definition and basic properties of fibration categories, recall the
construction of the quasicategory of frames, and gather a few important lemmas.
Definition 2.1 (Brown [Bro73]). 2 A fibration category consists of a category C together with
two wide subcategories: of fibrations (whose morphisms will be denoted ։) and weak equiva-
lences (whose morphisms we denote
∼
→) such that (in what follows, an acyclic fibration is a map
that is both a fibration and a weak equivalence):
F1. weak equivalences satisfy the 2-out-of-6 property; that is, given a composable triple of
morphisms:
X
f
−→ Y
g
−→ Z
h
−→ Z
if both hg and gf are weak equivalences, then f , g, and h are all weak equivalences.
F2. all isomorphisms are acyclic fibrations.
F3. pullbacks along fibrations exist; fibrations and acyclic fibrations are stable under pullback.
F4. C has a terminal object 1; the canonical map X → 1 is a fibration for any object X ∈ C
(that is, all objects are fibrant).
F5. every map can be factored as a weak equivalence followed by a fibration.
Examples 2.2.
2Our formulation is more restrictive than Brown’s original axiomatization in that we require the class of weak
equivalences to satisfy the 2-out-of-6 condition, whereas he required only 2-out-of-3. In the presence of the other
axioms, F1 is then equivalent to 2-out-of-3 together with the fact that the class of weak equivalences is saturated, i.e.
only weak equivalences are inverted in HoC (see [RB09, Thm. 7.2.7])
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(1) For a model category M, its full subcategory of fibrant objects carries a fibration category
structure.
(2) Let C be a fibration category and A ∈ C. Denote by C
։
A be the full subcategory of the
slice C ↓ A consisting only of fibrations B ։ A, and declare a map in C
։
A to be a fibration
(resp. a weak equivalence) if its image under the canonical functor C
։
A → C is a fibration
(resp. a weak equivalence) in C. This gives C
։
A the structure of a fibration category.
The following theorem justifies (at least partially) our interest in fibration categories:
Theorem 2.3 ([AKL15, Thm. 3.2.5]). Every categorical model of type theory C carries the struc-
ture of a fibration category, in which fibrations are maps isomorphic to a composite of dependent
projections and weak equivalences are the bi-invertible maps.
(The construction in [AKL15] uses the assumption that every dependent projection is isomorphic
to a basic one. This always holds in Ccxt; so we may apply the construction there, and then transfer
the fibration category structure back to C along the canonical equivalence C→ Ccxt.)
A path object for A in a fibration category C is any factorization of the diagonal map A→ A×A
into a weak equivalence followed by a fibration A
∼
→ PA ։ A × A. Let f, g : A → B be a pair of
maps in C. A right homotopy between f and g is a commutative square:
A′ PB
A B ×B
∼
〈f, g〉
We say that f and g are right-homotopic if there is a right homotopy between f and g.
Theorem 2.4.
(1) The relation of being right-homotopic is an equivalence relation on Hom(A,B) and is re-
spected by pre- and postcomposition [RB09, Thm. 6.3.3.(2)].
(2) Two morphisms f, g : A→ B are right-homotopic if and only if they are homotopic (i.e. equal
in HoC) [RB09, Thm. 6.3.1.(2)].
Definition 2.5.
(1) A functor between fibration categories is exact if it preserves fibrations, acyclic fibrations,
pullbacks along fibrations, and the terminal object.
(2) An exact functor is a weak equivalence of fibration categories if it induces an equivalence
of homotopy categories.
Examples 2.6.
(1) Every right Quillen functor induces an exact functor between subcategories of fibrant ob-
jects.
(2) Suppose an exact functor F : C→ D is a homotopy equivalence, i.e. there exists a homotopi-
cal functor G : D → C (not necessarily exact) together with two natural weak equivalences
GF
∼
→ 1C and 1D
∼
→ FG. Then F is a weak equivalence of fibration categories.
(3) Let F : C→ D be a homomorphism of categorical models of type theory. Then F is an exact
functor between the fibration categories of Theorem 2.3 associated to C and D. Indeed, F
has to preserve dependent projections (and hence fibrations), distinguished pullbacks (and
hence pullbacks along fibrations), and the terminal object ⋄; moreover, one easily sees that
F preserves acyclic fibrations as well.
(4) Given a morphism f : A→ B in a fibration category C, the pullback functor f∗ : C
։
B → C
։
A
is an exact functor.
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(5) Let f : A → B be a fibration in C. The functor f! : C
։
A → C
։
B given by f!p = fp is exact
if and only if f is an isomorphism (otherwise, f! does not preserve the terminal object).
Proposition 2.7. Let C be a fibration category and f : A → B an acyclic fibration. Then the
pullback functor f∗ : C
։
B → C
։
A is a weak equivalence.
Proof. It follows from the fact that f∗ is a homotopy equivalence, with the homotopy inverse given
by f! since the unit and counit of the adjunction f! ⊣ f
∗ are natural weak equivalences. 
Definition 2.8.
(1) A category J is inverse if there is a function deg : Ob J → N such that for every non-
identity map j → j′ in J we have deg j > deg j′.
Let J be an inverse category.
(2) Let j ∈ J . Thematching category ∂(j ↓J) of j is the full subcategory of the slice category
j ↓ J consisting of all objects except 1j . There is a canonical functor cod: ∂(j ↓ J) → J ,
assigning to a morphism (regarded as object of ∂(j ↓J)) its codomain.
(3) Let X : J → C and j ∈ J . The matching object of X at j is defined as a limit of the
composite
MjX := lim(∂(j ↓J) −→ J
X
−→ C),
where the first map sends an arrow in the slice to its codomain and the second is X. The
canonical map Xj →MjX is called the matching map.
(4) Let C be a fibration category. A diagram X : J → C is called Reedy fibrant if for all
j ∈ J , the matching object MjX exists and the matching map Xj →MjX is a fibration.
Recall that a homotopical category is a category with weak equivalences C satisfying the 2-out-
of-6 property. The full subcategory of weCat consisting of homotopical categories will be denoted
hoCat. From this point on, all categories that we will consider will be homotopical (sometimes with
trivial homotopical structure given by isomorphisms only, e.g. [n]) and all functors are assumed to
be homotopical.
Given a homotopical category J , we will construct a homotopical category DJ such that DJop
is inverse, together with a homotopical functor ev0 : DJ
op → J . The objects of DJ are pairs
([n], ϕ : [n]→ J), where n ∈ N and ϕ is an arbitrary functor. A map
f : ([n], ϕ)→ ([m], ψ)
is an injective, order preserving map f : [n] →֒ [m] such that ψf = ϕ. For notational convenience
later on, we will write ik for the constant function [k]→ [n] taking value i.
Clearly, DJop is an inverse category (with deg([n], ϕ) = n). Putting ev0([n], ϕ) = ϕ(0) gives a
contravariant functor and the homotopical structure on DJ is created by this functor.
Let us also mention some variations on this construction. Given a homotopical poset P , we define
a homotopical category SdP (the barycentric subdivision of P ) as the full subcategory of DP
consisting of functors [k]→ P that are injective on objects. Often when describing objects of SdP ,
we will identify an injective map ϕ : [k]→ P with its image imϕ ⊆ P .
We may also define DK for a simplicial set K by the left Kan extension of the functor ∆ →֒
hoCat
D
−→ hoCat defined above along the Yoneda embedding. Explicitly, the underlying category
of DK is the full subcategory of the category of elements of K : ∆op → Set spanned by the face
operators and the set of weak equivalences is the smallest set closed under 2-out-of-6 and containing
the morphisms induced by the degenerate 1-simplices of K.
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Following [Szu14, Def. 3.17], a marked simplicial complex is a simplicial set K with a chosen
inclusion K →֒ NP , where P is a homotopical poset. Given a marked simplicial complex K define
SdK as the full homotopical subcategory of DK whose objects are nondegenerate simplices of K.
Finally, we will also define an augmented version of D, denoted by Da. For a homotopical category
J , define the homotopical category DaJ as follows: the underlying category of DaJ is obtained by
freely adjoining an initial object ∅ to DJ and the weak equivalences are those of DJ (none of the
newly added maps is a weak equivalence).
Let C be a fibration category. Define a simplicial set NfC, called the quasicategory of frames of
C, by:
(NfC)m := {homotopical, Reedy fibrant diagrams D[m]
op → C} .
The assignment C 7→ NfC extends to a functor on the category of fibration categories and exact
functors. In fact, NfC can be characterized as a representing object for a certain functor sSet→ Set:
Lemma 2.9 ([Szu14, Prop. 3.7]). Let C be a fibration category and K a simplicial set. Then there
is a natural bijection between simplicial maps K → NfC and homotopical, Reedy fibrant functors
DKop → C. In other words, the functor taking a simplicial set K to the set of homotopical, Reedy
fibrant diagrams DKop → C is representable, represented by NfC.
The following two theorems indicate the importance of this construction for our purposes:
Theorem 2.10 (Szumi lo).
(1) The functor Nf takes values in the category of finitely complete quasicategories and finite
limit preserving functors [Szu14, Thm. 3.3].
(2) Moreover, it takes weak equivalences of fibration categories to categorical equivalences of
quasicategories [Szu14, Thm. 3.26].
Theorem 2.11 ([KS17, Cor. 4.6]). For any fibration category C, the quasicategories Ho∞C and
NfC are weakly equivalent in Joyal’s model structure.
It thus follows formally from the previous two theorems together with Theorem 2.3 that for every
contextual category C, the quasicategory Ho∞UC has finite limits. We still need to show, of
course, that Ho∞UC has right adjoints to pullback functors. However, there is a very convenient
characterization of pullbacks in the quasicategories NfC:
Example 2.12 ([Szu14, Ex. 3.34]). A square P : D([1]× [1])op → C in NfC is a homotopy pullback
if in its restriction to Sd([1]× [1])op
P0,0 P1,0
P0,1 P1,1
P00,01
P01,11
P01,01
P01,00
P11,01
P001,011
P011,001
∼
∼
∼
∼
∼
∼
∼
∼
∼
the canonical map P001,011 ×P01,01 P011,001 → P01,11 ×P1,1 P11,01 induced by the dashed arrows is a
weak equivalence.
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The next three lemmas from [Szu14] will be used throughout the paper:
Lemma 2.13 ([Szu14, Lem. 3.19 and Lem. 1.24 (1)⇒(2)]). Let K →֒ L be an inclusion of finite
marked simplicial complexes and let C be a fibration category. Given a Reedy fibrant diagram
X : (DK ∪ SdL)op → C, there exists a Reedy fibrant diagram X˜ : DLop → C such that X˜ |(DK ∪
SdL)op = X.
(By an inclusion of marked simplicial complexes we understand an injective map that reflects
equivalences.)
Lemma 2.14 ([Szu14, Lem. 4.6]). Let C be a fibration category and K →֒ L and inclusion of
marked simplicial complexes. Moreover, let X,Y : DLop → C be homotopical, Reedy fibrant di-
agrams and f : X|(SdL)op → Y |(SdL)op a natural weak equivalence such that f |(SdK)op is the
identity transformation. Then X and Y are E[1]-homotopic relative to K as diagrams in NfC.
Recall that a cosieve is functor I →֒ J that is injective on objects, fully faithful, and such that if
i ∈ I and there is i→ j, then j ∈ I.
Lemma 2.15 ([Szu14, Prop. 1.19.(1)]). Let I →֒ J be a cosieve of inverse categories and C a
fibration category. Moreover, let X : I → C be a Reedy fibrant diagram and Y : J → C any diagram
with a natural weak equivalence w : Y |I
∼
→ X. Then there exists a Reedy fibrant diagram X˜ : J → C
such that X˜|I = X, together with w˜ : Y → X˜ such that w˜|I = w.
Let F : C → D be a homotopical (but not necessarily exact) functor between fibration categories.
We define a simplicial set CF by:
(CF )m := {(X ∈ (NfC)m, Y ∈ (NfD)m, w : FX
∼
→ Y )}
Intuitively, an m-simplex of CF consists of an m-simplex of X ∈ (NfC)m, together with a fibrant
replacement Y of FX.
Lemma 2.16. For any homotopical functor F : C → D between fibration categories, the canonical
projection CF → NfC is an acyclic fibration. In particular, CF is a quasicategory.
Proof. We need to find a lift for the following square:
∂∆[m] CF
∆[m] NfC
Thus we are given:
• homotopical, Reedy fibrant X : D[m]op → C (bottom map)
• homotopical, Reedy fibrant Y : D(∂∆[m])op → D, together with a natural weak equivalence
w : FX|D(∂∆[m])op → Y (top map).
We need to find extensions of Y and w to D[m]op. This follows immediately by Lemmas 2.9
and 2.15. 
Construction 2.17. This allows us to define the value of Nf on a functor between fibration
categories that is not necessarily exact. Indeed, by Lemma 2.16, the canonical projection CF → NfC
is an acyclic fibration, and hence admits a section. Postcomposing this section with the projection
CF → NfD yields a map NfC→ NfD that we may take as NfF .
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Suppose F : C ⇄ D : G are adjoint functors between fibration categories with G exact and F
homotopical. Assume moreover that both the unit and the counit of this adjunction are natural
weak equivalences. Then the diagram:
CF
NfD NfC
NfG
commutes up to E[1]-homotopy by Lemma 2.14. Since by Theorem 2.10, NfG is known to be a
categorical equivalence, it follows that NfF and NfG are each other homotopy inverses.
In particular, given a fibration f : A→ B in a fibration category C, one gets a homotopical functor
f! : C
։
A → C
։
B and thus we may define Nff! as above. Unwinding the definitions, we see that
Nff!X is given by applying the functor f! to X pointwise and then replacing the resulting diagram
fibrantly. If f was an acyclic fibration to start with, the functors Nff! and Nff
∗ are clearly seen to
be homotopy inverses in Joyal’s model structure on sSet. 
3. Slices of the quasicategory of frames
Let C be a fibration category and A : D[0]op → C a 0-simplex in NfC. Our main goal in this section
is to construct a map NfC ↓ A → Nf(C
։
A0) and prove that it is an equivalence. We begin by
describing the n-simplices in each of these quasicategories.
An n-simplex in NfC ↓A is a homotopical, Reedy fibrant diagram X : D[n + 1]
op → C such that
X(n+1)k = A0k .
An n-simplex in Nf(C
։
A0) is a homotopical, Reedy fibrant diagram D[n]
op → C
։
A0 or equivalently,
it is a homotopical, Reedy fibrant diagram A˜ : Da[n]
op → C.
There is a natural inclusion Da[n] →֒ D[n+1] sending ϕ : [k]→ [n] ∈ Da[n] to ϕ
′ : [k+1]→ [n+1]
defined by:
ϕ′(i) =
{
ϕ(i) if i ≤ k
n+ 1 if i = k + 1
That is, the objects of Da[n], regarded as a subcategory of D[n+ 1] are:
{[k]
ϕ
→ [n+ 1] | ϕ(k) = n+ 1 and ϕ(k − 1) ≤ n}.
Given ϕ : [k]→ [n] ∈ Da[n], the induced map
Da[n]↓ϕ→ D[n+ 1]↓ϕ
′
is easily seen to be a sieve. We claim that it is moreover cofinal. By [ML98, Thm. IX.3.1], it suffices
to show that that for any ψ : [l]→ [n+1] ∈ D[n+1], the slice category ψ↓(Da[n]↓ϕ
′) is nonempty
and connected. If l = k, this is clear; otherwise, we must have l < k, and thus ψ′ : [l+ 1]→ [n+ 1]
(where ψ 7→ ψ′ is as defined above) is the initial object ψ↓(Da[n]↓ϕ
′).
Thus the inclusion Da[n] →֒ D[n + 1] satisfies the assumptions of [KS17, Lem. 2.16] and precom-
posing with it gives a well-defined map SA : NfC ↓A → Nf(C
։
A0). Explicitly, given an n-simplex
X : D[n+ 1]op → C in NfC↓A, the n-simplex SAX : Da[n]
op → C in Nf(C
։
A0) is given by:
(SAX)a1a2...ai := Xa1a2...ai(n+1).
Theorem 3.1. Let C be a fibration category and let A : D[0]op → C be a 0-simplex in NfC. Then
the map SA : NfC↓A→ Nf(C
։
A0) is a categorical equivalence.
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Proof. By Lemma 1.6, we need to find a filler X˜ for the following square:
∂∆[n] NfC↓A
∆[n] Nf(C
։
A0)
X
SA
X ′
By the (join ⊣ slice)-adjunction, a simplicial map X : ∂∆[n] → NfC ↓A corresponds naturally to
a map ∂∆[n] ⋆ ∆[0] = Λn+1[n + 1] → Nf(C) whose restriction to the (n + 1)-st vertex is A. By
Lemma 2.9, this in turn corresponds naturally to a diagram X : D(Λn+1[n + 1])op → C extending
A, as explained in the following paragraph.
Notice that D(Λn+1[n+ 1]) is the subcategory of D[n+ 1] consisting of those monotone functions
ϕ : [k]→ [n+ 1] that skip some i ∈ [n] ⊆ [n+ 1]. That is, the objects of D(Λn+1[n+ 1]) are:
{[k]
ϕ
→ [n+ 1] | there exists i ≤ n s.th. i 6∈ im(ϕ)}
and thus, in particular, we have X(n+1)k = A0k .
Moreover, an n-simplex X ′ : ∆[n]→ Nf(C
։
A0) corresponds naturally to a diagram X
′ : Da[n]
op → C
with X ′∅ = A0.
We seek an extension X˜ : D[n+ 1]op → C such that:
• X˜|D(Λn+1[n+ 1]) = X and
• SAX˜ ∼E[1] X
′ relative to the boundary.
By Lemma 2.13, it suffices to define X˜ : D(Λn+1[n + 1])op ∪ Sd[n + 1]op → C. Define X˜ = X on
D(Λn+1[n+ 1])op and X˜[n] = X˜[n+1] = X
′
[n+1].
This gives a homotopical diagram X˜ : D(Λn+1[n+1])op ∪ Sd[n+1]op → C, which, by Lemma 2.15,
we may fibrantly replace without changing its value on D(Λn+1[n + 1])op. Applying Lemma 2.13,
we extend X˜ to D[n+ 1]op, as required.
It is clear that the upper triangle in the diagram above commutes. The lower triangle commutes
up to E[1]-homotopy relative to the boundary by Lemma 2.14. 
4. Adjoints between quasicategories of frames
The main goal of this section is the proof of the following theorem:
Theorem 4.1. Let F : C ⇄ D :G be an adjoint pair of exact functors. Then NfF : NfC ⇄ NfD :
NfG is an adjunction of quasicategories.
Recall that by Lemma 1.10, a simplicial map G : D → C of quasicategories is a right adjoint if
for any x ∈ C, the quasicategory x ↓G has an initial object (the unit of the adjunction). We will
therefore begin with the construction of a candidate unit of NfF ⊣ NfG.
Construction 4.2 (Unit of NfF ⊣ NfG). Let A : D[0]
op → C be 0-simplex in NfC. We will
construct a 1-simplex X : D[1]op → C in A↓NfG (thus, we must have X|D[0] = A). Since both F
and G are exact, we put X1k := GFA0k .
This defines X on D∂∆[1]op. By Lemma 2.13, it suffices to extend it further to Sd[1]op, that is,
to find X1 and a Reedy fibrant fraction X0 ← X01 → X1. Define a factorization of the map
X0 → X0 ×X1 as a weak equivalence followed by a fibration:
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X0 X0 ×X1
X01
〈1X0ηX0〉
w
∼
〈p0, p1〉
This gives the extension to Sd[1]op∪D∂∆[1]op, which in turn yields X : D[1]op → C as required. 
Proposition 4.3. The 1-simplex X : D[1]op → C constructed above is initial in A↓NfG.
Our next goal is the proof of Proposition 4.3. Before doing so, we shall prove an auxiliary lemma
that will allow us to take advantage of the adjunction F ⊣ G later in our proof.
Lemma 4.4. Let F : C⇄ D :G be an adjoint pair of exact functors. If two morphism f, g : A→ GB
are homotopic in C, then their adjoint transposes f , g : FA→ B are homotopic in D.
Proof. Choose a path object B
∼
→ PB ։ B × B for B in D. By assumption and exactness of G,
there exists a commutative square of the form:
A˜ GPB
B GB ×GB
∼
〈f, g〉
By adjointness and exactness of F , we get:
FA˜ PB
FA B ×B
∼
〈f, g〉
and thus f and g are homotopic. 
A 1-simplexX : A→ GB is initial in A↓NfG if for all n > 0 and any map Y : ∆[0]⋆∂∆[n]→ A↓NfG
such that Y |∆[0] ⋆∆{0} = X, there exists an extension:
∆[0] ⋆ ∂∆[n] A ↓ NfG
∆[0] ⋆∆[n]
Y
Y˜
Before giving the proof of Proposition 4.3, we consider the case n = 1 separately to build the
intuition for the general case.
Lemma 4.5. Let X : D[1]op → C be the diagram of Construction 4.2. Then every diagram Y : ∆[0]⋆
∂∆[1]→ C such that Y |∆[0] ⋆∆{0} = X admits an extension:
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∆[0] ⋆ ∂∆[1] A ↓ NfG
∆[0] ⋆∆[1]
Y
Y˜
We will write (n] for the linearly ordered set {1 ≤ 2 ≤ . . . ≤ n} ⊆ [n]. In particular, we have
N(n] ∼= ∆[n− 1], but the vertices of N(n] are numbered with 1, 2, . . . , n.
Proof. Unwinding the definitions, we see that we are given:
• Y : DΛ0[2]op → C with Y |D(∆{0,1})op = X;
• B : D∂N(2]op → D with B1k = FX0k and Y |(D∂N(2]
op) = GB,
and we are seeking Reedy fibrant diagrams B˜ : D(2]op → D and Y˜ : D[2]op → C with Y˜ |D(2]op =
GB˜.
By Lemma 2.13, it suffices to find extensions B˜ : Sd(2]op → D and Y˜ : Sd[2]op → C with Y˜ |Sd(2]op =
GB˜. Explicitly, we need to find:
• B˜12 ∈ D together with Reedy fibrant fraction B1
∼
և B˜12 ։ B2;
• Y˜012 fitting into a Reedy fibrant diagram:
X1
X0 GB2
X01 GB˜12
Y02
Y˜012∼
∼
∼
∼
∼
Define Y˜012 as the pullback:
Y˜012 X01
Y02 X0
pi1
pi2 p0
and let B˜12 := FY˜012. By the universal property of η, there exists a unique map 〈f1, f2〉 : B˜12 →
B1 ×B2 making the following square commute:
Y˜012 GB˜12
X01 × Y02 G(B1 ×B2)
η
Y˜012
∼ G〈f1, f2〉
We claim that up to Reedy fibrancy of the resulting diagrams, the objects Y˜012 and B˜12 with the
maps defined above give the extension required in the universal property. To see this, it remains
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to verify that the map f1 : B˜01 → B1 is a weak equivalence. By Lemma 2.15, we can then fibrantly
replace the diagrams, obtaining the desired ones.
The map p0π1 : Y˜012 → X0 is weak equivalence as a composite of two weak equivalences, and con-
sequently F (p0π1) : B˜01 → B1 is a weak equivalence. Since a map homotopic to a weak equivalence
is itself a weak equivalence, it suffices to show that f1 and F (p0π1) are homotopic.
By Lemma 4.4, it is enough to show that their adjoint transposes F (p0π1), f1 : Y˜012 → GB1 are
homotopic. We will do so by explicitly computing these transposes.
By naturality of η, the following diagram commutes:
Y˜012 GFY˜012
X0 GFX0
η
Y˜012
p0pi1 GF (p0pi1)
ηX0
and hence F (p0π1) = ηX0p0π1.
On the other hand, the following diagram commutes by the definition of B˜12:
Y˜012 GFY˜012
X01 × Y02 GB1 ×GB2
X01 GFX0
η
Y˜012
p1
pi1 Gf1
and hence f1 = p1π1.
Thus, we need to show that the maps ηX0p0π1 and p1π1 are homotopic. However, since ηX0p0w =
p1w by Construction 4.2 and w is a weak equivalence, we obtain that ηX0p0 and p1 are homotopic,
and hence ηX0p0π1 and p1π1 must also be homotopic. 
We are now ready to prove the general case.
Proof of Proposition 4.3. We are given:
• Y : DΛ0[1 + n]op → C with Y |D(∆{0,1})op = X;
• B : D∂N(1 + n]op → D with B1k = FX0k and Y |(D∂N(1 + n]
op) = GB,
and we are seeking Reedy fibrant diagrams B˜ : D(1 + n]op → D and Y˜ : D[1 + n]op → C with
Y˜ |D(1 + n]op = GB˜.
By Lemma 2.13, it suffices to find extensions B˜ : Sd(1 + n]op → D and Y˜ : Sd[1 + n]op → C with
Y˜ |Sd(1 + n]op = GB˜.
We start by defining Y˜[1+n] as a limit:
Y˜[1+n] = lim
0∈S([1+n]
YS.
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Moreover, we set B˜(1+n] := FY˜[1+n] By construction, the canonical map Y˜[1+n] → YS is a fibration
for any S ( [1 + n] such that 0 ∈ S. By [KS17, Lem. 2.17], it is moreover an acyclic fibration.
Given S ⊆ [n] such that 0 6∈ S, there is a map YS∪{0} → YS = GBS yielding:
lim
06∈S
YS∪{0} −→ lim
06∈S
GBS ∼= G(lim
06∈S
BS)
since G is a right adjoint.
By the universal property of η, there is a unique morphism
B˜(1+n] −→ lim
06∈S
BS
making the following square commute (recall that B˜(1+n] = FY˜[1+n]):
Y˜[1+n] GFY˜[1+n]
lim
06∈S
YS∪{0} G(lim
06∈S
BS)
η
Y˜[1+n]
We claim that Y˜[1+n] and B˜(1+n] together with the map constructed above give the desired extension.
For that, it remains to verify that the canonical map B˜(1+n] → B1 is a weak equivalence, but the
proof of this fact follows now verbatim the proof of Lemma 4.5. 
Proof of Theorem 4.1. By Proposition 4.3 and Lemma 1.10, NfG is a right adjoint and by Con-
struction 4.2 its left adjoint is given by NfF . 
5. Quasicategories arising from type theory are locally cartesian closed
In this section, we complete the proof of Theorem 1.12. We begin by introducing the notion of
a locally cartesian closed fibration category (Definition 5.1) and, using the results of the previous
sections, show that the quasicategory of frames of such a category is locally cartesian closed (Theo-
rem 5.3). We then verify that every contextual category carries the structure of a locally cartesian
closed fibration category, which lets us deduce our main theorem (Theorem 5.8).
Definition 5.1. A locally cartesian closed fibration category is a fibration category C such
that for any fibration p : A→ B, the pullback functor p∗ : C
։
B → C
։
A admits a right adjoint which
is an exact functor.
We will show that if C is a locally cartesian closed fibration category, then NfC is a locally cartesian
closed quasicategory. The following lemma contains the technical heart of the proof.
Lemma 5.2. Let C be a fibration category and X : A→ B a 1-simplex in NfC (thus, in particular,
X0 = A0 and X1 = B0). Let f denote the acyclic fibration X01 → A0 and by g the fibration
X01 → B0. Then the diagram:
NfC↓B Nf(C
։
B0)
NfC↓A Nf(C
։
A0) Nf(C
։
X01)
SB
X∗ Nfg
∗
SA Nff
∗
commutes up to E[1]-homotopy.
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We will write ⊔ for the simplicial set with four 0-simplices: (0, 0), (0, 1), (1, 0), and (1, 1); and three
non-degenerate 1-simplices: (0, 0)→ (0, 1), (0, 1)→ (1, 1), and (1, 0) → (1, 1).
Proof. The map Nff
∗ is a categorical equivalence between quasicategories and thus admits a homo-
topy inverse, given by Nff! (which is obtained by choosing a section of the projection (C
։
A0)f! →
(C
։
A0) as in Construction 2.17). By Theorem 3.1, the functor SA is a categorical equivalence and
thus admits a homotopy inverse SA.
Let F = SA(Nff!)(Nfg
∗)SB . Given any Y ∈ NfC↓B, we will define a diagram [FY,X, Y ] : (D⊔)
op →
C as follows: since D preserves colimits [Szu14, Lem. 3.6], it suffices to give three compatible dia-
grams D[1]op → C, namely:
(0, 0) (1, 0)
(0, 1) (1, 1)
FY Y
X
By the universal property of the pullback in the quasicategory NfC, it suffices to show that
[FY,X, Y ] can be extended to a pullback square in NfC, i.e. a diagram D([1] × [1])
op → C
satisfying the condition of Example 2.12. Indeed, such an extension defines a simplicial map
(NfC ↓B)0 → (NfC)
(∆[1]×∆[1])X
univ , where (NfC ↓B)0 denotes the 0-skeleton of NfC ↓B, fitting into a
commutative square:
(NfC↓B)0 (NfC)
(∆[1]×∆[1])X
univ NfC↓A
NfC↓B NfC↓B
∼
=
which establishes F as a particular choice of the pullback functor NfC↓B → NfC↓A.
Let Q = g∗Y01. Factor the composite Q → X01
f
→ A0 into a weak equivalence followed by a
fibration: Q
∼
→ Q1 ։ A0 (i.e. Q1 should be thought of as the value of (Nff!)(Nfg
∗)SB on Y01).
Since SA and SA are homotopy inverses, we obtain a fraction FY01
∼
և Q2
∼
։ Q1 in C
։
A0. Pulling
back the diagram:
FY01 Q2 Q1
A0
∼ ∼
along f : X01 → A0, we obtain a zigzag
f∗FY01 f
∗Q2 f
∗Q1 Q
∼ ∼ ∼
in C
։
X01. Define Q
′ = f∗Q2 ×f∗Q1 Q. Then:
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FY1 Y1
A0 B0
FY01
X01
Q′
Q′
Y01
Q′
Q′
∼
∼
f g
∼
∼
∼
∼
∼
∼
∼
defines a homotopical diagram P : Sd([1] × [1])op → C whose restriction to (Sd⊔)op is [FY,X, Y ].
Moreover, by construction, the canonical map induced by the dashed arrows Q′ = Q′ ×Q′ Q
′ →
X01 ×B0 Y01 = Q is a weak equivalence.
By Lemma 2.15, we may find a Reedy fibrant diagram P˜ : Sd([1]×[1])op → C with a weak equivalence
P
∼
→ P˜ such that P |(Sd⊔)op = [FY,X, Y ]. Finally, by Lemma 2.13, one can extend P˜ to a diagram
D([1]×[1])op → C satisfying the pullback condition of Example 2.12, thus completing the proof. 
Theorem 5.3. Let C be a locally cartesian closed fibration category. Then the quasicategory NfC
is locally cartesian closed.
Proof. By Theorem 2.10, NfC has finite limits, so we only need to show that for any 1-simplex
X : A → B in NfC, the pullback functor X
∗ has a right adjoint. However, in the diagram of
Lemma 5.2, the horizontal maps are equivalences by Theorem 3.1 and Proposition 2.7 and the
right vertical map admits a right adjoint by assumption and Theorem 4.1. 
Next, we shall verify that the fibration categories given by categorical models of type theory are
locally cartesian closed in the sense of Definition 5.1.
Proposition 5.4. If C is a categorical model of type theory, then its underlying fibration category
of Theorem 2.3 is locally cartesian closed in the sense of Definition 5.1.
The proof of this proposition will be preceded by two lemmas. We begin by introducing some
notation. Let Γ be an object of a categorical model of type theory C and consider two context
extensions Γ.∆ and Γ.Θ. There is an evident map:
exch∆,Θ : Γ.∆.p
∗
∆Θ→ Γ.Θ.p
∗
Θ∆
given by the universal property of a pullback.
Lemma 5.5. For any dependent projection p∆ : (Γ.∆) → Γ in a categorical model of type theory
C, the pullback functor p∗∆ : C
։
Γ→ C
։
(Γ.∆) admits a right adjoint.
Proof. Let Γ.∆.Θ ∈ C
։
(Γ.∆) and define (p∆)∗(Γ.∆.Θ) := Γ.Π(∆,Θ). The counit
εΓ.∆.Θ : Γ.∆.p
∗
∆Π(∆,Θ)→ Γ.∆.Θ
is given by the composite of the exch∆,Π(∆,Θ) followed by the map app∆,Θ of [KL12, Def. B.1.1].
The universal property follows by Π-η. 
Lemma 5.6. Consider an iterated context extension Γ.∆.Θ.Ψ in a categorical model of type theory
C. Then the contexts:
Γ.Π(∆,Θ).Π(p∗
Π(∆,Θ)∆.app
∗
∆,ΘΨ) and Γ.Π(∆,Θ.Ψ)
are isomorphic (and, in fact, equal) in C.
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Proof. That follows immediately by the construction of the Π-structure on Ccxt. 
Proof of Proposition 5.4. By Lemma 5.5, for every dependent projection pA : (Γ.A)→ Γ, the pull-
back functor p∗A has a right adjoint (pA)∗. As a right adjoint, (pA)∗ preserves finite limits, thus,
in particular, pullbacks and the terminal object. Moreover, by Lemma 5.6, it preserves fibrations
and, by easy calculation using Functional Extensionality, weak equivalences. 
Theorem 5.7. Given a categorical model of type theory C, the quasicategory NfC is locally cartesian
closed.
Proof. By Proposition 5.4, C is a locally cartesian closed fibration category and hence, by Theo-
rem 5.3, NfC is a locally cartesian closed quasicategory. 
We are now ready to prove our main theorem:
Theorem 5.8. For any simplicial localization functor Ho∞ : weCat → sSet and any categorical
model of type theory, the quasicategory Ho∞UC is locally cartesian closed.
Proof. By Theorem 2.11, for any fibration category C, there is an equivalence of quasicategories
NfC and Ho∞C. Thus, since NfC is locally cartesian closed by Theorem 5.7, so is Ho∞UC. 
Remark 5.9. Every homomorphism of models of type theory F : C → D induces a finite-limit
preserving functor NfUF of the associated quasicategories.
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