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Abstract
In this work we investigate a one-dimensional parity-time (PT)-symmetric
magnetic metamaterial consisting of split-ring dimers having gain or loss.
Employing a Melnikov analysis we study the existence of localized trav-
elling waves, i.e. homoclinic or heteroclinic solutions. We find conditions
under which the homoclinic or heteroclinic orbits persist. Our analytical
results are found to be in good agreement with direct numerical compu-
tations. For the particular nonlinearity admitting travelling kinks, nu-
merically we observe homoclinic snaking in the bifurcation diagram. The
Melnikov analysis yields a good approximation to one of the boundaries
of the snaking profile.
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1 Introduction
Metamaterials are composite materials that are engineered structurally (rather
than chemically) to have exotic properties that may not be found in nature.
They are artificial materials made of “artificial atoms" (called meta-atoms) that
are placed periodically. Together with the properties of the “atoms", the ge-
ometry (e.g., the perfectly periodic arrangement) then creates non-natural, but
desirable effective behaviours. The development of this new type of materials
was due to the work of Pendry [1, 2], following the proposal of Veselago [3]
on negative refraction. While Veselago studied continuous systems in his pio-
neering article, Pendry, on the other hand, started from discrete systems that
lead to metamaterials [4]. Because Pendry considered a mean field (i.e., ho-
mogenization) approach that lead him to the findings, certain conditions on the
wavelength and the characteristic length of metamaterials should hold in order
to validate the description.
Another paradigm of artificial materials is the parity-time (PT) symmetric
systems that belong to a class of synthetic materials that do not obey separately
the parity (P) and time (T) symmetries but instead they do exhibit a combined
PT-symmetry. The ideas and notions of PT- symmetric systems have originated
from the extension of ordinary Quantum Mechanics to PT-symmetric (i.e., non-
Hermitian) Hamiltonians that have been studied for many years. Recently it has
been realized that many classical systems are PT-symmetric [5]. Subsequently,
the notion of PT-symmetry has been extended to dynamical lattices, particu-
larly in optics [6, 7]. It was immediately after that the theory evolved to include
nonlinear lattices [8]. Building metamaterials with PT-symmetry, relying on
a delicate balance between gain and loss where loss may be matched with an
equal amount of gain, may provide a way out from high losses typically present
in many cases and result in altogether new functionalities and electromagnetic
characteristics [9].
Consider a one-dimensional array of dimers, each comprising two nonlinear
split-ring resonators (SRRs): one with loss and the other with an equal amount
of gain as sketched in Fig. 1. The SRRs are coupled magnetically and/or elec-
trically through dipole-dipole forces [10, 11, 12, 13] and are regarded as RLC
circuits, featuring a resistance R, an inductance L, and a capacitance C. A
tunnel (Esaki) diode forms a nonlinear metamaterial element with gain. The
diodes exhibit a well-defined negative resistance region in their current-voltage
characteristics that has a characteristic “N” shape. A bias voltage applied to the
diode can move its operation point in the negative resistance region and then the
SRR-diode system gains energy from the source. The presence of these elements,
in addition to providing gain also introduces nonlinearity in the metamaterial.
The alternating magnetic field induces an electromotive force in each SRR
due to Faraday’s law which in turn produces currents that couple the SRRs
magnetically through their mutual inductance. The coupling strength between
SRRs is rather weak due to the nature of their interaction (magnetoinductive),
and has been calculated accurately [10, 13]. The SRRs may also be coupled
electrically through the electric dipoles that develop in their slits. Thus, in the
general case one has to consider both magnetic and electric coupling between
SRRs. However, for particular relative orientations of the SRR slits the magnetic
interaction is dominant, while the electric interaction can be neglected in a
first approximation [11, 12, 14]. Here, we study the case where the electric
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Figure 1: Schematic of a PT-symmetric metamaterial. The separation between
SRRs can be modulated according to a binary pattern (i.e., PT dimer chain).
The parameters λM , λ
′
M and λE , λ
′
E denote the magnetic (subscript M) and
electric (subscript E) interactions between the rings. The sketch is adapted
from [9].
interaction, that depends on the distance of the gaps, is not neglected, see
Fig.1. In our case we take the gaps looking at the same direction.
In the equivalent circuit model picture (see, e.g., [13, 15, 16, 17]), extended
for the PT dimer chain, the dynamics of the charge qn in the capacitor of the
n-th SRR is governed by
q¨2n+1 + q2n+1 + λ
′
M q¨2n + λM q¨2n+2 + λ
′
Eq2n + λEq2n+2
= ε sin(pn+Ωt)− aq22n+1 − βq32n+1 − γq˙2n+1,
q¨2n+2 + q2n+2 + λM q¨2n+1 + λ
′
M q¨2n+3 + λEq2n+1 + λ
′
Eq2n+3
= ε sin(pn+Ωt)− aq22n+2 − βq32n+2 + γq˙2n+2,
(1.1)
where λM , λ
′
M and λE , λ
′
E are the magnetic and electric interaction coefficients,
respectively, between nearest neighbours, a and β are nonlinear coefficients, γ
is the gain or loss coefficient (γ > 0), ε is the amplitude of the external driving
voltage, while Ω is the driving frequency normalized to ω0 = 1/
√
LC0 and t
temporal variable normalized to ω−10 , with C0 being the linear capacitance.
Replacing q2n+1 = Un and q2n+2 = Vn into (1.1), we obtain
U¨n + Un + aU
2
n + βU
3
n
= −λ′M V¨n−1 − λM V¨n − λ′EVn−1 − λEVn − γU˙n + ε sin(pn+Ωt),
V¨n + Vn + aV
2
n + βV
3
n
= −λM U¨n − λ′M U¨n+1 − λEUn − λ′EUn+1 + γV˙n + ε sin(pn+Ωt).
(1.2)
Looking for travelling waves and hence setting z = pn + Ωt, U(z) = Un(t),
V (z) = Vn(t), (1.2) becomes
Ω2Uzz(z) + U(z) + aU
2(z) + βU3(z)
= −λ′MΩ2Vzz(z − p)− λMΩ2Vzz(z)− λ′EV (z − p)− λEV (z)− γΩUz(z) + ε sin z,
Ω2Vzz(z) + V (z) + aV
2(z) + βV 3(z)
= −λMΩ2Uzz(z)− λ′MΩ2Uzz(z + p)− λEU(z)− λ′EU(z + p) + γΩVz(z) + ε sin z.
(1.3)
Our work is concerned with the existence and persistence of localized travelling
waves of (1.3). This paper extends our previous studies [18, 19], where the
persistence of localized travelling waves in a single equation was considered. In
the context of PT-symmetric metamaterials, our work extends that of [9] that
demonstrated numerically the existence of standing, highly-localized solutions.
This paper is organized as follows. In Section 2 we introduce a Melnikov
analysis related to homoclinic motion in the system and study two different
cases for different values of our nonlinear coefficients a and β. In Section 3, we
present numerical computations comparing the analytical results in the preced-
ing section. Finally, Section 4 summarizes our findings.
2 Melnikov Analysis
In this section we perform a Melnikov analysis for homoclinic type motions of
(1.3) for weak coupling, forcing and damping, which is expressed after scaling
λM → ελM , λ′M → ελ′M , λE → ελE , λ′E → ελ′E , and z → z/Ω as
Uzz(z) + U(z) + aU
2(z) + βU3(z)
= ε(−λ′MVzz(z − p)− λMVzz(z)− λ′EV (z − p)− λEV (z)− γUz(z) + sinΩz),
Vzz(z) + V (z) + aV
2(z) + βV 3(z)
= ε(−λMUzz(z)− λ′MUzz(z + p)− λEU(z)− λ′EU(z + p) + γVz(z) + sinΩz),
(2.1)
where the parameter |ε| ≪ 1 indicates the pertubative character in the above
equations. For ε = 0 the unperturbed system is
Uzz(z) + U(z) + aU
2(z) + βU3(z) = 0,
Vzz(z) + V (z) + aV
2(z) + βV 3(z) = 0.
(2.2)
We consider the following cases: a) a < 0 and β = 0, and b) a = 0 and β = −1,
which represent systems with non-topological and topological localized waves.
2.1 Case (a)
Both equations of (2.2) have a hyperbolic equilibrium (pi, qi) =
(
0,− 1a
)
, i = 1, 2
where i = 1 and i = 2 refer to the first and second equation of (2.2), q1 = U ,
q2 = V , connected by a homoclinic solution
pi = q˙i, qi(z) = −1
a
+
3 sech2 z2
2a
.
So in the full space R4, the system (2.2) has a hyperbolic equilibrium
(p1, q1, p2, q2)
connected by the homoclinic trajectory
(p1h(z), q1h(z), p2h(z), q2h(z))
=
(
−3 sech
2 z
2 tanh
z
2
2a
,−1
a
+
3 sech2 z2
2a
,−3 sech
2 z
2 tanh
z
2
2a
,−1
a
+
3 sech2 z2
2a
)
.
(2.3)
To study the persistence of homoclinic type solutions for (2.1), we compute the
Melnikov integrals (for higher dimensions Melnikov analysis see [20], [21], [22]
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and [23]). After introducing real parameters τ1, τ2 determining the position on
the homoclinic type orbits, we derive
M1(τ1, τ2) :=
∫ ∞
−∞
p1h(z − τ1)[−λ′M p˙2h(z − τ2 − p)− λM p˙2h(z − τ2)
−λ′Eq2h(z − τ2 − p)− λEq2h(z − τ2)− γp1h(z − τ1) + sinΩz]dz,
M2(τ1, τ2) :=
∫ ∞
−∞
p2h(z − τ2)[−λM p˙1h(z − τ1)− λ′M p˙1h(z − τ1 + p)
−λEq1h(z − τ1)− λ′Eq1h(z − τ1 + p) + γp2h(z − τ2) + sinΩz]dz.
We see that the above Melnikov functions have the forms
M1(τ1, τ2) = M11(τ1 − τ2) +M12 cosΩτ1,
M2(τ1, τ2) = M21(τ1 − τ2) +M22 cosΩτ2,
(2.4)
where Mi1 are analytic functions with limη→±∞Mi1(η) = Mi1± exist and Mi2
are nonzero constants (see Appendices A and B). Now we pass to η = τ1 − τ2
and τ2, so we are looking for a simple zero of
0 = M11(η) +M12 cosΩ(η + τ2) = M11(η) +M12(cosΩη cosΩτ2 − sinΩη sinΩτ2),
M21(η) +M22 cosΩτ2 = 0.
(2.5)
For sinΩη 6= 0, solving (2.5), we obtain
cosΩτ2 = −M21(η)
M22
,
sinΩτ2 =
M11(η)M22 −M12M21(η) cosΩη
M12M22 sinΩη
.
(2.6)
By cos2 Ωτ2 + sin
2 Ωτ2 = 1, this yields
M(η) := M221(η)M
2
12 sin
2Ωη + (M11(η)M22 −M12M21(η) cosΩη)2
−M212M222 sin2Ωη = 0.
(2.7)
For sinΩη = 0, i.e., ηk =
pik
Ω for some k ∈ Z, solving (2.5), we obtain
cosΩτ2 = −
M21
(
pik
Ω
)
M22
(2.8)
and
M11
(
πk
Ω
)
M22 = (−1)kM12M21
(
πk
Ω
)
. (2.9)
Lemma 2.1. A simple root η of (2.7) with η 6= pikΩ for any k ∈ Z gives via
(2.6) a simple zero of (2.5).
Proof. Clearly simple zeroes of (2.6) are equivalent to simple zeroes of (2.5)
when sinΩη 6= 0. Next, we can write (2.6) as
cosΩτ2 −A(η) = 0,
sinΩτ2 −B(η) = 0
(2.10)
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for A(η) = M˜1(η)M3(η) , B(η) =
M˜2(η)
M3(η)
, M3(η) = M12M22 sinΩη and others defined by
definition. Then, by (2.7), M(η) =
(
A2(η) +B2(η)− 1)M23 (η). The Jacobian
of (2.10) at its zero η0 is
Ω (A(η0)
′ cosΩτ2 +B(η0)′ sinΩτ2) = Ω (A(η0)′A(η0) +B(η0)′B(η0))
=
Ω
2
(
A2(η0) +B
2(η0)
)′
=
Ω
2
(
M(η0)
M23 (η0)
)′
=
ΩM(η0)
′
2M23 (η0)
,
since M(η0) = 0. Hence any zero of (2.6) is simple if and only if it is generated
by a simple root of (2.7). The proof is finished.
Next, (2.7) is asymptotically near at ±∞ to
M±(η) := M221±M
2
12 sin
2Ωη + (M11±M22 −M12M21± cosΩη)2 −M212M222 sin2Ωη
= M221±M
2
12 +M
2
11±M
2
22 −M212M222 − 2M11±M22M12M21± cosΩη
+M212M
2
22 cos
2Ωη = 0,
(2.11)
where
M11± = −
∫ ∞
−∞
9γ
4a2
sech4
z
2
tanh2
z
2
dz = − 6γ
5a2
,
M21± =
∫ ∞
−∞
9γ
4a2
sech4
z
2
tanh2
z
2
dz =
6γ
5a2
.
Equation (2.11) has roots
cosΩη =
−b˜±
√
b˜2 − 4a˜c˜
2a˜
(2.12)
for
a˜ = M212M
2
22, b˜ = −2M11±M22M12M21±, c˜ = M221±M212+M211±M222−M212M222.
When ∣∣∣∣∣−b˜±
√
b˜2 − 4a˜c˜
2a˜
∣∣∣∣∣ < 1,
i.e.,∣∣∣γ2(cosh2Ωπ − 1)± (γ2(cosh2Ωπ − 1)− 25a2Ω4π2) ∣∣∣ < 25a2Ω4π2 (2.13)
for either sign, then (2.12) and thus also (2.11) has infinitely many simple roots
which gives large (in absolute value) simple roots of (2.7) with | cosΩη| < 1, i.e.
sinΩη 6= 0. For such large η via (2.6), we obtain a simple zero of (2.5). Looking
at (2.13), one can see that the inequality is never satisfied for the minus sign.
Thus it is equivalent to
γ | sinhΩπ| < −5aΩ2π. (2.14)
Summarizing we obtain the following result.
Theorem 2.2. Let a < 0 and β = 0. Condition (2.14) is sufficient for the
persistence of a homoclinic type solution in (2.1) for ε 6= 0 small.
Finally we do not study the case sinΩη = 0 in more details, since then (2.9)
must hold which is rather strong restriction on parameters occurring in (2.1).
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Figure 2: (a) Bifurcation diagram of the localized solution for a = −1, β = 0,
λ′M = λM = λ
′
E = λE = 0 and ε = 0.01. The vertical axis is the solution
norm and the horizontal axis is the gain-loss coefficient γ. Panel (b) shows the
solutions on the lower (solid line) and upper (dashed line) branches at γ = 0.008.
The right and left dips correspond to U and V , respectively. Panels (c,d) are the
same as (a,b), but for λ′M = −0.020, λ′E = −0.040, λM = −0.040, λE = −0.120.
Panel (d) shows the solutions at γ = 0.1. The vertical dashed lines are the
existence boundaries given by the Melnikov function.
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2.2 Case (b)
The equations of (2.2) possess heteroclinic solutions
pi = q˙i, qi(z) = tanh
z√
2
.
So in the full space R4, the system (2.2) has hyperbolic equilibria
(p±1 , q
±
1 , p
±
2 , q
±
2 ) = (0,±1, 0,±1)
connected by the heteroclinic trajectory
(p1h(z), q1h(z), p2h(z), q2h(z)) =
(
sech2 z√
2√
2
, tanh
z√
2
,
sech2 z√
2√
2
, tanh
z√
2
)
.
(2.15)
The Melnikov integrals are
M1(τ1, τ2) = N11(τ2 − τ1) +N12 sinΩτ1,
M2(τ1, τ2) = N21(τ2 − τ1) +N22 sinΩτ2,
(2.16)
where Ni1 are analytic functions with limη→±∞Ni1(η) = Ni1± existing and Ni2
are nonzero constants (see Appendix B). Now taking τi =
pi
2Ω − ξi, i = 1, 2, we
derive
N1(ξ1, ξ2) = M1
( π
2Ω
− ξ1, π
2Ω
− ξ2
)
= N11(ξ1 − ξ2) +N12 cosΩξ1,
N2(ξ1, ξ2) = M2
( π
2Ω
− ξ1, π
2Ω
− ξ2
)
= N21(ξ1 − ξ2) +N22 cosΩξ2,
so we can directly apply arguments of case (a) to derive the following result. Of
course, instead of (2.7), now we have the function
N(η) = N221(η)N
2
12 sin
2Ωη + (N11(η)N22 −N12N21(η) cosΩη)2
−N212N222 sin2Ωη = 0.
(2.17)
Analogously, we derive the condition∣∣∣∣∣−b¯±
√
b¯2 − 4a¯c¯
2a¯
∣∣∣∣∣ < 1 (2.18)
with
a¯ = N212N
2
22, b¯ = −2N11±N22N12N21±, c¯ = N221±N212 +N211±N222 −N212N222.
Putting a¯, b¯, c¯ into (2.18), one can see that it is equivalent to∣∣∣∣∣∣π2Ω2 csch2 Ωπ√2 − 4
(
±(λE + λ′E)−
√
2γ
3
)2∣∣∣∣∣∣ < π2Ω2 csch2 Ωπ√2 ,
i.e.,
0 <
∣∣∣∣∣±(λE + λ′E)−
√
2γ
3
∣∣∣∣∣ < Ωπ√2 csch Ωπ√2 . (2.19)
Theorem 2.3. Let a = 0 and β = −1. Condition (2.19) for either sign is
sufficient for the persistence of a heteroclinic type solution in (2.1) for ε 6= 0
small.
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3 Numerical results
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Figure 3: The Melnikov function M of (2.7) with λ′M = −0.020/ε, λ′E =
−0.040/ε, λM = −0.040/ε, λE = −0.120/ε and γ = 0 (a) or γ = 0.14/ε
(b). Here, ε = 0.01.
To illustrate the theoretical results obtained in the previous sections, we have
solved the governing equations (1.3) numerically. The advance-delay equation
(1.3) is solved using a pseudo-spectral method, i.e., we express the solutions U
and V in the trigonometric polynomials
U(z) =
J∑
j=1
[
Aj cos
(
(j − 1)k˜z
)
+Bj sin
(
jk˜z
)]
,
V (z) =
J∑
j=1
[
Cj cos
(
(j − 1)k˜z
)
+Dj sin
(
jk˜z
)]
,
(3.1)
where k˜ = 2π/L and −L/2 < z < L/2. Substituting the series into (1.3) and
requiring the representations to satisfy the equations at 2J collocation points,
we obtain a system of algebraic equations for the Fourier coefficients Aj , Bj ,
Cj and Dj, j = 1, 2, . . . , J, which are then solved using Newton’s method.
Typically, we use L = 30π and J = 45. In the presence of coupling, using the
experimentally relevant parameter values provided in [13], in the following we
take λ′M = −0.020, λ′E = −0.040, λM = −0.040 and λE = −0.120.
First, we consider case (a) by taking a = −1 and β = 0. Shown in Fig. 2 is
the bifurcation diagram of the localized solution (2.3) for two sets of coupling
constants. The vertical axis is the norm defined as
Norm =
√∫ L/2
−L/2
|U(z)|2 + |V (z)|2 dz.
By fixing the driving amplitude ε and varying the gain-loss coefficient γ, we
obtain a fold bifurcation. In the figure, we also present the existence boundary,
i.e., the fold bifurcation, predicted by our Melnikov function analysis, which is
obtained as the following.
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In Fig. 3, we plot the function M of (2.7) for two different values of gain-loss
parameter, i.e. γ = 0 and γ = 0.14/ε, with λ′M = −0.020/ε, λ′E = −0.040/ε,
λM = −0.040/ε, λE = −0.120/ε. The division by ε is due to the scaling taken
in transforming (1.3) into (2.1). When γ = 0, we see that the function has
many roots. As γ increases, there is a critical value where all the roots become
degenerate as shown in panel (b). In Fig. 2, the critical value (multiplied by ε
due to the scaling) is depicted as the vertical dashed line, which well predicts
the numerical results.
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Figure 4: The same as Fig. 2, but for a = 0, β = −1 and ε = 0.1. Panel (b)
shows the solutions for γ = 0.2 and γ = 0.4 (at the lowest branch). The right
and left kink are U and V , respectively. The vertical dashed line in panel (a) is
the approximation obtained from the Melnikov function (2.17).
We also consider case (b) by taking a = 0 and β = −1. Shown in Fig. 4 are
the bifurcation diagram and the solution profiles. Different from case (a) above,
interestingly as the gain-loss coefficient γ varies we obtain a “snaking” profile
in the bifurcation diagram, where there are many turning points. This phe-
nomenon is now referred to as homoclinic snaking (see, e.g., [24] and references
therein), as it involves homoclinic or heteroclinic structures. In our current case,
along the bifurcation diagram, the distance between the kinks increases. The
snaking profile appears because of the locking mechanism between the kinks
mediated by the oscillating tail that acts as a periodic (i.e. lattice) potential. It
is important to note that our Melnikov function (2.17) could predict well the
right boundary of the snaking curve. The persistence of the homoclinic snaking
as well as the stability of solutions along the bifurcation diagram are beyond
the scope of the present paper and will be reported elsewhere.
4 Conclusion
We have investigated localized travelling waves in a chain of PT-symmetric
nonlinear metamaterials with gain and loss. We have developed a Melnikov
function analysis for detecting the persistence of such waves in the system. By
considering two cases of nonlinearity, we compared the theoretical analysis and
computational results, where good agreement is obtained. One of the considered
cases admits localized waves with a bifurcating diagram exhibiting a “snaking”
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profile.
The existence and stability of periodic travelling waves (following and ex-
tending [25, 26] that dealt with only a single advance-delay differential equation),
that may be more relevant from applications point of view than travelling lo-
calized waves considered herein that most likely are unstable, are addressed for
future work.
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Appendix A
The terms in the Melnikov function (2.4) are given by the following integrals
M11(η) = −
∫ ∞
−∞
9λ′M
8a2
sech2
z
2
tanh
z
2
sech4
z + η − p
2
dz
+
∫ ∞
−∞
9λ′M
4a2
sech2
z
2
tanh
z
2
sech2
z + η − p
2
tanh2
z + η − p
2
dz
−
∫ ∞
−∞
9λM
8a2
sech2
z
2
tanh
z
2
sech4
z + η
2
dz
+
∫ ∞
−∞
9λM
4a2
sech2
z
2
tanh
z
2
sech2
z + η
2
tanh2
z + η
2
dz
−
∫ ∞
−∞
3λ′E
2a2
sech2
z
2
tanh
z
2
dz +
∫ ∞
−∞
9λ′E
4a2
sech2
z
2
tanh
z
2
sech2
z + η − p
2
dz
−
∫ ∞
−∞
3λE
2a2
sech2
z
2
tanh
z
2
dz +
∫ ∞
−∞
9λE
4a2
sech2
z
2
tanh
z
2
sech2
z + η
2
dz
−
∫ ∞
−∞
9γ
4a2
sech4
z
2
tanh2
z
2
dz
= −36
a2
(λ′MI1(η − p) + λMI1(η) + λ′EI2(η − p) + λEI2(η)) −
6γ
5a2
,
11
M12 = −
∫ ∞
−∞
3
2a
sech2
z
2
tanh
z
2
sinΩzdz = − 6πΩ
2
a sinhΩπ
,
M21(η) = −
∫ ∞
−∞
9λM
8a2
sech2
z
2
tanh
z
2
sech4
z − η
2
dz
+
∫ ∞
−∞
9λM
4a2
sech2
z
2
tanh
z
2
sech2
z − η
2
tanh2
z − η
2
dz
−
∫ ∞
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sech2
z
2
tanh
z
2
sech4
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2
dz
+
∫ ∞
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z
2
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z
2
sech2
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2
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2
dz
−
∫ ∞
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sech2
z
2
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z
2
dz +
∫ ∞
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9λE
4a2
sech2
z
2
tanh
z
2
sech2
z − η
2
dz
−
∫ ∞
−∞
3λ′E
2a2
sech2
z
2
tanh
z
2
dz +
∫ ∞
−∞
9λ′E
4a2
sech2
z
2
tanh
z
2
sech2
z − η + p
2
dz
+
∫ ∞
−∞
9γ
4a2
sech4
z
2
tanh2
z
2
dz
= −36
a2
(λMI1(−η) + λ′M I1(−η + p) + λEI2(−η) + λ′EI2(−η + p)) +
6γ
5a2
,
M22 = −
∫ ∞
−∞
3
2a
sech2
z
2
tanh
z
2
sinΩzdz = − 6πΩ
2
a sinhΩπ
where
I1(z) =
(5 + 50ez − 50e3z − 5e4z + z(1 + 26ez + 66e2z + 26e3z + e4z))ez
(1− ez)6 ,
I2(z) =
(3− 3e2z + z(1 + 4ez + e2z))ez
(1− ez)4 .
Appendix B
The integral terms in (2.16) are given by
N11(η) =
∫ ∞
−∞
λ′M√
2
sech2
z√
2
sech2
z − η − p√
2
tanh
z − η − p√
2
dz
+
∫ ∞
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λM√
2
sech2
z√
2
sech2
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2
tanh
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2
dz
−
∫ ∞
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λE√
2
sech2
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2
tanh
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2
dz −
∫ ∞
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γ
2
sech4
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2
dz
−
∫ ∞
−∞
λ′E√
2
sech2
z√
2
tanh
z − η − p√
2
dz
= 8 (λ′MJ1(−η − p) + λMJ1(−η)) + 2 (λ′EJ2(−η − p) + λEJ2(−η))−
2
√
2γ
3
,
N12 =
∫ ∞
−∞
1√
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sech2
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2
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√
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2
,
12
N21(η) =
∫ ∞
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2
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2
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2
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+
∫ ∞
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2
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2
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−
∫ ∞
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sech2
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2
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2
dz −
∫ ∞
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sech2
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2
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2
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+
∫ ∞
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γ
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sech4
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= 8 (λMJ1(η) + λ
′
MJ1(η + p)) + 2 (λEJ2(η) + λ
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3
,
N22 =
∫ ∞
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1√
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sech2
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2
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√
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2
where
J1(z) =
(
3− 3e2
√
2z +
√
2z
(
1 + 4e
√
2z + e2
√
2z
))
e
√
2z
(1− e
√
2z)4
,
J2(z) =
1− e2
√
2z + 2
√
2ze
√
2z
(1− e
√
2z)2
,
and
N11± = ±
∫ ∞
−∞
λE + λ
′
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2
sech2
z√
2
dz −
∫ ∞
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γ
2
sech4
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2
dz
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2
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3
,
N21± = ∓
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sech2
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2
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2
√
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.
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