Abstract. For the Poisson problem in two dimensions, we consider the standard adaptive finite element loop solve, estimate, mark, refine, with estimate being implemented using the p-robust equilibrated flux estimator, and, mark being Dörfler marking. As a refinement strategy we employ prefinement. We investigate the question by which amount the local polynomial degree on any marked patch has to be increase in order to achieve a p-independent error reduction. The resulting adaptive method can be turned into an instance optimal hp-adaptive method by the addition of a coarsening routine.
Introduction
Since the work of Babuška and co-workers in the 1980s, see e.g. [GB86a, GB86b] , it is known that for elliptic boundary value problems with sufficiently smooth coefficients and data, a proper combination of h-refinement and p-enrichment can yield a sequence of finite element solutions that converge exponentially fast to the solution. Existing convergence results on hp-finite elements mainly concern methods where an a priori decision about h-or p-improvement is based on the decomposition of the solution into smooth parts and known singular functions associated to corners or edges of the boundary.
In practice, one rather uses hp-adaptive finite element methods (hp-AFEMs) driven by a posteriori error estimators. Apart from identifying the elements where the current approximation error is 'relatively large', and therefore need to be refined, for each of those elements hp-AFEMs have to decide whether it is appropriate to perform either an h-refinement or a p-enrichment. Ideally such a decision depends on the local smoothness of the exact solution, which is however unknown. Many proposals have been made to estimate the local smoothness from information extracted from the computed sequence of finite element solutions and the right-hand side. Only a few of these methods have been proven to converge (e.g. [BD11] ), but none of them has been shown to yield exponential convergence rates.
In [CNSV15] we followed a different approach: we extended the hp-AFEM with the hp-coarsening routine constructed by Binev in [Bin15] . This routine is called after each sequence of adaptive enhancement steps that reduces the error with a fixed, sufficiently large factor. The application of coarsening generally makes the error larger, but it yields an hp-partition that is instance optimal. That is, the best approximation error from the associated hp-finite element space is at most a constant factor larger than that from any hp-finite element space with a dimension that is at most a constant factor smaller. In particular, this means that if the solution can be approximated from hp-finite element spaces with an exponential rate, then the sequence of approximations produced by our hp-AFEM converges exponentially to the solution (see [CNSV15] for more details).
What remains is to specify a method that, between every two consecutive calls of coarsening, reduces the error with a sufficiently large fixed factor, and that runs at an acceptable cost F , measured in terms of floating point operations. In doing so, we simply assume that the arising linear systems are solved exactly (whereas an inexact solve within a sufficiently small relative tolerance would be sufficient), and moreover make the admittedly disputable assumption that this solving is achieved at a cost that is (uniformly) proportional to the dimension of the system. In this setting, the ideal situation would be that F is proportional to the dimension N of the finite element space. In view of the envisaged exponential decay rate exp(−ηN α ) of the error, a polynomial cost F = ΛN k , with Λ > 0 and k > 1, could still be regarded as acceptable because the error decay rate in terms of F would still be exponential, namely exp(−ηΛ −α/k F α/k ). Note, however, the suboptimal exponent α/k < α.
In [CNSV15] , we examined the Poisson problem in two space dimensions (1.1) − u = f in Ω, u = 0 on ∂Ω, and used as the 'error reducer' a number of h-refinements of the elements that were selected by bulk chasing, also known as Dörfler marking, using the a posteriori error estimator of Melenk and Wohlmuth [MW01] . This estimator is sensitive to the polynomial degree that generally varies over the partition. To account for this deficiency, we showed that a number of iterations that grows as p 2+ , here with p denoting the maximal polynomial degree, is sufficient to achieve a fixed error reduction. Unfortunately, this does not lead to an acceptable cost F . To see this, consider the extreme situation of having a partition T consisting of one single element with polynomial degree p, whence with finite element space dimension N proportional to p 2 . Since we have to perform p 2+ ≈ N 1+ /2 steps, and each bisection step multiplies the space dimension by 2, we infer that the total cost would grow as F ≈ N 2 N 1+ /2 which is exponential rather than polynomial.
In the present work, we consider Dörfler marking based on the equilibrated flux estimator, which has been shown to be p-robust by Braess, Pillwein and Schöberl in [BPS09] . We use this estimator to mark patches of elements around vertices (stars) and to execute p-refinements exclusively. To state the type of question we are after, for the ease of presentation let us for the moment assume that the polynomial degree is uniform over the mesh and equal to p. In such a case, we denote by u p the Galerkin solution and pose the following question:
Which increase q = q(p) of polynomial degree is able to reduce the error by some fixed factor α < 1 independent of p, namely
Since the functions ∇(u − u p+q ) and ∇(u p+q − u p ) are orthogonal in L 2 (Ω) due to Galerkin orthogonality, (1.2) is equivalent to the saturation property
with a constant 0 < β < 1 independent of p; consequently α = 1 − β 2 . In this paper we develop a local version of (1.3), written on stars in terms of negative norms of residuals, and show that combined with Dörfler marking of stars it yields a p-robust contraction property for hp-AFEMs. Our main result is a reduction of such a local saturation property to three Poisson problems on the reference triangle with interior or boundary sources which are polynomials of either degree p − 1 or p. Numerical computations for these auxiliary problems suggest that uniform saturation is achieved by increasing the polynomial degree p by an additive quantity q(p) = λp for any fixed constant λ > 0, whereas an increase of the form q(p) = m for some constant m ∈ N seems insufficient. Since multiplying p by a constant factor multiplies the dimension of the local finite element space by not more than a constant factor, this type of p-enrichment meets the desired cost condition. In fact, it leads to an ideal cost proportional to the space dimension.
Saturation conditions such as (1.2) have been used in a posteriori error analysis for h-refinement. We refer to [BW85, BEK:96] , where (1.2) is assumed to hold for piecewise linear and quadratic finite elements, and to [Noch93] which shows that (1.2) can be removed as an assumption. The relation between (1.2) and the relative size of data oscillation for piecewise linear and quadratic finite elements have been examined by Dörfler and Nochetto [DN02] . Our abstract hp-AFEM of Sect. 4 bears a resemblance to the construction in [DN02] .
This work is organized as follows. In Sect. 2 we describe the model problem. In Sect. 3 we give error estimators in terms of negative norms of localized residuals that are defined on stars. These error estimators are shown to be equivalent to computable estimators in Sect. 5. Under a saturation assumption on the marked stars, that mimics (1.3) locally but is expressed in terms of negative norms of residuals, we prove in Sect. 4 a p-robust contraction property for an abstract hp-AFEM. In Sect. 6, these saturation assumptions on stars are reduced to the question of saturation for three Poisson problems on a reference triangle with polynomial source terms of degree p. Finally, in Sect. 7, saturation constants are computed numerically for a range of p's, and trial spaces of degree p + q(p) for various choices of the function q. A conclusion is drawn in Sect. 8.
In this work, by C D we will mean that C can be bounded by a multiple of D, independently of parameters which C and D may depend on, where in particular we have in mind the mesh partition, and the polynomial degrees. Obviously, C D is defined as D C, and C D as C D and C D.
For any measurable ω ⊂ R n , with ·, , · ω and · ω we denote the
n -inner product and norm, respectively. For any closed subspace of H 1 (ω) on which ∇ · ω is equivalent to · H 1 (ω) (typically, subspaces defined by vanishing traces on non-negligible parts of ∂ω, or by vanishing mean-values), we think always of this subspace as being equipped with ∇ · ω , and so its dual as being equipped with the resulting dual norm.
Model problem
We consider the Poisson problem (1.1) in a polygon Ω ⊂ R 2 , and for a f ∈ L 2 (Ω). Our results can easily be generalized to other boundary conditions, and elliptic operators − div(A∇·) provided A = A > 0 is piecewise constant w.r.t. to any partition T encountered by the hp-AFEM. Generalization to three space dimensions is likely possible using an extension, announced in [Voh16] , of the proof in [BPS09] of p-robustness of equilibrated residual a posteriori error estimators from two to three dimensions.
Let U T ⊂ H 1 0 (Ω) be a space of continuous piecewise polynomials, of variable degree p T , w.r.t. a conforming partition T of Ω into triangles. We assume that T belongs to a class of uniformly shape regular triangulations. For T ∈ T, we define
as the smallest integer such that the restriction to T of any function in U T is in P p T (T ). Note that the combination of a possible variable degree, and U T ⊂ H 1 0 (Ω) generally prevents U T | T from being the complete space P p T (T ). We impose, however, that in any case U T ⊇ H 1 0 (Ω) ∩ T ∈T P 1 (T ), namely that continuous piecewise affine functions are contained in U T .
Let u and u T denote the exact solution of our boundary value problem and its Galerkin approximation from U T , respectively.
Let V T (E T ) denote the collection of vertices (edges) of T subdivided into the interior vertices (edges)
For any e ∈ E T , n e stands for a unit vector normal to e. The operator yields the jump, in the direction of n e , of the traces of the argument from the two triangles that share e ∈ E int T , and the actual trace for e ∈ E bdr T .
Localizing the residual to stars
For a ∈ V T , let ψ a = ψ T,a denote the continuous piecewise linear 'hat' function w.r.t. T that has value 1 at a and that is zero at all other vertices. Let ω a = ω T,a denote the star centered at a, namely the interior of the union of the T ∈ T that share the vertex a; note that ω a = supp ψ a . Let T a = T T,a denote the triangulation T restricted to ω a , and let E a = E T,a (E int a , E bdr a ) denote the collection of its (interior (a ∈ e), boundary (a ∈ e)) edges. We define
For a ∈ V T , we define
equipped with ∇ · ωa . For v ∈ H 1 (Ω), we define the global and localized residual functionals by
Proposition 3.1 (reliability and efficiency). There exists C 1 > 0 such that
Proof. Thanks to ψ a ∈ U T , and u T being the Galerkin solution from U T (cf. Remark 3.6), we have
where we used that each triangle in T is contained in at most three patches ω a . Exactly the same proof of Proposition 3.1 shows the following result: Proposition 3.2 (discrete reliability and efficiency). LetŪ ⊃ U T be a closed subspace of H 1 0 (Ω) with Galerkin solution w.r.t.Ū denoted byū. We then have for all a ∈ V T
For completeness, here and on other places, with H 1 * (ω a ) ∩Ū , we mean the space of functions in H 1 * (ω a ) that are restriction of functions fromŪ . Let Q p,T denote the L 2 (T )-orthogonal projection onto P p (T ), and define
is an L 2 (T )-bounded projector, with norm equal to 3 2 . Letȓ a be the residual computed on discrete data Q Ta f rather than f :
Using the definition of Q Ta f and that ψ a | T ∈ P 1 (T ), we then havȇ
The two next results show that the norms of r a andȓ a are equal modulo local data oscillation. Proposition 3.3 (discrepancy between r a andȓ a ). It holds that
Proof. By applying the Poincaré inequality for a ∈ V int T or the Friedrichs inequality for a ∈ V bdr T , we infer that
Straightforward applications of Cauchy-Schwarz inequalities give the following bound in terms of global data oscillation, which is defined as follows:
Corollary 3.4 (global discrepancy between residuals). There exists a constant
Remark 3.5 (weaker dual norms). Obviously the result of Proposition 3.3, and thus that of Corollary 3.4, is also valid when the dual norms are taken w.r.t. closed subspaces of the spaces H 1 * (ω a ), as those employed in Proposition 3.2. Remark 3.6 (minimal requirement on u T ). The results that were obtained in this section, and so those that are based on them as the forthcoming Proposition 4.1, are actually valid for any u T ∈ U T that satisfies
being the property responsible for r a (1) = 0 (a ∈ V int T ). So u T does not have to be the Galerkin solution from U T .
p-robust convergence of hp-AFEM
Let θ ∈ (0, 1], σ ∈ (0, 1], λ ∈ (0, σθ C2 ) be constants. We consider an abstract hp-AFEM which comprises the following three steps between consecutive Galerkin solves:
(i) Small data oscillation: let global data oscillation be sufficiently small relative to the global estimator
Condition (iii) means that enlarging the discrete space suitably ensures local saturation on the marked stars. This abstract hp-AFEM is driven by the a posteriori error indicators ȓ a H 1 * (ωa) , that, however, are not computable. In the next section, we will recalled that these indicators are uniformly equivalent to computable quantities, which can then be used instead. With some obvious modifications of the constants in the error reduction factor, the following result remains valid.
Proposition 4.1 (contraction of hp-AFEM). Let conditions (i)-(iii) be enforced by the hp-AFEM, and letū ∈Ū denote the Galerkin solution. Then it holds that
Proof. We observe that the following chain of inequalities is valid
Exploiting Galerkin orthogonality ∇(u −ū) ⊥ ∇(ū − u T ) finishes the proof.
Proposition 4.1 is reminiscent of [DN02, Theorem 1.1] for piecewise linear and quadratic finite elements, except that (i) was expressed in terms of the error; an expression similar to (i) is discussed in [DN02, Remark 3.4]. Condition (iii) was derived in [DN02] upon explicitly computing a sharp relation of jump residuals against linear and quadratic bubbles that allows for elimination of jumps in favor of interior residuals. A similar calculation seems intractable for general polynomial degree. In order to enforce (iii) for any polynomial degree, we will seek later, in Sections 6 and 7, a function q : N → N such that for some constant σ ∈ (0, 1],
this is a local version of (1.3) written in terms of residuals and thereby more practical. Upon selecting
we then infer that the saturation property (iii) is valid.
Remark 4.2 (role of oscillation). As discussed in Sect. 1, in the setting of the hp-AFEM algorithm from [CNSV15] , we need the result of Proposition 4.1 only for the case osc(f, T) = 0. Indeed, there the actual right-hand side has already been replaced by a piecewise polynomial approximation before moving to the error reduction step.
Since the term osc(f, T) is generically of higher order than ∇(u − u T ) Ω , usually (i) is satisfied "automatically" also inside other hp-AFEM algorithms. In the unlikely event that initially this does not hold, it can be enforced by global, or appropriate local p-enrichment that drive osc(f, T) to zero even though the righthand side of (i) changes with (p T ) T ∈T . To see this we stress that without computing new Galerkin solutions w.r.t. to the enlarged trial spaces (which is allowed by Remark 3.6), Corollary 3.4 shows that
as osc(f, T) ↓ 0.
Since Proposition 3.1 implies that the latter expression is equivalent to ∇(u−u T ) , which is thus not affected by these additional p-enrichments, we infer that (i) is satisfied when osc(f, T) has been made sufficiently small.
Remark 4.3 (optimality). For h-AFEM, i.e. fixed polynomial degree on all triangles, it is known that R-linear convergence already 'nearly' implies a best possible convergence rate allowed by this degree and the solution, i.e. 'optimality'. Indeed, what is furthermore needed is that the error estimator is 'efficient' and 'discretely reliable', and that the cardinality of any partition created by the AFEM can be bounded on a constant multiple of the total number of marked cells starting from the initial partition.
In hp-AFEM, the question how to ensure optimal rates is much more difficult. At a first glance, it requires a basically optimal choice of either h-refinement or p-enrichment in every marked cell, which seems about impossible to realize. In [CNSV15] , we therefore returned to the idea, introduced in [BDD04] in the h-AFEM setting, of correcting possibly non-optimal earlier decisions by means of coarsening. We showed how any R-linearly convergent hp-AFEM can be turned into an optimally converging hp-AFEM by the addition of an hp-coarsening routine that was developed in [Bin15] . This routine, that is called after every fixed number of the R-linearly converging AFEM, replaces the current AFEM solution by a quasioptimal hp-approximation within a suitable tolerance.
Remark 4.4 (computational cost). In [CNSV15] , we examined the Poisson problem in two space dimensions and derived an error reduction property upon combining Dörfler marking with an h-refinement of the marked elements driven by the a posteriori error estimators of [MW01] . We showed that allowing a number of iterations that grow polynomially faster than quadratically with the maximal polynomial degree is sufficient for an error reduction with a fixed factor. However, as already discussed in Sect. 1, this yields a computational cost that might increase exponentially with the polynomial degree and is thus unacceptable in practice.
In this paper, we resort to p-enrichment instead and investigate the question (1.3), or equivalently the amount q(p) by which the local polynomial degree p must be increased for one single iteration of Dörfler marking together with p-enrichment of the marked patches to yield an error reduction by a fixed factor. This key question is discussed in the next three sections.
Equivalent computable a posteriori error indicators
In this section we recall that the dual norm of the local residualsȓ are equivalent to computable quantities. These quantities can be used to drive the hp-AFEM.
It is well-known that a vector field τ ∈ RT p (T ) in the Raviart-Thomas space RT p (T ) of order p over an element T is uniquely determined by the conditions div τ = φ T , and τ | e · n T = φ e (e ∈ E ∩ ∂T ), when the φ T , φ e are polynomials of degree p that satisfy T φ T = e∈E∩∂T e φ e . Noting that for pa,0 (T a ) that solves the minimization problem was proposed in [EV15] : Using that u T ∈ U T , integration-by-parts and the chain rule show that
Noting that ψ a ∇u T ∈ RT −1 pa,0 (T a ), and introducing ζ a := σ a − ψ a ∇u T , we conclude that σ a ∈ RT 
Since in particular ζ a · n e = 0 (e ∈ E bdr a ), and ψ a Q Ta f − ∇ψ a · ∇u T ∈ L 2 (ω a ), the latter problem is equivalent to div ζ a = ψ a Q Ta f − ∇ψ a · ∇u T , which implies that each solution satisfies
The problem of finding ζ a ∈ RT pa,0 (T a ) with div ζ a = ψ a Q Ta f − ∇ψ a · ∇u T and minimal ζ a + ψ a ∇u T ωa (i.e., minimal σ a ωa ) reduces to the following saddle point problem: find the pair ζ a ∈ RT pa,0 (T a ), and
Remark 5.2 (avoiding Q Ta ). The computation of the projection involving Q Ta can be avoided by a slightly different definition ofȓ a in (3.3): If, for each T ∈ T a , we replace the term ψ a (Q Ta f )| T by Q pa,T (ψ a f ), then all statements obtained so far remain valid, but in (5.4) the term ψ a Q Ta f would read asQ Ta (ψ a f ), with (Q Ta w)| T := Q pa,T w; recall that Q pa,T is defined in (3.2). Since range(I −Q Ta ) ⊥ Q Pa (T a ), we infer that in that caseQ Ta ψ a f could simply be replaced by ψ a f . The reason why we have nevertheless chosen our current definition (3.3) is that it yields anȓ a of the form
for some φ T ∈ P p T −1 (T ) and φ e ∈ P pa (e), and thus with ψ a φ T being a polynomial of degree p T that vanishes at ∂ω a . With the alternative definition, that allows for a slightly simpler solution of the mixed system (5.4), the form ofȓ a (v) would be similar, except that ψ a φ T would read as a polynomial of degree p a , without boundary conditions. Potentially, the absence of these boundary conditions makes our task of ensuring the saturation property (iii) more difficult. (Actually, in (5.5) also φ e could be read as a product of a polynomial of degree p a − 1 and ψ a , i.e., as a polynomial of degree p a that vanishes at ∂ω a , but we will not be able to benefit from this extra property.)
Remark 5.3 (alternative mixed FEMs). Instead of using Raviart-Thomas elements, computable indicators can equally well be defined in terms of Brezzi-Douglas-Marini or Brezzi-Douglas-Duran-Fortin mixed finite elements.
6. Reducing the saturation problem from a star to a triangle
We recall the task (4.1) of finding a function q : N → N such that for some constant σ ∈ (0, 1],
In this section, we reduce this task on patches to similar tasks on a single 'reference' triangleŤ , with edgesě 1 ,ě 2 , andě 3 . We make use of the following two lemmas.
Lemma 6.1 (p-robust polynomial inverse of the divergence). For φŤ ∈ P p (Ť ) there exists a σŤ ∈ RT p (Ť ) with div σŤ = φŤ and σŤ Ť φŤ H 1 0 (Ť ) . This lemma, formulated as a conjecture in [BPS09] Lemma 6.2 (p-robust Raviart-Thomas extension). Given φ ∈ L 2 (∂Ť ) such that φ|ě i ∈ P p (ě i ) and ∂Ť φ = 0, there exists a σŤ ∈ RT p (Ť ) with σŤ · nŤ = φ, div σŤ = 0, and
The announced reduction of the saturation problem is given by the following theorem. For a Lipschitz domain Ω ⊂ R n , and a Γ ⊂ ∂Ω with meas(Γ) > 0, here and in the following we use the notation H of the space of smooth functions on Ω that vanish at Γ. We now prove (4.1).
Theorem 6.3 (reduction of p-robust saturation property). Let us introduce the following three constants on the reference triangleŤ :
, (6.1) with ψ ∈ P 1 (Ť ) defined by ψ(ě 1 ∩ě 2 ) = 1, ψ(ě 3 ) = 0;
If for some function q : N → N the quantity
is finite, then there exists a constant σ depending onČ such that
(a ∈ V T ).
Proof. This proof consists of parts (A) and (B) below. It builds on the technique developed in [BPS09, Proof of Theorem 7]
. Recall, from (5.5), thatȓ a has the form
for some φ T ∈ P p T −1 (T ) and φ e ∈ P pa (e). Part (A) deals with the first term ofř a whereas part (B) handles the second one. In fact, in (A) we use sup p∈N C
(1)
, and decomposeȓ a as follows 
. Clearly, inequalities (6.5), (6.8) imply that (6.9)
, respectively. Therefore, writing
and combining (6.5), (6.8), and (6.9) gives the asserted estimate (6.4). T ∈ RT p T (T ), for each T ∈ T a , such that div σ (1) T = ψ a φ T and (6.10) σ
For each T ∈ T a , we will construct a σ
T · n T on e T = e T,ωa := ∂T ∩ ∂ω a (see Figure 1) , and (6.11) σ
Then putting r T (v) := σ
T , ∇v T (v ∈ H 1 * (ω a )), obviously r T (1) = 0, whence (6.6) is valid, whereas integration by parts
T ) · n T shows (6.7) for suitable φ (0) e ∈ P pa (e). Finally, (6.10) and (6.11) yield
where for the last inequality we have applied sup p∈N C
(1) p,q(p) < ∞. To derive (6.5) it remains to prove
. We proceed as follows: for any v ∈ H 1 0,∂T \{e T } (T )∩P p T +q(p T ) , denote its zero extension to ω a again by v and setv := v−vol(ω a )
thanks toȓ a (1) = 0, while obviously ∇v T = ∇v ωa . This proves the desired estimate.
It remains to construct σ (2) ∈ RT p T (T ) as required. In view of Lemma 6.2, it is sufficient to construct some τ T ∈ H(div; T ) with div
T · n T on e T , and τ T T ψ a φ T H 1 0,∂T \{e T } (T ) . This τ T can be chosen as ∇w T with
In fact, since
by integration by parts, we deduce
Part (B): Edge residual. Consider the notations as indicated in Figure 1 . For i = 1, . . . , n a − 1, we will construct r (1), (6.12) and for some φ (i) ej ∈ P pa (e j ) (6.13) r Figure 1 . Enumeration of triangles and edges in T a for the case
e1 v is zero as element of H 1 * (ω a ) as e 1 ⊂ ∂Ω and v = 0 on ∂Ω. We can thus take r
e1 on e 1 , with φ (0) e1 introduced in (6.7), and (6.14)
.
We define r
Then r
, and thanks to sup p∈N C (2)
We observe that in order to show (6.8) for i = 1 we still need to prove
To do this, we first consider a simple affine transformation that makes T na a reflection of T 1 across e 1 , and extend boundedly by means of reflection v ∈ H 1 0,e2 (T 1 ) ∩ P pa+q(pa) to a functionv ∈ H 1 0,e2∪en a (T 1 ∪ T na ) ∩ i∈{1,na} P pa+q(pa) (T i ). We next identifyv with its zero extension to the rest of ω a and setv :=v −vol(ω a )
a (v) and ∇v ωa ∇v T . This proves the desired inequality. It remains to construct the aforementioned vector field σ T1 . In view of Lemma 6.2, it is sufficient to construct another vector field τ T1 ∈ H(div; T 1 ) with div τ T1 = 0,
e1 on e 1 , and
(T1) . This τ T1 can be chosen to be ∇w T1 , with w T1 being harmonic in T 1 and
This function satisfies ∇w
(T1) , which is (6.14). The preceding procedure to construct r , where (6.8), (6.12), and (6.13) will be realized.
There remains the final case i = n a − 1. For a ∈ V bdr T , the same procedure can be applied another time, which yields (6.8) for i = n a − 1, whereas (6.13) shows that the resulting r We can thus apply sup p∈N C
, where the first inequality follows from r (na−2) a (1) = 0, and the fact that for each
It remains to prove the estimate
. We distinguish between n a even and odd. In the former case, we use that there exists a bounded extension of H 1 * (T na−1 ) ∩ P pa+q(pa) to H 1 * (ω a ) ∩ T ∈Ta P pa+q(pa) (T ). Indeed, such an extension can be constructed by repeated reflections (modulo simple affine transformations) over e na−1 , . . . , e 1 .
For n a odd, instead, we follow the same procedure of reflecting a given v ∈ H 1 * (T na−1 ) ∩ P pa+q(pa) over e na−1 , . . . , e 2 . Then on the last triangle T na , we are left with the problem of finding an H 1 (T na )-bounded extension of given σ i ∈ H 1 2 (e i ) ∩ P pa+q(pa) for i ∈ {1, n a }, to a polynomial of degree p a + q(p a ) on T na . Since the σ i 's connect continuously at {a} = e 1 ∩ e na , because of the structure of repeated reflections, suitable extensions are known from the literature; see e.g. [BCMP91, Lemma 7.2]. The resulting extensionv ∈ H 1 (ω a ) ∩ T ∈Ta P pa+q(pa) (T ) of v constructed in this way satisfies ∇v ωa ∇v Tn a −1 . Finally, settingv :
as well as r
(1) = 0. This completes the proof of (6.15), and with that the proof of the theorem.
Remark 6.4 (one dimensional case: star indicator). A simplified version of the proof of Theorem 6.3 shows that the corresponding result in one dimension is valid under the conditions that for some q = q(p),
The numerator in (6.17) is equal to u (−1,1) , where u solves −u = 0 on (−1, 1), u(−1) = 0, u (1) = 1, whereas the denominator is the L 2 (−1, 1)-norm of the derivative of its Galerkin approximation from H 1 0,{−1} (−1, 1) ∩ P p+q . Since u(x) = x + 1 implies u ∈ P 1 (−1, 1), (6.17) is obviously true even for q = 0.
Similarly, the numerator of (6.16) is equal to u (−1,1) , where u = u(φ) solves
whereas the denominator is the L 2 (−1, 1)-norm of the derivative of its Galerkin
Let us now take q = 1, and investigate whether (6.16) is still valid. Since
is the L 2 (−1, 1)-best approximation to u from P p . Moreover, since u ∈ P p+1 , we have that (u − u p+1 ) is a multiple of the Legendre polynomial of degree p + 1. Since this polynomial does not vanish at 1, but u does, apparently (u − u p+1 ) = u , whence u p+1 = 0. From P p−1 (−1, 1) being finite dimensional, we conclude that for any fixed p,
Below we study the question whether this holds uniformly in p, i.e., whether (6.16) is valid for q = 1.
Let n denote the L 2 (−1, 1)-normalized Legendre polynomial of degree n. Exploiting that (u−u p+q ) and u p+q are L 2 (−1, 1)-orthogonal, we deduce u p+1
So saturation uniformly in p holds for q = 1 if and only if sup p ρ p < 1, with ρ p := sup
Since { 1 , · · · , p } is a basis for P p−1 (−1, 1), we may write φ = p i=1 c i i , where c := (c i ) i runs over R p . With 
For computing this supremum, it is sufficient to consider d p+1 = 1. Setting e := (d i ) 1≤i≤p , w := (v i ) 1≤i≤p and g := ( √ 2i + 1) 1≤i≤p , we find that
((I + g g ) e) e + 2 2p + 3 g e −1
The minimizer e can be computed as the solution of the saddle-point problem
, which gives
The computed values of ρ 2 p given in Table 1 means that (6.16) is not valid for q = 1. Apparently this is a price to be paid for the localization of the residuals using the partition of unity defined by the linear hats. Indeed, in this one-dimensional setting a localization is possible that allows for q = 1, which we discuss in the next remark. 
For any u T ∈ U T that satisfies (3.4), it holds that r T | H 1 0 (Ω)∩ T ∈T P1(T ) = 0, and so with r T :
osc(f, T), with this oscillation term defined as in Corollary 3.4. Finally, since the solution of a Poisson problem on T with right-hand side Q p T −1,T f + u T ∈ P p T −1 (T ) and homogenous Dirichlet boundary conditions on ∂T is in P p T +1 (T ), we conclude that ȓ T H −1 (T ) = ȓ T (H 1 0 (T )∩Pp T +1) . So with this approach even 'full' saturation is obtained by raising the local polynomial degree by only one.
7.
Computing the constants defined in Theorem 6.3
In this section we discuss a couple of techniques to compute approximations of the constants C (i) p,q defined in Theorem 6.3, and we indicate some choices of functions q = q(p) for which these constants appear to be bounded uniformly in p.
We start by observing that, applying Riesz' lifts, the constants C (i) p,q satisfy the following relations:
p,q = sup
Hereafter, the functions
are respectively the solutions of (7.1)
and
∞ (φ) are the exact solutions (setting P ∞ (Ť ) := L 2 (Ť )). Since the solutions u (i) , and so the constants C (i) p,q , cannot be computed exactly, we approximate them by solving the three Poisson problems above with a polynomial degree r p + q and exploit the fact that lim r→∞ u (i) r = u (i) in the corresponding closed subspace of H 1 (Ť ). We thus compute the constants . This process is documented in the tables below and is not a hidden saturation assumption because the degree r is not a priori decided but determined from computations. In Section 7.4 we describe an alternative procedure based on the polynomial structure of the forcing terms that circumvents this limiting process.
The corresponding Galerkin problems to find u (i) r are implemented via suitable modal bases of the Koorwinder-Dubiner type (see, e.g., [CHQZ06] , Sect. 2.9.1) on the reference triangleŤ = {x, y ≥ −1, x + y ≤ 0}. Exploiting the warpedtensor-product structure of these functions, all integrals in the stiffness matrices and right-hand sides are computed through univariate Gaussian quadratures that are exact within machine accuracy for their (polynomial) integrands. The constants of interest are computed by solving suitable generalized eigenvalue problems.
We prefer this approach over that in Section 7.4 because of its relative simplicity when the underlying polynomial degree p becomes large. Tables 2  and 3 show that r = 2(p + q) yields stabilization (only for the largest value of p + q in each Table we restrict to this single value of r). Moreover, the choice q(p) = p gives full saturation C (1) p,q,r ≈ 1 whereas q(p) = p/7 is more practical and still gives an acceptable level of saturation. Table 4 for q(p) = 4 displays a moderate increase of the saturation constant C
(1) p,q,r . Table 2 . Here q = p, i.e., p + q = 2p. There is clear evidence of convergence for r → ∞. Furthermore, the limit constants are uniformly bounded with respect to p, and even seem to converge to 1 ('full' saturation) when p → ∞. 
p,q,r . The same comments of Section 7.1 are valid here, although stabilization occurs at larger values of r. Table 5 . Here q = p, i.e., p + q = 2p. There is clear evidence of convergence for r → ∞. Furthermore, the limit constants are uniformly bounded with respect to p, and even seem to converge to 1 when p → ∞. 7.4. Equivalent computable constants. We now exploit the polynomial structure of the forcing functions φ in (7.1) to show that the quantities ∇u (i) Ť can be computed via suitable saddle point problems with Raviart-Thomas elements.
The first two paragraphs of Part (A) of the proof of Theorem 6.3 show that, for a given φ ∈ P p−1 (Ť ), there exists a σ ∈ RT p (Ť ) with div σ = ψφ onŤ , σ · nŤ = 0 oně 3 , and σ Ť ψφ H 1 0,ě 1 ∪ě 2 (Ť ) . The first two properties show that for v ∈ H This σ can be computed as the first component of ( σ, t) ∈ RT p (Ť )∩H 0,ě3 (div;Ť )× P p (Ť ) that solves the discrete saddle-point problem
(Here, as expected, H 0,ě3 (div;Ť ) are the H(div;Ť )-functions with vanishing normal components oně 3 ). Similarly, as follows by steps made in Part (B) of the proof of Theorem 6.3, for φ ∈ P p (ě 1 ) there exists a σ ∈ RT p (Ť ) with div σ = 0 onŤ , σ · nŤ = φ oně 1 , σ · nŤ = 0 oně 3 , and σ Ť v → ě1 φv H 1 0,ě 2 (Ť ) . The first three properties show that for v ∈ H This σ is the first component of ( σ, t, t 1 ) ∈ RT p (Ť )∩H 0,ě3 (div;Ť )×P p (Ť )×P p (ě 1 ) that solves
r 1 φ (r ∈ P p (Ť ), r 1 ∈ P p (ě 1 )).
Finally, for φ ∈ 3 i=1 P p (ě i ) with ∂Ť φ = 0, from Lemma 6.2 one infers that there exists a σ ∈ RT p (Ť ) with div σ = 0 onŤ , σ · nŤ = φ on ∂Ť , and σ Ť v → ∂Ť φv H 1 * (Ť ) . For such a σ with minimal σ Ť , it holds that
Ť ).
Using that RT p (Ť ) ∩ H(div 0;Ť ) = curl(P p+1 (Ť )/R), one infers that this σ is the first component of ( σ, t) ∈ curl(P p+1 (Ť )/R) × P p (ě i )).
Conclusion
We show a p-robust contraction property for hp-AFEM whenever a p-robust local saturation property, expressed in terms of negative norms of residuals on patches of elements sharing a node (stars), is valid for all marked stars using Dörfler marking. We reduce the question of p-robust local saturation for the Poisson problem in two dimensions to three simpler Poisson problems over the reference triangleŤ with three different interior or boundary forcing φ which are polynomials of degrees p − 1 or p respectively. If u (i) (φ) are the exact solutions of these auxiliary problems inŤ for i = 1, 2, 3, and u
p+q(p) (φ) ∈ P p+q(p) (Ť ) are the corresponding discrete solutions with polynomial degree p + q(p), the question reduces to finding a function q(p) such that the following saturation constants are uniformly bounded in p:
p+q(p) (φ) L2 (Ť ) i = 1, 2, 3.
We provide computational evidence that a function of the form q(p) = λp gives uniform saturation, namely C (i) p,p(q) is bounded as a function of p, for any constant λ > 0. In contrast, we do not observe uniform saturation for a function q(p) constant. However, for q(p) = 4 and all p ≤ 60, the constants C (i) p,p+4 do not exceed 2.77, which is still quite close to the ideal value 1.
