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COMPLETE AFFINE CONNECTION
IN THE CAUSAL BOUNDARY:
STATIC, SPHERICALLY SYMMETRIC SPACETIMES
Steven (Stacey) G. Harris
Abstract. The boundary at I+, future null infinity, for a standard static, spheri-
cally symmetric spactime is examined for possible linear connections. Two indepen-
dent methods are employed, one for treating I+ as the future causal boundary, and
one for treating it as a conformal boundary (the latter is subsumed in the former,
which is of greater generality). Both methods provide the same result: a constella-
tion of various possible connections, depending on an arbitrary choice of a certain
function, a sort of gauge freedom in obtaining a natural connection on I+; choosing
that function to be constant (for instance) results in a complete connection.
Treating I+ as part of the future causal boundary, the method is to impute
affine connections on null hypersurfaces going out to I+, in terms of a transverse
vector field on each null hypersurface (there is much gauge freedom on choice of the
transverse vector fields). Treating I+ as part of a conformal boundary, the method
is to make a choice of conformal factor that makes the boundary totally geodesic in
the enveloping manifold (there is much gauge freedom in choice of that conformal
factor).
Similar examination is made of other boundaries, such as timelike infinity and
timelike and spacelike singularities. These are much simpler, as they admit a unique
connection from a similar limiting process (i.e., no gauge freedom); and that connec-
tion is complete.
0. Introduction
It is common to consider a conformal boundary at infinity for many spacetimes,
particularly static, spherically symmetric ones. Typically, this boundary is topo-
logically R1 × S2, topological product of the line and the 2-sphere. But of some
question is whether that R1-factor is “naturally” really parametrized as a complete
line, or as a finite or semi-infinite interval.
The difference between viewing a topological line as, on the one hand, a complete
line, or, on the other hand, as finite in one or both directions, is essentially a matter
of geometry—if not metric geometry, then of an affine (or linear) connection, a way
to measure acceleration of vector fields, even irrespective of a metric (Riemannian
or otherwise). The connection is complete if every geodesic has its affine parameter
defined on (−∞,∞)—and this applies to R1 × S2 as well as just a line.
There are multiple challenges in looking for an appropriate affine connection on
the boundary of a spacetime. First, which boundary? While it is common to embed
a suitably symmetric spacetime M into an ambient non-physical spacetimeM ′ in a
conformal manner, using the boundary ofM inM ′ as the boundary at infinity, there
is no one natural way to do this—if nothing else, the geometry on the boundary is
Typeset by AMS-TEX
1
2 STEVEN (STACEY) G. HARRIS
not uniquely determined; so one must be concerned about obtaining an answer to
completeness on a non-universal boundary construction. Also, there are spherically
symmetric static spacetimes which simply do not admit a conformal boundary at
all; these pose a problem for any process depending upon a conformal embedding.
This paper resolves this issue by looking at the future causal boundary, which has
universal properties in terms of causal relations. Of course, in classical spacetimes,
this is topologically and causally the same as the conformal boundary which is
generally used; the point here is to rely only on universally defined properties of
the boundary, and to use a boundary construction which exists for any strongly
causal spacetime.
Once one is looking at a given boundary—and assuming one can put a natural
differentiable structure on it—the question then becomes, what affine connection?
Boundary plus spactime form, one hopes, a manifold with boundary, and the space-
time bears the Levi-Civita connection from the spacetime metric; but this connec-
tion does not extend to the boundary, nor does the boundary at infinity bear any
naturally occurring non-degenerate metric to yield its own Levi-Civita connection,
if, as expected, it is future null infinity, i.e., naturally interpreted as a null sub-
manifold. So the matter of finding a naturally occurring affine connection is rather
unclear.
This paper seeks a solution to that problem by looking at a limit of affine connec-
tions in “nearby” null submanifolds. While the choice of null submanifolds going
out to infinity seems natural, there is no one natural choice of affine connection on
each submanifold; rather, there is a family of choices, and different choices result
in different limit connections on the boundary—or result in no limiting connection
at all. Thus we have a constellation of reasonable choices for a limit connection;
particularly simple choices are complete, but others are not.
Another possible approach harks back to the conformal boundary: One may
look into the possibility of using a conformal embedding of the spacetime into
a Lorentz manifold and examine whether there is an induced connection on the
boundary of the image of the spacetime, due to that boundary being geodesically
complete in the nonphysical spacetime; this does not exist for all spacetimes one
may wish to consider, but it does for a great many. The interesting aspect here
is that the exact same constellation of connections is derived for I+—future null
infinity—interpreted as one of many choices of conformal boundary, as is derived
in the previous manner. So whether one prefers a (putatively) natural connection
on I+, understood as the future causal boundary, derived from (somewhat arbi-
trary) choices made on null submanifolds approaching I+; or a connection derived
from a (quite arbitrary) conformal embedding in a manner that is geodesically com-
plete on I+—assuming such exists—one arrives at the same end result, the same
constellation of admissible connections on I+.
Section 1 looks at the differential topology of the future causal boundary; this
provides the groundwork for the main part of the paper. The new material here
is not the topology of the boundary itself, but explicating how it connects to the
spacetime, enabling an extension of the differentiable structure of the spacetime to
spacetime-cum-boundary. Section 2 provides an analysis of the main idea for this
paper: examining completeness of putatively natural connections on future null
infinity of static, spherically symmetric spacetimes; both methods alluded to above
are examined (i.e., connections on null hypersurfaces approaching the future causal
boundary; and conformal boundaries that are geodesically complete in the non-
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physical spacetime). Section 3 looks at several other boundaries, such as timelike
infinity in Anti-de Sitter, the timelike singularity in Reissner-Nordstro¨m, and the
spacelike singularity in Schwarzschild, using similar means; the answer is much
simpler: a unique connection on the boundary results, and it is complete.
1. Future Null Infinity for Static, Spherically
Symmetric Spacetimes: Differential Topology
Causal boundary.
This section explores in detail the topology of the future causal boundary for
static, spherically symmetric spacetimes—in particular, how the boundary connects
to the spacetime—in such a way as to determine a natural extension to the boundary
of the differentiable structure of the spacetime.
The causal boundary was introduced in 1973 in [GKP]. In 1998, [H1] established
a form of categorical universality for the future causal boundary constructions, in
terms of creating a “future-complete chronological set”, i.e., just looking at a space-
time with boundary as a set with a chronology relation. In 2000 [H2] introduced a
topology (the “future-chronological topology”) for any chronological set and showed
how this produces a good topology for the future causal boundary in many contexts
(though universality for the topology was established only for instances in which
the causal boundary is spacelike); this is a different topology than the 1973 one,
which was badly flawed (not yielding the intuitive topology even for the boundary
of Minkowksi space). While there is still some uncertainty as to the best topology to
use in general (see [FHeSn1] for a discussion), there is good agreement on using the
chronological topology for spacetimes similar to classical models such as standard
static spacetimes, as exemplified in [FHr] from 2007.
In particular, the future-chronological topology applied to the future causal
boundary for Minkowski space duplicates the topology from the standard confor-
mal embedding of Minkowski space into the Einstein static spacetime (as seen, for
instance, in [HwE]).
So why not just use the conformal boundary? One reason is that there are static,
spherically-symmetric spacetimes which do not admit a conformal boundary; but
there is always the future causal boundary.
Remarks on causal boundary and chronological topology generally.
The causal boundary, originally introduced in [GKP], has been refined and stud-
ied in more recent papers such as [Hr1], [Hr2], [FHr], [FHeSn1], and [FHeSn1]. The
future causal boundary treats both spactime points and boundary points as IPs:
indecomposable past sets, the pasts of causal curves; a boundary IP, or TIP, is the
past of a future-endless causal curve. Concentrating solely on the future causal
boundary [Hr1] showed that the process of adding that boundary to a strongly
causal spacetime is a categorically universal process for producing a chronological
set that future-completes the spacetime. Relevant nomenclature here: A chrono-
logical set is a set with a chronology relation ≪; a future chain in a chronological
set is a sequence p1 ≪ · · · ≪ pn ≪ pn+1 ≪ . . . ; a future limit p for a future chain
{pn} satisfies I−(p) = I−[{pn}] (where I− denotes chronological past); a chrono-
logical set is future-complete if every future chain has a future limit; and for M a
strongly causal spacetime, Mˆ is M together with the ∂ˆ(M), the future boundary
points (TIPs), with a standard extension of the chronology relation≪ on M to Mˆ .
Universality here means (1) i :M → Mˆ preserves ≪ and preserves future limits of
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future chains, (2) Mˆ is future-complete, and (3), for every map f : M → X into a
future-complete chronological set with f preserving ≪ and future limits of future
chains, there is a unique extension fˆ : Mˆ → X of f (i.e., fˆ ◦ i = f) so that fˆ also
preserves ≪ and future limits of future chains. (In a general chronological set—i.e.,
not necessarily a spacetime—an IP is the past of a future chain; a boundary IP is
the past of a future chain with no future limit.)
A topology—the future-chronological topology—was introduced in [Hr2], intend-
ing to give a reasonable topology for a great many chronological sets, in particular
for Mˆ when M is a modestly well-behaved spacetime; this topology misbehaves in
some specially manufactured cases (the reason for further explorations of topology
in [FHeSn1]), but has excellent properties for a wide range of classical spacetime
models, as shown in [FHr]. For a chronological set X, the future-chronological
topology is defined in terms of limits of sequences (a countability condition being
employed to guarantee this is sufficient to define a topology). For the common case
in which the past of any point in X is an IP, the limits are given thus: For any
sequence σ = {xi}, the future-chronological limit set Lˆ(σ) is defined to be those
points x such that (1) every element of I−(x) is in the past of all but finitely many
xi and (2) I
−(x) is a maximal IP among those IPs Q satisfying, every point of Q
is in the past of infinitely many xi. Then a set A in X is closed in this topology
iff for any sequence σ in A, Lˆ(σ) ⊂ A. Among other desirable properties: This
recreates the manifold topology for X when X is any strongly causal spacetime; for
any chronological set, the inclusion i : X → Xˆ is continuous with open dense image;
and with X = L4, we get the same result for Xˆ as adding the conformal boundary
from the standard conformal embedding in the Einstein static spacetime (see, for
instance, [HE])—something famously not true for the original GKP topology. This
topology is always T1 (points are closed), but need not be T2 (Hausdorff); but this
is a feature, not a bug, as non-Hausdorffness reveals relevant physical properties
(see [FHr]).
In general, let Xˆ denote X together with the future causal boundary, ∂ˆ(X); this
has a chronology relation, extending that in X, defined thus, for x in X and P and
Q IPs in X: x ≪ P if x ∈ P ; Q≪ x if Q ⊂ I−(y) for some y ≪ x; and Q≪ P if
Q ⊂ I−(y) for some y ∈ P . We can also define a causality relation to add to any
chronological set: For x and y (for instance, in Xˆ), define x ≺ y if I−(x) ( I−(y).
There are spacetimes for which this will add additional causal relations, but they
won’t appear in spacetimes considered in this paper.
Here is a way to relate the future causal boundary (with the future-chronological
topology) to reasonable conformal boundaries. Let M be a strongly causal space-
time; we will look at conformal mappings φ :M → N where N is a globally hyper-
bolic (non-physical) spacetime. (The reason for restricting to globally hyperbolic
targets is so that when, in N , I−(x) ⊂ I−(y), we can conclude x ≺ y, reflecting
the definition of ≺ in the chronological set Mˆ . Briefly: For I−(x) ⊂ I−(y) and
x 6= y in globally hyperbolic N , take any x′ ≪ x; then x′ ≪ y, and the relative
compactness of I+(x′) ∩ I−(y) shows the existence of a causal curve from x′ to y,
through x.) If φ is future-completing, i.e., provides a limit to the image of any
future-directed timelike curve in M , then Proposition 6 [Hr1] yields a unique ex-
tension φˆ : Mˆ → N that preserves ≪ and future limits of future chains; for P an IP
in M this is defined by φˆ(P ) = limφ(γ(t)) where γ is any causal curve whose past
is P . Let M¯φ denote M together with the boundary ∂φ(M), topologized by means
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of φ (i.e., M¯φ is identified with closure of φ(M) in N). But while φˆ : Mˆ → M¯φ is
“future-continuous” (i.e., makes good sense in consideration of future chains), it is
not necessarily continuous.
An appropriate question is, why restrict to just the future causal boundary—
why not the past causal boundary and, particularly, an amalgamation of the two?
The Szabados relation, as seen, for instance, in [FHeSn1], provides a good basis
for combining future and past causal boundary in many cases, including some that
will be considered in this note; but there are considerable theoretical uncertainties
in how to handle this amalgamation generally, most particularly with respect to
appropriate topology. (As an example of the theoretical difficulties: While there
is a categorical naturalness and uniqueness for the future causal boundary—more
specifically, for the process of future-completion—in respect of future-continuous
maps, there does not appear to be any similar categorical naturalness or uniqueness
for the amalgamation of future and past causal boundary; see [Hr1] for a categorical
treatment of future-completion and an example of failure to find a boundary which
simultaneously future- and past-completes for a particular spacetime.) For the
spacetimes considered in this note, future and past causal boundaries are mirrors of
one another, and there is nothing particularly to be gained by adding consideration
of the past causal boundary or the obvious (and Szabados-inspired) amalgamation
of the two. For consideration of more general spacetimes, it would be appropriate
to look more deeply into the amalgamation, whether by the methods in [FHeSn1]
or other possibilities.
The balance of this note will, therefore, be concerned with the future causal
boundary using the future-chronological topology.
Causal boundary for static, spherically-symmetric spacetimes.
What is the general form for a static, spherically-symmetric spacetime? By
results in [Hr3] (discussion above Proposition 2.11), any static spacetime M with
complete timelike Killing field can be represented as a group quotient of a product
spacetime, (R1 × Q˜)/G, where Q˜ is the universal cover of the space Q of static
observers for M , R1 × Q˜ is a standard static spacetime (i.e., has metric ds2 =
−(Ω ◦ π)dt2 + π∗h˜ for π being projection to Q˜, h˜ a Riemannian metric on Q˜, and
Ω : Q˜ → R+ the length-squared of the Killing field), G = π1(M) = π1(Q) (the
fundamental group), with G acting on the product via a · (t, q) = (t+ ρ(a), a · q) for
some group representation ρ : G → R; causal structure in M is determined by the
nature of the group representation, as explained in [Hr3]. For a spherical symmetry
we generally mean that the static rest-space (i.e., the space of static observers)
should have a radially dependent geometry on the product Q = (r1, r2)×S2, where
(r1, r2) is any interval in the real line; thus, the metric on Q is h = c(r)
2dr2 +
b(r)2hS2 for some functions c, b : (r1, r2) → R+, with hS2 denoting the standard
metric on the unit 2-sphere (most typically, b(r) = r). Since Q is simply connected,
we have G is necessarily the trivial group, and M is itself standard static. We will
also want Ω to be spherically symmetric, i.e., be independent of the S2 factor in Q.
Thus we will be considering representation
M = R1 × (r1, r2)× S2
ds2 = g = −Ω(r)dt2 + c(r)2dr2 + b(r)2hS2
But as the causal boundary is conformally invariant, we can, for purposes of topol-
ogy and causality, alternatively consider a conformally related metric g¯ = 1Ωg,
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resulting in the representation
M = R1 × (α, ω) × S2
g¯ = −dt2 + dρ2 + a(ρ)2hS2
where we pick some r0 ∈ (r1, r2), define c¯ = 1√Ωc, and then α =
∫ r0
r1
c¯, ω =
∫ r2
r0
c¯,
ρ(r) =
∫ r
r0
c¯, and a(ρ(r)) = 1√
Ω(r)
b(r).
If the function a(ρ) has simple behavior, then by Theorems 6.2 and 6.7 and
discussion in Example 6.1.3 of [FHr], we know exactly what the future completion
of M is, using the future-chronological topology: ∂ˆ(M) is a cone over ∂B(Q) (the
Busmen boundary ofQ, so called as it is formed from Busmen functions of all endless
unit-speed curves); and ∂B(Q) consists of two disjoint spaces, Bα and Bω, each
either a point or a 2-sphere: for ι being either α or ω, Bι is a point if
∫ ι
ρ0
1/a(ρ)2dρ
is infinite (for some choice of ρ0 ∈ (α, ω)), while Bι is a sphere if that integral
is finite. We need to know how ∂ˆ(M) attaches to M to form Mˆ . This will take
the form of the theorem immediately below; in brief, the attachment is essentially
that of the attachment of future null infinity in L2. (Theorems 6.2 and 6.7 of
[FHr] explicate only the topology of ∂ˆ(M), isolated from Mˆ ; however, the proof
of Proposition 6.1 is applicable to all of Mˆ , and that is what we will be using to
understand how ∂ˆ(M) attaches to M in Mˆ .)
We also need to know the causal structure in Mˆ : The boundary cone elements,
i.e., the lines that are associated to each point in Bι, are all timelike if ι is finite,
and all null if ι is infinite. Causal relations among the boundary points and M
are just what are intuitively obvious from the product structure on M , and there
are no further causal relations among the boundary points (contrary to what can
happen in more complex situations as in Example 2.1 of [FHr]).
These same results on Mˆ apply for any compact Riemannian manifold K in
place of S2. In case K is not simply connected, a static spacetime with static rest
space a warped product Q = (r1, r2) ×a K might not be standard static, but a
quotient of R1 × Q˜; that can complicate the future completion Mˆ (see [Hr4]). But
we won’t consider that complication in this paper, looking only at standard static
spacetimes.
The required simple behavior of the function a(ρ) is that as ρ approaches either
end of the interval, a(ρ) eventually be monotonic increasing towards that end, that
is to say, decreasing on the α-end and increasing on the ω-end (this is typically the
case for the boundary at physical infinity, as well as some cases of event horizon); an
alternative behavior that also works, at least for the case of the integral condition
being infinite, is that a(ρ) decrease monotonically to 0 near an end of the interval
(this is typically the case for a physical “center” without horizon or singularity).
To look at the exact topological structure of Mˆ we will first need to look at
the simple two-dimensional spacetime L2α,ω = L
1 × (α, ω). We can represent this
with standard time and space coo¨rdinates (t, ρ) ∈ R1 × (α, ω); or with straight-
forward null coo¨rdinates λ = t − ρ, µ = t + ρ and (λ, µ) satisfying µ − 2ω <
λ < µ − 2α for any µ ∈ R1; or with compactified null coo¨rdinates η = tan−1 λ,
σ = tan−1 µ and (η, µ) satisfying tan−1(tanσ − 2ω) < η < tan−1(tanσ − 2α)
for any σ ∈ (−pi2 , pi2 ). Proposition 6.1 of [FHr] (with Riemannian factor (α, ω))
shows that we can form the future completion and the future causal boundary of
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L2α,ω very simply; it is easily observed using the obvious embedding of L
2
α,ω into
R2 by using the compactifying coo¨rdinates, (η, σ) 7→ (η, σ), that is to say, (R1 ×
(α, ω),−(dt)2 + (dρ)2) → ((−pi2 , pi2 ) × (−pi2 , pi2 ),−(sec2 η sec2 σ) dηdσ) via (t, ρ) 7→
(η(t, ρ), σ(t, ρ). (Proposition 6.1 of [FHr] allows us to conclude that the future
chronological topology on L̂2α,ω is given by representing each point p = (t, ρ) of
L2α,ω as the function on (α, ω) given by x 7→ t − |x − ρ|, i.e., the function whose
graph in R1 × (α, ω) is the boundary of I−(p); representing each TIP P by the
linear function on (α, ω) whose graph is the boundary of P , except for the TIP i+
which is represented by the function of constant value ∞; and using the function-
space topology on those functions as the topology on L̂2α,ω. That function-space
topology is easily seen to be preserved by the coo¨rdinates of points in the embedding
mentioned.) In the usual case of L2—i.e., (α, ω) = (−∞,∞)—we have the boundary
of the image of L2 consisting of a single point of timelike infinity i+ = (pi2 ,
pi
2 ); two
components (σ = pi2 and η =
pi
2 ) of future null infinity, I+ = [(−pi2 , pi2 ) × {pi2 }] ∪
[{pi2 } × (−pi2 , pi2 )]; two points of spatial infinity i0 = {(−pi2 , pi2 ), (pi2 ,−pi2 )} (frequently
commingled into a single point); and, similarly, two components of past null infinity
I− and one point of past timelike infinity i−. In case α or ω is finite, the boundary
on the respective side is a single timelike curve between the points we might as
well still call i− and i+ (though usages such as “timelike infinity” and the like lose
explanatory power).
It will be helpful to be explicit about various portions of the future causal bound-
ary for (M, g¯) = (R1 × (α, ω)×K,−dt2+ dρ2+ a(ρ)hK) with K compact and a(ρ)
decreasing on the α-end of the interval (i.e., increasing with movement towards α)
and increasing on the ω-end. As already mentioned, we know from [FHr] that ∂ˆ(M)
is topologically a cone on the disjoint union Bα ∪Bω , where Bι is either a point or
K; and the cone-elements on Bι are either timelike or null, according as ι is finite or
infinite, with the vertex of the cone being the future endpoint. In fact, that vertex
is the TIP which is all of M (thus, it is to the future of every point of M); let us
denote it i+. As our intent is to put a differentiable structure on the boundary,
we’ll have to omit this point from consideration in order to obtain a manifold; so
let ∂ˆ0(M) = ∂ˆ(M)− {i+}, which is the disjoint union of two lines, or of a line and
R1 ×K, or of two copies of R1 ×K: plainly a candidate for a differentiable mani-
fold. Let us call these two components—each a cylinder on Bα or Bω—respectively
∂ˆ0α(M) and ∂ˆ
0
ω(M). In the degenerate case of L
2
α,ω (technically, K is empty) the
nomenclature still works: For ω finite, ∂ˆ0ω(L
2
α,ω) is a timelike curve, future-directed
from i− to i+; for ω = ∞, ∂ˆ0∞(L2(α,∞)) is a null line, future-directed from (one of
the possibly two points of) i0 to i+.
Theorem 1.1. Let M be a standard static spacetime of the form
M = R1 × (α, ω) ×K
ds2 = g¯ = −dt2 + dρ2 + a(ρ)2hK
where K is a compact manifold with Riemannian metric hK (α and ω are allowed
to be infinite).
Suppose a(ρ) is decreasing on some interval (α, ρ−] and increasing on some in-
terval [ρ+, ω). For ι being either α or ω, let Bι = K if
∫ ι
ρ+
1
a(ρ)2 dρ is finite, and
otherwise Bι is a point, *.
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Alternatively, suppose a(ρ) is increasing on some interval (α, ρ−] with a(ρ)→ 0
as ρ → α, and increasing on some interval [ρ+, ω). Let Bω be as in the paragraph
above, but only allow
∫ ρ−
α
1
a(ρ)2 dρ = ∞ and Bα = ∗. (Or reverse the roles, with
a(ρ) decreasing on (α, ρ−] and decreasing on [ρ+, ω) with a(ρ) → 0 as ρ→ ω; and
with Bα as in the paragraph above, but with
∫ ω
ρ+
1
a(ρ)2 dρ =∞ and Bω = ∗.)
Then in the future-chronological topology,
(1) ∂ˆ(M) has the topology of a cone on the disjoint union Bα ∪Bω
with cone-elements on Bι timelike if ι is finite, otherwise null,
with the cone vertex at the future end, and
(2) Mˆ has the topology of (L̂2α,ω ×K)/ ∼
where ∼ is the equivalence relation which smashes the K-factor to a point
at {i+(L2α,ω)} ×K and, if either Bι is a point, also along ∂ˆ0ι (L2α,ω)×K.
In other words: ∂ˆ(M) is attached to M in Mˆ as ∂ˆ(L2α,ω) is attached to L
2
α,ω in
L̂2α,ω.
Proof. Conclusion (1) is precisely Theorem 6.7 of [FHr] (or, in the alternative, the
discussion in section 6.1.3 devoted to the singularity in Reissner-Nordtro¨m)) and is
included here just for completeness. Our burden here is to establish conclusion (2)
as well.
Proposition 6.1 of [FHr] gives conditions for any standard static spacetime M =
L1×Q, under which the future-chronological topology can be understood as just the
function-space topology applied to functions on Q whose graphs are the boundaries
of IPs in M—specifically, Busemann functions associated to unit-speed curves in
Q—and that the only unit-speed curves that need to be considered are geodesics
which are the limits of minimizing arcs going out to infinity. Actually, the statement
of the proposition mentions only the future causal boundary of the spacetime, but
the proof plainly applies to the entire future completion Mˆ .
Theorem 6.2 of [FHr] establishes that standard static spactimes of the form
considered here obey the hypotheses of Proposition 6.1. Thus, all we need do is
examine the Busemann functions for limit geodesics in Q = (α, ω) × K—which
amounts to saying, radial geodesics, constant in K—and show that the function-
space topology on those functions yields the topology claimed in (2).
We need to consider only one component of ∂ˆ0(M) at a time—say, ∂ˆ0ω(M). So
the curves whose Busemann functions we need consider are curves terminating at
points of Q (generating IPs which are not boundary points) and curves in Q of the
form s 7→ (s, x) for x ∈ K (generating boundary IPs). Now, for any unit-speed
curve c : [0, T ) → Q, the associated Busemann function is bc : Q → R defined by
bc(q) = lims→T (s − d(c(s), q)) (where choice of starting parameter for c amounts
to adding a constant to the function). Thus, for Busemann functions representing
points (ρ0, x0) we have functions of the form δ
t0
ρ0,x0 : (ρ, x) 7→ t0−d((ρ, x), (ρ0, x0)));
and for Busemann functions generated from radial curves going out to ρ = ω, we
have functions of the form bt0x0 : (ρ, x) 7→ t0 + lims→ω(s − d((ρ, x), (s, x0))). The
corresponding functions for L2α,ω (defined on (α, ω)) are δ
t0
ρ0
: ρ 7→ t0 − |ρ − ρ0|
and bt0 : ρ 7→ t0 + lims→ω(s − |s − ρ|) = t0 + ρ. In both spaces we also have i+
represented by the function which is constantly∞ (this is the only Busemann-type
function which has any infinite values; in particular, the function constantly −∞ is
not considered, as that would represent the empty set as a supposed IP). We need
to show that sequences {δtnρn,xn} have the same form of point-wise convergence to
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boundary functions {bt0x0} and i+ as do the sequences {δtnρn} to boundary functions
bt0 and i+, also taking into account convergence in K, in case Bω = K. This comes
down to showing the following (where I =
∫ ω
ρ0
1
a(ρ)2 dρ for some ρ0 ∈ (α, ω)), in
terms of approach to i+, of approach to the boundary at ρ = ω, and of failure to
converge:
(1) if {tn − |ρn|} → ∞, then {δtnρn,xn} → i+ (i.e., ∞)
(2) if {tn − ρn} → t∞ (finite), then
(a) if I =∞ and {ρn} → ω, then {δtnρn,xn} → bt∞∗ (for ∗ any point in K)
(b) if I <∞ and {ρn} → ω and {xn} → x∞, then {δtnρn,xn} → bt∞x∞
(c) if I < ∞ and {ρn} → ω and {xn} has no limit, then {δtnρn,xn} has no
limit in ∂ˆ(M)
(d) if all ρn ≤ ρ∞ < ω, then {δtnρn,xn} has no limit in ∂ˆ0ω(M) ∪ {i+}
(3) if {tn − |ρn|} → −∞, then {δtnρn,xn} has no limit in ∂ˆ(M)
(The case of {tn + ρn} → t∞ is that of {δtnρn} approaching an element of ∂ˆ0α(L2α,ω)
rather than ∂ˆ0ω(L
2
α,ω), so would fall under the examination of ∂ˆ
0
α(M)—entirely
analogous.)
We repeatedly will use the following elementary facts about distance d in Q,
(with dK denoting distance in K and a(ρ) being increasing on [ρ+, ω)):
d((ρ, x), (ρ′, x′)) ≥ |ρ− ρ′|
d((ρ, x), (ρ′, x′)) ≥ a(ρ)dK(x, x′)
(assuming ρ+ ≤ ρ ≤ ρ′)
d((ρ, x), (ρ′, x′)) ≤ ρ′ − ρ+ a(ρ)dK(x, x′)
(assuming ρ+ ≤ ρ ≤ ρ′)
(In the alternate hypotheses, with, say, a decreasing on [ρ+, ω), we must replace
a(ρ) with a(ρ′) in the second line; but the third line is true with either a(ρ) or
a(ρ′).)
(1): We assume {tn − |ρn|} → ∞; we want to show {δtnρn,xn} → ∞.
For all (ρ, x) ∈ (α, ω)×K,
δtnρn,xn(ρ, x) = tn − d((ρ, x), (ρn, xn))
≥ tn − |ρ− ρn|
≥ tn − |ρn| − |ρ|
→ ∞
(2): Throughout this section, we can write tn = ρn + t∞ + ǫn, where {ǫn} → 0.
(2a,b): We further assume {ρn} → ω and, in case I <∞, {xn} → x∞; we want
to show {δtnρn,xn} → bt∞x∞ (in case I =∞, any x∞ will serve).
Define the functions δ− = lim infn→∞ δtnρn,xn , δ
+ = lim supn→∞ δ
tn
ρn,xn
. First
note δ− 6= −∞, i.e., for any (ρ, x) ∈ (α, ω) × K, {tn − d((ρn, xn), (ρ, x))} has a
finite infimum as n → ∞: We see this is true by observing that for n sufficiently
large (so ρn > ρ),
d((ρn, xn), (ρ, x)) ≤ ρn − ρ+ a(ρ)d(xn, x)
≤ ρn − ρ+ a(ρ)diam(K)
10 STEVEN (STACEY) G. HARRIS
so
tn − d((ρn, xn), (ρ, x)) ≥ tn − ρn + ρ− a(ρ)diam(K)
= t∞ + ǫn − a(ρ)diam(K)
and δ−(ρ, x) ≥ t∞−a(ρ)diam(K) > −∞. (This is the only passage in the proof that
is potentially sensitive to the alternate hypotheses in the theorem. But also with the
alternative hypothesis of a decreasing on [ρ+, ω), we still have d((ρn, xn), (ρ, x)) ≤
ρn − ρ + a(ρ)d(xn, x), since a(ρ) ≥ a(ρn) for n sufficiently large; thus, everything
goes through.)
Next note δ+ 6=∞: For n sufficiently large, d((ρn, xn), (ρ, x)) ≥ ρn − ρ, so
tn − d((ρn, xn), (ρ, x)) ≤ tn − ρn + ρ
= t∞ + ǫn + ρ
and δ+(ρ, x) ≤ t∞ + ρ <∞. By Corollary 5.13 of [FHr], knowing δ− is finite tells
us that some subsequence of {δtnρn,xn} approaches some point b ∈ ∂ˆ(M) (a unique
point, as, by Theorem 6.2 of [FHr], ∂ˆ(M) is hausdorff); since δ+ is finite, we know
that b is not i+, so it is some bt¯x¯ ∈ ∂ˆ0ω(M); and, furthermore (again from Corollary
5.13), for all t < δ−(ρ, x), bt¯x¯ ≥ δtρ,x. We will then be finished if we show t¯ = t∞
and, in case I = ∞, x¯ = x∞, since every subsequence will then have a convergent
subsubsequence with the same limit.
To show t¯ = t∞: We have, for all (ρ, x),
lim
k→∞
δ
tnk
φnk ,xnk
(ρ, x) = bt¯x¯(ρ, x)
lim
k→∞
(tnk − d((ρnk , xnk), (ρ, x))) = t¯+ lim
s→∞
(s− d((s, x¯), (ρ, x)))
lim
k→∞
(t∞ + ρnk + ǫnk − d((ρnk , xnk), (ρ, x))) = t¯+ lim
k→∞
(ρnk − d(ρnk , x¯), (ρ, x)))
t∞ + lim
k→∞
(ρnk − d((ρnk , xnk), (ρ, x))) = t¯+ lim
k→∞
(ρnk − d(ρnk , x¯), (ρ, x)))
hence
(*) t¯− t∞ = lim
k→∞
(d((ρnk , x¯), (ρ, x))− d((ρnk , xnk), (ρ, x)))
Applying (*) to x = x¯ we get (for k sufficiently large)
t¯− t∞ = lim
k→∞
(ρnk − ρ− d((ρnk , xnk), (ρ, x)))
and since d((ρnk , xnk), (ρ, x)) ≥ ρnk − ρ, we get t¯ ≤ t∞. Then we consider x = x∞:
We know d((ρnk , x¯), (ρ, x∞)) ≥ ρnk − ρ and d((ρnk , xnk), (ρ, x∞)) ≤ ρnk − ρ +
a(ρ)d(xnk , x∞); then from (*) we derive
t¯− t∞ ≥ lim
k→∞
−a(ρ)d(xnk , x∞)
= 0
so t¯ = t∞.
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To show x¯ = x∞ when I < ∞: Suppose x¯ 6= x∞. From Theorem 6.2 of [FHr]
we know bt∞x¯ 6= bt∞x∞ : these two functions differ on some point (ρˆ, xˆ). So we have
t∞ + lim
s→ω
(s− d((s, x¯), (ρˆ, xˆ))) 6= t∞ + lim
s→ω
(s − d((s, x∞), (ρˆ, xˆ)))
lim
s→ω
(d((s, x∞), (ρˆ, xˆ))− d((s, x¯), (ρˆ, xˆ))) 6= 0
or
(**) lim
k→∞
(d((ρnk , x∞), (ρˆ, xˆ))− d((ρnk , x¯), (ρˆ, xˆ))) 6= 0
Now, in part II.b of the proof of Theorem 6.2 of [FHr], it is shown that for any
ρ, ρ¯ ∈ (α, ω) and x, y, z ∈ K, |d((ρ, x), (ρ¯, y))− d((ρ, x), (ρ¯, z))| ≤ a(ρ)d(y, z). This
gives us
|d((ρnk , xnk), (ρˆ, xˆ))− d((ρnk , x∞), (ρˆ, xˆ))| ≤ a(ρˆ)d(xnk , x∞)
so
lim
k→∞
(d((ρnk , xnk), (ρˆ, xˆ))− d((ρnk , x∞), (ρˆ, xˆ))) = 0
Combining that with (**) yields
lim
k→∞
(d((ρnk , xnk), (ρˆ, xˆ))− d((ρnk , x¯), (ρˆ, xˆ))) 6= 0
and that violates (*) for (ρ, x) = (ρˆ, xˆ) when we recall t¯ = t∞. Therefore, x¯ = x∞.
(2c). Besides {tn − ρn} → t∞, we assume I < ∞, {ρn} → ω, and {xn} has no
limit in K; we want to show {δtnρn,xn} has no limit in ∂ˆ(M). Since K is compact,
there are subsequences {nk} and {mk} with {xnk} → x∞ and {xmk} → y∞ for
two points x∞ 6= y∞ in K. From part (2a) or (2b) of this theorem, we know
{δtnkρnk ,xnk } → bt∞x∞ and {δ
tmk
ρmk ,xmk
} → bt∞y∞ ; and by Theorem 6.2 of [FHr], these are
distinct points in ∂ˆ(M). Therefore there is no limit of {δtnρn,xn}.
(2d) Besides {tn − ρn} → t∞, we assume for some ρ∞ < ω, for all n, ρn ≤ ρ∞;
we wish to show {δtnρn,xn} has no limit in ∂ˆ0ω(M) ∪ {i+}. We consider two cases.
i) ω = ∞: First note that any Busemann function bt0x0 is unbounded above:
bt0x0(ρ, x0) = t0+lims→∞(s−d((ρ, x0), (s, x0))) = t0+lims→∞(s− (s−ρ)) = t0+ρ,
which is unbounded as ρ→∞. Now using tn = ρn + t∞ + ǫn, we see that for any
ρ and x, δtnρn,xn(ρ, x) = tn− d((ρ, x), (tn, xn)) = t∞+ ρ∞+ ǫn− d((ρ, x), (tn, xn)) ≤
t∞+ρ∞+ǫ0 for any choice of ǫ0 greater than all {ǫn}. Clearly this means δtnρn,xn(ρ, x)
cannot approach ∞ (i.e. {δtnρn,xn} does not approach i+); but it also means that
{δtnρn,xn} cannot approach any bt0x0 , as {δtnρn,xn} are uniformly bounded above by
t∞ + ρ∞ + ǫ0, while bt0x0 is unbounded above.
ii) ω <∞: First suppose there is some ρ−∞ > α such that for all n, ρn ≥ ρ−∞.
Then for some subsequence {xnk} has a limit x0 and {ρnk} has a limit ρ0. Therefore,
{δtnkρnk ,xnk } → δt0ρ0,x0 for t0 = ρ0 + t∞; but this is in M and not in ∂ˆ(M), which
is closed; therefore {δtnρn,xn} has no limit in ∂ˆ(M). Now suppose there is some
subsequence with {ρnk} → α. Then by analogy with (2a,b), we know {δ
tnk
ρnk ,xnk
}
has a limit in ∂ˆ0α(M); thus, {δtnρn,xn} has no limit in ∂ˆ0ω(M) ∪ {i+}.
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(3) We assume {tn − |ρn|} → −∞; we want to show {δtnρn,xn} has no limit in
∂ˆ(M). For any (ρ, x), we have δtnρn,xn(ρ, x) = tn−d((ρn, xn), (ρ, x)) ≤ tn−|ρn−ρ| ≤
tn − |ρn|+ |ρ|; therefore, {δtnρn,xn(ρ, x)} → −∞, and {δtnρn,xn} has no limit in ∂ˆ(M).

The topology of the future causal boundary is neatly summarized for some of
the most common model spacetimes in Corollary 6.8 of [FHr]:
Common Model Spacetime Paradigm. Let M be a spacetime with topology
R1 × (rmin, rmax)× S2 (with rmin > 0) and metric ds2 = g = −f(r)dt2 + 1f(r)dr2 +
r2hS2 for f(r) > 0 on (rmin, rmax). If
r2
f(r) is eventually increasing toward each
end of the domain interval, Mˆ is a cone on [rmin, rmax] × S2 (i.e., (−∞,∞] ×
[rmin, rmax]× S2, with {∞} × [rmin, rmax]× S2 squashed to a point). The boundary
at r = rmax is a null cone on S2 if
∫ rmax
r0
1
f(r) dr = ∞ (for r0 any number in
the domain interval), otherwise a timelike cone; and similarly for the boundary at
r = rmin.
If M = R1 × (0, rmax) × S2 with metric as above, and if r2f(r) is eventually de-
creasing to 0 at the r = 0 end of the interval and eventually increasing at the other
end, then the only change from above is the cone on S2 at r = 0 is replaced by a
cone on a point (i.e., a single line)—null if
∫ r0
0
1
f(r) dr =∞, otherwise timelike.
In all cases above, the topology is the indicated product topology, and the causal
relations in Mˆ (in addition to what has been specified) are just the obvious ones
from a product relationship.
Thus the common notion of boundary at null (or even timelike) infinity for a
spherically symmetric static spacetime is exemplified by a null (or timelike) cone
on {rmax} × S2, as embedded in the spacetime treated as a timelike cylinder on
(rmin, rmax) × S2; typically rmax = ∞. But timelike cones and timelike lines can
also occur.
Some typical elements of this paradigm (details in [FHr]):
Minkowski Space. (rmin, rmax) = (0,∞), f(r) = 1; boundary at ∞ is future null
cone at infinity, boundary at 0 is just the timelike line filling in the manifold.
External Schwarzschild. (rmin, rmax) = (2m,∞), f(r) = 1 − 2mr (for m > 0);
boundary at ∞ is future null cone at infinity, boundary at 2m is null cone at the
event horizon for the singularity.
Medial Schwarzschild-de Sitter. (rmin, rmax) = (r−, r+), f(r) = 1− 2mr − 13Λr2
(for 0 < Λ < 19m2 ; f(r) > 0 on (r−, r+)); boundaries at r− and r+ are null cones
at event horizons—one at r− for a singularity and one at r+ for spatial infinity.
External Schwarzschild–Anti-de Sitter. (rmin, rmax) = (r0,∞), f(r) = 1 −
2m
r − 13Λr2 (for Λ < 0; f(r) > 0 on (r0,∞)); boundary at ∞ is timelike cone at
infinity, boundary at r0 is null cone at event horizon for the singularity.
External and Internal Undercharged Reissner-Nordstro¨m. (rmin, rmax) =
(r+,∞) for External, (0, r−) for Internal, f(r) = 1 − 2mr + q
2
r2 ( for 0 < |q| < m;
f(r) > 0 on (0, r−) and (r+,∞)); External: boundary at ∞ is null cone at infinity,
boundary at r+ is null cone at the outer event horizon; Internal: boundary at
r− is null cone at the inner event horizon, boundary at 0 is a timelike line (the
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singularity). (Critically Charged and Overcharged Reissner-Nordstro¨m are also in
this paradigm.)
For purposes of analysis, we might as well replace S2 by a general compact space
K. Thus, let us consider
M = R1 × (α, ω)×K
g¯ = −dt2 + dρ2 + a(ρ)2hK
where hK is a Riemannian metric on K. We assume the conditions necessary on
a(ρ) so that Mˆ is formed as a cone over [α, ω]×K, possibly squashed to a point at
one end or the other. This defines for us the topology on ∂ˆ(M): a pair of conjoined
cones, each on either K or a point.
Let ∂ˆι(M) denote the cone on the end at ι. Let i
+ be the cone vertex; let
Mˆ0 be the future completion with i+ removed, and similarly ∂ˆ0ι (M) the result of
removing the vertex from either boundary cone, so that we have the decompositions
Mˆ = {i+} ∪ Mˆ0, Mˆ0 =M ∪ ∂ˆ0(M), and ∂ˆ0(M) = ∂ˆ0α(M) ∪ ∂ˆ0ω(M). We will want
to focus on one end at a time, so it will help to also define Mˆ0ι =M ∪ ∂ˆ0ι (M).
For definiteness, let us consider the end at ω; in particular, let us look at the
interesting case, a cone on K. So we will consider the possibilities for connections
on ∂ˆ0ω(M) = R
1 × K, attached to M = R1 × (α, ω) × K as ∂ˆ0ω(L2α,ω) attaches to
(L̂2α,ω)
0
ω . Note that even to have a C
0-manifold structure we had to remove i+;
but with that removal, we have a clear C∞-manifold structure: We just take the
product with K of the manifold with boundary (L̂2α,ω)
0
ω.
2. Future Null Infinity for Static, Spherically
Symmetric Spacetimes: Finding a Linear Connection
This section will be composed of an examination of why simple methods for
extending the metric connection to this boundary fail; a brief review of affine con-
nections on hypersurfaces; an application of such connections for finding limit con-
nections on the causal boundary; and an examination of connections derived from
conformal embeddings.
The question, then, is what possibilities are there for a “natural” choice of
connection on the smooth manifold R1 × K, smoothly embedded as {σ = pi2 } in
{(η, σ) | −∞ < η < tan−1(tanσ − 2α)} ×K?
Failure of simple methods for extending the metric connection.
If we have a manifold N , which is the interior of a manifold with boundary Nˆ ,
what possibilities are there for extending a connection ∇ on N to ∂(N)? If the
connection on N is the Levi-Civita connection derived from a pseudo-Riemannian
metric g on N , then the obvious first question to ask is whether g extends to a
non-degenerate metric g′ (of any signature) on ∂(N); if so, then the Levi-Civita
connection ∇′ for g′ provides the obviously natural connection, and ∇′ is a natural
extension of ∇. If g extends to a degenerate metric g′ on ∂(N), then we don’t have
a Levi-Civita connection from g′; but we can still inquire whether there is some
torsion-free connection ∇′ on ∂(N) for which ∇′g′ = 0, and which also is in some
sense an extension of ∇. If g simply has no extension to ∂(N), then we are left
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asking for some torsion-free extension of ∇ to ∂(N); and if that fails, there may be
no simple answer.
The prototypical case to consider is for Minkowski space L4, which we can rep-
resent as M = R1 × (0,∞) × S2 (removing a timelike line through the origin),
coo¨rdinates (t, r, φ, θ) and metric ds2 = −dt2+dr2+r2(dφ2+sin2 φ dθ2). We know
the causal boundary for L4 is null, so we can’t expect to use a Levi-Civita connec-
tion on the boundary. But let us examine how far we get with trying to extend
things from the spacetime to the boundary.
Define null coo¨rdinates µ = t + r and λ = t − r, with range {λ < µ}, yield-
ing metric ds2 = −dµ dλ+ 14 (µ − λ)2(dφ2 + sin2 φ dθ2). Now define an associated
null coo¨rdinate σ = tan−1 µ, so we have range {(λ, σ) |λ < tanσ and |σ| < pi2 }
and metric ds2 = − sec2 σ dσ dλ + 14 (tanσ − λ)2(dφ2 + sin2 φ dθ2). It is this
parametrization of M which allows us to embed it in Mˆ0∞, which we render as
{(λ, σ) |λ < tanσ and − pi2 < σ ≤ pi2 } × S2; then ∂ˆ0∞(M) is rendered as σ = pi2 ,
i.e., R1 × {pi2 } × S2. (The other end of the boundary is ∂ˆ00(M), σ = −pi2 in
Mˆ00 = {(λ, σ) |λ < tanσ and − pi2 ≤ σ < pi2 } × S2; this boundary element is
timelike and a line, just replacing the timelike line removed from L4 to obtain M .)
We have Mˆ0∞ as a very nice manifold with boundary sitting inside N = R
1 ×
R1 × S2, which has global coo¨rdinates (λ, σ, φ, θ). Let Λ = ∂λ, Σ = ∂σ, Φ = ∂φ,
and Θ = ∂θ, the corresponding coo¨rdinate tangent vectors in N . (In terms of
coo¨rdinate vectors T and R, derived from coo¨rdinates {t, r}, we have Λ = 12 (T −R)
and Σ = 12(sec
2)σ(T + R)). In M we have |Λ| = |Σ| = 0, 〈Λ,Σ〉 = −12 sec2 σ,
|Φ| = 12(tanσ − λ), |Θ| = 12(tanσ − λ) sinφ, and other inner products 0. The
point to note here is that these vectors are defined on all of N , in particular on
Mˆ0∞; but their inner products under the spacetime metric on M do not extend to
the boundary of M , ∂ˆ0∞(M), in N : Not only is ∂ˆ
0
∞(M) null in the sense of causal
boundary, but g simply does not extend as even a continuous tensor from M to
∂ˆ0∞(M).
Does the Levi-Civita connection ∇ on M extend to Mˆ0∞? Let U and V be any
tangent vector fields in S2. Then we have the following in M :
∇ΛΛ = 0
∇ΛΣ = 0
∇ΛV = − 1
tan σ − λV
∇ΣΣ = 2(tanσ)Σ
∇ΣV = sec
2 σ
tanσ − λV
∇UV = 1
2
〈U, V 〉S2(tanσ − λ)(−(cos2 σ)Σ + Λ) +∇S
2
U V
(where 〈−,−〉S2 and ∇S2 denote the standard Riemannian metric on the unit sphere
and its corresponding Levi-Civita connection). This plainly does not extend to N ,
as it blows up at σ = pi2 for ∇ΣΣ, ∇ΣV , and ∇UV for any vector fields U, V on
S2. If all we are asking for is a connection on ∂ˆ0∞(M), and not on all of N , then
we need not be concerned about the first two of those, as Σ is not a vector field
on ∂ˆ0∞(M). But we rather need ∇UV to be defined on the boundary, and what we
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have here is ∇UV = −12〈U, V 〉S2rR+∇S
2
U V , with no limit on the boundary σ =
pi
2
(i.e., r →∞).
So we are left with trying some modification of the connection—hopefully in
some “natural” sense—that will give us a limit on the boundary. Since we are
interested in achieving a connection on a limiting hypersurface, perhaps it is best
to start with hypersurface connections, submanifolds in the interior of M . If we
decide to look at timelike or spacelike hypersurfaces, there is the obvious choice of
the induced Levi-Civita connection on each hypersurface; could that lead to a limit
connection on our (null) boundary?
Alas, this fails in the simplest of cases. Consider as our null boundary B, the
null cone in L4, B = {(x, y, z, t) | t =
√
x2 + y2 + z2}, and let Pc be a more general
cone, Pc = {(x, y, z, t) | t = c
√
x2 + y2 + z2}: Pc is spacelike for |c| < 1, Pc is
timelike for |c| > 1, and P1 = B. Consider Pc as {(λp, cλ) |λ > 0, p ∈ S2}, so Pc is
parametrized on (0,∞)× S2. Let Λc = ∂λ, the coo¨rdinate vector in Pc. For c 6= 1,
we have the induced Levi-Civita connection on ∇c on Pc. It obeys
∇cΛcΛc = 0
∇cΛcV =
1
λ
V
∇cUV =
λ
−c2 + 1 〈U, V 〉S2Λc +∇
S
2
U V
for vector fields U and V in S2. But there is no limit of ∇cUV as c→ 1. Something
very similar happens if we try approximating B by quadric surfaces.
So a purely metric approach to finding a limit connection on the boundary seems
stymied—perhaps to be expected in the case of a null boundary. But we can
approach the problem from a non-metric perspective.
Affine connections for hypersurfaces with transversals.
The approach to be followed here will be to look for connections on our boundary
B derived from connections ∇n on hypersurfaces {Pn} in M approaching B; but
with B typically being null, we will take the hypersurfaces also to be null, which
means we do not have access to a Levi-Civita connection. Instead we will consider
affine connections on our hypersufaces, as induced by choices of a transverse vec-
tor field; a modern reference for this is [NSs], sections II.1 and II.2 (much of the
development of this theory is due to Blaschke in the early twentieth century).
General definitions: IfM is a manifold and P an embedded hypersurface, then by
a transverse vector field ξ on P , let us mean, for each x ∈ P , a choice of ξx ∈ TxM
with ξx /∈ TxP , so that TxP + span(ξx) = TxM . If M comes equipped with an
affine (i.e., linear) connection ∇, then we have the induced affine connection ∇ξ
on P , with accompanying affine fundamental form H on P (a 2-covariant tensor)
defined by
∇XY = ∇ξXY +H(X, Y )ξ
for all P -vector fields X and Y on P ; if ∇ is torsion-free, then so is ∇ξ and H is
symmetric. We also obtain the shape operator S (a (1,1)-tensor) and the transversal
connection form τ (a 1-form) on P , defined by
∇Xξ = −SX + τ (X)ξ
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for any X ∈ TxP .
There is, of course, a great deal of freedom in choosing the transverse vector
field ξ. Proposition 2.5 of [NSs] summarizes the changes in the connection and
the various tensors in changing from ξ to ξ¯, where ξ¯ = φξ + Z for choice of scalar
function φ and vector field Z on P :
H¯ = (1/φ)H
∇ξ¯XY = ∇ξXY − H¯(X, Y )Z
τ¯ = τ + H¯(−, Z) + d ln |φ|
S¯ = φS −∇ξ(−)Z + τ¯ ⊗ Z
In case M has a ∇-parallel volume form η, then the induced volume form ηξ =
η(ξ, . . . ) on P is parallel in ∇ξ iff τ = 0 (Proposition II.1.4 of [NSs]); when this
happens, ξ is called an equiaffine transversal vector field.
Limiting affine connections for Future Null Infinity.
Once again considering our standard context: M = R1 × (α, ω) × K, Mˆ0ω =
(L̂2α,ω)
0
ω ×K, ∂ˆ0ω(M) = ∂ˆ0ω(L2α,ω)×K; K is compact with Riemannian metric hK ,
and M has spacetime metric ds2 = F (ρ)(−dt2 + dρ2 + a(ρ)2hK) (connection with
previous notation: F (ρ) = Ω(r)). We assume
∫ ω
ρ0
1
a(ρ)2 dρ < ∞ and that a(ρ) is
eventually increasing for ρ→ ω (so that the causal boundary component at ω is a
cone on K, justifying the description of Mˆ0ω). Specializing to ω =∞ gives us a null
boundary.
We define null coo¨rdinates λ = t − ρ, σ = tan−1(t + ρ). These (along with
coo¨rdinates on K) give a parametrization of M with tanσ − 2ω < λ < tanσ − 2α
(and σ takes on all values in (−pi2 , pi2 ), as t takes on all values in R1); typically,
(α, ω) = (0,∞), and we just have λ < tanσ. Let Λ = ∂λ and Σ = ∂σ be the
coo¨rdinate vectors; they are null. For any σ0 ∈ (pi2 , pi2 ), let Bσ0 be the σ = σ0 slice
in M ; this is a null hypersurface parametrized as {(λ, p) ∈ (tanσ0 − 2ω, tanσ0 −
2α)×K}; and with ω =∞, any (λ, p) will eventually be included in Bσ0 as σ0 → pi2 .
We will examine the affine connection ∇ξ induced on Bσ0 by a transverse vector
field ξ and the Levi-Civita connection ∇ on M .
Considering that our actual motivation is for a spherically symmetric spacetime,
it is only sensible to restrict ξ to spherically symmetric behavior: We take ξ to
lie in span{Σ,Λ}, so ξ = ψΣ + βΛ for scalar functions ψ and β with no spherical
dependence—or, in our more general setting, no K-dependence. We are, in fact,
considering these slices Bσ for all σ, so we have ξ = ψ(σ, λ)Σ+ β(σ, λ)Λ. The only
absolute requirement on ξ is that ψ is never 0. Then we have the following (where
U and V are coo¨rdinate vector fields in K and ∇K is the Levi-Civita connection in
K) on Bσ:
∇ξΛΛ = −
F ′
2F
Λ
∇ξΛV = −
1
2
(
F ′
2F
+
a′
a
)
V(1)
∇ξUV = a2
(
F ′
2F
+
a′
a
)(
β
ψ
cos2 σ + 1
)
hK(U, V )Λ +∇KU V
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with the associated tensors
H(Λ,Λ) = 0
H(Λ, V ) = 0
H(U, V ) = −a2
(
F ′
2F
+
a′
a
)
1
ψ
(
cos2 σ
)
hK(U, V )
SΛ = β
(
Λψ
ψ
− Λβ
β
+
F ′
2F
)
Λ
SU =
1
2
(
F ′
2F
+
a′
a
)(
β − ψ sec2 σ)U
τ (Λ) =
Λψ
ψ
τ (U) = 0
In particular, we can easily impose the condition that the volume form on Bσ,
induced via ξ from the metric volume-form on M , be ∇ξ-parallel (i.e., that ξ be
equiaffine): We just require that Λψ = 0, i.e., that ψ = ψ(σ), no λ-dependence.
With this assumption, we have
H = −a2 1
2
(
ln(Fa2)
)′ cos2 σ
ψ
hK
S = β
(
−Λ(ln |β|) + 1
2
(lnF )′
)
dλ⊗ Λ
+
1
2
(
ln(Fa2)
)′ ψ
cos2 σ
(
β
ψ
cos2 σ − 1
)
idK
This suggests a further constraint on ξ, that β also have no λ-dependence, simpli-
fying the first term for S—or perhaps the stronger condition that we simplify S as
much possible by insisting β = ψ sec2 σ, yielding S = 12(lnF )
′(ψ sec2 σ)dλ⊗ Λ and
∇ξUV = a2
(
ln(Fa2)
)′
hK(U, V ) +∇KU V .
The object now is to reach a connection ∇ˆ on B = ∂ˆ0ω(M) by taking the limit
of the connections ∇ξ on Bσ as σ → pi2 . Since the coo¨rdinates we’re using extend
to B, so do the coo¨rdinate vector fields; so all we need is limits for the expressions
(1), that is to say, we require there exist (as finite limits)
p(λ) = lim
σ→ pi2
(ln(F (ρ))
′
q(λ) = lim
σ→ pi2
(
ln(F (ρ)a(ρ)2)
)′
(2)
w(λ) = lim
σ→ pi2
1
2
a(ρ)2
(
ln(F (ρ)a(ρ)2)
)′(β(λ, σ)
ψ(λ, σ)
cos2 σ + 1
)
where ρ = 12(−λ+ tanσ) (and the prime indicates ddρ); the first two conditions are
requirements on the spacetime metric, but the third is a requirement on our choice
of transversal vector field ξ. Actually, as σ → pi2 , we have ρ → ∞, so p and q in
(2) must be constants, not functions of λ; but it is possible for w(λ) to actually
18 STEVEN (STACEY) G. HARRIS
depend on λ and still have a limiting connection exist. Assuming the existence of
these limits, we then obtain a connection on B:
∇ˆΛΛ = −1
2
pΛ
∇ˆΛV = −1
4
qV(3)
∇ˆUV = w(λ)hK(U, V )Λ +∇KU V
Then the question becomes, is ∇ˆ geodesically complete? And does the answer to
that depend on the choice we make of transversal fields ξ—that is to say, on w(λ)?
For while p and q are inherent in the spacetime, w depends on the extraneous field
ξ.
First let us note that, irrespective of ξ, ∇ˆ cannot be compete unless p = 0:
The integral curves of Λ are pregeodesics in B, and a geodesic along such a path
has the form c(s) = (λ(s), x0) for some x0 ∈ K (parametrizing B as R1 × K),
with λ(s) satisfying λ′′ − 12pλ′2 = 0; for p 6= 0, this has solution λ(s) = λ0 −
2
p ln
(
1− p2λ′0(s− s0)
)
(where λ0 = λ(s0), λ
′
0 = λ
′(s0)), which is not defined for all
real s.
Whether q being non-zero prevents completeness depends on the behavior of
w(λ). For a curve of the form c(s) = (λ(s), x(s)), the geodesic equation (assuming
p = 0) gives us λ′′ + w(λ)hK(x˙(s), x˙(s)) = 0. Let v0 = hK(x˙(0), x˙(0)), which we
take to be non-zero; then the solution is given by
s− s0 = ±
∫ λ(s)
λ0
dµ√
λ′02 − 2v20e−qλ0
∫ µ
λ0
w(u)equdu
Let’s look at what happens with the simplest assumption about w—that it’s con-
stant. Then if q 6= 0 we get
s− s0 = ±
∫ λ(s)
λ0
dµ√
λ′02 + 2v
2
0
w
q
(
1− eq(µ−λ0))
which will be complete if and only if the integral is infinite for λ(s) going to its
maximum and minimum values. First suppose wq < 0; then for large values of |µ|
with qµ > 0, the integrand behaves as 1v0 e
−(q/2)(µ−λ0), which has a finite integral
as λ(s) goes to the appropriate infinity. Now suppose wq > 0; this puts a bound on
allowed values of µ (i.e., either the min or max value for λ is finite). The quantity
under the radical, as µ approaches this limiting value for λ, behaves just like C−ex
as x → (lnC)−, i.e., like C(1 − ex−lnC) = C(−(x − lnC) − 12 (x − lnC)2 − · · · )
as x − lnC → 0−; so the integral behaves like ∫ 0
y0
y−
1
2 dy—again, finite. Thus,
q 6= 0 produces an incomplete limit connection on the causal boundary, with the
assumption that w is constant.
However, standard cosmological models such as Minkowski space, Schwarzschild,
and Reissner-Nordstro¨m, have p = q = 0. Let us gather together the common
behaviors found in these models and call them the Cosmological Conditions:
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Cosmological Conditions. We will say a static, spherically symmetric spacetime
(M, g) = (R1 × (α, ω) × S2, F (ρ)(−dt2 + dρ2 + a(ρ)2hS2)) (or, more generally, a
static spacetime (R1 × (α, ω) ×K, F (ρ)(−dt2 + dρ2 + a(ρ)2hK)) for any compact
Riemannian manifold (K, hk)) satisfies the Cosmological Conditions at ω if
(1) limρ→ω(ln(F (ρ))′ = 0
(2) limρ→ω
(
ln(F (ρ)a(ρ)2)
)′
= 0
(3)
∫ ω
ρ0
1
a(ρ)2 dρ <∞ (for some ρ0 ∈ (α, ω))
(4) a(ρ) is eventually increasing as ρ→ ω
(Alternatively: Conditions (1) and (2) are the same as saying F ′/F and a′/a both
have limit 0 as ρ→ ω.)
In the Common Model Spacetime Paradigm, i.e., ds2 = −f(r)dt2 + 1f(r)dr2 +
r2hS2 on R
1 × (rmin, rmax)× S2 with either rmin > 0 and r2f(r) eventually increasing
towards either end of the interval, or with rmin = 0 and
r2
f(r) eventually increasing
as r → rmax but eventually decreasing to 0 as r → 0, the Cosmological Conditions
at the rmax end of the interval amount to
(1) limr→rmax f
′(r) = 0
(2) limr→rmax
1
f(r) = 0
as Cosmological Conditions (3) and (4) are already satisfied. (Full translation from
the Common Model Spacetime Paradigm to the standard static presentation is
F (ρ) = f(r), a(ρ) = r√
f(r)
, dρ = drf(r) , and (α, ω) = (rmin, rmax).) We may note
in particular that Minkowski space, Schwarzschild, and Reissner-Nordstro¨m satisfy
the Cosmological Conditions at infinity, but Schwarzschild–Anti-de Sitter does not
(nor, a fortiori , does Schwarzschild-de Sitter).
The Cosmological Conditions having been defined, we can now state the main
result of this section.
Theorem 2.1. Let M be a standard static spacetime of the form M = R1 ×
(α,∞)×K for K a compact manifold, M having metric ds2 = F (ρ)(−dt2 + dρ2 +
a(ρ)2hK) (where hK is a Riemannian metric on K), satisfying the Cosmological
Conditions at ∞. Then the future causal boundary component at ∞, ∂ˆ0∞(M), has
the smooth manifold structure of R1×K, attached to M in the manner of manifold
with boundary, and the causal structure on M extends to Mˆ0∞ = M ∪ ∂ˆ0∞(M) to
make the boundary a null hypersurface.
Let λ = −ρ + t and σ = tan−1(ρ + t) on M , and for any σ0 ∈ (−pi2 , pi2 ), let
Bσ0 be the null hypersurface σ = σ0. Then for any smooth function w : R1 → R1,
there is a connection ∇ˆ on ∂ˆ0∞(M) such that, in terms of coo¨rdinate vectors derived
from λ and coo¨rdinates on K, ∇ˆ is the limit as σ → pi2 of equiaffine connections
on each Bσ and obeys (for Λ = ∂λ, U and V coo¨rdinate vectors in K, and ∇K the
Levi-Civita connection in K),
∇ˆΛΛ = 0
∇ˆΛV = 0
∇ˆUV = w(λ)hK(U, V )Λ +∇KU V
This is the only possible form for a connection obtained in this manner (limit of
equiaffine connections on Bσ).
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For w chosen to be a constant function, ∇ˆ is geodesically complete. (More gen-
erally, ∇ˆ is complete precisely when the function λ 7→ ∫ λ
λ0
dµ/
√
1− ∫ µ
λ0
w(u) du
attains arbitrarily large absolute values in at least one direction.)
The connection ∇ˆ has all the symmetries that K does; in particular, if K is a
round sphere, ∇ˆ has spherical symmetry.
Proof. We already know the topological and causal nature of ∂ˆ0∞(M). Equations
(2) and (3) show us how to select the transversal field ξ in each Bσ: For instance,
choose ψ(λ, σ) = 1 and β(λ, σ) =
(
2w(λ)/
(
a(ρ)2
(
ln(F (ρ)a(ρ)2)
)′)− 1) sec2(σ).
(In particular, we can arrange w = 0 by selecting β = −ψ sec2(σ).)
Note the Cosmological Conditions and equations (2) require ∇ˆΛΛ = 0 and
∇ˆΛV = 0.
The geodesic equation under ∇ˆ for the curve (λ(s), x(s)) in R1 ×K is
λ′′ = −w(λ)hK(x˙, x˙)
∇Kx˙ x˙ = 0
so the curve x(s) is just a geodesic in the compact Riemannian manifold K; it is
necessarily complete (defined for all s ∈ R1), and it has hK(x˙, x˙) constant. For w(λ)
a non-zero constant, λ(s) has the obvious quadratic solution producing geodesics
which reach a maximum (or minimum) value for λ before turning around and
heading back to λ→ −∞ (or ∞); for w = 0, λ is just linear in s (and we have the
product connection on R1 ×K). More generally, λ(s) has the solution
±(s − s0) =
∫ λ(s)
λ0
dµ√
λ′02 − 2k2
∫ µ
λ0
w(u)du
where k2 = hK(x˙0, x˙0). (In particular, for w(λ) being a non-zero constant, the
geodesic turns around when λ(s) = λ0 + λ
′
0
2/(2k2w).) Whether or not the integral
will reach arbitrary values of s is independent of the values for λ′0 and k. 
Relationship with conformal boundary.
The complex of ∇ˆ connections from Theorem 1.1—parametrized by functions
w(λ)—is an arguably natural collection, in that it comes from a limit of equiaffine
connections (spherically symmetric, when K is a sphere) on naturally selected null
hypersurfaces. Among this complex, the clearly simplest are with w being constant,
and they are all complete (and the w = 0 connection is the product connection on
R1 ×K).
We should ask how this complex of connections compares with that from looking
at conformal boundaries on M . More precisely, let us assume that the topological
boundary we need to examine is the future causal boundary as above, so that we
will be concerned with the obvious embedding of M = R1× (α,∞)×K into M¯ by
extension of the null coo¨rdinate σ (defined as before) from (−pi2 , pi2 ) to (−pi2 , pi2 + ǫ).
(By Theorems 4.16 and 4.26 in [FHeSn2], a conformal boundary which is one-sided
and C1 except for isolated points, like i+, that are well-behaved, will have the same
topological and causal characteristics as the future causal boundary.) What this
amounts to is selecting a positive scalar function G on M so that g¯ = Gg extends
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smoothly to a metric on M¯ . To insure spherical symmetry (in the case K = S2),
we will insist that G = G(λ, σ), i.e., G is independent of the K-factor; what we
need is that g¯ = G(λ, σ)g extends as a smooth metric past σ = pi2 . Then (M¯ , g¯)
has a Levi-Civita connection ∇¯. The boundary ∂ˆ0∞(M) in M¯ , i.e., {σ = pi2 }, is null,
so there is no induced connection on the boundary—unless the boundary is totally
geodesic in M¯ , in which case we have ˆ¯∇, the restriction of ∇¯ to the boundary. This
connection is in no way a limit of ∇ on M , but it may perhaps be considered a
reasonable connection on the boundary; of course, it is a complex of connections,
depending on the function G.
What is interesting is that it is the same constellation of connections as given in
Theorem 2.1; but it applies only in a restricted class of spacetimes, those for which
a′(ρ) has a finite, non-zero limit as ρ→∞.
Theorem 2.2. LetM be a standard static spacetime of the formM = R1×(α,∞)×
K for K a compact manifold, M having metric ds2 = F (ρ)(−dt2 + dρ2+ a(ρ)2hK)
(where hK is a Riemannian metric on K), satisfying the Cosmological Conditions
at ∞. With M given the null coo¨rdinates λ = 12 (−t+ ρ) and σ = tan−1(12(t+ ρ)),
consider M as embedded in M¯ by extension of σ and with future causal boundary
component ∂ˆ0∞(M) occurring as {σ = pi2 }.
Suppose that limρ→∞ a′(ρ) exists as finite and non-zero. Consider Lorentz met-
rics g¯ on M¯ such that (1) for some positive K-independent scalar function G :
M → R1, g¯ = Gg on that portion of M¯ identifiable with M in the obvious way, and
(2) ∂ˆ0∞(M), as a hypersurface in M¯ , is totally geodesic with respect to g¯. Then the
connections that arise on ∂ˆ0∞(M) as the restriction of the Levi-Civita connection
on (M¯, g¯) are precisely the connections from Theorem 2 .1.
If, on the other hand, limρ→∞ a′(ρ) is zero, infinite, or non-existent, then there
is no metric g¯ on M¯ such that the embedding of (M, g) into (M¯, g¯) is conformal
with a K-independent conformal factor.
Proof. For a given function G(λ, σ), we have the following values for the metric
g¯ = Gg (where, as usual, U and V are vectors in K):
g¯(Λ,Λ) = 0
g¯(Λ,Σ) = G(λ, σ)(−12 )F (ρ) sec2(σ)
g¯(Λ, V ) = 0(4)
g¯(Σ,Σ) = 0
g¯(Σ, V ) = 0
g¯(U, V ) = G(λ, σ)F (ρ)a(ρ)2hK(U, V )
so that in order to have Gg form a metric g¯ on the boundary, at σ = pi2 , we must
have the following finite limits exist and be non-zero:
lim
σ→ pi2
G(λ, σ)F (ρ) sec2 σ = A(λ)
lim
σ→ pi2
G(λ, σ)F (ρ)a(ρ)2 = B(λ)
In particular, note that we have B(λ)/A(λ) = limσ→ pi
2
(a(ρ) cos σ)2. It follows that
limσ→ pi2 a(ρ) cos σ must exist, be finite, and be non-zero. This implies a(ρ) must
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grow to infinity as ρ→∞, for otherwise that limit would be zero (recall that a(ρ)
is eventually increasing as ρ→∞). Then by l’Hoˆpital, we have
lim
σ→ pi2
a(ρ) cos(σ) = lim
σ→ pi2
da(ρ)
dσ
secσ tanσ
= lim
σ→ pi2
a′(ρ)12 sec
2 σ
sec σ tanσ
= 12 limσ→ pi2
a′(ρ)
sinσ
= 12 limρ→∞
a′(ρ)
(For convenience, we might as well write as limσ→ pi
2
a(ρ) cos σ = 12a
′(∞).)
So we have established the last paragraph in the theorem. For the balance, we
assume a′(∞) is finite and non-zero (implying a(∞) =∞).
From equations (4) we have
∇¯ΛΛ =
(
Gλ(λ, σ)
G(λ, σ)
− F
′(ρ)
2F (ρ)
)
Λ
∇¯ΛV = 1
2
(
Gλ(λ, σ)
G(λ, σ)
− F
′(ρ)
2F (ρ)
− a
′(ρ)
a(ρ)
)
V
∇¯UV = hK(U, V )a(ρ)2 cos2 σ
((
Gλ(λ, σ)
G(λ, σ)
− F
′(ρ)
2F (ρ)
− a
′(ρ)
a(ρ)
)
Σ
+
(
Gσ(λ, σ)
G(λ, σ)
+
(
F ′(ρ)
2F (ρ)
+
a′(ρ)
a(ρ)
)
sec2 σ
)
Λ
)
+∇KU V
Using the Cosmological Conditions, we have the following for limits as σ → pi2 :
∇¯ΛΛ =
(
lim
σ→ pi2
Gλ(λ, σ)
G(λ, σ)
)
Λ
∇¯ΛV = 1
2
(
lim
σ→ pi2
Gλ(λ, σ)
G(λ, σ)
)
V
∇¯UV = hK(U, V )1
4
a′(∞)2
((
lim
σ→ pi2
Gλ(λ, σ)
G(λ, σ)
)
Σ
+ lim
σ→ pi2
(
Gσ(λ, σ)
G(λ, σ)
+
(
F ′(ρ)
2F (ρ)
+
a′(ρ)
a(ρ)
)
sec2 σ
)
Λ
)
+∇KU V
Thus we see that the boundary {σ = pi2 } is totally geodesic in M¯—and, thus, yields
a connection ˆ¯∇ on the boundary through restriction to vector fields lying in the
boundary—iff limσ→ pi
2
Gλ(λ,σ)
G(λ,σ) = 0. Assuming that to be the case, we have, for the
connection on the boundary,
ˆ¯∇ΛΛ = 0
ˆ¯∇ΛV = 0
ˆ¯∇UV = hK(U, V )1
4
a′(∞)2 lim
σ→ pi2
(
Gσ(λ, σ)
G(λ, σ)
+
(
F ′(ρ)
2F (ρ)
+
a′(ρ)
a(ρ)
)
sec2 σ
)
Λ +∇KU V
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We’ve almost achieved the same collection of connections on the boundary as
from Theorem 1.1; all that remains is to demonstrate we can have that last limit
be any w(λ) while maintaining limσ→ pi2
Gλ(λ,σ)
G(λ,σ) = 0. But this is easily done: For
any smooth function w(λ), define
Gw(λ, σ) =
1
F (ρ)a(ρ)2
e
(
4
a′(∞)2
w(λ)(σ− pi2 )
)
Note that Gwλ /G
w = 4a′(∞)2w
′(λ)(σ − pi2 ), vanishing at σ = pi2 . Then using Gw for
G yields g¯ = exp
(
4
a′(∞)2w(λ)(σ − pi2 )
)(
−12 dλ dσ(a(ρ) cosσ)2 + hK
)
and
∇¯ΛΛ = 4
a′(∞)2w
′(λ)
(
σ − π
2
)
Λ
∇¯ΛV = 2
a′(∞)2w
′(λ)
(
σ − π
2
)
V
∇¯UV = hK(U, V )w(λ)Λ +∇KU V
so at the boundary we have
ˆ¯∇ΛΛ = 0
ˆ¯∇ΛV = 0
ˆ¯∇UV = hK(U, V )w(λ)Λ +∇KU V
as desired. 
For the common model spacetime paradigms, we have a′(ρ) = f(r)−
1
2 rf
′(r)√
f(r)
. For
Minkowski space, Schwarzschild, and Reissner-Nordstro¨m, this gives a′(∞) = 1.
(Schwarzschild–Anti-de Sitter gives a′(∞) = 0; but this doesn’t satisfy the Cosmo-
logical Conditions, anyway.)
3. Other Boundaries: Null, Timelike, and Spacelike
Let us consider other boundaries that can occur for this class of spacetimes, i.e.,
F (ρ)(−dt2 + dρ2 + a(ρ)2hK) on R1 × (α, ω)×K (for K compact) or their natural
extensions. What sort of connections come naturally? In brief: It’s much simpler
than for a null R1 ×K.
Christodoulou-completion at I+.
Christodoulou in [C] (see also Dafermos, [D]) considers a sort of completeness at
I+—meaning null future boundary in a spherically symmetric, asymptotically flat
spacetime—for purposes of a kind of weak cosmic censorship.
Although the actual causal (or conformal) boundary in this conception has the
topology and causality of a null cone on S2, the only question raised about comple-
tion in this treatment lies along the null line factor. For the static case, then, it’s
a comparatively trivial matter.
The actual definition of completeness of I+ in [C], applied to our context here,
is this: For any x ∈ S2 and any σ < pi2 , consider the future null geodesic γσ0,x(s) =
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(λ(s), σ0, x) with λ(0) = 0 and λ
′(0) = 1/
√
F (12 tanσ0); then it is required that the
maximum domain [0, sσ0max) for γσ0,x (clearly independent of x ∈ S2) grow to [0,∞)
as σ0 → pi2 .
The geodesic equation for γσ0,x amounts to λ
′′(s) = F
′(ρ)
2F (ρ)λ
′(s) for ρ = 12(−λ +
tanσ0), giving a solution of
√
F (tanσ0)(s−s1) =
∫ tanσ0
− 12 (λ(s)+tanσ0)
F (u) du , with s1
defined by λ(s1) = − tanσ0; so we obtain sσ0max = 1√F (tanσ0)
∫ − 12 (λ0+tanσ0)
α
F (u) du.
Then smax = limσ0→pi2 s
σ0
max = limρ→∞
1√
F (ρ)
∫ ρ
α
F (u) du. With the cosmological
assumption F
′
F → ∞, this always results in smax = ∞. (Proof: For otherwise,
for some constant A, we have
∫ ρ
ρ0
F (u) du < A
√
F (ρ) for all ρ, i.e., for Φ(ρ) =∫ ρ
ρ0
F (u) du, 1A2 <
Φ′
Φ2 . Pick some ρ1 > ρ0; then
1
A2 (ρ − ρ1) < 1Φ(ρ1) − 1Φ(ρ) . But
that is false for ρ ≥ ρ1 + A2Φ(ρ1) .)
Thus we have the result:
A static spherically symmetric spacetime M with ω = ∞ and obeying the Cos-
mological Conditions at ∞ with null ∂ˆ0∞(M) is Christodoulou-complete.
This is not precisely the same as defining a complete connection on the λ-factor
of ∂ˆ0∞(M), but is plainly consistent with the limiting connection of ∇ˆΛΛ = 0 (while
ignoring the geometry of the S2 factor).
Null line at infinity.
Next, let’s consider an actual absence of the S2 factor: ∂ˆ(M) which is a null
line instead of a null cone on K, i.e., the Cosmological Condition (3) is altered
to
∫ ω
ρ0
1
a(ρ)2 dρ = ∞. This change in integral condition has no effect of any of the
calculations for section 1; the only effect is on the topology of ∂ˆ0ω(M), which is
now just a line (null for ω = ∞), parametrized by λ ∈ R1; K has disappeared
from consideration. Thus, no matter what choice is made for the transverse vector
field in Theorem 2.1 (or the conformal factor in Theorem 2.2), we end up with
∇ˆΛΛ = 0, and the connection is complete. In the previous section, it was only the
consideration of curves in I+ which spin around the K factor which necessitated
close examination of acceleration in the Λ-component.
But is this limit connection for ∂ˆ0∞(M) the actual connection we want? We
should examine things more closely.
First note that for differentiability on ∂ˆ0ω(M) to make sense as an extension of
differentiability on M , we must retreat back to using only a sphere instead of a
more general compact manifold K: In order to achieve a manifold by adding (for
the ω <∞ case) a line at {ω} to R1× (α, ω)×K, we must have K be a sphere, for
otherwise we don’t have a local Euclidean topology when adding a point at {ω} to
(α, ω) ×K; and similarly for the ω = ∞ case, with adding a point at σ = pi2 . (If
we have neither a manifold nor a manifold-with-boundary structure for Mˆ0ω, then
there is no way of obtaining a differentiable structure on ∂ˆ0ω(M) which is in any
sense compatible with the differentiable structure on M .)
So what we have for Mˆ0∞ is not a manifold with boundary: Rather, we have a
pure manifold, exactly analogous to starting with M being, say, R3 with the z-axis
removed, then adding the z-axis back for Mˆ . The differentiable structure is clear-
cut, then, and the same coo¨rdinates and coo¨rdinate vector fields we employed in the
previous section are applicable here: Λ, Σ, and S2 vector fields. And we might stop
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to ask about the extension of the spacetime metric or the spacetime connection to
Mˆ0∞.
The non-zero metric values are
〈Λ,Σ〉 = −1
2
F (ρ) sec2(σ)
〈U, V 〉 = F (ρ)a(ρ)2hS2(U, V )
with ρ = 12(−λ + tanσ). If this extends to σ = pi2 , that means we must have
finite limits p = limρ→∞−12F (ρ)((2ρ + λ)2 + 1) and q = limρ→∞ F (ρ)a(ρ)2 (as
before, since we’re really taking a limit as σ → pi2 , neither p nor q can have any
λ-dependence; they must be constants). Note that we must have q 6= 0 to get a
non-degenerate metric. Then for ρ sufficiently large, we must have F (ρ)a(ρ)2 > 12q,
or 1a(ρ)2 <
2
qF (ρ). But we also have F (ρ)((2ρ+ λ)
2+1) < 2|p|+1 for ρ sufficiently
large, or F (ρ) < 2|p|+1(2ρ+λ)2+1 , yielding
1
a(ρ)2 <
2
q (2|p| + 1) 1(2ρ+λ)2+1 . And that is
incompatible with
∫∞
ρ0
1
a(ρ)2 dρ =∞, our integral condition for having ∂ˆ0∞(M) be a
line. It follows that the spacetime metric cannot extend to the boundary.
What about the spacetime connection? We don’t have a canonical simple space-
time to examine, so let’s look at the general case. The connection has values
∇ΛΛ = −1
2
F ′(ρ)
F (ρ)
Λ
∇ΛΣ = 0
∇ΛV = −1
4
(
F ′(ρ)
F (ρ)
+ 2
a′(ρ)
a(ρ)
)
V
∇ΣΣ =
(
F ′(ρ)
F (ρ)
sec2 σ + 2 tanσ
)
Λ
∇ΣV = 1
4
(
F ′(ρ)
F (ρ)
+ 2
a′(ρ)
a(ρ)
)
(sec2 σ)V
∇UV = 1
2
a(ρ)2
(
F ′(ρ)
F (ρ)
+ 2
a′(ρ)
a(ρ)
)
hS2(U, V )(−(cos2 σ)Σ + Λ) +∇S
2
U V
The Cosmological Conditions (F
′
F → 0, a
′
a → 0) give us that ∇ΛΛ and ∇ΛV both
have limit 0 at ∂ˆ0∞(M); but for ∇ΣΣ, ∇ΣV and ∇UV to have limits requires further
specific behavior for F (ρ) and a(ρ): some spacetimes will manifest limits for the
connection, while others won’t.
So if we just want a connection ∇ˆ on ∂ˆ0∞(M), the natural choice is ∇ˆΛΛ = 0;
and this is complete.
(If we insist on looking at a null line at infinity for a compact factor K 6= S2,
then we must consider ∂ˆ0∞(M) just to be a separate manifold in its own right, not
differentiably associated with M , even though it is topologically embedded in Mˆ0∞.
In such a case the flow of the vector field Λ on M extends as a flow on ∂ˆ0∞(M),
so it makes sense to single out the vector field Λ on that line; then the natural
connection to take is, again, ∇ˆΛΛ = 0, complete.)
Timelike boundary.
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Next let us consider a timelike component of the causal boundary. That means
for, say, boundary at ω, that ω is finite. So this implies
∫ ω
ρ0
1
a(ρ)2 dρ < ∞ for a(ρ)
increasing as ρ → ω, giving Bω = K, i.e., ∂ˆ0ω(M) ∼= R1 × K. The only way to
obtain Bω = ∗ (i.e., ∂ˆ0ω(M) ∼= R1) is to employ the alternate condition of a(ρ)→ 0
eventually monotonically as ρ→ ω (or, similarly, at the α-end of the range for ρ).
Timelike infinity.
For a boundary at infinity, the simplest example may be AdS, Universal Anti-de
Sitter space, i.e., the universal cover of Anti-de Sitter space (as in [HwE]). We can
consider this space (with center removed) as the manifold R1 × (0,∞) × S2 with
metric
ds2 = g = −(cosh2 r)dt2 + dr2 + (sinh2 r)hS2
or, with ρ = tan−1(sinh r),
g = (sec2 ρ)(−dt2 + dρ2 + (sin2 ρ)hS2)
with range of ρ being (α, ω) = (0, pi2 ). (Note that we obtain the full spacetime by
extending the range of r from (0,∞) to [0,∞)—or the range of ρ from (0, pi2 ) to
[0, pi2 ). The addition of R
1 × {0} × S2 still results in a static spherically symmetric
spacetime, just not in the mode of using an open interval for the radial coo¨rdinate.)
We have
∫ pi
2
ρ0
1
sin2(ρ)
dρ = cot(ρ0) < ∞, so Bpi2 = S2 (automatic, as noted above).
With ω finite, the natural coo¨rdinates to use are t and ρ; that is to say, L̂20,pi2 has
the structure of a manifold with boundary parametrized with (t, ρ) ∈ R1 × (0, pi2 ]
with boundary at ρ = pi2 ; by Theorem 1.1, then we have the same differentiable
structure for AdS, boundary at ρ = pi2 .
So with a boundary of timelike nature, does the spacetime metric fare any better
than in Minkowski space for extension to the boundary? Let’s examine the metric
on the natural coo¨rdinate vector fields T = ∂∂t , P =
∂
∂ρ , and fields U, V on S
2. The
non-zero elements are
〈T, T 〉 = − sec2 ρ
〈P, P 〉 = sec2 ρ
〈U, V 〉 = (tan2 ρ)hS2(U, V )
Clearly this does not extend to ∂ˆ0pi
2
(AdS), i.e., to ρ = pi2 . So what about the
connection? We obtain
∇TT = (tan ρ)P
∇TV = 0
∇UV = (tan ρ)hS2(U, V )P +∇S
2
U V
∇TP = (tan ρ)T
∇PP = (tan ρ)P
∇PV = 1
(cos ρ)(sin ρ)
V
and we see that almost none of these extend to the boundary. But for a connection
on {ρ = constant}, we need look only at T and the S2-fields, the upper three
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lines. Taking a cue from what worked in the null boundary case, let’s look at
surfaces Bρ0 = {ρ = ρ0}. We’re in much better shape with these than in the null
case, as these surfaces are timelike: That means we can ask for the induced metric
connection, which we obtain just by projecting perpendicular to P . This yields the
connection ∇ρ0 in Bρ0 :
∇ρ0T T = 0
∇ρ0T V = 0
∇ρ0U V = ∇S
2
U V
which has the obvious extension ∇ˆ to ∂ˆ0pi
2
(AdS):
∇ˆTT = 0
∇ˆTV = 0
∇ˆUV = ∇S
2
U V
In other words, timelike infinity on AdS has, as the clearly natural connection, the
product connection on R1 × S2—and this is complete.
This result on AdS is perfectly general:
Theorem 3.1. Let M be a standard static spacetime of the form M = R1 ×
(α, ω) × K for K a compact manifold, ω < ∞, with M having metric ds2 =
F (ρ)(−dt2 + dρ2 + a(ρ)2hK) (where hK is a Riemannian metric on K), satis-
fying a(ρ) is increasing on some interval [ρ+, ω). Then Mˆ
0
ω has the structure
R1 × (α, ω] × K with ∂ˆ0ω(M) being R1 × {ω} × K within that, a timelike hyper-
surface. If ∇ρ0 is the induced (metric) connection on each hypersurface {ρ = ρ0},
then there is a connection ∇ˆ = limρ0→ω∇ρ0 on ∂ˆ0ω(M); and that connection is the
product connection R1 ×K, which is complete.
Proof. We just need to examine the connection in M :
∇TT = − F
′(ρ)
2F (ρ)
P
∇TV = 0
∇UV = −a(ρ)2
(
F ′(ρ)
2F (ρ)
+
a′(ρ)
a(ρ)
)
hK(U, V )P +∇KU V
∇TP = F
′(ρ)
2F (ρ)
T
∇PP = F
′(ρ)
2F (ρ)
P
∇PV =
(
F ′(ρ)
2F (ρ)
+
a′(ρ)
a(ρ)
)
V
On any (timelike) hypersurface Bρ0 = {ρ = ρ0} we have the induced metric con-
nection ∇ρ0 :
∇ρ0T T = 0
∇ρ0T V = 0
∇ρ0U V = ∇KU V
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which has the obvious limit, as ρ0 → pi2 , of ∇ˆ on ∂ˆ0pi2 (M):
∇ˆTT = 0
∇ˆTV = 0
∇ˆUV = ∇KU V

If we employ a conformal model of the boundary, using a conformal factor which
depends only on ρ, we get the exact same result: The Levi-Civita connection for the
conformal metric, projected to the {ρ = ω} hypersurface, is the product connection
on R1×K. The conformal factor G(ρ) needs to satisfy G(ρ)F (ρ) and G(ρ)F (ρ)a(ρ)2
both have positive, finite limits as ρ→ ω, so there are some spacetimes of this form
that do not have conformal boundaries, such as with a(ρ)→∞ as ρ→ ω but F (ρ)
stays bounded.
Timelike line at center or singularity.
AdS also provides a typical example of a “boundary” being nothing more than
a timelike line removed at the center of a spherically symmetric spacetime, simply
for the convenience of using spherical symmetry in the coo¨rdinate expression for
the metric. Recall that the manifold is given as R1 × (0, pi2 )× S2 with a(ρ) = sin ρ.
We have a(ρ) → 0 monotonically as ρ → 0 and ∫ ρ0
0
1
a(ρ)2 dρ = ∞, so ∂ˆ00(AdS) is
a timelike line, added to AdS as {ρ = 0} is added as a line in L20,pi2 × S
2. In fact,
the inclusion of this timelike line is not merely as a differentiable manifold, but
it is fully metric, i.e., the metric on AdS extends smoothly to the additional line,
making the question of connection utterly trivial—and, in fact, the line is complete
in the metric connection. This is set out in Theorem 3.2.
We can also have a timelike line for a singularity; the prototypical example
is the singularity at r = 0 in Reissner-Nordstro¨m, as explicated, for instance, in
[HwE]; its exposition in terms of causal boundary is found in [FHr]. Let RNint
denote Interior Reissner-Nordstro¨m (i.e., behind the inner event horizon in the
undercharged, |q| < m, case; behind the only event horizon in the critically charged
case; and the entire spacetime in the overcharged case). Then RNint follows the
Common Model Spacetime Paradigm with f(r) = 1− 2mr + q
2
r2 with r having range
(0, r−) in the undercharged case (r− = m−
√
m2 − q2). The non-zero elements of
the metric, in terms of coo¨rdinate vectors T = ∂∂t , R =
∂
∂r , and U and V in S
2, are
〈T, T 〉 = −f(r)
〈R,R〉 = 1
f(r)
〈U, V 〉 = r2hS2(U, V )
which clearly does not extend to r = 0. Thus we must use the same technique as in
Theorem 3.1 to find a suitable connection on ∂ˆ00(RNint), suitably restricted to just
a line.
Theorem 3.2. LetM be a standard static spacetime of the form M = R1×(α, ω)×
S2 with α > −∞ and M having metric g = F (ρ)(−dt2+dρ2+a(ρ)2hS2), satisfying
a(ρ) is increasing on some interval (α, ρ0] with a(ρ)→ 0 as ρ→ α.
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A) Suppose
(1) a(ρ) is smoothly extendible to ρ = α (a(α) = 0 as specified above) with
a′(α) = 1 and a′′(α) = 0; and
(2) F (ρ) is smoothly extendible to ρ = α with F (α) > 0 and F ′(α) = 0.
Then Mˆ0α just adds a timelike line to M at ρ = α; and the metric smoothly extends
to the added line. Thus, there is the standard metric connection on ∂ˆ0α(M); and it
is ∇TT = 0, making the added line complete.
B) Suppose either (1) or (2) above fail, but
∫ ρ0
α
1
a(ρ)2 dρ = ∞. Then again Mˆ0α
just adds a timelike line to M at ρ = α; the spacetime metric does not extend to
∂ˆ0α(M), but the same procedure as in Theorem 3.1 provides a limiting connection
∇ˆ on that boundary: ∇ˆTT = 0, a complete connection.
Proof. A) Note that (1) implies that Bα = ∗, so ∂ˆ0α(M) is a timelike line: We
must have
∫ ρ0
α
1
a(ρ)2 dρ = ∞. For suppose not, i.e., suppose for some finite A,∫ ρ0
α
1
a(ρ)2 dρ = A; then with a(ρ) increasing on (α, ρ0] we see that for all ρ ∈ (α, ρ0],
(ρ − α) 1a(ρ)2 ≤ A, or a(ρ) ≥ A−
1
2
√
ρ− α. This implies a(ρ)ρ−α ≥ A−
1
2
1√
ρ−α , which
blows up as ρ→ α, violating the extendibility of a(ρ)ρ−α to α.
To examine the extendibility of g to {ρ = α}, let us write g as g = F (ρ)(−dt2+g¯),
with g¯ the implied metric on N = (α, ω) × S2, g¯ = dρ2 + a(ρ)2hS2 ; and define
coo¨rdinates on (α, ω)×S2 that will extend to the center point. We’ll embed N into
Euclidean space R3 via (ρ, p) 7→ (ρ−α)i(p) for i : S2 → R3 the standard embedding
of the unit sphere; then let x1, x2, x3 be the standard rectangular coo¨rdinates on
R3, transferred to N ; and if i(p) = (u1, u2, u3), then xi(ρ, p) = (ρ− α)ui.
Now in R3 we have the Euclidean metric hEuc, which we can use to define the
projections ‖ and ⊥ from TxR3 to, respectively, the subspaces of vectors parallel and
perpendicular to the embedded 2-sphere around the origin in R3 passing through x:
v⊥ = hEuc(v, p)p (where x = i(ρ, p)) and v‖ = v−v⊥. We can use these projections
for calculations with g¯:
g¯(v, w) = g¯(v⊥ + v‖, w⊥ + w‖)
= g¯(v⊥, w⊥) + g¯(v‖, w‖)
= hEuc(v, p)hEuc(w, p)g¯(p, p) + g¯(v
‖, w‖)
= hEuc(v, p)hEuc(w, p) + a(ρ)
2hS2(v
‖, w‖)
Let ei =
∂
∂xi ; then hEuc(ei, p) = u
i, where p has coo¨rdinates (u1, u2, u3). This gives
us
e⊥1 = ((u
1)2, u1u2, u1u3)
e
‖
1 = (1− (u1)2,−u1u2,−u1u3)
and so on. Note that hEuc = dρ
2 + (ρ − α)2hS2 , so that, restricted to the ‖-space,
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we have hS2 =
1
(ρ−α)2hEuc. This gives us
for all i, g¯(ei, ei) = (u
i)2 +
a(ρ)2
(ρ− α)2 hEuc(e
‖
i , e
‖
i )
= (ui)2 +
a(ρ)2
(ρ− α)2
(1− (ui)2)2 + (ui)2∑
k 6=i
(uk)2

= (ui)2 +
a(ρ)2
(ρ− α)2
(
1− 2(ui)2 + (ui)4 + (ui)2(1− (ui)2))
= (ui)2 +
a(ρ)2
(ρ− α)2
(
1− (ui)2)
=
a(ρ)2
(ρ− α)2 +
(
1− a(ρ)
2
(ρ− α)2
)
(ui)2
and
for all i 6= j, g¯(ei, ej) = uiuj + a(ρ)
2
(ρ− α)2 hEuc(e
‖
i , e
‖
j )
= uiuj +
a(ρ)2
(ρ− α)2
(
(1− (ui)2)(−uiuj) + (−uiuj)(1− (uj)2)
+ uiuj(uk)2
)
(where k 6= i, j)
= uiuj +
a(ρ)2
(ρ− α)2 u
iuj
(−1− 1 + (ui)2 + (uj)2 + (uk)2)
= uiuj − a(ρ)
2
(ρ− α)2 u
iuj
=
(
1− a(ρ)
2
(ρ− α)2
)
uiuj
yielding the expression for g¯ in the xi coo¨rdinates:
g¯ =
(
a(ρ)
ρ− α
)2∑
i
(dxi)2 +
(
1−
(
a(ρ)
ρ− α
)2)∑
i,j
uiuj dxidxj
and thus for g:
g = F (ρ)
−dt2 + ( a(ρ)
ρ− α
)2∑
i
(dxi)2 +
(
1−
(
a(ρ)
ρ− α
)2)∑
i,j
uiuj dxidxj

(We could express it in terms of xi instead of ui and ρ, but there is advantage to
doing it this way.)
What is necessary for this metric to extend smoothly to ρ = α? Clearly we
need F (α) > 0. Considering just the last sum, we must have a′(α) = 1, since that
term must vanish at ρ = α, as ui is not defined there. Now fix a point p ∈ S2 and
consider the curve in R3 σ given by σ(s) = sp. This corresponds to a curve in M
(for fixed t), with ρ = α + |s|, and g is obliged to be smooth along this curve. In
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particular g(T, T ) = −F (α + |s|), and the only way this can be smooth at s = 0
is with F ′(α) = 0. Similarly, we need F (ρ)
(
a(ρ)
ρ−α
)2
to have a vanishing derivative
at ρ = α; use of l’Hoˆpital shows this comes down to a′′(α) = 0. But with all these
conditions met, g is smoothly extendible to ρ = α.
B) The paragraph above shows that failure of conditions (1) or (2) implies the
metric does not extend to ρ = α. But the procedure in Theorem 3.1 provides a
limiting connection ∇ˆ on ∂ˆ0α(M), yielding ∇ˆTT = 0, a complete connection. 
Spacelike singularity.
To complete the picture of boundaries for standard-static, spherically symmetric
spactimes, let’s look at the generalization afforded by spactimes which experience
a phase transition for the Killing field from timelike to spacelike, most iconically
realized with Schwarzschild space, Sch. Recall ([HwE]) that extended Schwarzschild
can be expressed as R1×(0,∞)×S2 with metric g = −(1− 2mr )dt2+(1− 2mr )−1dr2+
r2hS2 , with the killing field T =
∂
∂t timelike in Schext (r > 2m) and spacelike in
Schint (r < 2m); the transition at r = 2m is the event horizon, and the singularity
occurs at r = 0—not part of the spacetime, but it is ∂ˆ(Schint).
We briefly note that the metric does not extend to the singularity: With R = ∂∂r
and U, V coo¨rdinate vectors in S2 we have
〈R,R〉 = −(2m
r
− 1)−1
〈T, T 〉 = 2m
r
− 1
〈U, V 〉 = r2hS2(U, V )
which does all the wrong things as r → 0. But we can handle this in essentially the
same was as in Theorem 3.1. As shown in [Hr2], ∂ˆ(Schint) is a spacelike R1 × S2
occupying r = 0 in Ŝchint ∼= R1 × [0, 2m)× S2; and the r = r0 hypersurfaces have
induced connections which converge to the product connection at r = 0. And we
can do this quite generally.
It is more convenient, for these spactimes exhibiting phase transition for the
Killing field, to express the metric as we’ve just done for Sch, using r instead of ρ;
we’ll label the portion where the Killing field is timelike, the exterior part of the
spacetime, and the portion where the Killing field is spacelike, the interior part of
the spacetime.
Theorem 3.3. Let M = R1×(rmin, rmax)×K, K compact, with metric expressible
on most ofM as g = −f1(r)dt2+f2(r)dr2+b(r)2hK for hK a Riemannian metric on
K and f1, f2, and b functions on (rmin, rmax) such that for some rEH ∈ (rmin, rmax),
(1) f1 > 0 and f2 > 0 on (rEH, rmax)
(2) f1 < 0 and f2 < 0 on (rmin, rEH)
(3) b > 0 on (rmin, rmax).
Let Mint = R1 × (rmin, rEH) × K and Mext ∼= R1 × (rEH, rmax) × K; these two
portions are where the expression above for g is valid.
Suppose that for some r1 ∈ (rmin, rEH),
∫ r1
rmin
√
f2(r)
f1(r)
dr <∞.
A) If
∫ r1
rmin
√
−f2(r)
b(r) dr <∞ also, then M̂int ∼= R1×[rmin, rEH)×K and ∂ˆ(Mint) ∼=
R1×K, spacelike, fitting into M̂int as R1×{rmin}×K; this yields the differentiable
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structure on ∂ˆ(Mint). The same procedure as in Theorem 3.1—letting ∇r0 denote
the induced connection on {r = r0} and letting ∇ˆ be the limit of ∇r0 as r0 → rmin—
yields a complete connection ∇ˆ on ∂ˆ(Mint): the product connection on R1 ×K.
B) If
∫ r1
rmin
√
−f2(r)
b(r) dr =∞, then the only topological/causal difference from that
above is that the K-factor in ∂ˆ(Mint) is reduced to a point, i.e., ∂ˆ(Mint) ∼= R1. If,
in addition, K = S2, then we have a differentiable structure for ∂ˆ(Mint), and the
same limit procedure with ∇r0 results in ∇ˆ being the standard connection in R1:
complete.
Proof. First let us note that inMint (where R =
∂
∂r is timelike) it is the r = rmin end
of (rmin, rEH) which is the future: In Mext we take, as usual, T =
∂
∂t to be future-
directed. Then the curve β(s) = (t(s), r(s), p), for fixed p ∈ K, is a future-directed
null curve headed from Mext towards the event horizon MEH = R1 × {rEH} × K
so long as f1(r(s))t
′(s)2 = f2(r(s))r′(s)2, t′(s) > 0, and r′(s) < 0; and thus β
will remain a future-directed null curve, across MEH and into Mint, with the same
conditions. Thus, it is −R that is future-timelike in Mint.
Concentrating on Mint, let us write the metric as
g = −f2(r)
(
−dr2 + f1(r)
f2(r)
dt2 +
b(r)2
−f2(r)hK
)
Proposition 3.5 of [Hr2] addresses the future causal boundary of a multiply
warped product spacetime of the form N = (a, b) × N1 × · · · × Nm with metric
−dr2 +∑i φihi with each hi a Riemannian metric on the manifold Ni and φi :
(a, b) → (0,∞). By 3.5(c), if each hi is a complete metric and (for some c ∈
(a, b)) Ii =
∫ c
a
φ−1i = ∞ occurs only for Ki compact, then (taking b to be the
future end of the interval), ∂ˆ(N) has the topology of the product
∏
Ii<∞Ni, fitting
into Nˆ as (a, b] ×∏mi=1Ni by identifying {b} ×∏Ii=∞Ni to a single point. We
have Mint conformal to such a spacetime with (a, b) = (rmin, rEH), (N1, h1) =
(R1, dt2), (N2, h2) = (S2, hS2), φ1 =
f1
f2
, and φ2 =
b2
−f2 . By assumption we have∫ r1
rmin
φ
− 12
1 <∞, and we have N2 compact. Then the results follow, in both (A) and
(B), concerning the topological, differentiable, and causal characteristics of ∂ˆ(Mint).
To look at the connection, we’ll use T and R as above with U, V coo¨rdinate
vectors in K. We then get
∇RR = f
′
2(r)
2f2(r)
R
∇RT = f
′
1(r)
2f1(r)
T
∇RV = b
′(r)
b(r)
V
∇TT = f
′
1(r)
2f2(r)
R
∇TV = 0
∇UV = −b(r)b
′(r)
f2(r)
hK(U, V )R+∇KU V
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Then the induced connection ∇r0 on {r = r0} is the product connection on R1×K.
In case (A), so is the limit ∇ˆ = limr0→rmin ∇r0 . In case (B), we just note we have
the limit ∇ˆTT = 0. 
3.4 Remark on extending across event horizons. In Theorem 3.3, we explicitly as-
sumed that we had a spactime encompassing the interior and the exterior sections,
as well as the event horizon separating them. What if we just start with Mext and
functions f1 and f2 behaving as required on (rmin, rmax)—do we necessarily obtain
a spacetime that extends from Mext across MEH and including Mint? We can get
a partial answer from examining causal boundaries: By expressing g as
g = f1(r)
(
−dt2 + f2(r)
f1(r)
dr2 +
b(r)2
f1(r)
hK
)
for examination ofMext by the methods already used in section 2 here, and by using
the discussion in section 6.1.1 of [FHr] for examination of the past causal boundary
of Mint utilizing the conformal expression for g in Theorem 3.3, we obtain these
results:
Let (κ, ω) for ρ correspond to (rEH, rmax) for r, where dρ =
√
f2(r)
f1(r)
dr. Assume
that for some r−, r+ ∈ (rEH, rmax), b2f1 is decreasing on (rEH, r−) and increasing on
(r+, rmax). Then
(1) ∂ˆ0ω(Mext) is null if
∫ rmax
r+
√
f2
f1
=∞, otherwise timelike.
(2) ∂ˆ0ω(Mext)
∼= R1 ×K if ∫ rmaxr+ √f1f2b2 <∞, otherwise it is R1.
(3) ∂ˆ0κ(Mext) is null if
∫ r−
rEH
√
f2
f1
=∞, otherwise timelike.
(4) ∂ˆ0κ(Mext)
∼= R1 ×K if ∫ r−rEH √f1f2b2 <∞, otherwise it is R1.
(5) If (for some r0 ∈ (rmin, rEH)),
∫ rEH
r0
√
f2
f1
=∞, then ∂ˇ(Mint) consists of two
null cylinders onK, each terminating in the past on the same spacelike copy
of K; in effect, ∂ˇ0∞(Mint) and ∂ˇ
0
−∞(Mint) both consist of R
1 × K, null in
the R1 factor, where superscript 0 denotes ignoring the extended spacelike
i− (a copy of K), and the subscripts indicate the t =∞ or t = −∞ ends of
the past causal boundary.
(6) If
∫ rEH
r0
√
f2
f1
< ∞, then ∂ˇ(Mint) is spacelike; if
∫ rEH
r0
√−f2
b < ∞, then
∂ˇ(Mint) ∼= R1 ×K, and otherwise it is R1.
(7) If
∫ r0
rmin
√
f2
f1
=∞, then ∂ˆ(Mint) consists of two null cylinders onK, each ter-
minating in the future on the same spacelike copy of K (spacelike extended
i+ a copy of K, ∂ˆ0∞(Mint) and ∂ˆ
0
−∞(Mint) both R
1 ×K).
(8) If
∫ r0
rmin
√
f2
f1
< ∞, then ∂ˆ(Mint) is spacelike; if
∫ r0
rmin
√−f2
b < ∞, then
∂ˆ(Mint) ∼= R1 ×K, and otherwise it is R1.
The classic event horizon, as in Sch or RN, is permitted by the topological/causal
information when the integrals in (3) and (5) are infinite, and that in (4) is finite,
as that permits marriage of a null R1 ×K in the future causal boundary of Mext
with a null R1 ×K in the past causal boundary of Mint (both at r = rEH).
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