We describe a system for detection and classification of moving targets. The system's change detection and tracking modules are based on background adaptation, with the help of information about targets obtained from preceding time steps. The classification module performs a hybrid classification that combines motion and appearance features. The system is able to perform real-time detection, tracking and classification of targets in outdoor settings. Experiments demonstrate that the proposed hybrid classifier architecture improves classification significantly, thereby permitting real-time discrimination among a considerable number of classes, some of which are quite similar.
Introduction
Automated video surveillance is an active research area, which has important military as well as commercial applications. A central aim of most video surveillance applications is the automatic detection and tracking of moving objects and classification of the detected objects into a set of predefined categories. Classification could be based on the object's appearance as well as motion characteristics. Information about these objects is gathered during tracking. Most surveillance systems contain modules, which perform change Modern surveillance systems also include modules for classification of objects and analysis of activities. Further improvement of these modules is an important challenge.
In this paper we present a surveillance system that is able to detect, track and classify moving targets in real-time. Our system extracts static and dynamic features of moving targets and uses them to assign the targets to one of several predefined categories. Our choice of categories was dictated by the surveillance purposes of our system and includes object categories that are typically found in rural and country scenes. The system requires minimal user input. It is also able to work under diverse illumination conditions, including noisy backgrounds, and with various types of video sensors. The system provides real-time video performance due to short detection time, lock-on and classification of each target. A brief description of this system is given in conference notes [1] , [2] .
We can divide the system into three major parts: the target detection module, the target tracking module and the classification module, presented in the Fig. 1 . These modules were designed to support classification of the following categories: vehicle, animal, human, group of people, crawling human and others. The system supports classification of activities and complex motions (human with a carriage, human on a bicycle).
To provide reliable classification we combine features based on motion characteristics with features based on a target's geometry. By so doing we create a hybrid system that uses shape and motion for classification. Reliable classification strongly depends on quality of object segmentation, so significant effort was put into improving targets segmentation and tracking. The system can run in a real-time video frame rate (i.e., 25 Hz) to achieve stable tracking in difficult scenarios with many simultaneous targets. At the same time, if necessary, it is able to provide good classification results under much slower frame rates (about 10 Hz). While many systems are devoted to target detection and tracking [3] , [4] , [5] , [6] , we know of few systems [7] , [8] , [9] that also classify the detected targets. Moreover, the number of different classes that those systems detect is very limited.
In subsequent sections we describe individual modules of our system. In Section 2 we describe the target detection module. Section 3 is devoted to a description of target tracking module. In Section 4 we give a description of the process of feature detection and classification. In Section 5 we present our experimental results. Section 6 contains conclusions and a discussion of directions for further work.
Target Detection
Background subtraction and temporal differencing of consecutive frames are popular methods for target detection in many applications such as object tracking [3] , intruder detection [10] , traffic monitoring [11] , inter-frame data compression [12] and others. While temporal differencing is adaptive to changes in the environment, it does not detect the entire object. On the other hand, background subtraction can provide more reliable information about moving objects, but it requires more complex processing for online adaptation of the background to changes in environmental conditions, mainly of illumination. It may also lead to 'holes' when stationary objects attributed to the background start to move. Therefore, in some works [7] , a combination of both approaches is applied. While global thresholding is the simplest method for change detection, it can be improved by local thresholding, particularly when the scene illumination varies locally over time. Noisy difference maps can be improved considerably by removing small, isolated, changed pixels, merging close regions, incorporating connectivity, and performing hysteresis thresholding [13] .
Another way to improve the change detection scheme is to build a better background model. Background adaptation methods vary from monochromatic filtering [11] , [3] and using various color spaces [14] , [15] , [16] to statistical background models [14] , [17] , [18] . A review of background subtraction in video surveillance systems can be found in [19] . In Section 2.1 we describe the background initialization process. The next important step in background model management is adaptation. Background adaptation and target segmentation are two intimately connected processes and are described in Section 2.2.
Background Initialization
Creation of an initial background model is an important, not entirely resolved, issue. The general assumption that the background can be extracted by using a scene without moving objects is not always valid for outdoor sequences. A method of background initialization for a sequence containing foreground objects is presented in [20] . It uses the following assumptions, which we also adopted here: each pixel in the image will reveal the background for at least a short interval in the sequence; the background is approximately stationary, only small background motion may occur; and a short processing delay is allowed subsequent to acquiring the training sequence. In our algorithm the background initialization is done in the first 1 − 3 seconds of the processing, when the background model is learned by the system.
We initialize the background image B(i, j) using the first frame B(i, j) = I 1 (i, j) and create a binary mask M 1 by thresholding the difference between the two consecutive frames I 1 and I 2 . For color images we use the Euclidean metric measuring the distance between pixels. The binary mask M 1 shows suspicious regions that may result from various factors: changes in illumination, irregular motion in the background (trees, bushes etc.) or moving objects. In the latter case, these are the foreground pixels. Thus, the suspicious pixels should be traced until their color becomes stable. At this point they can be added with their color values to the background image. This is done by looking at the binary mask M n , created by thresholding the difference between every two consecutive frames I n−1 and I n , and updating the background pixels as follows:
The binary masks M i are filtered using a morphological opening. The process terminates when the number of remaining suspicious pixels N s = |{M 1 (i, j) = 1}| either decreases below a predefined threshold, or becomes stable. The latter case can result from sporadic motion in the background (e.g. plants, clouds, etc.). The background pixels not assigned by the above process are initialized by their values in the last frame:
This solution is computationally cheap, and yet provides a good enough approximation of the background. Fig. 2 presents different stages of the background image initialization. One can see how the region, which is initially occluded by a moving car, gradually disappears as the car moves away.
Background Adaptation and Target Detection
An adaptive update of the background is a desirable feature to have due to changes in the background that are caused by moving objects, or by illumination fluctuations (stochastic motion of plants, clouds and so on ).
Widely used methods of change detection are based on differencing of the adaptive background [21] , [22] . A very popular background model is the adaptive mixture of Gaussians [22] , [17] , [6] . Using this model, each background pixel is modelled by a mixture of Gaussians, whose parameters are adapted at every time step. Current observations that are not well modelled by these Gaussians are treated as foreground. This strategy proved to be very flexible due to its ability to adapt to slow changes in the background [17] . Adaptive mixture of Gaussians can also be used to distinguish irregular motion of objects such as the motion of tree branch in the wind or the recurrent motion of a waving banner. Such motions are characterized by small cumulative displacement of the object. Maintenance of such a model can be performed in real-time. However, due to its local nature, this model has several drawbacks. These can be naturally remedied by taking into account information about objects, frames or even event semantics. In this way it is possible to close a loop in which objects are built from a process of foreground pixels merging, while a decision about assigning a particular pixel to the foreground or the background is influenced by previous high level information about the objects. In other words, to make a decision, whether a pixel belongs to the background or foreground, we take into account its neighborhood, as well as the specifics of the problem in hand. In our system, the assignment of a specific pixel to the foreground or background is made using information about the assignment of its neighbors to the background or foreground. This method showed significant improvement in moving object segmentation in comparison with standard methods (see also [23] ). Consequently, our implementation of the background adaptation algorithm is deeply embedded in our motion and target detection algorithms.
The main goal of the target detection module is to detect every legal target in the field of view (FOV), while filtering out signals caused by irrelevant motion. Identified targets are passed to the tracking module together with the necessary information that enables stable tracking.
Note that at this stage of processing we do not need a precise description of the target but only a blob-like silhouette of it. Only blobs whose area exceeds a threshold are further processed. Thresholds are updated by the adaptive algorithm. The information about a blob, whose size falls below the threshold, does not enter into the target detector data base; these pixels are considered as part of the background. Every blob, not filtered out, is tested for possible correspondence to one of the blobs found in the previous iteration (time step).
To establish the correspondence, we calculate the distance from the detected blob's center of mass, to the center of mass of each of the suspected targets from the previous time step. Then we choose a suspected target with a minimal distance and compare this distance to the threshold that depends on the blob's size. If the distance is small enough, the correspondence with the chosen suspected target is established. If the correspondence is not established, the blob is considered to be a new moving target and is inserted into the detector's database in the state suspected. If the correspondence is established, then the suspected target to which the blob is related is updated. Accumulation of this information helps to filter out irrelevant objects. There are several conditions that the object in a suspected state must fulfill in order to be transformed into a legal target state and be passed to the tracker module for further processing: the distance between the current location of the target and its initial detection site must exceed some predefined value; i.e. the absolute difference in average gray value of the pixels that belong to the target's bounding box and those belonging to the corresponding area of the background, should exceed some predefined threshold.
Fulfilment of these conditions helps to classify background objects that have some small local or periodic motion as background noise. The suspected objects are rejected and transferred into a processed state when these conditions are not fulfilled. Information about these objects is transferred into the detector's database (DB). If a blob that is associated with an object in the DB that is in a processed state is discovered, then this object's properties are updated. However, the blob is not marked as suspected and its processing is stopped.
Two of the most important variables in the part of the algorithm described above are the background subtraction threshold for each pixel and the minimal blob area (received from the connected component analysis of an image resulting from background subtraction) that permits its further processing. Setting these parameters properly is crucial to enable good performance of the whole system and allow it to work optimally in different and changing conditions. For these reasons our design involves dynamic adaptation of these parameters. As mentioned earlier, background subtraction has several serious problems: sensitivity to changes in illumination, problems with moving background objects (MBO), which are objects that are initially associated with the background and then start to move while leaving a constant difference silhouette on a subtraction image, and others. To overcome these problems we introduce additional algorithms into our system. Some of them work constantly, while others can be activated when needed. To deal with sensitivity to smooth background changes due to changes in illumination, we use dynamic background modelling and updating so that if (i, j) belongs to moving object
where B t is the background image, I t is the scene image at moment t, and a is a learning rate coefficient. This algorithm is always active and runs in each iteration.
To deal with MBO, we developed an algorithm based on localized temporal subtraction. This algorithm is activated when a new 'suspected target', which did not enter into the FOV from outside but appeared inside it, is detected by the general background subtraction-based algorithm. The goal of the algorithm is to find when the object leaves its original bounding box and then simply to switch the pixels that belong to this rectangle in the background image with corresponding pixels from the current frame.
The system finds the motion of a blob, produced by MBO, as it is detected by the background subtraction algorithm and store the blob's initial position in the DB. While processing each new frame, we also calculate the 'absolute' speed measured in object size units. If the distance between the current position of the object and the place where it was first observed is large enough to let it leave its initial location, all the pixels of the background that belong to the object's initial location are replaced with the corresponding pixels from the current frame and the object's initial location area is removed from MBO's list. Fig. 3 presents several examples of detected targets and their segmentation.
Tracking
The tracking module collects information about the target in order to enable tracking in subsequent time steps and so as to produce features for reliable classification [24] . The first goal demands knowledge of the target position and velocity in the frame. The second goal demands good segmentation of the tracked target. Tracking is performed by the following steps:
• Selection of the optimal search window • Motion detection in the search window
The search for optimal window size and location is performed based on the target's previous size, variations in time and previous location using a Kalman filter.
The rest of the processing is performed locally within this window, which we denote as the object window. We find all pixels supposedly belonging to the target by applying motion detection, whose major part is handling of a color table constructed for every tracking target. The color table is a simplified representation of the object's color data. The target is partitioned into k c horizontal strips and the color table entries hold the average RGB values for each strip. The number of strips k c depends on the target's size. Fig. 4 shows an example of the color map for a Human target.
For detection of moving objects, we apply background subtraction with individual thresholds for each image pixel for every target. These thresholds are calculated as follows: For each pixel that is marked by the motion detector as possibly foreground, we calculate the likelihood that this pixel belongs to the target. This value is defined by the following three parameters:
• p 1 , -proportional to a number of neighbors of the current pixel that already belong to the target. • p 3 -the ratio of the background subtraction result that is calculated for the specified pixel by the motion detector and the background subtraction threshold, calculated for this pixel according to the target's color table.
The values of each of these parameters are mapped such that 0 ≤ p 1 , p 2 , p 3 ≤ 1/3 . Their sum s = p 1 + p 2 + p 3 is used as a measure of the likelihood that the pixel under consideration belongs to the target. Only pixels with a likelihood above some threshold θ are assigned to the target. The threshold θ is adapted dynamically by the requirement that the size of the target varies smoothly. Specifically, in each frame the size of the target is predicted by a simple linear regressive model that takes into account the size of the object in previous frames. The threshold θ is chosen so that the number of pixels in the new frame are compatible with this prediction. This procedure combines information available from local (pixel) and global (target) levels of analysis to provide more accurate and robust tracking and segmentation. It permits reliable segmentation and tracking of targets in noisy image sequences with changing illumination conditions without special parameter fine tuning. However, performance degrades considerably when working with very small targets (with an area less than 40 − 50 pixels), when no reliable photometric (target level) or statistical (pixel level) information can be collected, To deal with such targets we add temporal subtraction that appeared to be quite effective in cases of small moving objects. Pixels that were detected by both background and temporal subtraction are automatically considered to belong to a small target. In Fig. 5 we show detection of targets in noisy gray scale sequence with significant motion in the background. In Fig. 6 we show detection of targets in a color sequence which was taken from a distance of about 2 km. As described earlier, our tracking module can perform stable tracking under various conditions. Using size, velocity and photometric information, it can overcome occlusion in simple situations (see, for example, Fig. 7 ).
While tracking, the system accumulates the data required for classification based on the current appearance of the target and its dynamic behavior.
Classification
Our system classifies moving objects into several predefined classes. These can be divided into three basic classes: Vehicle, Animal and Human. Examples of sequences with objects of the se types can be seen in Fig. 12 . The class Human is subdivided further into several sub-classes as shown in Fig. 8 , making the number of different classes handled by the system N c = 7. These classes Fig. 8 . The classes of objects handled by the system describe rigid objects (Vehicle), non-rigid objects (Human, Group, Crawling) and objects which combine rigid and non-rigid characteristics (Carriage, Cyclist). The approach we took uses both shape and motion characteristics [26] . We found that the hybrid approach improves the classification significantly.
The system, which we built, is capable of working reliably under in wide range of illumination conditions and classify moving objects of various sizes and types in real-time.
Feature Selection
There are two general approaches to feature selection: filter and wrapper methods [28] . The filter methods select subsets of features as a pre-processing step, independently of the chosen predictor. Each feature is considered in isolation, independently of other features. Wrapper methods utilize the learning machine of interest as a black box to score subsets of features according to their predictive power. Greedy search strategies employed in wrappers seem to be particularly computationally advantageous and robust against overfitting. There is a number of variants: forward selection and backward elimination, stepwise-type selection (backward-forward, forward-backward), etc. In forward selection, features are progressively incorporated into larger and larger subsets, while backward elimination starts with the set of all features and progressively eliminates the least promising ones. It is reported in [29] that stepwise-type selection tends to select better subsets than single-type selections. In our experiments we employ a stepwise-type feature selection method that in each iteration eliminates n 1 features according to their predictive power and then uses the same criterion to bring back n 2 eliminated features(n 2 < n 1 ). We use cross-validation criterion as an estimate for feature predictive power. We take n 1 = 2 and n 2 = 1 for our experiments.
Appearance and Similarity
The approach, which we present here, is based on exploiting the similarity between static silhouettes of targets that belong to the same class. As a training set we use binary pictures of extracted silhouettes within their bounding boxes, rescaled to a standard size of N × N pixels (N = 32). We implemented and tested three machine learning methods for classifying an object based on its silhouettes, as extracted from the segmentation process: the template-based classifier, the Mahalanobis distance-based classifier and the Support Vector Machine (SVM) classifier [32] . The template-based classifier calculates the mean silhouette of a class, and computes the similarity of a test silhouette to each of the N c templates by counting the number of erosion operations needed to make them identical. The Mahalanobis distance-based classifier calculates for each test silhouette the Mahalanobis distance to each of the N c sets of silhouettes comprising the training set. The SVM classifier use raw silhouettes to learn a non-linear SVM model that optimally separates between classes. Considerable experimentation with these methods showed the SVM classifier to be the superior of the three. As noted in [31] , SVM classifiers actually incorporate feature extractors using the input patterns nonlinearly mapped by their kernels as features for classification. All subsequent references to the similarity-based classifier refer, therefore, to the SVM version thereof. After experimentations with different types of kernels we choose the SVM classifier with a sigmoid kernel as our basic classifier.
Motion
The system extracts motion features from target contours [26] (see Fig. 9 ). For obtaining contours for further feature extraction, we tried the geodesic active contours method [33] [34] , in which a contour of a target is sought as a curve C, which should minimize a functional
Here the first term is a geometric functional and the second term is an area minimization term, known as the balloon force [35] . The function g() is a positive edge indicator function that depends on the image. It gets small values along the edges and higher values elsewhere. Unfortunately, working under real time constraints prevented us from using this method. This algorithm becomes a realistic option only when classification is allowed to last more then ∼ 3 seconds approximately. As our second method for contour extraction, we used the Canny edge detector [36] . Excessive edges obtained from the Canny edge detector are excluded by morphological filters. In both cases the contour is sought inside the target's bounding box. Our experiments showed that the second method gives substantial savings of processing time -which is crucial for real-time system, without sacrificing classification quality. Accordingly, we use the second method in our system whenever operation in real time is required.
Time dependent features carry a considerable amount of information concerning the identity of an object. For example, the periodicity of a human gait is very effective for separating a walking human from a moving car.
The features we used are based on geometric properties of the fitted ellipse and a star skeleton (see Fig. 10 ). A star skeleton, drawn in Fig. 10(b) , is created by connecting the center of mass of the moving object with contour points corresponding to the local maxima of the function measuring the distance be- characteristics of motion, we explored a set of twenty features extracted in the following way. We measured a tilt of the "horizontal" axis of the ellipse, (i.e. ∠DOX in Fig. 10(a) ), an angle between the 'legs' of the star skeleton (∠ACB in the Fig. 10(b) ). We accumulate these measurements during twenty four consecutive frames and Fourier-transform them. The features we selected from these three FFT transformed sequences were the amplitudes of the four strongest (besides the DC) peaks, that is, twelve features. Eight more features were the mean values of ∠DOX max − ∠DOX min , ∠ACB max − ∠ACB min , and of
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, which is a ratio of the 'vertical' and 'horizontal' axes of the fitted ellipse over the sequence of twenty four frames, and also a ratio of an object area to the area of its bounding box, maximum distance in pixels between the star skeleton legs, amplitudes of the fitted ellipse width and height, and object velocity in pixels/sec.
Experiments for selection of motion-based features, which we performed, based on the methods described earlier, showed that the best set to use is the eight features set: the amplitudes of the two strongest (besides the DC) peaks, of the ∠DOX and the ∠ACB FFT series, the mean values of ∠DOX max − ∠DOX min , ∠ACB max − ∠ACB min , and of
, and the velocity of the moving object.
Combining Appearance and Motion-based Features
It is well known that merging several classification methods often results in improvement of accuracy and robustness of classification [37] . The performance of both the shape-based classifier, described in Section 4.2, and the motionbased classifier, described in Section 4.3, suggested that a combination thereof is required. Fig. 11 describes the architecture of our classifier. Shape-based Fig. 11 . Classification flow chart data is processed by the SVM classifier in the first layer of the classification system. Feature vectors used by the hybrid classifier contain processed results of the first-layer classifier, which we call shape and appearance features, and the motion-based features, described in the Section 4.3. Each cycle of the second-layer classifier requires 24 frames, the number of frames needed for accumulation of motion-based information. First-layer classification could, in principle, be done every frame, but due to real-time performance considerations it is activated once for every eight frames. This means that for every classification done in the second-layer one has three first-layer classification results. For every class we calculate the relative fraction p of votes V obtained for this class by first level classifications, namely
where T denotes the total number of first level classifications of this target.
It follows that the k − th component of the feature vector is a likelihood that the target belongs to the k − th class. The components from N c + 1 to N c + 8 of the feature vector are assigned to the motion-based features. The feature vector constructed this way is used as an input to the second-layer SVM classifier. As can be seen from the experiments provided in Section 5, the classification results achieved by the hybrid classifier were considerably better than the results achieved by each of the basic classifiers separately.
The hybrid classifier also proved to be more robust in noisy target segmentation conditions. For making the classification robust for occlusions and other sources of misclassification, we use a multiple hypothesis approach that is similar to the approach of [38] . All potential targets are classified according to the scheme depicted in Fig. 11 and the result is recorded as a classification hypothesis χ(k) for each target. Every 24 frames this hypothesis is updated.
Our experiments showed that this number is enough to generate a reliable hypothesis; on the other hand, a one second interval between hypothesis generations is not so long that drastic changes in the observed scene will occur. We accumulate the statistics for targets over a time period of three seconds by building a classification histogram for each moving object. A decision is made at the end of the period, based on this histogram. These two time cycles are set in accordance with the time of the outside events. We assumed, due to character of objects which we intend to classify, that three second interval is long enough to provide enough information to the classification engine and is not overly long to render classification decisions outdated.
Experiments
We performed experiments with various types of objects in different outdoor scenes. More than 100 sequences were analyzed. Distances to racked objects varied from 50 m to 2 km. The system was tested in various types of scenes: university campus, urban location, construction site, countryside. We also tested our algorithm when the targets were moving and we had frontal, oblique and side views. Examples of sequences are shown in Figs 12 and 14 . In what To demonstrate the performance of our classification system, we compare confusion matrices that were calculated for three types of classifiers: the SVM classifier, that used motion features only; the SVM classifier that was given shape information only, and the hybrid classifier as shown in Fig. 11 . For all SVM classifiers we used the LIBSVM library [39] . The results shown below are obtained by m-fold cross validation with m = 3 . Caution was taken to Fig. 13 . Rigid, non-rigid and compound objects perform the splitting of the set of examples object-wise, namely that all frames of each object belong to either the training set or the validation set.
We tested the classifiers on three different combinations of target classes. The first combination consisted of three generic classes Vehicle, Animal, Human. Examples of sequences are shown in Fig. 12 . The classification results for these generic classes are given in Table 1 As can be seen in Table 1 , both shape-based and motion-based classifiers have some difficulties in classifying Animal. Vehicle, and especially Human, are classified relatively well by both classifiers. A possible explanation for this phenomenon might be related to the small variability in the Animal class (mainly dogs and cats) in the database and to the large variability in the scene range. However, the hybrid classifier gave good results for all generic classes. The second set of targets included examples of rigid objects -Vehicle, non-rigid objects -Human, and compound objects -Carriage and Cyclist, as is shown in Fig. 13 . A compound object is a moving target that consists of a non-rigid object (human), in some combination with a rigid object (carriage, bicycle). It is interesting to see how the system will classify what we term as compound objects-that is, a moving target, which consist of a human riding on a bicycle or pushing a carriage. Examples of such sequences are shown in Fig. 14 . The results for our classifiers are given in Tables 2, 3 . Here we see that motion-based and shape-based classifiers have problems in distinguishing between Cyclist and Human. A possible cause for this result might be related to the fact that direction of motion for all classes was not constrained. As a result, a cyclist riding straight towards the observer (as can be seen in the fourth row of Fig. 14) looks very much like a walking human. Note again that the hybrid classifier performed well over all four classes. Results for the full set of classes as depicted in Fig. 8 , are shown in Tables 4, 5, 6. In Fig. 15 we show examples of scenes, in which multiple targets from various classes were detected, tracked, and classified correctly. Tables 4, 5 brid classifier is significantly better than the performance of classifiers that use only motion-based or shape-based information. This conclusion is true for all types of considered targets.
Discussion
We presented a system that is capable of accurate detection, segmentation, tracking and classification of moving objects in real time. The system operates in outdoor scenes, and adapts itself to various illumination conditions, to various viewing angles, distances and to previously unknown and noisy backgrounds. We use sophisticated background adaptation, allowing for high quality segmentation and tracking of several objects within a frame. Targets are classified into one of seven predefined classes by a hybrid classifier, which combines motion-based and shape-based features. Our results show significant superiority of the hybrid classifier over each of the motion-based or shape-based classifiers separately. We demonstrate that it is possible to discriminate between a considerable number of classes, some of which are quite similar. The system runs on 1.7 GHz Pentium 4 computer at 25 frames per second. More detailed information about the performance is presented in Table 7 . Table 7 Results for the sample image sequences in Fig. 17 . The first row shows the relative target area in % of frame area. In rows 2-6 execution time per frame is given in msec. 
