We show that when time-reversible symplectic algorithms are used to solve periodic motions, the energy error after one period is generally two orders higher than that of the algorithm. By use of correctable algorithms, we show that the phase error can also be eliminated two orders higher than that of the integrator. The use of fourth order forward time step integrators can result in sixth order accuracy for the phase error and eighth accuracy in the periodic energy. We study the 1-D harmonic oscillator and the 2-D Kepler problem in great details, and compare the effectiveness some recent fourth order algorithms.
Introduction
Symplectic integrators [1, 2, 3, 4, 5] preserve Poincaré invariants when integrating classical trajectories. For periodic motion, their energy errors are bounded and periodic, in contrast to Runge-Kutta type algorithms [6] whose energy error grows linearly with the number of periods [7, 8, 9] . Energy conservation alone suggests that symplectic algorithms are better long time integrator of classical motions. However, for periodic motion, even symplectic algorithms are not immune from the linear growth of the phase error [7, 8, 9] . Whereas the energy error is the error of the action variable, the phase error is the error of the angle variable. These are two fundamental errors of motion. Of the two, the phase error is even more important in determining the long term accuracy of trajectories. For example, when symplectic algorithms are used to compute the Keplerian orbit, the elliptical orbit is easily seen to precess. The precession is of nearly constant radius. Since the semi-major axis of the ellipse is fixed by the initial energy, the constancy of the precession radius implies excellent energy conservation. Yet in spite of that, the precession itself implies that the trajectory is highly inaccurate. This orbital precession is a direct manifestation of phase error. Thus to preserve the long term accuracy of periodic trajectories, despite the primacy of energy conservation [10] , one must seek to reduce the phase error directly.
For periodic motion, the only error that matters are errors that persist after one period [9] . A fundamental finding of this work is that, for periodic motion after one period, the energy error is at least two orders smaller than the phase error. Thus the phase error is the dominant error governing the long term accuracy of periodic motion. Moreover, we show the phase error of the symplectic corrector [11, 12, 13, 14, 15] kernel algorithm is two orders smalller than other algorithms of the same order. Recently, one of us [16] has made explicit the "correctability" requirement in deriving a correctable kernel algorithm. This criterion determines the optimal symplectic algorithms for solving periodic motion. The corrector algorithm has its origin in canonical perturbation theory [17] . It has been studied extensively [11, 12, 13, 14, 15] for its labor saving feature of only having to iterate the kernel algorithm. Here we draw the connection between symplectic corrector algorithms and the phase error in periodic motion. Much of our analysis is analytical rather than numerical, so that one can understand the result in a transparent way. We also found that forward time step symplectic algorithms [18, 19, 20, 21, 22] generally have much smaller phase errors than traditional algorithms with backward intermediate time steps [3, 5, 23, 24, 25] .
In this work, we will analyze in detail the two fundamental prototypes of periodic motion: the 1-D harmonic oscillator and the 2-D Keplerian orbit. Because of the simplicity of the former case, we are able to analyze both the energy and the phase error to unprecedented high order. In the 2-D Kepler case, we demonstrate the usefulness of forward symplectic algorithms as compared to existing negative time step algorithms. For completeness, we begin with a brief review of the operator construction of symplectic algorithms, followed by a synopsis of symplectic corrector algorithms. In section 5, we illustrate the basic idea of our analysis by showing how a second order algorithm can achieve fourth order accuracy in the phase error when solving the 1-D harmonic oscillator. In section 6, we repeat the same analysis for a class of fourth order forward algorithms. Error terms up to eighth order are computed by use of the Lie series [27] expansion. Beyond eight order, we exactly solved for modified Hamiltonian by use of the matrix method. All these are done analytically. We repeat the analysis for the Kepler problem in section 7. Here, we compare the phase error numerically for a number of recent fourth order symplectic algorithms. We summarize our conclusions in section 8. For the reader's convenience, some lengthy formulae and explicit calculations are given in the Appendix.
Operator Factorization
Symplectic algorithms can be derived most simply on the basis of operator factorization.
(See the excellent review by Yoshida [2] and earlier references therein.) For any dynamical variable W (q i , p i ), its time evolution is given by the Poisson bracket, and therefore by the corresponding Lie operatorĤ associated with the Hamiltonian function H(q i , p i ), i.e. 
the Hamiltonian operator (2.2) is also separable,
with first order differential operatorsT andV given bŷ
Note thatĤ,T andV individually satisfy the defining equality (2.3).
The corresponding Lie transforms [27] e εT and e εV , are then displacement operators which shift q i and p i forward in time via
Thus, if e εĤ can be factorized into products of Lie transforms e εT and e εV , then each factorization gives rise to an integrator for evolving the system forward in time. Most of the existing literature on symplectic algorithms are concerned with decomposing e εĤ to arbitrarily higher order in the product form of
with a well chosen set of factorization coefficients {t i , v i }. In most cases, we will consider only the left-right symmetric factorization schemes such that either
In either cases, the algorithm is exactly time-reversible, and the energy error terms can only be an even function of ε. Such a symmetric factorizations is then at least second order. As first proved by Sheng [29] , and Suzuki [30] , beyond second order, decompositions of the form (2.10) must contain some negative coefficients t i and v i . Goldman and Kaper [31] further proved that beyond second order, there must be at least be one pair of negative coefficients (t i , v i ). To circumvent this backward time step restriction [18, 19] , one must factorize the evolution operator in terms of operatorsT ,V and the commutator [V , [T ,V ]]. In this work, we will further demonstrate that these forward symplectic algorithms are also effective in reducing the phase error.
Symplectic Corrector Algorithms
To see the relevance of symplectic corrector algorithms to periodic motion, we recapitulate some recent results [16] . Let T A be a symmetric, approximate factorization of the short time evolution operator e ε(T +V ) ,
then the approximate Hamiltonian operatorĤ A must be even in ε, i.e.
with error coefficients e T T V , e V T V determined by factorization coefficients {t i , v i }. Consider the similarily transformed propagator,
where the last equality defines the transformed HamiltonianĤ ′ A . If now we take
whereĈ is the corrector, then the following fundamental result
implies that
One immediately sees that the choiceĈ
would eliminate either second order error term with
then both error terms can be eliminated by the corrector. Thus for such an approximate T A , the transformed propagator T ′ A will be fourth order. This is the fundamental "correctability" requirement for correcting a second order T A to fourth order [16] . In general, the corrector can be more complicated than the kernel algorithm T A . However, when one iterates [16] . In the following sections, we will demonstrate how this insight can be used to reduce the phase error in practical applications.
The Modified Hamiltonian and Error Structure
The distinct advantage of symplectic algorithms is not only that they preserve all Poincaré invariants, but that their corresponding modified Hamiltonians and error structures can be systematically determined. This is of paramount important when one seeks to understand the fundamental cause of an algorithm's error. To illustrate the approach, we begin by analyzing the simplest, first order factorization, e εT e εV = e εĤ A , (4.1)
whereĤ A is the approximate Hamiltonian operator
of the algorithm. This follows directly from Baker-Campbell-Hausdorff (BCH) formula.
Thus the algorithm evolves the system according to the modified HamiltonianĤ A rather than the original HamiltonianĤ. Nevertheless, the Hamiltonian structure of the system is preserved. As ε → 0, one recovers the original dynamics. Moreover, knowingĤ A allows us to determine the actual Hamitonian function H A which governs the algorithm's evolution.
This can be done systematically by use of the Lie-Poisson bracket correspondence. To make this part of the discussion self-contained, we briefly summarize some pertinent results.
From the fundamental defining equality (2.3), we can deduce H A viâ
if we know how commutators ofT andV transform back into functions under the operator mapping (2.3). By repeated applications of (2.3), we have
where the last equality follows from the Jacobi identity
Equality (4.4) implies the following correspondence between commutators of Lie operators and Poisson brackets of dynamical variables: Applying this to (4.3) gives, term by term,
from which we can identify, It is valid regardless of the form of the Hamiltonian. For the separable Hamiltonian (2.5),
we have specific results
there is no ambiquity about the meaning of subscripts on T i or V j . Also, since T ij = δ ij , we therefore have,
In general, the algorithm's approximate Hamiltonian is non-separable and more complicated than the original Hamiltonian. Similar expression has been given by Yoshida [2] in terms
. For a separable Hamiltonian of the form (2.5), one can certainly write
, but the later is not more general than the former. If the Hamiltonian is not separable, Yoshida's expression suggests a degree of generality beyond that of the formalism. It is best to leave the form of the approximate Hamiltonian function in term of Poisson brackets, which is then valid for all Hamiltonians.
For higher order algorithms, the Hamiltonian operator corresponding to any left-right symmetric factorization iŝ
where e T T V , e V T T T V etc., are coefficients specific to a particular algorithm and where we have used the condensed commutator notation
Note that for symmetric decompositions, one has only even order commutators and the Lie-Poisson correspondence is trivial. In terms of similarly condensed Poisson brackets,
Hamiltonian function can be read off by inspection,
For the separable Hamiltonian (2.5), these higher brackets are:
The results in this section will allow us to analyze any symplectic algorithm from second to sixth order. Beyond sixth order, the number of Lie and Poisson brackets proliferates and other means of determined the Hamiltonian error terms may be more efficient.
Harmonic Oscillator: Second Order Integrator
To illustrate some of our key ideas in the simplest context, we will begin our study of the phase error with the second order factorization scheme
Classically, this Lie commutator produces a modified force [19] [
resulting in the following more general second order symplectic integrator
Here, (q 0 , p 0 ) and (q 2 , p 1 ) are the initial and final states of the algorithm respectively.
The introduction of the gradient term with parameter α will allow us to satisfy the correctability criterion in its simplest setting. When applied to the 1-D harmonic oscillator with Hamiltonian
the force gradient is just
For the standard Hamiltonian, the approximation Hamiltonian operator for any symmetric factorization is given by (4.14) . The non-vanishing error coefficients corresponding to algorithm (5.1) are just
The Hamiltonian function is then as given by (4.15) . For the harmonic oscillator as defined
Notice the clear separation between the contributions of the algorithm, which are the error coefficients, and that of the physical system, which are the Poisson brackets. The final form of the Hamiltonian function due to algorithm (5.4) is therefore,
Thus the oscillator being evolved by the algorithm is one with an effective mass and spring constant,
from which one can deduce the approximate angular frequence
The phase error is simply related to the fractional deviation of the the approximate angular frequence from the exact frequence:
This is the fundamental thrust of our analysis: tracking the phase error of the algorithm back to its factorization coefficients. Observe now that from (5.12) and (5.13), we have thus making ω A fourth order. This particular value corresponds to the well known propagator first derived by Takahashi and Imada [26] for computing the quantum statistical trace [26] to fourth order. The same factorization scheme, interpreted as symplectic corrector algorithm (5.4), has also been used by Lopez-Marcos et al. [13, 14] and Wisdom et al. [11] for solving classical and celestial dynamical problems. With this choice of α, the coefficient of the fourth order frequence error is, from (5.12), (5.13) and (5.8),
To gauge the relative importance of this phase error, let's compare it to the energy error after one period. Since it is the modified, or approximate Hamiltonian that is conserved by the algorithm, i.e.
the energy after one period T = 2π/ω can be expressed as
From (5.10), we have in particular,
In order to compute these energy deviation errors, we must solve for p(t) and q(t) according
to Hamiltonian H A :
Since m * and ω A are ε 2 -dependent, each function ∆H (n) (ε 2 ) contains further dependence on ε 2 . We now define the constant energy error coefficients E
where for example, we have
Here, the prime denotes derivative with respect to ε 2 . From the form of each ∆H
and therefore
Thus for periodic motion, despite the fact the algorithm is only second order, the energy error is actually fourth order after one period.
The fourth order energy error is given by
where we have used
and from (5.17),
The fourth order error now vanishes if the algorithm satisfies the correctability criterion e T T V = e V T V . Thus for a correctable second order algorithms, after each period, the phase error is fourth order and the energy error is sixth order.
Since the factor (5.31) is common to all first derivatives (in ε 2 ), we conclude that for
Hence for e T T V = e V T V , the sixth order energy error can be now computed as
The above calculation demonstrates the general property of the energy deviation error after one period. For correctable algorithms, the first two terms in the error expansion (5.26) vanish identically, which means that to compute E
T , one need not know the explicit form ∆H (6) T (ε 2 ). However, in order to compute ∆H 
T can be computed from ∆H (2) T (ε 2 ) and ∆H . Fortunately, we have shown [28] recently that in the case of the harmonic oscillator, the evolution of any factorization algorithm can be solved exactly using the matrix method, with ω A given in a closed form. This method completely dispenses with operator expansions and directly computes the symplectic map corresponding to the algorithm. This method is less general, but is ideally suited for the harmonic oscillator.
Let us first define, the initial and N -step two dimensional phase-space vectors respectively by
36)
Let T and V 1 denote the effect of Lie operators e 1 2 εT and e εV 1 on these vectors. From the explicit form of the algorithm (5.4), with the force and force gradient given by (5.6) , it is easy to see that these two are upper and lower triangular matrices given by
Hence, the second order algorithm corresponds to the product matrix,
It is useful to check that det(M)= 1 as it must be for all symplectic maps. Note also that the diagonal elements are equal. This is true for any time-reversible algorithm [28] . The second order algorithm now corresponds to iterating the the matrix M,
As shown in Ref. [28] , for any time-reversible 2-D map M of the form (5.38), its power N can be put in an exponential matrix form,
where t = N ε. For the present case of the 1-D harmonic oscillator, we have
(1 − 28 α) + . . . , (5.41)
The exponentiation of a matrix Λ as in (5.40), with γ 1 and γ 2 both positive, is periodic,
From the argument of the trigonometric functions we can directly extract the approximate angular frequence, Coming back to the energy deviation error after one period, by setting t = N ε = T, we can expand in powers of ε and obtain the sixth order error as
where the coefficients κ 1 and κ 2 are defined by We see that even when κ 1 is zero according to the correctability criterion, κ 2 does not vanish.
Thus for correctable fourth order algorithms with e V T V = e T T V , the energy deviation error after one period up to 12th order in ε is given by ∆E T = − π ω 7 ε 6 2160 q 0 p 0 − π ω 9 ε 8 11340 q 0 p 0 + π ω 10 ε 10 43545600 (475 ω q 0 p 0 − 28 π (p 2 0 − ω 2 q 2 0 )) (5.48)
The result is rather surprising in that for special starting points q 0 = 0 or p 0 = 0, the energy deviation error would be 10th order in ε! One might think that these extremal and symmetric points of the harmonic oscillator's phase space are mere artifact of a particular choice of coordinate rotation. However, this is not the case. Since, SO(2)⊂Sp(2), any rotation of the phase-space is a subset of all possible symplectic (canonical) transformations and one cannot merely rotate the phase-space axis without also transforming the Hamiltonian. From this perspective, the points p 0 = 0 and q 0 = 0 are indeed invariant and special points of the harmonic oscillator's phase-space.
What we find remarkable is that these special points have distinctly higher order energy deviation errors.
To summarize, the energy after one period is automatically fourth order even if the algorithm is only second order. If the algorithm is correctable, then the energy error is sixth order. For special initial conditions p 0 = 0 or q 0 = 0, the energy error is tenth order.
The last two error reductions are totally unexpected and seems special only for the case of the harmonic oscillator. Nevertheless this further emphasizes that the energy error after one period is not a very good gauge of any integrator's accuracy. On the other hand, the phase error, as reflected in the fractional change of the oscillator's angular frequence, is a much more stringent and discriminating benchmark.
Harmonic Oscillator: Fourth Order Forward Integrators
Beyond second order, all symplectic algorithms of the form (2.10) must have some negative intermediate time steps [29, 30, 31] . This means that at some intermediate time, addition to operatorsT andV in the factorization process. In this work we will apply these fourth order forward algorithms to study the phase problem of periodic motion. In this section, we further generalize our study of the harmonic oscillator by use of these fourth order forward algorithms.
Chin and Chen [21, 22] have introduced a family of fourth order forward algorithms 4ACB parametrized by a parameter t 0 . We use here a slightly generalized form by multiplying the central commutator by 1 − α and adding α/2 times the commutator to each potential operator on each side. The resulting algorithm has the operator form
ACB (ε , α) ≡ e t 0 εT e v 1 εV 1 e t 1 εT e v 2 εV 2 e t 1 εT e v 1 εV 1 e t 0 εT , (6.1)
2)
and
The corresponding forward symplectic integrator can be read off directly as
where (q 0 , p 0 ) and (q 4 , p 3 ) are the initial and final states of the algorithm respectively. The parameter α can be changed from 0 to 1, but there is really no restriction on its range. When applied to the harmonic oscillator, the parameter α can be used to correct the algorithm to sixth order. The parameter t 0 can be varied from 0 to t c = 1
For t 0 = 0, the final force evaluation can be reused at the next iteration, thus eliminating one force evaluation. At the upper limit of t 0 = t c , v 2 = 0, also eliminates one force evaluation. For t 0 > t c , v 2 becomes negative, and the algorithm ceases to be a forward algorithm.
Our analysis of the second order algorithm can now be repeated verbatim for the fourth order case. The approximate Hamiltonian operator corresponding to any symmetric fourth order algorithm is of the form,
For the harmonic oscillator, [T 3V ] = 0, and the first two error term vanishes identically.
The evaluation of the last two error coefficients for the family of fourth order algorithm (6.5) is non-trivial and is given Appendix A. The corresponding Hamiltonian function, after recalling the Poisson form (4.15) and brackets (5.9), is and approximate frequence
Again, one immediately sees that if the sixth order correctability criterion
is satisfied, then ω A will be sixth order. Note that now we have
where primes still denote derivative with respect to ε 2 . The conservation of H A (q, p) again implies that the energy deviation after one period can be expressed as This implies that E (4) 20) and the first nonvanishing energy error is tenth order,
However, as noted in the last section, in order to compute this, one must determine the sixth order error Hamiltonian.
To compute these higher error terms, the complexicity of the algorithm is such that we would not be able to compute them without the matrix method. As in the last section, we now let matrices T i and V i denote the effect of Lie operators e 1 2 εT i and e εV i on phase vectors (5.36). From the explicit form of the algorithm (6.1), with the force and force gradient given by (5.6) , these are triangular matrices given by
Hence, the fourth order algorithm corresponds to the matrix product, 24) and its iteration corresponds to iterating the the matrix M,
Again as shown in Ref. [28] , the N power of any 2-D map M of the form (6.24) can be solved exactly as
3 t 0 (5 + 4 t 0 (−2 + 3 t 0 (−3 + 5 t 0 ))) 9072 (1 − 2 t 0 ) 4 + . . . . . . , (6.27)
The resulting exact evolution matrix is
From which we can also extract the approximate angular frequence,
We have shown earlier that the fourth order error term will vanish if e T T V T V = e V T V T V . For a given value of t 0 , this criterion can be satisfied by a specific choice of α given by α = α(t 0 ) in (A.12). Using this functional form to eliminate α in terms of t 0 , the sixth order error term ω (6) ω = f (t 0 ) scaled such that ω = 1, is plotted in Fig.1 . Within the forward range of 0 ≤ t 0 ≤ 0.21, the sixth order frequence error has a minimum at ω (6) ω min = 7.718621317057857 × 10 −7 ω 6 (6.30)
for t 0 = 0.12129085056575276, and a pole at t 0 = 0.13882413776781183. Note that outside of the forward range, the error can actually vanish at t 0 = 0.24265927253055103. Thus for a corrected fourth order algorithm, the first non-zero energy deviation error is tenth order. This is plotted in Fig.2 scaled such that ω = q 0 = p 0 = 1.
The minimum of the energy deviation error in the forward range of 0 ≤ t 0 ≤ 0.21 is ∆E (10) T min = −1.3398713813012635 × 10 −9 ω 11 q 0 p 0 , (6.32)
for t 0 = 0.12482248354859667, while a pole at t 0 = 0.13882413776781183, same as in the frequence case. In both cases the error term vanish at the same value i.e. t 0 = 0.24265927253055103, outside of the forward range. Note also that this error term vanishes for special starting value of p 0 = 0 or q 0 = 0. To investigate this further, we computed the 12 th order energy deviation error:
− ∆E
with
where f (18)(4) (t 0 ; α) is an 18th degree polynomial function of t 0 with coefficients which are fourth degree polynomials of α. For correctable algorithm with special starting points p 0 = 0 or q 0 = 0, this error also vanishes. This is also shown when we computed the 14th order energy deviation error,
α) and f (2) (18)(4) (t 0 ; α) polynomials as described above. On the other hand, it is only at the 16th order energy deviation error, − ∆E (16) T = π ω 16 κ 1 p 2 0 − κ 2 ω 2 q 2 0 + κ 3 q 0 p 0 , (6.39)
where
41)
are all polynomials, that for correctable algorithm, with special starting points p 0 = 0 or q 0 = 0, this error does not vanish. Thus remarkably, under these circumstance, the energy deviation error after one period is at least 16th order, in contrast to the frequence error which remained at sixth order. Thus for higher order correctable algorithms, the phase error dominates overwhelmingly over the energy error.
The 2-D Kepler Problem
In light of our previous discussion, for long term trajectory simulation, one must judge all symplectic algorithms on how well they minimize the phase errors rather than the energy error. In this section, we will examine Keplerian motions in 2-D defined by the Hamiltonian
Here, our analysis of fourth order algorithms will not be as extensive as in the harmonic oscillator case because the approximate Hamiltonian For two-dimensional motion, there are two basic phase angles associated with the two sets of canonical variables (q 1 , p 1 ) and (q 2 , p 2 ). A convenient measure of these phase errors is the precession error of the orbit in the (q 1 , q 2 ) plane, which can be tracked [20] by the rotation of the Laplace-Runge-Lenz (LRL) vector
In the above definition, L = q × p, is the angular momentum vector.
To see how various algorithms compare, we first plot the fourth order energy error function defined by Fig.3 . Since we have shown that E(q(T), p(T)) − E 0 = O(ε 6 ), H 4 vanishes rigorous after exactly one period. It is nonvanishing during other time. Here, due to the high eccentricity (e = 0.9) of the orbit, the energy error is at a maximum near mid-period. Algorithm Chin-C (C), is the forward algorithm (6.1) with t 0 = 1/6 and α = 0, first derived in Ref. [19] . which is more than twenty times higher. This is rather surprising, since algorithm M works very well in solving quantum mechanical [21, 34] and three-body [22] problems. Figure 3 : The energy error at half a period for an eccentricity of 0.9
Blane-Moan
In Fig.4 , we track the rotation of the LRL vector during orbital motion. If the orbit is exact, the LRL vector is a constant vector pointing along the semi-major axis of the orbit.
If the orbit precesses, then the LRL vector rotates accordingly. At any point in the orbit, the angle of the LRL vector is given by
and from which one can extract the fourth order angle error function via θ 4 (t) = lim ǫ→0 1 ǫ 4 θ(t). (7.5)
Since the orbit precesses the most when the particle is closest to the attractor, the LRL vector rotates measurably only during mid-period. It is constant before, and remained constant after, the mid-period. Thus the rotation after one period is essentially the same as the rotation shortly after mid-period. From Fig.4 , we see that algorithm C's rotation angle after mid-period in nearly an order of magnitude smaller that that of either BM or O. The actual values after one period are: 0.0076, -0.0692, -0.1466 respectively. Algorithm M's rotation function reaches down to ≈ −2.5, which is an order of magnitude greater than that of BM and O and two orders of magnitude greater than that of C. We did not bother to plot it. Since parameters t 0 and α are at our disposal, we can further optimize the family of algorithm (6.1) to reduce the rotation error. The resulting optimal choice is shown in Fig.5 , with t 0 = 0.166160 and α = 0. The angle error after one period is further reduced by a factor of five from 0.0360 to 0.0077. While one can optimize the family of algorithm (6.1) for any one specific problem, or at one eccentricity, it is of greater value to devise an optimal algorithm for solving a general class of problems. For the Kepler problem, all possible shape of closed orbits are spanned by the eccentricity; it is thus more desirable if one can devise an optimal algorithm for all values of the eccentricity. In Fig.6 , we plot the LRL rotation angle after one period as a function of the orbit's eccentricity, as determined by different initial conditions. Most algorithms work well for orbits of low eccentricity and the rotation angle is correspondingly small. We therefore compare algorithm at e ≥ 0.9 . At e = 0.95, the angle error values for M, BM, O and C are respectively -166.1870, -4.8865, -10.4470 , and 0.1244. Algorithm C's angle error are orders of magnitude smaller than other algorithms. Figure 6 : The precession deviation error for highly eccentric orbits.
In Fig.7 , we again show that a better algorithm can be devised from the family of algorithms (6.1). The choice of α = 0 (only one force-gradient), and t 0 = 0.166160 (only slightly below the canonical value of t 0 = 1/6), produces an algorithm with uniformly small phase error up to e = 0.95 . At e = 0.95 the angle error value for Opt-C is -0.00357, compares to C's value of 0.12363. 
Conclusion
In this work we show that for periodic motion, the energy error after one period is generally two orders higher than that of the algorithm. If the algorithm is correctable, the phase error can also be reduced two orders higher. The use of fourth order forward time step integrators can result in sixth order accuracy for the phase error and eighth accuracy in the periodic energy. By generalizing the recently discovered one-parameter family of fourth order symplectic algorithms [21] , we can minimize the energy and phase error to even higher order. The results of this study provides a direct verification of Chin's correctability criterion [16] for correcting a symplectic algorithm to higher order. In particular, we showed that the correctability criterion is superior to the conventional wisdom of minimization of the sum of squares of error coefficients. The most important conclusion of this work is that for periodic motion, the phase error is a more discriminating gauge of an algorithm's effectiveness than the energy error.
For the harmonic oscillator, we employed two distinct methods to compute the approximate or modified Hamiltonian. The first is the general BCH operator expansion and the second is the special matrix representation. By use of the matrix method, we computed the energy error function to unprecedented high order, demonstrated the convergence of the BCH expansion [28] , and verified the special status of starting points with q 0 = 0 or p 0 = 0.
As a more important application of the phase error analysis, we track the orbital precession angle of the 2D Kepler problem by monitoring the rotation angle of the Laplace-Runge-Lenz vector [20] . By comparing with various recent fourth order algorithms, we demonstrated the uniqueness of forward symplectic algorithm in minimizing the phase error of this important class of celestial mechanics problems.
Appendices

A Fourth Order Error Coefficients
The error coefficients of the fourth order forward algorithm (6.1) can be computed in terms of algorithm's factorization coefficients via a Mathematica program [32] . They are: e T = 2 (t 0 + t 1 ) , (A.1)
In order for tha algorithm to be fourth order, we must have e T = e V = 1 and e T T V = e V T V = 0. These four constraints can be satisfied by
This is the family of fourth order algorithms (6.1) with parameters t 0 and α. e V T V T V = 1 + 10 α − 6 t 0 (3 + 30 α − t 0 (9 + 210 α + 8 t 0 (1 − 85 α − 3 t 0 (1 − 40 α + 20 α t 0 )))) 4320 (1 − 2 t 0 ) 4 .
Solving for e T T V T V = e V T V T V determines α as a function of t 0 : α = 1 + 6 t 0 (−3 + 4 t 0 (6 + t 0 (−23 + 24 t 0 ))) 5 (1 − 12 t 0 (1 − 2 t 0 ) 2 ) (1 − 6 t 0 (1 + 2 t 0 − 4 t 2 0 ))
.
(A.12)
However, there exists no real solution of the parameters for which both, e T T V T V and e V T V T V can be set to zero, i.e. , we can have an algorithm that is correctable to sixth order, but not a real sixth order algorithm.
