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ABSTRACT The updating of finite element models
commonly makes use of measured modal parameters. The
number of modal parameters measured in a typical  modal test  is
small ,  while the number of  model  parameters  to be adjusted can
be large. In this paper, it is shown that the natural frequencies
for the stmctwe under a variety of boundary conditions are
available from any square, spatially incomplete frequency
response  func t ion  da ta ,  wi thout  any  ac tua l  phys ica l  a l te ra t ion  of
the  boundary conditions, hence the term  “artificial boundary
conditions.” This approach can provide potentially a large
number of additional and distinct mode frequencies from the
same modal test .  The simplest  example of this  approach is  that
the driving point antiresonance frequencies correspond to the
natural  frequencies obtained from the  s t ruc tu re  wi th  the  d r iv ing
point DOF constrained to ground. This result is developed
generally for multiple measured points, and is shown to be
related to previous results concerning omitted coordinate
systems and spatially incomplete test data. The approach is
applied to sensitivity-based model updating and damage
de tec t ion .
NOMENCLATURE




Ident i ty  matr ix
RI Stiffness matrix
[ml Mass matrix




analys is  se t  (measured coordinates)
i’th element of rth eigenvector
R Forcing frequency (radisec)
wi i‘th  natural frequency (rad/sec)
R Modal  Residue
0 omitted set
1. INTRODUCTION
The improvement, or “updating” of a finite element (FE) model
is  of ten  a  necessary  s tep  in  order  for  the  model  to  be  used wi th
confidence in the prediction of structural response The
inaccuracy in the prediction of dynamic response is gauged
most often by the inaccuracy in the prediction of modal
parameters. This inaccuracy of the FE model is reduced (the
model is “improved”) by the adjustment of selected physical
and material parameters which define the model. These
parameters can include dimensional properties of structural
elements, moduli  of elasticity, and densities, for example. The
selected parameters  are  adjusted such that  the predicted modal
parameters  calculated from the updated model  are  brought  into
closer  agreement  with  the  corresponding parameters  ident i f ied
in a modal test, i.e. the measured parameters. The selection of
phys ica l  parameters  to  be  ad jus ted  i s  based  on  a  cons idera t ion
of the accuracy of the parameter values, and from a need to
compensate  for  s t ructural  dynamic behavior  not  accounted for
by the f ini te  element  formulat ion.
A typical FE model may be defined by a large number (on the
order of IO2  IO?)  of physical parameters. However, a typical
modal test of the  structure modeled yields a small number (on
the order of IO’)  of modal parameters to be used to guide the
adjustment of the model parameters. This disparity in the
number of known parameters (measured modal parameters)
versus the number of parameters to be adjusted defines an
underdetermined problem. A further  and s igni f icant  d i f f icul ty  i s
that those parameters which are truly in error  (if any) xe
unknown. The solution of this particular problem is known as
error  localization.
There exists a recognized need to increase the size of the
known parameter database. For example, Ref. [II describes
procedures referred to as “Perturbed Boundary Condition
(PBC)”  tes t ing ,  where  addi t ional  conf igura t ions  of  the  s t ruc ture
are independently tested. These configurations can include
different  boundary condi t ions  and addi t ion of  mass  a t  se lec ted
points on the stmctue.  These procedures require physical
modif icat ions  to  made to  the  s t ructure ,  and an addi t ional  modal
tes t  for  each  addi t ional  conf igura t ion .
This  paper  shows tha t  a  la rge  number  of  addi t ional  and dis t inc t
mode frequencies can be easily identified from the same modal
test performed to identify the standard system mode
frequencies, without the need for any physical modification of
the structure. These additional and distinct mode frequencies
correspond exactly to those mode frequencies found when
1256
combinat ions of  measured coordinates  are  res t ra ined  to  g round . reduction which define the OCS. We will then develop the
Hence, these additional frequencies are associated with analogous relations in the frequency domain which will allow
different  boundary condi t ions  for  the  stnxtore. the  ident i f icat ion of  ABC configurat ion natural  f requencies .
The pract ica l i ty  of  th is  result l i es  in  the  fac t  tha t  these  boundary
conditions need not be actually applied, hence the term
“artificial boundary conditions,” or “ABC.” As a simple
example of  this ,  consider the spectrum of antiresonances for  any
driving point frequency response function. The driving point
antiresonance frequencies  correspond to the mode frequencies
of the stmctore with the dr iving point  degree-of-freedom (DOF)
res t ra ined  (“p inned”)  to  g round  The  ABC’s  correspond to  ideal
constraints, i.e. “pins, ” and therefore can easily be imposed on
a FE  model. This scheme would yield a separate FE model for
each ABC configurat ion,  yet  only one set  of  measured tes t  data .
Each FE model  i s  ident ica l  except  for  the  boundary  condi t ions ,
and each model can be used to eenerate indeoendent  sensitivity
data, for example.
The ABC are imolicitlv  defined in any set of spatially
incomplete freque&  reiponse function data, and ark thosk
boundary  condi t ions  which  def ine  an  o-se t  sys tem or  OCS [2,31.
This system is defined by the set of all m-measured
coordinates .  For  a  tes t  sys tem,  th is  se t  i s  of  inf in i te  d imension.
ABC configuration frequencies are available from any set of
(spatially incomplete) test data due to the fact that a spatially
incomplete frequency response function (FRF) matrix is
identically equivalent to the FRF matrix which is calculated
from the exact dynamic reduction. In short, a measured FRF
matrix represents an infinite dimensional system dynamically
reduced to the measured coordinates. This is a central fact in
this work, and a complete development of this fact is found in
121 ami  [31.
The OCS has been shown to be central to the effective
performance of advanced test-analysis models (TAM’s) in
model correlation, such as in cross-orthogonality calculations
[4].  These background concepts will be briefly developed in
what  fo l lows .
2.1 OCS and Model Reduction
We begin  wi th  the  equat ion of  s teady s ta te  forced response  for  a
linear structural dynamic system at a forcing frequency R
(rad/sec):
where L  and m are stiffness and mass matrices, x and f are
vectors of generalized response and excitation amplitudes,
respectively. The subscript “a” refers to the measured
coordinates (“analysis set” or “a-set”) and the subscript “0”
refers  to  the  m-measured coordinates  (“omit ted set”  or  “o-set”) .
Equation (la) can be written as
where an impedance matrix is defined as Z = k - R2 m
Assuming no excitations act on the omitted coordinates, the
fo l lowing  re la t ionsh ip  be tween  the  o-se t  and  a -se t  coord ina tes  i s
found:
Equation (2) is the starting point for a class of physical
coordinate model reductions [4].  For example, setting R = 0
yields the static or Guyan  reduction. The derivation of the IRS
model  reduct ion t ransformat ion s tar t ing f rom Eq.  (2)  is  shown in
[41.
The artificial boundary condition (ABC) mode frequencies not
only provide a greater  number of  frequencies for  the system, but
also provides a means to reduce or eliminate ill-conditioning in
the  so lu t ion  o f  sens i t iv i ty  equa t ions .  S ince  the  sys tem i s  be ing
artificially restrained at various combinations of measured
coordinates, the sensitivity matrix columns found from the
artificially restrained configuration can be linearly independent
from those columns calculated for  the basel ine configurat ion of
the structure. and it is possible also that a greater nomber  of
linearly independent columns can be found from the ABC
configurat ion exclus ively ,  than f rom the  basel ine  conf igurat ion.
The use  of ABC configurations can allow the discrimination of
errors for model parameters which have dependent or nearly
dependent sensitivity matrix columns. These uses will lx
demonstrated with simple examples. The reader is referred to
Refs.  [Z-41  for complete expositions of the background theory
and its ramifications in model reduction and identification. The
theory will be briefly review here to provide a self-contained
L?XpOSiti”“.
2. THEORY
The equations which define the ABC and OCS will be
developed. We first examine fundamental relations in model
The origin of  the o-set  system is  seen from Eq.  (2) .  We replace
the  bracketed  inverse  te rm wi th  i t s  equiva len t ,
[I-nZk~~m,,~-~  = Adj[1-Q2k~boal  (3)
De+ - R’k&,,]
where Derp]  indicates the determinant and Adjp] indicates the
adjoint matrix. From Eq. (3),  we see that the bracketed inverse
term,  and hence the  exact  re la t ionship between the a-set  and o-
set coordinates does not exist at those frequencies Q which
sa t i s fy  the  equa t ion ,
De+ - R2k&,,]  = 0 (4)
The frequencies which satisfy Eq. (4) are  the eigenvalues  of the
system defined by k,  and m,,  i.e. the o-set system, This
system is obtained by fully constraining to ground all
coordinates in the a-set. As shown in Ref. [4],  Equation (2) is
the general starting point for the derivation of physical
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coordinate model reduction transformations, and the existence
of the inverse in  Eq.  (2)  above,  or  the convergence of  the ser ies
used to replace this inverse, is dependent on the forcing
frequency R, or the placement of the o-set system frequencies
with  respect  to  the  sys tem frequencies .
2.2 OCS and Frequency Response Function Matrices
As has  been  shown [51,  the  process  of  ins t rument ing  a
s t ruc tu re  wi th  a f in i te  number  of  response  t ransducers  def ines  a
reduced order model,  where the impedance of the reduced order
model is nonlinearly dependent on the impedance of the full
order model. Following [5],  if we consider that the exact full-
order FRF model of a structure is a FRF matrix of infinite
dimension (the superscript “x” indicates an experimental
quant i ty ) ,
where  the  number  of  coordinates  in  the  o-se t  i s  inf in i te ,  then the
FRF matrix measured in a test is seen to be a matrix partition
which has heen extracted from the infinite dimension matrix,
i.e.
Fix  =H..*I (6)
where the overbar  in Eq. (6) indicates a reduced model. That
this  measured matr ix  par t i t ion represents  a  dynamical ly  reduced
model is seen as follows. From the partitioned identity ZH=I,
we find
H,, = (Z,,  - Z,,Z;Z,,)-’ (7)
The reduced-order  impedance relat ion obtained using the exact
dynamic  reduct ion i s  [3]
The common term in Eqs. (7) and (8)  makes clear that a
spatially incomplete FRF matrix represents a dynamically
reduced model .
The presence of the OCS in a spatially incomplete FRF matrix
is contained in the quantity ZiO  in Eq. (7) The formula for the
matrix inverse given by Eq. (3) applies here as well, and since
every element in Z-d,  i s  s ingular  a t  the  natura l  f requencies  of  the
OCS, we see from Eq. (7) that elements of Hia will be singular
(or “large, ” for B damped system) at the OCS natural
frequencies .
3. ABC CONFIGURATION FREQUENCIES: EXAMPLES
The identification of the ABC natural frequencies from
measured FRF data using Eq. (7) will he demonstrated with
simple numerical examples. The first example, however, will
show tha t  d r iv ing  po in t  an t i resonances  cor respond  to  the  na tura l
frequencies of the structure with the driving point DOF
constrained to ground.
Example 1: Driving Point Antiresonances Are ABC
Frequencies
We will demonstrate this first  using basic principles. Consider
the  2.DOF sys tem shown in  Fig .  I.
Figure  1 .  A Z-DOF  sys tem
A driving point FRF is given by
where $ is a mass normalized mode shape element , my  is the
rth  natural frequency, and R is the forcing frequency. The
frequency of the anti-resonance of HII  (a)  i s  g iven  by
(1”)
where the modal residue is given by Rh = @~I$~.  It is easily
demonstrated that this frequency is equal to the natural
frequency of the system in Fig. I, with the driving point DOF
const ra ined  to  ground,  i . e .
Figure 2.  The 2.DOF system with  DOF #I res t ra ined  to  g round .
If we take m, = mz= 1.0 and k, = k2= 1.0 for the system shown
in Fig. I, the frequency of the single antiresonance is Ranb.res  =
T2 radlsec, which equals the single natural frequency of the
ABC system, (Fig. 2).  which is w  = J2 rad/sec.
Example 2: Calculation of ABC Frequencies for 2-DOF
System
The calculation of ABC frequencies is done using Eq  (7). A
spatially incomplete FRF matrix is generated (either
experimentally or analytically), and this FRF matrix (or
submatrices thereof) is inverted at each frequency. The
elements of the resulting impedance matrix are plotted versus
frequency, and the singular frequencies are the ABC system
frequencies. This process can he repeated for various
submatrices of the original FRF matrix, thereby generating
mult iple  sets  of  independent  ABC system frequencies .  We wil l
repeat Example I, us ing  the  genera l  approach .
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We first  calculate the driving point FRF H,t(Rl  for the system
shown in Fig. 1. Tbis is plotted in Fig. 3. The  system has two
modes at ot=O.6180 radlsec and 02=l.6180  radlsec .  Using
Eq.  (lo),  the  ant i - resonance f requency is  Ra,,t.res  = & radlsec.
radkec
Figure 3. Htt  (Q) versus R with Ranti.,,  = d-2 (ratisec)
We now identify the ABC system frequency by calculating
H:(Q),  as per Eq.  (7). The a-set contains the single DOF #l
(Fig. l), and Hz(n)  is simply the scalar inverse of H,,(R).
H;;(n)  i s  p lo t ted  in  F ig .  4  where  the  s ing le  s ingular  f requency
is evident, and directly corresponds to the anti-resonance
frequency for this  scalar  case.
-4 1 I
0 0.5 1 1.5 2
radkec
Figure 4. Hjt (Q) ve~sos  R with Qanti.rcs  = & (rad/sec)
The singular frequency in H;:(R)  corresponds to the natural
frequency of  the  ABC system obtained by constra ining DOF #I
(the single measured DOF) to ground. Note that this one-
dimensional example demonstrates that the general approach
given by Eq. (7),  for a single measured coordinate, reduces to
the  fac t  tha t  the  dr iv ing  poin t  an t i - resonances  cor respond to  the
natural frequencies of the system with the driving point
coord ina te  cons t ra ined  to  g round .
Example 2: Calculation of ABC Frequencies for Free-Free
Beam
To demonstrate the calculated of ABC system frequencies
consider  the free-free beam shown in Figure 5,  modeled with 10
Z-node  beam elements.  The beam propert ies are taken as length
= 60 inches, El = 5.5E5  lbf-in*, p = 0.283 Ibf/in3, and cross-
sectional area = 0.75 in’.
Fig 5.  Free-free beam with spat ial ly incomplete t ransducer  set
Accelerometers are shown at DOF’s  # 1,5,9,13,17, and 21,
which are  t rans la t ional  coordinates .  The a-se t  i s  therefore  [ I  5  9
13 17 211. We will assume that excitation has been applied at
each DOF in the a-set, and hence the FRF matrix is a 6 by 6
matrix. The impedance matrix Hz(n)  is calculated over a
frequency range of O-800 Hr. The driving point FRF, H II (a),
is shown in Fig. 6.
-10 1 I I I I
0 200 400 600 800
Hertz
Figure 6. Driving Point FRF, H tt  (Q) for Free-Free Beam
We now identify the ABC system frequencies by calculating
the impedance matrix Hi:(a).  If we plot the I,1  element of




0 200 400 600 800
Hertz
Figure 7.  ABC frequencies are the peaks of elements of
H:(n).
These frequencies  correspond exact ly to  the  natural  frequencies
of the system obtained when all measured coordinates are
constrained to ground, as shown in Fig. 8.
3 ‘ A  -/ism/!3  ‘ A  ‘ A
Figure 8.  The ABC configurat ion for  the measured coordinates .
As a check, the natural frequencies of the free-free beam, with
six  p in  res t ra in ts  a t  the  a -se t  DOF are calculated.  These natural
frequencies are 346.5, 384.8, 482.4, 610.0, and 735.0 Hertz,
which  correspond to  the  peak f requencies  in  Fig .  7 .
Addi t ional  se ts  of  ABC conf igura t ion f requencies  are  avai lable
from sohmatrices of H,(R). For example, if we take as a-set
DOF’s  1 and 17,  corresponding to a  more common Z-shaker  test ,
the I,1  element of Hi(R)  yields an additional set of ABC
configurat ion f requencies ,  as  shown in  Fig .  9 .  The corresponding
ABC conf igura t ion  sys tem is  shown in  Fig .  10.
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0 200 400 600 600
Hertz
Figure  9.  ABC frcqucncies  nre  peaks of elements of H;::(R).
Figure IO. The ABC configuration for the a-set [I 171.
As a cheek.  the natural frequencies for the  system shown in Fig.
IO are calculated, and arc,  20.45. 63,57.  I IZ.3”. 215,“s.  364.60. 543~96.
668~9!.846,93  HZ, which correspond to the peak frequencies in Fig.
Y.
4  A B C  C O N F I G U R A T I O N F R E Q U E N C I E S  IN
SENSITIVITY-BASED UPDATING
The ABC configuration frequencies can be used in addition to,
or instead of, the standard system mode irequencies in
sensitivity-based model updating and damage detection. This is
because the ABC frequencies correspond to the snme  structural
system, but with different boundary conditions, The governing
equation for sensitivity-based updating is
{AO}  = [T]{ADV} (11,
where (AU]  is a vector  of natural frequency errors, ( ADVJ is
the vector of changes to be calculated ior specified model
parameters, or “design variable ,” and [T] is the matrix of iirst-
order sensltlYltles,  where Tij  = ao$/aDV,.  Each ABC system
defines additional rows of Eq. (I I). That is, each ABC system
defines  the following equation:
(~0~)  = [T’]{ADV} tI*l
where T,”  = &u”/aDV, and o$  is the ith natural frequency of
the km ABC configuration system. Quantities associated with
the baseline (non-ABC) system will be denoted with the
superscript “0”. By identifying the irequencies for a total of “K”
ABC systems, the total system of equations can be compiled,
Note  that the degree of coupling between the ABC systems and
the baseline system in Eq. (13)  can be adjusted by deleting or
retaining individual columns of the [TK]. For example, consider
a system with one ABC configuration. Partial coupling between
the baseline  system and the ABC system is established if the
design variables (DV‘s)  are partitioned such that some of the
DV’s,  say {AOVal,  are  associated exclusively with the baseline
system, some, ( ADV’,’  ) with both the baseline and the ABC
system. and some  exclusively with the ABC system, { ADV’),
i.c.,
whcrc  ( ADVI  is so partitioned, and the partitions of the [T’]  are
superscripted to emphasize this partial coupling of the equations
ior  the two  systems.
The  USC  of ABC system sensitivities can eliminate or reduce
the problem of poorly-conditioned OT  rank deficient [T] matrices.
For example, columns of [‘I”] can be replaced with columns of
[T’l in order to improve the conditioning. A related problem
“CC”IS,  ior  example, when trying to localize damage. Two
closely spaced elements in a model will have nearly dependent
columns of [T”], preventing the discrimination of error or
damage between the two elements. One column of [Tq
associated with one of the two elements can be replaced with a
column of [Tk],  and the associated baseline system natural
frequency  replaced with the ABC system frequency. These
applications will be demonstrated as follows.
Example 3: ABC Sensitivity Matrices Can Have Improved
Conditioning
Consider again the beam of Example 2 (Fig. 5),  in the context
of structural damage detection. The sensitivity matrix [T] is
generated ior  the undamaged structure model, in order to solve
ior  the changes in the element El values representing damage,
Le.
{A&} = [T~I{AEI}
For the purpose of this example, sensmwt~es  will be calculated
for all IO elements, and for the first  10 modes, yielding a square
[ToI  matrix of size IO by 10. However, B calculation of rank for
this matrix indicates that it is rank deficient,
Rank(T”)=5
and therefore will not provide a fully determined solution for the
vector {AEI}. If excitation has been applied at DOF’s  I and I7
(yielding a square FRF matrix), then it is possible to identify
the ABC system frequencies with these DOF constrained to
ground. Note that this choice of ABC configuration remwes  all
symmetry from the system boundary conditions. The
corresponding ABC system sensitivity matrix is generated,
which is also of size IO by IO,
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{AO+}  = [T~I{AEI}
and the calculated rank of  [T’]  i s
Rank(T’)=lO.
This [Tt]  sensitivity matrix is full rank due to the asymmetric
ABC contiguration.
Example 4: Using ABC System Sensitivities in Damage
D&XtiOll
This example will demonstrate the use of a single ABC system
(frequencies and sensitivity matrix) in place of the standard
system frequencies and sensitivities. We continue to use the
ABC system of Figs. 9 and IO, corresponding to Z-shaker
excitation at DOF’s  1 and 17. This ABC system yields rank =I0
[Tl]  matrix,  as  shown above.
A 10% reduction in EI is made at element #3 and 15%
reduction in El is made at element #4, yielding a simulated
damaged structure. The natural frequencies of the undamaged
(FE) and simulated damaged (Test) models are shown in Table
I.
If the baseline system is used, i.e. [TO],  the largest full rank
submatrix of [ToI  i s  5  by  10 ,  and  i t s  condi t ion  number
Cond([‘l+])  = ue+tn
The so lu t ion  for  the  “damage”  i s  shown in  F igure  1  I, where  the
height  of  the  bars  corresponds to  the  magni tude of  the  e lement
error. Given that the exact solution is 0.1 in element #3,  and
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Figure 11.  Basel ine System Sensitvity  Solution for Damage
If the ABC system sensitivities [Tl]  and mode frequencies (FE
and experimentally identified) are used, one finds that the
condi t ion  number  i s  ac tua l ly  double ,  i . e .
Cond([T’]) = 5.!e+m
but  the  improved so lu t ion  for  the  damage i s  shown in  F ig .  12 .
Figure  12. ABC System Sensi t ivi ty  Solut ion for  Damage
5 . SUMMARY & DISCUSSION
It has been shown that the natural frequencies for a structure
under a variety of boundary conditions are available from any
square FRF matrix. The inversion of a spatially incomplete FRF
matrix at each frequency in the test bandwidth yields
impedance spectra which have peaks at the frequencies
corresponding to  the  natura l  f requencies  of  s t ructure  res t ra ined
to ground at  a l l  the  measured coordinates .  The pract ical  benef i t
of  th i s  resu l t  i s  tha t  no  phys ica l  a l te ra t ions  need  be  made  to  the
stmctme, and no additional testing is required, hence the term
“ar t i f ic ia l  boundary  condi t ions  (ABC).”  The ABC conf igura t ion
frequencies provide a larger database for model updating. For
each ABC conf igurat ion,  the  FE model  boundary condi t ions  are
a l te red  in  tha t  “p ins”  a re  ins ta l led  a t  the  measured  coordina tes
corresponding to  the  FRF matr ix .  This  approach def ines  a  s ingle
set of measured FRF’s  and several FE models, differing only in
the boundary conditions.
With respect to the identification of the  ABC frequencies
(curveftting), note that while the inverse of the measured FRF
matrix defines and impedance matrix (Eq. (7)),  near the ABC
frequency the impedance spectra is dominated by the term ‘&
and th is  suggests  the  use  of  s tandard  s ingle-degree-of- f reedom
curvefitting to  ident i fy  the  undamped ABC natural  f requencies .
Given the baseline system frequencies, and additional ABC
configuration frequencies, structural sensitivities can be
generated from the baseline FE model,  and from the model with
the  boundary  cond i t ions  app l i ed  co r respond ing  to  the  spa t i a l ly
incomplete FRF matrix. This expanded set of test data can be
assembled into a linear system which cm  be solved in the
context  of  e i ther  model  updat ing or  structural damage detect ion.
I t  has  been  shown tha t  the  ABC conf igura t ion  sens i t iv i ty  mat r ix
can be used in place of, or in addition to, the baseline
configuration sensitivities, and can reduce or eliminate
condi t ion ing  prob lems ,  such  as  those  tha t  a r i se  when  t ry ing  to
discr iminate  damage in  c losely spaced elements .
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