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THE WEYL PRINCIPLE ON THE FINSLER FRONTIER
DMITRY FAIFMAN AND THOMAS WANNERER
Abstract. Any Riemannian manifold has a canonical collection of valuations
(finitely additive measures) attached to it, known as the intrinsic volumes or
Lipschitz-Killing valuations. They date back to the remarkable discovery of H.
Weyl that the coefficients of the tube volume polynomial are intrinsic invariants
of the metric. As a consequence, the intrinsic volumes behave naturally under
isometric immersions. This phenomenon, subsequently observed in a number of
different geometric settings, is commonly referred to as the Weyl principle. In
general normed spaces, the Holmes-Thompson intrinsic volumes naturally extend
the Euclidean intrinsic volumes. The purpose of this note is to investigate the
applicability of the Weyl principle to Finsler manifolds. We show that while in
general the Weyl principle fails, a weak form of the principle unexpectedly persists
in certain settings.
1. Introduction
The relation between the intrinsic and extrinsic geometric properties of submani-
folds of a finite-dimensional normed space is not well understood, see, e.g., [8,17,27].
It is not even clear which intrinsic and extrinsic quantities can be related to each
other: D. Burago and S. Ivanov [17] proved the striking result that while geodesics
on Finslerian saddle surfaces exhibit the same global behaviour as in the Riemann-
ian case, there seem to be no special local properties of saddle surfaces that imply
these global results, as every abstract Finsler surface can be locally embedded as a
saddle surface in some 4-dimensional normed space.
In convex geometry, the central global invariants of a convex body K in Eu-
clidean space Rn are its intrinsic volumes. They arise as the (suitably normalized)
coefficients in Steiner’s formula for the volume of an ε-neighborhood of K. The
intrinsic volumes of K ⊂ Rm ⊂ Rn do not depend on the ambient space, i.e. are
the same whether computed in Rm or in Rn. This fact was generalized to compact
smooth submanifoldsM of Rn by H. Weyl [38], who expressed the intrinsic volumes
in terms of polynomial invariants of the Riemannian curvature tensor of M . As a
function on K(Rn), the space of convex bodies in Rn, the kth intrinsic volume µk pos-
sesses a strikingly simple characterization: µk is the unique even, k-homogeneous,
translation-invariant, continuous valuation, i.e., satisfies
µk(K ∩ L) = µk(K) + µk(L)− µk(K ∩ L)
Date: December 20, 2019.
DF partially supported by NSERC Discovery Grant.
TW supported by DFG grant WA 3510/1-1.
1
2 DMITRY FAIFMAN AND THOMAS WANNERER
whenever K ∪ L is convex, with the property that
µk|E = volE
for every k-dimensional linear subspace E ⊂ Rn, where volE denotes the usual
Lebesgue measure on E. This follows at once from the Klain embedding theorem
[1,28]
The Holmes-Thompson intrinsic volumes naturally extend the notion of the Eu-
clidean intrinsic volumes to general smooth Minkowski spaces, i.e. finite-dimensional
normed spaces with a smooth unit ball BF of positive gaussian curvature. There are
several natural ways to normalize the Lebesgue measure on a normed space V , see
e.g. [11], or the book by A.C. Thompson [37]. From the perspective of integral geom-
etry, as well as symplectic geometry, the natural definition is the Holmes-Thompson
volume, given by setting
volHT (BF ) =
1
ωn
vol2n(BF ×B
◦
F )
where B◦F ⊂ V
∗ is the dual convex body, ωn the volume of the Euclidean unit ball,
and vol2n the Liouville volume for the standard symplectic form on V × V
∗. The
normalizing factor 1/ωn is chosen so that vol
HT extends the standard Euclidean def-
inition of volume. If E ⊂ V is a linear subspace, it inherits a norm and therefore the
corresponding Holmes-Thompson Lebesgue measure volHTE . More generally, given a
k-dimensional submanifold X ⊂ V , we get the Holmes-Thompson volume measure
volHTX on X, since an absolutely continuous measure on a manifold is canonically
identified with a continuous choice of a Lebesgue measure on its tangent spaces. It
was shown by J.C. A´lvarez Paiva and E. Fernandes [10] and A. Bernig [12] that the
k-dimensional Holmes-Thompson volume can be extended to a valuation on K(V ).
Namely, one can define the kth Holmes-Thompson intrinsic volume as the unique
even, k-homogeneous, translation-invariant, continuous valuation satisfying
µFk |E = vol
HT
E
for every k-dimensional linear subspace E ⊂ V . The uniqueness of the extension
of volHTk follows as in the Euclidean case from the Klain embedding theorem. As a
consequence of this uniqueness, the Holmes-Thompson intrinsic volumes are intrinsic
in the following sense: If K ⊂ U ⊂ V is a convex body contained in a linear subspace
U ⊂ V with the induced norm, then the value of kth Holmes-Thompson intrinsic
volume on K is the same whether computed in (V, F ) or (U,F |U ). We will refer
to this property as the linear Weyl principle. As their Euclidean counterparts, the
Holmes-Thompson intrinsic volumes may be evaluated on much more general objects
than convex bodies, in particular on compact smooth submanifolds with boundary
(see Section 2).
A guiding idea in valuation theory, usually referred to as the Weyl principle, has
recently emerged: when restricted to a subspace X, valuations on an ambient space
M may often be reconstructed from the basic geometry of X induced by the im-
mersion into M . The prototypical application is Weyl’s theorem described above,
but more recently several other instances have surfaced: immersions of contact and
3dual Heisenberg manifolds and restriction of their canonical valuations [18]; restric-
tion of the invariant valuations on complex space forms to totally real submanifolds
[15, Lemma 4.4]; and immersions of pseudo-Riemannian manifolds and the restric-
tion of their canonical valuations [14].
Approaching the question of intrinsic and extrinsic geometric properties of sub-
manifolds of a finite-dimensional normed space from an integral geometric perspec-
tive, J.H.G. Fu put forward the conjecture [6, p. 107] that the Weyl principle also
applies to the Holmes-Thompson intrinsic volumes. More precisely, let V be an
n-dimensional real vector space, and let F : V → R be a smooth norm on V . The
pullback of a valuation µ on V under a smooth embedding e : M → V is defined by
e∗µ(A) = µ(e(A)),
where A ⊂M is a compact submanifold with corners (see Section 2). This definition
extends naturally to smooth immersions. The conjecture of J.H.G. Fu can now be
stated as follows.
Conjecture 1.1 ([6, p. 107]). Let ej : M → Vj , j = 1, 2 be smooth immersions of a
smooth manifold M into the normed spaces (Vj , Fj). If e
∗
1F1 = e
∗
2F2, then
e∗1µ
F1
k = e
∗
2µ
F2
k .
When dimM ≤ 2, the conjecture is easily seen to hold (Theorem 2.6). The first
unknown case is dimM = 3, dimV = 4.
D. Burago and S. Ivanov proved [16] a Burstin-Janet-Cartan theorem in the
Finsler setting, namely that every Finsler manifold can be locally isometrically em-
bedded in a normed space. Thus a positive answer to the conjecture would allow to
define the Holmes-Thompson valuations on arbitrary Finsler manifolds.
1.1. Main results. In loose terms, the Finslerian setting allows an extra freedom
compared with the Riemannian setting. Namely, we may vary not only the immer-
sion, but also the ambient normed space itself, so long as the restricted norm is
unchanged.
We refute Conjecture 1.1 in general, while simultaneously proving that several
weakened versions of the Weyl principle persist in the Finsler setting. We find that
in some settings, keeping the immersion fixed, the restricted Holmes-Thompson
intrinsic volumes are independent of the ambient norm. To give precise statements,
let us introduce some terminology. All norms are assumed to have a smooth and
positively curved unit ball.
Definition 1.2. Let M ⊂ V be an m-dimensional manifold without boundary,
immersed in an n-dimensional linear space V . We say that M satisfies the weak
Weyl principle (WWP) at p ∈M if whenever F,F ′ are two norms on V that coincide
on {TxM : x ∈ U} for some neighborhood U of p, it also holds that µ
F
k |U = µ
F ′
k |U ,
for all k ≥ 1. We say that M ⊂ V satisfies WWP if it holds for all p ∈M .
Our first main result states that the weak Weyl principle holds unconditionally
for small codimension, and furthermore holds generically when the codimension is
not too large, as follows.
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Theorem A. Fix a manifold M , assume dimM = m and dimV = n. If n ≤ m+2
then WWP holds for any immersion e : M # V . If m + 3 ≤ n ≤ 2m, then WWP
holds for a dense residual set of immersions M # V in the Whitney topology.
Here by a residual set we mean the countable intersection of open dense sets.
Our second main theorem shows that WWP fails for generic submanifolds of
large codimension. We henceforth make use of an auxiliary Euclidean structure on
V = Rn, and write S(V ) = Sn−1 for the unit sphere. We get an induced Riemannian
structure on M , and define the tautological map θ : SM → Sn−1 by θ(x, v) = v,
where SM denotes the unit tangent bundle.
Definition 1.3. A manifold M ⊂ V is directionally regular at (p, u) ∈ SM if the
differential d(p,u)θ : T(p,u)SM → TuS
n−1 has full rank, namely min(2m− 1, n − 1).
Recall that the 2nd osculating space O2pM ⊂ TpV at p ∈ M is spanned by the
velocity and acceleration vectors of all curves at p. The Euclidean orthogonal com-
plement of TpM in O
2
pM is the 1
st normal space N 1pM (see, e.g., [35]).
Theorem B. Assume m ≥ 3, and Mm ⊂ V is directionally regular at (p, u) ∈ SM .
Then WWP for M fails at p if dimO2pM > 2m.
Since the 2nd osculating space is generically of dimensionm+min(m(m+1)2 , codimM),
WWP generically fails when codimM > m ≥ 3. In particular, Conjecture 1.1 fails
for dimM ≥ 3.
Finally, we observe that a variant of the weak Weyl principle holds in general if
we restrict not only the norm but also its derivatives, as follows.
Theorem C. µFk |M is determined by the values
∂jF
∂vj
(u), for all (p, u) ∈ SM and
v ∈ N 1pM ⊂ TuS
n−1, for all j ≤ m− 1.
According to [25], every m-dimensional Finsler manifold can be locally isometri-
cally embedded in a 2m-dimensional normed space, see also [33] and the references
therein. In this situation, WWP holds by Theorem A for a generic submanifold,
but fails in general except in codimensions 1 and 2. Moreover, we give an explicit
example of a submanifold M3 ⊂ R6 for which WWP fails (Example 5.6), which is
the lowest dimensional setting when this can happen. Thus the genericity assump-
tion in Theorem A is essential, and one cannot define Holmes-Thompson intrinsic
volumes on general Finsler manifolds.
Let us comment on the choice of the Holmes-Thompson definition of volume for
the generalization of the Euclidean intrinsic volumes to smooth Minkowski spaces.
Given a definition of volume V for normed spaces, one may ask if k-homogeneous
valuations can be functorially assigned to a normed space (V, F ) for each 0 ≤ k ≤
dimV , such that µVk |E = V(E,F |E) for each k-dimensional linear subspace E ⊂ V . By
the Klain embedding theorem, µVk would satisfy the linear Weyl principle. According
to J.C. A´lvarez Paiva [8], the three most commonly used definitions of volume in
Finsler Geometry are: Busemann, Holmes-Thompson, and Benson (Gromov mass*).
To date, only the Holmes-Thompson definition has been shown to be extendable as
a family of valuations. Moreover, the Holmes-Thompson intrinsic volumes form an
5algebra under the Alesker product [12], and no other definition of volume would have
this property. This follows at once by noting that all definitions of volume coincide
for 1-dimensional spaces, and by the Klain embedding theorem, the corresponding
1-homogeneous valuation must coincide for all definitions of volume. This makes
the Holmes-Thompson definition the most natural from the perspective of integral
geometry (see also [9, 29,32] for further evidence).
It is worth noting that the Weyl principle will be seen to fail already for the 1-
homogeneous valuations. Thus the Weyl principle would fail in the Finsler setting
for any definition of volume which can be extended to a family of valuations.
1.2. Plan of the paper. In Section 2, we recall the notions of valuation theory
that we need and carry out the simple reduction to the 1-homegeneous case. In
Section 3, we compute the defining current of the first Holmes-Thompson intrinsic
volume. Then in Section 4, we compute explicitly the restriction to a submanifold,
which is given by certain fiber integrals. We then utilize classical harmonic anal-
ysis on the sphere to simplify those integrals. Finally in Section 5 we utilize the
previous computation to prove the main theorems, and construct some examples
demonstrating the sharpness of our results. Section 6 is devoted to open problems
and conjectures.
2. Background and preparation
2.1. Some integral transforms. We write CNǫ (S
n−1) for the space of CN -smooth
functions on the sphere of parity ǫ = ± with respect to the antipodal map.
We will use the following SO(n)-equivariant integral operators:
(1) The cosine transform C : C∞(Sn−1)→ C∞(Sn−1) given by
C(f)(v) =
∫
Sn−1
|〈u, v〉|f(u)du
(2) The hemispherical transform H : C∞(Sn−1)→ C∞(Sn−1) given by
H(f)(v) =
∫
u∈Sn−1:〈u,v〉≥0
f(u)du
When ambiguity can arise, we write Cn instead of C. It is clear that C vanishes on
odd functions, and C is well-known to be invertible on the even functions, with a
continuous inverse C−1 : C∞+ (S
n−1)→ C∞+ (S
n−1), see, e.g., [24]. In contrast, H has
rank one on the even functions, and is continuously invertible on the odd functions
[30].
The sth Sobolev norm on Sm−1 is given by
‖f‖Hs =
∑
n≥0
(1 + n)2s‖fn‖
2
L2
1/2 ,
where f =
∑
n fn is the decomposition into spherical harmonics, and the Sobolev
space Hs(Sm−1) is the completion of C∞(Sm−1) with respect to this norm (see, e.g.,
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[22]). The Ck-norm on Sm−1 is defined inductively by
‖f‖Ck = ‖f‖C0 + sup
i
‖Xif‖Ck−1 ,
where (Xi) is a basis of the Lie algebra so(n) and Xf(u) =
d
dt
∣∣
t=0
f(etXu) for each
X ∈ so(n). By [24, Eq. 3.6.4], there is a continuous embedding
(1) C2k(Sm−1) ⊂ Hs(Sm−1) for 2k > s+
n
2
;
By the Sobolev embedding theorem,
(2) Hs(Sm−1) ⊂ Ck(Sn−1) for s > k +
n− 1
2
.
In particular,
⋂
s>0H
s(Sm−1) = C∞(Sm−1).
2.2. Valuations. As a general reference for valuation theory we recommend the
books by R. Schneider [31, Chapter 6] and S. Alesker [7].
We write Dens(V ) for the one-dimensional space of Lebesgue measures on the
finite-dimensional real vector space V . The even k-homogeneous valuations on V
are denoted Val+k (V ). The Klain map Kl : Val
+
k (V )→ Γ(Grk(V ),Dens(E)) is given
by Klφ = φ|E . The latter is a Lebesgue measure on E by Hadwiger’s theorem. By
a theorem of Klain, Kl is injective.
Put PM = P+(T
∗M) for the co-sphere bundle of M , which is the oriented projec-
tivization of the cotangent bundle. It is equipped with a natural contact structure,
and we call a form ω ∈ Ω(PM ) vertical if its restriction to any contact hyperplane
vanishes. Given a Riemannian structure on M , there is a natural choice of contact
form α given by αx,ξ = 〈ξ, dπ(•)〉, where π : PM → M is the natural projection,
under the identification PM = SM .
Let us recall more precisely the notion of valuations on manifolds. For simplicity,
we assume M is oriented. The family of test bodies P(M) can be chosen in several
ways; we take them to be the compact submanifolds with corners. For X ∈ P(M),
its conormal cycle is nc(X) ⊂ PM . It generalizes both the normal cycle of a convex
set in a linear space and the conormal bundle of a submanifold, see, e.g. [19–21]
Definition 2.1. The space of smooth valuations V∞(M) on an oriented manifold
Mm consists of functions φ : P(M)→ R of the form
φ(X) =
∫
X
µ+
∫
nc(X)
ω
where µ ∈ Ωm(M) and ω ∈ Ωm−1(PM ).
It was established in [13] that a smooth valuation φ ∈ V∞(M) is uniquely deter-
mined by its defining currents (C, T ) ∈ C∞(M) × Ωm(PM ), which can be any pair
of forms subject to the conditions
(1) T is closed and vertical.
(2) π∗T = dC, where π : PM →M is the projection.
If φ ∈ V∞(M) is represented by (ω, µ) then T = a∗(Dω + π∗µ), C = π∗ω where a
is the fiberwise antipodal map, and D the Rumin differential operator. We write
φ = [[µ, ω]] = [(C, T )], T = T (φ), C = C(φ).
7Every immersion e : M # N of smooth manifolds induces a pullback map e∗ :
V∞(N)→ V∞(M), which for embeddings is given by
e∗φ(X) = φ(e(X)), X ∈ P(M).
On the level of differential forms and in the special case e : M # V it can be
described as follows (see [2]). Let N∗M denote the conormal bundle and consider the
following natural maps: the projection q : P+(N
∗M) → M ; the fiberwise inclusion
θ : P+(N
∗M) # PV ; the map β : ˜PV ×V M → PM , extending the projection
PV ×V M \ N
∗M → PM to ˜PV ×V M , which is the oriented blow-up along N
∗M ;
and α¯ : ˜PV ×V M → PV , the composition of the blow-up map with the natural map
PV ×V M → PV . If φ ∈ V
∞(V ) is represented by (µ, ω) ∈ Ωn(M)×Ωm−1(PM ), then
e∗φ = [[µ′, ω′]] where
(3) ω′ = β∗α¯
∗ω, µ′ = q∗θ
∗ω.
Alternatively, if φ = [(C, T )], then e∗φ = [(C ′, T ′)] where
(4) T ′ = β∗α¯
∗T, C ′ = e∗C.
2.3. The trivial cases. Here we verify Conjecture 1.1 for dimM ≤ 2 and show that
in general it is enough to prove it for the first intrinsic volume. In the following, V
is a finite-dimensional real vector space.
Lemma 2.2. Let ϕ ∈ Val+k (V ) be a smooth valuation. If X ∈ P(V ) is a compact
k-dimensional submanifold with corners, then
ϕ(X) =
∫
X
Klϕ(TxM).
Proof. Similar to the proof of Lemma 3.7(ii) in [34]. 
The following is a direct consequence of the above lemma and the definitions.
Corollary 2.3. Let V be a normed space. If X ∈ P(V ) is a compact k-dimensional
manifold with corners, then µFk (X) equals the Holmes-Thompson volume of (X,F |X ).
If M ⊂ V is a k-dimensional immersed submanifold, then µFk |M is the Holmes-
Thompson volume measure of (M,F |M ).
Lemma 2.4. Consider a smooth valuation ϕ ∈ Val+k (V ). If X ⊂ V is a compact
(k + 1)-dimensional submanifold with boundary, then
ϕ(X) =
1
2
ϕ(∂X).
Proof. Note that φ has Euler-Verdier eigenvalue equal to (−1)k. Now apply [3,
Lemma 4.1.1]. 
Corollary 2.5. Let (V, F ) be a normed space and let M ⊂ V be an immersed
smooth submanifold of dimension k + 1. Then the restriction of µFk to M is in-
trinsically defined. For every compact submanifold with corners X ⊂ M , µFk (X) =
1
2 vol
HT
k (∂X,F |∂X ).
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Proof. For X a submanifold with boundary, this follows from Lemma 2.4 and Corol-
lary 2.3. As the proof of [13, Theorem 1] shows that a smooth valuation is determined
by its values on smooth submanifolds with boundary, we conclude that µFk |M is in-
trinsically defined. For the last statement, we may use continuity and approximate
a manifold with corners by a sequence of manifolds with boundary. 
In particular, the Weyl principle holds for Finsler surfaces.
Theorem 2.6. Conjecture 1.1 holds for dimM ≤ 2.
Proof. This is an immediate consequence of Corollaries 2.3 and 2.5. 
Finally, we observe that it suffices to prove the Weyl principle for the first intrinsic
volume.
Proposition 2.7. Let M ⊂ V be a submanifold. If µF1 |M is intrinsically defined,
then so are all µFk |M for all k ≥ 2.
Proof. This follows at once by applying the Alesker product. It holds that µFk =
ck(µ
F
1 )
k for certain universal coefficients ck [12], and it remains to recall that the
Alesker product commutes with restrictions. 
3. The defining current of the first intrinsic volume
For the remainder of the paper, we fix an auxiliary Euclidean structure on V = Rn,
and let Sn−1 be the corresponding unit sphere.
Lemma 3.1. It holds that
(5) T (µF1 ) = cnC
−1(F )α ∧ volSn−1 , C(µ
F
1 ) = 0,
where cn is a constant depending only on n, and α is the contact form.
Proof. Write the cosine transform in a GL(V )-equivariant form (see [5]):
C : C∞(Grn−1(V ),Dens(V/E) ⊗ |ω|)→ C
∞(Gr1(V ),Dens(E)),
where |ω| = Dens(TE Grn−1(V )) is the line bundle of smooth densities on Grn−1(V ).
As the Klain section of µF1 is F , it holds that
µF1 (K) =
∫
AGrn−1(V )
χ(K ∩E)dm(E)
for K ∈ K(V ), where m = C−1F is the Crofton measure of µF1 , and we use the
natural identification between smooth, translation-invariant measures on the affine
Grassmannian AGrn−1(V ) with C
∞(Grn−1(V ),Dens(V/E) ⊗ |ω|).
Recall that the generalized valuations V−∞(V ) are the dual space to the smooth,
compactly supported valuations V∞c (V ) equipped with the weak topology, see [3].
The representation of valuations through its pair of defining currents (C, T ) extends
naturally to generalized valuations, except C is now a distribution and T a current,
see [4]. Note that any (not necessarily compact) submanifold with corners X ⊂ V
defines an element χX ∈ V
−∞(V ) through the evaluation map, and has C(χX) = 1X ,
T (X) = nc(X).
9By Alesker-Poincare duality we find that for any ψ ∈ V∞c (V ),
〈µF1 , ψ〉 =
∫
AGr1(V )
ψ(E)dm(E).
That is, µF1 =
∫
AGr1(V )
χEdm(E), implying
T (µF1 ) =
∫
AGr1(V )
T (χE)dm(E) =
∫
AGr1(V )
nc(E)dm(E).
Using the Euclidean structure to identify m = C−1F with an element of C∞(Sn−1),
and noting that nc(u⊥ + tu) = [[(u⊥ + tu)× {±u}]], we conclude that
〈T (µF1 ), η〉 = cn
∫
Rn×Sn−1
C−1(F )α ∧ volSn−1 ∧η
for every η ∈ Ωn−1c (R
n × Sn−1). 
4. Computing the restriction
4.1. The fiber integrals. Let M ⊂ (V, F ) be an immersed submanifold of dimen-
sion m. Recall V = Rn has a fixed Euclidean structure.
Fix a point p ∈M and local coordinates (x0, x1, . . . , xm−1) for M such that
∂xi |p = ei, i = 0, . . . ,m− 1
for some orthonormal basis e0, e1, . . . , en−1 of V .
Let us fix also a point (p, u) ∈ SM . Without loss of generality we may assume
that u = e0. We denote by ∂˜xi the horizontal lift of ∂xi to SM with respect to the
induced Riemannian structure. Note that
(6) ∂˜x0 , . . . , ∂˜xm−1 , e1, . . . , em−1
form a basis of T(p,u)SM . To construct these lifts, let γi : I →M be a smooth curve
with γi(0) = p and γ
′
i(0) =
∂
∂xi
. Then
∂˜xi =
d
dt
∣∣∣∣
t=0
Pγu(t),
where Pγu is the curve in SM defined via parallel transport of u along γ.
We will also need the second fundamental form h : TpM ⊗ TpM → TpM
⊥ of M ,
h(X,Y ) = (∇XY )
⊥,
where ∇ denotes the standard connection in Rn. We write hij = h(ei, ej), and
hNij = 〈hij , N〉.
Let P km−1 be the set of increasing functions σ : {1, . . . , k} → {1, . . . ,m− 1}. The
complement is the obvious map P km−1 → P
m−1−k
m−1 , σ 7→ σ
c.
Let θ0, . . . , θm−1, ω1,0, . . . , ωm−1,0 ∈ T
∗
(p,u)SM denote the basis dual to (6). By (4),
the restrictred valuation µF1 |M has T
F
M := T (µ
F
1 |M ) = β∗α¯
∗T (µF1 ). As it is a vertical
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m-form, there are coefficients Akστ with 0 ≤ k ≤ m− 1, σ ∈ P
k
m−1, τ ∈ P
m−1−k
m−1 such
that
(7) TFM = θ0∧
m−1∑
k=0
∑
σ∈P km−1
∑
τ∈Pm−1−km−1
Akστθσ(1)∧· · ·∧θσ(k)∧ωτ(1),0∧· · ·∧ωτ(m−1−k),0.
Remark 4.1. More generally, the coefficients Akστ are naturally functions on the
orthonormal frame bundle ofM , that is, they are determined by the fixed immersion
M # V , the norm F , and the auxiliary Euclidean structure on V , which induces a
Riemannian structure on M .
Proposition 4.2. It holds for all k, σ, τ that
Akστ = ǫcn
∫ π/2
0
∫
S(TpM⊥)
dethNστc(p) cos
m−k φ sinn−m−1+k φ C−1F (cosφu+ sinφN) dN dφ,
(8)
where cn is as in (5), and ǫ ∈ {±1} depends explicitly on σ, τ .
Proof. As the form TFM is smooth, we may ignore the blow-up construction of the
restriction. Thus by Lemma 3.1, we have to compute the pushforward of C−1F α ∧
volSn−1 under the map β : SV |M \ TM
⊥ → SM .
Choose a smooth local section N of the normal sphere bundle S(TM⊥). We define
elements of Tp,cosφu+sinφNpSV |M by
∂̂xi =
d
dt
∣∣∣∣
t=0
(γi(t), cosφPγiu+ sinφN ◦ γi), i = 0, . . . ,m− 1
eˆi =
d
dt
∣∣∣∣
t=0
(p, cosφ(cos tu+ sin tei) + sinφN) = (0, cos φei), i = 1, . . . ,m− 1,
where γi : I → M is a smooth curve with γi(0) = p and γ
′
i(0) =
∂
∂xi
. We may
express the second coordinate vi of ∂̂xi = (ei, vi) explicitly in terms of the second
fundamental form, namely
(9) vi = cosφh0i + sinφ
−m−1∑
j=0
hNij ej +∇
⊥
eiN

where ∇⊥ denotes the normal connection. Indeed, if ∇ denotes the standard con-
nection of the ambient space V , then for 0 ≤ i ≤ m− 1
d
dt
∣∣∣∣
t=0
〈Pγiu, ej〉 = 〈∇eiPγiu, ej〉 = 〈∇eiPγiu, ej〉 = 0, j = 0, . . . ,m− 1,
since for this range of indices, ej is tangent to M at p. Since em, . . . , en−1 ∈ TpM
⊥,
by the definition of the second fundamental form, we have
d
dt
∣∣∣∣
t=0
〈Pγiu, ej〉 = 〈∇eiPγiu, ej〉 = 〈h0i, ej〉, j = m, . . . , n− 1.
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To compute the constants Akστ , we first note that
e1, . . . , em−1,− sinφu+ cosφN,w1, . . . , wn−m−1
is an orthonormal basis of Tcos φu+sinφNS
n−1 if N,w1, . . . , wn−m−1 is an orthonormal
basis of TpM
⊥, and
α(∂̂xi) = 〈cos φu+ sinφN, ei〉 =
{
cosφ, i = 0,
0, i = 1, . . . ,m− 1
We integrate along the fiber, parametrized by γ(φ,N) = (p, cos φu + sinφN) so
that ∂∂φγ(φ,N) = − sinφu+ cosφN . First, we compute
B(φ,N) := α ∧ volSn−1(∂̂x0 , (∂̂xσ(j))
k
j=1, (eˆτ(j))
m−1−k
j=1 ,
∂
∂φ
γ(φ,N), w1, . . . , wn−m−1)
= cosφ · cosm−1−k φ · volSm−1((vσ(j))
k
j=1, (eτ(j))
m−1−k
j=1 )
= (−1)k cosm−k φ sink φ · volSm−1(
m−1∑
j=0
hNσ(1),jej , . . . ,
m−1∑
j=0
hNσ(k),jej, (eτ(j))
m−1−k
j=1 )
= ǫ cosm−k φ sink φdet hNστc ,
for some ǫ ∈ {±1}. This yields
Akστ = cnβ∗α¯
∗(C−1F · α ∧ volSn−1)(∂˜x0 , ∂˜xσ(1) , . . . , ∂˜xσ(k) , eτ(1), . . . , eτ(m−k−1))
= cn
∫ π/2
0
∫
S(TpM⊥)
sinn−m−1 φB(φ,N) C−1F (cosφu+ sinφN) dN dφ
= ǫcn
∫ π/2
0
∫
S(TpM⊥)
dethNστc(p) cos
m−k φ sinn−m−1+k φ C−1F (cosφu+ sinφN) dN dφ.

The exact constant cn and sign ǫ will play no role in the following, and we omit
them. In particular, we write
A0 =
∫ π/2
0
∫
S(TpM⊥)
cosm φ sinn−m−1 φ C−1F (cosφu+ sinφN) dN dφ,
A1στ = 〈hσ(1),τc ,
∫ π/2
0
∫
S(TpM⊥)
cosm−1 φ sinn−m φNC−1F (cosφu+ sinφN)dNdφ〉.
4.2. Simplifying the fiber integrals. Fix Sm−1 ⊂ Sn−1. For almost every v ∈
Sn−1 we may write v = cosφu+ sinφN with u ∈ Sm−1, N ∈ Sn−m−1, φ ∈ [0, π2 ] in
a unique way. For f ∈ C∞(Sn−1), u ∈ Sm−1 and N ∈ Sn−m−1 we will write
∂kf
∂Nk
(u) :=
dk
dφk
∣∣∣∣
φ=0
f(cosφu+ sinφN).
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More generally, if N˜ = λN with λ ∈ R, we write
(10)
∂kf
∂N˜k
(u) = λk
∂kf
∂Nk
(u).
The coefficient A0 is straightforward to simplify.
Lemma 4.3. A0|SpM = C
−1
m (F |SpM ).
Proof. Take u′ ∈ SpM and compute
CmA
0(u′)
=
∫ π/2
0
∫
SpM
∫
S(TpM⊥)
|〈u′, u〉| cosm φ sinn−m−1 φC−1n F (cosφu+ sinφN)dNdudφ
=
∫ π/2
0
∫
SpM
∫
S(TpM⊥)
cosm−1 φ sinn−m−1 φ|〈u′, v〉|C−1n F (v)dNdudφ,
where v = cosφu + sinφN is the parametrization v : Sm−1 × [0, π/2] × Sn−m−1 →
Sn−1. Since dv = cosm−1 φ sinn−m−1 φdNdudφ, we conclude that
CmA
0(u′) = Cn(C
−1
n F )(u
′) = F (u′). 
Corollary 4.4. The coefficient A0 is determined by F |M .
As a warm-up for the general case, we compute A1στ . We write ∂φ|φ0 for
∂
∂φ
∣∣∣
φ=φ0
.
Lemma 4.5. For every even smooth function f on Sn−1, u ∈ Sm−1, and N ∈
Sn−m−1 we have∫ π/2
0
∫
Sn−m−1
cosm−1 φ′ sinn−m φ′〈N,N ′〉f(cosφu+ sinφN ′) dN ′ dφ′
=
1
2
H−1(u′ 7→ ∂φ|0Cf(u
′, φ,N))(u),
where here and in the following (u, φ,N) denotes the point cosφu+ sinφN ∈ Sn−1.
Proof. The cosine transform can be written as
Cf(u, φ,N)
=
∫
Sm−1
∫
Sn−m−1
∫ π/2
0
cosm−1 φ′ sinn−m−1 φ′|K(u′, φ′, N ′)|f(u′, φ′, N ′) dφ′dN ′du′,
where
K(u′, φ′, N ′) := K(u, φ,N, u′, φ′, N ′) := cosφ cosφ′〈u, u′〉+ sinφ sinφ′〈N,N ′〉.
Put gφ,u,N (u
′, φ′, N ′) = cosm−1 φ′ sinn−m−1 φ′K(u, φ,N, u′, φ′, N ′)f(u′, φ′, N ′). We
typically have u,N fixed, and omit them from the notation. Let us compute
∂φ|0Cf(u, φ,N) = ∂φ|0
(∫
(u′,φ′,N ′):K(φ)≥0
gφ −
∫
(u′,φ′,N ′):K(φ)≤0
gφ
)
= 2∂φ|0
∫
(u′,φ′,N ′):K(φ)≥0
gφ.
13
where the last equality follows by the symmetry (u′, φ′, N ′) 7→ (−u′, φ′,−N ′), and
the assumption that f be even.
For any distribution η on the sphere, 〈η, gφ〉 is by [26, Theorem 2.1.3] a smooth
function of φ and ∂φ〈η, gφ〉 = 〈η, ∂φgφ〉. The indicator function 1K(φ)≥0 regarded
as a distribution on Sn−1 depending on the parameter φ is differentiable at φ = 0
and its derivative is a measure supported on {(u′, φ′, N ′) : K(0) = 0}, see Eq. (15)
below. By the chain rule,
(11) ∂φ|0
∫
K(φ)≥0
gφ = ∂φ|0〈gφ,1K(φ)≥0〉 = 〈∂φ|0gφ,1K(0)≥0〉+ 〈g0, ∂φ|01K(φ)≥0〉
Since g0 vanishes whenever K(0) vanishes, the second summand is zero.
We conclude that
∂φ|0Cf(u, φ,N) = 2
∫
K(0)≥0
∂φ|0gφ
=
∫
〈u,u′〉≥0
∫
Sn−m−1
∫ π/2
0
cosm−1 φ′ sinn−m φ′〈N,N ′〉f(u′, φ′, N ′) dφ′dN ′du′
= 2Hu′
(∫
Sn−m−1
∫ π/2
0
cosm−1 φ′ sinn−m φ′〈N,N ′〉f(u′, φ′, N ′) dφ′dN ′
)
(u),
where Hu′ denotes the hemispherical transform with respect to u
′ ∈ Sm−1. Seeing
that the argument of the hemispherical transform is odd in u′, we may apply the
inverse to conclude the proof. 
Putting N˜ = hσ(1),τc and recalling u = e0, we conclude, using notation (10), that
(12) A1στ (u) =
1
2
H−1(u′ 7→
∂F
∂hσ(1),τc
(u′))(u)
For the general coefficient we do not obtain an explicit expression, but only some
qualitative information. We first prove a lemma in harmonic analysis on the sphere.
Definition 4.6. We define the SO(m)-equivariant transforms
RkD, C
k
D : C
∞(Sm−1)→ C∞(Sm−1)
by
RkDf(u) =
∫
u′⊥u
∂k
∂tk
∣∣∣∣
t=0
f(
√
1− t2u′ + tu)du′, CkDf(u) = R
k
D(〈u, • 〉f)(u)
Lemma 4.7. Assume m ≥ 3. Let ak, ak−2, . . . , aǫ ≥ 0 with aǫ 6= 0, ǫ ≡ k mod 2 ∈
{0, 1}. Then
T := akR
k
D − ak−2R
k−2
D + · · · + (−1)
⌊k/2⌋aǫR
ǫ
D
is a bijection on the space C∞ǫ (S
m−1) of smooth functions on Sm−1 of parity ǫ, and
T−1 is continuous. More precisely, there is an explicit constant K = K(m) > 0 such
that for every q ≥ 0, the operator T−1 : Cq+Kǫ (Sm−1)→ C
q
ǫ (Sm−1) is continuous.
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Proof. As the transform commutes with SO(m), RkD is given by a scalar on the space
of spherical harmonics of order n, denoted Hmn ⊂ C
∞(Sm−1). Let us first check that
the eigenvalues of RkD, R
k+2
D on H
m
n have opposite signs for every k ≥ 0 of parity
ǫ, which would immediately imply the injectivity of T . Evaluating both on a zonal
harmonic given by the Ledgendre polynomial Pmn (〈u
′, em〉) with n ≡ ǫ mod 2 and
for u = em, we see that we ought to check
(Pmn )
(k)(0)(Pmn )
(k+2)(0) < 0
It holds for n ≥ r that d
r
dtrP
m
n (t) = cP
m+2r
n−r (t) for some c > 0 [24, Lemma 3.3.9].
Taking r = k, k + 2 and noting that n′ = n− k is even, it remains to verify that for
any m′ and even n′ we have
Pm
′
n′ (0)P
m′+4
n′−2 (0) < 0.
Now signPm
′
n′ (0) = (−1)
n′/2 according to [24, Eq. (3.3.20)], and correspondingly
signPm
′+4
n′−2 (0) = (−1)
−1+n′/2. Thus T is non-zero on every harmonic of parity ǫ and
hence injective.
To prove that T is surjective, let λn be the eigenvalue of T on H
m
n , and rn the
eigenvalue of RǫD on H
m
n . Recall from [24, Eq. 3.1.15] that dimH
m
n =: N(m,n) =
O(nm−2) as n→∞. Letting cj denote various constants independent of n, we have
by [24, Eq. (3.4.19)] for l even |P dl (0)| > c0l
− d−2
2 and hence by [24, Lemma 3.3.9]
|rn| = c1|(P
m
n )
(ǫ)(0)| = c2
N(m+ 2ǫ, n)
N(m,n+ ǫ)
|Pm+2ǫn−ǫ (0)| ≥ c3n
−m/2+ǫ+1
As the signs in the definition of T are alternating, it holds that |λn| ≥ |aǫ||rn| and
thus
(13) |1/λn| ≤ c4n
m/2−ǫ−1.
Take g ∈ C∞ǫ (S
m−1), and let g =
∑
n≡ǫ gn be its decomposition into spherical
harmonics. Set f :=
∑
n≡ǫ
1
λn
gn. Then f ∈
⋂
s>0H
s(Sm−1) = C∞(Sm−1) by (13)
and Tf = g. This proves that T is surjective. Moreover, by the Sobolev embedding
theorem (2), (13), and (1) we can for every q ≥ 0 find s, q′ = q +K(m) such that
‖f‖Cq ≤ c5‖g‖Hs ≤ c6‖g‖Cq′ .
This proves the continuity of T−1 and concludes the proof. 
Proposition 4.8. For an even function f ∈ C∞+ (S
n−1), point u ∈ Sm−1, and
normal vector N ∈ Sn−m−1, define
In,mk (u,N ; f) :=∫ π/2
0
∫
Sn−m−1
cosm−k φ′ sinn−m−1+k φ′〈N,N ′〉kf(cosφu+ sinφN ′) dN ′ dφ′.
(14)
Then for any q ≥ 0,
‖In,mk (•, N ; f)‖Cq(Sm−1) ≤ c
k∑
j=0
∥∥∥∥ ∂j∂N j Cn(f)
∥∥∥∥
CL(Sm−1)
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for some constants c = c(n,m, k, q) > 0, and L = L(n,m, k, q) ∈ N.
Proof. As in the proof of Lemma 4.5 we write
K(u, φ,N, u′, φ′, N ′) = cosφ cosφ′〈u, u′〉+ sinφ sinφ′〈N,N ′〉,
gφ(u
′, φ′, N ′) = cosm−1 φ′ sinn−m−1 φ′K(u, φ,N, u′, φ′, N ′)f(u′, φ′, N ′).
We note that ∂2φgφ = −gφ, and record
g0 = cos
m φ′ sinn−m−1 φ′〈u, u′〉f(u′, φ′, N ′)
g′0 := ∂φ|0gφ = cos
m−1 φ′ sinn−m φ′〈N,N ′〉f(u′, φ′, N ′)
As in the proof of Lemma 4.5 we view 1K(φ)≥0 as a distribution on S
n−1 depending
on the parameter φ. The first and main technical step in the proof is to compute
∂lφ1K(φ)≥0 for any l > 0. Note that the condition K(φ) ≥ 0 is equivalent to
〈u, u′〉 ≥ − tanφ tan φ′〈N,N ′〉 =: a(φ) = aφ′,N ′(φ).
Putting Sm−2u = u
⊥ ∩ Sm−1, we have for any function h ∈ C∞(Sm−1)∫
〈u,u′〉≥a(φ)
h(u′) du′ =
∫ 1
a(φ)
∫
Sm−2u
h(
√
1− t2v′ + tu)
√
1− t2
m−3
dv′ dt.
Since for any h˜ ∈ C∞(R)
∂φ
∫ 1
a(φ)
h˜(t) dt = −h˜(a(φ))a′(φ),
we conclude that for any smooth function h(u′, φ′, N ′) on Sn−1 parametrized by
Sm−1 × [0, π2 ]× S
n−m−1,
∂φ
∫
u′,φ′,N ′ : K(φ)≥0
h(u′, φ′, N ′)
=
1
cos2 φ
∫
u′,φ′,N ′ : aφ(φ′,N ′)=〈u,u′〉
tan φ′〈N,N ′〉h(u′, φ′, N ′)
(15)
=
1
cos2 φ
∫
v′∈Sm−2u ,φ′,N ′
tanφ′〈N,N ′〉h(cos θv′ + sin θu, φ′, N ′)
√
1− a(φ)2
m−3
,
where we use the auxiliary function θ = θ(φ′, N ′) given by sin θ = aφ′,N ′(φ).
Introduce
Jνr,s,t(u, φ,N ;h) := tan
t φ
∫
v′,φ′,N ′
√
1− aφ′,N ′(φ)2
s
〈N,N ′〉ν tanν φ′·
· ∂rz |a(φ)h(
√
1− z2v′ + zu, φ′, N ′)dv′dN ′dφ′.
Putting φ = 0, we find
Jνr,s,t|φ=0 =
{
Jνr (u,N ;h), t = 0
0, t > 0
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where
Jνr (u,N ;h) :=
∫
u′⊥u,φ′,N ′
〈N,N ′〉ν tanν φ′ ∂rz |0h(
√
1− z2u′ + zu) du′dφ′dN ′.
It follows directly from the definitions that
Jkr (u,N ; g0) = C
r
D[I
n,m
k (u
′, N ; f)];
Jk−1r (u,N ; g
′
0) = R
r
D[I
n,m
k (u
′, N ; f)].
(16)
By eq. (15), we have
(17) 〈∂φ1K(φ)≥0, h〉 = J
1
0,m−3,0 + J
1
0,m−3,2
and it is easy to verify that
(18) ∂φJ
ν
r,s,t = t(J
ν
r,s,t−1+J
ν
r,s,t+1)−s(J
ν+2
r,s−2,t+1+J
ν+2
r,s−2,t+3)− (J
ν+1
r+1,s,t+J
ν+1
r+1,s,t+2)
The value of 〈∂lφ|01K(φ)≥0, h〉 will thus be a linear combination of various J
ν
r (u,N ;h).
We think of the end formula as the result of (l − 1) differentiations applied to each
of the two summands in (17), the sum at each step consisting of summands Jνr,s,t,
splitting into six summands according to (18). In the last step, all summands with
t > 0 vanish. Each sequence of splittings is referred to as a path. The combinatorics
is illustrated in the following diagram.
t
ν
νmax = l
ν = 1
Figure 1. The two dots represent the two summands in (17). Each
arrow represents a splitting. The two solid black paths only ever
pass through the first summand in each bracket in (18). The dashed
arrows represent some splittings given by the second summands in
each bracket.
It follows immediately from (18) that any Jνr appearing in the final linear combi-
nation will have r < ν and r ≡ ν+1 mod 2. It is also easy to see that the maximal
ν appearing is νmax = l. We thus write
(19) 〈∂lφ|01K(φ)≥0, h〉 =
⌊(l+1)/2⌋∑
r′=1
al+1−2r′J
l
l+1−2r′(u,N ;h) +
∑
r<ν<l
aν,rJ
ν
r (u,N ;h)
17
This completes the first and main technical step in the proof.
We will now prove the proposition by induction on k. The statement for k = 0, 1
follows from Lemmas 4.3 and 4.5. Suppose that it has been proved for k′ < k. In
the following, h is either g0 or g
′
0, and l = k − 1. By the induction assumption, it
holds for all k′ < k and all q′ that
‖In,mk′ (•, N ; f)‖Cq′ (Sm−1) ≤ c
′
k′∑
j=0
∥∥∥∥ ∂j∂N jCf
∥∥∥∥
CL′ (Sm−1)
for c′ = c(n,m, k′, q′) and L′ = L(n,m, k′, q′). It follows by (16) and from the
continuity of RrD, C
r
D in the appropriate topologies, that J
ν
r (u,N ;h) for h = g0 and
ν ≤ k − 1, as well as for h = g′0 and ν ≤ k − 2, satisfy
(20) ‖Jνr (•, N ;h)‖Cq′ (Sm−1) ≤ c˜
k′∑
j=0
∥∥∥∥ ∂j∂N j Cf
∥∥∥∥
CL˜(Sm−1)
for certain c˜ = c˜(n,m, k′, q′) and L˜ = L˜(n,m, k′, q′). This applies to all summands
in the second sum of (19) as we assume l = k − 1.
To understand the first sum in (19), we can ignore the second summand in each
bracket in (18), as well as the second summand in (17), since any endpoint Jνr of a
path of length l− 1 passing through either of the second summands, that ends with
t = 0, must have ν ≤ l − 2, which lands it in the second sum of (19).
We thus consider the principal term recursion
∂φJ
ν
r,s,t ≡ tJ
ν
r,s,t−1 − sJ
ν+2
r,s−2,t+1 − J
ν+1
r+1,s−1,t
Differentiate the first summand in eq. (17) l − 1 times using this recursion. We
look at paths that pass αj times in the jth summand of (18), j = 1, 2, 3, with
α1 + α2 + α3 = l − 1. We start with t = 0, and must have t = 0 in the last
step, so that α1 = α2, in particular α3 ≡ l − 1 mod 2. The path contributes
towards the coefficient ar of J
l
r with r = α3, and the sign of each contribution is
(−1)α2+α3 = (−1)
k−2−r
2
+r = (−1)
k−2+r
2 . Since for any r ≤ k − 2 of parity k mod 2
there are non-zero contributions, sign ar = (−1)
k−2+r
2 .
Now recall from the proof of Lemma 4.5 that by symmetry,
Cf(u, φ,N) = 〈gφ,1K(φ)≥0〉 − 〈gφ,1K(φ)≤0〉 = 2〈gφ,1K(φ)≥0〉.
Note that ∂iφ1K(φ)≥0 is by (15) supported on {K(φ) = 0}, while gφ vanishes on
{K(φ) = 0}. Note also that ∂φ1K(φ)≥0 is a Borel measure. Hence
1
2
∂φCf(u, φ,N) = 〈∂φgφ,1K(φ)≥0〉
and
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1
2
∂pφCf(u, φ,N) =
p∑
i=1
(
p− 1
i− 1
)
〈∂iφ|0gφ, ∂
p−i
φ |01K(φ)≥0〉
=
⌊p/2⌋∑
i=1
(
p− 1
2i− 1
)
(−1)i〈g0, ∂
p−2i
φ |01K(φ)≥0〉(21)
+
⌊(p−1)/2⌋∑
i=0
(
p− 1
2i
)
(−1)i〈g′0, ∂
p−2i−1
φ |01K(φ)≥0〉
Rewrite eq. (21) with p = k as
〈g′0, ∂
k−1
φ |01K(φ)≥0〉 =
1
2
∂kφCf(u, φ,N) −
k/2∑
i=1
(
k − 1
2i− 1
)
(−1)i〈g0, ∂
k−2i
φ |01K(φ)≥0〉
−
(k−1)/2∑
i=1
(
k − 1
2i
)
(−1)i〈g′0, ∂
k−2i−1
φ |01K(φ)≥0〉
By equations (19) and (20), we see that for some c1 = c1(n,m, k, q
′),
(22) ‖〈g′0, ∂
k−1
φ |01K(φ)≥0〉‖Cq′ (Sm−1) ≤ c1
k∑
j=0
∥∥∥∥ ∂j∂N j Cf
∥∥∥∥
CL˜(Sm−1)
.
Now set H(u) := In,mk (u,N ; f). Putting ǫ = k mod 2, we note that H ∈
C∞(Sm−1) has parity ǫ. Define
T =
k/2∑
r′=1
ak−2r′R
k−2r′
D : C
∞(Sm−1)→ C∞(Sm−1),
with the coefficients from the first sum of (19). We have by eq. (16)
T (H) =
k/2∑
r′=1
ak−2r′J
k−1
k−2r′(u,N ; g
′
0)
and so by eq. (19) with l = k − 1, together with eqs. (22) and (20) we have
‖T (H)‖Cq′ (Sm−1) ≤ c2
k∑
j=0
∥∥∥∥ ∂j∂N j Cf
∥∥∥∥
CL˜(Sm−1)
Since the coefficients ak−2r′ have alternating signs, by Lemma 4.7 we know that T
−1 :
Cq
′
ǫ (Sm−1) → C
q
ǫ (Sm−1) is continuous for q′ = q + K(m). Taking L(n,m, k, q) =
L˜(n,m, k − 1, q′) and c(n,m, k, q) = c2 concludes the proof. 
Observe that we can view the manifold of ordered orthonormal bases in the tan-
gent spaces toM also as the total space of a principal bundle over the sphere bundle,
with the bundle projection π0 : FM → SM , π0(u0, . . . , un−1) = u0. After a choice of
local section b : U → FM , the coefficients Akστ = A
k
στ (•; b) are well-defined functions
on U ⊂ SM .
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Corollary 4.9. The coefficients Akστ computed in subsection 4.1 are determined at
p ∈ M by the restriction to SpM of all derivatives
∂iF
∂N i
, i ≤ k, in all directions
N ∈ Image(hp). Moreover, there are constants L = L(n,m, k) and c = c(n,m, k)
such that for any choice of local section b : U → FM
‖Akστ (•; b)‖C0(SpM∩U)
≤ c sup
v1,...,v2k∈SpM
k∑
j=0
‖hp‖
k−j
∞
∥∥∥∥ ∂jF∂(hp(v1, v2) + · · · + hp(v2k−1, v2k))j
∥∥∥∥
CL(SpM)
Proof. In light of Proposition 4.8 and using eq. (8), it only remains to express the
determinants dethN
′
στc(p) for N ∈ S(TpM
⊥) as linear combinations
det hN
′
στc(p) =
∑
cj〈Hj , N
′〉k
for some cj ∈ R and Hj ∈ Image(hp). As
2kk!x1 · · · xk =
∑
ǫ∈{1,−1}
ǫ1 · · · ǫk(ǫ1x1 + · · ·+ ǫkxk)
k,
we see that the products 〈hσ(i1),τc(1), N
′〉 · · · 〈hσ(ik),τc(k), N
′〉 arising in the determi-
nant are given by universal linear combinations of monomials of the form
(23) 〈ǫ1hσ(i1),τc(1) + · · ·+ ǫkhσ(ik),τc(k), N
′〉k
with ǫj ∈ {1,−1}. This proves the first part. Proposition 4.8 with q = 0 readily
gives the desired bound on the norm. 
Proof of Theorem C.. The statement is contained in the first part of Corollary 4.9.

Remark 4.10. The function F ∈ C∞(Sn−1) need not be the restriction of a norm;
formula (8) and Corollary 4.9 apply to arbitrary smooth F . Observe also that Akστ
depends linearly on F .
5. The weak Weyl principle
5.1. Geometric preliminaries. Recall the tautological map θ : SM → S(V ),
θ(x, v) = v. The second fundamental form of M is h : Sym2(TM) → TM⊥,
h(X,Y ) = (∇XY )
⊥.
Lemma 5.1. Image(dp,uθ) = Tuθ(SpM)⊕ Image(hp(u, •)).
Proof. In one direction, first observe that Tuθ(SpM) ⊂ Image(dp,vθ). If v0 ∈ TpM is
nonzero, p(t) is a curve through p with p′(0) = v0 and u(t) is the parallel transport
of u along p(t), then putting γ(t) = (p(t), u(t)) we find
hp(u, v0) = u
′(0) = dp,uθ(γ
′(0)).
Thus Image(hp(u, •)) ⊂ Image(dp,uθ). In the other direction, let γ(t) = (p(t), u(t))
be arbitrary with u(t) ∈ SM and γ(0) = (p, u). Then dθ(γ′(0)) = u′(0) =
hp(u, p
′(0))+∇p′(0)u(t). It remains to note that∇p′(0)u(t) ∈ TpM , and 〈∇p′(0)u(t), u〉 =
0. 
20 DMITRY FAIFMAN AND THOMAS WANNERER
Corollary 5.2. M is directionally regular at (p, u) ∈ SM if and only hp(u, •) has
rank min(m,n−m).
Proof. Follows immediately from Lemma 5.1. 
We now show that most immersions are directionally regular at most points.
Equip C∞(M,V ) with the smooth Whitney topology, see [23] for details. A residual
subset is the countable intersection of open dense subsets.
Lemma 5.3. Let W ⊂ C∞(M,V ) be the subset of smooth immersions of the man-
ifold Mm in the linear space V n. Then there is a dense residual subset W ′ ⊂ W
such that for all f ∈W ′, f is directionally regular on a dense open subset of SM .
Proof. For basic notions of jet bundles of smooth functions, we refer to [23]. By
[23, Lemma 5.5], W is an open subset of C∞(M,V ).
For f ∈ C∞(M,V ), let θ˜f : TM → V be the composition of df : TM → TV with
the projection to the second factor of TV = V × V , which is just the previously
encountered tautological map, extended to arbitrary smooth maps.
Denote k = min{n, 2m}. For (q, u) ∈ TM , u 6= 0, define the subset Wq,u :=
{j2q f : rank(dq,uθ˜f ) < k} of the bundle of 2-jets J
2(M,V ). Note that Wq,u is a
finite union of locally closed submanifolds, each of codimension at least m+ 1. By
Thom’s transversality theorem [23, Theorem 4.9], each set {f ∈ C∞(M,V ) : j2f −⋔
Wq,u} is residual in C
∞(M,V ). Note that j2f(M) ⊂ J2(M,V ) is an m-dimensional
submanifold, and therefore j2f −⋔ Wq,u ⇐⇒ j
2f(M) ∩ Wq,u = ∅. Now choose
a dense sequence (qi, ui) ∈ TM \ 0. By [23, Lemma 3.3], any residual subset of
C∞(M,V ) is dense, and it follows that the intersection
W ′ :=W ∩
⋂
i≥1
{f ∈ C∞(M,V ) : j2f(M) ∩Wqi,ui = ∅}
is a dense residual subset of W . Finally, note that the set of directionally regular
points of any given immersion is open. Thus any f ∈ W ′ is directionally regular at
an open subset containing all (qi, ui), concluding the proof. 
5.2. When WWP fails. As before, in the following M ⊂ V is an immersed sub-
manifold, m = dimM and n = dimV . We first prove Theorem B, which is implied
by the following two statements.
Lemma 5.4. Consider the hemispherical transform H : C∞(Sm−1)→ C∞(Sm−1),
and let a : Sm−1 → Sm−1 be the antipodal map. Assume u, v ∈ Sm−1 and u ⊥ v.
Let U be any neighborhood of u. Then there is an odd function f ∈ C∞c (U ∪ aU)
such that H−1(f)(v) = 1.
Proof. Let f˜ be a smooth, odd, Stab(u) = SO(m− 1)-invariant function supported
in U ∪ aU with duf˜ 6= 0. Set g˜ = H
−1f˜ , which is clearly SO(m − 1)-invariant.
Note that the hypersphere u⊥ must lie entirely in the support of g˜, otherwise by
SO(m− 1)-invariance there is an open band around u⊥ where g˜ vanishes, but then
f˜ = Hg˜ must be constant in a neighborhood of u. We may then find a small rotation
R ∈ SO(m) such that Rf˜ is supported in U ∪ aU , and H−1(Rf˜)(v) = Rg˜(v) 6= 0. It
remains to set f = 1Rg˜(v)Rf˜ . 
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Proposition 5.5. Assume m = dimM ≥ 3, and θ : SM → Sn−1 has constant rank
r ≤ n − 2 near (p, u) ∈ SM . Assume moreover that Image(hp) 6= Image(hp(u, •)).
Then there is a neighborhood U ⊂M of p such that the coefficients A1στ at (p, u) are
not determined by F |U .
Proof. Since Image(hp) 6= Image(hp(u, •)), we can find e1 ∈ SpM , e1 ⊥ u with
hp(e1, e1) /∈ Image(hp(u, •)). Fix some e0 ∈ SpM such that e0 ⊥ e1, u. Then
A1στ (e0) =
1
2H
−1(∂φ|0F (u
′, φ, h11))(e0) with σ = {1}, τ = {2, . . . ,m−1} by eq. (12).
As θ has constant rank near (p, u), the same is by Lemma 5.1 true near (p,−u).
Hence there are open neighborhoods U ⊂ M of p and W ⊂ Sn−1 of u such
that Z := θ(SU) ∩ (W ∪ aW ) ⊂ Sn−1 is an embedded submanifold, and TuZ =
Tuθ(SpM) ⊕ Image(hp(u, •)). As h11 = hp(e1, e1) is transversal to Z at u, we see
that u′ 7→ ∂∂h11F (u
′), u′ ∈ SpM , can be perturbed arbitrarily in a small neigh-
borhood of {u,−u} ⊂ SpM by perturbing F , while keeping F |θ(SU) fixed and F
symmetric. Such a perturbation, if small enough, will not change the convexity of
F , but by Lemma 5.4, H−1(u′ 7→ ∂∂h11F (u
′))(e0) will not be determined by F |θ(SU).

Proof of Theorem B. By directional regularity, θ has constant rank in a neighbor-
hood of (p, u). Clearly, dim Image(hp(u, •)) ≤ m. Hence if dimO
2
pM > 2m, then
Image(hp) 6= Image(hp(u, •)). The statement follows now from Proposition 5.5 
When m+ 3 ≤ n ≤ 2m, WWP generically holds by Theorem A, but can fail for
particular submanifolds, as the following examples show.
Example 5.6. Consider a generic surface Σ2 ⊂ R5, which has dim ImagehΣq = 3 for
all q ∈ Σ, and dim ImagehΣq (v, •) = 2 for (q, v) in an open dense subset of SΣ. Now
takeM = Σ×R ⊂ R6. Writing u = (v, ξ) ∈ Tq,sM = TpM⊕R, we have hq,s(u1, u2) =
hΣq (v1, v2). Hence dim Imagehp = 3 everywhere, while dim Imagehp(u, •) = 2 for
(p, u) in an open and dense subset of SM . Fixing such (p, u), dθ has constant rank
4 in its neighborhood, and Proposition 5.5 shows that WWP fails. Note that by
taking M = Σ× Rk we can produce higher dimensional examples of codimension 3
for which WWP fails.
Example 5.7. For a less trivial example, let M4 ⊂ R8 be given by
M = {(x1, x2, x3, x4, x1x3, x1x4, x2x3, x2x4)},
which is nothing but the Segre´ embedding P2×P2 →֒ P8 in affine charts. The second
fundamental form can be represented in a certain frame of the normal bundle by
hx(u, v) = (u1v3 + u3v1, u1v4 + u4v1, u2v3 + u3v2, u2v4 + u4v2).
Hence dim Imagehx = 4 everywhere, while dim Imagehx(u, •) = 3 for generic u,
and so Proposition 5.5 can be applied to deduce that WWP fails for M . By taking
products with Rk we can promoteM to higher dimensional examples of codimension
4 for which WWP fails.
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5.3. When WWP holds. We now turn to the positive results. The weak Weyl
principle ultimately follows from the relationship between the derivatives of F along
the tangent and normal directions to the manifold.
Proposition 5.8. Assume Mm ⊂ V n, and θ : SM → Sn−1 is submersive in a dense
subset of (p, v) ∈ SM . Then the coefficients Akστ (p, u;F ) on SpM are determined by
(M,F |M ) for all k ≥ 0.
Proof. By assumption, we have Image(hp) = Image(hp(v, •)) = TpM
⊥ for (p, v) in a
dense subset D ⊂ SM . It suffices by Corollary 4.9 to show that for any u ∈ SpM ,
and any N ∈ TpM
⊥, ∂
kF
∂Nk
(u) is determined by F |θ(SM).
Assume first that (p, u) ∈ D. Then θ(SM) ⊂ Sn−1 contains a neighborhood
of u in Sn−1, concluding this case. For general (p, u) ∈ SM and N ∈ TpM
⊥, we
choose sequences D ∋ (pj , uj) → (p, u), TpjM
⊥ ∋ Nj → N , and obtain
∂kF
∂Nk
(u) =
limj→∞
∂kF
∂Nkj
(uj). 
Lemma 5.9. Assume Mm ⊂ V n, and Image(hp) = Image(hp(u, •)) in a dense
subset of (p, u) ∈ SM . Then the coefficients A1στ (p, u;F ) on SpM are determined
by (M,F |M ).
Proof. Consider first (p, u) in the given dense set D ⊂ SM . Then for any N ∈
Image(hp) we can find v ∈ TpM such that hp(u, v) = N . Choose a curve γ(t) with
γ(0) = p, γ′(0) = v, and let u(t) be the parallel transport of u along γ(t). It follows
that
∂F
∂N
(u) =
d
dt
∣∣∣∣
t=0
F (u(t)).
is determined by F |M . We conclude the proof by continuity as in Proposition 5.8. 
Lemma 5.10. Assume Mm ⊂ V n and n = m+2. If dim Imagehy = 1 in some open
neighborhood of p ∈ M , then either a neighborhood of p in M lies in a hyperplane,
or hp : TpM × TpM → Image(hp) is a symmetric form of rank one.
Proof. We may assume p = 0, and M is the graph of F = (f, g) : Rm → R2, with
∇f(0) = ∇g(0) = 0. Denote F (x) = (x, F (x)) : Rm → Rm+2, and for v ∈ Rm write
v = F ∗v|x = (v,
∂F
∂v
(x)) ∈ TF (x)M.
Observe that the vector fields
Nf = (∇f,−1, 0), Ng = (∇g, 0,−1)
span TF (x)M
⊥ for every x ∈ Rm.
If y = F (x) and u, v ∈ Rm, then
〈hy(u, v), Nf 〉 =
∂2f
∂u∂v
(x)
and
〈hy(u, v), Ng〉 =
∂2g
∂u∂v
(x).
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Writing hy(u, v) = a(u, v)Nf + b(u, v)Ng, we find
a(u, v) = D−1(|Ng|
2 ∂
2f
∂u∂v
− 〈Nf , Ng〉
∂2g
∂u∂v
)
b(u, v) = D−1(−〈Nf , Ng〉
∂2f
∂u∂v
+ |Nf |
2 ∂
2g
∂u∂v
),
where D = |Nf |
2|Ng|
2 − 〈Nf , Ng〉
2.
Thus dim Imagehy = 1 implies there exist smooth functions α˜, β˜ : U → R on a
neighborhood of 0 ∈ Rm, (α˜, β˜) 6= (0, 0), such that for all u, v ∈ Rm,
α˜a(u, v) + β˜b(u, v) = 0.
Plugging in the expressions for a, b we find that there exist smooth functions
α, β : U → R, (α, β) 6= (0, 0) such that
α(x)∇2f(x) + β(x)∇2g(x) = 0.
We may assume β(0) 6= 0, and so setting γ = −α/β we find
(24) ∇2g = γ∇2f.
If γ is constant near 0, it follows that g = γf near 0, so M locally lies in a
hyperplane. Otherwise, 0 ∈ supp(∇γ), and we choose a sequence Rm ∋ zk → 0
with ∇γ(zk) 6= 0. Given k, we can find Euclidean coordinates xi on R
m such that
∂2f
∂xi∂xj
(zk) = 0 for all i 6= j. By assumption, there is i = i(k) such that
∂γ
∂xi
(zk) 6= 0.
From (24) we find
∂γ
∂xi
∂2f
∂x2j
=
∂γ
∂xj
∂2f
∂xi∂xj
,
so that for all j 6= i we have ∂
2f
∂x2j
(zk) = 0. Thefefore rank∇f
2(zk) ≤ 1 for all k, and
consequently rank∇f2(0) ≤ 1. This readily implies that hp has rank at most one,
and since hp 6= 0 we conclude rankhp = 1.

We will also need a fact from linear algebra.
Lemma 5.11. Let h : Sym2(V )→ W be a linear map. If dim Imageh ≤ 2 ≤ dimV ,
then there exists an open and dense subset U ⊂ V , such that for every u ∈ U , the
map V →W , v 7→ h(u, v) is onto Imageh.
Proof. Let us first assume that dim Imageh = 1. The set of all u ∈ V such that
h(u, v) = 0 for all v ∈ V is a linear subspace of V . Since h 6= 0, this subspace must
be different from V . Its complement is therefore open and dense.
Let us assume now that dim Imageh = 2. Note that without loss of generality
we may assume that h is surjective, that is dimW = 2. Choose a basis w1, w2
of W . With respect to this basis write h = (h1, h2). For every u ∈ V we have
h1(u, •), h2(u, •) ∈ V ∗. Let Z be the set of all u ∈ V such that the functionals
h1(u, •), h2(u, •) ∈ V ∗ are linearly dependent. Clearly Z is the zero set of a system
of polynomial equations on V . Let U be its complement. Then either U = ∅, or U
is open and dense. In the latter case we are done.
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Otherwise, h1(u, •), h2(u, •) ∈ V ∗ are linearly dependent for every u ∈ V . This
implies that for every u ∈ V there exists a non-zero λ(u) ∈ W ∗ such that h(u, v) ∈
kerλ(u) for every v ∈ V .
Let v1, v2 ∈ V . If h(v1, v2) = 0, then since {h(v1 + v2, u) : u ∈ V } is contained
in the line Ker(λ(v1 + v2)), we have in particular that h(v1 + v2, v1) = h(v1, v1),
h(v1 + v2, v2) = h(v2, v2) are proportional. If h(v1, v2) 6= 0, then since h(v1, v2) =
h(v2, v1), we must have kerλ(v1) = kerλ(v2), hence h(v1, v1) and h(v2, v2) must
again be proportional. We conclude that dim Image h = 1, in contradiction.

Proof of Theorem A. Recall that by Proposition 2.7, we only need to consider
µF1 . Let us show that all A
k
στ (p, u) are determined by the restriction of F to a
neighborhood of p in M .
Assume first n = m+1, and consider p ∈M . If hp = 0 then ∂
kF/∂hp(v1, v2)
k = 0
for all k ≥ 1 and v1, v2 ∈ TpM , and we conclude using Corollary 4.9. If hp 6= 0,
it holds by Lemma 5.11 that Imagehp(u, •) = Imagehp = TpM
⊥ in a dense set of
(p, u) ∈ SM near p. Proposition 5.8 now concludes this case.
Assume now n = m + 2, and fix p ∈ M . If hp = 0, we conclude as in the
previous case. If hp 6= 0, then by the lower semicontinuity of dim Imagehx either
dim Imagehx = 1 in a neighborhood of p, or p is a limit point of {x ∈M : Imagehx =
TxM
⊥}. Hence by Lemma 5.10, one of the following three must hold:
(1) p is a limit point ofW := {x ∈M : a neighborhood of x lies in a hyperplane}.
(2) For every x ∈ M in a neighborhood of p, it holds that dim Image(hx) = 1,
and for any N ∈ TxM
⊥ we have rank〈hx, N〉 ≤ 1.
(3) p is a limit point of {x ∈M : Imagehx = TxM
⊥}.
In the first case, we use the previously considered hypersurface case and the linear
Weyl principle to conclude that for some neighborhood U of p, Akστ is determined
in U ∩W by the restriction of F to U , and by continuity it is also determined at
p. In the second case it follows from (8) that Akστ (u) = 0 for u ∈ SpM and k ≥ 2.
Recall also that A0(u) is intrinsically determined by Corollary 4.4. By Lemma 5.11,
it holds in a dense set of (x, u) in SM near p that Imagehx = Imagehx(u, •); hence
by Lemma 5.9 all coefficients A1στ (u) are intrinsically defined, concluding the proof
in this case. In the last case, we conclude with Lemma 5.11 and Proposition 5.8.
Finally for m + 3 ≤ n ≤ 2m, the statement follows from Proposition 5.8 and
Lemma 5.3. 
6. Concluding remarks and open problems
One remaining open question is whether the full Weyl principle holds in codimen-
sions one and two, namely whether the restriction of the Holmes-Thompson intrinsic
volumes is independent of the isometric immersion M # V . While at first glance
it appears unlikely due to the appearance of the second fundamental form in (8),
rigidity phenomena might have the final say in this matter.
For instance, Weyl’s theorem for generic Riemannian manifolds of dimension at
least three that are embedded as hypersurfaces in Rn is trivial, since in this case
the first fundamental form determines the second fundamental form up to sign, see
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[36]. Assuming a similar phenomenon occurs in the Finsler setting, the validity
of the full Weyl principle appears plausible in light of the weak Weyl principle for
hypersurfaces. In codimension two no such rigidity takes place in the Riemannian
setting, and consequently we conjecture that the full Weyl principle fails in the
Finslerian setting in codimension two.
In addition, it remains unknown form+3 ≤ n ≤ 2m whether the set of immersions
Mm # V n for which WWP holds contains in fact a dense open set, rather than
merely a residual set, as established in Theorem A.
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