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Figure 1: (a) A sequence of positions chosen by TC[1](ϕ) and (b) a “tree” of positions
chosen by BTC(Φ).
1. Introduction
In [BM92] monadic second order logic (MSO) for strings is characterized by the exten-
sion of first-order (FO) logic with unary transitive closure (FO+TC[1]). In [BGMZ10,
Thm.10] weighted restricted MSO for strings is characterized by the application of
a (progressing) unary transitive closure operator to step formulas over FO formulas
extended by modulo counting. For trees such a characterization of MSO in terms of
transitive closure existed neither for the weighted nor for the unweighted case. In
[tCS08] it was proved that MSO on trees is strictly more powerful than FO + TC[1].
Moreover, MSO is strictly less powerful than
⋃
k≥1 FO+TC
[k] where TC[k] denotes the
transitive closure of some binary relation over the set of k-tuples of positions in trees
[TK09]; even FO + TC[2] contains a tree language which is not definable in MSO (cf.
[TK09, Prop. 4]). This raises the following question: is there a version of transitive
closure for trees which characterizes MSO in the unweighted and the weighted case?
In this paper we define the concept of branching transitive closure for trees (BTC)
and we characterize MSO on trees by BTC applied to FO extended by modulo count-
ing. Let us informally explain the concept of BTC by first recalling how TC[1] works.
The operator TC[1] is applied to a formula ϕ(x, y) with two free variables x and y, called
input and output variable, respectively. Then TC[1](ϕ) is interpreted as the transitive
closure of the binary relation induced by ϕ. If TC[1](ϕ) is interpreted on a tree, then
a sequence of positions is chosen; these positions might be thought of as intermediate
points of a tree-walk (cf. Fig. 1(a)). Contrary to TC[1], the operator BTC is applied to
a finite family Φ = (ϕk(x, y1, . . . , yk) | 0 ≤ k ≤ m) of formulas where ϕk(x, y1, . . . , yk)
has the free input variable x and the free output variables y1, . . . , yk. Then BTC(Φ) is
interpreted on a tree as follows (cf. Fig. 1(b)). The interpretation starts by choosing
an arbitrary position v as assignment for x. Then, the operator chooses a number l
of positions which it will visit (in Fig. 1(b) l = 12); v is one of these positions. Next
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the operator chooses a branching degree k and thereby the formula ϕk(x, y1, . . . , yk).
To each yi it assigns a position vi; in particular, the vi are in a certain sense “below”
v such that the application of ϕk ensures a progress down the tree. Before calling
itself on vi, the operator chooses a distribution of l − 1 to its k recursive calls, i.e.,
it chooses a sequence l1, . . . , lk of numbers such that l − 1 = l1 + . . . + lk and li is
the number of all positions which are visited in the ith recursive call (including vi).
Thereafter the operator splits into k copies and, for each 1 ≤ i ≤ k, one copy visits
position vi. This process is iterated where the output positions of an iteration step
become the input positions for the next step. Finally, the formula ϕ0(x) has to be
chosen which finishes the iteration. Figure 1(b) shows a protocol of this interpretation
of BTC(Φ) which we will call unfolding. Hence, BTC(Φ) reflects in a natural way the
branching structure of trees. The tree satisfies this unfolding if ϕk(v, v1, ..., vk) holds
for every chosen formula and assigment belonging to the formula. Moreover, the tree
satisfies BTC(Φ) if it satisfies at least one of its unfoldings. For a class L of formulas,
we denote by BTC(L) the class of all formulas of the form BTC(Φ) and Φ is a family
of progressing formulas in L.
In this paper we characterize MSO by BTC(FO+mod) where FO+mod is a class of
FO formulas extended by modulo counting (similar to [BGMZ10]). Let us explain how
an arbitrary MSO formula is transformed into formulas of BTC(FO+mod). For this
we represent the MSO formula by a finite state tree automaton A [TW68, Don70].
Then we use the idea of [Tho82] of splitting the given input tree into slices, where
the number n of states completely determines the shape and the number of the slices.
However, due to the branching inherent in trees, the appropriate definition of a slice
was a technical challenge (cf. Section 5.1). For instance, in Fig. 2, for n = 3 the input
tree ξ is splitted into the shown slices ζ1, . . . , ζ6.
The state behaviour of A on ξ induces a state behaviour on the slices of ξ. Then,
due to the idea invented in [Tho82], the state in which the evaluation of a slice starts
can be represented by a position of this slice. The retrieval of the state from a position
uses the modulo counting technique. The state behaviour on the slices is handled
by assigning the representing positions to the free variables of the instances of the
ϕk-formulas.
To understand the idea, let us consider Fig. 2. Let us assume that A has the state
set {0, 1, 2} and that the evaluation of the slices ζ1, . . . , ζ6 are started in states 0, 1, 1,
2, 0, and 1, respectively. Then, e.g., the state 0 in the slice ζ1 is represented by position
ε, the state 1 in ζ2 by 2111, and the state 2 in ζ4 by 32111. Hence, the state behaviour
on ζ1 is handled by ϕ2(x, y1, y2) under the assignment x 7→ ε, y1 7→ 2111, y2 7→ 32111.
For the other inclusion BTC(FO+mod) ⊆ MSO we simulate every formula BTC(Φ)
by a particular MSO-formula of the form ∃X.∀x.θ(X,x) where θ(X,x) ∈ L and ∃X is
the only second-order quantification (as it was done in [BGMZ10] for strings).
In fact, we prove our characterization result in a more general setting, viz. for
weighted MSO logics over semirings [DG05, DG07, DG09]. There, the expression
ξ |= ϕ does not have a Boolean value, indicating whether ξ is a model of ϕ or not;
rather, this expression takes a value in some given semiring [Gol99]. The progress down
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Figure 2: An example of slices, representation of states by positions, and formulas
which handle the state behaviour of A.
the tree guarantees that no infinite summations occur in the definition of the semantics
of the operator BTC. If the Boolean semiring (with disjunction and conjunction) is
employed, then the classical, unweighted case is reobtained. If the semiring of natural
numbers is employed, then ξ |= ϕ can be understood as the number of proofs for the
claim that ξ is a model of ϕ assuming that atomic formulas have the weight 1 (cf.
Example II of [DG09] where the reader can find more motivating examples). The
investigation of many-valued logics has a long tradition. Already  Lukasiewicz [ Luk20]
and Post [Pos21] investigated logics with different degrees of certainty; Birkhoff and
von Neumann [BvN36] introduced quantum logics with values in orthomodular lattices
as logics of quantum mechanics. In the spirit of [DG09], MSO over arbitrary bounded
lattices were considered in [DV12].
For the proof of our main results, we represent a weighted MSO formula by a
weighted tree automaton. This is possible because weighted MSO logics over (com-
mutative) semirings is equivalent to weighted tree automata [DV06]. Weighted string
automata and weighted tree automata have a rich theory [Eil74, SS78, Wec78, BR82,
KS86, Sak09, DKV09] and they are applied in different areas, like modelling and anal-
ysis of weighted distributed systems [FKM09], digital image compression [AK09], and
natural language processing [Moh09, KM09].
In our main result (Theorem 4.1) we generalize [BGMZ10, Thm. 10] to recognizable
weighted tree languages, but only for commutative semirings. We prove that the
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expressive powers of recognizability and of the logics
(i) weighted RMSO (ii) BTC(Lstep), (iii) ∃∀(Lstep),
are equivalent, where
• RMSO stands for restricted MSO,
• Lstep is the logic which contains all L-step formulas (cf. [BGMZ10, Equ. (1)])
where L ∈ {BFO+mod,BMSO} and BFO and BMSO are the Boolean fragments
of FO and MSO, resp., and mod allows modulo counting, and
• ∃∀(Lstep) is the logic which contains all formulas of the form ∃X.∀y.ϕ where
ϕ ∈ Lstep.
The handling of the weights is done in the same way as in [BGMZ10], from which
we borrow several notations and notions; also we follow their lines of argumentation.
However, the switch from strings to trees created two technical difficulties: (1) the
appropriate splitting of an input tree into slices and (2) the unique representation of
states in a slice in order to avoid counting a state behaviour too often. We employed
the BFO-formulas form-cut and on-lmp, respectively, for handling these difficulties (cf.
Section 5.2). Moreover, we use [Mal06, Prop. 18] (cf. Lemma 5.4) for the fact that
the state-value behaviour of a weighted tree automaton on an input tree ξ induces a
state-value behaviour on the slices of ξ. This needs the commutativity of the semiring
multiplication.
In Section 2 we recall general notations on trees, the definitions of weighted tree
automata and (fragments of) weighted MSO. In Section 3 we introduce our branching
transitive closure operator and illustrate it by means of an example. Section 4 shows
the main result of this paper (cf. Theorem 4.1); its proof uses results which are proved
in Sections 5, 6, and 7. We conclude in Section 8 by indicating some open problems.
We will use a number of macros in weighted MSO, and we introduce them at the
places where they are needed first time. For the convenience of the reader we have
collected all the macros in an appendix.
We have tried to make the paper self-contained concerning the formal definitions.
This implies that the preliminaries contain the list of all the logics used in this paper.
The experienced reader can skip this subsection upon first reading and consult if
necessary.
2. Preliminaries
2.1. General Notation
Let N denote the set {0, 1, 2, . . .} of natural numbers; let N+ = N\{0}. The cardinality
of a set A is denoted by |A|. Frequently we abbreviate a tuple (a1, . . . , ak) ∈ Ak by
a1 . . . ak. Note that A
0 = {( )}, and we abbreviate ( ) by ε.
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An alphabet is a non-empty and finite set ∆. The set of strings over ∆ is denoted
by ∆∗. The empty string is denoted by ε and the length of w ∈ ∆∗ is denoted by |w|.
2.2. Trees
We use the usual notions and notations concerning trees, cf., e.g., [FV09]. For a ranked
alphabet Σ we denote by Σ(k) the set of symbols of Σ having rank k and by maxrk(Σ)
the maximal rank of symbols in Σ. The set of Σ-trees indexed by some set A is denoted
by TΣ(A). In case A = ∅ we write TΣ for TΣ(A). Given a tree ξ ∈ TΣ(A), we denote
the set of its positions by pos(ξ) ⊆ N∗+ (using the usual Gorn-notation). The usual
prefix ordering on pos(ξ) is denoted by ≤. We abbreviate a sequence v1, . . . , vk of
positions by v1,k. For every ξ ∈ TΣ(A) and w ∈ pos(ξ), we denote the label of ξ at w
by ξ(w) and the subtree of ξ at w by ξ|w. For any set B ⊆ A∪Σ, we denote by posB(ξ)
the set {w ∈ pos(ξ) | ξ(w) ∈ B}. If, additionally, ζ ∈ TΣ(A), then ξ[ζ]w denotes the
tree obtained from ξ by replacing the subtree at w by ζ.
If A is finite, then we can define the ranked alphabet (Σ ∪ A, rk) by rk(a) = 0 for
every a ∈ A and rk(σ) = rkΣ(σ) for every σ ∈ Σ.
We define the height height(ξ) and the size size(ξ) of a tree ξ ∈ TΣ(A) recursively as
follows. For every α ∈ A ∪ Σ(0), let height(α) = 0 and size(α) = 1, and for every σ ∈
Σ(k) with k ≥ 1 and ξ1, . . . , ξk ∈ TΣ, let height(σ(ξ1, . . . , ξk)) = 1 + max{height(ξi) |
1 ≤ i ≤ k} and size(σ(ξ1, . . . , ξk)) = 1 +
∑k
i=1 size(ξi). In fact, size(ξ) = |pos(ξ)| for
every ξ ∈ TΣ.
A ranked alphabet Σ is monadic if Σ = Σ(1) ∪ Σ(0) and Σ(0) = {e} is a singleton.
For such a Σ there is an obvious bijection from TΣ to (Σ
(1))∗ which transforms monadic
trees into strings.
2.3. Weighted Tree Languages and Weighted Tree Automata
A commutative semiring is an algebra (S,+, ·, 0, 1) where (S,+, 0) and (S, ·, 1) are
commutative monoids, · distributes over +, and 0 is absorbing with respect to ·. As
usual, we abbreviate (S,+, ·, 0, 1) by S.
In this paper, S will always denote an arbitrary commutative semiring.
For more details on semirings we refer the reader to [HW98, Gol99]. A weighted tree
language is a mapping r : TΣ → S for some ranked alphabet Σ. In particular, for every
tree language L ⊆ TΣ, we denote by 1L the weighted tree language 1L : TΣ → S with
1L(ξ) = 1 for every ξ ∈ L, and 0 otherwise. We call 1L the characteristic weighted tree
language of L. A recognizable step function [DG05, DG07, DG09] is a weighted tree
language r : TΣ → S such that there are n ≥ 0, recognizable tree languages L1, . . . , Ln
over Σ [GS84, GS97], and coefficients a1, . . . , an in S such that r =
∑n
i=1 ai · 1Li .
We recall the concepts of weighted tree automata from [FV09]. A weighted tree
automaton over S (wta) is a tuple A = (Q,Σ, δ, F ) where Q is a finite, nonempty set
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(of states), Σ is a ranked alphabet (of input symbols), F ⊆ Q is a set of final states,
and δ is a family (δk | k ∈ N) of weighted transitions with δk : Qk × Σ(k) ×Q→ S for
every k ∈ N.
Let k ∈ N. We define Zk = {z1, . . . , zk} (hence Z0 = ∅) and, for every q1, . . . , qk ∈ Q,
we define the mapping hq1...qk : TΣ(Zk) → SQ recursively as follows. For every q ∈ Q
and
• for every zi ∈ Zk we have hq1...qk(zi)q = 1 if q = qi, and 0 otherwise, and
• for every σ ∈ Σ(l) with l ≥ 0 and ξ1, . . . , ξl ∈ TΣ(Zk) we have
hq1...qk(σ(ξ1, . . . , ξl))q =
∑
p1...pl∈Ql
δl(p1 . . . pl, σ, q) ·
k∏
i=1
hq1...qk(ξi)pi .
We abbreviate hε by h. The weighted tree language recognized by A, denoted also
by A, is the mapping rA : TΣ → S defined for every ξ ∈ TΣ by
rA(ξ) =
∑
q∈F
h(ξ)q .
A weighted tree language r : TΣ → S is recognizable if there exists a wta A such that
rA = r.
We note that a wta over a monadic ranked alphabet of input symbols is equivalent
to an initial state normalized weighted automaton (as, e.g., used in [BGMZ10]). For
a more detailed discussion about this special case we refer to [FV09, p.324].
We call a wta A = (Q,Σ, δ, F ) final state normalized if |F | = 1.
Lemma 2.1 [FV09, Thm.3.6] For every wta there is an equivalent wta which is final
state normalized.
2.4. Weighted Logics
The Weighted MSO-Logic: Here we recall the weighted MSO-logic on trees which
we will use in this paper. This weighted logic has its origin in [DG05, DG07, DG09]
where it was defined for strings. It has been extended to trees in [DV06, FV09, DV10].
We present it in the form of [BGMZ10].
As usual in MSO-logic, we use first-order variables, like x, x1, x2, . . . , y, z and second-
order variables, like X,X1, X2, . . . , Y, Z.
We define the set of weighted MSO-logic formulas over Σ and S, denoted by
MSO(Σ, S) (or shortly: MSO), to be the set of formulas generated by the following
EBNF with nonterminal ϕ:
ϕ ::= a | labelσ(x) | edgei(x, y) | x ≤ y | x ∈ X |
¬ϕ | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∀x.ϕ | ∃X.ϕ | ∀X.ϕ,
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where a ∈ S, x, y are first-order variables, σ ∈ Σ, 1 ≤ i ≤ maxrk(Σ), and X is a
second-order variable. We will abbreviate a sequence ∃x1 . . . ∃xk of quantifications by
∃x1,k. The set of free variables of a formula ϕ is denoted by Free(ϕ). The formula
ϕ is called sentence if Free(ϕ) = ∅. Often we indicate the free variables of a formula
explicitly. For instance, if a formula ϕ has the free variables x, y, and z, then we
denote this fact by ϕ(x, y, z). If x1, . . . , xk are the free variables of some formula ψ,
then we write ψ(x1,k), and accordingly for other sequences of variables.
As usual in logics, we deal with free variables of a formula by means of variable
assignments. In the following we collect the most important notations and refer the
reader to [DG05, DG07, DG09, DV06, FV09, DV10, BGMZ10] for details.
Let ξ ∈ TΣ. For a finite set V of first-order and second-order variables we denote a
V-assignment for ξ by ρ. For any position w ∈ pos(ξ) and set W ⊆ pos(ξ), we denote
the x- and X-update of ρ by ρ[x 7→ w] and ρ[X 7→W ], respectively.
In the usual way, we can encode a pair (ξ, ρ), where ρ is a V-assignment for ξ, as
a tree ζ over the ranked alphabet ΣV with Σ
(k)
V = Σ
(k) × P(V) for every k ∈ N. A
tree ζ ∈ TΣV is called valid if for every first-order variable x ∈ V there is a unique
w ∈ pos(ζ) such that x occurs in the second component of ζ(w). We denote the set of
all valid trees in TΣV by T
v
ΣV .
Let ϕ ∈ MSO and V be a finite set of variables containing Free(ϕ). The semantics
of ϕ is the weighted tree language [[ϕ]]V : TΣV → S defined as follows. If ζ ∈ TΣV is
not valid, then we put [[ϕ]]V(ζ) = 0. Otherwise, we define [[ϕ]]V(ζ) ∈ S inductively as
follows where (ξ, ρ) corresponds to ζ.
[[a]]V(ζ) = a [[ϕ ∨ ψ]]V(ζ) = [[ϕ]]V(ζ) + [[ψ]]V(ζ)
[[labelσ(x)]]V(ζ) =
{
1 if ξ(ρ(x)) = σ,
0 otherwise
[[ϕ ∧ ψ]]V(ζ) = [[ϕ]]V(ζ) · [[ψ]]V(ζ)
[[edgei(x, y)]]V(ζ) =
{
1 if ρ(y) = ρ(x).i,
0 otherwise
[[∃x.ϕ]]V(ζ) = ∑
w∈pos(ζ)
[[ϕ]]V∪{x}(ζ[x 7→ w])
[[x ≤ y]]V(ζ) =
{
1 if ρ(x) ≤ ρ(y)
0 otherwise
[[∃X.ϕ]]V(ζ) = ∑
I⊆pos(ζ)
[[ϕ]]V∪{X}(ζ[X 7→ I])
[[x ∈ X]]V(ζ) =
{
1 if ρ(x) ∈ ρ(X),
0 otherwise
[[∀x.ϕ]]V(ζ) = ∏
w∈pos(ζ)
[[ϕ]]V∪{x}(ζ[x 7→ w])
[[¬ϕ]]V(ζ) =
{
1 if [[ϕ]]V(ζ) = 0,
0 otherwise
[[∀X.ϕ]]V(ζ) = ∏
I⊆pos(ζ)
[[ϕ]]V∪{X}(ζ[X 7→ I])
The order of the factors in the product over pos(ζ) is arbitrary because S is a com-
mutative semiring. Let ϕ be a formula with free variables x1, . . . , xn, ξ ∈ TΣ, and ρ
a Free(ϕ)-assignment for ξ such that ρ(xi) = ui for 1 ≤ i ≤ n. Then we denote the
semiring element [[ϕ]](ζ) by [[ϕ]](ξ, u1, . . . , un), where ζ = (ξ, ρ).
We abbreviate [[ϕ]]Free(ϕ) by [[ϕ]]. We say that two formulas ϕ and ψ with the same
set of free variables are equivalent, and write ϕ ≡ ψ, if [[ϕ]] = [[ψ]]. For any L ⊆ MSO,
a weighted tree language r : TΣ → S is called L-definable if there is a sentence ϕ ∈ L
such that r = [[ϕ]].
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A formula ϕ is called Boolean-valued if {[[ϕ]]V(ζ) | ζ ∈ TΣV} ⊆ {0, 1} for every
V containing Free(ϕ). If [[ϕ]](ξ, u1, . . . , un) = 1 for some ξ ∈ TΣ, and u1, . . . , un ∈
pos(ξ), then we abbreviate this fact by writing that “ϕξ(u1, . . . , un) holds” or “we
have ϕξ(u1, . . . , un)” or just “ϕ
ξ(u1, . . . , un)”.
For every ϕ,ψ ∈ MSO, we define the macro ϕ +→ ψ := ¬ϕ∨ (ϕ∧ψ). Then, for every
V containing Free(ϕ) ∪ Free(ψ) and ζ ∈ TΣV , we have [[ϕ +→ ψ]]V(ζ) = 0 if ζ is not
valid. If ζ is valid and ϕ is Boolean-valued, then we have that
[[ϕ
+→ ψ]](ζ) =
{
[[ψ]](ζ) if [[ϕ]](ζ) = 1
1 if [[ϕ]](ζ) = 0 .
Clearly, if ϕ and ψ are Boolean-valued, then ϕ
+→ ψ is Boolean-valued.
The Boolean Fragment BMSO: Next we define the Boolean fragment of MSO ac-
cording to [BGMZ10]. The Boolean fragment of MSO, denoted by BMSO, is the set
of all formulas generated by the EBNF
ϕ ::= 0 | 1 | labelσ(x) | edgei(x, y) | x ≤ y | x ∈ X | ¬ϕ | ϕ ∧ ϕ | ∀x.ϕ | ∀X.ϕ .
Clearly, every ϕ ∈ BMSO is Boolean-valued.
In BMSO we define the following macros: for every ϕ,ψ ∈ BMSO we let
ϕ∨ψ := ¬(¬ϕ ∧ ¬ψ),∃x.ϕ := ¬∀x.¬ϕ, and ∃X.ϕ := ¬∀X.¬ϕ.
Note that ϕ
+→ ψ ≡ ¬ϕ∨(ϕ ∧ ψ).
Observation 2.2 The semantics of any BMSO-formula has the form 1L where L is
a recognizable tree language.
Proof Let ϕ be a BMSO-formula. Then ϕ can be considered as a classical (un-
weighted) MSO-formula for trees. If ϕ does not contain the atomic formula (x ≤ y),
then we obtain the result directly from Lemma 3.3(1) of [DV06].
Now let ϕ = (x ≤ y). Then it is easy to construct a wta which checks the validity
of the input tree; moreover, it checks whether the position labeled by x is a prefix of
the y-labeled position. It can perform the latter task by switching into an alert state
while reading the y-labeled position, propagating the alert state, and switching to the
final state while reading the x-labeled position. 
L-step Formulas: Let L ⊆ BMSO be closed under ∧ and ¬. According to [BGMZ10],
the set of L-step formulas, denoted by Lstep, is the set of all MSO-formulas generated
by the EBNF
ϕ ::= a | α | ¬ϕ | ϕ ∨ ϕ | ϕ ∧ ϕ with a ∈ S and α ∈ L .
We will use the following technical result.
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Lemma 2.3 For every L-step formula ϕ, there are k ∈ N+, a1, . . . , ak ∈ S, and
ϕ1, . . . , ϕk ∈ L such that ϕ ≡
∨
1≤i≤k(ai ∧ ϕi). In particular, the semantics of ϕ is a
recognizable step function.
Proof The first statement can be proved by an easy adaptation of [BGMZ10, Lm.
3]. The second statement follows from the first one, the definition of the semantics of
MSO-formulas, and Observation 2.2. 
∃∀(L)-Formulas: Let L ⊆ MSO. The fragment ∃∀(L) consists of all MSO-formulas
of the form
∃X.∀x.θ(X,x),
where θ(X,x) ∈ L and θ has the free variables X and x. A weighted tree language
r : TΣ → S is ∃∀(L)-definable if there is a formula θ(X,x) ∈ L such that for every
ξ ∈ TΣ
r(ξ) = [[∃X.∀x.θ(X,x)]](ξ) .
The Fragment RMSO: We define the fragment RMSO of restricted MSO in the spirit
of [Gas10, BGMZ10].
Formally, the fragment RMSO is the set of all weighted restricted MSO-formulas
generated by the EBNF:
ϕ ::= a | labelσ(x) | edgei(x, y) | x ≤ y | x ∈ X |
¬ψ | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∀x.ψ | ∃X.ϕ | ∀X.χ,
where ψ is a BMSO-step formula and χ is a BMSO-formula.
The Fragments of First-Order Logic FO and BFO: Another fragment of MSO is
the set of weighted first-order formulas over Σ and S, denoted by FO, which is the set
of all formulas generated by the EBNF
ϕ ::= a | labelσ(x) | edgei(x, y) | x ≤ y | x ∈ X | ¬ϕ | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∀x.ϕ .
Note that second-order variables may occur (as free variables).
The fragment BFO is defined to be the intersection BMSO ∩ FO. That is, BFO is
the set of all formulas generated by the EBNF
ϕ ::= 0 | 1 | labelσ(x) | edgei(x, y) | x ≤ y | x ∈ X | ¬ϕ | ϕ ∧ ϕ | ∀x.ϕ .
The Fragment using Modulo Constraints BFO+mod: Let n ∈ N+ and m ∈ N such
that 0 ≤ m < n. We introduce the macro |x| ≡n m with x as the only free variable,
and its intended meaning is as follows. For every tree ξ ∈ TΣ and v ∈ pos(ξ) we have
[[|x| ≡n m]](ξ, v) =
{
1 if |v| ≡ m ( mod n)
0 otherwise,
(1)
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We define |x| ≡n m by the following BMSO-formula:
(|x| ≡n m) :=
∀X.
((
(x ∈ X) ∧
(
∀y.((y ∈ X) ∧ (|y| > n)) +→ (y/n ∈ X)
))
+→ (m ∈ |X|)
)
where we use the following macros. For every n ∈ N, let
• (|y| > n) := ∃x. (x ≤n+1 y),
• x ≤n y :=
∨
w∈{1,...,maxrk(Σ)}nx ≤w y,
• x ≤w y := ∃y0,n.(x = y0) ∧ form-pathw(y0,n) ∧ (yn = y)
for every w = w1 . . . wn ∈ N∗ with wi ∈ N,
• (x = y) := (x ≤ y) ∧ (y ≤ x),
• form-pathw(y0,n) :=
∧
1≤i≤n
edgewi(yi−1, yi),
(y0, . . . , yn form a path via w1 . . . wn).
• (y/n ∈ X) := ∃x. (x ∈ X) ∧ (x ≤n y),
• edge(x, y) := ∨
1≤i≤maxrk(Σ)edgei(x, y),
• root(x) := ∀y.¬ edge(y, x),
• (m ∈ |X|) := ∃x, y. root(x) ∧ (x ≤m y) ∧ (y ∈ X) .
It is easy to see that (1) holds.
Let us denote by BFO+mod the fragment of BMSO which we obtain by adding the
formula |x| ≡n m for every n ∈ N+ and m ∈ N to the list of the alternatives defining
the fragment BFO.
3. Branching Transitive Closure
In this section we introduce our branching transitive closure operator BTC, and we
define its application BTC(Φ) where Φ is a finite family of formulas of the form
ϕk(x, y1, . . . , yk) with one free input variable x and k free output variables y1, . . . , yk.
We require that the formulas of Φ satisfy a certain progress which is determined by a
natural number n ∈ N+.
The progress is defined in terms of base positions. For every ξ ∈ TΣ and position
v ∈ pos(ξ) there is a uniquely determined prefix u of v such that |u| = i · n for some
i ∈ N and 0 ≤ |v| − |u| < n. We call this u the base position of v and denote it by 〈v〉.
Then, intuitively, positions u and u1,k constitute a progress if (a) for every 1 ≤ i ≤ k,
the base positions 〈u〉 and 〈ui〉 have distance n and (b) 〈u1〉, . . . , 〈uk〉 are siblings
ordered from left to right (cf. Figure 3 for k = 2). Formally, we define the n-progress
formula ψk(x, y1,k) for every k ∈ N as follows:
ψk(x, y1,k) := ∃z, z1,k.(z = 〈x〉n) ∧
∧
1≤i≤k(zi = 〈yi〉n)
∧∧1≤i≤k(z ≤n zi) ∧∧1≤i≤k−1 sibln(zi, zi+1),
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Figure 3: Illustration of a progress for k = 2.
where
• (y = 〈x〉n) :=
∧
0≤q<n
(
(|x| ≡n q) +→ (y ≤q x)
)
• sibln(x, y) := ∃x′, y′.
(
sibl(x′, y′) ∧∨
1≤l≤n−1((x
′ ≤l x) ∧ (y′ ≤l y))
)
• sibl(x, y) := ∃z.∨
1≤i<j≤maxrk(Σ)edgei(z, x) ∧ edgej(z, y)
(x is a younger sibling of y).
We note that ψk(x, y1,k) is in BFO+mod and it is irreflexive in the following sense.
Since n ≥ 1 we have that for every ξ ∈ TΣ and v, v1,k ∈ pos(ξ): if ψξk(v, v1,k) holds,
then |v| < |vi| for every 1 ≤ i ≤ k. Note that, in general, v is not a prefix of vi.
Finally, we note that ψξk(v, v1,k) implies that ψ
ξ
1(v, vi) for every 1 ≤ i ≤ k.
Let L ⊆ MSO, m ∈ N and n ∈ N+. An m-family of formulas in L is a family
Φ = (ϕk(x, y1,k) | 0 ≤ k ≤ m),
where ϕk(x, y1,k) ∈ L for every 0 ≤ k ≤ m. Moreover Φ is n-progressing if for every
0 ≤ k ≤ m, tree ξ ∈ TΣ, and v, v1, ..., vk ∈ pos(ξ):
[[ϕk(x, y1,k)]](ξ, v, v1,k) 6= 0 implies ψξk(v, v1,k) . (2)
In particular, Ψ = (ψk(x, y1,k) | 0 ≤ k ≤ m) is an m-family of n-progressing formulas
in BFO+mod.
For the definition of our BTC operator, we need a source of infinitely many fresh
first-order variables. Therefore we specify a first-order variable xw for every w ∈ N∗+
such that w 6= w′ implies xw 6= xw′ . For every w ∈ N∗+ and k ∈ N+, we abbreviate the
sequence xw1, . . . , xwk by xw1,k. For k = 0 we define xw1,k to be the empty sequence.
Now let Φ be an m-family of n-progressing formulas in L and w ∈ N∗+. We define
the family (BTClw(Φ) | l ≥ 1) of MSO-formulas by induction as follows:
(i) BTC1w(Φ) = ϕ0(xw)
(ii) BTCl+1w (Φ) =
∨
1≤k≤m
∃xw1,k. ϕk(xw, xw1,k) ∧
∨
l1,...,lk∈N+
l1+...+lk=l
∧
1≤i≤k
BTCliwi(Φ) .
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Notice that ϕk(xw, xw1,k) abbreviates the formula ϕk(x/xw, y1/xw1, . . . , yk/xwk) ob-
tained by variable substitution. Moreover, xw is the only free variable of BTC
l
w(Φ).
For instance, consider the family Φ = (ϕ0(x), ϕ1(x, y1), ϕ2(x, y1, y2)). Then we have
BTC4ε(Φ) =
(
∃x1. ϕ1(xε, x1) ∧ [(∃x11.ϕ1(x1, x11) ∧ ∃x111.ϕ1(x11, x111) ∧ ϕ0(x111))
∨ (∃x11, x12.ϕ2(x1, x11, x12) ∧ ϕ0(x11) ∧ ϕ0(x12))]
)
∨
(
∃x1, x2.ϕ2(xε, x1, x2) ∧ [(∃x11.ϕ1(x1, x11) ∧ ϕ0(x11) ∧ ϕ0(x2))
∨ (ϕ0(x1) ∧ ∃x21.ϕ1(x1, x21) ∧ ϕ0(x21))]
)
The branching transitive closure of Φ is just the expression BTC(Φ). The semantics
of BTC(Φ), denoted by [[BTC(Φ)]], is the mapping defined for every ξ ∈ TΣ and
v ∈ pos(ξ) by
[[BTC(Φ)]](ξ, v) = [[
∨
1≤l≤size(ξ)
BTClε(Φ)]](ξ, v).
We note that it suffices to let l range over the finite set {1, . . . , size(ξ)}, because the
progress formula ψk(x, y1,k) is irreflexive and implication (2) holds. Hence we have
[[BTClε(Φ)]](ξ, v) = 0 for every ξ ∈ TΣ and v ∈ pos(ξ), provided that l > size(ξ).
Moreover, we define BTC(L) to be the class of all expressions of the form BTC(Φ),
where Φ is an m-family of n-progressing formulas in L for some m ∈ N and n ∈ N+.
Finally, a weighted tree language r : TΣ → S is BTC(L)-definable if there is an
expression BTC(Φ) in BTC(L) such that for every ξ ∈ TΣ:
r(ξ) = [[BTC(Φ)]](ξ, ε).
Before showing an example of a BTC(L)-definable weighted tree language, we take
a slightly different point of view to the underlying formulas; this will be helpful in
Section 6.
The MSO-formula BTClw(Φ) contains a number of scattered occurrences of disjunc-
tion, where each occurrence has one of the following two forms: (1) disjunction of the
form “
∨
1≤k≤m” for the choice of a rank k or (2) disjunction of the form “
∨
l1,...,lk∈N+
l1+...+lk=l
”
for the choice of a partitioning of l into summands l1, . . . , lk. Instead of having these
disjunctions scattered over the whole formula, we could pull them out and make all
the choices in advance. This leads to the notion of unfolding.
Formally, let Φ = (ϕk | 0 ≤ k ≤ m) be again an m-family of n-progressive formulas
in L and w ∈ N∗+. For every l ∈ N+, we define the set of unfoldings of BTClw(Φ),
denoted by unf-BTClw(Φ), by induction on l:
(i) unf-BTC1w(Φ) = {ϕ0(xw)},
(ii) unf-BTCl+1w (Φ) =
⋃
1≤k≤m
{∃xw1,k.ϕk(xw, xw1,k) ∧ χ1 ∧ . . . ∧ χk |
∀i : χi ∈ unf-BTCliwi(Φ) such that l1+. . .+lk = l
}
.
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Again, let Φ = (ϕ0(x), ϕ1(x, y1), ϕ2(x, y1, y2)). Then we have
unf-BTC4ε(Φ) =
{
∃x1. ϕ1(xε, x1) ∧
(∃x11.ϕ1(x1, x11) ∧ (∃x111.ϕ1(x11, x111) ∧ ϕ0(x111))),
∃x1. ϕ1(xε, x1) ∧
(∃x11, x12.ϕ2(x1, x11, x12) ∧ ϕ0(x11) ∧ ϕ0(x12)),
∃x1, x2.ϕ2(xε, x1, x2) ∧
(∃x11.ϕ1(x1, x11) ∧ ϕ0(x11)) ∧ ϕ0(x2),
∃x1, x2.ϕ2(xε, x1, x2) ∧ ϕ0(x1) ∧
(∃x21.ϕ1(x1, x21) ∧ ϕ0(x21))}
Note that each formula unf-BTClw(Φ) is rectified and that xw is its only free variable.
Due to the distributivity of multiplication over addition in the semiring S, we can
easily prove the following connection between BTClw(Φ) and its set of unfoldings by
induction on l.
Observation 3.1 For every l ∈ N+, w ∈ N∗+ ξ ∈ TΣ, and v ∈ pos(ξ), we have
[[BTClw(Φ)]](ξ, v) =
∑
χ∈unf-BTClw(Φ)
[[χ]](ξ, v).
For a formula ϕ ∈ MSO, we denote by ϕ the formula obtained by deleting all
quantifications ∃x from ϕ.
For every χ ∈ unf-BTClw(Φ), the formula χ is a conjunction of l formulas taken
from Φ; all variables occurring in χ are free; in fact, χ has l free variables. Figure 4
illustrates χ and a particular assignment of positions (shown as solid bullets) to its
free variables. The base positions of these positions are indicated by circles and the
tree structure of these base positions is indicated by lines.
Example 3.2 1) Let Σ = {δ(3), α(0), β(0)} and consider the semiring (N,+, ·, 0, 1) of
natural numbers. Let L be the set of all trees generated by the regular tree grammar
with the two rules
S → β and S → δ(S, α, S) .
We now want to define a family Φ of formulas such that [[BTC(Φ)]] is the characteristic
mapping of L, i.e.,
[[BTC(Φ)]](ξ, ε) =
{
1 if ξ ∈ L
0 otherwise.
For this we define the 2-family Φ = (ϕk(x, y1,k) | 0 ≤ k ≤ 2) by
ϕ0(x) = labelβ(x),
ϕ1(x, y1) = false, and
ϕ2(x, y1, y2) = labelδ(x) ∧ edge1(x, y1) ∧
(
∃z.edge2(x, z) ∧ labelα(z)
)
∧ edge3(x, y2) .
Note that for every ξ ∈ TΣ and u, v ∈ pos(ξ) we have [[y = 〈x〉1]](ξ, u, v) = 1 implies
u = v. Thus for the 1-progress formulas ψ0, ψ1, and ψ2 we obtain the following
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ϕ2(xε, x1, x2)
ϕ2(x2, x21, x22)
ϕ2(x22, x221, x222)
ϕ0(x121)
ϕ0(x122)
ϕ0(x123)
ϕ0(x13)
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ϕ3(x1, x11, x12, x13)
ϕ3(x12, x121, x122, x123)
Figure 4: An example unfolding in χ ∈ unf-BTC13ε (Φ).
equivalences:
ψ0(x) ≡ true,
ψ1(x, y1) ≡ (x ≤1 y1), and
ψ2(x, y1, y2) ≡ (x ≤1 y1) ∧ (x ≤1 y2) ∧ sibl(y1, y2) .
Since for every ξ ∈ TΣ and v, v1, v2 ∈ pos(ξ):
[[ϕ0(x)]](ξ, v) 6= 0 implies ψξ0(v)
[[ϕ1(x, y1)]](ξ, v, v1) 6= 0 implies ψξ1(v, v1)
[[ϕ2(x, y1, y2)]](ξ, v, v1, v2) 6= 0 implies ψξ2(v, v1, v2) ,
we have that Φ is a 2-family of 1-progressing formulas.
By induction on l we can show the following statement: for every l ≥ 1, w ∈ N∗+,
ξ ∈ TΣ, and v ∈ pos(ξ)
[[BTClw(Φ)]](ξ, v) =
{
1 if ξ|v ∈ L and l = |pos{δ,β}(ξ|v)|
0 otherwise.
(3)
Then, due to the definitions and using (3) with v = ε we have:
[[BTC(Φ)]](ξ, ε) =
∑
1≤l≤size(ξ)
[[BTClε(Φ)]](ξ, ε) = [[BTC
|pos{δ,β}(ξ)|
ε (Φ)]](ξ, ε) .
Finally, again using (3) we obtain that [[BTC(Φ)]] is the characteristic mapping of L
in the above sense.
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We note that the family Φ traverses the given tree ξ vertically maximal in the sense
that the iteration has to stop at β-labeled leaves.
2) In our second example we consider the ranked alphabet Σ = {σ(2), α(0)} and the
semiring of natural numbers. We define the 2-family Φ′ = (ϕk(x, y1,k) | 1 ≤ k ≤ 2) of
1-progressing formulas by
ϕ0(x) = true,
ϕ1(x, y1) = false, and
ϕ2(x, y1, y2) = labelσ(x) ∧ edge1(x, y1) ∧ edge2(x, y2) .
Moreover, for each ξ ∈ TΣ, we define the set prefixl(ξ) of l-prefixes of ξ to be the
set of all “top parts” of ξ which contain l occurrences of the symbol σ. Formally, let
∆ = {σ(2), ∗(0)} and for every l ≥ 1, we define
prefixl(ξ) = {ζ ∈ T∆ | pos(ζ) ⊆ pos(ξ) and |posσ(ζ)| = l}.
Let, for instance, ξ = σ(σ(α, α), σ(α, α)). Then prefix1(ξ) = {σ(∗, ∗)}, prefix2(ξ) =
{σ(σ(∗, ∗), ∗), σ(∗, σ(∗, ∗))}, prefix3(ξ) = {σ(σ(∗, ∗), σ(∗, ∗))}, and prefixl(ξ) = ∅ for
every l ≥ 4.
Then, for every ξ ∈ TΣ, l ≥ 1, and w ∈ N∗+, we have
[[BTC2l+1w (Φ
′)]](ξ, ε) = |prefixl(ξ)|.
because every element of prefixl(ξ) can be identified with a 2l + 1-fold iteration of
BTCw on ξ. (The factor 2l+ 1 comes from the fact that each element of prefixl(ξ) has
2l+ 1 nodes.) An iteration of the BTCw-operator is not any more vertically maximal,
because it can also stop at inner positions. Intuitively speaking, an iteration only
spans a prefix of the tree (starting from its root). Thus
[[BTC(Φ′)]](ξ, ε) =
∑
1≤l≤size(ξ)
|prefixl(ξ)| .
4. The Main Result
Theorem 4.1 Let S be an arbitrary commutative semiring and r : TΣ → S a weighted
tree language. Then the following are equivalent:
(a) r is recognizable,
(b) r is BTC((BFO+mod)step)-definable,
(c) r is BTC(BMSOstep)-definable,
(d) r is ∃∀((BFO+mod)step)-definable,
(e) r is ∃∀(BMSOstep)-definable,
(f) r is RMSO-definable.
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Proof Theorem 5.1 proves that (a) implies (b). By Theorem 6.1, (b) implies (d) and
(c) implies (e). Since BFO+mod ⊆ BMSO, we have that (b) implies (c), and (d)
implies (e). Since ∃∀(BMSOstep) ⊆ RMSO, also (e) implies (f). By Theorem 7.1 (f)
implies (a). 
As a corollary of our main result, we obtain a characterization of recognizable tree
languages in terms of our branching transitive closure operator. Let us denote by
MSOt(Σ) (or shortly by MSOt) the set of (unweighted) monadic second order formulas
for trees over Σ (cf. [Don70, TW68]) and by FOt its first order segment.
Corollary 4.2 Let L ⊆ TΣ be an arbitrary tree language. Then the following are
equivalent:
(a) L is recognizable,
(b) L is BTC(FOt+mod)-definable,
(c) L is BTC(MSOt)-definable,
(d) L is ∃∀(FOt+mod)-definable,
(e) L is ∃∀(MSOt)-definable,
(f) L is MSOt-definable.
Proof (Sketch.) Since Theorem 4.1 holds for the Boolean semiring B (with operations
disjunction and conjunction), it suffices to prove the following statement (†): for every
L ⊆ TΣ and x ∈ {a, . . . , f }, statement (x ) holds for L if and only if statement (x ) of
Theorem 4.1 holds for S = B and r = 1L.
For the proof of x = a, see [FV09, Subsect. 3.2].
To prove case x = f , first we observe that the logics RMSO(Σ,B) and MSO(Σ,B)
are equivalent. Moreover, each MSOt(Σ)-formula can be considered as an MSO(Σ,B)-
formula with the same semantics. Vice versa, every MSO(Σ,B)-formula can be
transformed into an equivalent MSOt(Σ)-formula by writing, e.g., ∃x.(labelσ(x) ∧
¬labelσ(x)) for 0 and ∀x.(labelσ(x) ∨ ¬labelσ(x)) for 1 for some σ ∈ Σ. Hence (†)
holds in this case.
To prove case x = b, we observe that (BFO+mod)step(Σ,B) and FO+mod(Σ,B) are
equivalent. Moreover, FOt+mod(Σ)-formulas and FO+mod(Σ,B)-formulas correspond
to each other in the natural way described above for MSOt(Σ) and MSO(Σ,B). The
proof of the cases x ∈ {c, d, e} are similar. 
5. From wta To Branching Transitive Closure
In this section we will simulate the behaviour of a wta by the branching transitive
closure of a particular family of formulas. Our goal is the following theorem.
Theorem 5.1 For every wta A with n states and input alphabet Σ there is an
17
m ∈ N+ and an m-family ΦA of n-progressing formulas in (BFO + mod)step such
that rA(ξ) = [[BTC(ΦA)]](ξ, ε) for every ξ ∈ TΣ.
In this section we assume that A = (Q,Σ, δ, F ) is a wta with Q = {0, . . . , n − 1}
and n ∈ N+. By Lemma 2.1 we can assume that F = {0}.
The main idea behind the following construction and the inductive proof of Theorem
5.1 (cf. Statement 1 in the proof of this theorem) is due to [Tho82]. First we decompose
an input tree ξ into slices (cf. Section 5.1). The number n and the ranked alphabet Σ
determine the maximal width of slices which we denote by max(Σ, n). The behaviour
of A on ξ induces a behaviour on the slices of ξ (cf. Lemma 5.4). Then we construct
ΦA = (ϕk(x, y1,k) | 0 ≤ k ≤ max(Σ, n)) such that the behaviour of A on slices
is simulated by BTC(ΦA). More precisely, let us denote the topmost slice of the
decomposition of ξ at some position u by headn(ξ, u) and the positions of ξ at which
the slices below headn(ξ, u) start, by u1 . . . uk. Then we construct ΦA such that the
decomposition
h(ξ|u)q =
∑
q1,...,qk∈Q
hq1...qk(headn(ξ, u))q ·
∏
1≤i≤k
h(ξ|ui)qi (4)
of the behaviour of A is synchronized with one level of the iteration
BTCl+1w (ΦA) =
∨
1≤k≤max(Σ,n)
∃xw1,k. ϕk(xw, xw1,k)∧
∨
l1,...,lk∈N+
l1+...+lk=l
∧
1≤i≤k
BTCliwi(ΦA) (5)
for some w ∈ N∗+ and such that each ϕk is an n-progressing formula.
In Fig. 5 we visualize this synchronization for a wta A with state set {0, 1, 2}. In
part (a) we show the subexpression h20(head3(ξ, u))1 · h(ξ|u1)2 · h(ξ|u2)0 of the right-
hand side of (4) with n = 3, k = 2, q = 1, q1 = 2, and q2 = 0. In part (b) we visualize
the synchronization.
We will represent the states of A by positions of ξ. Roughly speaking, the
synchronization happens in the way that [[ϕk(xw, xw1,k)]](ξ, v, v1,k) provides the
value hq1...qk(headn(ξ, u))q, where v and v1,k are the positions of headn(ξ, u) and
headn(ξ, u1), . . . ,headn(ξ, uk) which encode q and q1, . . . , qk, respectively. Moreover,
[[BTCliwi(ΦA)]](ξ, vi) provides h(ξ|ui)qi .
5.1. Decomposition of a Tree into Slices
We represent slices as particular trees with variables. For this, we introduce the sets
Z = {z1, z2, z3, . . .} and Zk = {z1, . . . , zk}, k ∈ N of variables. Then we denote by
CΣ,k the set of all trees ξ ∈ TΣ(Zk) such that each zi ∈ Zk occurs exactly once in ξ
and the variables occur in the order z1, . . . , zk from left to right. Note that CΣ,0 = TΣ.
For every k ∈ N, let
CnΣ,k = {ζ ∈ CΣ,k | ∀w ∈ pos(ζ) : (|w| < 2n) ∧ (ζ(w) ∈ Zk → |w| = n)}.
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Figure 5: Synchronization of the behaviour of a wta and of the iteration inherent in
the transitive closure.
We note that CnΣ,0 = {ξ ∈ TΣ | height(ξ) < 2n}. Moreover, it should be clear that
there is a k0 (depending also on Σ) such that C
n
Σ,k = ∅ for every k > k0. We denote
the smallest such k0 by max(Σ, n). It is also clear that C
n
Σ,i ∩CnΣ,j = ∅ for every i 6= j.
The next observation is crucial when decomposing a tree into slices.
Observation 5.2 For every ξ ∈ TΣ and u ∈ pos(ξ), there is a unique k ∈ N and a
unique sequence u1, . . . , uk ∈ pos(ξ) such that
• (ξ[z1]u1 . . . [zk]uk)|u ∈ CnΣ,k and
• height(ξ|ui) ≥ n for every 1 ≤ i ≤ k.
We will denote the tree (ξ[z1]u1 . . . [zk]uk)|u by headn(ξ, u) and the sequence
(u1, . . . , uk) by cutn(ξ, u). In particular, headn(ξ, u) = ξ|u and cutn(ξ, u) = ( ), i.e.,
k = 0, if and only if ξ|u ∈ CnΣ,0. We abbreviate headn(ξ, ε) and cutn(ξ, ε) by headn(ξ)
and cutn(ξ), respectively.
The tree headn(ξ, u) is the slice of ξ at u and the positions u1, . . . , uk are cut-
positions for ξ and u. By applying Observation 5.2 repeatedly, we obtain a unique
decomposition of ξ into slices (cf. Fig. 2). Formally, we define the ranked alphabet
CnΣ such that (C
n
Σ)
(k) = CnΣ,k for every k ≥ 0 (recall that CnΣ is finite). Moreover, we
define the mapping decn : TΣ → TCnΣ inductively as follows. For every ξ ∈ TΣ, let
decn(ξ) = headn(ξ)
(
decn(ξ|u1), . . . ,decn(ξ|uk)
)
,
where cutn(ξ) = (u1, . . . , uk).
Observation 5.3 For every ξ ∈ TΣ, size(decn(ξ)) = 1 if and only if height(ξ) < 2n.
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The following decomposition lemma will be crucial in the simulation of a wta by
means of branching transitive closure. We note that the lemma can be derived from
[Mal06, Prop. 18], which is proved for bottom-up tree series transducers, i.e. for a
generalization of weighted tree automata. Recall that S is commutative.
Lemma 5.4 Let ξ ∈ TΣ, q ∈ Q, and cutn(ξ) = (u1, . . . , uk). Then
h(ξ)q =
∑
q1,...,qk∈Q
hq1...qk(headn(ξ))q ·
∏
1≤i≤k
h(ξ|ui)qi .
Proof (Sketch.) We can prove the following, more general statement: for every
k ∈ N, ζ ∈ CΣ,k , ξ1, . . . , ξk ∈ TΣ, and q ∈ Q, we have
h(ζ[ξ1, . . . , ξk])q =
∑
q1,...,qk∈Q
hq1...qk(ζ)q ·
∏
1≤i≤k
h(ξi)qi ,
where ζ[ξ1, . . . , ξk] denotes the tree obtained by replacing every occurrence of zi in ζ
by ξi for 1 ≤ i ≤ k. Since the case k = 0 is trivial, we may assume that k ∈ N+ and
proceed by induction on the height of ζ. If height(ζ) = 0, then k = 1 and ζ = z1,
hence the statement holds again trivially. Now let height(ζ) > 0, i.e., ζ = σ(ζ1, . . . , ζl)
for some l ∈ N+, σ ∈ Σl, and ζ1, . . . , ζl ∈ TΣ(Zk). By standard arguments, there are
k1, . . . , kl ∈ N and there are ηj ∈ CΣ,kj for 1 ≤ j ≤ l, such that k1 + . . .+ kl = k and
ζ[ξ1, . . . , ξk] = σ(η1[ξ1, . . . , ξk1 ], . . . , ηl[ξk1+...+kl−1+1, . . . , ξk]).
Now we can prove the statement by unfolding h(ζ[ξ1, . . . , ξk])q and organizing the
computation appropriately. In the first step we apply the weighted transition for σ.
Then the statement is proved for indexes j with kj = 0, while we apply the induction
hypothesis on height(ζ) for indexes j with kj ∈ N+. 
5.2. The construction of ΦA
The formulas ϕk(x, y1,k) are composed of subformulas that simulate certain properties
of A (cf. Lemma 5.7). Let us first establish these subformulas and then assemble
ϕk(x, y1,k). Conceptually, we follow the construction of the corresponding formulas in
[BGMZ10] and we borrow several notions from there. However, due to the branching
inherent in trees, we have to employ sometimes more sophisticated formulas.
As mentioned we will represent (encode) states of A by positions of the input tree.
A subtask of ϕk(x, y1,k) is to find out, for a position v, the base position of v and the
state encoded by v. Next we elaborate the corresponding formulas.
Identifying Base Positions and Coded States. Let ξ ∈ TΣ and v ∈ pos(ξ). In
Section 3 we have defined the base position 〈v〉 of v. We can use the macro y = 〈x〉n
in BFO+mod to identify the base position in the sense that:
[[y = 〈x〉n]](ξ, v, u) =
{
1 if u = 〈v〉
0 otherwise .
(6)
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Then the state encoded by v is the number |v|−|〈v〉|. This can be turned into a formula
by finite disjunction. Let us denote this number by [v]. Due to the definition of 〈v〉
we have that [v] ∈ {0, . . . , n− 1}. Note that 〈v〉 ∈ pos(ξ) and [v] ∈ Q.
For reasons detailed later, we would like the base position 〈v〉 to coincide with a
cut-position of ξ. But then, due to the branching inherent in ξ, the state [v] may be
represented by any node v′ satisfying that 〈v′〉 = 〈v〉 and [v′] = [v]. We will avoid this
by forcing the assignment to choose a v which is on the leftmost path from 〈v〉, and
this leftmost path must have at least length n− 1 (in order to be able to encode each
of the n states). Thus we define the following macros to identify states:
• on-lmpn−1(x, y) := ∃y1,n.(x = y1) ∧ form-lmp(y1,n) ∧
∨
1≤i≤n(yi = y)
(there is a path of length n−1 starting from x, and y is a position of the leftmost
such path),
• form-lmp(y1,n) := form-path(y1,n)∧
∀z.
[(
(y1 ≤n−1 z) ∧ (z 6= yn)
)
+→ sibln−1(yn, z)
]
(the positions y1, . . . , yn form the leftmost path of length n− 1),
• form-path(y0,n) :=
∨
w∈{1,...,maxrk(Σ)}n form-pathw(y0,n)
(y0, . . . , yn form a path).
Identifying the Cut-Positions. Due to Observation 5.2, any position u uniquely de-
termines the sequence cutn(ξ, u) of cut-positions. The next subtask of ϕk(x, y1,k) is to
identify this sequence. For this we employ the macro form-cutn,k(x, y1,k) with k ≥ 0
such that, for every u, u1, . . . , uk ∈ pos(ξ):
[[form-cutn,k(x, y1,k)]](ξ, u, u1,k) =
{
1 if cutn(ξ, u) = (u1, . . . , uk) and
0 otherwise.
(7)
We define
form-cutn,k(x, y1,k) :=
(
k∧
i=1
(x ≤n yi) ∧ (height(yi) ≥ n)
)
∧
(
k−1∧
i=1
sibln(yi, yi+1)
)
∧(
∀z.((x ≤n z) ∧ (height(z) ≥ n)) +→
(∨k
i=1
z = yi
))
,
where we have used the following auxiliary macros:
• (height(x) ≥ n) := ∃z.(x ≤n z)
Taking the definition of cutn(ξ, u) into account, it is not difficult to see that our macro
satisfies (7). In particular, form-cutξn,0(u) holds if and only if ξ|u ∈ CnΣ,0.
Identifying the Head. For every u ∈ pos(ξ) with cutn(ξ, u) = (u1, . . . , uk), we can
identify the piece of ξ which starts at u and ends in (u1, . . . , uk), which is headn(ξ, u).
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More precisely, for every k ∈ N and ζ ∈ CnΣ,k we define the macro checkζ(x, y1,k) such
that for every ξ ∈ TΣ, u, u1, . . . , uk ∈ pos(ξ):
[[checkζ(x, y1,k)]](ξ, u, u1,k) =
{
1 if ζ = (ξ[z1]u1 . . . [zk]uk)|u
0 otherwise.
(8)
Hence in case k = 0 we have
[[checkζ(x)]](ξ, u) =
{
1 if ζ = ξ|u
0 otherwise.
The definition of the macro is as follows:
checkζ(x, y1,k) :=∧
w∈pos(ζ)\posZk (ζ)
(∃y. (x ≤w y) ∧ labelζ(w)(y)) ∧
∧
1≤i≤k
(x ≤poszi (ζ) yi) .
In case k = 0 we have
checkζ(x) =
∧
w∈pos(ζ)
(∃y. (x ≤w y) ∧ labelζ(w)(y))
It is easy to observe that (8) is satisfied.
Construction of ΦA. Now we define the family ΦA = (ϕk(x, y1,k) | 0 ≤ k ≤
max(Σ, n)) of MSO-formulas where
ϕ0(x) :=
∨
0≤q≤n−1
∨
ζ∈CnΣ,0
(∃z.θq,ζ(x, z)) ∧ h(ζ)q
with
θq,ζ(x, z) := (z = 〈x〉n) ∧ form-cutn,0(z) ∧ (z ≤q x) ∧ checkζ(z) ,
and for every 1 ≤ k ≤ max(Σ, n)
ϕk(x, y1,k) :=
∨
0≤q1,...,qk,q≤n−1
∨
ζ∈CnΣ,k
( ∃z, z1,k.θq,q1,k,ζ(x, y1,k, z, z1,k)) ∧ hq1...qk(ζ)q
with
θq,q1,k,ζ(x, y1,k, z, z1,k) :=(z = 〈x〉n) ∧ form-cutn,k(z, z1,k) ∧
∧
1≤i≤k
on-lmpn−1(zi, yi)∧
(z ≤q x) ∧
∧
1≤i≤k
(zi ≤qi yi) ∧ checkζ(z, z1,k) .
Note that ϕk is a weighted disjunction and not the Boolean one.
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Lemma 5.5 ΦA is a max(Σ, n)-family of n-progressing formulas in (BFO+mod)step.
Proof First, it is easy to check that each formula ϕk is in (BFO+mod)step.
Second, we show that the implication (2) holds. For this, let us assume that
[[ϕk(x, y1,k)]](ξ, v, v1,k) 6= 0. Due to the definition of ϕk there are positions u, u1,k ∈
pos(ξ) such that
• u = 〈v〉,
• form-cutξn,k(u, u1,k) and on-lmpξn−1(ui, vi) hold
Since form-cutξn,k(u, u1,k) holds, also (u ≤n ui) holds, and on-lmpξn−1(ui, vi) implies
that |vi| < |ui|+n. Thus ui = 〈vi〉 for every 1 ≤ i ≤ k. Moreover, form-cutξn,k(u, u1,k)
implies siblξn(ui, ui+1) for every 1 ≤ i ≤ k − 1. This means that ψξk(v, v1,k) holds. 
5.3. Proof of Theorem 5.1
Now we will prove Theorem 5.1. We split the proof into three steps. In the first
step we determine the semantics of the formula ϕk(x, y1,k). We prepare this by the
following technical lemma.
Lemma 5.6 For every ξ ∈ TΣ, 0 ≤ k ≤ max(Σ, n), v, v1, . . . , vk ∈ pos(ξ), 0 ≤
q1, . . . , qk, q ≤ n− 1, and ζ ∈ CnΣ,k we have
(∃z, z1,k.θq,q1,k,ζ)ξ(v, v1,k) holds ⇐⇒ θξq,q1,k,ζ(v, v1,k, 〈v〉, 〈v〉1,k) holds,
where 〈v〉1,k abbreviates the sequence 〈v1〉, . . . , 〈vk〉.
Proof The direction ⇐ holds by definition. To show the direction ⇒, assume that
there are u, u1, . . . , uk ∈ pos(ξ) such that θξq,q1,k,ζ(v, v1,k, u, u1,k) holds. Then, in par-
ticular, we have that
(a) (u = 〈v〉)ξ,
(b) form-cutξn,k(u, u1,k), and
(c) (ui ≤qi vi)ξ holds for every 1 ≤ i ≤ k.
Hence u = 〈v〉 by (a). By (b), we have form-cutξn,k(〈v〉, u1,k). This latter, Condition
(c), and the fact that 0 ≤ qi ≤ n− 1 for every 1 ≤ i ≤ k imply that ui = 〈vi〉 for every
1 ≤ i ≤ k. 
Now we are able to characterize the semantics of ϕk(x, y1,k).
Lemma 5.7 For every ξ ∈ TΣ, 0 ≤ k ≤ max(Σ, n), and v, v1, . . . , vk ∈ pos(ξ), we
have
[[ϕk(x, y1,k)]](ξ, v, v1,k) =

h[v1]...[vk](headn(ξ, 〈v〉)[v] if form-cutξn,k(〈v〉, 〈v〉1,k) and
on-lmpξn−1(〈vi〉, vi) hold
for every 1 ≤ i ≤ k
0 otherwise .
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Proof Case 1: form-cutξn,k(〈v〉, 〈v〉1,k) and on-lmpξn−1(〈vi〉, vi) hold for every 1 ≤ i ≤
k. Then checkξζ(〈v〉, 〈v〉1,k) holds for ζ = headn(ξ, 〈v〉) (due to Equation (8)). More-
over,
(〈v〉 ≤q v)ξ holds iff q = [v] and (〈vi〉 ≤qi vi)ξ holds iff qi = [vi].
Then θξ[v],[v]1,k,ζ(v, v1,k, 〈v〉, 〈v〉1,k) holds and thus, by Lemma 5.6,
(∃z, z1,k.θ[v],[v]1,k,ζ)ξ(v, v1,k) holds, where [v]1,k abbreviates the sequence [v1], . . . , [vk].
Altogether this means that [[ϕk(x, y1,k)]](ξ, v, v1,k) = h
[v1]...[vk](headn(ξ, 〈v〉))[v].
Case 2: form-cutξn,k(〈v〉, 〈v〉1,k) does not hold or on-lmpξn−1(〈vi〉, vi) does not hold
for some 1 ≤ i ≤ k. Then for every 0 ≤ q1,k, q ≤ n − 1 and ζ ∈ CnΣ,k,
the property θξq,q1,k,ζ(v, v1,k, 〈v〉, 〈v〉1,k) does not hold and thus, by Lemma 5.6,
(∃z, z1,k.θq,q1,k,ζ)ξ(v, v1,k) does not hold. Hence [[ϕk(x, y1,k)]](ξ, v, v1,k) = 0. 
In the second step, we prove that in the disjunction (on l) which defines
[[BTC(ΦA)]](ξ, ε) only one member may differ from 0. In the following we abbrevi-
ate ΦA by Φ.
Lemma 5.8 For every l ∈ N+, w ∈ N∗+, ξ ∈ TΣ, and v ∈ pos(ξ), if l 6=
size(decn(ξ|〈v〉)), then [[BTClw(Φ)]](ξ, v) = 0. Hence
[[BTC(Φ)]](ξ, v) = [[BTC
size(decn(ξ|〈v〉))
w (Φ)]](ξ, v).
Proof We prove the statement by induction on l.
l = 1: By our assumption size(decn(ξ|〈v〉)) > 1. Then [[form-cutn,0(x)]](ξ, v) = 0 and
thus we have [[BTC1w(Φ)]](ξ, v) = 0
l⇒ l + 1: Let us assume that l + 1 6= size(decn(ξ|〈v〉)) and that for every l′ ≤ l,
w′ ∈ N∗+, and v′ ∈ pos(ξ), if l′ 6= size(decn(ξ|〈v′〉)), then [[BTCl
′
w′(Φ)]](ξ, v
′) = 0. We
prove by contradiction. Therefore, we assume that [[BTCl+1w (Φ)]](ξ, v) 6= 0. This latter,
by definition, means that there are k ≥ 1 and v1, . . . , vk ∈ pos(ξ) such that
(a) [[ϕk(xw, xw1,k)]](ξ, v, v1,k) 6= 0, and
(b) [[
∨
l1,...,lk∈N+
l1+...+lk=l
∧
1≤i≤k
BTCliwi(Φ)]](ξ, v1,k) 6= 0.
Condition (a) implies that ψξk(v, v1,k) holds. By condition (a) and Lemma 5.7,
we obtain that form-cutξn,k(〈v〉, 〈v〉1,k) holds, which means that cutn(ξ, 〈v〉) =
(〈v1〉, . . . , 〈vk〉) (Equation 7). Thus
size(decn(ξ|〈v〉)) = 1 +
k∑
i=1
size(decn(ξ|〈vi〉)).
Moreover, condition (b) means that there are l1, ..., lk ∈ N+ with l1 + ...+ lk = l such
that, for every 1 ≤ i ≤ k, we have [[BTCliwi(Φ)]](ξ, vi) 6= 0. On the other hand, by our
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assumption, there is a 1 ≤ j ≤ k such that lj 6= size(decn(ξ|〈vj〉)). For this j, by the
induction hypothesis, we have [[BTC
lj
wj(Φ)]](ξ, vj) = 0, which is a contradiction. Hence
[[BTCl+1w (Φ)]](ξ, v) = 0. 
In the third step we prove that in the disjunction (on k) which defines BTCl+1w (Φ)
only one member may differ from 0.
Lemma 5.9 Let ξ ∈ TΣ, v ∈ pos(ξ) with cutn(ξ, 〈v〉) = (u1, . . . , uk) for some k ∈ N,
and w ∈ N∗+. Then
[[BTCl+1w (Φ)]](ξ, v) = [[∃xw1,k. ϕk(xw, xw1,k) ∧
∨
l1,...,lk∈N+
l1+...+lk=l
∧
1≤i≤k
BTCliwi(Φ)]](ξ, v)
for every l ∈ N.
Proof First we show by contradiction that, for every k′ ∈ N with k′ 6= k and
v1, . . . , vk′ ∈ pos(ξ), we have that [[ϕk′(x, y1,k′)]](ξ, v, v1,k′) = 0. Assume that there
are k′ (6= k) and v1, . . . , vk′ ∈ pos(ξ) such that [[ϕk′(x, y1,k′)]](ξ, v, v1,k′) 6= 0. Then, by
Lemma 5.7, we have form-cutξn,k′(〈v〉, 〈v〉1,k′) holds, i.e., cutn(ξ, 〈v〉) = (〈v1〉, . . . , 〈vk′〉)
(by Equation 7). But this contradicts the fact that the breadth of cutn(ξ, 〈v〉) is k and
the uniqueness of the breadth of a cut (cf. Observation 5.2). Then we can calculate
as follows:
[[BTCl+1w (Φ)]](ξ, v)
= [[
∨
0≤k′≤m
∃xw1,k′ .ϕk′(xw, xw1,k′) ∧
∨
l1,...,lk′∈N+
l1+...+lk′=l
∧
1≤i≤k′
BTCliwi(Φ)]](ξ, v)
=
∑
0≤k′≤m
[[∃xw1,k′ .ϕk′(xw, xw1,k′) ∧
∨
l1,...,lk′∈N+
l1+...+lk′=l
∧
1≤i≤k′
BTCliwi(Φ)]](ξ, v)
= [[∃xw1,k.ϕk(xw, xw1,k) ∧
∨
l1,...,lk∈N+
l1+...+lk=l
∧
1≤i≤k
BTCliwi(Φ)]](ξ, v)
(since [[ϕk′(xw, xw1,k′)]](ξ, v, v1,k′) = 0 for every k
′ 6= k and v1, . . . , vk′ ∈ pos(ξ)
by Lemma 5.7) .
This proves the statement. 
Proof of Theorem 5.1. Let ξ ∈ TΣ.
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Case 1: height(ξ) < n. Then
[[BTC(Φ)]](ξ, ε)
= [[BTCsize(decn(ξ))ε (Φ)]](ξ, ε) (by Lemma 5.8)
= [[BTC1ε(Φ)]](ξ, ε) (because height(ξ) < n and by Obs. 5.3)
= [[ϕ0(xε)]](ξ, ε) (by definition of BTC
1
ε(Φ))
= h(ξ)0 (by Lemma 5.7 and the fact that [ε] = 0)
= rA(ξ) .
Case 2: height(ξ) ≥ n. We consider the following statement:
Statement 1. For every l ≥ 1, w ∈ N∗+, and v ∈ pos(ξ),
if l = size(decn(ξ|〈v〉)) and on-lmpξn−1(〈v〉, v) holds, then
[[BTClw(Φ)]](ξ, v) = h(ξ|〈v〉)[v].
If Statement 1 holds, then we obtain
[[BTC(Φ)]](ξ, ε) = [[BTCsize(decn(ξ))ε (Φ)]](ξ, ε) = h(ξ)[ε] = h(ξ)0 = rA(ξ),
where the first and the second equalities are justified by Lemma 5.8 and Statement 1,
respectively.
Finally, we prove Statement 1 by induction on l.
l = 1: We have
[[BTC1w(Φ)]](ξ, v) = [[ϕ0(xw)]](ξ, v) (by the definition of BTC
1
w(Φ))
= h(ξ|〈v〉)[v] (by Lemma 5.7) .
l⇒ l + 1: We assume that l + 1 = size(decn(ξ|〈v〉)) and that Statement 1 holds for
every 1 ≤ l′ ≤ l. We denote the cut-positions below 〈v〉 by ui, i.e., cutn(ξ, 〈v〉) =
(u1, . . . , uk) for some k ≥ 1. Then we can calculate as follows.
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[[BTCl+1w (Φ)]](ξ, v)
= [[∃xw1,k. ϕk(xw, xw1,k) ∧
∨
l1,...,lk∈N+
l1+...+lk=l
∧
1≤i≤k
BTCliwi(Φ)]](ξ, v)
(by Lemma 5.9)
=
∑
v1,...,vk∈pos(ξ)
[[ϕk(xw, xw1,k) ∧
∨
l1,...,lk∈N+
l1+...+lk=l
∧
1≤i≤k
BTCliwi(Φ)]](ξ, v, v1,k)
=
∑
v1,...,vk∈pos(ξ)
[
[[ϕk(xw, xw1,k)]](ξ, v, v1,k) ·
∑
l1,...,lk∈N+
l1+...+lk=l
∏
1≤i≤k
[[BTCliwi(Φ)]](ξ, vi)
]
=
∑
v1,...,vk∈pos(ξ):
u1=〈v1〉,...,uk=〈vk〉,
on-lmpξn−1(〈vi〉,vi)
[
h[v1]...[vk](headn(ξ, 〈v〉))[v]·∑
l1,...,lk∈N+
l1+...+lk=l
∏
1≤i≤k
[[BTCliwi(Φ)]](ξ, vi)
]
(by Lemma 5.7)
=
∑
v1,...,vk∈pos(ξ):
u1=〈v1〉,...,uk=〈vk〉,
on-lmpξn−1(〈vi〉,vi)
[
h[v1]...[vk](headn(ξ, 〈v〉))[v]·
∏
1≤i≤k
[[BTC
size(decn(ξ|〈vi〉))
wi (Φ)]](ξ, vi)
]
(by Lemma 5.8)
=
∑
v1,...,vk∈pos(ξ):
u1=〈v1〉,...,uk=〈vk〉,
on-lmpξn−1(〈vi〉,vi)
[
h[v1]...[vk](headn(ξ, 〈v〉))[v] ·
∏
1≤i≤k
h(ξ|〈vi〉)[vi]
]
(by I.H.)
=
∑
q1,...,qk∈Q
[
hq1...qk(headn(ξ, 〈v〉))[v] ·
∏
1≤i≤k
h(ξ|ui)qi
]
= h(ξ|〈v〉)[v]
(by Lemma 5.4) .
The last but one step is justified by the fact that there is a one-to-one correspondence
between the two index sets. In fact, it is easy to see that, for every 1 ≤ i ≤ k, the set
{v ∈ pos(ξ) | ui = 〈v〉 and on-lmpn−1(ui, v)} has exactly n elements. 
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6. From Branching Transitive Closure to ∃∀(BMSOstep)
In this section let L be a fragment of BMSO which contains BFO+mod and which is
closed under conjunction and the quantification ∃x. Our goal is to prove the following
theorem.
Theorem 6.1 Let m ∈ N and n ∈ N+. For every m-family Φ = (ϕk(x, y1,k) | 0 ≤
k ≤ m) of n-progressing formulas in Lstep there is an ∃∀(Lstep)-formula Θ such that
[[BTC(Φ)]](ξ, ε) = [[Θ]](ξ) for every ξ ∈ TΣ.
6.1. Construction of Θ
Clearly, Θ should have the form ∃X.∀x.θ(X,x) for some L-step formula θ(X,x). First
we introduce the macro sel(X, z) which is a conjunction of two formulas. If X and
z are assigned the set J of positions and the position v, respectively, then the first
conjunct expresses that for every node u ∈ J (except if the base position of u is v),
there is another node u′ ∈ J such that 〈u〉 = 〈u′〉w for some string w of length n. The
second conjunct expresses that there are no two different selected nodes u and u′ in J
such that 〈u〉 = 〈u′〉. These two properties of J and v assure that if selξ(J, v) holds,
then the nodes in J are situated as, e.g., the solid nodes in Fig. 4.
The exact definition is
sel(X, z) :=∀x.
[
(x ∈ X) +→
(
z = 〈x〉n ∨ ∃y.
(
y ∈ X ∧ ψ1(y, x)
))]∧
∀x, y.
[(
(x ∈ X) ∧ (y ∈ X) ∧ ∃z′.(z′ = 〈x〉n ∧ z′ = 〈y〉n)
)
+→ (x = y)
]
.
Then we define
Θ = ∃X.∀x.θ(X,x)
where
• θ(X,x) := sel(X, ε) ∧ (ε ∈ X) ∧
(
(x ∈ X) +→ ∨mk=0 ∃y1,k. θk(X,x, y1,k))
• θk(X,x, y1,k) := ϕk(x, y1,k) ∧ (y1,k ∈ X)∧
∧∀y.((y ∈ X) ∧ ψ1(x, y) +→ ∨k
i=1
(y = yi)
)
• sel(X, ε) = ∃x.root(x) ∧ sel(X,x), and
• (ε ∈ X) := ∃x.root(x) ∧ (x ∈ X).
6.2. Θ is equivalent to a ∃∀(Lstep)-formula
First we prove the following technical lemma on the subformula θk(X,x, y1,k).
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Lemma 6.2 For every ξ ∈ TΣ J ⊆ pos(ξ), and u ∈ pos(ξ), there is at most one k ≥ 0
and sequence u1,k ∈ pos(ξ) such that
[[θk(X,x, y1,k)]](ξ, J, u, u1,k) 6= 0.
Proof We prove by contradiction. Let us assume that there are k, l ≥ 0
and sequences u1,k, v1,l ∈ pos(ξ) such that [[θk(X,x, y1,k)]](ξ, J, u, u1,k) 6= 0 and
[[θl(X,x, y1,l)]](ξ, J, u, v1,l) 6= 0. Assume also that vj 6∈ {u1, . . . , uk} for some 1 ≤ j ≤ l.
Since [[ϕk(x, y1,k)]](ξ, u, u1,k) 6= 0, by the implication (2), we have ψξk(u, u1,k). Anal-
ogously, we have ψξk(u, v1,l), which implies ψ
ξ
1(u, vj). We also have u1,k ∈ J and
v1,l ∈ J .
We also have
[[∀y.((y ∈ X) ∧ ψ1(x, y) +→∨k
i=1
(y = yi)
)
]](ξ, u, u1,k) = 1,
hence
[[y ∈ X ∧ ψ1(x, y) +→
∨k
i=1
(y = yi)]](ξ, u, vj , u1,k) = 1.
However, the latter implies that vj = ui for some 1 ≤ i ≤ k, contradiction our
assumption. This means {v1, . . . , vl} = {u1, . . . , uk}. Finally, we note that the order
u1, . . . , uk is uniquely determined by the sibln relation, which is a part of ψk. 
Lemma 6.3 Θ is equivalent to a ∃∀(Lstep)-formula.
Proof We show that the formula θ(X,x) is equivalent to an L-step formula. Let us
apply ϕ
+→ ψ := ¬ϕ ∨ (ϕ ∧ ψ) to the first occurrence of +→. Then, since sel(X, z) is in
BFO+mod, it suffices to show that
∃y1,k.
[
ϕk(x, y1,k) ∧ (y1,k ∈ X) ∧ ∀y.
(
(y ∈ X) ∧ ψ1(x, y) +→
∨k
i=1
(y = yi)
)]
is an L-step formula. By Lemma 2.3, we have
ϕk(x, y1,k) ≡
∨
ik∈Ik
aik ∧ χik(x, y1,k)
for some finite set Ik, semiring elements aik ∈ K, and formulas χik(x, y1,k) in L. Then
∃y1,k.
[
ϕk(x, y1,k) ∧ y1,k ∈ X ∧ ∀y.
(
(y ∈ X) ∧ ψ1(x, y) +→
∨k
i=1
(y = yi)
)
︸ ︷︷ ︸
=:µ
]
≡ ∃y1,k.
[(∨
ik∈Ik aik ∧ χik
) ∧ (y1,k ∈ X) ∧ µ]
≡ ∃y1,k.
[∨
ik∈Ik aik ∧ χik ∧ (y1,k ∈ X) ∧ µ
]
≡† ∨ik∈Ik aik ∧ ∃y1,k.[χik ∧ (y1,k ∈ X) ∧ µ]
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and the last formula is an L-step formula because the formula
∃y1,k.
[
χik(x, y1,k) ∧ (y1,k ∈ X) ∧ µ
]
is in L. Indeed, the first and the second conjunct are in L and BFO, respectively, and
µ is in BFO+mod. Moreover, we have assumed that BFO+mod ⊆ L ⊆ BMSO and
that L is closed under conjunction and ∃y1,k.
In the step † of the reasoning we use the fact that, for every ik ∈ Ik, ξ ∈ TΣ,
J ⊆ pos(ξ), and u ∈ pos(ξ), there is at most one sequence u1,k ∈ pos(ξ) such that
[[χik(x, y1,k) ∧ (y1,k ∈ X) ∧ µ]](ξ, J, u, u1,k) 6= 0.
The latter statement can be seen as follows. If the above inequality holds, then in
particular [[χik(x, y1,k)]](ξ, u, u1,k) 6= 0, which implies [[ϕk,n(x, y1,k)]](ξ, u, u1,k) 6= 0.
Then also θk(X,x, y1,k)]](ξ, J, u, u1,k) 6= 0 and we can apply Lemma 6.2. Let us denote
this sequence by u
(ik)
1,k .
Having this uniqueness, we can prove † as follows:
[[∃y1,k.
[∨
ik∈Ik aik ∧ χik ∧ (y1,k ∈ X) ∧ µ
]
]](ξ, J, u)
=
∑
v1,k∈pos(ξ)
∑
ik∈Ik [[aik ∧ χik ∧ (y1,k ∈ X) ∧ µ]](ξ, J, u, u1,k)
=
∑
v1,k∈pos(ξ)
∑
ik∈Ik aik · [[χik ∧ (y1,k ∈ X) ∧ µ]](ξ, J, u, u1,k)
=
∑
ik∈Ik aik · [[χik ∧ (y1,k ∈ X) ∧ µ]](ξ, J, u, u
(ik)
1,k )
=
∑
ik∈Ik aik · [[∃y1,k.
[
χik ∧ (y1,k ∈ X) ∧ µ
]
]](ξ, J, u)
= [[
∨
ik∈Ik aik ∧ ∃y1,k.
[
χik ∧ (y1,k ∈ X) ∧ µ
]
]](ξ, J, u) . 
6.3. Proof of Theorem 6.1
Let ξ ∈ TΣ be an arbitrary tree throughout this section.
Let χ ∈ unf-BTClw(Ψ) for some l ∈ N+ and w ∈ N∗+, where Ψ is the family of n-
progress formulas introduced in Section 3. Recall that χ has l free variables of which
the leftmost is xw. Then we define
list-pos(ξ, χ) = {u, u1,l−1 ∈ pos(ξ)l | χξ(u, u1,l−1) holds }.
Moreover, for every w ∈ N∗+ and χ ∈ unf-BTClw(Ψ) we denote by χΦ the formula
which we obtain by replacing every occurrence of a subformula ψk(xv, xv1,k) of χ by
ϕk(xv, xv1,k). Note that
unf-BTClw(Φ) = {χΦ | χ ∈ unf-BTClw(Ψ)}.
Let J ⊆ pos(ξ) and v ∈ pos(ξ) be a base position. We define
next-basen(J, v) to be the vector (v1, . . . , vk) ∈ pos(ξ)k
30
uniquely determined by the following conditions:
• k ≥ 0,
• ∀(1 ≤ i ≤ k) : (v ≤n vi)ξ and ∃(ui ∈ J) : vi = 〈ui〉,
• ∀(1 ≤ i < k) : sibln(vi, vi+1), and
• ∀(v′ ∈ pos(ξ)) : if (v ≤n v′) and ∃(u′ ∈ J) : v′ = 〈u′〉, then v′ = vi for some
1 ≤ i ≤ k.
Let next-basen(J, v) = (v1, . . . , vk) and let
Ji = {v ∈ J | (vi ≤ v)ξ} (9)
for every 1 ≤ i ≤ k. It is easy to observe that the predicate selξ is inductive on J in
the following sense.
Observation 6.4 Let l ≥ 1, J ⊆ pos(ξ) with |J | = l, and v ∈ pos(ξ) be a base
position. Moreover, let next-basen(J, v) = (v1, . . . , vk) and let Ji be defined as in (9)
for every 1 ≤ i ≤ k. Then selξ(J, v) holds, if and only if there is exactly one sequence
u, u1,k ∈ J such that v = 〈u〉, ψξk,n(u, u1,k) and vi = 〈ui〉 and selξ(Ji, vi) for every
1 ≤ i ≤ k.
Moreover, let w ∈ N∗+. Then we define the formula f(J, v, w) inductively by
f(J, v, w) = ∃xw1,k.ψk(xw, xw1,k) ∧ f(J1, v1, w1) ∧ . . . ∧ f(Jk, vk, wk).
We may call f(J, v, w) the ψ-formula determined by J , v, and w. Note that in general
f(J, v, w) is not an unfolding of Ψ. However, for a set J ⊆ pos(ξ) of positions with
selξ(J, v), the formula f(J, v, w) is an unfolding of Ψ and J can be considered as an
assignment which satisfies f(J, v, w). We make this clear in the next lemma.
Lemma 6.5 Let l ≥ 1, w ∈ N∗+, J ⊆ pos(ξ) with |J | = l, and v ∈ pos(ξ) be a base
position. Then selξ(J, v) holds, if and only if f(J, v, w) ∈ unf-BTClw(Ψ) and there is
exactly one enumeration u, u1, . . . , ul−1 of J such that 〈u〉 = v and f(J, v, w)ξ(u, u1,l−1)
holds.
Proof By induction on l. Let next-basen(J, v) = (v1, . . . , vk), Ji be defined as in (9),
and |Ji| = li for every 1 ≤ i ≤ k.
l = 1: Now next-basen(J, v) = ( ) and f(J, v, w) = ψ0(xw). Hence the statement
trivially holds by the definition of sel(X, z).
l⇒ l + 1:
First we prove the implication ⇒. Since selξ(J, v), by Observation 6.4, there is
a unique sequence u, u1,k ∈ J such that v = 〈u〉, ψξk,n(u, u1,k) and vi = 〈ui〉 and
selξ(Ji, vi) for every 1 ≤ i ≤ k. By the induction hypothesis, for every 1 ≤ i ≤ k,
f(Ji, vi, wi) ∈ unf-BTCliwi(Ψ) and there is a unique enumeration ui, pi of Ji, such
that f(Ji, vi, wi)
ξ
(ui, pi), where pi now denotes a sequence of length li − 1. Since
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l = l1 + . . .+ lk, we have f(J, v, w) ∈ unf-BTCl+1w (Ψ). Moreover, for the enumeration
u, u1,k, p1, . . . , pk of J , we have f(J, v, w)
ξ
(u, u1,k, p1, . . . , pk).
Next we prove the implication ⇐. Now f(J, v, w) = ∃xw1,k.ψk(xw, xw1,k) ∧
f(J1, v1, w1) ∧ . . . ∧ f(Jk, vk, wk), where f(Ji, vi, wi) ∈ unf-BTCliwi(Ψ). Then, we can
decompose the given enumeration of J into u, u1,k, p1, . . . , pk such that ψ
ξ
k,n(u, u1,k)
and ui, pi is an enumeration of Ji with f(Ji, vi, wi)
ξ
(ui, pi) for every 1 ≤ i ≤ k. By the
induction hypothesis selξ(Ji, vi) for every 1 ≤ i ≤ k. Moreover, v = 〈u〉 and vi = 〈ui〉
for every 1 ≤ i ≤ k. By Observation 6.4, this means that selξ(J, v). 
In the following lemma we prove that, roughly speaking, for each unfolding of Ψ
and assigment satisfying it, the set of nodes appearing in the assigment determines
the unfolding.
Lemma 6.6 Let v ∈ pos(ξ) be a base position, w ∈ N∗+, χ ∈ unf-BTClw(Ψ)
and u, u1,l−1 ∈ list-pos(ξ, χ) with 〈u〉 = v. Then selξ({u, u1,l−1}, v) holds and
χ = f({u, u1,l−1}, v, w).
Proof We prove by induction on l.
l = 1: Then χ = ψ0(xw). By 〈u〉 = v we have selξ({u}, v)). Moreover, f({u}, v, w) =
ψ0(xw).
l⇒ l + 1: Now χ = ∃xw1,k.ψk(xw, xw1,k)∧ χ1 ∧ . . .∧ χk, where χi ∈ unf-BTCliwi(Ψ)
for some li such that l = l1 + . . . + lk. Moreover, u, u1,l−1 = u, u1,k, p1, . . . , pk, where
ψξk(u, u1,k), and ui, pi ∈ list-pos(ξ, χi) for every 1 ≤ i ≤ k. Then, by the induc-
tion hypothesis, we have selξ({ui, pi}, vi)) with vi = 〈ui〉, and χi = f({ui, pi}, vi, wi)
for every 1 ≤ i ≤ k. Since v = 〈u〉 and ψξ1(u, ui) for every 1 ≤ i ≤ k, we have
selξ({u, u1,k, p1, . . . , pk}, v)). Finally, χ = ∃xw1,k.ψk(xw, xw1,k) ∧ f({u1, p1}, v1, w1) ∧
. . . ∧ f({uk, pk}, vk, wk) = f({u, u1,l−1}, v, w). 
Now we are able to show that there is a bijection between sets J ⊆ pos(ξ) of positions
with selξ(J, v) and unfoldings of Ψ with assignments which satisfy them.
Lemma 6.7 Let l ≥ 1, w ∈ N∗+, and v ∈ pos(ξ) be a base position. There is bijection
between the sets
G = {(J, v) | J ⊆ pos(ξ), |J | = l, selξ(J, v)}
and
Hw = {(χ, u, u1,l−1) | χ ∈ unf-BTClw(Ψ), u, u1,l−1 ∈ list-pos(ξ, χ) with 〈u〉 = v}.
Proof Define the mapping
G→ Hw by (J, v) 7→
(
f(J, v, w), u, u1,l−1
)
,
where u, u1,l−1 is the enumeration of J appearing in Lemma 6.5. It should be clear that
this mapping is well-defined and injective. Moreover, by Lemma 6.6 it is surjective.
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Lemma 6.8 Let w ∈ N∗+, v ∈ pos(ξ) be a base position and J ⊆ pos(ξ) such that
selξ(J, v). For every p ∈ J , there is a unique integer k(p) ≥ 0 and a sequence p1,k(p) ∈ J
such that ψξk(p)(p, p1,k(p)) holds, and
[[f(J, v, w)Φ]](ξ, u, u1,l−1) =
∏
p∈J
[[ϕk(p)(x, y1,k(p))]](ξ, p, p1,k(p)),
where u, u1,l−1 is the unique enumeration of J appearing in Lemma 6.5.
Proof By induction on |J |. 
Proof of Theorem 6.1. Let ξ ∈ TΣ. Then we have:
[[BTC(Φ)]](ξ, ε) =
∑
1≤l≤size(ξ)
[[BTClε(Φ)]](ξ, ε) =
∑
1≤l≤size(ξ)
∑
χ∈unf-BTClε(Φ)
[[χ]](ξ, ε)
where the last equation is due to Lemma 3.1. Next we change the index set of the
second summation: ∑
χ∈unf-BTClε(Φ)
[[χ]](ξ, ε) =
∑
χ∈unf-BTClε(Ψ)
[[χΦ]](ξ, ε) .
Let χ ∈ unf-BTClε(Ψ). Since [[χΦ]](ξ, u, u1,l−1) 6= 0 implies that χξ(u, u1,l−1) holds for
every u, u1,l−1 ∈ pos(ξ), we have:
[[χΦ]](ξ, ε) =
∑
ε,u1,l−1∈pos(ξ)
[[χΦ]](ξ, ε, u1,l−1) =
∑
ε,u1,l−1∈list-pos(ξ,χ)
[[χΦ]](ξ, ε, u1,l−1) .
To summarize so far, we have
[[BTC(Φ)]](ξ, ε) =
∑
1≤l≤size(ξ)
∑
χ∈unf-BTClε(Ψ)
∑
ε,u1,l−1∈list-pos(ξ,χ)
[[χΦ]](ξ, ε, u1,l−1).
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Then we can continue as follows:∑
1≤l≤size(ξ)
∑
χ∈unf-BTClε(Ψ)
∑
ε,u1,l−1∈list-pos(ξ,χ)
[[χΦ]](ξ, ε, u1,l−1)
=
∑
1≤l≤size(ξ)
∑
J⊆pos(ξ)
|J|=l
selξ(J,ε)
ε∈J
[[f(J, ε, ε)Φ]](ξ, ε, u1,l−1)
(by Lemmas 6.6 and 6.7, where (J, ε) 7→ (f(J, ε, ε), ε, u1,l−1))
is the bijection in that lemma)
=
∑
J⊆pos(ξ)
selξ(J,ε)
ε∈J
[[f(J, ε, ε)Φ]](ξ, ε, u1,|J|−1)
(where (J, ε) 7→ (f(J, ε, ε), ε, u1,|J|−1)) is the bijection in Lemma 6.7)
=
∑
J⊆pos(ξ)
selξ(J,ε)
ε∈J
∏
p∈J
[[ϕk(p)(x, y1,k(p))]](ξ, p, p1,k(p))
(by Lemma 6.8)
=
∑
J⊆pos(ξ)
selξ(J,ε)
ε∈J
∏
p∈J
[[θk(p)(X,x, y1,k(p))]](ξ, J, p, p1,k(p))
(by the definition of θk and the fact that k(w) is unique)
=
∑
J⊆pos(ξ)
selξ(J,ε)
ε∈J
∏
p∈J
[[
∨m
k=0 ∃y1,k. θk(X,x, y1,k(p))]](ξ, J, p)
(by Lemma 6.2)
=
∑
J⊆pos(ξ)
selξ(J,ε)
ε∈J
∏
p∈pos(ξ)
[[(x ∈ X) +→ ∨mk=0 ∃y1,k. θk(X,x, y1,k)]](ξ, J, p)
=
∑
J⊆pos(ξ)
∏
p∈pos(ξ)
[[θ(X,x)]](ξ, J, p)
= [[∃X.∀x.θ(X,x)]](ξ)
= [[Θ]](ξ) 
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7. From RMSO-definability to Recognizability
Here we show that every RMSO-definable weighted tree language is recognizable. We
prove this as usual by induction on the structure of the formulas.
Theorem 7.1 Let r : TΣ → S be a weighted tree language. If r is RMSO-definable,
then r is recognizable.
Proof Let ϕ be an RMSO-formula. If ϕ has the form a, labelσ(x), edgei(x, y), x ∈ X,
ϕ ∧ ψ, ϕ ∨ ψ, ∃x.ϕ, or ∃X.ϕ, then we can proceed as in [DV06, Lm. 5.2-5.4] showing
that [[ϕ]] is recognizable.
For the formula x ≤ y we apply Observation 2.2.
Next we consider a formula ϕ of the form ¬ψ where ψ is a BMSO-step formula. Then
ϕ is also a BMSO-step formula, and by Lemma 2.3 its semantics is a recognizable step
function. Using the fact that recognizable weighted tree languages are closed under
scalar product and summation (cf. [DV06, Lm. 3.3 of]), we obtain that the semantics
of ϕ is recognizable.
Next let ϕ be of the form ∀x.ψ where ψ is a BMSO-step formula. By Lemma 2.3,
the semantics of ψ is a recognizable step function and thus by [DV06, Lm. 5.5] the
semantics of ϕ is recognizable.
Finally let ϕ be of the form ∀X.χ where χ is a BMSO-formula. Then also ϕ is a
BMSO-formula of which the semantics is a recognizable weighted tree language again
due to Observation 2.2.
Thus, summing up, every RMSO-definable weighted tree language is recognizable.
In the present paper we have defined the fragment RMSO of restricted MSO in
the spirit of [Gas10] (and of [BGMZ10]). It is syntactically slightly different from the
fragment with the same name introduced in [DG05, DG07] and used in [DV06, DV11]
for the tree case. In the restricted MSO-fragment of [DG05, DG07], (cf. e.g. [DV06,
Def. 4.1 and 4.8]) x ≤ y is not an atomic formula, negation is only applicable to
atomic formulas except coefficients from S, and second-order universal quantification
is not allowed. Henceforth we will call this fragment RMSO′ (cf. [DV06, Def. 4.8]).
In [DV06, Thm. 5.1] is was proved that a weighted tree language (over a commutative
semiring) is RMSO′-definable if, and only if it is recognizable. Due to Theorem 4.1 we
obtain the following corollary.
Corollary 1 Let r be a weighted tree language. Then, r is RMSO-definable if, and
only if r is RMSO′-definable. 2
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A. Collection of the Used Macros
For the convenience of the reader we list here all the macros which are used in this
paper.
For every ϕ,ψ ∈ MSO:
• ϕ +→ ψ := ¬ϕ ∨ (ϕ ∧ ψ) (cf. p.9)
For every ϕ,ψ ∈ BMSO (cf. p.9):
• ϕ∨ψ := ¬(¬ϕ ∧ ¬ψ)
• ∃x.ϕ := ¬∀x.¬ϕ
• ∃X.ϕ := ¬∀X.¬ϕ
Next we proceed from the simpler macros to the more complex ones.
• edge(x, y) := ∨
1≤i≤maxrk(Σ)edgei(x, y) (cf. p.11)
• root(x) := ∀y.¬ edge(y, x) (cf. p.11)
• form-pathw(y0,n) :=
∧
1≤i≤n
edgewi(yi−1, yi) (cf. p. 11)
• (x ≤w y) := ∃y0,n.(x = y0) ∧ form-pathw(y0,n) ∧ (yn = y) (cf. p. 11)
• x ≤n y :=
∨
w∈{1,...,maxrk(Σ)}n(x ≤w y) (cf. p. 11)
• (height(x) ≥ n) := ∃z.(x ≤n z) (cf. p. 21)
• sibl(x, y) := ∃z.∨
1≤i<j≤maxrk(Σ)edgei(z, x) ∧ edgej(z, y) (cf. p. 12)
• sibln(x, y) := ∃x′, y′.
(
sibl(x′, y′) ∧ (x′ ≤n−1 x) ∧ (y′ ≤n−1 y)
)
(cf. p. 12)
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• (|y| > n) := ∃x. (x ≤n+1 y) (cf. p. 11)
• (y/n ∈ X) := ∃x. (x ∈ X) ∧ (x ≤n y) (cf. p. 11)
• (m ∈ |X|) := ∃x, y. root(x) ∧ (x ≤m y) ∧ (y ∈ X) (cf. p. 11)
• (|x| ≡n m) :=
∀X.
((
(x ∈ X) ∧
(
∀y.((y ∈ X) ∧ (|y| > n)) +→ (y/n ∈ X)
))
+→ (m ∈ |X|)
)
(cf. p. 10)
• (y = 〈x〉n) :=
∧
0≤q<n
(
(|x| ≡n q) +→ (y ≤q x)
)
(cf. p. 12)
• form-path(y0,n) :=
∨
w∈{1,...,maxrk(Σ)}n form-pathw(y0,n) (cf. p. 21)
• form-lmp(y1,n) := form-path(y1,n)∧
∀z.
[(
(y1 ≤n−1 z) ∧ (z 6= yn)
)
+→ ∨n−1
i=1
sibln−i(yi, z′)
]
(cf. p. 21)
• on-lmpn−1(x, y) := ∃y1,n.(x = y1) ∧ form-lmp(y1,n) ∧
∨
1≤i≤n(yi = y)
(cf. p. 21)
• form-cutn,k(x, y1,k) :=
(∧k
i=1(x ≤n yi) ∧ (height(yi) ≥ n)
)
∧(∧k−1
i=1 sibln(yi, yi+1)
)
∧
(
∀z.((x ≤n z) ∧ (height(z) ≥ n)) +→
(∨k
i=1
z = yi
))
(cf. p. 21)
• checkζ(x, y1,k) :=
∧
w∈pos(ζ)\posZk (ζ)
(∃y. (x ≤w y) ∧ labelζ(w)(y))∧∧
1≤i≤k
(x ≤poszi (ζ) yi) (cf. p. 22)
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