Abstract: Cross-efficiency evaluation, an extension of data envelopment analysis (DEA), can eliminate unrealistic weighing schemes and provide a ranking for decision making units (DMUs). In the literature, the determination of input and output weights uniquely receives more attentions. However, the problem of choosing the aggressive (minimal) or benevolent (maximal) formulation for decision-making might still remain. In this paper, we develop a procedure to perform cross-efficiency evaluation without the need to make any specific choice of DEA weights. The proposed procedure takes into account the aggressive and benevolent formulations at the same time, and the choice of DEA weights can then be avoided. Consequently, a number of cross-efficiency intervals is obtained for each DMU. The entropy, which is based on information theory, is an effective tool to measure the uncertainty. We then utilize the entropy to construct a numerical index for DMUs with cross-efficiency intervals. A mathematical program is proposed to find the optimal entropy values of DMUs for comparison. With the derived entropy value, we can rank DMUs accordingly. Two examples are illustrated to show the effectiveness of the idea proposed in this paper.
Introduction
Data Envelopment Analysis (DEA)-originally developed by Charnes, Cooper, and Rhodes (CCR) [1] -is an effective method for evaluating the efficiencies of decision making units (DMUs) with the same inputs and outputs. The idea of DEA models is to generate a set of optimal weights for each DMU to maximize the ratio of its sum of weighted outputs to its sum of weighted inputs while keeping all the DMU ratios at most the unity. Although DEA has been widely used as an effective approach in finding the frontiers, its flexibility in weighting multiple inputs and outputs and its nature of self-evaluation may lead to the situation that many DMUs are evaluated as efficient, and the DEA efficient units cannot be further discriminated. Rating too many units as efficient is a commonly recognized problem of DEA.
As an extension of DEA, cross-efficiency evaluation is to provide a ranking for CCR-efficient units [2, 3] . The purpose of this method is to employ DEA to do peer-evaluation, rather than to have it perform in a self-evaluation mode. There are mainly two advantages of the cross-efficiency evaluation method. It provides an ordering among DMUs, and it eliminates unrealistic weight schemes without requiring the elicitation of weight restrictions from experts [4] . These merits let the method be widely used for ranking performance of DMUs, for example: advanced manufacturing technology selection [5] , economic-environmental performance [6] , measuring the performance of the nations participating in Olympic Games [7] , supply chain management [8] , public resource management [9] , fixed cost and resource allocation [10] , portfolio selection [11] , premium allocation for academic faculty [12] , and baseball player ranking [13] .
However, the multiple optimum solutions for DEA weights might reduce the effectiveness of the cross-efficiency. Specifically, cross-efficiency scores obtained from the original DEA methodology are generally not unique [3] . It may be possible to improve a DMU's (cross-efficiency) performance rating, but generally only by worsening the ratings of others [14] . In this regard, the methods of Sexton et al. [2] and Doyle and Green [3] use a secondary-goal methodology to deal with the multiple DEA solutions. They develop aggressive (minimal) and benevolent (maximal) formulations to identify optimal weights that not only maximize the efficiency of a particular DMU under evaluation, but also minimize the average efficiency of other DMUs. In addition to the well-known aggressive (minimal) and benevolent (maximal) formulations, other secondary-goal techniques are proposed and investigated [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . Since it is possible that these two different formulations produce two different ranking results, decision makers may need to make a choice between these two formulations.
There is another direction of studies, where all the possible weights are considered in the proposed approaches, and a cross-efficiency interval is derived for a DMU being evaluated. Yang et al. [29] calculate both the minimal and maximal game cross-efficiency scores for each given DMU according to the idea of Liang et al. [14] . The holistic acceptability index (HAI) provides a measure of the overall acceptability of the obtained cross-efficiency scores for ranking DMUs. Alcaraz et al. [30] take into consideration all the possible choices of weights that all DMUs can make, and yields for each DMU a range for its possible ranking rather than a single ranking. Ramón et al. [31] develop a pair of models that allow for all possible weights for all DMUs, and a cross-efficiency interval is obtained for each DMU. Existing order relations for interval numbers are used to identify dominance relations among DMUs and a ranking result of DMUs is derived. These approaches perform the cross-efficiency evaluation without choosing the DEA weights.
Information entropy is an effective tool to measure the uncertainty. According to the idea of entropy, the amount or quality of information is one of the determinants for making decisions accurately [32] . For this reason, it has been widely applied to different cases of assessments, such as physics, social sciences, and so on [33] [34] [35] [36] . There are several studies that integrate entropy and DEA models. Soleimani-Damaneh et al. [37] integrate a series of efficiency scores of a DMU, which are calculated from different DEA models, into a comprehensive efficiency score via using Shannon entropy to calculate the degree of importance of each model. Hsiao et al. [38] propose an entropy-based approach to deal with the problem of the distorted efficiency measurement in the non-proportional radial measure. Bian and Yang [39] extend the Shannon-DEA procedure to establish a comprehensive efficiency measure for appraising DMUs' resource and environment efficiencies. Xie et al. [40] employ Shannon entropy theory to calculate the degree of the importance of each DMU. Then they combined the obtained efficiencies and the degrees of importance to improve the discrimination of traditional DEA models. Qi and Guo [41] propose a modified weight restricted DEA model for calculating non-zero optimal weights, and the non-zero optimal weights are aggregated to be the common weights using Shannon entropy. Storto [42] investigates an index that calculates the ecological efficiency of a city through combining the Shannon's entropy and the cross-efficiency model. Wang et al. [43] use the DEA entropy model to calculate the intervals of all cross-efficiency values with imprecise inputs and outputs, and all DMUs are evaluated and ranked based upon the distance to ideal positive cross efficiency.
The current approaches for cross-efficiency evaluation are often averaging the entries of the cross-efficiency matrix column-wise for comparison of DEA efficient units, or concentrate on how to determine DEA weights uniquely. In these cases, however, the problem of choosing the aggressive (minimal) or benevolent (maximal) formulation for decision-making might still remain. In this paper, we treat the cross-efficiency of a DMU as an interval, where the lower bound and upper bound are derived by minimal and maximal formulations, respectively. That is, the cross-efficiency interval takes the minimal and maximal formulations into account at the same time, and the choice of DEA weights can then be avoided. To rank DMUs with their cross-efficiency intervals, a numerical index is required for comparison. The entropy, which is based on information theory, is an effective tool to measure the uncertainty. We utilize the concept of entropy to construct a numerical index for ranking DMUs with cross-efficiency intervals. Following the idea of Yang et al. [29] , a number of cross-efficiency intervals are obtained for DMUs in the cross-efficiency evaluation. The entropy values are then calculated for the DMUs with cross-efficiency intervals. A nonlinear fractional program with bound constraints is formulated to find the optimal value of entropy among cross-efficiency intervals. By variable substitution, this nonlinear fractional program is transformed into a convex optimization problem for deriving the global optimum solution. With the obtained entropy values, the DMUs are ranked accordingly.
In the sections that follow, we first introduce the aggressive and benevolent formulations in the cross-efficiency evaluation method. Next, the concept of entropy is introduced, and a nonlinear fractional program with cross-efficiency intervals is formulated. Then we develop the solution procedure to find the optimal entropy value for comparison of DMUs. Two numerical examples are employed to illustrate the ideal proposed in this study. Finally, some conclusions of this study are presented.
Solution Procedure

Cross-Efficiency Intervals
Let X ij and Y rj denote the i-th input, i = 1, . . . , m, and r-th output, r = 1, . . . , s, respectively, of the j-th DMU, j = 1, . . . , n. The DEA model proposed by Charnes et al. [1] for calculating the efficiency of DMU d under the assumption of constant returns-to-scale, referred to as the CCR model, is:
where u rd and v id are the weights assigned to the s outputs and m inputs, respectively. In the cross-efficiency evaluation we use the optimal solutions of (1) to calculate the cross-efficiencies. To be specific, if v * id (i = 1, . . . , m) and u * rd (r = 1, . . . , s) is an optimal solution of (1) for a given DMU d, then the cross-efficiency of DMU j (j = 1, . . . , n, j = d) peer-evaluated by DMU d is given by
The cross-efficiency score of DMU j, j = 1, . . . , n, is usually defined as the average of its cross-efficiencies obtained with the weights of all the DMUs. That is, the cross-efficiency of DMU j is defined as
Generally, the cross-efficiency scores, which are calculated from DEA models, are not unique due to the multiple optimum solutions for DEA weights, and one may obtain different efficiency scores with different optimum solutions of the DEA weights. One remedy to eliminate the non-uniqueness, as suggested by Sexton et al. [2] , is to use secondary goals to choose the weights among the optimal solutions. The most commonly used secondary goals are proposed by Doyle and Green [3] , and they present aggressive and benevolent formulations. In the case of the benevolent formulation, for example, the idea is to identify optimal weights that maximize not only the efficiency of a particular DMU under evaluation but also the average efficiency of other DMUs. In the aggressive formulation, however, one seeks weights that minimize the average efficiency of those other units. Each DMU in Liang et al. [14] is viewed as a player that seeks to maximize its own efficiency, under the condition that the cross-efficiency of each of the other DMUs does not deteriorate. The cross efficiency derived by using the model of [14] is called the game cross-efficiency. Consider two DMUs, that is, DMU d and DMU j. Based on the idea of [14] , the aggressive and benevolent game cross-efficiencies are calculated, respectively, by the following formulations [29] .
Under maintaining the efficiency score E dd of DMU d unchanged, Models (4) and (5), respectively, search for the minimization and maximization of the cross-efficiency scores that DMU j would reach.
From viewpoints of the cross-efficiency, the values of E L dj and E U dj solved from (4) and (5), respectively, are the lower bound and upper bound of the cross-efficiency interval between DMU d and DMU j. In other words, for DMUs d and j, their cross-efficiency lies in the range of [E L dj , E U dj ]. The conventional single-valued data can be regarded as degenerate interval data with only one value in that interval. Table 1 shows a generalized cross-efficiency matrix, where all the cross-efficiency scores are interval-valued rather than a single value, for DMUs. Note that the elements in the diagonal are E j = E L jj = E U jj , ∀j. To rank all DMUs with cross-efficiency intervals, a numerical index for each DMU is required for easy comparison. In this study we use the concept of Gibbs' entropy for ranking DMUs with cross-efficiency intervals. The major difficulty is how to deal with the lying ranges of the cross-efficiency intervals in calculating the entropy. In the next section, a methodology is proposed to find the optimal entropy among the cross-efficiency intervals for discrimination of DMUs. Table 1 . Cross-efficiency interval matrix.
Entropy of Cross-Efficiency Intervals
In this section, we adopt Gibbs' entropy to consider all the cross-efficiency intervals derived in Models (4) and (5) for determining the rankings of DMUs. Information entropy is a measurement of uncertainty of the system state, when the system is in limited states with the probability P i (i = 1, 2, ..., n) of each state, then the entropy of the system is [32] 
where K is a constant and 0
Without loss of generality, we discuss the case where all the cross-efficiency scores are of interval-valued type because the single-valued cross-efficiency can be treated as the degenerated interval with only one value in the interval. When the cross-efficiency is a constant value, the entropy of DMU j can be defined as:
where
is a constant value. Note that E L j and E U j are, respectively, aggressive and benevolent efficiencies that are defined in (3) .
Since E L dj and E U dj are calculated, respectively, from (4) and (5), the cross-efficiency is an interval rather than a constant value. Then Equation (7) becomes the following formulation with cross-efficiency intervalsĤ
whereÊ dj ∈ E L dj , E U dj . To find the smallest uncertainty of a DMU with cross-efficiency intervals, we need to find the minimum value of entropy in (8) . If every evaluated DMU has its own smallest entropy (uncertainty), then we can use this obtained entropy for comparison of DMUs. The minimization ofĤ j is equal to min{Ĥ j |E L dj ≤Ê dj ≤E U dj , ∀d}. In symbols, it can be expressed as:
Model (9) can be reduced to the following formulations:
Model (10) is a nonlinear fractional program with bound constraints, where there is no guarantee to have stationary points. In (10), we want to find a set ofÊ dj , d = 1, ..., n, that produces the smallest objective value. Following the variable substitution of Charnes and Cooper [44] , we let t = 1/∑ n d=1Ê dj and w dj = tÊ dj . Because the value of t > 0, one can multiply constraint (10a) by t and transform (10) into the following mathematical program:
s.t.
Since ln w dj and w dj ln w dj are both increasing functions and K j is a constant value, the objective function is a concave function. The values of E L dj and E U dj are the lower bound and upper bound ofÊ dj , d = 1, ..., n, respectively, and they are constant values. Therefore, E L dj t ≤ w dj ≤ E U dj t, d = 1, ..., n, are linear constraints. Model (11) is minimizing a concave function subject to linear constraints, and we can derive a stationary point-the global optimum solution for (11) . Moreover, because the objective function is concave upward and the constraints are linear and boxed in (11), the optimal solution should occur at extreme points [45] .
With the derived value ofĤ * j , we are able to rank all DMUs accordingly. The larger the value of H * j the better the DMU is since the minimum uncertainty is assured in the solution processes.
Examples
Academic Departments in a University
To illustrate the methodology proposed in this paper, we first use an example, which is taken from Wong and Beasley [46] that is an evaluation of seven academic departments in a university. This example is also used for the illustrations by related studies [20, 23, 29] . Wong and Beasley [46] evaluate seven academic departments in a university in terms of three inputs and three outputs. The number of academic staff (X 1 ), academic staff salaries in thousands of pounds (X 2 ), and support staff salaries in thousands of pounds (X 3 ) are used as input items, and number of undergraduate students (Y 1 ), number of postgraduate students (Y 2 ), number of research papers (Y 3 ) are selected as output items. Table 2 shows their input and output data together with their calculated CCR efficiency scores.
Clearly, there are six of seven departments being evaluated as CCR-efficient in Table 2 , and it is hard to discriminate among them. Table 3 reports the lower bound and upper bound cross-efficiencies, E L dj and E U dj , d, j = 1, ..., 7, of the seven departments, which are calculated from Models (4) and (5), respectively. The last row of Table 3 lists the average cross-efficiency scores, which stand for the aggressive and benevolent cross-efficiencies, respectively, for all DMUs. To find the optimal objective of entropy,Ĥ 1 , for Department 1, we need to put the data listed in the first two and three columns of Table 3 into (10), and the mathematical formulation forĤ 1 is as follows: Based on (11), Model (12) can be rewritten to the following mathematical form: . This verifies that the optimal solution occurs at extreme point, which is discussed in the previous section. One can calculate the optimal entropies for the other departments with the same solution procedure, and we haveĤ 2 = 1.5632,Ĥ 3 = 1.4771,Ĥ 4 = 0.8701,Ĥ 5 = 1.4171,Ĥ 6 = 1.7232, andĤ 7 = 1.2197. Table 4 lists the aggressive and benevolent game cross-efficiencies measured by [14] , holistic acceptability indices (HAI) calculated by [29] , and the entropy calculated in this paper and their rankings (in parentheses) by different formulations, from which it is observed that the aggressive and benevolent formulations lead to different cross-efficiency rankings for the seven academic departments. Interestingly, the ranking result of this paper is the same as that of the aggressive formulation suggested by [14] . 
Chinese City
In this example, two inputs and three outputs are chosen to characterize the technology of 18 Chinese cities, and the original data of this example can be found in [47] . The investment in fixed assets by stated-owned enterprises (X 1 ) (10,000 RMB), where RMB is the Chinese monetary unit, and foreign funds actually used (X 2 ) (10,000 USD) are treated as inputs; total industry output value (Y 1 ) (10,000 RMB), total value of retail sales (Y 2 ) (10,000 RMB), and handling capacity of coastal ports (Y 3 ) (10,000 tons) are chosen as outputs. Table 5 records the input and output data. We first employ Models (4) and (5) to calculate the lower bound and upper bound of the cross-efficiency intervals, E L dj and E U dj , respectively, for each Chinese city, and the obtained results are presented in Table 6 . Similar to Example 1, we put the cross-efficiency scores contained in Table 6 into (11) to derive the corresponding entropy for each Chinese city. Table 7 reports the CCR efficiencies, aggressive and benevolent cross-efficiencies measured by [14] , and the entropies of the 18 Chinese city calculated in this paper. The numbers in the parentheses are their associated ranks of these methods.
Three cities-DMUs 2, 6, and 10-are rated as CCR-efficient. This paper determines the order of the 18 Chinese cities by their calculated entropies, and the top five places of the Chinese cities-namely, DMU 1, DMU 6, DMU 10, DMU 12, and DMU 13-are exactly the same top five places evaluated by CCR model. This shows that the methodology proposed in this paper works well in a complex problem for discriminating among efficient DMUs. There is no wonder that the aggressive and benevolent formulations measured by [14] result in different cross-efficiency rankings for the 18 Chinese cities. A numerical index like entropy is helpful for ranking DMUs with cross-efficiency intervals. A few studies have investigated methods for discriminating CCR-efficient units. One of the well-known methods is the super-efficiency DEA model [48] . Nevertheless, under certain conditions this approach suffers the infeasibility in deriving the efficiency score. In this case the application of this approach is limited. There are other methods for investigating the discrimination power of DEA, such as common weights [49] and the context-dependent DEA method [50] . However, the most popular one in discriminating efficient units perhaps is the cross-efficiency method [28] . The advantages of the approach proposed in this paper are that it is always feasible for calculating cross-efficiency, the multiple optimum solutions for DEA weights can be ignored, and the uncertainty of cross-efficiency intervals are considered in discrimination of DMUs.
Conclusions
It is possible that the cross-efficiency evaluation has multiple optimum solutions for the DEA weights that result in different cross-efficiency scores, and consequently to different ranking results of DMUs. The traditional approaches in the literature may make a choice of weights according to their alternative secondary goals in performing the cross-efficiency evaluation. However, decision-makers need to make a choice between the aggressive and benevolent formulations, and the issue of multiple solutions of weights still exists.
Different from previous approaches in the literature, this paper considers not only the cross-efficiency intervals but also their entropy values for ranking DMUs. The merits of the proposed approach are that the determination of the weights can be ignored and the uncertainty of the cross-efficiency intervals is considered as a ranking factor in comparison of DMUs. Since the aggressive and benevolent formulations are considered simultaneously, a number of cross-efficiency intervals are obtained for a specific DMU in the evaluation process. To find the optimal value of the entropy among cross-efficiency intervals, a nonlinear fractional programs with bound constraints is formulated. By variable substitutions, this nonlinear fractional program is transformed into a convex optimization problem to solve. With the derived entropy values, we are able to rank DMUs accordingly. Two examples are used to illustrate the approach proposed in this paper, and the derived results show that this research is indeed able to ranking the CCR-efficient units effectively.
There are different approaches proposed for enhancing and extending the cross-efficiency evaluation. In this study, the input and output data are measured by exact values. However, in some cases, the input and output items of DMUs could be imprecise data or fuzzy data. How to deal with the imprecise and fuzzy data is a possible direction of future research and an extension of the approach proposed in this study.
