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ABSTRACT
We consider quantum computing in the one-qubit model
where the starting state of a quantum computer consists of
k qubits in a pure state and n − k qubits in a maximally
mixed state. We ask the following question: is there a gen-
eral method for simulating an arbitrary m-qubit pure state
quantum computation by a quantum computation in the k-
qubit model? We show that, under certain constraints, this
is impossible, unless m = O(k + log n).
1. INTRODUCTION
Ideally, a quantum computation is a sequence of local uni-
tary transformations applied to a register of qubits which
are initially in the state |0n〉; followed by a measurement.
Initializing the state of the quantum register is the biggest
challenge in NMR quantum computing (which is perhaps
the most advanced technology in terms of the scale of ex-
periments performed to date [2]). The difficulty is that the
register is actually initially in (approximately) the binomial
distribution over pure states |x〉, in which each qubit is in-
dependently in the state |0〉 with probability 1+ǫ
2
; the cur-
rently achievable polarization ǫ is quite small. There are
currently two ways of implementing quantum computation
in this technology. The first is used in current experiments
[5; 3], but does not scale beyond several qubits — the out-
put signal decreases exponentially in the number of qubits
in the quantum register.1 The second does scale, but is not
feasible at the currently achievable values of polarization in
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1 The exponential decay in signal to noise ratio in any
scheme that embeds virtual pure states on an n-qubit quan-
tum computer with one clean qubit is unavoidable, due to
the result [9].
liquid NMR [11]. An intriguing third possibility was raised
in [7]. Suppose we start with one qubit in the pure state |0〉
in tensor product with n − 1 qubits in a maximally mixed
state (i.e. in a uniform distribution over basis states |x〉). Is
it possible to simulate general quantum computation by ef-
fecting a sequence of elementary quantum operations on this
register? If the answer were affirmative, this would yield
a procedure that would both scale and be currently feasi-
ble using the scalable initialization procedure to convert the
initial binomial state to a state where the last n− 1 qubits
are maximally mixed and the first bit has high polarization
(the strength of the output signal is now proportional to this
polarization). This is the question we focus on in this paper.
It is easy to see that if all n qubits are in the maximally
mixed state then no computation is possible. This is be-
cause applying any unitary transformation to this mixture
leaves it invariant. This simple argument stands in strik-
ing contrast to the difficulty of the seemingly very similar
case, in which just a single qubit is in a pure state, while
all the others are maximally mixed. Since the initial state
of the register is completely specified, the only real input
in this model is the sequence of elementary quantum oper-
ations. So, given a quantum circuit C which we would like
to simulate on an input x, we wish to know whether there
is a sequence of elementary quantum operations on the n
qubit register, which first prepares a quantum (mixed) state
which encodes x, and then simulates C on it. Of course, we
will require that these mixed state encodings of basis states
x be distinguishable by some measurement with non-trivial
probability.
Our main result shows that the above is impossible unless
|x| ∈ O(log n), showing that the simulation is no more effi-
cient than an exhaustive classical calculation. The technique
used to show this uses some information about the represen-
tations of the symmetric group. The appendix 7 provides
some necessary notions from representation theory.
We also show that using a 3-bit register it is possible to
compute every language in NC1. This should give some
indication of why the impossibility result is so much harder
than for the case when all n qubits are maximally mixed.
2. NC1
We begin by showing that in this model, even using a 3-bit
register, we can compute every language in NC1.
Recall that the initial state of the register is a uniform dis-
tribution over the four 3-bit strings starting with a 0. In our
simulation of NC1, all our operations will simply permute
basis states.
Proposition 1. A 3-bit quantum computer initialized with
one clean qubit can recognize every language in NC1.
Our simulation is based on Barrington’s result that NC1
can be simulated by a width 5 permutation branching pro-
gram [1]. The main idea is quite simple: let the 5 states of
the permutation branching program be represented by the
states |000〉 through |100〉 of the 3-qubit register. Without
loss of generality assume that the permutation branching
program accepts if the permutation it effects is the identity,
and rejects if the permutation it effects is the transposition
(000, 100). It is easy to simulate the permutation branching
program by a sequence of elementary quantum operations.
Now if we measure the first qubit in the register, then in the
case that the permutation branching program accepts – i.e.
the permutation effected is the identity – then measuring
the first qubit in the register yields a 0 with probability 1.
On the other hand, if the permutation branching program
rejects, then measuring the first qubit in the register yields
a 1 with probability 1/4. ✷
It is illuminating to try to extend this simulation to QNC1.
First notice that in Barrington’s procedure for simulating
NC1, each wire in the NC1 circuit is simulated at some
stage in the branching program. In the case of a QNC1
circuit, the state of a wire is given by a qubit, which is, in
general, entangled with the qubits carried by the other wires
in the circuit. Therefore the state of this wire cannot be ex-
pressed in isolation, and there appears to be no alternative
to creating that entangled state as part of any simulation.
Thus the entire approach breaks down. One way to carry
out such a construction, might be to apply a superposition
of operations at each step: this extends the state space of
the quantum computer and effectively provides many more
clean qubits, making the model meaningless. Moreover all
proposed implementations of quantum computation involve
a classical, time-varying sequence of operations, applied to a
quantum register. Since the control is classical, in any oblivi-
ous simulation the entangled quantum state of the simulated
circuit must be encoded within the quantum register.
3. LIMIT ON COMPUTABILITY
We are given a quantum computer with an n qubit register,
with one bit initialized to |0〉 and the rest of the n−1 qubits
in a maximally mixed state. We would like to simulate an
m qubit quantum circuit C on input string x using this
model. If we wish to do an oblivious simulation, as sketched
in the previous section, we must encode an arbitrarym qubit
state into the uninitialized n qubit register. To do so, it is
sufficient to consider the 2m basis states of the m wires, and
encode them as distinguishable states of the uninitialized n
qubit register (for this to be an efficient encoding, we should
have n ∈ O(poly(m))). The states must be distinguishable
in the following sense: since we can prepare several copies of
any state by repeating the simulation, we only require that
there be a sequence of measurements on O(poly(n)) many
copies of the state, that (with high probability) uniquely
identify the state. Indeed, it is possible to do this with
n = m, as follows: take the subspaces, spanned by the basis
vectors in the sets Ab = {x ∈ {0, 1}n : x · b = 0 mod 2} for
b ∈ {0, 1}n.
However, to perform an oblivious simulation, the encoding
must satisfy another property – permutability. The quan-
tum circuit C might carry out any unitary operation on its
quantum state, and in particular an arbitrary permutation
on its classical states. Again it is not hard to demonstrate an
efficient encoding that satisfies this permutability condition,
without distinguishability: take the subspaces spanned by
the basis vectors in the sets Ab = {x = (x1...xn) ∈ {0, 1}n :
x1 = 0 or (x2...xn) = b} for b ∈ {0, 1}n−1.
However, it is not possible to construct an efficient encoding
that satisfies both conditions simultaneously. This is the
content of the following theorem.
Let M = 2m be the total number of basis states of the ideal
quantum computer which is being simulated. Note that each
X ∈ X encoding one of these, is a subspace of dimension
2n−1 within the Hilbert space C2
n
of the computer. If the
computer has k clean qubits, then X is of dimension 2n−k.
Theorem 2. Suppose that computations on m qubits can
be obliviously simulated in an n-qubit, k-clean-qubit com-
puter in our model, and that dim(X ∩ Y )/dim(X) < 1 −
1
poly(m)
for every pair of input encodings X,Y ∈ X . Then
m ≤ (2k + log n)(1 + o(1)).
This incidentally implies that the computation of an n-qubit,
k-clean-qubit computer can be simulated by a classical com-
puter with a poly(n2k) computational overhead.
It may be illuminating to consider a simpler, classical ana-
logue of our problem. A classical circuit (taking inputs in
{0, 1}n) composed of reversible gates executes a permuta-
tion of {0, 1}n. The analogous problem (just considering
the case k = 1) is that we can only represent inputs as
uniform probability distributions over a set of half the el-
ements of {0, 1}n. (In the quantum case this corresponds
to axis-parallel subspaces of dimension 2n−1.) The question
is, what is the largest number of such subsets (probability
distributions) which such a circuit can permute at will. It
is also essential that the probability distributions be readily
distinguishable by sampling, in other words the subsets must
have small intersection. It is possible (though we omit it in
this extended abstract) to provide a strictly combinatorial
argument expressing the fact that this task is impossible for
more than poly(n) subsets, because of the tension between
the two requirements (permutability and distinguishability).
The large size of the subsets means that we have far more
constraints than we have degrees of freedom. The combi-
natorial argument shows that if the requirement of full per-
mutability is imposed, and we have a superpolynomial (in
n) number of subsets, then the symmetric difference of ev-
ery two sets must be a vanishing fraction of the size of the
sets. The two types of sets {Ab} described above, however,
separately achieve distinguishability and permutability.
In the quantum case we have arbitrary subspaces in place of
“subsets” (or correspondingly axis-parallel subspaces). And
the circuit of course can perform not just permutations of
the basis, but general unitary operations. In sharp contrast
with the classical case, two subspaces of half the dimen-
sionality of the space typically will not intersect. Never-
theless, the large dimension of the subspaces imposes strict
constraints on an operator which must permute them; the
difficulty is in formulating the incompatibility of these re-
quirements when the number of subspaces is large and the
subspaces are required to be very distinct.
Proof:
By assumption, there are unitary operators (each corre-
sponding to some sequence of steps in the computer) per-
muting X in all ways. Let fπ be the unitary operator corre-
sponding to a permutation π ∈ SM . If we have fπσ = fπfσ
for all π and σ ∈ SM , then the operators fπ form a repre-
sentation of SM and we can apply the representation theory
of the symmetric group.
Actually, the situation is slightly more complicated.
Let U be the unitary group on C2
n
. Let H be the subgroup
of U acting on X , i.e. carrying any X ∈ X to some Y ∈ X .
Let G be the subgroup of H that fixes all of X ; thus G is
normal in H .
It is apparent that H/G ∼= SM , but although this means
that H can permute the subspaces X in arbitrary ways, it is
different from saying that there is a subgroup of H isomor-
phic to SM (or in other words that we can pick elements of
H so as to have these operators compose properly).
4. PROOF OF THEOREM 2: THE SIMPLE
CASE
First, we show how to prove Theorem 2 if we can select trans-
formations fπ so that they form a representation (fπfσ =
fπσ). The more general case will be handled in the next
section. Appendix (section 7) explains the notions of repre-
sentation theory used in this and the next section.
We show that every pair X,Y ∈ Xˆ have a substantial inter-
section. Consider the decomposition of C2
n
into irreducible
representations ρ1 ⊕ ...⊕ ρk. Let N = 2n.
Lemma 3. Either the first row or the first column of the
Young diagram of each ρi is of length more than M − cn.
Proof:
This results follows from a theorem by Rasala[10]:
Theorem 4. [10, pp.151-152]
1. Let A ≤ M/2 and ρ be an irreducible representation of
SM such that the first row of the Young diagram of ρ
is of length exactly M − A. Then,
dim ρ ≥ ϕA(M)
where ϕA(M) =
(
M
A
)− ( M
A−1
)
= M−2A−1
M−A−1
(
M
A
)
is the di-
mension of the irreducible representation correspond-
ing to the partition (M − A,A).
2. If ρ is an irreducible representation with both the first
row and the first column of length at most M/2, then
dim ρ ≥ ϕ⌊M/2⌋(M).
This theorem means that any representation with the first
row of the Young diagram having length at most M − k,
k ≤M/2 has dimension at least
min
B:A≤B≤M/2
ϕB(M).
Simple algebra shows that this expression is minimized by
B = A if A ≤ M/2 − c√M for some constant c and B =
⌊M/2⌋ if A > M/2− c√M .2
To deduce our lemma, assume that the Young diagram of
an irreducible representation of SM has both first row and
2In the second case, the lowest-dimensional representation
actually has the first row less thanM−A. It is quite surprs-
ing because, in most cases, removing a square from the first
row of a Young diagram and adding a square somewhere else
increases the dimension.
column of length at most M − A. We show that N ≥ 2A.
Consider two cases:
Case 1: A ≥M/2− c
√
M .
Notice that A ≤ M − √M because otherwise the Young
diagram would fit into a square with a side less than
√
M
and area less than M . Theorem 4 implies that
dim ρ ≥ ϕ⌊M/2⌋(M) = Ω
(
2M
M
√
M
)
= 2M−
3 logM
2
−O(1) > 2A.
Case 2: A ≤M/2− c√M . Then,
dim ρ ≥ ϕA(M) = M − 2A+ 1
M − A+ 1
(
M
A
)
≥ 1
M
(
M
A
)A
=
1
M
(
M
2A
)A
2A ≥ 2A.
✷
Another lower bound on the longest row or column of a low
dimension representation (for a different range of parame-
ters) was given by Mischenko[8].
Next consider the stabilizer of X in SM , which is isomorphic
to SM−1, and which we will denote SXM−1. X decomposes
into irreducible representations V1, ...Vℓ of S
X
M−1. V1 is car-
ried by SM into each Y ∈ Xˆ , and all these copies of V1 are
contained within some irreducible W of SM in C
2n .
By the previous lemma, the Young diagram of W has a
long first column or row. We use the following fact from
the representation theory of the symmetric group: when we
restrict an irreducible representation0 ρλ of SM of shape λ
to a subgroup SM−1 ⊆ SM , it decomposes into irreducibles
of SM−1 in the following way:
ρ =
⊕
λ−
ρλ−
where λ− ranges over all shapes of size M − 1 that can be
obtained by deleting an “inside corner” from λ. (An inside
corner is simply a point of the shape whose deletion leaves
a legal shape.)
We now use:
Lemma 5. Suppose the shape λ has a first row (column)
of length |λ| − ℓ for ℓ < |λ|/2. Let λ1 denote the “λ−” ob-
tained by deleting the last element of the first row (column).
Then dim(ρλ1) ≥ |λ|−2ℓ|λ| dim(ρλ).
Proof: Consider the ratio
dimρλ1
dim ρλ
= 1|λ|
∏
x∈λ
|x|∏
x∈λ1
|x| . In the
last ratio, points x outside of the last row (column) appear
identically in the numerator and denominator. Moreover
for each x in the first row (column) in the numerator other
than the very last point (which contributes a factor of 1 in
the numerator and is absent in the denominator), the ratio
between its contributions in the numerator and denominator
is |x||x|−1 . Just examining the |λ|−2ℓ−1 points of the first row
furthest from the upper-left corner (and excepting the last
point), we obtain a lower bound on these contributions of∏|λ|−2ℓ−1
i=1
i+1
i
= |λ|−2ℓ. Overall therefore dim ρλ1
dimρλ
≥ |λ|−2ℓ|λ| .
✷
Lemma 6. Let fπ be an N-dimensional representation of
SM that acts as a permutation representation on a collection
of M subspaces Xˆ . Then, for any X,Y ∈ Xˆ ,
dimX − dimX ∩ Y ≤ 2cn
M
N.
(We write n = lgN and m = lgM .)
Proof: We decompose fπ into irreducible representations.
Let W be one of these irreducible representations. We show
that dimX ∩W − dimX ∩ Y ∩W ≤ 2cn
M
dimW .
We look at W as a representation of SXM−1. Let V be
the highest dimensional irreducible representation of SXM−1
within W . If M < 2cn then the assertion is trivial. Oth-
erwise M − cn > M/2 and the hypothesis of lemma 5 is
satisfied, implying that dimV ≥ M−2cn
M
dimW . Consider
two cases:
Case 1: V ⊆ X.
Take π ∈ SM such that Y = fπ(X). Then, Y ∩ W =
fπ(X ∩ W ). Therefore, dim(Y ∩ W ) = dim(X ∩ W ) ≥
dimV ≥ M−2cn
M
dimW and
dimX ∩W − dimX ∩ Y ∩W ≤ 2cn
M
dimW.
Case 2: V 6⊆ X.
Then, V ∩X = 0 because V ∩X is invariant under SXM−1
and V is irreducible. V ∩X = 0 implies
dimV + dimX ∩W ≤ dimW.
Together with dimV ≥ M−2cn
M
dimW , this implies
dimX ∩W − dimX ∩ Y ∩W ≤ dimX ∩W ≤ 2cn
M
dimW.
The lemma follows by summation over all irreducible W .
✷
If fπ form a representation, Lemma 6 almost immediately
implies Theorem 2. Namely, we have
dimX ∩ Y
dimX
=
dimX − (dimX − dimX ∩ Y )
dimX
≥ 2
n−k − 2cn
M
2n
2n−k
= 1− 2
k+1cn
M
.
If this is at most 1− 1
poly(m)
, then m ≤ (k+log n)(1+o(1)).
✷
5. PROOF OF THEOREM 2: THE DIFFI-
CULT CASE
5.1 Proof outline
Next, we deal with the case when fπfσ 6= fπσ for some π
and σ ∈ SM . Let G be the group of transformations that
map every subspace X ∈ Xˆ to itself. Then, fπfσf−1πσ is an
element of G for any π, σ ∈ SM . We would like to modify f
so that this element becomes identity for all π and σ ∈ SM .
Then, fπfσ = fπσ, i.e., fπ would form a representation of
SM and we would be able to analyse this representation
similarly to the previous section.
To achieve this, we look at C2
n
as a representation of G and
express C2
n
as V1 ⊕ V2 . . . ⊕ Vk, with Vi corresponding to
different types of irreducible representations of G.
Then, we compose each fπ with an appropriate gπ ∈ G.
The resulting transformation f ′π = gπfπ still implements the
same permutation π of Xˆ because gπ maps every X ∈ Xˆ to
itself. We can choose the transformations gπ so that, on
every Vi, f
′
πf
′
σ is the same as f
′
πσ up to a phase (f
′
πσ =
cπ,σ,if
′
πf
′
σ for some unit cπ,σ,i ∈ C).
The next step is eliminating the phase factors cπ,σ,i. This is
done by considering a larger space V1 ⊗ V ∗1 + . . .+ Vk ⊗ V ∗k
and transformations f ′′π = f
′
π ⊗ (f ′π)∗ on this larger space.
Then, the phase factors cπ,σ,i (from f
′) and c∗π,σ,i (from
(f ′)∗) cancel out and we get f ′′πσ = cπ,σ,ic
∗
π,σ,if
′′
π f
′′
σ = f
′′
π f
′′
σ .
Thus, f ′′π form a representation of SM on the linear space
V1⊗V ∗1 + . . .+Vk⊗V ∗k . This representation can be analysed
similarly to section 4, obtaining lower bounds on intersec-
tions of invariant subspaces.
5.2 Representation up to phases cπ,σ,i
Let G be the group of unitary transformations that fix every
one of the subspaces X ∈ Xˆ .
Then, C2
n
is a representation of G and all h ∈ Xˆ are in-
variant subspaces. (They are fixed by every element of G
according to the definition of G.) These invariant subspaces
decompose into irreducible invariant subspaces.
Consider all the irreducible invariant subspaces of C2
n
. Split
them into equivalence classes consisting of isomorphic ir-
reducible subspaces. Let E1, . . . , Ek be these equivalence
classes. Let V1 be the subspace of C
2n spanned by all the
irreducible subspaces in E1 (i.e., the subspace spanned by
all the vectors belonging to at least one subspace in E1).
Let V2, . . . , Vk be defined similarly.
Claim 1. If i, j ∈ {1, . . . , k} and i 6= j, then Vi ⊥ Vj.
Therefore, C2
n
= V1 ⊕ V2 ⊕ . . . ⊕ Vk. Next, we show that
transformations fπ map each Vi to some (possibly different)
Vi′ .
Claim 2. Let V be an invariant subspace. Then, fπ(V )
is invariant as well. If V is irreducible, fπ(V ) is irreducible.
Moreover, if V and V ′ are two isomorphic irreducible sub-
spaces, fπ(V ) and fπ(V
′) are isomorphic as well.
Proof: The map g → fπgf−1π is an automorphism of G. If
V is invariant under the action of g, fπ(V ) is invariant under
the action of fπgf
−1
π . Therefore, if V is invariant under G,
so is fπ(V ).
If fπ(V ) is not irreducible, it decomposes into two or more
invariant subspaces: fπ(V ) = W1 ⊕W2. Then, f−1π (W1) is
invariant as well, implying that V is not irreducible.
Finally, let h : V → V ′ be a G-isomorphism of V and V ′
(an isomorphism that commutes with the action of G). Let
h′ : fπ(V ) → fπ(V ′) be defined by h′ = fπhf−1π . Then, for
any g = fπg
′f−1π , we have
h′g = (fπhf
−1
π )(fπg
′f−1π ) = fπhg
′f−1π = fπg
′hf−1π = gh
′
and every g ∈ G can be expressed in the form fπg′f−1π .
Therefore, h′ is a G-isomorphism of fπ(V ) and fπ(V ′). ✷
Remark. V does not have to be isomorphic to fπ(V ) as
a representation of G. fπ establishes the isomorphism of g
on V with fπgf
−1
π on fπ(V ), but fπgf
−1
π does not have to
equal g on fπ(V ).
Claim 3. For every i ∈ {1, . . . , k} there is an i′ such that
fπ(Vi) = Vi′ .
Proof: By Claim 2, every two isomorphic irreducible sub-
spaces get mapped to isomorphic irreducible subspaces. There-
fore, all subspaces in Ei get mapped to subspaces in the
same Ei′ and fπ(Vi) ⊆ Vi′ . Similar reasoning applied to
f−1π implies f
−1
π (Vi′) ⊆ Vi. ✷
For each i ∈ {1, . . . , k}, Vi is the direct sum of some number
of isomorphic irreducible subspaces: Vi = Vi1⊕Vi2⊕ . . . Viji .
We fix G-isomorphisms hijj′ between Vij and Vij′ so that
hij′j′′hijj′ = hijj′′ . (By Schur’s lemma, each of these iso-
morphisms is unique up to a multiplicative constant. The
isomorphisms can be made to compose properly by adjust-
ing these constants. Note of course that hijj is the identity.)
Claim 4. W ⊆ Vi is an irreducible invariant subspace if
and only if
W = {ajx+ aj+1hij(j+1)(x) + . . .+ ajihijji (x)|x ∈ Vij}
for some j ∈ {1, . . . , ji} and aj , . . . , aji ∈ C.
Proof: “If” part:
Invariance:
g(
ji∑
ℓ=j
aℓhijℓ(x)) =
ji∑
ℓ=j
aℓg(hijℓ(x)) =
ji∑
ℓ=j
aℓhijℓ(g(x))
because each hijℓ is a G-isomorphism.
W is irreducible because, if W1 ⊂ W and W1 is invariant,
then
{x|ajx+ aj+1hij(j+1)(x) + . . .+ ajihijji(x) ∈ W1}
is an invariant subspace of Vij ; but Vij is irreducible and
dim(W ) = dim(Vij).
“Only if” part:
Let W be an irreducible invariant subspace of Vi. Let x
′ ∈
W . Then, we can write x′ as x′1 + . . . + x
′
ji
, x′1 ∈ Vi1,
. . . , x′ji ∈ Viji . If x′ 6= x′′ ∈ W , then for any index j,
x′j 6= x′′j or x′j = x′′j = 0. (Otherwise, W ∩
⊕
ℓ 6=j Viℓ is a
nontrivial subspace of W . It is invariant because Vi and Vij
are invariant. Contradiction with the irreducibility of W .)
Let j be the smallest index for which there is an x′ ∈ W
with x′j 6= 0. Then, for every x ∈ Vij , there is an x′ ∈ W
with x′j = x. (For, if A and B are invariant subspaces
of a unitary representation, the projection of A onto B is
invariant. Apply this with A = W and B = Vij , then use
the irreducibility of Vij .)
The above considerations allow us to define the mapping
hjj′ : Vij → Vij′ by hjj′ (x′j) = x′j′ . By the definition,
hjj′ (g(x
′
j)) = hjj′ ((g(x
′))j) = (g(x′))j′ = g(x
′
j′) = g(hjj′(x
′
j),
so hjj′ is a G-isomorphism. By Schur’s lemma, this implies
that hjj′ = aj′hijj′ for some aj′ ∈ C. ✷
In general, ifW is any irreducible invariant subspace of C2
n
,
then W must be in the form described by claim 4 for some
i. (W belongs to some equivalence class Ei and therefore is
contained in the corresponding Vi.)
For each Vi1 (i ∈ {1, . . . , k}), we fix an orthonormal basis
vi1, . . . , vit. This also fixes a related basis hi1j(vi1), . . . ,
hi1j(vit) for each Vij . Moreover, we also get a similar basis
ji∑
ℓ=j
aℓhi1ℓ(vi1), . . . ,
ji∑
ℓ=j
aℓhi1ℓ(vit)
for every invariant irreducible W ⊆ Vi because any such W
can be written in the form given by claim 4. We call these
bases designated.
This designated basis is exactly the basis for W that can be
obtained by applying the isomorphism between Vi1 and W
to the basis for Vi1. Moreover, if W,W
′ are two isomorphic
irreducible subspaces, the designated basis for W is mapped
to the designated basis for W ′ by the isomorphism between
W and W ′.
We are going to impose the following condition on f ′π:
Condition. Let W be an irreducible representation of G
and w1, . . . , wl be the designated basis ofW . Let w
′
1, . . . , w
′
l
be the designated basis of f ′π(W ). Then, there exists c ∈ C,
|c| = 1 such that f ′π(w1) = cw′1, . . . , f ′π(wl) = cw′l.
Next, we show that this condition suffices to guarantee f ′πf
′
σ =
cπ,σ,if
′
πσ on every Vi and that any fπ that permutes X ∈ Xˆ
without satisfying this condition can be transformed into f ′π
that satisfies the condition and still permutes the subspaces
in the same way.
First, we show that it is enough to ensure that the designated
basis of Vi1 is mapped correctly for every i ∈ {1, . . . , k}.
Claim 5. Assume that the condition is true for W = Vi1.
Then, it is also true for any irreducible W ⊆ Vi.
Proof: Let h be the isomorphism between Vi1, W . Note
that h maps the designated basis of Vi1 to the designated
basis of W .
Then (by claim 2) f ′πh(f
′
π)
−1 is an isomorphism between
f ′π(Vi1) and f
′
π(W ). We know that there is an isomorphism
between these two irreducibles that maps the designated ba-
sis of one of them to the designated basis of the other. By
Schur’s lemma, any two isomorphisms of irreducible sub-
spaces can differ only by a multiplicative constant c. The
unitarity of f ′πh(f
′
π)
−1 implies that |c| = 1.
Therefore, f ′πh(f
′
π)
−1 maps the designated basis of f ′π(Vi1)
to c times the designated basis of f ′πh(f
′
π)
−1(f ′π(Vi1)) =
f ′πh(Vi1) = f
′
π(W ). We know that (f
′
π)
−1 maps the des-
ignated basis of f ′π(Vi1) to the designated basis of Vi1 and
that h maps the designated basis of Vi1 to the designated
basis of W . This implies that f ′π maps the designated basis
of W to c times the designated basis of f ′π(W ). ✷
Next, we show how to transform fπ into f
′
π that performs
the same permutation π of Xˆ and maps the designated basis
of every Vi1 as required.
Let W1, . . . , Wk be fπ(V11), . . . , fπ(Vk1). Each of Wi lies
within one of V1, . . . , Vk. Denote this subspace Vi′ . Then,
for i 6= j, Vi′ 6= Vj′ . For each i ∈ {1, . . . , k}, we define a
unitary transformation gπ,i on Vi such that gπ,i′fπ maps the
designated basis of Vi1 to the designated basis of fπ(Vi1).
By Claim 4, the irreducible subspace Wi = fπ(Vi1) is just
{ai′jx+ ai′(j+1)hi′j(j+1)(x) + . . .+ ai′j
i′
hi′jj
i′
(x)|x ∈ Vi′j}
for some j. Moreover, the mapping that maps each v ∈ Wi
to its Vi′j-component is an isomorphism ofWi and Vi′j w.r.t.
G (similarly to proof of Claim 4).
Let v1, . . . , vl be the designated basis of Vi1, v
′
1, . . . , v
′
l be
fπ(v1), . . . , fπ(vl) and v
′′
1 , . . . , v
′′
l be the Vi′j components of
v′1, . . . , v
′
l.
Let w1, . . . , wl be the designated basis of Vi′j and gπ,i′j be
the unitary transformation on Vi′j that maps v
′′
1 , . . . , v
′′
l to
w1, . . . , wl. We define a unitary transformation gπ,i′j′ (for
every j′ 6= j) on Vi′j′ to be hi′jj′‘gπ,i′jh−1i′jj′ . Finally, we
take the transformation gπ,i′ of Vi′ that is equal to gπ,i′j on
each Vi′j . Then, gπ,i′ maps
v′1 = ai′jv
′′
1 + ai′(j+1)hi′j(j+1)(v
′′
1 ) + . . .+ ai′j
i′
hi′jj
i′
(v′′1 )
to
ai′jgπ,i′j(v
′′
1 ) + ai′(j+1)gπ,i′(j+1)hi′j(j+1)(v
′′
1 ) + . . . =
ai′jgπ,i′j(v
′′
1 ) + ai′(j+1)hi′j(j+1)gπ,i′j(v
′′
1 ) + . . .
= ai′jw1 + ai′(j+1)hi′j(j+1)(w1) + . . .
which is exactly the first vector of the designated basis for
Wi. The same is true for v
′
2, . . . , v
′
l, implying that gπ,i′fπ
maps the designated basis of Vi1 to the designated basis of
Wi.
Now, we take gπ that is equal to gπ,i on each Vi and take
f ′π = gπfπ.
Claim 6. gπ preserves all X ∈ Xˆ .
Proof: By definition, the restriction gπ|Vi is equal to gπ,i,
and gπ,i clearly preserves Vi1, . . . , Viji . Moreover, gπ,i (and,
hence, gπ) preserves any irreducible subspace W ⊆ Vi be-
cause any such subspace is in the form of claim 4.
EveryX ∈ Xˆ is invariant underG. Therefore, it decomposes
into a direct sum of irreducible subspaces. Each of these
subspaces is in one of the classes E1, . . . , Ek and, therefore,
lies in one of V1, . . . , Vk. This means that it is preserved by
gπ. Therefore, X which is a direct sum of such irreducible
subspaces is preserved by gπ as well. ✷
Hence, f ′π = gπfπ realizes the same permutation π of X ∈ Xˆ
as fπ.
Claim 7. On every Vi, f
′
πf
′
σ = cπ,σ,if
′
πσ for some cπ,σ,i ∈
C.
Proof: This is equivalent to showing that (f ′πσ)
−1f ′πf
′
σ is
equal to cπ,σ,i times the identity. To show that, notice that
(f ′πσ)
−1f ′πf
′
σ maps every subspace X ∈ Xˆ to itself because
(f ′πσ)
−1 performs the inverse of the permutation πσ on Xˆ .
Therefore, (f ′πσ)
−1f ′πf
′
σ ∈ G. This means that Vij are all
preserved by (f ′πσ)
−1f ′πf
′
σ.
Moreover, f ′σ, f
′
π and f
−1
πσ all map the designated bases to c-
times designated bases (Claim 5). Therefore, (f ′πσ)
−1f ′πf
′
σ
maps the designated basis of Vij to c times the designated
basis of (f ′πσ)
−1f ′πf
′
σ(Vij) = Vij .
It remains to show that c is the same for all irreducible
subspaces Vij contained in Vi. Let cj and cj′ be the values
of c for Vij and Vij′ . Consider the subspace
W = {x+ hijj′ (x)|x ∈ Vij}.
By Claim 4, this is an irreducible invariant subspace. Now,
(f ′πσ)
−1f ′πf
′
σ maps it to
W ′ = {cjx+ cj′hijj′ (x)|x ∈ Vij} =
{x+ cj
cj′
hijj′ (x)|x ∈ Vij}.
The invariance of W means that W ′ =W and cj = cj′ .
Therefore, cj are all equal. This means that (f
′
πσ)
−1(x) =
cjx for all x ∈ Vi because the designated bases of Vij to-
gether form a basis for entire subspace Vi.
Unfortunately, arguments of this type (composing fπ with
an appropriate transformation that fixes all Ui) cannot be
used to eliminate phases cπ,σ,i.
The reason for this is that there exist so-called projective
representations. A projective representation is a set of maps
fπ such that fπfσ = cπ,σfπσ, cπ,σ ∈ C. It is known that the
symmetric group has projective representations which are
not equivalent to any of the usual representations[6].
One possible solution would be to use the standard forms
of projective representations which are quite well studied[6].
However, to be able to use them, we would need to show
that the multiplicative constants cπ,σ,i are the same for all
Vi (or show that we can split all Vi in several groups so that
cπ,σ,i is the same within one group) and we do not know if
this is possible.
Our solution is to replace f ′π by transformations f
′′
π on a
larger space V1 ⊗ V ∗1 + . . . Vk ⊗ V ∗k so that f ′′π f ′′σ = f ′′πσ.
Then, f ′′π form a representation in the usual sense and we
can analyse them similarly to section 4.
5.3 Solving the problem with phases
We split V1, . . . , Vk into equivalence classes V1, . . .Vl. Vi and
Vj are in one class if there is a π ∈ SM such that fπ(Vi) = Vj .
Let Wi be the union of all Vj that belong to Vi. Then,
fπ(Wi) = Wi for any π ∈ SM (because fπ maps every Vj ∈
Vi to some Vj′ ∈ Vi). Therefore, we can look at each Wi
separately.
Lemma 7. Let X,Y ∈ Xˆ . Then, for any t,
dimX ∩Wt − dimX ∩ Y ∩Wt ≤
√
4cn
M
dimWt.
Proof: To simplify the notation, assume that Wt = V1 ⊕
V2 . . .⊕ Vl.
Consider the linear space W ′t = V1 ⊗ V ∗1 ⊕ . . . Vl ⊗ V ∗l and
the linear transformations f ′′π = f
′
π⊗fπ . These linear trans-
formations form a representation because
f ′πσ ⊗ (f ′πσ)∗ = cπ,σ,if ′πf ′σ ⊗ c∗π,σ,i(f ′π)∗(f ′σ)∗ =
f ′πf
′
σ ⊗ (f ′π)∗(f ′σ)∗ = f ′′π f ′′σ
on every Vi ⊗ V ∗i .
Let
X ′ = ⊕li=1(X ∩ Vi)⊗ (X ∩ Vi)∗
be the subspace of W ∗t corresponding to X. Then, f
′
π(X) =
Y implies f ′′π (X
′) = Y ′. (To see this, consider one of (X ∩
Vi) ⊗ (X ∩ Vi)∗. Assume that f ′π maps Vi to Vi′ . Then,
f ′π(X) = Y implies f
′
π(X ∩ Vi) = Y ∩ Vi′ and
f ′′π ((X ∩ Vi)⊗ (X ∩ Vi)∗) = (Y ∩ Vi′)⊗ (Y ∩ Vi′)∗.
Combining these equalities for all Vi gives f
′′
π (X
′) = Y ′.)
In particular, f ′′π (X
′) = Y ′ means that X ′ is invariant under
all π ∈ SM satisfying π(X) = X. Therefore, by Lemma 6,
dimX ′ − dimX ′ ∩ Y ′ ≤ 4cn
M
dimW ′t . (1)
We use this inequality to derive a bound on dimX ∩Wt −
dimX ∩ Y ∩ Wt. To do this, we relate the dimensions of
X ∩ Vi and X ′ ∩ (Vi ⊗ V ∗i ). First, notice that we have
X ∩Wt = ⊕li=1(X ∩ Vi) (2)
because X is invariant under G and, therefore, can be writ-
ten as a sum of irreducible invariant subspaces (and each of
these irreducibles is contained in some Vi). The same is true
about Y and X ∩ Y :
X ∩ Y ∩Wt = ⊕li=1(X ∩ Y ∩ Vi) (3)
Let di and d
′
i be the dimensions of X ∩ Vi and X ∩ Y ∩
Vi. Then, (2) and (3) imply that dimX ∩ Wt =
∑l
i=1 di,
dimX ∩ Y ∩Wt =
∑l
i=1 d
′
i and
dimX ∩Wt − dimX ∩ Y ∩Wt =
l∑
i=1
(di − d′i).
If we look at Vi ⊗ V ∗i , then
X ′ ∩ (Vi ⊗ V ∗i ) = (X ∩ Vi)⊗ (X ∩ Vi)∗.
This implies dimX ′ ∩ (Vi ⊗ V ∗i ) = d2i and dimX ′ =
∑
i d
2
i .
Similarly, dimX ′ ∩ Y ′ =∑li=1 d′i2.
Let d be the dimension of V1. Then, the dimensions of V2,
. . . , Vl are d as well because, for every i ∈ {2, . . . , l}, there is
a unitary fπ such that fπ(V1) = Vi. Therefore, dimW1 = ld.
Also, dimW ′t = ld
2 because dimVi ⊗ V ∗i = d2 for every
i ∈ {1, . . . , l}. Hence, we have
dimX ∩Wt − dimX ∩ Y ∩Wt
dimWt
=
∑m
i=1(di − di)
md
=
1
m
m∑
i=1
√
(di − d′i)2
d2
≤ 1
m
m∑
i=1
√
(di − d′i)(di + d′i)
d2
=
1
m
m∑
i=1
√
(d2i − d′2i )
d2
.
Convexity of the square root implies that this is at most√∑m
i=1(d
2
i − d′2i )
md2
=
√
dimX ′ − dimX ′ ∩ Y ′
dimW ′t
.
Equation 1 implies that this is at most
√
(4cn)/M . This
completes the proof of lemma. ✷
With Lemma 7, we can finish the proof similarly to the
simple case (section 4). By summing over Wt’s, we get
dimX − dimX ∩ Y ≤
√
2cn
M
∑
t
dimWt =
√
2cn
M
2n.
Therefore,
dimX ∩ Y
dimX
≥
2n−k −
√
2cn
M
2n
2n−k
= 1− 2
k+1√cn√
M
.
If 2
k+1√cn√
M
≥ 1
poly(m)
, then m = (2k+log n)(1+o(1)). This
completes the proof of Theorem 2. ✷
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7. REPRESENTATION THEORY
Representation. A representation ρ of a group G is a ho-
momorphism ρ from G to the group of linear transfor-
mations GL(V ) of a vector space V . This means that,
for any g, h ∈ G, ρ(gh) = ρ(g)ρ(h). If the mapping ρ is
clear from the context, we often call the space V itself
representation of G.
Irreducibility. We say that a subspace W is an invariant
subspace of a representation ρ if ρ(g)W ⊆ W for all
g ∈ G. In order for W to be an invariant subspace for
ρ, it must be simultanously fixed under all ρ(g). The
zero subspace and the subspace V are always invari-
ant. If no nonzero proper subspaces are invariant, the
representation is said to be irreducible.
Isomorphism. Two representations ρ : G → GL(V ) and
ρ′ : G → GL(W ) are isomorphic if there is a bijective
linear map ϕ : V → W such that ϕρ(g) = ρ′(g)ϕ for
any g ∈ G.
Schur’s Lemma. If ρ and ρ′ are two irreducible represen-
tations and ϕ is an isomorphism between them, then
any other isomorphism ϕ′ between ρ and ρ′ is cϕ for
some constant c ∈ C.
Schur’s lemma is usually stated for finite groups. How-
ever, if the representation is unitary (as in this paper),
it is also true for infinite groups.
Decomposition. When a representation does have a nonzero
proper invariant subspace V1 ⊂ V , it is always pos-
sible to find a complementary subspace V2 (so that
V = V1 ⊕ V2) which is also invariant. Since ρ(g) fixes
V1, we may let ρ1(g) be the linear map on V1 given by
ρ(g). It is not hard to see that ρ1 : G → GL(V1) is in
fact a representation. Similarly define ρ2(g) to be ρ(g)
restricted to V2. Since V = V1 ⊕ V2, the linear map
ρ(g) is completely determined by ρ1(g) and ρ2(g), and
in this case we write ρ = ρ1 ⊕ ρ2.
Figure 1: The Young diagram of λ = (4, 4, 2, 1).
7 5 3 2
6 4 2 1
3 1
1
Figure 2: The hook-lengths for (4, 4, 2, 1).
Complete Reducibility. Repeating the process described
above, a representation ρ may be written ρ = ρ1⊕ρ2⊕
. . .⊕ ρk, where each ρi is irreducible.
Irreducible representations of SM . In this paper, we use
representations of the symmetric group SM . The irre-
ducible representations of SM may be placed into one-
to-one correspondence with the partitions of n. A par-
tition of M is a sequence (λ1, . . . , λk) of positive inte-
gers, with λ1 ≥ . . . ≥ λk for which
∑
λi = M . It is cus-
tomary to identify the partition λ = (λ1, . . . , λk) with
a diagram consisting of k rows of boxes, the ith row
containing λi boxes. We will let λ stand for both the
partition and the associated diagram. For example, the
diagram corresponding to the partition λ = (4, 4, 2, 1)
is shown in figure 7.
The irreducible representation associated with λ is de-
noted ρλ. There is an explicit formula for the dimen-
sion of ρλ. This involves the notion of a hook : for a
cell (i, j) of a Young tableau λ, the (i, j)-hook hi,j is
the collection of all cells of λ which are beneath (i, j)
(but in the same column) or to the right of (i, j) (but
in the same row), including the cell (i, j). The length
of the hook ℓ(h) is the number of cells appearing in the
hook. With this notation, the dimension of ρλ may be
expressed:
dimρλ =
n!∏
i,j ℓ(hi,j)
, (4)
this product being taken over all hooks h of λ. Figure 7
shows the hook lengths for the partition λ = (4, 4, 3, 1).
Formula (4) implies that the dimension of correspond-
ing representation is
11!
7 · 5 · 3 · 2 · 6 · 4 · 2 · 3 = 1320.
Restriction. A representation ρ of a group G is also au-
tomatically a representation of any subgroup H . Note
that even if a representation is irreducible over G, it
may no longer be irreducible when restricted to H .
Figure 3: The Young diagrams of representations of S10 con-
tained in ρλ.
Restriction from SM to SM−1. In particular, we will be
considering the restrictions of irreducible representa-
tions of SM to SM−1. Let λ be a partition ofM and ρλ
be the corresponding irreducible representation. Then,
when we restrict to SM−1, ρλ decomposes into irre-
ducible representations of SM−1 in the following way:
ρ =
⊕
λ−
ρλ−
where λ− ranges over all shapes of size M − 1 that
can be obtained by deleting an “inside corner” from λ.
(An inside corner is simply a point of the shape whose
deletion leaves a legal shape.)
For example, the representation ρλ, λ = (4, 4, 2, 1) of
S11 decomposes into 3 irreducible representations of
S10. The Young diagrams of these representations are
shown in Fig. 7.
