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(論文審査の要旨)  
 学士(環境情報学)、修士(工学) 徳差雄太君提出の学位請求論文は、「Multi-layer Key-value Cache 
Architecture with In-NIC and In-kernel Caches」と題し、6 章で構成されている。 
クラウドコンピューティングの普及によって、ネットワークサービスのために多数の計算サーバ
が収容されるデータセンタに計算負荷が集中するようになり、データセンタにおける計算処理の高
効率化が求められるようになった。このための解決策の 1 つとして FPGA（Field-Programmable Gate 
Array）のような計算アクセラレータの利用が注目されている。本論文においてもデータセンタの
主要なアプリケーションの 1 つである KVS（Key-Value Store）型データストアを 10Gbit Ethernet イ





ッシュ階層を提案している。具体的には、ネットワークに近い順に、FPGA ベースの NIC（Network 
Interface Card）、および、Linux 等の OS カーネル内にキャッシュを持たせている。前者は小容量で
はあるが専用回路として動作する高効率キャッシュであり、後者は前者の欠点である容量の少なさ
を補うために導入したカーネル内大容量ソフトウェアキャッシュである。 
1 章では本論文の背景や研究目的を述べ、2 章では関連研究として既存の KVS の高効率化手法を
ハードウェア的アプローチとソフトウェア的アプローチに分けて調査している。3 章では上述のと




設計指針を示している。4 章では FPGA 内に実装されるオンチップメモリが近年大容量化している
ことを鑑み、3 章で提案したキャッシュ階層を拡張している。具体的には、FPGA 内のオンチップ
メモリを L0 キャッシュ、NIC 上のオンボード DRAM を L1 キャッシュとして両者を明確に区別す
るようにしている。L0・L1 キャッシュは FPGA ベースの NIC に専用回路として実現されるため、
4 章では両者のハードウェア実装を詳細に解説している。5 章では FPGA ベースの NIC 上に構築さ
れたキャッシュシステムを DDoS（Distributed Denial of Service）攻撃の緩和のために利用する応用
例を紹介している。具体的には、ネットワークを流れるパケットからフィルタすべきパケットを検
出し、その特徴を記憶するために上述の FPGA ベースのキャッシュシステムを利用している。最後
に 6 章では本論文によって得られた成果と結論をまとめている。 
以上、要約すると、徳差君の博士論文は、KVS のような要求-応答型ネットワークサービスの高
効率化のために、FPGA 内のオンチップメモリ（L0 キャッシュ）、NIC ボード上のオンボード DRAM
（L1 キャッシュ）、OS カーネル内キャッシュ（L2 キャッシュ）から成るキャッシュ階層を定義し、
実機およびシミュレーションによる評価を基にいくつかの設計指針を示し、その実用化に貢献した
点で、工業上、工学上、寄与するところが少なくない。 
よって、本論文の著者は博士(工学)の学位を受ける資格があるものと認める。 
 
 
学識確認結果 
 
学位請求論文を中心にして関連学術について上記審査委員会で試問を行い、当
該学術に関し広く深い学識を有することを確認した。 
また、語学（英語）についても十分な学力を有することを確認した。 
 
 
