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Abstrat
We are onerned with the hyperboli Keller-Segel model with quo-
rum sensing, a model desribing the olletive ell movement due to
hemial signalling with a ux limitation for high ell densities.
This is a rst order quasilinear equation, its ux depends on spae
and time via the solution to an ellipti PDE in whih the right hand
side is the solution to the hyperboli equation. This model laks strong
ompatness or ontration properties. Our purpose is to prove the
existene of an entropy solution obtained, as usual, in passing to the
limit in a sequene of solutions to the paraboli approximation.
The method onsists in the derivation of a kineti formulation for
the weak limit. The spei struture of the limiting kineti equation
allows for a `rigidity theorem' whih identies some property of the
solution (whih might be non-unique) to this kineti equation. This is
enough to dedue a posteriori the strong onvergene of a subsequene.
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tness. En-
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1
1 Introdution
We onsider the hyperboli Keller-Segel model


∂tu+ div (∇S(t, y) g(u)) = 0, t > 0, y ∈ Ω,
u(t = 0) = u0 ∈ L1 ∩ L∞(Ω), 0 ≤ u0 ≤ 1 a.e,
−∆S + S = u in Ω,
∇S · nΩ = 0 on ∂Ω.
(1)
Here, the funtion g(u) is given by
g(u) = u(1− u)
therefore we restrit ourselves to solutions satisfying 0 ≤ u(t, x) ≤ 1. The
problem is posed on Ω, it is any bounded domain in RN , with C1 boundary,
and nΩ(y) is the outward normal to Ω at y ∈ ∂Ω. One an also take the
torus Ω = ΠNi=1(0, Ti), with Ti > 0, and with periodi boundary onditions
in Ω for S; the results and proofs are the same. Notie in partiular that
the normal ux in the equation on u vanishes on ∂Ω and thus the boundary
is harateristi; therefore we do not need boundary onditions for u (this
prevents us from investigating questions whih rise spei diulties, see
[19℄ for instane).
This model represents the density u(t, y) of ells moving with a olletive
hemotati attration through the hemial potential S. Their sensitivity
is limited by the so-alled `quorum sensing' term (1 − u) in g(u). It enters
a general lass of problems in the desription of ells movement ([17, 23, 13,
14, 11, 12, 22, 5℄). Usually a diusion term is added to represent the random
motion of the ells and the above model orresponds to the small visosity
limit whih has been advoated by several authors, see [18, 25, 10, 4℄ for
these aspets.
This derivation implies that the system (1) omes with an entropy stru-
ture as usual ([24, 6℄). But extra terms enter in this entropy struture beause
of the spae dependeny of the ux and this leads to a spei diulties
(see [3, 1, 2, 8℄ and the referenes therein). For any C2 onvex funtion η
(the so-alled entropy), we have
∂
∂t
η(u) + div(∇S q(u)) + (u− S) [q − gη′] (u) ≤ 0, (2)
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where q′(ξ) := g′(ξ)η′(ξ) for ξ ∈ R. This aounts for the orret jump
ondition on possible disontinuities of u. But due to the dependeny of the
ux on ∇S(t, y), the above model poses spei diulties ompared to the
usual theory of quasilinear salar onservation laws: no a priori ompatness
is known in dimension larger than 1 (no BV bounds or L1 ompatness),
ontration priniple or uniqueness are not known and averaging lemma for
the kineti formulation (see below) do not apply (beause the transport is
mostly one dimensional in the diretion ∇S). Even time ontinuity in L1
does not follow from the method we develop in this paper. As a onsequene
we do not know if the full family of solutions to the diusion approximation
onverges, but only subsequenes. All these questions are left open and seem
diult.
Consequently, our proof relies on the weak limit of the diusion approx-
imation of (1) that we study through its kineti formulation. Passing to
the limit we obtain a weak form of the kineti formulation of the hyperboli
limit. The main ingredient then is to prove a rigidity theorem for the solution
whih implies that the weak limit is a usual entropy solution and that subse-
quenes onverge strongly. The kineti formulation and the main results are
presented in the next subsetion. The diusion limit is studied in setion 3,
and the rigidity theorem is proved in setion 4. Finally, we analyze the long
time behavior of solutions in Setion 5. Some tehnial aspets are left in an
appendix.
2 Main results
Our main existene result is the following:
Theorem 2.1. The system (1) has a solution u ∈ L∞(R+ × Ω), S ∈
L∞(R+;H1(Ω)) satisfying 0 ≤ u(t, y) ≤ 1, 0 ≤ S(t, y) ≤ 1, and all the
entropy inequalities (2) (in the weak sense, with initial data η(u0)).
Beause our method is based on weak limits as mentioned earlier, it is
more onvenient to use the kineti formulation of (1) (see [15, 16, 21, 7℄ for
the theory of kineti formulations and reent appliations). It is a way to
represent all the inequalities (2) in a single equation on the unknown dened
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on [0,∞)× Ω× R, f(t, y, ξ) = 1ξ<u(t,y), namely

∂f
∂t
+ (ξ − S)g(ξ)∂f
∂ξ
+ g′(ξ)∇yS · ∇yf = ∂m∂ξ ,
m(t, y, ξ) ≥ 0 a bounded measure on [0, T ] × Ω× R, ∀T > 0,
f(0, y, ξ) = 1ξ<u0(y),
−∆S + S = u :=
∞∫
0
f(t, y, ξ)dξ in Ω, ∇S · nΩ = 0 on ∂Ω.
(3)
This is equivalent to (2), and one an reover (2) from (3) using that η(u) =∫
η′(ξ)1ξ<u(t,y)dξ beause we an always take η(u) = 0 for u ≤ 0 without
loss of generality; see also Setion 3 for an alternative derivation.
The outome of our proof is the following rigidity theorem:
Theorem 2.2. Consider a weak solution to the kineti equation

∂f
∂t
+ (ξ − S)g(ξ)∂f
∂ξ
+ g′(ξ)∇yS · ∇yf +R(t, y, ξ) = ∂m∂ξ ,
m(t, y, ξ) ≥ 0 a bounded measure on [0, T ] × Ω×R, ∀T > 0,
f(0, y, ξ) = 1ξ<u0(y),
−∆S + S = u :=
∞∫
0
f(t, y, ξ)dξ in Ω, ∇S · nΩ = 0 on ∂Ω.
(4)
whih satises the properties
(i) 0 ≤ f(t, y, ξ) ≤ 1 and f = 1 for ξ < 0, f = 0 for ξ > 1, f is noninreas-
ing in ξ,
(ii) there exists a onstant C > 0 suh that |R| ≤ Cf(1− f) almost every-
where,
(iii) the measure m vanishes for ξ < 0 or ξ > 1.
Then, we have f(t, y, ξ) = 1ξ<u(t,y) and u(t, y) is an entropy solution to (1).
The proof of these two results is given in the next setions. The strategy
in the following : as in [10℄, we take a paraboli approximation of (1), and
we intend to pass to the limit in its solution uε as the visosity vanishes.
However, unlike in [10℄ and as mentioned earlier, the problem (1) laks a
priori ompatness bounds for uε when N > 1. Hene, we rather pass to
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the limit in a kineti formulation of the approximate problem. The weak
limit of the sequene f ε = 1ξ<uε(t,y) satises equation (4), with a remainder
R whih an be expliitly omputed in terms of f and whih satises (ii).
Thus theorem 2.2 implies in turn that uε onverges strongly to u. Let us
nally mention that an alternative proof for the loal existene of strong
solutions an be arried out, see [4℄; however, as stressed by M. Burger, Y.
Dolak and C. Shmeiser in [4℄, their strategy does not yield any information
on the global existene of weak solutions.
3 The paraboli limit
In this setion, we introdue and study the approximate paraboli system
with ε > 0:

∂tu
ε + div (∇Sε(t, y) uε(1− uε))− ε∆uε = 0, t > 0, y ∈ Ω
uε(t = 0) = u0 ∈ L1 ∩ L∞(Ω), 0 ≤ u0 ≤ 1 a.e,
−∆Sε + Sε = uε in Ω,
∇Sε · nΩ = 0 on ∂Ω,
∇uε · nΩ = 0 on ∂Ω for a.e. t > 0.
(5)
Our goal is to pass to the weak limit in this system but we rst state the
following result
Proposition 3.1. There exists a unique solution (uε, Sε) ∈ L2
lo
(0,∞;H1(Ω))×
L∞(0,∞;H1(Ω)) of the problem (5) and it satises the following bounds : for
all 1 ≤ q <∞, for all T > 0, there exist onstants C1(N,Ω, q), C2(N,Ω, T )
suh that
0 ≤ uε(t, y) ≤ 1 a.e. on [0,∞)× Ω, (6)
0 ≤ Sε(t, y) ≤ 1 a.e. on [0,∞) × Ω, (7)
||Sε||L∞(0,∞;W 2,q(Ω)) ≤ C1, (8)√
ε||∇uε||L2((0,T )×Ω) + ||∂tSε||L2((0,T );H1(Ω)) ≤ C2. (9)
And for any C2 onvex funtion η, we have with the notation in (2),
∂
∂t
η(uε) + div(∇Sε q(uε)) + (uε − Sε) [q − gη′] (uε)− ε∆η(uε) ≤ 0. (10)
Proof. Existene and uniqueness of (uε, Sε) are easily proved thanks to semi-
group tehniques. The bounds (6) follows from the maximum priniple be-
ause 0 and 1 are solutions for all drifts ∇Sε, the bound (7) also follows
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from the maximum priniple, whereas (8) is the regularizing eet for ellip-
ti equations with smooth oeients.
The rst bound on ∇uε in (9) is obtained by multiplying by uε the
evolution equation on uε. Eventually, dierentiating the equation giving Sε
with respet to t gives
−∆∂tSε + ∂tSε = −div (∇Sε uε(1− uε)) + ε∆uε,
and the right-hand side is bounded in L2
lo
(0,∞;H−1(Ω)) uniformly in ε; the
seond bound of (9) follows.
The entropy inequality (10) is obtained by multipliation of the evolution
equation by η′(uε) and using the hain rule.
Next, we pass to the limit in the system (5). However, beause they do
not provide strong ompatness, the bounds on the sequene uε are insu-
ient to pass to the limit in the nonlinear term
∇Sεuε(1− uε).
In [10℄, for N = 1, strong ompatness is obtained thanks to uniform BV
bounds on the sequene uε; however, as we have already pointed out, suh
bounds no longer hold when N > 1. Consequently, we pass to the (weak)
limit in the kineti formulation for problem (5). Our next goal is to present
this argument.
We take η(u) = (u− ξ)+ in (10), with ξ ∈ R, and we dierentiate (in the
distributional sense) the inequality obtained with respet to ξ. This yields
∂f ε
∂t
+ (ξ − Sε)g(ξ)∂f
ε
∂ξ
+ g′(ξ)∇ySε · ∇yf ε − ε∆yf ε = ∂m
ε
∂ξ
, (11)
where mε(t, y, ξ) is a nonnegative measure on [0,∞) × Ω × R. It an be
written expliitely in terms of uε, namely
mε(t, y, ξ) := −{∂t(uε − ξ)+ + div (∇Sε 1ξ<uε(g(uε)− g(ξ)))
− (uε − Sε)1ξ<uεg(uε)− ε∆y(uε − ξ)+}
= ε|∇yuε(t, y)|2δ(ξ = uε(t, y)).
Notie that 0 ≤ f ε ≤ 1 almost everywhere, and f ε(t, y, ξ) = 0 when
ξ > 1, f ε(t, y, ξ) = 1 when ξ < 0. Moreover, mε(t, y, ξ) = 0 when ξ < 0
or ξ > 1 (in the sense of distributions), and {mε(t, y, ξ)}ε>0 is a family of
bounded measures on [0, T ]× Ω× R, ∀T > 0.
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Hene, there exists a subsequene, still denoted by ε, and funtions u =
u(t, y) ∈ L∞((0,∞)×Ω), f = f(t, y, ξ) ∈ L∞((0,∞)×Ω×R), S = S(t, y) ∈
L∞(0,∞;W 2,q(Ω)), and a nonnegative measure m = m(t, y, ξ) suh that,
loally in time,
uε ⇀ u w∗ − L∞,
f ε ⇀ f w∗ − L∞,
mε ⇀m w −M1,
Sε → S in Lp
lo
(0,∞;W 1,p(Ω))
for all p, 1 ≤ p <∞.
Thus, we an pass to the limit as ε→ 0 in equation (5). All the terms an
pass to the limit beause they are written as weak-strong produts exept
g′(ξ)∇ySε · ∇yf ε whih yields an extra term. Indeed, we an write
g′(ξ)∇ySε · ∇yf ε = divy
(
g′(ξ)∇ySε f ε
)− g′(ξ)∆ySε f ε
= divy
(
g′(ξ)∇ySε f ε
)
+ (uε − Sε)g′(ξ)f ε.
In the sense of distributions, as ε→ 0, we have
divy
(
g′(ξ)∇ySε f ε
)
⇀ divy
(
g′(ξ)∇yS f
)
,
Sε g′(ξ)f ε ⇀ S g′(ξ) f.
But at this stage, we annot assert that the weak limit of uεf ε is uf (but it is
possible to identify it, see (15) below). Nevertheless, we know that {uεf ε}ε>0
is bounded in L∞; thus, extrating a further subsequene if neessary, there
exists a funtion ρ = ρ(t, y, ξ) suh that
uε f ε ⇀ ρ w∗ − L∞. (12)
Consequently,
g′(ξ)∇ySε · ∇yf ε ⇀ g′(ξ)∇yS · ∇yf + g′(ξ) (ρ− u f) ,
and f is a solution of
∂tf + (ξ − S)g(ξ)∂ξf + g′(ξ)∇yS · ∇yf + g′(ξ)(ρ − uf) = ∂ξm,
−∆S + S = u(t, y) in Ω, (13)
∇yS · ∇nΩ = 0 on ∂Ω,
f(t = 0, y, ξ) = 1ξ<u0(y).
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Moreover, f , u and m inherit the following properties
0 ≤ f ≤ 1 a.e.,
f(t, y, ξ) = 0 when ξ > 1, f(t, y, ξ) = 1 when ξ < 0,
m(t, x, ξ) = 0 when ξ > 1 or ξ < 0,∫ T
0
∫
Ω
∫
R
m(t, y, ξ) dt dy dξ <∞ ∀T > 0.
And there exists a nonnegative measure ν(t, y, ξ) suh that ν((0, T )×Ω¯×R) <
∞ for all T > 0 and
∂ξf(t, x, ξ) = −ν(t, x, ξ) ≤ 0 (14)
in the sense of distributions. This follows from the fat that
∂ξf
ε(t, y, ξ) = −δ(ξ − uε(t, y)).
This means that we have derived the properties (i) and (iii) assumed in
Theorem 2.2. The remainder term R is here equal to R(t, y, ξ) := g′(ξ)(ρ−
uf)(t, y, ξ). There remains to derive a formula for ρ whih we do now.
Let ϕ1 ∈ C∞0 ([0,∞) × Ω), ϕ2 ∈ C∞0 (R) be test funtions.
Then ∫ ∞
0
∫
Ω×R
ρ(t, y, ξ)ϕ1(t, y) ϕ
′
2(ξ) dt dy dξ
= lim
ε→0
∫ ∞
0
∫
Ω×R
uε(t, x)f ε(t, x, ξ)ϕ′2(ξ)ϕ1(t, y) dt dy dξ
= lim
ε→0
∫ ∞
0
∫
Ω
uε(t, x)(ϕ2(u
ε(t, x)))ϕ1(t, y) dt dy
= lim
ε→0
∫ ∞
0
∫
Ω×R
d
dξ
(ξϕ2(ξ))f
ε(t, x, ξ)ϕ1(t, y) dt dy dξ
=
∫ ∞
0
∫
Ω×R
d
dξ
(ξϕ2(ξ))f(t, x, ξ)ϕ1(t, y) dt dy dξ
=
∫ ∞
0
∫
Ω×R
d
dξ
(ξϕ2(ξ))f(t, x, ξ)ϕ1(t, y) dt dy dξ
Consequently,
− ∂
∂ξ
[ρ− ξf ] = f.
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Next, we integrate this equation on R (t, y are treated as xed parameters),
with the boundary onditions f(t, y, ξ) = 0 and ρ(t, y, ξ) = 0 when ξ > 1.
We get
ρ(t, y, ξ)− ξf(t, y, ξ) =
∫ ∞
ξ
f(t, y, ξ′) dξ′. (15)
We show later (see lemma 4.1) that this implies the assumption (ii) on
R in theorem 2.2.
At this stage we have derived the full kineti formulation for our problem,
whih means that the assumptions of Theorem 2.2 have been obtained in the
(weak) limit of solutions to the paraboli equation (5). We an turn to its
proof.
4 Proof of the rigidity Theorem 2.2
The tehnique introdued in [20℄ is then to ompare f and f2 in order to
prove that f only takes the values 0 and 1 almost everywhere. Thanks to
the monotony assumption in (i) (see (14)), we an then dedue easily that
there exists u = u(t, y) suh that f(t, x, ξ) = 1ξ<u(t,y).
Hene, we multiply (4) by 2f and we formally derive an equation for f2;
the dierene f − f2 satises
∂
∂t
(f − f2)+ (ξ−S)g(ξ)∂ξ(f − f2)+ g′(ξ)∇yS ·∇y(f − f2)+R(1− 2f) =
= ∂ξm(1− 2f). (16)
We emphasize that this alulation, and the following, seems entirely formal;
indeed, sine f is not smooth, the hain rule 2∂tff = ∂tf
2
for instane, has
to be justied. Thus, regularizations in (t, y, ξ) are neessary in order to
make the argument rigorous. Those are fairly standard (see [9, 21, 20℄), and
will be detailed in the Appendix.
It an be seen in the above equation that the key of our method is
the assumption (ii) on the term R. In the ase when R is equal to R =
g′(ρ− uf), with ρ given by (15), the inequality in assumption (ii) is proved
in the following
Lemma 4.1. For T > 0, set
C := lim sup ||uε||L∞((0, T ) × Ω).
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(Notie that C ≤ 1 here). Then, with ρ given in (15), we have
|ρ(t, y, ξ) − u(t, y) f(t, y, ξ)| ≤ Cf(t, y, ξ) (1− f(t, y, ξ))
for a.e. t ∈ (0, T ), y ∈ Ω, ξ ∈ R.
Proof. From (15), for almost every (t, y, ξ) ∈ [0,∞) × Ω× R,
ρ(t, y, ξ)− u(t, y)f(t, y, ξ)
= ξf(t, y, ξ) +
∫ ∞
ξ
f(t, y, ξ′) dξ′ − u(t, y)f(t, y, ξ)
=
∫ ξ
0
dξ′ f(t, y, ξ) +
∫ ∞
ξ
f(t, y, ξ′) dξ′
−f(t, y, ξ)
∫ ξ
0
f(t, y, ξ′) dξ′ − f(t, y, ξ)
∫ ∞
ξ
f(t, y, ξ′) dξ′
=
[∫ ξ
0
(1− f(t, y, ξ′))dξ′
]
f(t, y, ξ) +
[∫ ∞
ξ
f(t, y, ξ′) dξ′
]
(1− f(t, y, ξ)).
Now, remember that f(t, y, ξ) is dereasing with respet to ξ (reall (14)).
Therefore f(t, y, ξ′) ≤ f(t, y, ξ) for ξ′ ≥ ξ, and 1−f(t, y, ξ′) ≤ 1−f(t, y, ξ) for
ξ′ ≤ ξ. And for t ∈ [0, T ], y ∈ Ω, f(t, y, ξ) = 0 for ξ > lim sup ||uε||L∞((0, T )×
Ω).
Eventually, we obtain
0 ≤ ρ(t, y, ξ)− u(t, y)f(t, y, ξ) ≤ lim sup ||uε||L∞ [f(1− f)] (t, y, ξ).
Now, we integrate (16) on Ω×R (notie that for ξ < 0 or ξ > 1, f = f2).
We get
d
dt
∫
Ω×R
(f − f2) ≤
∫
Ω×R
(f − f2)
{
∂
∂ξ
[(ξ − S)g(ξ)] + ∆ySg′(ξ)
}
+C
∫
Ω×R
|(1− 2f)| (f − f2)
+2
∫
Ω×R
m(t, y, ξ) ∂ξf(t, y, ξ) dy dξ
≤ C
∫
Ω×R
(f − f2). (17)
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In the above inequality, we have used the fats that f − f2 ≥ 0 beause
0 ≤ f ≤ 1, and 0 ≤ S ≤ 1 by the maximum priniple. Also,
|∆S| = |S − u| ≤ 1,
|g(ξ)|, |g′(ξ)| ≤ 1 ∀ξ ∈ [0, 1],∫
Ω×R
m(t, y, ξ) ∂ξf(t, y, ξ) dy dξ = −
∫
Ω×R
m(t, y, ξ)ν(t, y, ξ) dy dξ ≤ 0.
Consequently, by Gronwall's lemma, we get
0 ≤
∫
Ω×R
(f − f2)(t, y, ξ) dy dξ ≤ eCt
∫
Ω×R
(f − f2)(t = 0, y, ξ) dy dξ
But f(t = 0, y, ξ) = 1ξ<u0(y), and thus (f − f2)(t = 0) = 0. We dedue that
f(t, y, ξ) = f2(t, y, ξ) for a.e. (t, y, ξ), and f = 0 or f = 1 almost everywhere.
Sine f is dereasing in ξ, f = 1ξ<u(t,y), and it is easily heked that in that
ase, ρ = uf . Hene f is a solution of
∂tf + (ξ − S)g(ξ)∂ξf +∇yS · ∇yfg′(ξ) = ∂ξm,
and u is an entropy solution of
∂tu+ divy(∇Sg(u)) = 0, t > 0, y ∈ Ω.
Remark 4.1. It an be heked that
1ξ<uε(t,y) ⇀ 1ξ<u(t,y) w
∗ − L∞ ⇐⇒ uε → u in L1
lo
((0,∞) × Ω).
Hene, we have proved here the following more general result : let {(un, Sn)}n≥0
be a sequene suh that fn := 1ξ<un(t,y) satises
∂tfn + (ξ − Sn)g(ξ)∂ξfn + g′(ξ)∇Sn · ∇fn = ∂ξmn + rn,
−∆Sn + Sn = un,
0 ≤ un ≤ 1,
fn(t = 0) = 1ξ<u0n(y),
with mn a nonnegative measure and rn ⇀ 0 in the sense of distributions.
Assume that fn ⇀ f(t, y, ξ) w
∗ − L∞ and u0n(y) → u0(y) strongly in
L1(Ω) as n→∞.
Then there exists u = u(t, y) ∈ L∞((0,∞) × Ω) suh that f = 1ξ<u(t,y)
and un → u in L1((0, T ) × Ω) for all T > 0. And u is an entropy solution
of (1).
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5 Long-time behavior
We wish to mention here a few simple fats on the long-time behavior of
a solution (u, S) of system (1). Our motivation omes from the unusual
omplexity of the behavior exhibited in [4, 10℄ for this limit. From their
study there appears to be dierenes between the large time dynamis of
the paraboli system (5) and the hyperboli system (1). The stability of the
steady states of (1) is also disussed in these referenes. The numerial sim-
ulations and formal omputations presented in these two papers also onvey
a rather good insight of the long time behavior of solutions. Preisely, the
numerial simulations indiate that for the hyperboli system (1) in dimen-
sion one, solutions onverge to pieewise onstant steady states as time goes
to innity. In these steady states, regions of vauum (u∞ = 0 below) are
separated from regions where ells aggregate (u∞ = 1 below) by entropi
shoks. On the ontrary, in the paraboli system (5), when the parameter
ε is large enough (ε > 14), solutions onverge to the onstant solution. And
when the diusivity parameter ε is small, a metastable behavior ours :
solutions rst get lose to the pieewise onstant steady states of the hyper-
boli system, and then the regions of ell aggregates (alled `plateaus') move
slowly and at last merge with one another.
This setion aims at proving that any entropy solution to (1), as built
in Theorem 2.1, onverges (in a sense detailed in the next proposition) to a
steady state solution:


div (∇S∞ u∞(1− u∞)) = 0 in Ω,
−∆S∞ + S∞ = u∞ in Ω,
∇S∞ · nΩ = 0 on ∂Ω,
(18)
Our analysis relies on the energy dissipation inherited from the natural
free energy struture for the hemotaxis systems ([5, 22, 14℄)
d
dt
∫
Ω u(t)S(t) =
d
dt
||S(t)||2
H1(Ω)
= 2
∫
Ω |∇S(t, y)|2 u(t, y)(1 − u(t, y)) dy ≥ 0,
(19)
and onsequently.
∫ ∞
τ
∫
Ω
|∇S(t, y)|2 u(t, y)(1 − u(t, y)) dy dt→ 0 as τ →∞. (20)
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The equality (19) is proved in [10℄ when N = 1, but the dimension does
not play a signiant part here; we reprodue a short proof for the reader
onveniene. First, notie that
−∆S + S = u, −∆∂tS + ∂tS = ∂tu,
and thus, multiplying the rst equation by ∂tS and the seond by S, after
integration by parts we obtain
∫
Ω
u∂tS =
∫
Ω
(∇S · ∇∂tS + S ∂tS)
=
∫
Ω
∂tuS =
1
2
d
dt
||S||2H1(Ω).
Notie also that
∫
Ω uS = ||S||2H1 . Consequently,
d
dt
∫
Ω
uS = 2
∫
Ω
S∂tu
= −2
∫
Ω
S div (∇Sg(u)) = 2
∫
Ω
|∇S|2 g(u).
Therefore, we are led to
∫
Ω
u(t, y)
∂S(t, y)
∂t
dy =
∫
Ω
S(t, y)
∂u(t, y)
∂t
dy =
1
2
d
dt
||S||2H1(Ω).
And (19) follows.
Integrating this equality from t = 0 to t = T , we obtain
∫ T
0
∫
Ω
|∇S|2g(u) = 1
2
[∫
Ω
(u(T )S(T )− u(t = 0)S(t = 0))
]
≤ 1
2
|Ω|.
Thus ∫ ∞
0
∫
Ω
|∇S|2g(u) ≤ 1
2
|Ω| < +∞
and (20) follows.
We an now state our main result
Proposition 5.1. Let (u, S) be a global weak solution of (1) as in Theorem
2.1. Then, for k ∈ N, let uk(t, y) := u(t + k, y), Sk(t, y) := S(t + k, y),
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t > 0, y ∈ Ω. Then there exists a subsequene (nk)k∈N suh as when k →∞,
unk(t, y) ⇀ u∞(y) w
∗ − L∞(R+ × Ω), (21)
Snk(t, y)→ S∞(y) in L2(0, T ;H1(Ω)), ∀T > 0, (22)∫ T
0
∫
Ω
1∇S 6=0|unk(t, y)− u∞(y)| dt dy → 0, (23)
where u∞ = u∞(y) ∈ L∞(Ω), S∞ = S∞(y) ∈ H2(Ω) are solutions to (18)
and 0 ≤ u∞(y) ≤ 1, 0 ≤ S∞(y) ≤ 1 and |∇S∞|u∞(1− u∞) = 0.
Proof. First step. Weak onvergene of (uk, Sk). The bounds 0 ≤ uk, Sk ≤ 1,
and the ellipti regularity
||Snk ||W 1,2((0,T )×Ω) + ||∇Snk ||W 1,2((0,T )×Ω)N ≤ C ∀k ∈ N
provide us diretly with (21), (22) after extrating subsequenes.
Seond step. The limits u∞ and S∞ are independent of time.
First, sine the ouple (unk , Snk) is a solution of (1), onsidering a test
funtion ϕ = ϕ(t, y) in C∞0 ((0, T ) × Y ), with ϕ(0, y) = ϕ(T, y) = 0 for all
y ∈ Ω, then
∫ T
0
∫
Ω
unk∂tϕ = −
∫ T
0
∫
Ω
∇Snk · ∇ϕg(unk).
The right-hand side goes to 0 as k → ∞ aording to (20) for any test
funtion ϕ. Thus
∫ T
0
∫
Ω
u∞(t, y)∂tϕ(t, y) dt dy = 0
for any test funtion ϕ vanishing at t = 0 and t = T . Consequently, u∞ is
independent of t : u∞(t, y) = u∞(y).
Furthermore, in the weak limit it holds
−∆S∞ + S∞ = u∞ on(0, T )× Ω, ∇S∞ · nΩ = 0 on ∂Ω.
and by uniqueness for this problem, we also have S∞ = S∞(y).
Third step. The limiting equation on u∞.
We now introdue the notations
A := {(t, y) ∈ (0, T ) × Ω; ∇Snk(t, y)→ 0},
B := {(t, y) ∈ (0, T )× Ω; unk(t, y)→ 0},
C := {(t, y) ∈ (0, T )× Ω; unk(t, y)→ 1}.
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Then λ ((0, T )× Ω \ (A ∪B ∪ C)) = 0, where λ is the Lebesgue measure,
beause from (20), we dedue that
∫ T
0
∫
Ω
|∇Sk|2(t, y) uk(t, y)(1 − uk(t, y)) dt dy → 0
as k →∞. Hene there exists a subsequene, still denoted by nk, suh that
|∇Snk |2(t, y) unk(t, y)(1 − unk(t, y))→ 0 a.e.
It follows from the above strong onvergene results that
∫ T
0
∫
Ω
1A |∇Snk |2 → 0 =
∫ T
0
∫
Ω
1A |∇S∞|2 ,
∫ T
0
∫
Ω
1Bunk → 0 =
∫ T
0
∫
Ω
1Bu∞,
∫ T
0
∫
Ω
1C(1− unk)→ 0 =
∫ T
0
∫
Ω
1C(1− u∞).
Consequently,
∫ T
0
∫
Ω
|∇S∞|2g(u∞) = T
∫
Ω
|∇S∞|2g(u∞) = 0,
and |∇S∞|2g(u∞) = 0 almost everywhere on Ω. Thus ∇S∞g(u∞) = 0 and
in partiular
divy(∇S∞ u∞(1− u∞)) = 0.
Fourth step. Proof of (23).
We have already proved that as k →∞,
∫ T
0
∫
Ω
|∇Snk |2unk(1− unk)→
∫ T
0
∫
Ω
|∇S∞|2u∞(1− u∞) = 0.
The above onvergene results entails that
∫ T
0
∫
Ω
|∇Snk |2u2nk →
∫ T
0
∫
Ω
|∇S∞|2u2∞.
And sine ∇Snk → ∇S∞ in L2((0, T ) × Ω), it follows that
∫ T
0
∫
Ω
|∇S∞|2
(
u2nk − u2∞
)→ 0.
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Writing
(unk − u∞)2 = u2nk − u2∞ − 2unku∞ + 2u2∞,
and using one more the weak onvergene of unk , we obtain∫ T
0
∫
Ω
|∇S|2(unk − u∞)2 → 0.
(23) follows easily, extrating a further subsequene if neessary.
Fifth step. Kineti formulation.
Let f = f(t, y, ξ) be the weak limit of 1ξ<unk (t,y). Notie that it is not
obvious that f does not depend on t. Then aording to the previous steps
and to setion 3, f satises
∂tf + g(ξ)(ξ − S∞)∂ξf + g′(ξ)∇S∞ · ∇f + g′(ξ)(ρ− u∞f) = ∂ξm,
where m is a nonnegative measure and ρ is related to f by equation (15).
Moreover, sine unk(t, y) onverges to u∞(y) a.e. on the set {y;∇S∞(y) 6=
0}, we dedue that f(t, y, ξ) = 1ξ<u∞(y) a.e. on {∇S∞ 6= 0}, and thus
(ρ− u∞f) = 0 and g(ξ)∂ξf = 0 on {∇S∞ 6= 0}.
Remark 5.1. In general, stationary states of (1) are not unique, even when
entropy onditions are required and the mean value on Ω is presribed. Thus,
it is not obvious that the whole sequene uk should onverge to a stationary
state u∞.
Appendix
This Appendix is devoted to the rigorous proof of inequality (17). Regu-
larizations by onvolution are used in order to justify the nonlinear manip-
ulations whih led to equation (16), as in [20, 21℄. We fous on the ase
when Ω is an arbitrary bounded domain in RN , with a C1 boundary, and
∇S · nΩ = 0 on ∂Ω; the ase when Ω = ΠNi=1(0, Ti), and S satises periodi
boundary onditions, is in fat easier, and an be treated in a similar fashion.
We take δ1, δ2 > 0 arbitrary, and ϕ1 ∈ D(R), ϕ2 ∈ D(RN ), ϕ3 ∈ D(R),
with
0 ≤ ϕ1, ϕ1, ϕ3 ≤ 1,∫
R
ϕ1 =
∫
RN
ϕ2 =
∫
R
ϕ3 = 1,
Supp ϕ1 ⊂ [−1, 0], Supp ϕ2 ⊂ B1, Supp ϕ3 ⊂ [−1, 1].
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We set δ = (δ1, δ2), and
ϕδ(t, y, ξ) =
1
δ1 δ
N+1
2
ϕ1
(
t
δ1
)
ϕ2
(
y
δ2
)
ϕ3
(
ξ
δ2
)
,
and for (t, y, ξ) ∈ [0,∞) × RN+1
fδ(t, y, ξ) := f ∗ ϕδ(t, y, ξ) =
∫
R
∫
Ω
∫
R
fδ(t
′, y′, ξ′)ϕδ(t− t′, y − y′, ξ − ξ′)dt′ dy′ dξ′,
mδ := m ∗ ϕδ .
Then fδ and mδ are smooth funtions of t, y, ξ for all δ > 0, and 0 ≤
fδ ≤ 1, mδ ≥ 0. Moreover, fδ is a solution of
∂tfδ + (ξ − S)g(ξ)∂ξfδ + g′(ξ)∇yS · ∇yfδ +R ∗ ϕδ = ∂ξmδ + rδ, (24)
and the remainder rδ is equal to
rδ = (ξ − S)g(ξ)∂ξfδ − [(ξ − S)g(ξ)∂ξf ] ∗ ϕδ
+g′(ξ)∇yS · ∇yfδ −
[
g′(ξ)∇yS · ∇yf
] ∗ ϕδ.
We wish to stress that equation (24) holds everywhere in (0,∞)×Ωδ×R,
and not in (0,∞) × Ω× R, where
Ωδ := {y ∈ Ω, d(y, ∂Ω) ≥ δ}.
This yields a small diulty when integrating equation (24) on (0,∞) ×
Ωδ×R, beause ∇S ·nΩδ(y) 6= 0 on ∂Ωδ even though ∇S ·nΩ(y) = 0 on ∂Ω.
However, this diulty an be overome by using the regularity of S and of
the boundary ∂Ω.
Before writing an equation for fδ − f2δ , let us rst prove that rδ → 0 in
L1((0, T ) × Ω × (−R,R)) for all T,R > 0. In the rest of the appendix, we
set z = (t, y, ξ) ∈ RN+2, with z0 = t, zi = yi for 1 ≤ i ≤ N , zN+1 = ξ.
Aordingly, we dene the dierential operators
∂0 =
∂
∂t
, ∂i =
∂
∂yi
1 ≤ i ≤ N, ∂N+1 = ∂
∂ξ
and we set Q := (0,∞)× Ω× R.
Then for instane, we have
(ξ − S)g(ξ)∂ξfδ − [(ξ − S)g(ξ)∂ξf ] ∗ ϕδ
= (ξ − S)g(ξ)f ∗ ∂ξϕδ − [(ξ − S)g(ξ)f ] ∗ ∂ξϕδ
+ [∂ξ ((ξ − S)g(ξ)) f ] ∗ ϕδ
=
∫
Q
(
G(z)−G(z′)) f(z′)∂N+1ϕδ(z − z′) dz′
+ [∂N+1G f ] ∗ ϕδ
17
where
G(z) := (ξ − S(t, y))g(ξ), z = (t, y, ξ).
Then [∂N+1G f ] ∗ϕδ onverges to ∂N+1Gf in Lp((0, T )×Ω× (R,R)) for all
T,R > 0. And setting ψk(z) = zk∂N+1ϕ(z) for 1 ≤ k ≤ N , we have∫
Q
(
G(z) −G(z′)) f(z′)∂N+1ϕδ(z − z′) dz′
=
∫
Q
∫ 1
0
∂kG(τz + (1− τ)z′) f(z′)ψk,δ
(
z − z′) dz′ dτ
The above integral onverges to
∂kG(z)f(z)
∫
RN+2
ψk(z
′) dz′
in L2((0, T ) × Ω × (−R,R)) for all T,R > 0 (reall that S is bounded
in L∞(0, T ;W 2,q(Ω)) ∩W 1,2(0, T ;H1(Ω)) thanks to proposition 3.1). But∫
RN+2
ψk(z
′) dz′ = 0 if k 6= N + 1 and ∫
RN+2
ψN+1(z
′) dz′ = −1. Thus
(ξ − S)g(ξ)∂ξfδ − [(ξ − S)g(ξ)∂ξf ] ∗ ϕδ
onverges to 0 in L2((0, T )×Ω× (−R,R)) for all T,R > 0. The other term
an be treated in a similar way, using the bounds on S derived in proposition
3.1.
We now go bak to the equation on fδ; sine fδ is smooth in t, y, ξ, we
an use the hain rule and write, for (t, y, ξ) ∈ (0,∞)× Ωδ × R,
∂t
(
fδ − f2δ
)
+ (ξ − S)g(ξ)∂ξ
(
fδ − f2δ
)
+ g′(ξ)∇yS · ∇y
(
fδ − f2δ
)
+
+R ∗ ϕδ(1− 2fδ) = ∂ξmδ(1− 2fδ) + rδ(1− 2fδ)
We now integrate the above equation on Ωδ ×R; notie that sine f = 0 for
ξ > 1 and f = 1 for ξ < 0, we have fδ − f2δ = 0 for ξ ≤ −δ or ξ ≥ 1+ δ, and
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similarly, mδ, rδ = 0 for ξ ≤ −δ or ξ ≥ 1 + δ. Thus
d
dt
∫
Ωδ×R
(
fδ − f2δ
)
=
∫
Ωδ×R
(
fδ − f2δ
) [
∂ξ ((ξ − S)g(ξ)) + g′(ξ)∆S
]
−
∫
Ωδ×R
R ∗ ϕδ(1− 2fδ)
+2
∫
Ωδ×R
mδ∂ξfδ +
∫
Ωδ×R
rδ(1− 2fδ)
−
∫
∂Ωδ×R
(
fδ − f2δ
)
g′(ξ)∇S · nΩδ(y) dS(y)dξ
≤ C
∫
Ωδ×R
(
fδ − f2δ
)
+ C
∫
Ωδ×R
∣∣f − f2∣∣ ∗ ϕδ
+||rδ(t)||L1(Ω×(−1,2)) + C
∫
∂Ωδ
|∇S · nΩδ(y)| dS(y)
In the above inequality, we have used the fat that ∂ξfδ = −ν ∗ ϕδ ≤ 0,
where ν was dened in (14), together with lemma 4.1. Moreover, notie that
sine the funtion x 7→ x− x2 is onave, by Jensen's inequality, we get∫
Ωδ×R
(
f − f2) ∗ ϕδ ≤
∫
Ωδ×R
(
fδ − f2δ
)
.
And sine S belongs toW 2,q for all q <∞, ∇S ∈ C0,α(Ω¯) for some 0 < α < 1;
remember that we have assumed that the boundary ∂Ω is at least C1. In
suh onditions, it is easily proved that∫
∂Ωδ
|∇S · nΩδ(y)| dS(y)→ 0
as δ → 0 for almost every t > 0. In the following, we set
Uδ(t) = ||rδ(t)||L1(Ω×(−1,2)) +C
∫
∂Ωδ
|∇S · nΩδ(y)| dS(y),
and we have proved that Uδ → 0 in L1
lo
([0,∞)) as δ → 0.
Thus we are led to
d
dt
∫
Ωδ×R
(
fδ − f2δ
) ≤ C
∫
Ωδ×R
(
fδ − f2δ
)
+ Uδ(t).
Consequently, by Gronwall's lemma,∫
Ωδ×R
(
fδ(t)− fδ(t)2
) ≤ eCt
∫
Ωδ×R
(
fδ(t = 0)− fδ(t = 0)2
)
+
∫ t
0
eC(t−s)Uδ(s)ds.
(25)
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There only remains to prove that fδ(t = 0) − fδ(t = 0)2 goes to 0 as
δ → 0. This is a onsequene of the fat that fδ(t = 0) strongly onverges
to f(t = 0) = 1ξ<u0 , but the latter is not obvious sine
fδ(t = 0, y, ξ) =
∫ ∞
0
∫
Ω×R
f(t′, y′, ξ′)ϕδ(−t′, y − y′, ξ − ξ′) dt′ dy′ dξ′.
We therefore use the same tehnique as in [21℄ : sine the proof is stritly
idential to the one in [21℄, we only reall briey the main arguments.
Let
Tδ1(t) = 1−
1
δ1
∫ t
0
ϕ1
(
− s
δ1
)
ds;
then ∂tTδ1(t) = − 1δ1ϕ1
(
− t
δ1
)
, and thus for (t, y, ξ) ∈ (0,∞) × Ωδ × R,
fδ(t = 0, y, ξ) an be written as
fδ(t = 0, y, ξ) = Iδ(y, ξ)
+∂ξ
∫ ∞
0
∫
RN+1
m(t′, y′, ξ′)
1
δN+12
ϕ2
(
y − y′
δ2
)
ϕ3
(
ξ − ξ′
δ2
)
dt′ dy′ dξ′
+
∫
RN+1
1ξ<u0(y)
1
δN+12
ϕ2
(
y − y′
δ2
)
ϕ3
(
ξ − ξ′
δ2
)
dy′ dξ′
where ||Iδ||L∞ ≤ Cδ1/δ2. Passing rst to the weak limit as δ1, δ2 → 0
with δ1/δ2 → 0 in the above equation entails that the weak limit F of
fδ(t = 0, y, ξ) satises
F = ∂ξM + 1ξ<u0(y)
for some nonnegative measure M vanishing for large ξ. This leads to F =
1ξ<u0(y) and M = 0 thanks to a lemma in [21℄. Then, the above formula for
fδ(t = 0, y, ξ) is used one again to nd the weak limit of fδ(t = 0, y, ξ)
2
. It
is easily proved that
fδ(t = 0, y, ξ)
2 ⇀ F 2 = 1ξ<u0(y),
and thus the onvergene is strong.
Consequently, fδ − f2δ onverges to 0 in L1lo((0,∞) × Ω × R). Sine
fδ − f2δ → f − f2 in L1lo(0,∞;L1(Ω × R)), we dedue that f = 0 or f = 1
almost everywhere. The rest of the proof, exposed in setion 4, is therefore
justied.
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