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Abstract. The change in the wealth of a market agent (an investor, a
company, a bank etc.) in an economy is a popular topic in finance. In this
paper, we propose a general stochastic model describing the wealth process
and give some of its properties and special cases. A result regarding the
probability of default within the framework of the model is also offered.
1. Introduction. Different models describing the wealth changes of
an entity in an economy (an investor, a company, a bank etc.) have been used
over the past decades in mathematical finance.
The foundations of modern financial investigations were laid in 1959 by
Markowitz [26] and Tobin [34] who created the Capital Asset Pricing Model
(CAPM), further developed by Sharpe [31]. The model is based on the so called
mean-deviation approach which is used now in banks and for which Markowitz
won a Nobel prize.
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In 1973, Black and Scholes [2] proposed a model which today is considered
a fundamental financial model. The key insight of this model is that, under some
conditions, the absence of arbitrage suffices to derive unique prices for European
options on stocks.
The Black-Scholes model is reformulated in terms of the semimartingale
theory by Harrison and Pliska [10], who apply the general theory of stochastic
processes to financial modelling.
Many papers are devoted to derivative pricing and hedging in incomplete
markets. Some of them are based on a general equilibrium framework [6].
Different kinds of probabilistic models are used to describe the underlyings
in the markets, for example jump diffusions, bivariate diffusions, discrete ARCH
time series etc.
Since the redistribution of capital is an essential action of the investor,
transaction costs can not be ignored. This problem is considered by Magill and
Constantinides [25], Davis and Norman [4], Soner and Shreve [32].
It is clear from the preceding description that there is a need to system-
atize and generalize the existing models in the form of a single, simple easy to
modify model.
Here we consider a class of models which is an attempt to satisfy this need.
Most of the modern financial models outline the aggregate of stochastic processes
used presently for investigation in finance. This is the area of intersection of three
quite general classes of stochastic processes - Markov processes, martingales and
processes with stationary increments. Specifically, some special kinds of random
walks with properties analogous to the properties of the martingales belong to this
area.These processes are the semimartingales, with some of their generalizations
and special cases. In this paper we consider and explore a class of processes called
generalized Le´vy processes which coincide very closely with the mentioned group
processes. So, we can also call them financial processes. By using the generalized
Le´vy processes we introduce a class of models describing wealth changes called
Wealth Motion Models.
In the second part of the paper we consider the credit risk in the frame-
work of the proposed model. A key point here is the determination of the default
probabilities. Presently, there are two approaches to this problem: the structural
approach and the intensity-based approach.
In the first approach, pioneered by Merton [28], the default time is a
stopping time in the filtration of the prices. Therefore the evaluation of the wealth
with possible default is reduced to the problem of the pricing of a defaultable
claim which is measurable with respect to the filtration of the prices. This is a
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standard, though difficult, problem which is reduced – in a complete market case
– to the computation of the expectation of the discounted payoff under the risk
neutral probability measure. Main papers to be quoted here are [2, 3, 8, 35, 5, 27].
In the second method, the aim is also to compute the value of a defaultable
claim; however it could be that this claim is not measurable with respect to the
σ-algebra generated by prices. In this case, it is generally assumed that the
market is complete for a larger filtration, which means that the defaultable claim
is hedgeable. In order to compute the expectation of wealth under risk-neutral
probability, it is convenient to introduce the notion of the intensity of the default.
Then, under some assumptions, the intensity of the default time acts as a change
of the spot interest rate in the pricing formula. This more recent approach than
the structural one is also known as the reduced-form approach, and has been
introduced in [15, 19, 20, 7]. New contributions are [11, 12, 1, 30, 22, 23].
In this paper we follow the structural approach. Within the framework
of the Homogeneous General Wealth Motion Model we consider a special kind
of wealth process called Brownian motion with returns to zero for which we for-
mulate and prove a result regarding the above boundary for the probability of
default.
2. Wealth motion models. Here we will introduce a class of models
denoted “Wealth Motion Models”. We consider an entity in an economy (a
company, a bank, an investor etc.). This entity we will call an investor. He starts
his life with an initial capital u0 and, from that moment on, his wealth changes
depending on the income and costs.
The processes considered below are all defined in a filtered probability
space (Ω, A, F, P ) and are adapted to the filtration F . Here we give some defini-
tions from the theory of stochastic processes.
Definition 2.1. A predictable sigma-algebra APr in the space Ω× [0,∞)
is a sigma-algebra with respect to which any ca`dla`g process is measurable.
Definition 2.2. For any Rd-valued ca`dla`g stochastic process X(t) the
random measure of jumps µX is defined by
(1) µX(ω; dt, dx) =
∑
s
1{Rd\{0}}(∆X(ω, s))ǫ(s,∆X(ω,s))(dt, dx),
where ∆X(s, ω) = X(s) − X(s−) is the jump of X(t) at time s and ǫP is the
Dirac measure in point P .
The following model represents the changes in the capital held by an
economic entity.
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(2) U(t;u0) = u0 +R(t)− C(t).
Here U(t;u0) is the capital held by the entity at time t; u0 = U(0;u0) is
the initial capital; R(t) ≥ 0 is the stochastic income (R(0) = 0); C(t) ≥ 0 are the
stochastic costs (C(0) = 0).
For R(t) and C(t) we suppose that they are adapted to F . It follows that
U(t;u0) is adapted too.
The time t may be considered to be either a continuous variable (t ∈ R+)
or a discrete variable (t ∈ N), where R+ is the set of non-negative real numbers
(R+ = [0,+∞)) and N is the set of non-negative integers (N ∈ {0, 1, . . .}). So,
the model may be considered as either a continuous or discrete model.
So far, we have not made any assumptions about the capital structure, i.
e. about the way the assets on the financial instruments are distributed. Since, we
will call the model (2) Homogeneous General Wealth Motion Model – HGWMM.
Now, we consider the financial instruments I0, I1, . . . , Im traded in a fi-
nancial market M .
Definition 2.3. The vector process PM (t) = (P0(t), P1(t), . . . , Pm(t))
where Pk(t) (k = 0, 1, . . . ,m) is the price of the instrument Ik at time t, is called
vector of the prices.
Definition 2.4. A process of dividends is a vector process DM (t) =
(D0(t),D1(t), . . . ,Dm(t)) where Dk(0) = 0 (k = 0, 1, . . . ,m).
The dividends process models income (expenditures) which is the result of
special events, dividends from financial instruments, and transaction costs. The
special events are the kind of events which occur relatively rarely in a system but
have considerable influence on the system’s behaviour. The special events are re-
lated to jumps, cataclysms and sharp changes in the system under consideration.
Definition 2.5. A vector of generalized prices is a vector GM (t) =
(G0(t), G1(t), . . . , Gm(t)) where GM (t) = PM (t) +DM (t).
Definition 2.6. The vector AM (t) = (A0(t), A1(t), . . . , Am(t)), where
Ak(t) (k = 0, 1, . . . ,m) is the quantity of the instrument Ik held by the investor
at time t, is called absolute portfolio in quantities. Ak(t) = 0 in the case where
there is not any quantity of the instrument Ik held in the portfolio.
Definition 2.7. The process VM (t) =
∑m
k=0Ak(t)Pk(t) is called value of
the portfolio at time t for the market M .
Below we omit the subscript M in the notations.
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On the market, the capital is distributed between the traded financial
instruments. For obtaining a structured wealth motion model, we make the
following assumptions:
1) In the beginning all the wealth is allocated between the financial in-
struments traded on the market. So, u0 = V (0) = P (0)A(0).
2) At any given time in the future we have
(3) U(t;u0) = A(t)G(t) = A(t)(P (t) +D(t)),
where G(t) = P (t) +D(t) is the generalized market price for the capital.
For the price we suppose
(4) P (t) = P c(t) + P d(t) + P f (t).
Here P c(t) is a continuous local martingale which typically models changes in
the capital, related to market fluctuations of real prices. The process P d(t) is
a discontinued local martingale which typically models changes in the capital,
related to sharpe changes in the real prices. The process P f (t) is a process with
finite variation which typically models changes of the capital, related to market
trends of the prices. At time 0 we have P c(t) = P d(t) = 0.
For the dividends we suppose
(5) D(t) = Dc(t) +Dd(t) +Df (t).
Here Dc(t) is a continuous local martingale which typically models changes in
the capital, caused by dividends and taxes, proportional to the prices of the
financial instruments. The process Dd(t) is a discontinued local martingale which
typically models changes of the capital, related to special events, extraordinary
income or loss. The processDf (t) is a process with finite variation which typically
models changes of the capital, related to transaction costs. At time 0 we have
Dc(0) = Dd(0) = Df (0) = 0.
As a result, for the process of generalized prices we have
(6) G(t) = Gc(t) +Gd(t) +Gf (t),
where Gc(t) = P c(t) + Dc(t) is the continuous part of the generalized prices,
Gd(t) = P d(t)+Dd(t) is the discontinued part, and Gf (t) = P f (t)+Df (t) is the
part with finite variation.
Finally, we obtain
(7) U(t;u0) = A(t)G(t) = A(t)(G
c(t) +Gd(t) +Gf (t)).
The model defined by (7) we will call Structured General Wealth Motion
Model – SGWMM. It may be continuous or discrete. The models introduced by
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us (2, 7) we will call generally Wealth Motion Models – WMM. Their discrete
versions we will call Discrete Wealth Motion Models – DWMM. Their continuous
versions we will call Continuous Wealth Motion Models – CWMM. The concept
of WMM is originally introduced in [33]. Below we will talk about a Wealth
Motion Model having in mind the entire family of related models.
The next considerations will be made in the context of WMM. WMM is
a maximally simple, feasible and flexible model. It has many special cases with
specific fields of application. On the other hand, it is a generalization of many
common enough models in finance.
It is clear that the process of generalized prices is a semimartingale as a
sum of semimartingales – see for example [29].
Below we will narrow the class of the semimartingales which may be used
for modelling the process of the generalized prices. We will consider the following
type of processes.
Definition 2.8. A generalized Le´vy process (a financial process) is a
process X(t) with the following properties
1) X(t) may be represented in the form
X(t) = Xc(t) +Xd(t) +Xf (t),
where Xc(t) is a continuous local martingale, Xd(t) is a discontinued local mar-
tingale, and Xf (t) is a process with finite variation. For the process Xf (t) we
have
(8) Xf (t) =
∫ t
0
x
f
0 (s)ds+
∫ t
0
x
f
1(s)dN
Θ(s) +
∫ t
0
x
f
2(s)dN(s),
where
1.1.) The processes {xfi (t); t ≥ 0} are processes with values in the d-
dimentional Euclidian space Rd (i = 1, 2, 3); for xf2 we assume that it is stationary
with distribution qx
f
2 ;
1.2.) The process NΘ(t) where Θ ⊂ R+ is a deterministic process with
values NΘ(t) = 1 for t ∈ Θ and NΘ(t) = 0 outside of Θ where Θ is a discrete
set. For the second integral in (8) taken on that process we have
∫ t
0
x
f
1 (s)dN
Θ(s) =
∑
s∈ΘT[0,t]
x
f
1(s);
1.3.) The process N(s) is a standard Poisson process with parameter λ.
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For the third integral in (8) taken on that process we have∫ t
0
x
f
2(s)dN(s) =
∑
Ti<t
x
f
2 (Ti),
where Ti are the moments of jumps of the process N(t).
The assumptions made about the process Xf (t) mean that this process
contains an absolutely continuous part and jumps. Some of the jumps are at
deterministic times, defined by the set Θ, and others are at the random times of
jumps of the standard Poisson process.
2) For the continuous process C(t) with values in Rd × Rd, given by
Cij(t) =< X
c
i ,X
c
j > for any i, j ∈ {1, 2, . . . , d} holds
C(t) =
∫ t
0
c(s)ds,
where c(t) is a predictable process with values in Rd × Rd which are symmetric,
non-negative definite matrices.
3) There exists a specific transition kernel Z from (Ω × R+, APr) into
(Rd, Bd) such that
(9) ν([0, t] ×G) =
∫ t
0
Z(ω, s,G)ds +
∑
s∈ΘT[0,t]
ν({s} ×G)
for any G ∈ Bd. Here ν is the compensator of the random measure µX of the
jumps of X.
4) There exists a transition kernelK from (Ω×[0,+∞), APr) into (Rd, Bd)
such that
(10) K(ω, t,G) = ν({t} ×G) + ǫ0(G)(1 − ν({t} ×Rd)); t ∈ Θ
and K(ω, t,G) = 0 else. For almost all ω ∈ Ω with respect to P and for any
t ∈ Θ we have that K(ω, t,G) is a probability measure. For any t ∈ Θ we have
that xf1(t) =
∫
xK(ω, t, dx) almost certainly with respect to P . For any t ∈ Θ
and G ∈ Bd we have
q(x
f
1 (t)|Ft−) = K(ω, t,G)
almost certainly with respect to P . Here q(x
f
1 (t)|Ft−) is the conditional distribution
of the random variable xf1(t) with respect to Ft−.
Definition 2.9. A characteristic of the generalized Le´vy process, defined
by the above definition is an ordered nineplet
(Θ, λ, q0, xf0 , x
f
1 , x
f
2 , c, Z,K),
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where Θ, λ, xf0 , x
f
1 , x
f
2 , c, Z and K are as in Definition 2.8., and q
0 is a proba-
bilistic measure in Rd giving the initial distribution of X(0).
Here we will consider some simple examples for the generalized Le´vy
process to make their nature clearer.
1. A Poisson process with parameter λ.
The Poisson process N(t) is a very special case of the generalized Le´vy
process.
Its representation according to the definition is:
N(t) = N c(t) +Nd(t) +Nf (t) = 0 + (N(t)− λt) + λt.
It is clear that the continuous local martingale N c(t) = 0, the discontinued local
martingale is Nd(t) = N(t) − λt, and the process with finite variation is λt.
Here we use the fact that λt is the compensator of N(t), i. e. N(t) − λt is a
(discontinued) local martingale.
If we consider the part with finite variation, Nf (t), we have
Nf (t) =
∫ t
0
x
f
0(s)ds +
∫ t
0
x
f
1 (s)dN
Θ(s) +
∫ t
0
x
f
2(s)dN(s) = λt.
It is clear that xf1(t) = x
f
2(t) = 0 = const and x
f
0(t) = λ.
Another representation of the Poisson process according to its definition
is:
N(t) = N c(t) +Nd(t) +Nf (t) = 0 + 0 +N(t).
Here N c(t) = Nd(t) = 0 and Nf (t) = N(t), i. e. the process with finite variation
is the very Poisson process.
For the part with finite variation Nf (t) in this case we have
Nf (t) =
∫ t
0
x
f
0 (s)ds+
∫ t
0
x
f
1(s)dN
Θ(s) +
∫ t
0
x
f
2(s)dN(s) =
=
∫ t
0
x
f
2(s)dN(s) =
∑
Ti<t
1.
Here xf0(t) = x
f
1 (t) = 0 = const and x
f
2(t) = 1 = const .
It is clear from this example that the representation as well as the char-
acteristic of the Le´vy process is not uniquely defined.
2. A Poisson process as a sum of two independent Poisson processes.
If we present N(t) as a sum of two Poisson processes, i. e.
N(t) = N1(t) +N2(t),
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where N1(t) is with parameter λ1, and N2(t) is with parameter λ2 (λi > 0 for
i = 1, 2 and λ1 + λ2 = λ), we obtain the representation:
N(t) = N c(t) +Nd(t) +Nf (t) = 0 + (N1(t)− λ1t) + (λ1t+N2(t)).
Again N c(t) = 0, the discontinued local martingale is Nd(t) = N1(t) − λ1t, and
the process with finite variation is λ1t+N2(t). Here we use λ1t as the compensator
of N1(t), i. e. N1(t)− λ1t is a (discontinued) local martingale.
Then, for the part with finite variation Nf (t) we have
Nf (t) =
∫ t
0
x
f
0 (s)ds+
∫ t
0
x
f
1(s)dN
Θ(s) +
∫ t
0
x
f
2(s)dN(s) =
=
∫ t
0
λ1ds + 0 +
∫ t
0
1dN2(s) = λ1t+N2(t).
It is clear that xf0(t) = λ1 = const , x
f
1(t) = 0 = const , and x
f
2 (t) = 1 = const .
The non-uniqueness found in the characteristic of the generalized Le´vy
process can be resumed in the next:
Theorem 2.1. Let the generalized Le´vy process have characteristic:
(Θ, λ, q0, xf0 , x
f
1 , x
f
2 = 1, c, Z,K).
Then the same process admits the characteristic:
(Θ, λ− λ0, q0, xf0 + λ0, xf1 , xf2 = 1, c, Z,K)
for 0 < λ0 < λ and in the special case when λ0 = λ – characteristic
(Θ, 0, q0, xf0 + λ, x
f
1 , 0, c, Z,K).
P r o o f. For the part with finite variation we have
(11) Xf (t) =
∫ t
0
x
f
0(s)ds +
∫ t
0
x
f
1 (s)dN
Θ(s) +
∫ t
0
x
f
2(s)dN(s) =
=
∫ t
0
x
f
0 (s)ds+
∫ t
0
x
f
1(s)dN
Θ(s) +N(t) =
=
∫ t
0
x
f
0(s)ds +
∫ t
0
x
f
1 (s)dN
Θ(s) +N0(t)− λ0t+ λ0t+N1(t),
where N0(t) is a Poisson process with parameter λ0, and N1(t) – the Poisson
process with parameter λ1 = λ−λ0. Then N0(t)−λ0t belongs to the discontinued
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local-martingale part of the process, and the new process, giving the jumps of
the part with finite variation, is the process N1(t) with parameter λ1 = λ − λ0.
At λ = λ0 it is clear that N1(t) completely disappears. 
In the case λ = λ0, when the part with finite variation has no jumps at
random times, the characteristic of the generalized Le´vy process is equivalent to
the characteristic
(Θ, q0, xf0 , c, Z,K),
given by Kallsen [16] for the so called generalized Grigellionis processes, a concept
which is very close to the concept of generalized Le´vy processes.
The parametrization given here is more modifiable because it permits the
separation of a term of the Poisson’s part of the process in order to play a more
significant role, i.e. the connection to other processes, and more generally the
fluctuations explained or generated by the environment.
The parameter λ (the second parameter in the characteristic of the gen-
eralized Le´vy process) is called parameter of adaptation to the environment or
intensity of exterior influence.
Definition 2.10. A Special Structured General Wealth Motion Model
(SSGWMM) is an ordered pair of financial processes (generalized Le´vy processes)
(P (t),D(t)) with characteristic
CP = (ΘP , λ, q
0
P , x
f
0P , x
f
1P , x
f
2P , cP , ZP ,KP )
(for P (t)) and
CD = (ΘD, λ, q
0
D, x
f
0D, x
f
1D, x
f
2D, cD, ZD,KD)
(for D(t)). Here for P (t) and D(t) we have one and the same standard Poisson
process Nλ(t) defining the random times of the jumps, and q0P and q
0
D are inde-
pendent distributions. Also, we suppose that for the continuous local-martingale
parts of D(t) and P (t), i. e. P c(t) and Dc(t), holds
Dc(t) = bP c(t)
where b is a constant, i. e. Dci (t) = bP
c
i (t) for any i = 0, . . . , d.
Theorem 2.2. The process of generalized prices G(t) in SSGWMM is a
generalized Le´vy process with characteristic
(ΘP
⋃
ΘD, λ, q
0
P ∗ q0D, xf0P + xf0D,
x
f
1P 1{s∈ΘP } + x
f
1D1{s∈ΘD}, x
f
2P + x
f
2D, (1 + b)
2cP , ZG,KG)
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where for KG we have
KG(ω, t,G) = 1{t∈ΘP
T
ΘD}KP (ω, t,G) + 1{t∈ΘD
T
ΘP }KD(ω, t,G)+
+1{t∈ΘP
T
ΘD}KP ∗KD + 1{t∈ΘP SΘD}0,
for ZG we have
ZG = ZP + ZD,
and Q ∗R is the convolution of the probability measures (distributions) Q and R.
P r o o f. For the process of the generalized prices we have:
G(t) = (P c(t) +Dc(t)) + (P d(t) +Dd(t)) + (P f (t) +Df (t)).
For Gf (t) = P f (t) +Df (t) we have
P f (t) =
∫ t
0
x
f
0P (s)ds +
∫ t
0
x
f
1P (s)dN
ΘP (s) +
∫ t
0
x
f
2P (s)dN
λ(s),
Df (t) =
∫ t
0
x
f
0D(s)ds+
∫ t
0
x
f
1D(s)dN
ΘD(s) +
∫ t
0
x
f
2D(s)dN
λ(s),
and
Gf (t) =
∫ t
0
x
f
0G(s)ds+
+
∫ t
0
x
f
1G(s)dN
ΘG(s)+
+
∫ t
0
x
f
2G(s)dN
λ(s).
Here
x
f
0G(s) = x
f
0P (s) + x
f
0D(s)
and
x
f
1G(s) = x
f
1P (s)1{s∈ΘP } + x
f
1D(s)1{s∈ΘD}.
The process NΘG(s) is different from zero at the points ΘP
⋃
ΘD, i. e.
ΘG = ΘP
⋃
ΘD. We also have
(12) xf2G(s) = x
f
2P (s) + x
f
2D(s).
206 Pavel Stoynov
The equation (12) holds, because the jumps follow the one and the same
standard Poisson process Nλ(t) for the prices P (t) and D(t).
For the initial distribution (the distribution of G(0)) we have that it is a
distribution of the sum of two independent random variables, i. e. the convolution
q0P ∗ q0D of q0P and q0D.
Let 0 = tn0 ≤ tn1 ≤ . . . ≤ tni ≤ . . . ≤ tnkn be a sequence σn of stopping
times. Let this sequence tend as n→∞ to the identity, i.e.
lim
n→∞ supk
tnk =∞
almost certainly and
‖ σn ‖= sup
k
| tnk+1 − tnk |→ 0
almost certainly. Then for the quadratic covariation of the components Gci (t) and
Gcj(t) of the process of the generalized prices G(t) we have
〈Gci (t), Gcj(t)〉 = 〈P ci (t) +Dci (t), P cj (t) +Dcj(t)〉 =
= (P ci (0) +D
c
i (0))(P
c
j (0) +D
c
j(0))+
+ lim
n→∞
∑
k
((P ci +D
c
i )(min(t, t
n
k+1))− (P ci +Dci )(min(t, tnk)))×
×((P cj +Dcj)(min(t, tnk+1))− (P cj +Dcj)(min(t, tnk))) =
= P ci (0)P
c
j (0) + lim
n→∞
∑
k
((P ci (min(t, t
n
k+1))− P ci (min(t, tnk)))×
×(P cj (min(t, tnk+1))− P cj (min(t, tnk ))))+
+Dci (0)D
c
j(0) + lim
n→∞
∑
k
((Dci (min(t, t
n
k+1))−Dci (min(t, tnk)))×
×(Dcj(min(t, tnk+1))−Dcj(min(t, tnk))))+
+P ci (0)D
c
j(0) + lim
n→∞
∑
k
((P ci (min(t, t
n
k+1))− P ci (min(t, tnk)))×
×(Dcj(min(t, tnk+1))−Dcj(min(t, tnk))))+
+Dci (0)P
c
j (0) + lim
n→∞
∑
k
((Dci (min(t, t
n
k+1))−Dci (min(t, tnk )))×
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×(P cj (min(t, tnk+1))− P cj (min(t, tnk)))) =
= 〈P ci (t), P cj (t)〉+ 〈Dci (t),Dcj(t)〉+〉P ci (t),Dcj(t)〉+
+〈P cj (t),Dci (t)〉.
Since Dci (t) = bP
c
i (t) i = 0, . . . , d, we have
〈Gci (t), Gcj(t)〉 = (1 + 2b+ b2)〈P ci (t), P cj (t)〉.
We obtain that cG(t) = (1 + b)
2cP (t).
For the compensator of the random measure of jumps of G(t) we have
νG = νP + νD. Since
νP ([0, t] × V ) =
∫ t
0
ZP (ω, s, V )ds +
∑
s∈ΘP
T
[0,t]
ν({s} × V )
and
νD([0, t]× V ) =
∫ t
0
ZD(ω, s, V )ds+
∑
s∈ΘD
T
[0,t]
ν({s} × V ),
we have ZG(ω, t, V ) = ZP + ZD.
We have xf1G(t) =
∫
xKG(ω, t, dx) and
x
f
1G(s) = x
f
1P (s)1{s∈ΘP } + x
f
1D(s)1{s∈ΘD}.
We see that if t ∈ ΘP
⋃
ΘD then KG must be zero, if t ∈ ΘP
⋂
ΘD then KG =
KP , if t ∈ ΘD
⋂
ΘP then KG = KD, and if t ∈ ΘP
⋂
ΘD then KG = KP ∗KD. 
3. Examples of SSGWMM. Here we will consider some important
special cases of SSGWMM. Firstly, we will consider some discrete models.
1. A two-period model.
As the simplest example of SSGWMM we could consider a model where
the vector of generalized prices G(t) = P (t) + D(t) is two-dimensional. The
vector P (t) = (P0(t), P1(t)) where t ∈ {0, 1, 2} is such that P0(t) = 1 = const
and for P1(t) holds that P1(0) = 100 and P1(t) = P1(t − 1) + 110P1(t − 1)X
where X takes values 0, 1 and (−1) with probabilities p0 = 0.4, p1 = 0.4 and
p−1 = 0.2 respectively. Here P (t) is a process in the probability space (Ω, A, P )
with filtration Ft, generated by P (t). The vector D(t) = (D0(t),D1(t)) where
t ∈ {0, 1, 2} is such that D0(t) = a = const < 1 for t > 0 and D0(0) = 0 and for
D1(t) holds that D1(0) = 0 and D1(t) = bP1(t), i.e. the dividends of the second
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financial instrument are proportional to its price. Here 0 < b = const < 1. We
have D1(t) = D1(t− 1) + 110D1(t− 1)X where X is the same as above.
The characteristics of that process are
CP = ({1, 2}, (0, 0), ǫ(1,100) , 0, 0, 0, 0, 0,KP (t))
and
CD = ({1, 2}, (0, 0), ǫ(0,0) , 0, 0, 0, 0, 0,KD (t))
where ǫA is the Dirac measure in point A, and KP (t) is the transition kernel from
(Ω, R+) into (R2, B2), for which holds
KP (t,G) = ǫ0 × (0.4ǫ(0.1P1(t−1)) + 0.4ǫ0 + 0.2ǫ(−0.1P1(t−1)))
for t ∈ {1, 2} and KP (t,G) = 0 else. Also, KD(t) is the transition kernel from
(Ω, R+) into (R2, B2), for which holds
KD(t,G) = ǫ0 × (0.4ǫ(0.1bP1(t−1)) + 0.4ǫ0 + 0.2ǫ(−0.1bP1(t−1)))
for t ∈ {1, 2} and KD(t,G) = 0 else. In accordance with Theorem 2.3. we have
for the characteristic of G(t) the following nineplet
CG = ({1, 2}, (0, 0), ǫ(1,100) , 0, 0, 0, 0, 0,KG(t)),
where
KG(ω, t, V ) = ǫ0 × (0.4ǫ(0.1(1+b)P1(t−1)) + 0.4ǫ0 + 0.2ǫ(−0.1(1+b)P1(t−1))).
2. A model with independent simple net returns.
As another example for discrete process, described by SSGWMM, we may
consider the following price process. The market consists of two assets – a bank
account which is used as a discount factor, i.e. P0(t) = 1, and a stock. We
consider the space (Ω, A, F, P ) with discrete filtration F . For the discounted
process of prices P1(t), we have that it is discrete and is given by the equation
P1(t) = P1(t− 1)(1 + ǫ(t))
for each t ∈ N\{0} where P1(0) ∈ (0,+∞), and ǫ(t) is a sequence of identically
distributed random variables with distribution Q, such that ǫ(t) is independent
of Ft−1 for any t ∈ N\{0}. We suppose also that
∫ | ǫ(t) | dQ < ∞ and
Q((0,∞)) > 0 and Q((−∞, 0)) > 0. At these conditions the discounted price
process P (t) = (P0(t), P1(t)) has characteristic
CP = (N\{0}, (0, 0), ǫ(1,P1 (0)), 0, 0, 0, 0, 0,KP ),
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where K(t,G) =
∫
1G(0, P1(t− 1)x)Q(dx) for each t ∈ N\{0} and G ∈ B2 where
B is the sigma-algebra of the Borel sets in R. There are no dividends, i. e.
CD = (⊘, (0, 0), ǫ0 , 0, 0, 0, 0, 0, 0).
Now we will consider some continuous-time models.
3. Price process with continuous paths.
As a first example for a continuous model which is a special case of SSG-
WMM, we consider the process P (t) with characteristic
CP = (⊘, (0, 0, 0), F(P0 (0),P1(0),P2(0)), xf0P , 0, 0, cP , 0, 0),
where xf0P is a predictable process with values in R
3, and cP is a predictable
process with values – symmetric non-negative definite matrices in R3×R3. Such
type processes are price processes with continuous paths. Usually we suppose
that the prices are discounted, i. e. P0(t) = 1 for each t.
4. The Black-Sholes model.
The Black-Sholes model could also be considered as a special case of SS-
GWMM. We consider a financial market where a bank account and a stock are
traded with prices respectively P˜0(t) and P˜1(t), for which the stochastic differen-
tial equations
dP˜0(t) = rP˜0(t)dt
and
dP˜1(t) = µP˜1(t)dt + σP˜1(t)dB(t)
hold. If we denote the respective discounted prices with P0(t) =
P˜0(t)
P˜0(t)
= 1 and
P1(t) =
P˜1(t)
P˜0(t)
, we have respectively the equations
dP0(t) = 0
and
dP1(t) = (µ− r)P1(t)dt + σP1(t)dB(t).
Here P˜0(0) = 1, P˜1(0), σ ∈ (0,∞), r and µ ∈ R are given. The characteristic of
the discounted price process is
CP = (⊘, (0, 0), ǫ(1,P1(0)), xf0P , 0, 0, cP , 0, 0),
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where xf0P,0(t) = 0, x
f
0P,1(t) = (µ − r)P1(t), cP,00(t) = cP,01(t) = cP,10(t) = 0,
and cP,11(t) = (σP1(t))
2. Here the filtration F of the space (Ω, A, F, P ) is the
canonical filtration of (P˜0(t), P˜1(t)).
5. Generalized Black-Sholes model.
We can obtain a generalization of the Black-Sholes model when instead
of the Wiener process, we consider a more general Le´vy process. We consider a
bank account with price P˜0(t) = e
rt and a stock for which the discounted process
of the price P1(t) satisfies the equation
dP1(t) = (µ− r)P1(t−)dt+ σP1(t−)dB(t) +
∫
xP1(t−)(p− q)(dt, dx),
where P1(0) ∈ (0,+∞), µ ∈ R, σ ∈ [0,+∞), and p is a homogeneuous Poisson
random measure with compensator q = λ ⊗ H. For H we suppose that it is
a measure in (R,B) for which
∫
(min(| x |2, | x |)H(dx) < ∞, ∫ | log(x + 1) |
1(−1,− 1
2
)(x)H(dx) < ∞ and H((−∞,−1]) = 0 (condition which do not allow
negative jumps). If we define the random process X(t) = (µ − r)t + σB(t) +∫
x(p−q)(dt, dx), for each t ∈ [0,∞) for the differential of the discounted process
we have dP1(t) = P1(t−)dX(t). The process (P0(t), P1(t)) then has characteristic
CP = (⊘, (0, 0), ǫ(1,P1(0)), xf0P , 0, 0, cP , ZP , 0),
where xf0P,0(t) = 0, x
f
0P,1(t) = (µ − r)P1(t−), cP,00(t) = cP,01(t) = cP,10(t) = 0,
cP,11(t) = (σP1(t−))2, ZP (t,G) =
∫
1G\{0}(0, P1(t−)x)H(dx) for each t ∈ [0,∞)
and for each G ∈ B2. Again there are no dividends.
6. A diffusion model.
Here we will consider one such model and we will show that it is a special
case of SSGWMM. We consider a market with two assets – a bank account and
a stock. The discounted price process satisfies the equations
dP1(t) = µ(σ(t))P1(t)dt + σ(t)P1(t)dB(t),
dσ(t) = α(σ(t))dt + β(σ(t))σ(t)dB1(t),
where µ, α, β : R→ R are continuous functions, P1(0) and σ(0) are constants in
(0,∞), and B(t) and B1(t) are Wiener processes with correlation [B,B1](t) = st
for any t ∈ [0,+∞). The second equation describes the change of the stochastic
volatility of the price of the stock. The process (P0(t), P1(t), σ(t)) has character-
istic
(⊘, (0, 0, 0), ǫ(1,P1(0),σ(0)), xf0P , 0, 0, cP , 0, 0),
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where xf0P,0(t) = 0, x
f
0P,1(t) = µ(σ(t))P1(t), x
f
0P,2(t) = α(σ(t)), and for the
elements of cP we have
cP,00(t) = cP,01(t) = cP,02(t) = cP,10(t) = cP,20(t) = 0,
cP,11(t) = (σ(t)P1(t))
2,
cP,12(t) = sβ(σ(t))P1(t)σ
2(t),
cP,21(t) = sβ(σ(t))P1(t)σ
2(t),
cP,22(t) = (β(σ(t))σ(t))
2
for each t ∈ [0,∞).
7. Keller’s model.
Another example of SSGWMM is Keller’s model [17]. In this model we
consider a bank account and a stock as basic financial instruments again but
there is an attempt for more realistic reflection of the price process. Because the
real markets are closed during the night, when there is no trade, the night periods
are shrunk to points – integer moments. The overnight price change corresponds
to a jump at an integer time.
The price of the bank account is given by P0(t) = e
(rdt+rn[t]) where rd and
rn are the intraday and the overnight interest rates. For the price of the stock we
have respectively P1(t) = P1(0)e
(Rd(t)+Rn(t)) where Rd(t) is the intraday return
process, and for the overnight return process we have Rn(t) =
∑[t]
k=1∆Rnk. Here
∆Rnk is a sequence of independent and identically distributed random variables
with distribution Q for which
∫
e|x|Q(dx) <∞. The stock prices jump at random
times.
We have Rd(t) =
∑
l∈N 1{Tl≤t}θl where {Tl; l ∈ N} is an increasing
sequence of stopping times for which almost certainly with respect to P we have
lim
l→∞
Tl = ∞ and θl is a sequence of random variables with values in R\{0}. For
the distribution of jump times and sizes we have
P{(Tl+1, θl+1) | (Tm, θm); m ∈ {0, . . . , l}} = (Exp(Ul+1) ∗ ǫTl)⊗N(0, Vl+1)
for any l ∈ N where Exp(Ul+1) is an exponential distribution with parameter
Ul+1 and the processes Ul and Vl are given recursively with the equations
U0 = 0; Ul+1 = a0 + αθ
2
l + βUl,
V0 = 0; Vl+1 = b0 + γ(Tl − Tl−1) + δVl,
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where a0, b0 ∈ (0,∞) and α, β, γ, δ ∈ [0,∞) are fixed constants, θ0 = 0 and
T−1 = T0 = 0. We also suppose that Rn and (Tl, θl) are independent. In this
model the return is characterized by normally distributed jumps separated by
exponential waiting times. The changes in volatility are summarized firstly by
the variance Ul of the jump height and secondly by the parameter Vl of the
distribution of the waiting time Tl − Tl−1 between successive jumps. For the
characteristic of the discounted price process we have
CP = (N\{0}, (0, 0), ǫ(1,P1 (0)), xf0P , 0, 0, 0, ZP ,KP ),
where
K(t,G) =
∫
1G(0, P1(t−)(e(x−rn) − 1))Q(dx),
Z(t,G) =
∑
l∈N
1(Tl,Tl+1)(t)Vl+1
∫
1G(0, P1(t−)(ex − 1))N(0, Ul+1)(dx),
x
f
0P,0(t) = 0,
x
f
0P,1(t) =
∫
x1Z(t, d(x1, x2))− P1(t−)rd
for each t ∈ [0,∞) and G ∈ B2.
SSGWMM can be used to model not only stock prices but also prices of
any of the financial instruments.
8. A model for the short-term interest rate.
As a further example we consider a model of changes of the short-term in-
terest rate. Here the financial instrument with index 0 is a short-term investment
with fixed income for which we have P0(t) = e
R t
0
r(s)ds. The interest rate here is
a continuous stochastic process which is a solution of the stochastic differential
equation
dr(t) = µ(r(t))dt + σ(r(t))dB(t),
where µ : R→ R and σ : R→ R are given continuous functions and r(0) is fixed.
The stochastic process r(t) is with characteristic
Cr = (⊘, 0, ǫr(0), xf0r, 0, 0, cr , 0, 0),
where xf0r = µ(r(t)) and cr(t) = (σ(r(t)))
2 for each t ∈ [0,∞).
9. A model with random jumps.
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Now we will consider another example where the part with finite variation
of the price process has jumps not only at deterministic times of a discrete set
Θ but also at the moments of jumps of a Poisson process. Such a process has
characteristic for example
CP = (⊘, (1, 1, 1), q(P0(0),P1(0),P2(0)), xf0P , 0, (1, 1, 1), cP , 0, 0).
Here we have a market of three financial instruments with a vector of the prices
(P0(t), P1(t), P2(t)) with initial distribution q
(P0(0),P1(0),P2(0)). Also, the part with
finite variation has the representation
Xf (t) =
∫ t
0
x
f
0P (s)ds +
∫ t
0
x
f
2(s)dN(s),
where N(s) is a three-dimensional Poisson process with parameter λ = (1, 1, 1)
and the process xf2(s) = (1, 1, 1) = const .
We have
∫ t
0 x
f
2(s)dN(s) = (N(t), N(t), N(t)).
4. A special case. Brownian motion with returns to zero.
Following the structural approach to the default problem we consider the proba-
bility of reaching the zero level by the process in HGWMM.
Definition 4.1. The probability Ψ(u0) = P{u0+R(t)−C(t) < 0; t > 0}
we will call probability of (theoretical) default (first reaching of the zero) in a
HGWMM.
Definition 4.2. The probability Ψ(u0, t1, t2) = P{u0 + R(t) − C(t) <
0; t ∈ (t1, t2)} we will call probability of (theoretical) default (first reaching of
the zero) in the interval (t1, t2) in HGWMM.
We use the term theoretical, because a real default is registered only at
times of claims.
We consider firstly the case where we have only a portfolio of finan-
cial instruments for which there are no dividends, i.e. U(t;u0) = A(t)P (t) and
U(0;u0) = A(0)P (0) = u0. If we suppose that A(t)P (t) = w(t) ∈ N(u0, σ2t), i.
e. w(t) has a normal distribution, the HGWMM process in this case is a Wiener
process. We have the following lemma.
Lemma 4.1. Let the wealth process in a HGWMM have the form U(t;u0) =
w(t) where w(0) = u0 and w(t) ∈ N(u0, σ2t). Then the probability for (theoreti-
cal) default for the interval (0, T ) is given by the formula
(13) Ψ(u0, 0, T ) =
2√
2πσ2T
∫ −u0
−∞
e
− x2
2σ2T dx.
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Lemma 4.2. Let the wealth process in a HGWMM consist only of the
portfolio process, i. e. it has the form U(t;u0) = w(t) where w(0) = u0 and
w(t) ∈ N(u0, σ2t). Then the probability for (theoretical) default until the stopping
time t1 of the first special event is given by
(14) Ψ(u0, 0, t1) =
2√
2πσ2
∫ ∞
0
1√
y
∫ −u0
−∞
e
− x2
2σ2y dxdF∆(y),
where F∆(y) is the cumulative distribution function of the time interval between
0 and t1.
Let us now try to find the distribution of the time of default in the same
special case, i. e. when the wealth process in a HGWMM is U(t;u0) = w(t). Let
T0 be the moment of first reaching of 0 by w(t).
The following lemma holds:
Lemma 4.3. The distribution of the time T0 is given by the formula
P{T0 < t} =
√
2
π
∫ − u0
σ
√
t
−∞
e−
y2
2 dy.
The proof of Lemma 4.1., Lemma 4.2., and Lemma 4.3. can be seen in
[9].
Let us define 1I(t) = 1, t ∈ I and 1I(t) = 0 outside of I where I is an
interval in the set R of the real numbers. Let us consider the process
w(t) =
∑
i
Bi(t− ti)1[ti,ti+1)(t)
where Bi(t) are copies of the standard Brownian motion. We consider two cases.
The first one is where σ(Bi(t)) = σ(Bj(t)) for i 6= j and for any t ≥ 0. Here
σ(X(t)) denotes the sigma-algebra generated by X(t). The second one is where
Bi(t) are independent Brownian motions. We introduce two definitions corre-
sponding to these cases.
Definition 4.3. Let 0 = t0 < t1 < t2 < · · · < · · · be positive real numbers
interpreted as times. A Wiener process (Brownian motion) with returns to the
zero at times ti and parts with identical filtration (PIF) we call the process
w(t) =
∑
i
Bi(t− ti)1[ti,ti+1)(t)
defined for t ∈ [0,+∞) where Bi(t) are copies of the standard Brownian motion
for which σ(Bi(t)) = σ(Bj(t)) for i 6= j and for any t ≥ 0.
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Definition 4.4. Let 0 = t0 < t1 < t2 < · · · < · · · be positive real numbers
interpreted as times. A Wiener process (Brownian motion) with returns to the
zero at times ti and independent parts (IP) we call the process
w(t) =
∑
i
Bi(t− ti)1[ti,ti+1)(t)
defined for t ∈ [0,+∞) where Bi(t) are independent standard Brownian motions.
Here we will give some properties of the Wiener processes with returns
to zero. The following lemmas are related to the concept PIF Brownian motion
with returns to zero. The Theorem 4.1. is related to the concept IP Brownian
motion with returns to zero.
It is easy to prove that B(min(t, t1)) (the standard Brownian motion
stopped at time t1) is a martingale. The process
B(t)1[0,t1)(t)
may be presented as
B(t)1[0,t1)(t) = B(min(t, t1))−B(t1)1[t1,+∞)(t).
It is easy to see that this process is not a martingale. Indeed, let 0 < s < t1 < t.
Then we have
E[B(t)1[0,t1)(t) | Fs] = 0 6= B(s) = B(s)1[0,t1)(s)
in the general case.
Lemma 4.4. The process B(t)1[0,t1)(t) is a semimartingale.
P r o o f. We have
B(t)1[0,t1)(t) = B(min(t, t1))−B(t1)1[t1,+∞)(t).
But the first term B(min(t, t1)) is a martingale, and therefore – a local martingale.
The second term −B(t1)1[t1,+∞)(t) is a ca`dla`g process. Its variation is
V ar(−B(t1)1[t1,+∞)(t)) =
= sup
0=s0<s1<...<sn=t
n∑
i=1
| −B(t1)1[t1,+∞)(si) +B(t1)1[t1,+∞)(si−1) |=
=| B(t1) |<∞.
We see that the variation is finite, and it follows that B(t)1[0,t1)(t) is a semi-
martingale. 
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Lemma 4.5. The process Bi(t− ti)1[ti,ti+1)(t) is a semimartingale.
P r o o f. This lemma stems immediately from the above lemma and from
the fact that B(min(t− ti, ti+1 − ti)) is a martingale. 
Lemma 4.6. Let B(t) be the standard Brownian motion with its natural
filtration FB in the probability space (Ω, A, P ). Let w(t) be a PIF Wiener process
with returns to zero at times
t1, t2, . . . , tn
and σ(Bi(t)) = σ(Bj(t)) = σ(B(t)) for i 6= j and for any t ≥ 0. Then for the
natural filtration Fw of w(t) we have
Fwt = F
B
r[t](t−t[t])
where
[t] = max
1≤i≤n
{i : ti ≤ t},
and
ri(a) = max{t1 − t0, t2 − t1, . . . , ti − ti−1, a}.
P r o o f. (sketch) The natural filtration Fw of w(t) is defined by Fw =
{Fwt ; t ∈ [0,∞)} where Fwt = σ(w(s); s < t). Because of the returns to zero at
the points ti, i ≥ 1, inside each interval [ti, ti+1), i ≥ 1, the random variables
w(t) are copies of the random variables in the longest interval before ti. Hence,
the enlargement of the σ-algebras Fwt will occur only if (t − t[t]) is greater than
the length of the longest current interval between two returns to zero. 
Lemma 4.7. The PIF Wiener process with returns to zero is a semi-
martingale.
P r o o f. By the presentation
w(t) =
∑
i
Bi(t− ti)1[ti,ti+1)(t)
we see that the Wiener process with returns to zero is a sum of semimartingales
with a local-martingale part which is a martingale. Therefore, the process is a
semimartingale. 
Lemma 4.8. Let σ be a Markov process with respect to the filtration
F = {Ft; t ≥ 0} in the probability space (Ω, A, P ). Let also P{σ ≤ T} = 1 where
T < ∞. Let B˜(t) = B(min(t, σ)) and F˜t = Fmin(t,σ) where B(t) is the standard
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Brownian motion adapted to F . Then B˜(t) is a martingale with respect to F˜ (t)
and
E(B˜(t)− B˜(s) | F˜s) = 0,
E[(B˜(t)− B˜(s))2 | F˜s) =
= E[min(t, σ)−min(s, σ) | F˜t]; t ≥ s.
The proof of this lemma can be seen in [21].
Let us consider now a HGWMM where U(t;u0) = d(t)−w(t)−p(t). Here
we suppose that d(t) is a strongly monotone deterministic function of income,
defined for t ∈ [0,+∞), for which d(0) = u0, 0 < u0 < 1 and lim
t→+∞ d(t) = ∞.
Also, w(t) is an IPWiener process with returns to zero at the moments ti = d
−1(i)
for the non-negative integers i ≥ 1. The process models the fluctuations of the
price of the financial instruments held in the portfolio. These changes are added
to the function of the income. The Wiener process with returns to the zero
models situation where by using suitable options the portfolio is transformed to
have values at the moments ti = d
−1(i) which are exactly equal to the predicted
values for the function of the income d(t).
We suppose also that p(t) =
∑N(t)
i=1 1 = N(t) is a homogeneous Poisson
process with an intensity λ = 1 and with jumps 1. It models equal costs as a
result of special events. The processes w(t) and p(t) are independent.
We are searching for the probability of default during the interval [0, tk]
in such a wealth process. Let B(t) be the standard Brownian motion.
The non-default probability until time t1 is
1−Ψ(u0, 0, t1) = P ({U(t;u0) > 0, t ∈ [0, t1)}) =
P ({d(t) > max
t∈[0,t1)
(p(t) + w(t))}) ≥
≥ P ({N(t1) = 0}
⋂
{ max
t∈[0,t1)
(w(t)) ≤ d(0)}) =
= P ({N(t1) = 0})(1 − P ({ max
t∈[0,t1)
(w(t)) ≥ d(0)})) =
(15) = (1− 2P ({B(t1) > u0}))P ({N(t1) = 0}).
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By analogy for the non-default probability until t2 we obtain the following
boundary
1−Ψ(u0, 0, t2) = P ({U(t;u0) > 0; t ∈ [0, t2)}) =
= P ({d(t) > max
t∈[0,t2)
(p(t) + w(t))}) ≥
≥ P ({N(t1) = 0}
⋂
{N(t2) = 0}
⋂
⋂
{ max
t∈[0,t1)
(w(t)) ≤ d(0)}
⋂
{ max
t∈[t1,t2)
(w(t)) ≤ 1}) =
= P ({N(t1) = 0}
⋂
{N(t2) = 0})(1 − P ({ max
t∈[0,t1)
(w(t)) ≥ u0}))×
×(1− P ({ max
t∈[t1,t2)
(w(t)) ≥ 1})) =
= (1− 2P ({B(t1) > u0}))(1 − 2P ({B(t2 − t1) > 1}))P ({N(t1) = 0}
⋂
(16)
⋂
{N(t2) = 0}).
For the non-default probability until t3 we obtain
1−Ψ(u0, 0, t3) = P ({U(t;u0) > 0, t ∈ [0, t3)}) =
= P ({d(t) > max
t∈[0,t3)
(p(t) + w(t))}) ≥
≥ P ({N(t1) = 0}
⋂
{N(t2) = 0}
⋂
{N(t3) ≤ 1}
⋂
⋂
{ max
t∈[0,t1)
(w(t)) ≤ u0}
⋂
{ max
t∈[t1,t2)
(w(t)) ≤ 1}
⋂
⋂
{ max
t∈[t2,t3)
(w(t)) ≤ 1}) =
= P ({N(t1) = 0}
⋂
{N(t2) = 0}
⋂
{N(t3) ≤ 1})(1 − P ({ max
t∈[0,t1)
(w(t)) ≥ u0}))×
×(1− P ({ max
t∈[t1,t2)
(w(t)) ≥ 1}))(1 − P ({ max
t∈[t2,t3)
(w(t)) ≥ 1})) =
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= (1− 2P ({B(t1) > u0}))(1− 2P ({B(t2− t1) > 1}))(1− 2P ({B(t3 − t2) > 1}))×
(17) ×P ({N(t1) = 0}
⋂
{N(t2) = 0}
⋂
{N(t3) ≤ 1}).
In the general case we obtain:
1−Ψ(u0, 0, tk) = P ({U(t;u0) > 0, t ∈ [0, tk)}) =
= P ({d(t) > max
t∈[0,tk)
(p(t) + w(t))}) ≥
≥ P ({N(t1) = 0}
⋂
{N(t2) = 0}
⋂
{N(t3) ≤ 1}
⋂
. . .
⋂
⋂
{N(tk−1) ≤ k − 3}
⋂
{N(tk) ≤ k − 2}
⋂
⋂
{ max
t∈[0,t1)
(w(t)) ≤ u0}
⋂
{ max
t∈[t1,t2)
(w(t)) ≤ 1}
⋂
⋂
{ max
t∈[t2,t3)
(w(t)) ≤ 1}
⋂
. . .
⋂
{ max
t∈[tk−1,tk)
(w(t)) ≤ 1}) =
= P ({N(t1) = 0}
⋂
{N(t2) = 0}
⋂
{N(t3) ≤ 1}
⋂
. . .
⋂
⋂
{N(tk−1) ≤ k − 3}
⋂
{N(tk) ≤ k − 2})(1 − P ({ max
t∈[0,t1)
(w(t)) ≥ u0}))×
×(1− P ({ max
t∈[t1,t2)
(w(t)) ≥ 1}))(1 − P ({ max
t∈[t2,t3)
(w(t)) ≥ 1}))×
×(1− P ({ max
t∈[tk−1,tk)
(w(t)) ≥ 1})) =
= (1− 2P ({B(t1) > u0}))(1− 2P ({B(t2− t1) > 1}))(1− 2P ({B(t3 − t2) > 1}))×
× . . .× (1− 2P ({B(tk − tk−1) > 1}))P ({N(t1) = 0}
⋂
⋂
{N(t2) = 0}
⋂
{N(t3) ≤ 1}
⋂
. . .
⋂
(18)
⋂
{N(tk−1) ≤ k − 3}
⋂
{N(tk) ≤ k − 2}).
We have prooved the following
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Theorem 4.1. Let U(t;u0) = d(t)− w(t)− p(t) be the wealth process in
a HGWMM. Let d(t) be a strongly monotone deterministic function of income
defined for t ∈ [0,+∞) for which d(0) = u0, 0 < u0 < 1 and lim
t→+∞ d(t) = ∞.
We suppose that w(t) is an IP Wiener process with returns to the zero at the
moments ti = d
−1(i) for the non-negative integers i ≥ 1. We also suppose that
p(t) =
∑N(t)
i=1 1 = N(t) is a homogeneous Poisson process with an intensity λ = 1
and with jumps 1. The processes w(t) and p(t) are independent. With B(t) we
denote the standard Brownian motion. Then the non-default probability for the
interval [0, tk) has the following boundary:
(19) 1−Ψ(u0, 0, tk) ≥ Ck(1−2P ({B(t1) > u0}))
k−1∏
i=1
(1−2P ({B(ti+1−ti) > 1}))
where
Ck = P ({N(t1) = 0}
⋂
{N(t2) = 0}
⋂
{N(t3) ≤ 1}
⋂
. . .
⋂
⋂
{N(tk−1) ≤ k − 3}
⋂
{N(tk) ≤ k − 2}).
Since we have
{N(t1) = 0}
⋂
{N(t2) = 0} = {N(t2) = 0},
for Ck we obtain
Ck = P (
k−1⋂
j=1
{N(tj+1) ≤ j − 1}).
If we introduce sj = tj+1 for j = 1, . . . , k − 1, we obtain
(20) Ck = P (
k−1⋂
j=1
{N(sj) ≤ j − 1}).
The close formula for the last probability can be seen in [13].
As a simple example for the application of the proved theorem we consider
an insurance company which begins its activity with an initial capital of 900 000 $.
If we work in arbitrary currency units for which holds that one unit is equal to
1 000 000 $, the initial capital is 0 < u0 = d(0) = 0.9 < 1. The company holds
800 000 $ (0.8 units) in cash and invests 100 000 $ (0.1 units) in stocks. The
premiums which the company receives and the dividends from the stocks are
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given by the process d(t) = 0.1t + 0.9 for t ∈ [0, 1] and d(t) = t2 for t ≥ 1. The
stocks prices process is a Wiener process w1(t) = N(0.1, σ
2t), where σ2 is the
coefficient of the variation. The total capital is w2(t) = 0.8+w1(t) = u0+w3(t) ∈
N(0.9, σ2t), where w3(t) ∈ N(0, σ2t). We have w3(t) = σB(t), where B(t) is the
standard Brownian motion. For the sake of simplicity we assume that σ = 1. Let
the time unit be a year. We assume that the company buys a put option on the
stocks which it holds. The time to maturity of the option is t = 1 and the strike
price is 100 000 $ (0.1 units). The company uses the option and after that it
buys stocks for 100 000 $. Then it buys a put option on the stocks with the same
strike price and time to maturity
√
2 − 1 years. The company uses the second
option too. Here we assume that the price of the put option is included in the
process d(t). The fluctuations of the capital in this case are described by a Wiener
process with jumps (returns) to zero at the moments ti = d
−1(i), i = 1, 2. If the
claims are described by a standard Poisson process, we have that the probability
not to occur default in the interval [0,
√
2) is
1−Ψ(0.9, 0,
√
2) ≥ C2(1− 2P ({B(1) > 0.9}))(1 − 2P ({B(
√
2− 1) > 1})),
where
C2 = P ({N(t1) = 0}
⋂
{N(t2) = 0}) = P ({N(t2) = 0}) =
= e−t2 = e−d
−1(2) = e−
√
2.
For the probability P ({B(1) > 0.9}) we have
P ({B(1) > 0.9}) = 1− P ({B(1) < 0.9}) = 1− 0.8159 = 0.1841.
For the probability P ({B(√2− 1) > 1}) we have
P ({B(
√
2− 1) > 1}) = 1− P ({B(
√
2− 1) < 1}) = 1− 0.9394 = 0.0606.
Finally, for the probability not to occur default in the interval [0,
√
2) we obtain
1−Ψ(0.9, 0,
√
2) ≥ e−
√
2(0.6318)(0.8788) = (0.1536)(0.8788) = 0.1349.
5. Conclusion. In this article we introduce the class of Wealth Motion
Models which gives different generalizations of many models describing the wealth
change of an agent in an economy. This class includes discrete-time as well as
continuous-time models. The wealth may be homogenuous as well as distributed
on the instruments of a financial market. At the basis of the Generalized Struc-
tured Wealth Motion Models lies the concept generalized Le´vy process introduced
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here to give a more precise description of the typical changes in the wealth. We
give some properties of the model and consider some its special cases (including
the classic Black-Sholes model).
In the second part of the article we consider the credit risk within the
framework of the Homogenuous Wealth Motion Models. Our main contributions
here are two. The first one is the introduction of the Wiener process with returns
to zero which is very useful when we model some kinds of financial processes.
The second one is the estimate for the default probability (Theorem 4.1.) where
we also consider a simple example.
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