Recently, researchers have extensively applied quadratic programming into classification, known as V. Vapnik's Support Vector Machine, as well as various applications. However, using optimization techniques to deal with data separation and data analysis goes back to more than forty years ago. Since 1998, the authors and their colleagues extended such a research idea into classification via multiple criteria linear programming (MCLP) and multiple criteria quadratic programming (MQLP). The purpose of the paper is to share our research results and promote the research interests in the community of computational sciences. These methods are different from statistics, decision tree induction, and neural networks. In this paper, starting from
Introduction
Recently, researchers have extensively applied quadratic programming into classification, known as V. Vapnik's Support Vector Machine [1] , as well as various applications. However, using optimization techniques to deal with data separation and data analysis goes back to more than forty years ago. In 1960's, O.L. Mangasarian's group formulated linear programming as a large margin classifier [2] . Later in 1970's, A. Charnes and W.W. Cooper initiated Data Envelopment Analysis where a fractional programming is used to evaluate decision making units, which is economic representative data in a given training dataset [3] . From 1980's to 1990's, F. Glover proposed a number of linear programming models to solve discriminant problems with a small sample size of data [4] . Then, since 1998, the authors and their colleagues extended such a research idea into classification via multiple criteria linear programming (MCLP) and multiple criteria quadratic programming (MQLP) . These methods are different from statistics, decision tree induction, and neural networks. The purpose of the paper is to share our research results and promote the research interests in the community of computational sciences.
The data mining task which will be investigated in this paper is the classification or the so-called discriminate analysis in statistical inference. The purpose of classification is to separate data according to some criteria. There are two commonly used criteria among them. The first one is the overlapping degree with respect to the discriminate boundary. The lower of this degree the better the classification is. Another one is the distance from a point to the discriminate boundary. The larger the sum of these distances the better the classification is. Accordingly, the objective of a classification is to minimize the sum of the overlapping degree and maximize the sum of the distances [4] . Note that these two criteria can not be optimized simultaneously because they are contradictory to each other. Fortunately, the multicriteria mathematical programming can be used to overcome this kind of problems in a systematical way.
It has been thirty years since the first appearance of the multi-criteria linear programming. During these years, the multi-criteria programming has been not only improved in theoretical foundations but also applied successfully in real world problems. The data mining is such an area where the multi-criteria program has achieved a great deal. Initialed by Shi et al. [5] , the model and ideal of multi-criteria programming have been widely adopted by the researches for classification, regression, etc. To handle the unbalanced training set problem, Li et al. [6] proposed the penalized multi-criteria linear programming method. He et al. [7] introduced the fuzzy approach in the multi-criteria programming to address the uncertainty in criteria of data separation. Using a different norm to measure the overlapping degree and distance, Kou [8] presented the Multiple Criteria Quadratic Programming for data mining. Kou et al. [9] proposed Multi-Group Multiple Criteria Mathematical Programming aimed to handle the multi-group classification. To extend the application of multi-criteria programming, Zhang et al. [10] developed a regressing method based on this technique. Some important characteristics of these variations of the multi-criteria data mining technique are summarized in Table 1 .
In respect of the abundance of the variations of multiple criteria mathematical programming and the diversity of applications, a comprehensive review of related methods would benefit the research in data mining. In this paper, several multi-criteria linear programming methods in data mining are reviewed and analyzed. The remaining part of the paper is organized as follows. First, we present the basics of Multiple Criteria Linear Programming (MCLP) (Section 2). Since the training set could be unbalanced, penalized MCLP method has been proposed to deal with this problem (Section 3). Furthermore, in order to achieve better classification performance and stability, Multiple Criteria Quadratic Programming (MCQP) has been developed (Section 4). Instead of identifying a compromise solution for the separation of data in MCLP, an alternative Multiple Criteria Fuzzy Linear Programming approach has also been studied (Section 5). In addition, two-group Multiple Criteria Mathematical 
Programming has been extended to Multi-Group Multiple Criteria Mathematical Programming (Section 6). We also review how to apply MCLP to regression problem (Section 7). A brief summary of applications of multiple criteria mathematical programming is provided in Section 8. We conclude the paper in Section 9.
Multiple Criteria Linear Programming (MCLP)
In linear discriminate analysis, the data separation can be achieved by two opposite objectives. The first one is to maximize the minimum distances of observations from the critical value. The second objective separates the observations by minimizing the sum of the deviations (the overlapping) among the observations [4] . However, it is theoretically impossible to optimize MMD and MSD simultaneously, the best tradeoff of two measurements is difficult to find. This shortcoming has been coped with by the technique of multiple criteria linear programming (MCLP) [5, 11, 12] . The first MCLP model can be described as follows: Model 1 is formulized as Multiple Criteria Linear Programming which is difficult to optimize. In order to facilitate the computation, the compromise solution approach [5, 13] can be employed to reform the above model so that we can systematically identify the best trade-off between -Σα i and Σβ i for an optimal solution. The "ideal value" of -Σα i and Σβ i are assumed to be α* > 0 and β* > 0 respectively. Then, if -Σα i > α*, we define the regret measure as -d α + = Σα i + α*; otherwise, it is 0. If -Σ i α i < α*, the regret measure is defined as d α -= α* + Σα i ; otherwise, it is 0. Thus, we
Similarly, we derive β* -
The two-class MCLP model has been gradually evolved as Model 2: 
Here α* and β* are given, w and b are unrestricted. The geometric meaning of the model is shown as in Fig. 2 .
In order to calculate a large data set, the Linux-based MCLP classification algorithm was developed to implement the above Model 2 (Kou and Shi, 2002) . 
Multi-group Multiple Criteria Mathematical Programming
The above models are concerned with two groups' case. Now suppose we have k groups, G 1 , G 2 ,…, G k , are predefined.
. A series of boundary scalars b 1 <b 2 <…<b k-1 , can be set to separate these k groups. The boundary b j is used to separate G j and G j+1 .
be a vector of real number to be determined. Thus, we can establish the following linear inequations [14; 8] :
A mathematical function f can be used to describe the summation of total overlapping while another mathematical function g represents the aggregation of all distances. The final classification accuracies of this multi-group classification problem depend on simultaneously minimize f and maximize g . Thus, a generalized bicriteria programming method for classification can be formulated as Model 8: 
Here x i is given, w and b j are unrestricted, and (6) and (7) are defined as such due to the fact that the distances from any correctly classified data (x i ζ :
is a small positive real number. Let p = 2, then objective function in Model 1 can now be a quadratic objective and we have Model 10 as shown below: (9) and (8) 
Applications
The multi-criteria data mining techniques reviewed above have yielded fruitful results in diverse applications. Kou [8] applied the Multiple Criteria Quadratic Programming to credit card risk analysis and obtained comparable results with some sophisticated methods. Classification of HIV-1 mediated neuronal dendritic and synaptic damage is another successful example of the multi-criteria data mining techniques [15] . Kou et al. [16] introduced this technique to network surveillance and intrusion detection system. This approach has also been applied to predict firm bankruptcies [17, 18] . Zhang et al. [19] employed the both Multiple-Criteria Linear and Quadratic Programming in VIP e-Mail behavior analysis. In addition to these applications, some of the models mentioned above have played important roles in building the national credit scoring system in China as well as an insurance fraud detection system in USA, in witch tera-bytes of data have been handled for business intelligence.
Conclusions
This paper has reviewed various multi-criteria programming data mining models. These methods are different from statistics, decision tree induction, and neural networks. We have discussed 11 models related to basic Multiple Criteria Linear Programming (MCLP), MCLP Multiple Criteria Quadratic Programming (MCQP), Multiple Criteria Fuzzy Linear Programming, Multi-Group Multiple Criteria Mathematical Programming, as well as regression method by Multiple Criteria Linear Programming. These models have been successfully applied in many real-life applications, such as credit assessment management, information intrusion, bio-informatics, etc. The purpose of the paper is to share the research results and promote research interests in the international community of computational sciences.
