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Abstract
Hydrocarbon polymers and foams are utilized in high energy-density physics (HEDP) and inertial confinement fusion (ICF) experiments 
as tampers, energy conversion and radiation pulse shaping layers in dynamic hohlraum Z-pinches, and ablators in ICF capsule implosions.  
Shocked foams frequently are found to be mixed with other materials either by intentional doping with high-Z elements or by instabilities 
and turbulent mixing with surrounding materials. In this paper we present one-dimensional and three-dimensional mesoscale
hydrodynamic simulations of high-Z doped poly-(4-methyl-1-pentene) (PMP or TPX) foams in order to examine the validity of various
equation of state (EOS) mixing rules available in two state-of-the-art simulation codes.  Platinum-doped PMP foam experiments
conducted at Sandia's Z facility provide data that can be used to test EOS mixing rules.  We apply Sandia's ALEGRA-MHD code and the 
joint LLNL/SNL KULL HEDP code to model these doped foam experiments and exercise the available EOS mixing methods.  One-
dimensional simulations homogenize the foam with platinum dopant and show which EOS mixing methods produce results that are
consistent with measured Hugoniot states. These simulations produce sharp shock fronts that are well described by traditional Hugoniot 
relations. Three-dimensional mesoscale simulations explicitly model the foam structure embedded with discrete platinum particles.  The
heterogeneous structure of the foam results in diffuse shock fronts and an unsteady post-shock state with large fluctuations about an 
average state. We compare shock propagation through pure foam and Pt-doped foams (50-50 mixture by weight) at equal average initial
density, and examine how well the results compare to the experimentally measured Hugoniot states.
© 2012 Published by Elsevier Ltd.  Selection and/or peer-review under responsibility of the Hypervelocity Impact Society.
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1. Introduction
Scientific and programmatic applications require mixed EOS studies to Mbar shock pressures and create a need to 
validate EOS mixing rules in hydrodynamics codes. For example, fuel-shell mix is observed in directly driven capsules on 
the Omega laser facility and up to 50% of the electron density of the imploded material is concluded to be shell material [1].  
National Ignition Facility (NIF) targets have germanium-doped ablators and mixing into the ignition hot-spot due to bumps 
and defects in the ablator can have a significant effect on ignition capsule performance [2].  The mix of materials also 
affects radiative transport [3,4], conductive properties of materials [5], and multi-fluid flows [6]. Other applications include
density functional theory (DFT) modeling of mixed EOS for [7,8], the interiors of giant gas planets [9,10], 
and solar convection models [11]. These complex mixed systems do not always lend themselves to a precise knowledge of 
the relative abundance of the constituent materials, therefore simpler model systems are developed to study mixtures where 
the ratio of the constituents is known, such as controlled mixtures of xenon and deuterium or xenon and ethane [12,13].
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A foundation for studying the EOS of mixtures is laid by first studying the EOS of the mixture components.  The least 
well-known component here is the poly-(4-methyl-1-pentene) (PMP or TPX) polymer from which the platinum-doped foam 
is manufactured.  Thus, the principal Hugoniot and the molecular dissociation of polymer chains for polyethylene and PMP 
were previously examined using DFT and classical molecular dynamics (MD) methods [14,15].  Our prior work also 
studied shocked pure PMP foams, examining the Hugoniot state in the Mbar regime using experiment, hydrodynamic 
simulation, and classical MD simulation [16,17,18].  That study demonstrated the consistency of simulation methods over 
several orders of magnitude in spatial scales and laid a solid foundation to study mixed materials and mixed EOS. 
In this paper we report on hydrodynamic mesoscale simulations of another model system, namely shocked platinum-
doped PMP foams (50-50 mixture by weight).  We apply Sandia's ALEGRA MHD code [19,20] and the joint LLNL/SNL 
KULL HEDP code [21] to model these doped foam experiments and exercise the available EOS mixing rules.  One-
dimensional simulations homogenize the foam with platinum dopant and show which EOS mixing methods produce results 
that are consistent with measured Hugoniot states.  These simulations produce sharp shock fronts that are well described by 
traditional Hugoniot relations.  Three-dimensional mesoscale simulations explicitly model the foam structure embedded 
with discrete platinum particles.  The heterogeneous structure of the foam results in diffuse shock fronts and an unsteady 
post-shock state with large fluctuations about an average state.  We will compare shock propagation through pure foam and 
Pt-doped foams at equal average initial density.  Platinum-doped PMP foam experiments conducted at Sandia's Z facility 
provide data that can be used to test EOS mixing rules.  We examine how well the results of the various chunk and atomic 
mix rules compare to the experimentally measured Hugoniot states. 
2. Material models and EOS mixing rules 
Reference [16] outlines the process by which PMP foams are manufactured.  The Pt-doped PMP foams are manufactured 
in a similar manner except that a platinum powder, with sub-micron particle sizes, is added to the PMP/solvent solution to 
produce foams of nominally 0.300 g/cm3 density and a 50-50 PMP/Pt mixture by weight.  The mixtures are well stirred in 
an attempt to homogenize the foams.  Figure 1 shows SEM images of pure and Pt-doped foams.  In these samples the 
platinum particles coat the polymer fabric.  Evidence of isolated particles, as well as clumping of the particles, is observed.  
We attempt to capture the gross features of these samples in the mesoscale simulations later in this report. 
 
      
 Pure 0.300 g/cm3 foam Pt-doped 0.300 g/cm3 foam 
Fig. 1.  Comparison of scanning electron microscope (SEM) images of pure and Pt-doped foams at nominally 0.300 g/cm3 density.  Foam samples were 
broken in half and then sputtered with a thin layer of gold to facilitate SEM imaging.  Images were taken at 50, 20 and 10 m resolution.  Only the 50 and 
20 m resolution images are shown. 
Since tabular equations of state are not available for PMP, we substitute Los Alamos Sesame EOS 7171 for polyethylene 
as a surrogate.  This is an EOS for branched (low-density) polyethylene [22,23].  The table does not explicitly treat 
polyethylene as a polymer, i.e. the EOS model used an average atom with atomic number of 8/3 and mass of 4.6757; 
however, since experimental data are used in the model, the polymeric nature is implicitly included in parts of the EOS.  
The EOS has a tension region and van der Waals loops in expansion. Hugoniot data are reproduced very well by this EOS 
because the data were used in the construction of this table.  Our prior work has shown this EOS models well the shock data 
for full density PMP and polyethylene, as well as the pure foam densities [16,17].  For the homogenized ALEGRA 
simulations described later, the PMP foam model utilizes the P-  model which accounts for voids in the porous material 
through a distention parameter,  = solid / , the ratio of the material's solid density to the average porous density [16,17].  
Similar EOS substitution was used in modeling laser-driven shocks in very low density PMP and TMPTA foams [24,25,26]. 
We use Sesame EOS 3730 for the platinum dopant [23] and Sesame EOS 7360 for the quartz window [27] that is 
included in the simulations.  Sesame 3730 for platinum has a tension region and Maxwell constructions in the vapor dome.  
The model is stated to reproduce the experimental Hugoniot, zero-pressure density and bulk modulus, but also carries the 
warning that the EOS is not generally intended for the hot, expanded liquid-metal region.  The table does not explicitly 
311 Thomas A. Haill et al. /  Procedia Engineering  58 ( 2013 )  309 – 319 
include a melting transition.  Sesame 7360 for quartz has a realistic treatment of the phase transitions, including melting and 
dissociation.  It is stated to give very good agreement with the Hugoniot data up 600 GPa.  Accurate treatment of quartz 
should include material strength.  A yield strength of 4.8 GPa, shear modulus of 40.5 GPa, Poisson's ratio of 0.105, and 
melting temperature of ~2000 K is recommended in the model description. 
2.1. Multi-material mixing rules 
Many hydrodynamics codes such as ALEGRA and KULL do not use a single composite EOS for the evaluation of the 
state of a mixture.  Instead, the physics algorithms combine the individual material EOS of the multiple materials that are 
present within a mesh element to determine the averaged material properties that affect the evolution of the physics.  Thus, 
mixing rules apply whenever two or more materials are present within a single computational mesh element (or cell or 
zone).  Multiple methods exist for modeling mixed materials and mixed equations of state in hydrodynamics codes.  So-
called chunk mix methods treat materials as immiscible substances that coexist in computational cells and employ various 
weighting techniques for computing the average material properties.  Other atomic mix methods envision that materials are 
intimately mixed at the atomic level and average the equations of state that are then applied to the mixture.  Evaporation 
models allow hydrodynamic simulations to transition between the two multi-material mix methods. 
Material averaging usually involves the volume fractions, fm, of the various materials present.  One complete set of 
mixing formulas which is used by ALEGRA to compute average material properties is listed here [20,28]. 
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where m is the density, em is the specific internal energy, Tm is the temperature, Cv,m is the specific heat, km is the thermal 
conductivity, Pm is the pressure, and Km is the bulk modulus.  a,m is the radiation absorption coefficient and the rule is for 
atomically mixed materials; for chunk mix the inverse coefficients are averaged similar to the bulk modulus [3,4].  The 
material parameters, e.g., m, Tm, etc., are normal values within the volume fraction the material occupies.  They are not 
renormalized in any way.  Thus equations of state and other material models may be called with normal densities and 
temperatures, etc.  For example, the EOS for material m is evaluated as ( , )m m m me e T  and ( , )m m m mP P T .  These 
averaging equations are rooted in expressions for the conservation of volume, mass, and energy.  The exception may be the 
averaging expression for the pressure.  Other codes and methods may have alternate formulas for computing average 
material properties.  We focus on the treatment of the average pressure in the subsections that follow. 
2.2. Constant volume fraction algorithm (ALEGRA and KULL) 
A legacy algorithm found in ALEGRA and KULL assumes that the volume fractions, fm, remain constant as a mesh 
element compresses or expands.  There is no pressure or temperature equilibration of the materials within the mesh element.  
All materials experience the same relative volume change and , ,m new m oldf f .  Under this algorithm the new density and 
specific energy are computed as: 
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where Vold and Vnew are the old and new cell volumes before and after cell compression or expansion.  The volume fractions 
drop out of the expressions for the density and specific internal energy.  Note we do not address here the additional energy 
changes due to P dV  work, external forces, or other physics algorithms, such as thermal conduction, Joule heating, or 
radiative emission or absorption.  Once the new densities and specific internal energies are known, then the EOS models are 
updated to determine new temperatures, and then new pressures, consistent with the updated densities and specific internal 
energies.  The constant volume fraction algorithm also uses a simplistic method to compute the average material pressure 
using only the volume fractions to weight the individual material pressures. 
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There are substantial drawbacks to the constant volume fraction algorithm.  While pressures and temperatures may 
equilibrate with neighboring mesh cells, there is usually no mechanism for the pressures and temperatures to equilibrate 
among the materials present within the same mesh element.  This leads to unphysically high pressure and temperature states 
for stiff materials under extreme loading conditions, especially for solid materials, and pressure differences of a few to 
several orders of magnitude are observed.  The equality of the pressures and particle velocities of materials in contact with 
one another is a fundamental property of shock dynamics, and this property is violated. 
2.3. Isentropic multi-material algorithm (ALEGRA) or mixed-zone multi-material algorithm (KULL) 
The isentropic multi-material (IMM) algorithm in ALEGRA accounts for the relative stiffness of the multiple materials 
in a mesh element [20,29].  The equivalent method in KULL is mixed-zone multi-material algorithm [30,31].  The pressure 
average is bulk modulus weighted as in Eq. (1), although KULL uses volume fraction weighting in expansion as in Eq. (3).  
These algorithms are sometimes referred to as pressure relaxation or chunk mix methods.  The bulk modulus for a material 
is defined from the variation of pressure with the specific volume. 
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where 1m mv is the specific volume and Cs,m is the sound speed.  This method usually has a mechanism by which the 
individual pressures are equilibrated among the materials to the average element pressure by evolving the volume fractions 
(and hence densities) of the constituent materials.  The method may also include temperature equilibration among the 
constituent materials, either by a radiative transfer model [29] or by a thermal conduction model over a thermal timescale 
given by 2thermal vl C k  where l is a characteristic cell size and k  is the thermal conductivity [28]. 
2.4. Atomic mix multi-material algorithm (KULL) 
For high temperatures, materials transition to an atomic state or plasma, and materials become intimately mixed at the 
atomic level [32].  In this case, it is more convenient to combine EOS according to the mass fractions ym of the materials 
rather than the volume fractions fm, however the two are related by m m my f .  Mass fractions remain constant as 
materials equilibrate, whereas the volume fractions do not.  The atomic mix rule tacitly assumes pressure equilibrium 
among the constituent materials.  Individual densities m (or specific volumes vm) are adjusted by a Newton-Raphson 
procedure to equilibrate the pressures, and importantly are constrained to conserve mass, or equivalently the mean mixture 
density or the mean specific volume. 
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where V and M are the total cell volume and mass.  The average pressure is computed according to the weights from Eq (5): 
 mm m
m
vP y P
v
 (6) 
The average specific internal energy is m m
m
e y e which actually is a rewrite from Eq. (1).  While the KULL user may 
choose to equilibrate the atomic mix rule according to alternate variables such as the chemical potential or the analytic or 
tabular electron density, only pressure equilibration is considered here.  Pressure equilibration is the only variable that 
maintains thermodynamic consistency [32]. 
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3. Quasi-1D simulations of Pt-doped PMP foams 
In this section we report on two sets of homogenized, one-dimensional simulations of doped PMP foams.  The first set 
are idealized Noh-type simulations where the homogenized foam impacts a perfectly rigid wall to ascertain trends, 
similarities and differences in the various mixing rules as the impact speed and initial average density of the foam are 
varied.  The second set of simulations are customized 1D simulations that impact a homogenized stationary foam with 
realistic aluminum flyer plate profiles from MHD simulations and are tailored for direct comparison to experiment. 
The composition of doped foams is typically specified by the mass fraction of each constituent, such as a 50-50 mixture 
by weight.  However, the parameters that are needed to initialize simulations are the material volume fractions.  Given the 
desired average foam density, doped (0.300 g/cm3), the density of solid platinum, Pt (21.45 g/cm3), and mass fractions of 
PMP and platinum, yPMP and yPt (0.50 each), one may compute the volume fractions of the two materials as well as the 
average density of just the PMP component, PMP, from the volume fraction and density relations in Eq. (1). 
 Pt Pt doped Ptf y
 
1PMP Ptf f  PMP doped PMP PMPy f  (7) 
For example, with the above values for doped foam density, platinum density, and mass fractions, fPt = 0.006993, 
fPMP = 0.993007, and PMP = 0.1511 g/cm3.  So while the PMP and the platinum have equal mass fractions, the platinum is 
only a small fraction of the volume of the doped foam due to the large density differences. 
3.1. One-dimensional Noh-type planar shock simulations 
Planar Noh-type [33] foam simulations are studied for Pt-doped foams in a manner similar to the pure foam simulations 
in Reference [17].  Homogenized, quasi-1D ALEGRA and KULL simulations model the idealized constant-velocity, piston-
driven shock problem which is the basis for deriving the traditional Hugoniot jump conditions [34,35].  These simulations 
initialize every mesh element with PMP and platinum according to the volume fractions and densities defined by Eq. (7).  
Average initial doped foam densities are chosen to be 0.200, 0.300, and 0.400 g/cm3.  A series of 15 simulations with 15 
different velocities were performed for each foam density and each EOS mixing rule.  The velocities start at 2 km/s, then 
range to 30 km/s by 2 km/s increments.  The results are shown in Figure 2. 
 
   
Fig. 2.  Comparison of doped foam Hugoniot curves at three densities, 0.200, 0.300 and 0.400 g/cm3, for four EOS mixing rules.  The analytic pure foam 
Hugoniots (dashed lines) are superimposed on the doped foam simulation data.  This shows the close proximity of pure and doped foam Hugoniot curves 
due to conservation of mass, momentum and energy.  This also indicates the ranges of the Hugoniot densities and pressures to be expected as one varies the 
mass fraction of the platinum from 0 to 0.5.  The approximate range of Z experimental data is indicated in the plot for 0.300 g/cm3 foam. 
Hugoniot relations are based upon conservation of mass, momentum and energy.  In order to solve completely for the 
Hugoniot state, closure of the equations with an EOS model is necessary, thus the various EOS mixing rules lead to 
different Hugoniot curves as can be seen in Fig. 2.  The legacy constant volume fraction algorithm leads to significantly 
higher pressures at lower densities than the other models due to over compression of the solid platinum.  This Hugoniot 
does not pass through the region of experimental data for 0.300 g/cm3, clearly showing this rule to be an inaccurate rule.  
ropic bulk-modulus weighted (chunk mix) and  atomic mix rules are much closer together, and 
both of these curves pass through the center of the range of Z experimental data.   bulk-modulus weighted, chunk 
mix rule results in the softest Hugoniot and has the highest density for any given pressure.  
isentropic multi-material model and KULL  atomic mix rule may be considered valid models within the scope of this work. 
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Table 1:  Summary of experimental and simulated shocked Pt-doped foam results 
 
Z shot  Foam 
density 
Flyer 
velocity 
 Experimental 
density 
Simulation 
density 
 Experimental 
pressure 
Simulation 
pressure 
  (g/cm3) (km/s)  (g/cm3) (g/cm3)  (GPa) (GPa) 
1911 N2  0.279 20.58  1.126 ± 0.058 1.217 ± 0.012  105.95 ± 2.95 102.40 ± 1.25 
1911 N4  0.292 20.58  1.144 ± 0.032 1.269 ± 0.013  110.46 ± 0.83 106.10 ± 1.37 
1911 S2  0.295 22.26  1.128 ± 0.049 1.286 ± 0.014  129.69 ± 1.56 123.17 ± 2.02 
1911 S4  0.300 22.26  1.339 ± 0.145 1.306 ± 0.015  126.84 ± 3.32 124.76 ± 2.07 
1912 N2  0.300 24.17  1.49  ± 0.166 1.312 ± 0.017  144.66 ± 3.49 144.90 ± 2.86 
1912 N4  0.306 24.17  1.229 ± 0.125 1.336 ± 0.018  153.87 ± 5.01 147.08 ± 2.96 
1912 S2  0.313 25.63  1.24  ± 0.056 1.370 ± 0.019  174.76 ± 5.77 166.69 ± 3.59 
1912 S4  0.332 25.63  1.219 ± 0.093 1.444 ± 0.021  186.33 ± 11.23 174.16 ± 3.95 
 
3.2. Customized simulations of Pt-doped PMP foam experiments 
To select which EOS mixing rule is the most accurate, we use experiments to verify the simulation results.  A set of eight 
Pt- .  The data were taken on Z shots 1911 and 1912.  The average 
density of the foam samples was 302.125±14.675 mg/cm3.  Magnetically driven flyer impact velocities ranged from 20.6 to 
25.6 km/s.  The results from a preliminary analysis of the experimental data are given in Table 1. 
Customized quasi-1D simulations are compared to this experimental data.  The hydrodynamic impact simulations are 
initialized with aluminum flyer density, temperature and velocity profiles computed in separate MHD simulations of Z shot 
1910.  The flyer profiles are representative of the flyer state at the time of impact.  The flyer profiles are shown in Figure 3.  
Approximately 100 m of the originally 900 m thick flyer is still in the solid state.  The amplitude of the flyer velocity 
profile is scaled for each simulation to match the unfolded experimental flyer velocity.  The simulated foam density is 
adjusted to match the measured initial sample foam density.  The results of the simulations also are shown in Figure 3 and 
listed in Table 1. 
 
   
Fig. 3.  (Left)  Aluminum flyer profiles for customized Pt-doped foam simulations.  The flyer moves to the right and impacts a sample of foam located to 
the right.  MHD flyer profiles courtesy of R. W. Lemke, SNL.  (Middle)  Overlay of Pt-doped foam experimental data (green squares), customized 
simulation data (red squares), Noh-type simulation data (magenta, cyan and blue points without error bars), and analytic pure foam Hugoniot data in the P-
 plane (dashed and dotted lines).  (Right)  The same experimental and simulation data plotted in the Us-Up plane. 
Figure 3 shows that the customized ALEGRA simulations using  bulk-modulus weighted, isentropic multi-
material algorithm lie within the range of Z experimental data supporting the prior assertion that this algorithm is a valid 
pressure mixing rule.  Data from the various Noh-type simulations are also superimposed.  The custom and Noh-type 
ALEGRA simulation data are consistent with each other, demonstrating the validity of Noh-type simulations.  Because the 
simulation data from the KULL atomic mixing algorithm also passes cleanly through the experimental data, this algorithm 
also is determined to be a valid pressure mixing rule.  The KULL chunk mixing algorithm lies significantly away from the 
experimental data (~10%), so this mixing algorithm is concluded to be less precise for this application. 
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4. Three-dimensional mesoscale shock simulations 
3D mesoscale simulations attempt to capture the truly 3D structure of the doped plastic foams.  Whereas quasi-1D 
simulations only represent uniaxial motion and uniaxial strains, 3D mesoscale simulation allow transverse motions and 
transverse strains.  The mesoscale simulations are conducted using ALEGRA, and the isentropic multi-material mixing rule, 
because this code allows doubly periodic meshes in the transverse directions and does not inhibit transverse motions.  
Material exiting one face of the mesh reenters the opposite periodic face.  Simulations with no displacement (fixed or 
mirror) boundary conditions on the side faces inhibit transverse motion. 
Initial foam conditions are based upon the SEM images of the foam shown previously in Figure 1.  A representative 
initial state for the mesoscale simulations is depicted in the unshocked state of Figure 5.  We model a foam sample with 
dimensions 200×48×48 microns.  The simulations presented here use 0.4 micron mesh resolution leading to 7.2 million 
mesh elements in the foam.  This resolution is marginal at best and higher resolution simulations at 0.2 and 0.1 micron cell 
size are in progress (however those simulations have not yet progressed sufficiently to yield significant results for this 
report).  The simulations use arbitrary-Lagrangian-Eulerian (ALE) meshes, therefore all the foam mesh elements remain in 
the foam and the full resolution in terms of number of mesh elements is retained. 
The doped foam is represented by a combination of hollow PMP spheres, with flat platinum disks for the dopant.  
Spheres and disks are inserted into the simulation until the correct average density of each material is achieved according to 
the formulae in Eq. 7.  Hollow spheres of PMP are randomly located in the mesh.  The outer radii of the spheres are varied 
between 1 and 5 microns and the wall thicknesses between 0.5 and 1 micron.  Flat disks of platinum are also randomly 
located and randomly oriented.  The radii of the disks are varied between 1 and 5 microns and the disk thicknesses between 
0.5 and 1 microns.  Figure 4 shows the platinum disks with the visualization of the PMP supressed.  A portion of a quartz 
window moving at the same initial speed as the foam bounds the foam on the right hand side. 
Figure 5 shows a suite of density, temperature and pressure snapshots for the 0.300 g/cm3 doped foam sample impacting 
a virtual rigid wall at 20 km/s.  The impact produces a hot low-density mixed PMP-Pt vapor that streams through the voids 
of the foam, and when averaged with the intact foam, results in a diffuse shock front as shown in Figure 6.  The shock front 
moves through the foam at a fairly constant velocity that matches the 1D shock velocity.  The PMP foam shells and Pt disks 
persist within the low-density vapor until vaporized and absorbed into the shocked material.  Lines superimposed on Figures 
4 and 5 denote planes at 20 micron intervals into the foam. 
The state of the platinum dopant is easily hidden by the vaporized PMP, therefore we illustrate the vaporization and 
mixing of the platinum dopant with the PMP vapor in Figure 4.  The solid PMP and solid platinum are shock heated to 
vaporization and ionization, producing a turbulent post-shock state.  The mixed vapor exhibits high vorticity and random 
fluctuations in density, temperature and pressure that traverse the shock material in all directions.  Direct numerical 
simulation of this turbulence mixes the PMP and platinum so that the post-shock state trends toward the mixed state of the 
quasi-1D simulations, implying that conclusions learned there are applicable here, namely that the chunk and atomic mixing 
rules are valid here. 
Renderings of the 3D mesoscale simulations produce results that are qualitative and are hard to compare directly with 
experiment and 1D simulation results.  A post-processing code was written to compute mean and root-mean-square (RMS) 
values of simulated quantities by simple averaging over the transverse planes of the simulation, thereby producing lineouts 
as a function of depth into the foam.  Density, temperature and pressure lineouts and RMS deviations are shown at 3 
simulation times in Figure 6.  Large density variations are present in initial conditions of the foam due to the randomness of 
the PMP spheres, Pt disks and voids.  The initial temperature and pressure randomness are small in magnitude relative to the 
post-shock state and cannot be seen in the temperature and pressure lineouts. 
 
   
Fig. 4.  Snapshots of the state of the platinum dopant with the PMP not visualized and at times 2, 4 and 6 ns. The 20 km/s impact with a virtual rigid wall is 
sufficient to vaporize both the PMP foam and the platinum dopant.  Solid disks of Pt move toward the left while vaporized Pt mixes and expands toward 
the right.  Turbulence seeded by the random foam initial state mixes the vaporized materials.  Lines denote planes at 20 micron intervals into the foam. 
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 DENSITY TEMPERATURE PRESSURE 
1 ns    
2 ns    
3 ns    
4 ns    
5 ns    
6 ns    
  
  
  
Fig. 5.  Density, temperature and pressure snapshots for a 300 mg/cm3, 200×48×48 micron, doped foam sample impacting a rigid wall at the left hand side 
at 20 km/s from 3D ALEGRA mesoscale simulation.  The impact produces a hot low-density mixed PMP-Pt vapor that streams through the voids of the 
foam, and when averaged with the intact foam results in a diffuse shock front.  The foam-void initial condition persists within this vapor until absorbed into 
the shocked material.  A quartz window bounds the foam on the right hand side. White lines denote planes at 20 micron intervals into the foam. 
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Fig. 6.  Lineouts of the mean density, temperature and pressure profiles averaged over the transverse planes of Fig. 5.  Both mean (black solid lines) and 
RMS deviations (black dotted lines) are plotted as a function of depth into the foam.  Superimposed on the lineouts are the 1D shock location (vertical 
green dash line) and the 1D Hugoniot values for density and pressure (horizontal green dash lines).  Also shown are the global mean and RMS density, 
temperature, and pressure for the volume defined by the 1D shock location (horizontal red solid and dashed lines).  The quartz window is seen in the 
density and temperature plots at 7 ns. 
A sharp shock front is absent in the averaged density, temperature and pressure profiles of Figure 6.  Instead the average 
of the vapor and the solid produces a diffuse profile.  The 1D shock location empirically seems to be coincident with the 
location at which the density and pressure are above one half the average of the post-shock states.  The vaporized material 
produces a foot that extends ahead of the 1D shock location.  The expansion of the hot, low-density vapor is clearly evident 
in the temperature profiles.  The hot vapor and the foot material softens the impact of subsequent material and causes the 
post-shock pressure to be significantly lower than the pressure computed by 1D simulation and 1D analysis of experiment.  
The RMS uncertainties in the 3D mesoscale simulations are greater than the reported experimental errors.  Smaller 
experimental error bars are due in large part to the assumption of 1D-like behavior in the analysis of the experimental 
results.  It is not clear at present how 3D effects can be factored into the experimental analysis. 
Because 3D mesoscale simulations permit transverse motion in addition to gradual compaction, more of the energy 
remains in the form of kinetic energy and less as internal energy.  A comparison of the energy tallies between the 1D and 
3D simulations is shown in Figure 7.  The left-most plot shows the conversion of kinetic energy into internal energy as the 
foam impacts the rigid boundary.  The 1D simulation has excellent energy conservation, whereas the 3D simulation suffers 
numerically from a 16% energy loss.  The right-most plot rescales the 3D energy tallies to emulate zero numerical energy 
loss.  In both of these plots it is clear that the 3D kinetic energy remains above the 1D kinetic energy by 33% to 50% due to 
transverse motion.  The 3D internal energy remains below the 1D internal energy contributing to the lower pressure in the 
3D simulations. 
 
 
   
Fig. 7.  Comparison of total, kinetic and internal energies from 1D simulation (dashed lines) and 3D simulation (solid lines).  (Left) Total, kinetic and 
internal energy tallies show the conversion of kinetic into internal energy, as well as a 16% energy loss in the 3D simulation.  (Middle)  Break down of the 
total, kinetic and internal energies by material.  (Right)  Energy tallies from the left plot renormalized to emulate no numerical energy loss. 
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The middle plot of Figure 7 illustrates the energy partitioning between the PMP and the platinum.  Both the PMP and the 
platinum start with the same kinetic energy due to the fact that this is a 50-50 mixture by weight.  Both the PMP and the 
platinum lose kinetic energy at the same rate, and the rate is about the same in both 1D and 3D simulations.  The lost kinetic 
energy predominantly goes into the PMP internal energy and to a lesser extent into the platinum internal energy.  The 
largest energy discrepancy between the 1D and 3D simulation is in the PMP internal energy.  Even if all of the lost energy 
would have been manifested as internal energy of the PMP or Pt, this would not increase the 3D pressure up to 1D or 
experimental pressures. 
The start of shock compression of the quartz window to 3.2 g/cm3 is evident at 7 ns in Figure 6.  A reflected shock 
returning into the foam from the foam-quartz interface also is seen in the temperature and pressure profiles.  The 3D 
mesoscale simulation terminates shortly after this time due to mesh instabilities at the foam-quartz interface.  Figure 8 
shows buckling of the quartz window face and the non-uniformity of the shock as it enters the quartz at 7 ns simulation 
time.  This non-uniformity is consistent with the disruption of the VISAR signal seen in the experiments that defines the 
shock transit time through the foam.  The computed shock speed from the simulation is 28.57 km/s.  The experimental 
shock speed for a 20.4 km/s flyer impact is measured to be 27.8±1.0 km/s. 
 
   
Fig. 8.  Buckling of the quartz window face and the non-uniformity of the shock entering the quartz at 7.0 ns.  Visualization of the foam is suppressed.  The 
initial quartz density is 2.648 g/cm3 implying significant compression of the quartz is beginning. 
5. Conclusion 
We have used two state-of-the-art simulation codes, ALEGRA and KULL, to examine the validity of four EOS mixing 
rules.  Through comparison of quasi-1D modeling to experiment we have demonstrated the inaccuracy of the legacy 
constant volume fraction mixing rule, and also established the suitability of  bulk-modulus weighted, isentropic 
(chunk mix) mixing rule, as well the suitability of  atomic mixing rule, to model shock compressed platinum-doped 
foams.  Through 3D mesoscale simulation we have shown that shock compression of foam is a complex process, and that 
quasi-1D simulation and experimental analysis may over simplify the model of shocked foams. 
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