Abstract. Subband decomposition of HDTV signals is important both for representation purposes (to create compatible subchannels) and for coding (several proposed compression schemes include some subband division). We first review perfect reconstruction filter banks in multiple dimensions in the context of arbitrary sampling patterns. Then we concentrate on the special case of quincunx subsampling and derive filter banks to go from progressive to interlaced scanning (with a highpass which contains deinterlacing information) as well as from interlaced to progressive. We apply this decomposition to a sequence and indicate bitrates.
I. Introduction
Multirate techniques and filter banks have emerged as useful concepts in image and video processing. They can be used to create signal hierarchies where subchannels are compatible with existing standards [12] . They are central to subband coding techniques which have been successfully used in HDTV compression 13, 11] . So far, subband decomposition has been applied mostly in a separable fashion both in two [24] and three dimensions [9] . Non-separable schemes that have been used include quincunx intraframe subsampling [1, 3] and hexagonal subsampling [1, 13] . Obviously, in * This is an extended version of a paper presented at the Third International Workshop on HDTV in Torino, September 1989.
f Work supported in part by the National Science Foundation under grants CDR-84-21402 and MIP-88-08277. three dimensions, there are many possible subsampling schemes [5] and associated filter banks. One of immediate interest for television is quincunx subsampling over the [time, vertical] -plane, since it allows to go from progressive to interlaced scanning, as well as from interlaced to progressive [20] .
In the first case, a progressive sequence is filtered with a diamond shaped lowpass filter and then quincunx subsampled to yield an interlaced sequence. A complementary highpass version, also quincunx subsampled, is the deinterlacing channel (also called a 'helper' signal [15] ), since when combined with the lowpass version and using appropriate filtering, it allows perfect recovery of the original progressive sequence. Figure 1 depicts this process schematically. Earlier proposals in this direction have been made in [7, 15] but do not achieve perfect reconstruction. Note that this is recovery of the progressive sequence. Note also that the above approaches are nonlinear [23] . In the second case, an interlaced sequence is separated into lowpass and highpass versions, again with diamond shaped filters, and then quincunx subsampled. This produces two progressive sequences, from which the original interlaced sequence can be perfectly recovered. A schematic representation is given in Fig. 2 . Such a scheme would be useful for coding purposes, since the highpass version, due to its low energy content, will be relatively easy to code, and the lowpass version is well suited for motion based processing because of its progressive nature.
A possible combination of the two steps above is shown in Fig. 3 . The initial progressive sequence is split into a deinterlacing part as well as a lowpass interlaced sequence. This latter sequence is then further split into two progressive sequences.
The design of filters for perfect reconstruction banks has been studied extensively, and results on filter structures are available in the onedimensional case [16, 17, 21] . In two or more dimensions, results on aliasing cancellation and perfect reconstruction have been derived, and some initial designs are available [1, 8, 22] . However, more effort is required to design practical filters for specific applications and, on the theoretical side, issues like completeness of filter structures are quite delicate. In this paper we will concentrate on structures for the particular case of quincunx subsampling, since this is of most practical interest. A solution using IIR filters was derived in [2] but leads to non-causal synthesis. We will concentrate on FIR solutions, because our filters are used over time and causality is thus necessary. A para-unitary FIR solution appears in [22] , and we derive below a linear phase solution as well as structures for both para-unitary and linear phase filters allowing perfect reconstruction in the quincunx subsampling case. The structures lead to very low complexity filter banks. The outline of the paper is as follows. Section 2 reviews perfect reconstruction filter banks with aribtrary sampling patterns and indicates results on alias-free and perfect reconstruction. Section 3 specializes these results to the quincunx subsampling case which is of particular interest for video processing. Section 4 derives cascade structures for perfect reconstruction filter banks. Section 5 shows the application to video signals, with progressive to interlaced as well as interlaced to pro-gressive channels. Then, Section 6 shows the results obtained on a sequence, and indicates bit-rates of the highpass channel after run-length encoding. Finally, Section 7 discusses the results and indicates further work, while Appendices A-C discuss some structural properties of the filters for the quincunx sampling case. Let us also point out that in what follows 'reversal' will entail reversing the directions of the axes in question (for example reversing the direction of the vertical and time axes in our specific application).
Perfect reconstruction filter banks with arbitrary sampling patterns
We will keep our discussion to the twodimensional case, but most results hold for an arbitrary number of dimensions.
Consider an analysis/synthesis filter bank as shown in Fig. 4 . As can be seen from the figure, the two basic operations performed are filtering and sampling. The sampling process in multiple dimensions can be represented by a lattice, which is defined as the set of all linear combinations of two basis vectors al and a2 with integer coefficients [4, 5] . Thus a point on the input lattice (nl, n2) is where D is the matrix characterizing the sampling process. Note that D is not unique for a given sampling pattern and that two matrices representing the same sampling process are related by a linear transformation represented by an integer matrix with determinant equal to one [4] . Note also that one can always choose dr0 =0, doo> 0 and 0~ < dot < doo. lattice to any of the points of the input lattice yields a so-called coset. Clearly there are exactly N distinct cosets obtained by shifting the origin of the output lattice to the points of the fundamental parallelepiped. The union of all cosets for a given lattice yields the input lattice. Figure 5 depicts the sampling process schematically in the quincunx case with two possible sampling matrices:
The above matrices represent obviously the same sampling process and thus they are related by a matrix with determinant equal to one:
Consider for example sampling with matrix Dt ( Fig. 5(a) ). Then the point (ul, u2) = (1, 1) on the output lattice corresponds to on the input lattice. Figure 6 shows the lattice together with its cosets in the hexagonal case. The subsampling operation is periodically shift variant, since samples of the input at locations D. u are kept while all others are dropped. It is this shift variance that leads to aliased versions of the input signal in the output. In a subband coding system, Signal Processing: Image Communication dropped samples will be replaced by zeroes (corresponding to an upsampling by N) before entering the synthesis bank, and thus, the down-andupsampling process is equivalent to a modulation by a function f(n,, n2) which equals 1 at locations D. n and zero elsewhere:
where W~ is the Nth root of unity and the upper triangular form of the sampling matrix was used (the one where d~o=0). By the mbdulation theorem, this clearly produces N-1 aliased versions for k or I ~ 0. A convenient way to take care of the shift variance of such a multidimensional multirate system is to decompose both signals and filters into so-called polyphase components, each one corresponding to one of the cosets of the output lattice. For example, the filter coefficients at the points of one of the cosets represent actually the response of the filter to the impulse at the location which is a space reversed image of the point in the fundamental parallelepiped corresponding to that coset. In this polyphase domain, the system becomes shift invariant. Thus, signals at the output of the analysis bank can be represented in terms of the input signal, forward polyphase transform and the analysis polyphase matrix Ho(zl, z2) (that is, the matrix containing polyphase components of the analysis filters), while the output signal can be represented in terms of the input channel signals, the synthesis polyphase matrix Gp(Zl, z2) (that is, the matrix containing polyphase components of the synthesis filters) and the inverse polyphase transform. For more details on polyphase matrices see [19] . Conditions for aliasing cancellation are given in [8] and are expressed in terms of the transfer function matrix To(z,, zj obtained as the product of the polyphase matrices of the synthesis and analysis bank:
Perfect reconstruction (i.e., the output signal is a delayed and possibly scaled version of the input signal) is achieved typically when Tp(z~, zj = ! or a shifted version thereof. Thus, the filter design problem we are faced with is to find a useful set of filters so that Tp(z,, zj corresponds to perfect reconstruction. Several approaches are possible depending on what constraints have to be met. For example, one can require the filter bank to be para-unitary [16] , that is, H~(z? 1, z~') • ndz,, z2) : I,
or one can impose a linear phase on all filters.
Perfect reconstruction filter banks for quincunx sampling
Let us look specifically at the quincunx subsampling case. The output of an analysis/synthesis system with quincunx subsampling, as depicted in Fig. 1 , is given by [18] ~'(z,, z2) 1
To cancel the aliased version of the input signal X(-z~, -z2) in the output we can choose the synthesis filters as follows:
Substituting (9) into (8) we obtain
which depends only on the input signal and not on its aliased version X(-zl, -z2). However, if we want to solve the problem of achieving perfect reconstruction, a more convenient approach has to be used. [1, 22] . A potential problem with this method is that one has no control over the filter coefficients and quantization of the coefficients will result in imperfect reconstruction. It is therefore desirable to find structures that guarantee the perfect reconstruction property regardless of the coefficient i=0,1, (11) quantization.
and the polyphase filter matrix associated with analysis filter bank is given by
The two cases of interest are
(1)
Hp(z~, z2) is para-unitary, that is, perfect reconstruction is guaranteed with identical analysis and synthesis filters (within reversal).
(2) Hp(zm, z2) corresponds to linear phase filters and has a determinant equal to a delay, that is, perfect reconstruction is possible with linear phase FIR filters.
It turns out that, as in the two channel onedimensional case, (1) and (2) are mutually exclusive (except for trivial two-tap filters) [21] .
An interesting IIR solution for the para-unitary case was suggested by Ansari in [2] and uses the following choice of filters: ,(z, z2)a,(z,z2') ), i=0, 1, (13) where Ai(z) are one-dimensional allpass functions.
One can verify that due to the allpass property of Ai(z) (7) is satisfied.
Since in our case one of the dimensions is time we cannot use IIR filters (the reconstruction becomes anti-causal). One approach to design a para-unitary FIR filter bank is to solve (7) numerically under constraints on the filter quality. This leads to a constrained non-linear optimization problem and design examples can be found in 
The para-unitary case
The FIR para-unitary case has some structural properties imposed by (7) Equation (14) can now be met through optimizing the coefficients of the first filter and thus specifying all the other ones in the system. Rather then using a numerical approach, we derive cascade structures which produce structurally para-unitary filter banks and thus maintain the perfect reconstruction property regardless of coefficient quantization:
where D(zl, z2) is a diagonal matrix of delays and Ui are unitary matrices. It is easy to verify that Hp(zl, z2) in (15) is para-unitary since all the blocks are para-unitary, but completeness of the structure is not guaranteed, unlike in the onedimensional case [10] . A particular choice of interest for generating (approximately) diamond shaped filters is
The impulse responses of the smallest filter pair obtained with K ---1 in (16) 
aoa~a2 -ala2
The reconstruction filters are the same (within reversal), except for a scaling factor of 1/I] (1 + a,~).
The linear phase case
Obviously, the filters in (17), (18) are never linear phase. Actually, para-unitariness excludes linear phase in the two channel case except for the trivial two-tap filters. For linear phase behavior, we require centro-symmetry, that is, Z'~K'Z2K2Hi(z71 , ZS') = ±Hi(z,, z2). (19) Again, certain constraints have to be met by the filters so as to meet (19) leads to perfect reconstruction [10, 20] . Cascades of the polyphase matrices corresponding to the filters in (23) and (24) will generate larger filters retaining the same symmetry properties, and still allowing perfect FIR reconstruction [10] . By choosing b = 1 and c = a one obtains additional circular symmetry (the property is also retained when cascading the polyphase matrices). A useful example is obtained with a =-4 and d =-28 where the impulse responses become (with the reversed sign for the second filter)
The magnitude of the frequency response of (26) is given in Fig. 7(a) . So far, we have given constructions of perfect reconstruction filter banks. One nice property is the easy control one has over the filter coefficients, which is useful in order to derive low complexity filters. Though we know that the cascade structure given is not complete, the first pair of useful filters given by (21) , (22) covers the whole space of linear phase 4 × 3 filters (except for some permutations). The proof is given in Appendix C.
Applications

A two channel system: interlaced and deinterlacing channel
Interlaced signals are in wide use because they represent (arguably) a better trade-oil between spatio-temporal resolution and bandwidth than non-interlaced signals. A progressive HDTV signal can have a luminance bandwidth as high as 150 MHz and at present this poses technological difficulties for both camera and monitor. In the long range, it appears desirable to evolve toward non-interlaced video signals, in particular for professional applications of HDTV; the perfect reconstruction techniques derived in Section 4 are a good tool to provide a representation of an HDTV signal with both an interlaced channel and a 'deinterlacing' channel.
The two channels (interlaced plus the deinterlacing one) can allow evolution from interlaced to progressive video. In such a system an interlaced receiver would use only the basic interlaced signal, while an advanced receiver would reconstruct a non-interlaced signal with higher spatio-temporal resolution. When using low complexity spatiotemporal filter banks, the amount of processing and the number of field/frame stores is comparable to a more conventional motion adaptive spatial/temporal deinterlacing technique [14] , but with potentially better results since the full resolution of the non-interlaced signal could always be recovered. In the perspective of a digital system, the deinterlacing signal could be compressed because of its relatively low entropy and the masking properties of the human visual system.
Interlaced video with progressive subchannel
It is generally admitted that given the same number of samples non-interlaced video signals are easier to code than interlaced signals, the primary reason being that the vertical correlation in a field (from interlaced) is smaller than the vertical correlation in a non-interlaced frame. Indeed, a field extracted from an interlaced video signal contains a significant amount of vertical aliasing. Also when using interframe prediction with interlaced video, the predictor should be able to switch between previous frame prediction and previous field prediction. For both of these reasons, it appears useful to split the interlaced video into a progressive reduced frame rate subchannel and a signal that contains only high vertical and high temporal frequency information. If the energy contained in the high vertical and high temporal frequency band (c) para-unitary filter given by (17) .
is low, coding those two channels independently can be very efficient.
Implementation and results
The implementation of the proposed scheme is shown in Fig. 3 . The progressive sequence used (256 × 256, 40 frames) was generated by diagonally panning the 'Kiel Harbor' image in 1-pixel wide steps.
Using the structures given in Section 4, three sets of filters were designed corresponding to both the para-unitary and the linear phase case. These filters were used with the quincunx sampling matrix in the two steps of the subband scheme in Fig. 3 . The para-unitary set is obtained by substituting ao=2, al =0.5 and a2 = 1 in (17) , (18) and the first linear phase set substituting the same coefficients into (21), (22) . Due to the fact that both filter pairs are generated with cascade structures producing polyphase components of the same size, they only approximate the desired perfect diamond shape. The third set designed solves this problem since it consists of the lowpass filter of the form (26) and the highpass filter of the form (25). Note that the filters obtained are just initial designs and that more work has to be done in optimizing the coefficients so as to achieve the desired frequency response. Note that these filters have very low complexity. As a reference a very good 7×7 diamond shaped lowpass filter was designed from a one-dimensional filter with the following z-transform:
The two-dimensional filter is then obtained as [2] O(Zl, 22)= Ho(ZlZ2)Ho(zlz2 I)
producing the following impulse response: 
Its frequency response is given in Fig. 7(b) . As the indication of possible compression the bit-rates of PCM and run-length encoded high bands were computed in both the para-unitary and the linear phase case. The quality and bit rate of the reconstructed sequence are thus controlled by adjusting the step of the uniform quantizer and its "dead zone' [6] . Some results are shown in Table  1 , where the 'dead zone' used was twice the width of the quantization step. Comparing the frequency responses of the lowpass filters from the linear phase diamond shape set, the para-unitary set and the reference one, it can be seen that the reference one achieves very good out-of-band rejection, but it has rather sharp response, and the para-unitary one has very poor out-of-band rejection. A good compromise between the two is the diamond shaped one which has smooth frequency response and decent out-of-band rejection. Thus the reconSignal Processing: Image Communication Table 1 Bit-rates of the high band in Fig. 1 structed sequences are visually more pleasing when using either set of linear phase filters ( (21), (22) with coefficients as above or (26, 25)) compared to the para-unitary one for the same bit rates. Using the diamond shaped linear phase set (26), (25) also produced a visually better interlaced sequence as opposed to the one when the reference filter given by (29) was used.
The result after the two steps ofsubband splitting (as in Fig. 3 ) with representative frames from the sequence for the (26), (25) set is shown in Fig.  8(a) . Figure 8(b, c, d ) show a representative frame from interlaced sequences obtained by using the reference linear phase filter and the lowpass filters (21) , (26) .
Note that all the results were observed on a digital real-time video display.
Conclusion and further work
This paper has demonstrated how to go from progressive to interlaced scanning in a way that allows perfect reconstruction of the original progressive sequence. It can also be used to go from interlaced to progressive scanning and back. Perfect reconstruction filter banks were derived, cascade structures that achieve very low complexity as well as linear phase were shown. The initial results on sequences show that this could be an attractive way to derive compatible channels as well as to produce a decomposition useful for coding. 
A.I.I. Same size filters
Now Deg(Hoo) ---Deg(H~0) = (k, k), while Deg(Ho0 = Deg(Hm0 = (k-1, k-1). This in turn means that Deg(p) = Deg(q) = (2k-1, 2k-1). The determinant is then a persymmetric polynomial of even length in both directions, which means that it is impossible to force one coefficient to be different from zero, while the other ones are zero, and thus perfect reconstruction cannot be achieved.
A. 1.2. Different size filters
In this case Deg(Hoo)=(k,k), Deg(Ho~) = (k-1, k-1), Deg(H~o) = (1, 1) and deg(H~0 = (l-1, l-1), which yields Deg(p) = Deg(q) = (k + l -1, k + l -1). The determinant thus becomes persymmetric. To obtain a monomial and achieve perfect reconstruction, a necessary condition is that D(z~, z2) be of odd size in both directions, i.e., that k is even and l odd or vice versa. An example of the solution belonging to this class is given in (23), (24) .
A.2. Case 2
Next we consider what happens if we keep the first filter as it was and displace the second one by z~, which reverses the order of the entries in the second row of the polyphase matrix and thus covers all possibilities of linear phase, diamond shaped filters. The polyphase components of the second filter thus become
i =o j =o
i=o .j ~o
Obviously p and q are again persymmetric. As before let us consider two cases.
A.2.1. Same size filters
Now Deg(p) = (2k, 2k) and Deg(q) = (2k-1,2k-1).
Though p and q are not of the same size the determinant is still going to be persymmetric since q is actually of size (2k-2)× (2k-2) but displaced by one along the diagonal. The size of the determinant is now odd in both directions which leads us to assume that the solution might be possible. However the corner coefficients, like for example aoodoo, have to be zero which ruins the perfect diamond shape of the filters.
A.2.2. Different size filters
Using the same reasoning as before we can conclude that in case of k even and I odd or vice versa a solution might be possible at the cost of ruining the perfect shape of the filters.
To summarize it is possible to obtain perfect reconstruction diamond shaped filter pair when both filters are made causal in one dimension and when their sizes are (2k+l)×(2k+l) and (2•+ 1)×(2l+1), where k and l are not both odd or both even at the same time. (1-a2)(1-d0) ~ 0, 
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