The global Lanczos algorithm for solving the RLCG interconnect circuits is presented in this paper. This algorithm is an extension of the standard Lanczos algorithm for multiple-inputs multiple-outputs (MIMO) systems. A new matrix Krylov subspace will be developed first. By employing the congruence transformation with the matrix Krylov subspace, the two-side oblique projection-based method can be used to construct a reduced-order system. It will be shown that the system moments are still matched. The error of the 2q-th order system moment will be derived analytically. Furthermore, two novel model-order reduction techniques called the multiple point global Lanczos (MPGL) method and the adaptive-order global Lanczos (AOGL) method which are both based on the multiple point moment matching are proposed. The frequency responses using the multiple point moment matching method have higher coherence to the original system than those using the single point expansion method. Finally, simulation results on frequency domain will illustrate the feasibility and the efficiency of the proposed methods.
Introduction
As VLSI technology advances with increased operating frequency and decreased feature size, the on-chip interconnects parasitics will effect the performance of high-speed circuits in terms of clock skew, signal integrity and phase margin. To address the signal integrity issue effectively, interconnects are often modeled as large resistor-inductor-capacitor (RLC) networks. Due to the rapid increasing of circuits scale, it would be a tough task in handling such a large scale design in mathematical models. Therefore, using the model reduction technique to speed up the large-scale circuit simulation is important for efficient VLSI design verifications. Recently, a consensus has emerged that the Krylov subspace projection methods can efficiently generate reducedorder models which can also preserve the dynamical characteristics of the original network [7] , [9] , [10] , [17] . Generally speaking, these methods can be divided into two categories: one-sided projection methods [10] , [17] and twosided oblique projection methods [2] , [3] , [7] , [9] . These transformation matrices can be constructed iteratively by employing Krylov subspace projection algorithms, including the Arnoldi algorithm and the Lanczos algorithm. However, they only can handle the single-input single-output systems. This paper is an extension of the study about twosided oblique projection-based methods [4] , [9] . The proposed algorithm, called the global Lanczos algorithm, is a novel model-order reduction techniques for systems with multiple-inputs and multiple-outputs (MIMO) [6] , [13] . Under this framework, the input matrix is treated as a stacked vector form and the global Lanczos algorithm will be the standard Lanczos algorithm applied to a new matrix pair. It will be shown that this new matrix Krylov subspace, generated from the Frobenius bi-orthonormalization process, indeed is the union of the system moments. Information about system Grammian of the original network and those of the reduced-order network will be investigated.
Nevertheless, reduced systems obtained from the above algorithms still cannot have well coherent to the original system in the overall simulation frequency range. Generally speaking, Padé-based methods are not guaranteed to yield the reduced-order models with the best overall performances in the entire frequency domain; only the local approximation around the expansion point can be achieved [8] . Therefore the multiple point moment matching method is applied to the model-order reduction techniques [5] . In this paper, we propose two model-order reduction algorithms based on the above method, and they are called the multiple point global Lanczos (MPGL) and the adaptive-order global Lanczos (AOGL) algorithm to construct the reduced systems. Furthermore, the procedure of constructing the projection matrix in the AOGL algorithm is dominated by an intelligent selection scheme. This paper is organized as follows. Section 2 reviews the background of the RLCG interconnect analysis and the model-order reduction techniques. Section 3 introduces the global Lanczos algorithm for the multiple-inputs multipleoutputs systems. In Sect. 4, we proposes two model-order reduction technologies by using the Lyapunov equations and the global Lanczos algorithm. In Sect. 5, the multiple point moment matching method is considered and two algorithms, called the MPGL and the AOGL algorithm, are proposed. Two examples will demonstrates the accuracy and the efficiency of the proposed methods in Sect. 6. Finally Sect. 7 concludes the paper.
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Preliminary
Circuits are usually modeled as networks whose branches correspond to the circuit elements and whose nodes correspond to the interconnects of the circuit elements. A famous mathematical modeling is the so-called modified nodal analysis (MNA) equation:
where M, N ∈ R n×n is chosen to satisfy the Kirchhoff's current and voltage laws. B ∈ R n×s and L ∈ R k×n indicate the nodes of voltage sources and output sinks, respectively, and s and k is the number of nodes. For conveniences, we let s = k in this paper. The system variable
T includes the voltage of the nodes and the current flowed through the branches. The output function y(t) means the voltage values of the target nodes. And u(t) is the input impulse injected into the circuit. Applying the Laplace transformation to Eq. (1) and assuming zero initial conditions, the frequency domain impulse response can be defined as
in which that Y(s) and U(s) are the Laplace transformation of y(t) and u(t), respectively. Let the selected expansion frequency s 0 ∈ C be an arbitrary, we assume that the pencil N + s 0 M is regular. Let 
in which m i is called the i-th order of the system moments. The attributes of reduced-order modeling of the linear dynamical system include replacing the full-order system by a system of the same type but with a much smaller state-space dimension, such that it has an admissible error between the full-order and reduced-order models. The reduced-order system MNA of Eq. (1) is described by sMX(s) +NX(s) = BU(s) and Y(s) =LX(s) whereM,N ∈ R q×q and q n. The corresponding transfer function of the reduced system isĤ
One simple way to generate a reduced-order MNA (3) is using the oblique two-sided projection method for moment matching. In this framework, q-dimensional state variables of the reduced-order system can be related to ndimensional ones of the original system byx(t) = W T q x(t)V q . Substituting the upper equation into Eq. (3) and then performing simple manipulations, the reduced-order system can be obtained by the following congruence transforma- 
where e q = [0 · · · 0 1] T ∈ R q×1 and T q ∈ R q×q is a tridiagonal matrix
The Global Lanczos Algorithm
Basically, the global Lanczos algorithm is the standard Lanczos algorithm applied to the matrix pairs (A, r) and
s×s is the identity matrix and ⊗ denotes the Kronecker products of two matrices. And we define a vectorvalued function associated with a matrix and closely related to the Kronecker product. The system moment matrix X ( j) (s 0 ) = A j R can also be associated with a vector-function, we have vec(A j R) = (I s ⊗ A j )vec(R). Under this framework, the input matrix R and L are treated as a stacked vector form vec(R) and vec(L), and the global Lanczos algorithm is the standard PVL algorithm applied to new matrix pairs
Since all matrix is treated as a stacked vector, the inner product will also be modified by the equation vec(A)
T vec(B) = trace(A T B), accordingly. Clearly, the global Lanczos algorithm is similar to the standard PVL algorithm. Table 1 Global non-symmetric Padé via Lanczos algorithm.
, and
In our implementation, the global Lanczos algorithm will recursively generate two Frobenius orthonormal bases of Krylov subspace, i.e.,
The pseudo code is shown in Table 1 . In which that V 1 is the initial matrix with
have the following properties [11] :
Using the Kronecker product ⊗, the following relations are satisfied:
where T g,q = T g,q ⊗ I s . Here and hereafter, E j = e j ⊗ I s and e j denotes the standard j-th coordinate vector, i.e., a vector with all zeros except for the j-th component which is 1. The dimension of E j will conform with other matrices involved.
Model-Order Reduction for MIMO System
Lyapunov Equations
One well-established model reduction method begins by solving the linear Lyapunov equations
which admit unique symmetric solutions if and only if λ i (A) +λ j (A) 0 for all i, j. The motivation for using Krylov subspace methods in this paper is to enable low order approximate models to be computed while effecting all the computations in the low dimension.
In practice, solutions to large Lyapunov equations (7) frequently admit good low rank approximations. In addition, one is generally interested in computing only the dominant eigenspace of the exact solutions P * and Q * , where P * and Q * be the exact solution to Eq. (7). We exploit the approximation to the solution P * which has the form P q = V g,q X q V T g,q , where X q ∈ R q×q is an arbitrary symmetric matrix.
By construction, the global Lanczos process produces the projection matrices W g,q and V g,q form Eqs. (5) and (6), which forms an Frobenius orthogonal basis for the Krylov subspaces
, respectively. By defining the residual error functions associated a particular choice of X q and Y q as
From Eqs. (5) and (6), we definê
Substituting Eq. (8) to (7) gives
and replacing Eq. (9) to (7), we have
Theorem 1. Suppose that q steps of the global Lanczos process have been taken and the residual errors are defined by Eqs. (11) and (12). Then if
Then the residual error norm is given by
Proof: Pre-and post-mulitplying Eq. (11) by W T g,q and W g,q , respectively. We have
If
This completes the proof. (13) and (15) , respectively. Then
Corollary 1. Suppose that q steps of the global Lanczos process have been taken and that
where
Proof: Substituting X q = X * q into Eq. (11) gives
T 
Therefore, ∆ 2 also can be derived as shown in Eq. (21). This completes the proof.
Remark 1.
Observe that ∆ = ∆ 1 + ∆ 2 is also a perturbation on matrix A such that
Furthermore, ∆ is at most a rank-2 perturbation that may be factorised as
∆ = [V g,q E q (I − V g,q (W T g,q V g,q ) −1 W T g,q )V q+1 ] × 0 β q+1 δ q+1 0 E T q W T g,q W T q+1 (I − V g,q (W T g,q V g,q ) −1 W T g,q )(23)
Reduced System for the Global Lanczos Algorithm
From the global Lanczos algorithm described in Sect. 3, we have two projection matrices V g,q and W g,q . Let
−T , the reduced system is defined bŷ
Since that W T g,q V g,q is an identity matrix, the matrix V g,q W T g,q can be treated as a projection matrix onto the column of space of V g,q . According to the properties mentioned above, we can prove the moment matching property. The transfer function error between the reduced system and the original system in the 2q-th order moment can also be developed. The follow lemma will shed some light about this results. 
Lemma 1. [18]: Suppose that q steps of the global Lanczos process have been taken, we have
Proof: From the global Lanczos algorithm in Eq. (5), if we define
Similarly, if we define
If we multiply E 1 both on the right side of Eqs. (25), (26), respectively, we have
According to Lemma 1, it can be observed that for i ≤ q − 1, Eqs. (27) and (28) can be reduced as
In particular, for i = j = q, we have
Therefore, the difference of 2q-th order output moment between the original system Y 2q (s 0 ) and the reduced system Y 2q (s 0 ) can be simplified as
This completes the proof.
Perturbation System
From the system viewpoint, Eq. (7) can also be interpreted as system Grammians of the following additive perturbed system.
where ∆ is defined in Eq. (23). In the following theorem, we will show that the resultant reduced-order system defined asĤ g (s 0 + σ) =L g (I q − σÂ g )
−1R
g is indeed equivalent to the original system with additive perturbations defined in Eq. (29). 
It is observed that
Since V g,q ∈ colspan{V g,q }, the above equation can be simplified as
Pre-multiplying by −σ and adding V g,q on both side of the above equation, the equation can be rewritten as
Finally, multiplying L on the left side and multiplying W T g,q R on the right side of the above equation, after several mathematically operations,
Therefore,Ĥ g (s 0 + σ) = H ∆ (s 0 + σ). This completes the proof.
Multiple Point Moment Matching Method
Generally speaking, Padé-based methods are not guaranteed to yield the reduced-order models with the best overall performances in the entire frequency domain; only the local approximation around the expansion point can be achieved. Therefore the multiple point moment matching method is applied to the model-order reduction techniques. The multiple point Padé approximation can be achieved by the global Lanczos method. LetŜ = {s 1 , s 2 , . . . , sî} represent the set of predetermined expansion frequencies. Let J = {ĵ 1 ,ĵ 2 , . . . ,ĵî} be the set of the number of the matched moments at each corresponding frequency. The multiple point global Lanczos method will generate a reduced-order systemŶ m (s), which matches q-order (q = î i=1ĵ i ) moments of the original system Y(s), at the expansion points s i , i = 1, · · · ,î.
Rational Global Lanczos (MPGL) Method
Since the single point expansion of moment matching often lost accuracy in the overall simulation range, the rational global Lanczos could combine the multiple point moment matching technique to overcome this drawback. Table 2 refers to the algorithm of the restarting multiple point global Lanczos (MPGL) method. Special attention should be paid to any change of the expansion point. The conventional rational Krylov method sets the residue vector [14] - [16] . Since the new residue vector is always started from the basis matrices V k and W k , it seems that less linear dependence and instability will occur. However, if we choose this conventional residue vector, there exists no analytical error between the output moment of the original system and that of the reduced-order system related to each expansion point. In this work, we propose an alternative setting R k = (s i+1 E − A) −1 B by restarting the residue matrix when the expansion point is changed. The matrix (s i+1 E − A) −1 B is indeed equal to the zeroth-order system moment X (0) (s i+1 ) at the subsequent expansion frequency s i+1 . Hence, this expression intuitively captures the concept of moments. Although nearly linear dependence of the residue vector may occur under this setting, our restarting scheme has the salient feature that the moment errors can be exactly and efficiently calculated from the residue vectors. Table 2 The multiple point restarting global Lanczos (MPGL) algorithm.
Algorithm 2: MPGL
I s is an identity matrix with dimension s, the number of B's column.
Adaptive-Order Rational Global Lanczos (AOGL) Method
In this paper, we propose a novel model order reduction technique called the adaptive-order global Lanczos (AOGL) algorithm. The AOGL algorithm comes from the rational Lanczos algorithm [8] and the global Lanczos algorithm with multiple-inputs multiple-outputs systems. The details of the AOGL method includes the following main steps:
Step ( Step (2.1): Choose an expansion frequency s i such that s i gives the greatest difference between theĵ i th-order output moment of the original system Y(s) and that of the reducedorder systemŶ a (s). By modifying Theorem 2 in [12] and combining with [8] , it can be shown Table 3 The adaptive-order global Lanczos (AOGL) algorithm. 
Algorithm 3: AOGL
t, j = 0 and β
be updated to enable further matching of the output moment in the ( j + 1)st iteration. Since no improvement is obtained at the other unselected frequency s i , the matrices R j (s i ) andQ j (s i ) at frequency s i in the current iteration remainsR j−1 (s i ) andQ j−1 (s i ), which were obtained in the preceding iteration. Table 3 outlines the pseudocode of the proposed method.
Numerical Experiment
The numerical experiment has been performed in Matlab 7 with CPU Pentium 4 3.0 GHz and 2 GB memory. As shown in Fig. 1 , an RLC mesh circuit with forty lines, twoinput and two-output is investigated. The line parameters are resistance: 1.0 Ω/cm; capacitance: 0.5 pF/cm; inductance: 1.5 pH/cm; driver resistance: 3.0 Ω, and load capacitance: 1.0 pF. Each line is 50 mm long and is divided into 20 sections. Therefore, the mesh network contains 785 nodes and 800 branches, and the MNA matrices have dimension n = 1585. In our experiment, there are two input voltage sources and two output sinks, i.e., s = 2 and k = 2. The experiment tries within the frequency range {0, 5 GHz} and the expand frequency point of reduced system at s 0 = 0 Hz. The reduced-order is set q = 20 and the size of reduced system matrix is qs = 40. Besides, the MPGL and AOGL algorithms are also applied to this testbench, the expansion point of the multiple point methods are chosen aŝ S = 2π j × {0, 0.83G, 1.67G, 2.5G, 3.33G, 4.17G, 5G}.
In the MPGL method, we set the iteration number in each Fig. 1 The two-input two-output mesh40line circuit structure. Fig. 2 The frequency response of the original system and reduced systems using the MPVL, global Lanczos algorithms. Fig. 3 The relative errors between the two kinds of reduced systems and the original system.
Fig. 4
The frequency response of the original system and the reduced systems by using the multiple point moment matching methods: MPGL and AOGL algorithms.
Fig. 5
The relative errors between the reduced systems and the original system. expansion point is J = 2, and the order of the reduced system by using the AOGL method is q = 10. The order selection scheme of AOGL method is listed in Table 4 . Figure 2 and Fig. 4 show the transfer matrix of the original system H(s), the transfer function of the reduced system using the single point expansion global Lanczos algorithm H g (s) and the MPVL algorithmĤ b (s), the transfer function of the reduced system using the multiple point expansion MPGL algorithmĤ m (s), and the AOGL algorithmĤ a (s). Meanwhile, Fig. 3 and Fig. 5 show the corresponding relative errors between the reduced systems and the original system. In which that H i j (s) on the figure means the transfer function measured from the i-th source and the j-th sink. It is observed that the transfer matrix of the reduced system is well matched the original system nearby the expansion point, and the reduced system by using the MPGL and AOGL methods with smaller order has higher coherence to the original system in the overall simulation frequency range.
Conclusion
In this paper, a model reduction technique for multipleinputs multiple-outputs interconnects is presented. The proposed algorithm, called the global Lanczos algorithm, generates reduced system by using the congruence transformation. Analytical expression of perturbation matrix between the reduced-order system generated by two-sided oblique projection and the original RLC interconnect are derived. By exploring the relationship of system Grammians of the original network and those of the reduced network, it has been shown that the approximate transfer function can also be expressed as the original interconnect model with some at most rank-2 additive perturbations. In additional, the residual error of the 2q-th moment is also derived. The error bound for the reduced system can be provided. Besides, two novel multiple point moment matching methods using the global Lanczos algorithm are proposed. The first kind method uses the restarting matrix technique, and is called the multiple point global Lanczos (MPGL) algorithm, and the second kind uses the intelligent order selection scheme, and is called the adaptive-order global Lanczos (AOGL) algorithm, the expansion frequency point in each iteration step is determined by the heuristic algorithm. The experimental results show that the reduced systems have better coherence to the original system by using the multiple point moment matching algorithms.
