Abstract -Monitoring and maintaining of control software becomes more and more important and difficult with the increase of control software in size and complexity. In this paper, an approach for control software fault detection is proposed, which is based on the monitoring of the discrepancies between the control outputs of the actual controller and the benchmark controller, a Linear Quadratic Gaussian (LQG) controller. The discrepancies are assumed to be Gaussian distribution with a stable mean under the normal situation. Faults in the actual controller are characterized by sudden jumps in the mean of the discrepancies. The fault detection is transferred into a jump point identification problem. A detector based on Generalized Likelihood Ratio (GLR) test is employed for the jump point identification. The proposed approach is applicable to general control software even it is only illustrated through a water heater case study with a simple PID controller.
I. INTRODUCTION
With the wide incorporating advanced control strategies into computer based control systems, controller software becomes more and more complex. The steadily growing size and complexity of control software are making it extremely difficult to exhaustively test. It has shown that software complexity is a determinant factor leading to error-proneness of software [l] . Due to controller's crucial role in the control systems, even minor controller faults can lead to serious and expensive damages. The damages may range from those affecting the qualities of final products to those involving dangers to property or loss of human life. Early warning on emerging problems can provide invaluable benefits with appropriate actions taken to avoid serious process upsets. Therefore, it is an important issue in control management systems to detect the control software faults and raise alarms as early as the faults occur.
The main difficulty of the detection is the lack of a generally accepted definition of what constitutes desired behaviors of the black-box controllers. The desired behaviors will be adopted as the benchmark in the detection procedure to monitor the observed behaviors of the actual controller. In the traditional machine faults detection methods [2,3], the desired behaviors are described by an explicit mathematical model, which is identified from routine operation data. However, it is hard to establish an accurate mathematical model in practice for control software to cover all the possible situations due to process dynamics, noise and so on. In the software monitoring [4], the desired behaviors are formally specified, however nondeterminisms arise from specification languages and monitoring such nondeterminism specified system has to consider all possible legal behavior alternatives in order to avoid erroneous failure reports. Especially when the target is complex, the alternatives may exponentially increase.
This work introduces a novel way to detect control software faults. A LQG controller is designed here as the benchmark or a reference model for the target control software. Discrepancies between the benchmark and actual controller outputs are shown to be in an approximate Gaussian distribution [6] . A baseline of controller normal operation is treated as the asymptotic distribution of the discrepancies. Fault detection characterized by sudden jumps in the mean of the discrepancy is formulated as an online change point identification problem. A detector based on the GLR test is employed to online monitor the change point. The approach is illustrated through a water heater case study with a PID controller even it is applicable to general control software.
The rest of this paper is arranged as follows. A background introduction of LQG controller design is given in Section 2, followed by the fault detection based on the GLR test to monitor the behaviors of target controller in Section 3. Section 4 contains a case study, in which the proposed approach is employed in a water heater process. Section 5 gives the conclusions.
LQG CONTROLLER AS A BENCHMARK
The LQG control is a modern state-space technique for designing optimal dynamic regulators. It can be used to solve a family of regulator design problems in which the state is accessible. Consider a system can be described as follows:
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where Q and R are positive semidefinite weight matrices.
The first term penalizes the deviation of x from zero, and the second term represents the cost of using the control actions.
Standard assumptions of the LQG problem are that the plant is controllable and observable, a positive weight is used for the control signal R > 0 and the sensor noise satisfies V > 0 . With 
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where sd is the unique positive definite solution of Equation 6.
(6) (7)
The LQG-optimal controller K is thus where s is the Laplace transfer symbol.
In addition to the above solution, there are other solutions for the LQG problem. The minimization of the LQG objective function yields a time-invariant optimal control law; therefore the LQG problem can be also solved via the infinite generalized predictive control (GPC) solution. Another way to solve the LQG problem is with the input-output transfer function using the approach of spectral factorisation and the solution of the Diophantine Identify [5] .
The infinite prediction horizon of the LQR algorithm endows the algorithm with powerful stabilizing properties; it is shown that the LQR controller is stable for any reasonable linear plant as long as the objective function weight matrices Q and R are positive definite [5] .
FAULT DETECTION
The difference of control signals between the LQG and the actual controller is used to detect the faults if they occur. Theoretically, if the actual controller is in a healthy work state and tuned well, the outputs of the actual controller and the LQG controller will be very close and any fault occurring in the system will make the differences or residuals vary significantly. In practice, however, the residuals should significantly deviate from zero due to the miss-tuning of parameters in the actual controller, and measurement noise. One of the challenges in the fault detection is how to distinguish the fault from the noise in the residuals. Traditional detection systems simply compare the residuals against a threshold to determine if a fault has occurred. This requires carefully designed, well-behaved residuals, which often require extensive modeling and high computational efforts.
In this work, according to characteristics of the statistical distribution of the residuals, a detector based on the GLR test is employed to capture the fault information from the mixed residuals and raise an alarm as early as possible.
Consider the observed residual r(t) For a stable control process, it can be shown under general assumptions that the distribution of independent random residual r, (t) takes on a Gaussian distribution as the number of observations becomes large [6] . Therefore, r(t) can be assumed to approximately follow the Gaussian distribution with the mean value p and variance 0 .
(9)
where p ( . ) denotes the density function of the residual r(t) . Collect a set of observed residual r ( k ) , where k is the number of sample data. Before the instant t, , r(k) follows Gaussian distribution, with po mean and go variance. Suppose a fault occurs at the instant t, , the new generated residuals shift to a new distribution with a different mean denote by p1 ; therefore, the early fault detection can be transferred into the identification of the change in the mean value , U (from po to p,). Based on the GLR test, a detector can be designed to detect the mean change through on-line monitoring. The decision rule of the detector is computed to test between the two following hypotheses about the parameter p . As long as the decision is taken in favor of Ho , the sampling and test continue. The decision is taken in favor of H, once the fault occurs. The decision rule is given by:
where sk is the likelihood ratio.
For the fault case, it is hard to obtain an unbiased of the postchange distribution p ( r ( t ) I & ) . However, such accurate estimation is not crucial, the mean of the observed data in the faulty work state, pl , has a significant difference from p0
and this difference provides enough information to detect the faults [7] so we can assume the post-change distribution is still Gaussian. p, is calculated by maximum likelihood estimator.
Based on the above assumption, the decision rule can take a simple form, given by The fault is identified using a threshold 2 as follows. Sk > A : H, is assumed i.e. a fault is detected sk I 2 : Ho is assumed i.e. no fault is detected
The principle of the controller fault detection is shown in Figure 1 , which consists of two stages: the residual generation stage and the residual evaluation stage. In the residual generation stage, the benchmark controller, LQG, is designed to run in parallel to the actual controller. The LQG controller can be treated as a relative measure of the actual controller behavior. The residuals are generated from the differences between the control signals of the actual controller and the LQG controller.
The residual evaluation collects the residuals and generates the detection decision. It consists of three parts, a threshold, a maximum likelihood estimator and a fault detector. The maximum likelihood estimator is to online compute the mean of the moving residuals and sends the result to the fault detector. Based on the updating mean, the detector tests the observed residual data by comparing whether or not the likelihood ratio is within the predefined threshold range. Once the observed residuals are out of the range, an alarm will raise to show the monitored controller is in a faulty work state.
e -------.
, -----------
Resilualgennatbr ,/' . _ -_ _ ------- In order to illustrate and evaluate how the proposed approach monitors the behaviors of target controllers, a water heater process has been used as a case study.
A. Water Heater Process
The water heater process is shown Figure 2 . In this case study, the water temperature in the pipe is controlled by adjusting the flow of the stream. A PID controller is designed here to regulate the flow rate of stream to maintain a desired water temperature. The transfer fbnction of the water heater process is 0*2965 , where s is the Laplace transfer symbol.
A sine wave noise and a white noise with zero mean are adopted in the water heater process as the process noise, 
B. Simulation Design and Results Analysis
A LQG controller is designed for the water heater process as a benchmark controller using the cost function to specify the trade-off between regulation performance and cost of control. The controller fault detection scheme shown in Figure 1 is implemented for the water heater to monitor the PID controller behaviors. At the instant 1000, a designed fault is introduced into the actual controller by decreasing the I-gain value of the PID controller. The change of the PID controller leads process outputs moving away from the reference trajectory as shown in Figure 3 . The outputs of the PID and LQG controller deviate from each other significantly shown in Figure 4 in the abnormal work state.
In the normal work state, 800 observed residuals are collected to fit the Gassian distribution parameters and the identified mean po and variance a, are -0.0081 and 0.0058 respectively. The fault detector uses a moving observation window to monitor the residuals and the threshold, A , is set as 0.85. The result of the likelihood ratio sk is shown in Figure 5 . It is clear that from the instant 1000, the likelihood ratio increases significantly; it indicates the fault has taken place around the instant 1000. 
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V. Conclusions
Real-time monitoring and maintaining controller is an important issue in control system management. In this paper, we developed an online detection technique for control software monitoring. The detection is based on the analysis of the discrepancies of control signals of the actual controller and the benchmark controller, LQG. The residuals are assumed to be in an approximate Gassian distribution with a stable mean under normal operations, and a significant change in the mean under abnormal situations. The generalized likelihood ratio test is employed to online detect the change in the mean of the discrepancies between the actual and benchmark controllers. The proposed approach is implemented in a simulated water heater process with a PID controller. Simulation results demonstrate its validity and effectiveness. In general, this approach does not need any pre-knowledge about the actual control software or algorithm. Therefore it might be applied to any complex control systems.
