Knowledge graph embeddings are instrumental for representing and learning from multi-relational data, with recent embedding models showing high effectiveness for inferring new facts from existing databases. However, such precisely structured data is usually limited in quantity and in scope. Therefore, to fully optimize the embeddings it is important to also consider more widely available sources of information such as text. This paper describes an unsupervised approach to incorporate textual information by augmenting entity embeddings with embeddings of associated words. The approach does not modify the optimization objective for the knowledge graph embedding, which allows it to be integrated with existing embedding models. Two distinct forms of textual data are considered, with different embedding enhancements proposed for each case. In the first case, each entity has an associated text document that describes it. In the second case, a text document is not available, and instead entities occur as words or phrases in an unstructured corpus of text fragments. Experiments show that both methods can offer improvement on the link prediction task when applied to many different knowledge graph embedding models.
Introduction
Multi-relational data plays an increasingly crucial role in many areas of artificial intelligence, including social network analysis, information retrieval, and question answering. In this context, a multi-relational knowledge base is a collection of facts, which are represented as triplets containing a pair of entities (subject and object) and a relationship (predicate) that they share. Several popular projects have demonstrated the power of representing relational knowledge in a graph structure, such as YAGO [Suchanek et al., 2007] , DBpedia [Auer et al., 2007] , and Freebase [Bollacker et al., 2008] . These knowledge graphs contain millions of nodes and edges corresponding to entities and relations, and can be used to reason and infer new facts about the world. * Work done as an intern at Rubikloud Many approaches to relational learning have been studied, with those based on knowledge graph embeddings demonstrating particular success in both performance and scalability. These approaches learn continuous latent feature representations (embeddings) of the entities and relations, which can be used to compute a score for any potential fact. New facts can then be predicted based on relative scores.
Recent work on embedding techniques has led to significant improvements in prediction accuracy [Bordes et al., 2011; Bordes et al., 2013; Lin et al., 2015; Nickel et al., 2011; Nickel et al., 2016b; Socher et al., 2013; Nickel et al., 2016a; Wang et al., 2017] . However, such methods rely exclusively on known facts from the knowledge graph to learn an embedding. As a result, their predictive ability is fundamentally limited by the information stored explicitly or implicitly in the existing database, which is often far from complete.
A promising avenue for improvement is to incorporate additional information from text documents such as Wikipedia or news articles. Such documents are widely available and often contain mentions of entities and relationships which can be indicative of new facts. Relation extraction aims to make such facts explicit in order to build a knowledge graph or extend an existing one [Mintz et al., 2009; Riedel et al., 2010; Surdeanu et al., 2012; Lao et al., 2012; Riedel et al., 2013; . These techniques typically only consider textual relations that are explicitly mentioned in conjunction with a pair of entities. Yet text documents often contain more information than just mentions of (entity, relation, entity) triplets. For instance, they may also contain entity attributes which could indirectly indicate various forms of semantic similarity between entities.
Due to the wide variety of data formats that can appear in natural language, such information is often best captured by embedding representations of objects in the text. The information can be incorporated into the knowledge graph by enhancing its embedding with textual embeddings rather than by adding discrete triplets. One class of methods accomplishes this by optimizing an objective function which combines entity and text objects to learn joint embeddings [Wang et al., 2014; Toutanova et al., 2015] . Another approach proposed by [Socher et al., 2013] uses a simple average of word vectors to model the corresponding entity embedding. These methods show improved performance over pure knowledge graph embeddings, however, they do not handle all the different cases of associated text to entity nor utilize the text fully in each situation.
In this work we consider two different forms of text data that may be associated with entities in a knowledge graph and propose methods which can augment existing knowledge graph embedding models with each type of data. We first consider the case in which a text description or document is associated with each entity. For instance, descriptions of many real-world entities and words can be readily obtained from Wikipedia or a dictionary. We propose a model for this scenario which uses a relation-specific weighted mean of word vectors to represent a particular entity.
In the second case, the entities in the knowledge graph do not have an associated document but rather are mentioned in a corpus at various points. For this case we propose a different model which first obtains representations of entities by training word embeddings [Mikolov et al., 2013] on the corpus. The resulting word vectors provide semantic descriptions of the entities based on co-occurrences of entity names with other words in the text. These vectors are then combined with entity embeddings to enhance the representation.
Both methods retain the same optimization objective as traditional knowledge graph embedding techniques. This allows the methods to leverage the ability of these techniques to infer new facts from existing ones, while simultaneously supplementing them with the rich entity information contained in the text. It also allows our enhancements to be seamlessly integrated with any graph embedding model. As such, we empirically show performance improvement on knowledge completion tasks with six different models. This improvement is obtained in a fully unsupervised manner by simply applying textual data to the embedding procedure. Because our approach does not require any structure or labels within the text, such data can be collected and applied at a large scale with minimal effort.
Background and Related Work
Knowledge graphs express knowledge as a collection of facts, where each fact is a triplet consisting of a subject, a predicate, and an object. Subjects and objects are represented as nodes, collectively referred to as entities, and predicates are represented as labeled directed edges, referred to as relations. Thus a fact (e s , r p , e o ) is represented by an edge of type r p from node e s to e o .
The task of predicting new facts is usually best accomplished when formulated as a ranking problem. Formally, a scoring function f : E × R × E → R is defined, where E denotes the set of entities and R denotes the set of relations. Given a subject e s and relation r p , the score of correct objects e o should be greater than that of the incorrect ones: f (e s , r p , e o ) > f (e s , r p , e o ) for all e o = e o . f is typically defined in terms of continuous latent feature representations (embeddings) of the entities and relations, which can be learned via gradient descent on a ranking loss:
Model
Scoring function f (e s , r p , e o ) where i denotes the index of a triplet in the training set, (e s i , r pi , e o i ) is a negative (untrue) sample corresponding to (e si , r pi , e oi ), and γ denotes the margin hyperparameter.
Many different knowledge graph embedding models have been proposed, differing primarily in the definition of the scoring function. In this work we consider six of the most significant and fundamental ones, namely SE [Bordes et al., 2011] , TRANSE [Bordes et al., 2013] , TRANSR [Lin et al., 2015] , RESCAL [Nickel et al., 2011] , DISTMULT [Yang et al., 2014], and HOLE [Nickel et al., 2016b] . The scoring functions used by these models are summarized in Table 1. These models were selected for their simplicity, cost-effectiveness, and proven performance through extensive evaluation in previously published work. This makes them ideal for evaluating the effect of our enhancement methodology.
Throughout this paper we use the following notational conventions. Objects such as entities, relations, and words are denoted by lowercase letters (such as e i , r j , w k ), while their corresponding vector representations (i.e. embeddings) are denoted by the same letters in boldface font (e.g. e i , r j , w k ). Tensors of rank two or more are denoted by uppercase letters (e.g. E). A single subscript i denotes the i th slice of the tensor (e.g. E i ), while a double subscript ij denotes the j th element of the i th slice (e.g. E ij ).
Combining Knowledge Graphs and Text
A large body of work exists that combines information from both knowledge graphs and textual sources. Relation extraction aims to extend an existing knowledge graph by identifying new triplets mentioned in an associated text document. Most approaches to relation extraction require distant supervision for training purposes, where each existing fact in the database is tagged with its mentions in the text [Surdeanu et al., 2012; Lao et al., 2012; Riedel et al., 2013; . Heuristic techniques are typically used to automatically align the existing knowledge graph and the text in this way. However, this can lead to highly noisy results because the co-occurrence of two entities in a sentence does not necessarily imply that the sentence is stating a relation between them. Therefore, methods have also been proposed that reduce the amount of labeled data required [Mintz et al., 2009; Riedel et al., 2010] .
The use of text embeddings in relation extraction has also been explored. [Gardner et al., 2013] learns continuous latent feature representations of verbs parsed from text in order to reduce the number of relation types, while [Gardner et al., 2014] uses them to define semantic similarity between parsed verbs for guiding random walks. This work is largely complementary to ours; while it performs knowledge completion by adding new explicit facts to a knowledge graph, our approach aims to improve the graph's predictive ability by enhancing its embedding.
Along this line, [Toutanova et al., 2015] incorporates textual information by adding new triplets and new relation types extracted from text during training. In this way, embeddings of textual relations are learned along with embeddings of the original knowledge graph. [Wang et al., 2014] jointly learns embeddings of words and entities by simultaneously maximizing the likelihoods of triplets occurring in the graph and word-word and word-entity pairs co-occurring in the text. [Socher et al., 2013] proposes a different approach to joint embeddings based on the observation that entity names are often composed of multiple words, and entities whose names have common words are more likely to be related and should therefore have more similar representations. This is achieved by defining each entity vector to be the mean vector of all words in the entity's name. However, this method will assign equal significance to all words regardless of the particular entity or relation.
Embedding Enhancement Methodology
In this section we discuss new approaches to incorporate textual data into knowledge graph embeddings. This additional information allows the training procedure to learn entity representations that simultaneously reflect facts from the knowledge base and associated text. We consider two distinct scenarios depending on the form of the available textual data. In the first scenario, each entity has a document associated with it which describes or defines the entity; for example, the Wikipedia entry for Europe. Such data may be obtained from numerous sources including an encyclopedia or a dictionary. In the second scenario, we consider an unstructured corpus that is not directly linked to any entity, but contains mentions of entities at arbitrary locations. For example, a news article which mentions Europe may be a part of this corpus. No assumptions are made about the organizational structure of this text, so it can generally be a collection of sentences gathered from multiple documents.
The key distinction between these two forms of data is that in the former, entities are the underlying topics of all words in a document, whereas in the latter, entities are merely objects mentioned in documents containing a mixture of unknown topics. As a result, the first case contains the additional information that each word pertains to a known entity in some way. For the second case, we only assume associations exist between words that occur in the same context. This distinction is illustrated in Figure 1 .
Embedding Model for Entity Descriptions
In this section we present a model for the first scenario in Figure 1, where textual data is available as entity descriptions. Our approach builds upon the WordVectors model of [Socher et al., 2013] , which defines entity vectors as the mean of word vectors in the entity names. First, we observe that the idea can also be applied to entity descriptions so as to force entity embeddings to share common textual features such as attribute or relationship words. This results in more similar vectors for more semantically similar entities. We then improve upon this model by adding new parameters to control how strongly each word contributes to the composition of an entity for a given relation.
We begin with a formalization of the WordVectors model which we have adapted to the case of entity descriptions. Let text(e i ) = w i,1 , w i,2 , . . . be the sequence of words associated with entity e i . Let W denote an n w × d matrix of word vectors, where n w is the number of words in the vocabulary and d is the embedding dimensionality. Let A i denote an n wdimensional vector such that A ik is number of times word w k appears in text(e i ). Then the embedding vector for e i can be expressed as
A limitation of Eq. 2 is that all words in a description are treated equally; usually it is the case that certain words are much more relevant for predicting a relation than others. For instance, the words instrument, drum and career are likely much more indicative of the musical-group-membership relation than other words such as actress or saturday. Therefore, an entity should be represented by the words instrument, drum and career when predicting the musical-groupmembership relation.
On the other hand, when predicting a different relation such as education, words such as canadian, curriculum or ivy are likely to be much more relevant, and so the entity should be represented more strongly by these words. In this way, the vectors of entities containing the word ivy will be much more similar for the education relation than for musical-groupmembership. Such a model could therefore predict that two entities share the former relation but not the latter.
This behaviour can be achieved by introducing an n r × n w matrix B such that B jk represents the significance of word w k in predicting relation r j . We can then define the representation of entity e i under relation r j as
where denotes element-wise multiplication. In this way the overall weight of word w k to the entity vector is a combination of the frequency of w k in text(e i ) (i.e. A ik ) and the relevance of w k for r i (i.e. B jk ).
However, the significance of each word for predicting each relation is generally not known. We therefore initialize B with B ij = 1 for all i, j and learn these parameters via gradient descent. As demonstrated in section 4, this procedure is able to automatically learn associations of words to different relations without any supervision.
We can incorporate the textual information into any knowledge graph embedding model by using Eq. 3 in place of e i in Table 1 . We refer to this method as weighted word vectors (WWV). Figure 1 : Example of text structures and associations between words and entities after preprocessing. For entity descriptions we create an association between the entity and each word in its description. Entities are shown in boxes while words are shown in circles. For the unstructured corpus associations are assumed by the word2vec algorithm (with a context window of width 2 for this example).
A Parameter-Efficient Weighting Scheme
A potential shortcoming of the WWV model as described in the previous section is that the number of parameters in the matrix B is n r × n w , which may be prohibitively large for some datasets. This can be improved by allowing B ij to be derived from a smaller number of parameters instead of defining each as an independent parameter. Towards this end, we introduce an n r × d matrix P and define the weight for relation r i and word w j as follows:
The intuition behind Eq. 4 is that P i is a representation of relation r i in word feature space -the same feature space as the word vector W j . Because P i and W j use the same features, P i W T j is a measure of the similarity between r i and w j , which serves as the weight between them. For example, we might expect the vector P i for relation r i = musical-group-membership to be similar to the vector W j for w j = instrument because the concepts of musical groups and instruments are semantically related.
While it is conceptually appealing to define the weight B ij using a softmax function, in practice the normalization factor is not needed because all weights are normalized again in Eq. 3. Therefore, we can express the representation for entity e i under relation r j as:
where we have expressed the vector-matrix multiplication of Eq. 3 in expanded form to more clearly show the weighted averaging of words. The number of trainable parameters is thus reduced from n r × n w to n r × d. We refer to the model in Eq. 5 as parameter-efficient weighted word vectors (PE-WWV). Despite having many fewer parameters, Section 4 demonstrates that PE-WWV performs comparably to WWV in prediction accuracy.
Training Procedure
A challenge arises in training the WWV and PE-WWV models due to the fact that both the word embedding parameters W and the weights B must be learned simultaneously with no supervision. That is, the optimizer must discover the most important words for each relation without being given any understanding or characterization of the relations or words. Due to initial randomness, the optimizer may over-emphasize irrelevant words in the early stages of training and then never find a good solution. We find that this issue can be greatly alleviated by holding the word weights (B and P) constant for the first 50 training epochs. This allows the optimizer to first learn semantically meaningful word representations without disruption from varying word weights. Then, for the remainder of the training period, we optimize all parameters and are able to discover the most relevant words.
Embedding Model for Unstructured Corpus
In this section we consider the second scenario in Figure 1 . To capture information from unstructured data we train the word2vec model [Mikolov et al., 2013] on the given corpus to learn embedding vectors of words. Word2vec is trained to assign similar vectors to words that commonly appear in the same context, which makes it well suited for learning entity vectors. For example, the sentence fragment Brian Jones and fellow guitarist Keith Richards developed a unique... clearly states a relation between Brian Jones and Keith Richards. Because the entities Brian Jones and Keith Richards appear as words within the same context, the word2vec vectors of these entities will be more similar.
The word2vec vectors can also capture features which appear as attributes rather than objects of the sentence. In the example above, the sentence also indicates an association between Brian Jones and guitar. This can be a strong hint for predicting other types of relations for Brian Jones, such as instruments played or musical group membership. When given this training sentence, word2vec learns to encode this information implicitly in the vector for Brian Jones. This makes it possible to incorporate the information into the entity embeddings by augmenting them with the word2vec feature vectors.
With this intuition the overall model works as follows. Let w i denote the word2vec vector for the name of entity e i , and let e i denote the entity vector. We define an augmented vector for entity e i as:ê i = e i + w i M (6) Thus, each latent feature inê i contains a contribution from the original entity vector and from the word2vec vector. As with Eqs. 3 and 5, Eq. 6 can be applied to any knowledge graph embedding model by replacing e i withê i in Table 1. Because word2vec learns a different set of latent features than the knowledge graph embedding, we use the matrix M to map vectors from word2vec feature space to entity feature space. Note that unlike the relation-specific transformations that operate on entities in the SE, TRANSR, and RESCAL models (i.e. R, R (1) , and R (2) ), M is a global matrix that is common to all relation types. Thus, the vector wM contains features that are useful for predicting triplets but learned from text. We refer to Eq. 6 as the FeatureSum model.
The FeatureSum model is trained in three phases. First, word2vec is trained on the corpus to obtain the w i vectors. The next two phases optimize for the ranking loss objective (Eq. 1). Initially, M is set to zero and held constant while the entity and relation parameters E and R are optimized for 100 epochs. Finally, all parameters including M and w i are trained together for the remainder of the training period. However, in some cases it was found that training the w i vectors during the third phases offers no benefit over holding them constant after initialization with word2vec. This is discussed in further detail in Section 4.
Experimental Results
In this section we evaluate the proposed embedding enhancement methods on standard subsets of Freebase [Bollacker et al., 2008] and Wordnet [Miller, 1995] . We apply the methods to each of the scoring functions in Table 1 , demonstrating their ability to augment existing embedding models. We first quantitatively compare the WWV and PE-WWV models on the link prediction task against alternative methods for incorporating entity descriptions, and then we qualitatively examine the WWV model to better understand its performance. We next compare the FeatureSum model against alternative methods using an unstructured text corpus. For reproducibility all code and data has been made publicly available 1 .
Data Sets
The Wordnet knowledge graph [Miller, 1995] is a database of English words and lexical relationships between them.
Its purpose is to serve as a thesaurus, with different types of relations to indicate synonymy, similarity, and hypernymy/hyponymy between words. We use a subset of Wordnet introduced by [Bordes et al., 2013] named WN18, consisting of 18 relations, 40,943 entities, and 156,442 facts.
Freebase is a large general-purpose knowledge graph containing a wide variety of facts about the world, including people, places, and culture. In our experiments we use FB15k, a subset of Freebase by [Bordes et al., 2013] consisting of 1,345 relations, 14,951 entities, and 592,213 facts.
We perform multiple experiments utilizing different sources of textual data. As an unstructured text corpus we use the Google News data set and word2vec vectors pretrained on it 2 . For entity descriptions in Wordnet we use definitions provided with the data set. For Freebase entity descriptions we use the summary section of the Wikipedia article associated with each entity. We remove stopwords in all cases.
Unfortunately, some of the names and Wikipedia articles for Freebase entities were not available. In order to accurately measure the effectiveness of our approach we remove all entities without descriptions as well as all triplets involving them. The resulting number of entities, relations, and triplets is given in Table 4 . This table also gives the number of words in the vocabularies and the breakdown of triplets into training, validation, and test sets.
Implementation Details
All experiments are performed by optimizing Eq. 1 using the AdaGrad algorithm [Duchi et al., 2011] , with separate experiments for each of the scoring functions given in Table 1 . We evaluate how prediction performance differs only by redefining the entity vectors e s and e o . For the WV, WWV, PE-WWV, and FeatureSum models each instance of the entity vector e i is replaced with the augmented vector defined in Eqs. 2, 3, 5, and 6, respectively. The word2vec vectors w i in Eq. 6 are obtained from the words in the name of each entity e i . When entity names contain multiple words we take the mean of all word vectors in the name. Any words for which no word2vec vector is known (due to absence in the word2vec training corpus) are ignored.
We observe empirically that after initializing w i in Eq. 6 using word2vec, allowing these vectors to be optimized can improve performance in some cases, while in other cases they are better held constant. After measuring the performance of each option on a set of validation triplets, we chose to hold all w i constant for SE and TRANSR, while for other scoring functions they are optimized.
We measure the link prediction performance of each embedding model using the metrics of mean rank and hits@10. For each test triplet (e s , r p , e o ), we compute the score f (e s , r p , e o ) as well as the score of corrupted triplets f (e s , r p , e o ) for all e o ∈ E. We then measure the rank of the correct triplet among corrupted ones. Similarly, we measure the rank of f (e s , r p , e o ) among corrupted triplets f (e s , r p , e o ) for all e s ∈ E, which serves as another data point. Mean rank (MR) is defined as the mean of all such Model   SE  TRANSE  TRANSR  RESCAL  DISTMULT  HOLE  MR  H@10  MR  H@10  MR  H@10  MR  H@10  MR  H@10  MR ranks, while hits@10 is defined as the fraction of ranks that are less than or equal to 10. Training in all experiments is performed using 200 epochs and a batch size of 1024. The learning rate was selected based on validation performance, resulting in a learning rate of 0.01 for the baseline and FeatureSum experiments and 0.1 for WV, WWV, and PE-WWV. We use an embedding dimensionality of d = 100 and a margin of γ = 1.0 for the ranking loss.
WWV and PE-WWV Results
In this section we evaluate both variants of the weighted word vectors model -WWV and PE-WWV. We compare against the alternative method for incorporating textual data formatted as entity descriptions, namely, the WordVectors model but applied to entity descriptions rather than names. We refer to this model as WV-desc. We also consider the baseline method, named Base, in which entity vectors are simply initialized randomly and optimized with no supplementary text.
The mean rank and hits@10 metrics are given in Table 2 for both datasets. We expect that WWV should perform strictly better than WV-desc considering that WWV is a generalization of WV and can be reduced to the latter by simply setting B jk = 1 in Eq. 2 for every j, k. Indeed, WWV outperforms WV-desc in both mean rank and hits@10 in most cases.
Somewhat surprisingly, the PE-WWV model performs at least as well as WWV and in many cases even better. One might expect that PE-WWV should perform worse because its representational capacity is no greater than that of WWV. WWV can be made equivalent to PE-WWV by setting B jk = exp(P j W T k ), meaning it is theoretically able to perform at least as well. Upon closer investigation we find that PE-WWV tends to learn relatively stronger weights for the top words than WWV, which in turn allows it to create greater variability between entity representations for different relations. Thus it appears that WWV is limited by the optimization algorithm rather than its theoretical properties.
When compared to the baseline, the mean rank improves in most cases, while the hits@10 shows differing results between Wordnet and Freebase. For Wordnet, the baseline performs best on hits@10 compared to any text augmentation method, which suggests that the text in this data set may not be very indicative of the associated entities. For Freebase, however, the descriptions provide significant benefit, improving both mean rank and hits@10 in most cases.
To better understand this behaviour, we examined the Wordnet test triplets that were ranked significantly better by the baseline than WWV-desc. We observe that in many of these cases, related entities are described by completely dissimilar text. For example, one such triplet is (kilobyte, has part, word), for which the Wordnet definitions of the subject and object are "unit information equal bytes" and "word string bits stored computer memory large computers use words bits long" (stopwords omitted). Because these def- Table 5 : Mean rank (MR) and hits at 10 (H@10) for link prediction using unstructured text documents on WN18 and FB15k initions contain no common words, it may appear to the WVdesc model that they are unrelated. In contrast, the Wikipedia summaries of kilobyte and word contain common keywords such as unit, digital, and memory, which may explain why WV-desc performs much better on Freebase.
To further test this hypothesis, we compute the average number of common words between the subject and object descriptions in each triplet. In Wordnet, triplets that are ranked significantly better by Base than by WV-desc contain an average of 0.67 common words, whereas triplets that are ranked significantly better by WV-desc contain an average of 0.89 common words. In comparison, triplets in Freebase contain an average of 20.0 common words. Thus, it appears that the word vectors methods require more detailed entity descriptions than are available in Wordnet.
Qualitative Results
To better understand how the WWV model works we examine which words are assigned the greatest weight for each relation after training. Table 3 lists the top 10 words -extracted from the strongest weights in B i -for several relations r i in Freebase, trained using TransE.
We observe that many of the top words are semantically similar to the relation. For example, the place of birth relation tends to emphasize words that are nationalities, whereas the relation for membership in a musical group emphasizes words regarding musical instruments such as instrument, strings, and drum. This demonstrates that the model functions as our intuition suggests and represents entities by the words that best indicate the relation in question. Note that the associations between words and relations in this table are learned in a fully unsupervised manner given only the text and training triplets.
FeatureSum Results
In this section we compare the FeatureSum model against other methods for incorporating information from an unstructured text corpus. Each method differs in the way the entity vectors are defined. The WV-names model applies the Word-Vectors technique of [Socher et al., 2013] (Eq. 2) where each entity is associated with its name's constituent words. This model also does not use any supplementary textual data, but can improve over the baseline. The WV-names-init model is similar to WV-names but with each w i initialized with the word2vec vector for word w i . This model does incorporate the textual data via the training of the word2vec vectors and is therefore a key reference point for the FeatureSum model.
The results are given in Table 5 for both data sets. Note that these results are not directly comparable to Table 2 because the two sets of experiments use different textual data. Comparisons should be made across rows within the same table.
In doing so, the mean ranks on Wordnet generally indicate that applying WV to the entity names alone already gives a significant improvement, while initialization with word2vec vectors improves the results further, as suggested by [Socher et al., 2013] . For hits@10 the results are mixed, with the WVnames methods showing benefit in some cases but losses in others. More interestingly, in most cases all of these models are outperformed by the proposed FeatureSum method.
Conclusion
This paper discusses two novel methods methods to augment entity embeddings in a knowledge graph with information from textual data. The first method represents entity vectors as a direct function of the words associated with each entity, and is applicable whenever textual data is available in the form of entity descriptions. The second method trains the word2vec algorithm on the text documents and adds the features it learns for entity names to the original entity feature vector. Empirical results show that if the textual data is of sufficiently high quality, then both methods can improve link prediction accuracy on many different embedding models when compared against embeddings with no text and alternative methods for incorporating text.
