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Abstract
In recent years, algebras and modules of differential operators have been extensively studied.
Equivariant quantization and dequantization establish a tight link between invariant operators
connecting modules of differential operators on tensor densities, and module morphisms that con-
nect the corresponding dequantized spaces. In this paper, we investigate dequantized differential
operators as modules over a Lie subalgebra of vector fields that preserve an additional structure.
More precisely, we take an interest in invariant operators between dequantized spaces, viewed as
modules over the Lie subalgebra of infinitesimal contact or projective contact transformations.
The principal symbols of these invariant operators are invariant tensor fields. We first provide
full description of the algebras of such affine-contact- and contact-invariant tensor fields. These
characterizations allow showing that the algebra of projective-contact-invariant operators between
dequantized spaces implemented by the same density weight, is generated by the vertical cotan-
gent lift of the contact form and a generalized contact Hamiltonian. As an application, we prove
a second key-result, which asserts that the Casimir operator of the Lie algebra of infinitesimal
projective contact transformations, is diagonal. Eventually, this upshot entails that invariant op-
erators between spaces induced by different density weights, are made up by a small number of
building bricks that force the parameters of the source and target spaces to verify Diophantine-type
equations.
Key-words: Modules of differential operators, tensor densities, contact geometry, invariant oper-
ators, representation theory of algebras, equivariant quantization and dequantization
MSC: 13N10, 53D10, 16G30
1 Introduction
Equivariant quantization, in the sense of C. Duval, P. Lecomte, and V. Ovsienko, developed as
from 1996, see [LMT96], [LO99], [DLO99], [Lec00], [BM01], [DO01], [BHMP02], [BM06]. This proce-
dure requires equivariance of the quantization map with respect to the action of a finite-dimensional
Lie subgroup G ⊂ Diff(Rn) of the symmetry group Diff(Rn) of configuration space Rn, or, on the
infinitesimal level, with respect to the action of a Lie subalgebra of the Lie algebra of vector fields.
Such quantization maps are well-defined globally on manifolds endowed with a flat G-structure and
lead to invariant star-products, [LO99],[DLO99]. Equivariant quantization has first been studied on
vector spaces, mainly for the projective and conformal groups, then extended in 2001 to arbitrary
manifolds, see [Lec01]. In this setting, equivariance with respect to all arguments and for the action
of the group of all (local) diffeomorphisms of the manifold (i.e. naturality in the sense of I. Kola´rˇ,
P. W. Michor, and J. Slova´k, [KMS93]) has been ensured via quantization maps that depend on (the
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projective class of) a connection. Existence of such natural and projectively invariant quantizations
has been investigated in several works, [Bor02], [MR05], [Han06].
From the very beginning, equivariant quantization and symbol calculus, and classification issues
in Representation Theory of Algebras appeared as dovetailing topics, see [LMT96], [LO99], [Mat99,1],
[BHMP02], [Pon04]. In these works differential operators between sections of vector bundles have
been studied and classified as modules over the Lie algebra of vector fields. Except for [Mat99,2],
the case of differential operators as representations of a subalgebra of vector fields that preserve some
additional structure, was largely uninvestigated. The origin of this paper is the classification problem
of differential operators on a contact manifold between tensor densities of possibly different weights
(in the frame of equivariant quantization it is natural to consider linear differential operators between
densities rather than between functions, as [even mathematical] quantization maps should be valued
in a space of operators acting on a Hilbert or preHilbert space), as modules over the Lie subalgebra of
contact vector fields.
Let us give a rough description of our approach to the preceding multilayer problem. Further details
can be found below. Projectively equivariant quantization establishes a tight connection between the
“quantum level”– classification of differential operators as representations of the algebra of contact
vector fields, and the “classical level”– quest for intertwining operators between the corresponding
modules of symbols over the subalgebra of infinitesimal projective contact transformations. These
morphisms (in the category of modules) have (locally) again symbols and these are tensor fields. The
principal symbol map intertwines the natural actions on morphisms and tensor fields. Hence, the
principal symbol of any “classical” intertwining operator is an invariant tensor field. These invariant
fields can be computed. However, it turns out that the obvious technique that should allow lifting
invariant tensor fields to “classical” module morphisms is not sufficient for our purpose. The Casimir
operator (of the representation of infinitesimal projective contact transformations on symbols) proves
to be an efficient additional tool. Calculation of the Casimir itself requires a noncanonical splitting of
the module of symbols. This decomposition has been elaborated in a separate paper, see [FMP07].
In the present work, we investigate the “classical level” problem, i.e. we study “dequantized”
differential operators between tensor densities as modules over infinitesimal contact transformations.
The paper is self-contained and organized as follows.
In Section 2, we recall essential facts in Contact Geometry, which are relevant to subsequent
sections. We place emphasis on global formulæ, as till very recently most of the results were of local
nature.
Section 3 provides the whole picture related with infinitesimal projective contact transformations.
A good understanding of these upshots is crucial, particularly as regards the calculation, in Section
5, of invariant tensor fields, and in consideration of the computation of the aforementioned Casimir
operator, see Section 7.
Coordinate-free approaches to differential operators, their symbols, and all involved actions are
detailed in Section 4. This material is of importance with respect to the geometric meaning of several
invariant tensor fields constructed later.
In Section 5, we give a full description of the algebra of affine-contact-invariant tensor fields (local
investigation), see Theorem 2, and of the algebra of contact-invariant tensor fields (global result), see
Theorem 3.
A third main upshot, based on the preceding Section, is the assertion that the algebra of projective-
contact-invariant operators between symbol modules “implemented by the same density weight”, is
generated by two basic operators, the vertical cotangent lift of the contact form and a generalized
contact Hamiltonian, both introduced in [FMP07], see Theorem 4, Section 6.
As an application of the aforenoted noncanonical splitting of the module of symbols into submod-
ules, see [FMP07], of Section 3, and of Section 6, we prove in Section 7, that the Casimir operator of
the canonical representation of the Lie subalgebra of infinitesimal projective contact transformations
on the mentioned symbol space, with respect to the Killing form, is diagonal, see Theorem 5.
Eventually, the computation of this Casimir operator—actually a challenge by itself—allows show-
ing that the quest for projective-contact-invariant operators between symbol modules “implemented
by different density weights”, can be put down to the search of a small number of invariant building
blocks between (smaller) eigenspaces, see Section 8. Further, each such brick forces the parameters of
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the source and target symbol modules to verify a Diophantine-type equation.
2 Remarks on Contact Geometry
A contact structure on a manifold M is a co-dimension 1 smooth distribution ξ that is completely
nonintegrable. Such a distribution is locally given by the kernel of a nowhere vanishing 1-form α defined
up to multiplication by a never vanishing function. Since (dα)(X,Y ) = X(α(Y ))−Y (α(X))−α([X,Y ]),
where notations are self-explaining, integrability of ξ, i.e. closeness of sections of ξ under the Lie bracket
of vector fields, would require that dα vanish on vectors in ξ. By complete nonintegrability we mean
that dα is nondegenerate in ξ, for any locally defining 1-form α. It follows that contact manifolds are
necessarily odd-dimensional. Eventually we get the following definition.
Definition 1. A contact manifold M is a manifold of odd dimension 2n+ 1, together with a smooth
distribution ξ of hyperplanes in the tangent bundle of M , such that α ∧ (dα)n is a nevervanishing top
form for any locally defining 1-form α. Distribution ξ is a contact distribution or contact structure
on M . A Pfaffian manifold (A. Lichnerowicz) or coorientable contact manifold is a manifold M with
odd dimension 2n+ 1 endowed with a globally defined differential 1-form α, such that α ∧ (dα)n is a
volume form of M . Form α (which defines of course a contact distribution on M) is called a contact
form on M .
Example 1. Let (p1, . . . , pn, q
1, . . . , qn, t, τ) be canonical coordinates in R2n+2, let i : R2n+1 →֒ R2n+2
be the embedding that identifies R2n+1 with the hyperplane τ = 1 of R2n+2, and let σ be the Liouville
1-form of R2n+2 (which induces the canonical symplectic structure of R2n+2). It is easily checked that
the pullback
α = i∗σ =
1
2
(
n∑
k=1
(pkdq
k − qkdpk)− dt)
of the Liouville form σ by embedding i is a contact form on R2n+1. Any coorientable contact mani-
fold (M,α) can locally be identified with (R2n+1, i∗σ), i.e. Darboux’ theorem holds true for contact
manifolds.
Remark 1. The preceding extraction of a contact structure from a symplectic structure is the shadow
of a tight connection between contact and symplectic manifolds. If (M,α) is a coorientable contact
manifold, if π : M × R → M is the canonical projection, and s a coordinate function in R, the
form ω = d(esπ∗α) is a symplectic form on M × R, which is homogeneous with respect to ∂s, i.e.
L∂sω = ω. This symplectic homogeneous manifold (M × R, ω, ∂s) is known as the symplectization
the initial contact manifold (M,α). Actually, there is a 1-to-1 correspondence between coorientable
contact structures onM and homogeneous symplectic structures onM×R (with vector field ∂s). This
relationship extends from the contact-symplectic to the Jacobi-Poisson setting, see [Lic78], for super-
Poissonization, see [GIMPU04]. A coordinate-free description of symplectization is possible. Consider
a contact manifold (M, ξ), let L ⊂ T ∗M be the line subbundle of the cotangent bundle, made up
by all covectors that vanish on ξ, and denote by L0 the submanifold of L obtained by removing the
0-section. The restriction to L0 of the standard symplectic form of T
∗M endows L0 with a symplectic
structure, see [Arn89, Ovs05]. Eventually, a contact structure on a manifoldM can be viewed as a line
subbundle L of the cotangent bundle T ∗M such that the restriction to L0 of the standard symplec-
tic form on T ∗M is symplectic. Of course, the contact structure is coorientable if and only if L is trivial.
Example 2. Let α = i∗σ be the standard contact form of R2n+1. Set x = (p, q, t, τ) = (x′, τ). The
open half space R2n+2+ = {(x
′, τ) : τ > 0}, endowed with its canonical symplectic structure ω and
the Liouville vector field ∆ = 12E , where E is the usual Euler field, can be viewed as symplectization
of (R2n+1, α). Indeed, R2n+2+ ≃ ∪x′∈R2n+1{x
′} × {τ(x′, 1) : τ > 0} is a line bundle over R2n+1 with
fiber coordinate s = ln τ2. The projection of this bundle reads π : R2n+2+ ∋ (x
′, τ) → τ−1x′ ∈ R2n+1.
Clearly, ω has degree 1 with respect to ∆ and it is easily checked that ω = d(esπ∗α) and ∆ = ∂s.
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In the following, unless otherwise stated, we consider coorientable contact manifolds (or trivial line
bundles).
Definition 2. Let M be a (coorientable) contact manifold. A contact vector field is a vector field X
of M that preserves the contact distribution. In other words, for any fixed contact form α, there is a
function fX ∈ C
∞(M), such that LXα = fXα. We denote by CVect(M) the space of contact vector
fields of M .
It is easily seen that space CVect(M) is a Lie subalgebra of the Lie algebra Vect(M) of all vector
fields of M , but not a C∞(M)-module.
Let us now fix a contact form α on M and view dα as a bundle map dα : TM → T ∗M . It follows
from the nondegeneracy condition that the kernel ker dα is a line bundle and that the tangent bundle
of M is canonically split: TM = kerα⊕ ker dα. Moreover,
Vect(M) = kerα⊕ kerdα, (1)
where α and dα are now viewed as maps between sections. It is clear that there is a unique vector
field E, such that iEdα = 0 and iEα = 1 (normalization condition). This field is called the Reeb vector
field. It is strongly contact in the sense that LEα = 0.
Pfaffian structures, just as symplectic structures, can be described by means of contravariant tensor
fields. These fields are obtained from α and dα via the musical map ♭ : Vect(M) ∋ X → (iXα)α +
iXdα ∈ Ω
1(M), which is a C∞(M)-module isomorphism, see e.g. [LLMP99]. The contravariant
objects in question are the Reeb vector field E = ♭−1(α) ∈ Vect(M) =: X 1(M) and the bivector field
Λ ∈ X 2(M), defined by
Λ(β, γ) = (dα)(♭−1(β), ♭−1(γ)),
β, γ ∈ Ω1(M). They verify [Λ,Λ]SCH = 2E∧Λ and LEΛ = 0, where [., .]SCH is the Schouten-Nijenhuis
bracket. Hence, any (coorientable) contact manifold is a Jacobi manifold.
Let us recall that Jacobi manifolds are precisely manifolds M endowed with a vector field E and a
bivector field Λ that verify the two preceding conditions. The space of functions of a Jacobi manifold
(M,Λ, E) carries a Lie algebra structure, defined by
{h, g} = Λ(dh, dg) + hEg − gEh, (2)
h, g ∈ C∞(M). The Jacobi identity for this bracket is equivalent with the two conditions [Λ,Λ]SCH =
2E ∧ Λ and LEΛ = 0 for Jacobi manifolds (these conditions can also be expressed in terms of the
Nijenhuis-Richardson bracket, see [NR67]). It is well-known that the “Hamiltonian map”
X : C∞(M) ∋ h→ Xh = idhΛ + hE ∈ Vect(M) (3)
is a Lie algebra homomorphism: X{h,g} = [Xh, Xg]. If dimM = 2n + 1 and E ∧ Λ
n is a nowhere
vanishing tensor field, manifold M is coorientably contact. Furthermore, if we fix, in the Pfaffian case,
a contact form α, we get a Lie algebra isomorphism
X : C∞(M) ∋ h→ Xh ∈ CVect(M) (4)
between functions and contact vector fields, see [Arn89]. It follows from the above formulæ that
α(Xh) = h.
The main observation is that Jacobi brackets, see (2), are first order bidifferential operators. This
fact is basic in many recent papers, see e.g. [GM03] (inter alia for an elegant approach to graded
Jacobi cohomology), or [GIMPU04] (for Poisson-Jacobi reduction).
After the above global formulæ and fundamental facts on Contact Geometry, we continue with other
remarks that are of importance for our investigations. The setting is still a (2n+1)-dimensional contact
manifold M with fixed contact form α. Contraction of the equation LXhα = fXhα, h ∈ C
∞(M), with
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the Reeb field E leads to fXh = E(h). If Ω denotes the volume Ω = α∧ (dα)
n, it is clear that, for any
contact vector field X , we have LXΩ = (n+ 1)fX Ω. Hence,
divΩX = (n+ 1)fX , ∀X ∈ CVect(M), (5)
and divΩXh = (n+ 1)E(h), for any h ∈ C
∞(M). It follows that for all h, g ∈ C∞(M),
{h, g} = Xh(g)− gE(h) = Xh(g)−
1
n+ 1
g divΩXh = LXh g˜, (6)
where g˜ is function g viewed as tensor density of weight −1/(n+ 1). Tensor densities will be essential
below. For details on densities, we refer the reader to [FMP07]. The afore-depicted Lie algebra iso-
morphism X between functions and contact vector fields, is also a CVect(M)-module isomorphism, if
we substitute the space F −1
n+1
(M) of tensor densities of weight −1/(n+1) for the space of functions (of
course, the contact action is LXh˜ g˜ = {h˜, g˜} on densities, and it is the adjoint action on contact fields).
Note that this distinction between functions and densities is necessary only if the module structure is
concerned.
We now come back to splitting (1). If we denote by TVect(M) the space of tangent vector fields,
i.e. the space kerα of those vector fields of M that are tangent to the contact distribution, this
decomposition also reads
Vect(M) = TVect(M)⊕ C∞(M)E.
As abovementioned, our final goal is the solution of the multilayer classification problem of differential
operators between tensor densities on a contact manifold, as modules over the Lie algebra of contact
vector fields. This question naturally leads to the quest for a splitting of some CVect(M)-modules
or sp(2n+2)-modules of symbols, see below, and in particular of the module Vect(M) itself. Space
TVect(M), which is of course not a Lie algebra, is a C∞(M)-module and a CVect(M)-module. The
last upshot follows directly from formula i[X,Y ] = [LX , iY ], X,Y ∈ Vect(M). The second factor
C∞(M)E however, is visibly not a CVect(M)-module (for instance [E,Xh] = [X1, Xh] = XE(h) =
id(E(h))Λ + E(h)E). In [Ovs05], V. Ovsienko proved the noncanonical decomposition
Vect(M) ≃ TVect(M)⊕ CVect(M) (7)
of Vect(M) into a direct sum of CVect(M)-modules. An extension of this decomposition, see [FMP07],
will be exploited below.
3 Infinitesimal projective contact transformations
Let us first recall that the symplectic algebra sp(2n,C) is the Lie subalgebra of gl(2n,C) made up
by those matrices S that verify JS + S˜J = 0, where J is the symplectic unit. This condition exactly
means that the symplectic form defined by J is invariant under the action of S. Since
sp(2n,C) =
{(
A B
C D
)
: A,B,C,D ∈ gl(n,C), B˜ = B, C˜ = C,D = −A˜
}
,
it is obvious that
ǫj⊗ei+n+ǫ
i⊗ej+n (i ≤ j ≤ n), −ǫ
j+n⊗ei−ǫ
i+n⊗ej (i ≤ j ≤ n), −ǫ
j⊗ei+ǫ
i+n⊗ej+n (i, j ≤ n), (8)
is a basis of sp(2n,C). As usual, we denote by (e1, . . . , e2n) the canonical basis of C
2n and by
(ǫ1, . . . , ǫ2n) its dual basis.
Observe now that the Jacobi (or [first] Lagrange) bracket on a contact manifold (M,α) can be built
out of contact form α, see Equation (2), or—in view of the aforementioned 1-to-1 correspondence—out
of the homogeneous symplectic structure of the symplectization. In the following, we briefly recall the
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construction via symplectization, see [Mat99,2], of the Lagrange bracket, contact vector fields, and
the Lie algebra isomorphism X : C∞(M) → CVect(M). We then use isomorphism X to depict Lie
subalgebras of contact fields, which play a central role in this work. As part of our construction is
purely local, we confine ourselves to the Euclidean setting.
Take contact manifold (R2n+1, α), α = i∗σ, and its symplectization (π : R2n+2+ → R
2n+1, ω,∆), see
Example 2. Let Hλ = Hλ(R2n+2+ ) = {H ∈ C
∞(R2n+2+ ) : ∆H = λH} be the space of homogeneous
functions of degree λ. Since ω has degree 1, its contravariant counterpart Π has degree −1, and the
corresponding Poisson bracket verifies {Hλ,Hµ}Π ⊂ H
λ+µ−1. In particular, H1 is a Lie subalgebra.
If XH = {H, .}Π is the Hamiltonian vector field of a function H ∈ H
1, we have [∆,XH ] = 0. Hence,
XH is projectable, i.e. π∗XH is well-defined. As XH is a symplectic vector field, π∗XH is a contact field.
The correspondence π∗ ◦ X : H
1(R2n+2+ ) → CVect(R
2n+1) is obviously a Lie algebra homomorphism.
Remark now that a homogeneous function is known on the entire fiber π−1(x′) = τ(x′, 1) if it is
specified on the point (x′, 1). Hence, homogeneous functions are in fact functions on the base. The
correspondence is (for functions of degree 1) of course
χ : H1(R2n+2+ ) ∋ H → h ∈ C
∞(R2n+1), (9)
with h(x′) = H(x′, 1) and H(x′, τ) = τ2H(τ−1x′, 1) = τ2h(π(x′, τ)) (note that ∆ = 12E). As every
contact vector field is characterized by a unique base function h ∈ C∞(R2n+1), see Equation (4),
hence by a unique homogeneous function H ∈ H1(R2n+2+ ), morphism π∗ ◦ X is actually a Lie algebra
isomorphism.
Map χ is a vector space isomorphism that allows to push the Poisson bracket {., .}Π to the base.
The resultant bracket {h, g} = χ{χ−1h, χ−1g}Π is the Lagrange bracket. Eventually, χ is a Lie algebra
isomorphism.
H1(R2n+2+ )
✁
✁
✁
✁
✁
✁☛
❆
❆
❆
❆
❆
❆❯
C∞(R2n+1)
χ π∗ ◦ X
✲
X
CVect(R2n+1)
It is now easily checked that “contact Hamiltonian isomorphism” X is, for any h ∈ C∞(R2n+1),
given by
Xh = π∗Xχ−1h =
∑
k
(∂pkh∂qk − ∂qkh∂pk) + Esh∂t − ∂thEs − 2h∂t, (10)
where (p1, . . . , pn, q
1, . . . , qn, t) = (p, q, t) = x′ are canonical coordinates in R2n+1 and where Es =∑
k(pk∂pk + q
k∂qk) is the spatial Euler field. When comparing this upshot with Equations (3) and (2),
we get the explicit local form of the Lagrange bracket.
We now depict the aforementioned Lie subalgebras of contact vector fields as algebras of contact
Hamiltonian vector fields of Lie subalgebras of functions. The algebra of Hamiltonian vector fields of the
Lie subalgebra Pol(R2n+1) ⊂ C∞(R2n+1) of polynomial functions is the Lie subalgebra CVect∗(R2n+1)
of polynomial contact vector fields, i.e. contact vector fields with polynomial coefficients. The space
of polynomials admits the decomposition Pol(R2n+1) = ⊕r∈N ⊕
r
k=0 P
rk, where Prk is the space of
polynomials tkPr−k(p, q) of homogeneous total degree r that have homogeneous degree k in t. The Lie
subalgebra
Pol≤2(R2n+1) = ⊕r≤2 ⊕
r
k=0 P
rk,
which corresponds via χ−1 to the Lie subalgebra
Pol2(R2n+2+ ) ⊂ H
1(R2n+2+ ),
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deserves particular attention (note that if we set g−2 = P
00, g−1 = P
10, g0 = P
11⊕P20, g1 = P
21, and
g2 = P
22, we obtain a grading of Pol≤2(R2n+1) that is compatible with the Lie bracket [when read on
the symplectic level, this new grading means that we assign the degree −1 to coordinate τ , degree 1
to t, and degree 0 to any other coordinate]).
Remember now the Lie algebra isomorphism J : gl(m,R) ∋ A → Aijx
j∂xi ∈ Vect
0(Rm) between
the algebras of matrices and of linear vector fields (shifted degree). The inverse of this isomorphism
is the Jacobian map J−1 : Vect0(Rm) ∋ X → ∂xX ∈ gl(m,R). The Lie subalgebra Pol
2(R2n) = P20
is mapped by Lie algebra isomorphism X (remark that on the considered subalgebra X = X and
{., .} = {., .}Π) onto a Lie subalgebra of CVect(R
2n+1) and of Vect0(R2n), which in turn corresponds
through Lie algebra isomorphism J−1 to a Lie subalgebra of gl(2n,R). A simple computation shows
that the natural basis
pipj (i ≤ j ≤ n), q
iqj (i ≤ j ≤ n), pjq
i (i, j ≤ n) (11)
of Pol2(R2n) is transformed by morphism J−1 ◦ X into the above described basis of sp(2n,R), see
Equation (8). It is now clear that J−1 ◦ X is a Lie algebra isomorphism between (Pol2(R2n), {., .}Π)
and (sp(2n,R), [., .]◦), where [., .]◦ is the commutator. We denote by sp2n the Lie subalgebra of contact
vector fields isomorphic to Pol2(R2n) ≃ sp(2n,R).
Eventually, we have the following diagram of Lie algebra isomorphisms:
Pol2(R2n+2+ )
❄
❍❍❍❍❍❍❍❍❍❍❍❍❥
Pol≤2(R2n+1)
χ π∗ ◦ X
✲
❄
✲J
−1 ◦ X
X
sp2n+2
sp(2n+ 2,R)
It is obvious that the right bottom algebra is a Lie subalgebra of contact vector fields that is isomorphic
with sp(2n+2,R): hence the notation. The right vertical arrow refers to the embedding of sp(2n+2,R)
into CVect(R2n+1) that can be realized just as the projective embedding of sl(m+1,R) into Vect(Rm).
More precisely, the linear symplectic group SP(2n+2,R) naturally acts on R2n+2 by linear symplecto-
morphisms. The projection ρ(S)(x′) := π(S.(x′, 1)), S ∈ SP(2n+ 2,R), x′ ∈ R2n+1, of this action “.”
induces a “local” action on R2n+1. The tangent action to projection ρ is a Lie algebra homomorphism
that maps the symplectic algebra sp(2n + 2,R) into contact vector fields CVect(R2n+1). We refer to
the Lie subalgebra generated by the fundamental vector fields associated with this infinitesimal action
as the algebra of infinitesimal projective contact transformations. This algebra sp2n+2 is a maximal
proper Lie subalgebra of CVect∗(R2n+1) (just as the projective embedding slm+1 of sl(m + 1,R) is
a maximal proper Lie subalgebra of Vect∗(Rm)). Over a Darboux chart, any (2n + 1)-dimensional
contact manifold can be identified with (R2n+1, i∗σ). It is therefore natural to consider sp2n+2 as a
subalgebra of vector fields over the chart.
Eventually, a basis of sp2n+2 can be deduced via isomorphism X from the canonical basis of
Pol≤2(R2n+1) = ⊕r≤2 ⊕
r
k=0 P
rk.
Using Equation (10), we immediately verify that the contact Hamiltonian vector fields of 1 ∈ P00 and
pi, q
i ∈ P10 are
X1 = −2∂t = E,Xpi = ∂qi − pi∂t, Xqi = −∂pi − q
i∂t. (12)
These fields generate a Lie algebra h˜n,1 that is isomorphic to the Heisenberg algebra hn. Let us recall
that the Heisenberg algebra hn is a nilpotent Lie algebra with basis vectors (a1, . . . , an, b1, . . . , bn, c)
that verify the commutation relations
[ai, bj] = δijc, [ai, aj ] = [bi, bj] = [ai, c] = [bi, c] = 0.
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Similarly the Hamiltonian vector field of t ∈ P11 is the modified Euler field
Xt = −Es − 2t∂t, (13)
and the Hamiltonian vector fields of pipj, q
iqj , pjq
i ∈ P20 are
Xpipj = pj∂qi + pi∂qj (i ≤ j ≤ n), Xqiqj = −q
j∂pi − q
i∂pj (i ≤ j ≤ n), Xpjqi = q
i∂qj − pj∂pi (i, j ≤ n).
(14)
These fields form the basis of sp2n that corresponds via J to the basis of sp(2n,R) specified in Equation
(8). Finally, pit, q
it ∈ P21, and t2 ∈ P22 induce the fields
Xpit = t(∂qi −pi∂t)−piEs = t∂qi −piE , Xqit = t(−∂pi− q
i∂t)− q
iEs = −t∂pi− q
iE , Xt2 = −2tE . (15)
Again these fields generate a Lie algebra h˜n,2 that is a model of the Heisenberg algebra hn.
Observe also that the contact Hamiltonian vector field of a member of Prk (r ≥ 3) is a polyno-
mial contact field of degree r. Finally, the algebra h˜n,1 ⊕ RXt ⊕ sp2n is the algebra AVect(R
2n+1) ∩
CVect(R2n+1) of affine contact vector fields.
4 Differential operators, symbols, actions, tensor densities
Let π : E →M and τ : F →M be two (finite rank) vector bundles over a (smooth m-dimensional)
manifold M .
We denote by Dk(E,F ), k ∈ N, the space of kth order linear differential operators between the
spaces Γ∞(E) and Γ∞(F ) of smooth global sections of E and F (in the following we simply write
Γ(E) or Γ(F )), i.e. the space of the linear maps D ∈ HomR(Γ(E),Γ(F )) that factor through the kth
jet bundle JkE (i.e. for which there is a bundle map D˜ : JkE → F , such that D = D˜ ◦ i0, where
i0 : E → JkE is the canonical injection and where the RHS is viewed as a map between sections). It
is obvious that 0 – order differential operators are just the sections Γ(Hom(E,F)) ≃ Γ(E∗ ⊗ F ) and
that the space D(E,F ) = ∪kDk(E,F ) of all linear differential operators between E and F (or better
between Γ(E) and Γ(F )) is filtered by the order of differentiation.
The kth order principal symbol σk(D) of an operator D ∈ Dk(E,F ) is the map D˜ ◦ i
k, where ik
denotes the canonical injection ik : SkT ∗M ⊗ E → JkE. Actually, this compound map is a bundle
morphism σk(D) : S
kT ∗M ⊗ E → F , or, equivalently, a section σk(D) ∈ Γ(S
kTM ⊗ E∗ ⊗ F ). In the
following, we call symbol space (associated with D(E,F )), and denote by S(E,F ), the graded space
S(E,F ) = ⊕kS
k(E,F ), where Sk(E,F ) := Γ(SkTM ⊗E∗⊗F ). Since σk : Dk(E,F )→ S
k(E,F ) is a
linear surjection, it induces a vector space isomorphism between the graded space associated with the
filtered space D(E,F ) and the graded space S(E,F ).
Roughly spoken, an equivariant or natural quantization is a vector space isomorphism Q :
S(E,F )→ D(E,F ) that verifies some normalization condition and intertwines the actions on S(E,F )
and D(E,F ) of some symmetry group G of base manifoldM . However, in order to define such actions,
the action φM of G on M should lift to E (and F ) as an action φE (resp. φF ) of G by vector bundle
maps φEg : E → E, g ∈ G, over the corresponding maps φ
M
g : M → M . Actually, the action φ
Γ(E) of
G on Γ(E) can then be defined by
(φΓ(E)g s)x := φ
E
g−1sφMg (x),
g ∈ G, s ∈ Γ(E), x ∈M , and the action φD of G on D(E,F ) is
φDg D := φ
Γ(F )
g ◦D ◦ φ
Γ(E)
g−1 ,
for any g ∈ G,D ∈ D(E,F ). Eventually, there is also a canonical action φS on symbols. Indeed, for
any g ∈ G, P ∈ Sk(E,F ) = Γ(SkTM ⊗ E∗ ⊗ F ), x ∈M , e ∈ Ex, it suffices to set
(φSg P )x(e) := (S
kTφMg−1 ⊗ φ
F
g−1 )PφMg (x)(φ
E
g e).
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The appropriate setting for such investigations is the framework of natural functors (for all questions
related with natural functors and natural operations, we refer the reader to [KMS93], for a functorial
approach to natural quantization, see [Bor02]). Indeed, let F and F′ be two natural vector bundle
functors and consider differential operators and symbols between the vector bundles E = FM and
F = F′M over an m-dimensional smooth manifold M . If now φMg :M →M is a local diffeomorphism,
then φEg = Fφ
M
g : FM → FM (resp. φ
F
g = F
′φMg ) is a vector bundle map over φ
M
g . Hence, actions
on the base lift canonically and actions of the group Diff(M) of local diffeomorphisms of M (and
of the algebra Vect(M) of vector fields of M) can be defined (as detailed above) on sections Γ(FM)
and Γ(F′M), as well as on differential operators D(FM,F′M) and symbols S(FM,F′M) between these
spaces of sections.
Remember now that there is a 1-to-1 correspondence between representations of the jet group Grm
on vector spaces V and natural vector bundle functors F of order r on the category of m-dimensional
smooth manifolds M , see [KMS93, Proposition 14.8]. The objects of such a functor are the vector
bundles FM = P rM ×Grm V associated with the rth order frame bundles P
rM . So the canonical
representation of G1m = GL(m,R) on the (rank 1) vector spaces ∆
λRm (λ ∈ R) of λ-densities on Rm
induces a 1-parameter family of natural 1st order vector bundle functors Fλ. Hence, we get Diff(M)-
and Vect(M)-actions on sections of the (trivial) line bundles
FλM = P
1M ×GL(m,R) ∆
λRm = ∆λTM
of λ-densities of M , i.e. on tensor densities Fλ(M) := Γ(FλM) of order λ of M . As aforementioned
these actions generate actions on differential operators Dλµ(M) := D(FλM,FµM) between tensor
densities of weights λ and µ, and on the corresponding symbols Sδ(M) := S(FλM,FµM) = Γ(STM ⊗
F∗λM ⊗ FµM) = Γ(STM ⊗ FδM), where δ = µ− λ.
Primarily the local forms of these actions are well-known. Below, we focus on the algebra actions
rather than on the group actions. Let us recall that triviality of the line bundles FλM has been proven
via construction of a nowhere vanishing section ρ0 of F1M = ∆
1TM that has at each point only strictly
positive values. If the considered manifold M is orientable, we can set ρ0 =|Ω |, where Ω is a volume
of M . Let us choose such a trivialization ρ0. The correspondences τ
λ
0 : C
∞(M) ∋ f → fρλ0 ∈ Fλ(M)
are then vector space isomorphisms and the actions Lλ of vector fields on the spaces Fλ(M) are, for
any X ∈ Vect(M) and any f ∈ C∞(M), given by
LλX(fρ
λ
0 ) = (X(f) + λf divρ0 X)ρ
λ
0 .
Furthermore, for any X ∈ Vect(M), D ∈ Dλµ(M), and P ∈ Sδ(M), we have
LXD = L
µ
X ◦D −D ◦ L
λ
X ,
and
LXP = X
♯(P ) + δP divρ0 X, (16)
where X♯ denotes the cotangent lift of X and where we have omitted in the LHS the dependance of
the actions on λ, µ, and on δ, respectively.
5 Invariant tensor fields
Consider a (2n + 1)-dimensional smooth Hausdorff second countable (coorientable) contact man-
ifold (M,α). Let us recall that this work is originated from the classification problem of the spaces
(Dλµ(M),L) as modules over the Lie algebra CVect(M) of contact vector fields. A first approxi-
mation is the computation of the intertwining operators T between the corresponding CVect(M)-
modules (Sδ(M), L). Note that locally these symbol spaces are also modules over the Lie subalgebra
sp2n+2 ⊂ CVect(M). If such a module morphism
T : Sℓδ(M) = Γ(S
ℓTM ⊗ FδM)→ S
m
ε (M) = Γ(S
mTM ⊗ FεM)
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is a kth order differential operator, its principal symbol σk(T ) ∈ Γ(S
kTM⊗SmTM⊗SℓT ∗M ⊗FνM),
ν = ε − δ, is (roughly spoken) again invariant, see below. Hence, the quest for tensor fields in the
preceding symbol space
Skmℓ;ν (M) := Γ(S
kTM ⊗ SmTM ⊗ SℓT ∗M ⊗ FνM), (17)
k,m, ℓ ∈ N, ν ∈ R, which are CVect(M)- and, locally, sp2n+2-invariant for the canonical action.
5.1 CVect(M)- and sp
2n+2-invariants
In the following, we need a result on Taylor expansions. If f ∈ C∞(Rm) and x0 ∈ R
m, we denote
by tkx0(f) the kth order Taylor expansion of f at x0. We use the same notation for Taylor expansions
of vector fields.
Proposition 1. For every f ∈ C∞(R2n+1) and x0 ∈ R
2n+1, we have
t1x0(Xf ) = t
1
x0(Xt2x0 (f)
).
Proof. First note that, in any coordinate system (x1, . . . , x2n+1), if E = xi∂xi is the Euler field, one
has, for all k ≥ 1, {
∂xi ◦ t
k
x0 = t
k−1
x0 ◦ ∂xi ,
(E − k id) ◦ tkx0 = t
k−1
x0 ◦ (E − k id).
This allows to show that
t1x0(Xf ) = Xt2x0(f)
+ [t1x0(∂x2n+1f)− (∂x2n+1f)(x0)][E − Ex0 ].
The result follows, since the last term of the RHS and its partial derivatives vanish at x0.
It is clear that the spaces Γ(⊗pqTM⊗FνM) are again representations of the Lie algebra CVect(M).
Theorem 1. Let M be a (coorientable) contact manifold of dimension 2n + 1. A tensor field u ∈
Γ(⊗pqTM⊗FνM) is CVect(M)-invariant if and only if, over any Darboux chart, u is sp2n+2-invariant.
Proof. The Lie derivative
L : Vect(M)× Γ(⊗pqTM ⊗ FνM)→ Γ(⊗
p
qTM ⊗ FνM) : (X,u)→ LXu
is a differential operator that has order 1 in the first argument. In other words, the value (LXu)x0 ,
x0 ∈ M , only depends on the first jet j
1
x0(X) of X at x0. Hence, the result follows from Proposition
1.
5.2 Particular invariants
We continue to work on a (2n+1)-dimensional coorientable contact manifold (M,α) endowed with
a fixed contact form, and describe basic contact invariant or locally affine contact invariant tensor
fields in S(M) := ⊕kmℓνS
km
ℓ;ν (M), see Equation (17). Observe that locally we can view the elements
of Skmℓ;ν (M) as polynomials of homogeneous degrees k, m, and ℓ in fiber variables ξ, η, and Y , with
coefficients in Fν(M).
1. The identity endomorphism u ∈ Γ(TM ⊗ T ∗M) of TM can be viewed as a Vect(M)-invariant
element u1 ∈ S
10
1;0(M) and as a Vect(M)-invariant element u2 ∈ S
01
1;0(M). Locally, these two
invariant tensor fields read u1 : (ξ, η, Y )→ 〈Y, ξ〉 and u2 : (ξ, η, Y )→ 〈Y, η〉, where 〈., .〉 denotes
the contraction.
2. Contact form α induces a CVect(M)-invariant tensor field
u3 = α ⊗ |Ω|
−I ∈ S001;− I(M),
Ω = α ∧ (dα)n, I = 1n+1 . Invariance of u3 with respect to the action of contact fields is a direct
consequence of Equation (5). The local form of u3 is u3 : (ξ, η, Y )→ α(Y )|Ω|
− I.
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3. The next invariant tensor field is implemented by the Lagrange bracket. Let us first mention that
our construction of the Lagrange bracket on (R2n+1, i∗σ), as pullback of the Poisson bracket of the
symplectization of this contact structure, can be generalized to an arbitrary contact manifoldM ,
see [OR92, Section 10.2, Corollary 2]: the Poisson bracket on the symplectization of M defines
a bracket {., .}, called Lagrange bracket, on the space F− I(M) = Γ(F− IM) of (− I)-tensor
densities of M . This bracket is a first order bidifferential operator between F− I(M)× F− I(M)
and F− I(M). Its principal symbol is defined just along the same lines than the principal symbol
of a differential operator, see Section 4. Hence, this symbol σ11({., .}) is a tensor field
L1 := σ11({., .}) ∈ Γ(TM ⊗ TM ⊗ FIM) = S
11
0;I(M).
It is a basic fact in equivariant quantization that the principal symbol of a (multi)differential
operator between tensor densities intertwines the actions L and L of vector fields on symbols and
operators (a short computation in local coordinates also allows to assure oneself of this fact).
CVect(M)-invariance of L1 then follows from contact invariance of {., .} that in turn is nothing
but a reformulation of the Jacobi identity, see Equation (6). The local polynomial form of L1
follows from Equation (10): L1 : (ξ, η, Y ) → (
∑
k(ξpkηqk − ξqkηpk) + ηt〈Es, ξs〉 − ξt〈Es, ηs〉)|Ω|
I,
where βs = β − βtdt, for any one form β.
4. Eventually, the Reeb vector field E also induces an invariant tensor field u = E⊗ |Ω|I ∈ Γ(TM ⊗
FIM), which can be viewed as an element u4 ∈ S
10
0;I(M) and as an element u5 ∈ S
01
0;I(M). Since
[Xf , E] = −id(E(f))Λ − E(f)E (confer end Section 2), it is easily seen that fields u4 and u5 are
not contact invariant, but only (locally) affine contact invariant (confer end Section 3). They
(locally) read u4 : (ξ, η, Y )→ −2ξt|Ω|
I and u5 : (ξ, η, Y )→ −2ηt|Ω|
I.
5.3 Classifications
In this subsection we classify affine contact invariant and contact invariant tensor fields.
Theorem 2. The polynomials ui, i ∈ {1, . . . , 5}, and L1 generate the algebra of AVect(R
2n+1) ∩
CVect(R2n+1)-invariant polynomials in S(R2n+1).
Proof. In the following we refer to the algebra of invariant polynomials generated by u1, . . . , u5, and
L1 as the space of classical invariant polynomials. In order to show that there are no other invariants,
we prove that the dimensions of the subspace S1 of classical invariant polynomials in S
km
ℓ;ν (R
2n+1) and
of the subspace S2 of all invariant polynomials inside S
km
ℓ;ν (R
2n+1) coincide, for any fixed (k,m, ℓ, ν).
Since the polynomials
ua1 u
b
2 u
c
3 u
d
4 u
e
5 L
f
1 ∈ S
a+d+f,b+e+f
a+b+c;I(d+e+f−c)(R
2n+1)
are independent and belong to Skmℓ;ν (R
2n+1) if and only if (a, b, c, d, e, f) ∈ N6 is a solution of
(S1) :


a+ d+ f = k
b+ e+ f = m
a+ b+ c = ℓ
d+ e+ f − c = (n+ 1)ν
,
the dimension of S1 is exactly the number (which is clearly finite) of solutions in N
6 of system (S1). (⋆)
Let now Q ∈ Skmℓ;ν (R
2n+1) be an arbitrary invariant polynomial and set
Q(ξ, η, Y ) =
k∑
i=0
m∑
j=0
ℓ∑
r=0
ξitη
j
t (Y
t)rQi,j,r(ξs, ηs, Ys),
where polynomial Qi,j,r is homogeneous of degree (k − i,m− j, ℓ− r). The degree defined by
Deg(ξitη
j
t (Y
t)rQi,j,r(ξs, ηs, Ys)) := i+ j − r
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will be basic in our investigation. Let us recall that the obvious extension of action (16) to Skmℓ;ν (R
2n+1)
reads, for all vector fields X ∈ Vect(R2n+1),
LXQ = X(Q)− ∂jX
iηi∂ηjQ− ∂jX
iξi∂ξjQ+ ∂jX
iY j∂Y iQ+ ν∂iX
iQ, (18)
where ∂k denotes the derivative with respect to the kth coordinate of R
2n+1. It is easily checked that
the invariance conditions with respect to the contact Hamiltonian vector fields X1, Xpa , Xqa , and Xt
(a ∈ {1, . . . , n}), see Section 3, read

∂tQi,j,r = 0
∂paQi,j,r − ∂ξqaQi−1,j,r − ∂ηqaQi,j−1,r + (r + 1)Y
qaQi,j,r+1 = 0
∂qaQi,j,r + ∂ξpaQi−1,j,r + ∂ηpaQi,j−1,r − (r + 1)Y
paQi,j,r+1 = 0
Es(Qi,j,r)− [(k +m− ℓ) + (i+ j − r)− 2(n+ 1)ν]Qi,j,r = 0
.
Let d0 be the lowest degree Deg in Q. If Qi,j,r is part of a term of degree d0, the first three equations
of the above system imply that Qi,j,r has constant coefficients. The fourth equation entails that
d0 = 2(n + 1)ν − (k +m − ℓ). An easy induction shows that all polynomials Qi,j,r have polynomial
coefficients and that they are completely determined by the lowest degree terms. So, the dimension of
the space S2 of invariant polynomials in S
km
ℓ;ν (R
2n+1) is at most the dimension of the space of lowest
degree terms. (⋆⋆)
We now take a closer look at these lowest degree terms∑
i+j−r=d0
ξitη
j
t (Y
t)rQi,j,r(ξs, ηs, Ys), (19)
where the polynomials Qi,j,r have constant coefficients, and use the invariance conditions with respect
to the algebra sp2n. Observe first that the Lie derivatives in the direction of the fields of this algebra
preserve the degree Deg. Indeed, for any field X of the basis of sp2n, see Section 3, the derivatives
∂jX
i vanish for Xt and for ∂t. Hence, every polynomial Qi,j,r in (19) must be sp2n-invariant. As these
polynomials have constant coefficients and the considered vector fields have vanishing divergence, this
means that any Qi,j,r in (19) is invariant for the canonical sp(2n,R)-action. When applying a classical
result of Weyl, [Wey46], we conclude that each polynomial Qi,j,r in (19) is a polynomial in the variables
〈Ys, ξs〉, 〈Ys, ηs〉, and Π(ξs, ηs), where Π =
∑
a
∂pa ∧∂qa . Eventually, the lowest degree terms of Q read∑
i,j,r,α,β,γ∈N
cijrαβγ ξ
i
tη
j
t (Y
t)r〈Ys, ξs〉
α〈Ys, ηs〉
βΠ(ξs, ηs)
γ ,
where cijrαβγ ∈ R and where (i, j, r, α, β, γ) ∈ N
6 is a solution of the system
(S2) :


α+ γ = k − i
β + γ = m− j
α+ β = ℓ− r
i+ j − r = 2(n+ 1)ν − (k +m− ℓ)
.
This system implies in particular that (n + 1)ν = k + m − ℓ − γ is an integer. It is easily checked
that system (S2) is equivalent to system (S1). When taking into account upshots (⋆) and (⋆⋆), we
finally see that the dimension of the space S2 of all invariant polynomials in S
km
ℓ;ν (R
2n+1) is at most
the dimension of the space S1 of classical invariant polynomials in S
km
ℓ;ν (R
2n+1).
As a corollary, we get the following
Theorem 3. For every (coorientable) contact manifold M , the fields u1, u2, u3, and L1 generate the
algebra of CVect(M)-invariant fields in S(M).
Proof. Any CVect(M)-invariant field in Skmℓ;ν (M) is over every Darboux chart an sp2n+2-invariant
polynomial, Theorem 1. Hence, due to Theorem 2, it reads as a linear combination of polynomials
ua1u
b
2u
c
3u
d
4u
e
5L
f
1 . Invariance with respect to the second Heisenberg algebra h˜n,2, see Section 3, allows to
satisfy oneself that d = e = 0. Computations are straightforward (but tedious) and will not be given
here.
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6 Invariant operators between symbol modules implemented
by the same density weight
We now use Theorem 3 concerning contact-invariant tensor fields to classify specific “classical”
module morphisms, i.e. intertwining operators between sp2n+2-modules of symbols induced by the
same density weight, see below.
We first recall the definition of two invariant operators that were basic in [FMP07].
Let (M,α) be a Pfaffian manifold. In the following, we denote the CVect(M)-invariant tensor field
u3 = α⊗ |Ω|
− I ∈ S001;− I(M) = Γ(T
∗M ⊗ F− IM) simply by α (if more precise notation is not required
in order to guard against confusion). Contact form α can then be viewed as a contraction operator
iα : S
k
δ (M)→ S
k−1
δ−I (M),
where Skδ (M) = Γ(S
kTM ⊗FδM). Due to invariance of α, the vertical cotangent lift iα of α is clearly
a CVect(M)-intertwining operator.
We also extend the contact Hamiltonian operator, see Equation (10), to the spaces Skδ (R
2n+1) of
symmetric contravariant density valued tensor fields over R2n+1. This generalized Hamiltonian
X : Skδ (R
2n+1)→ Sk+1δ+I (R
2n+1)
maps S = S(ξ) to
X(S) = X(S)(ξ) =
∑
j
(ξqj∂pj − ξpj∂qj )S(ξ) + ξtEsS(ξ)− 〈Es, ξs〉∂tS(ξ) + a(k, δ)ξtS(ξ), (20)
where a(k, δ) = 2(n+ 1)δ − k. If k = 0, operator X obviously coincides with the map
X : S0δ (M) ∋ f → σ1({f, .}) ∈ S
1
δ+I(M),
where {., .} is the Lagrange bracket and where {f, .} : S00 (M) ∋ g → {f, g} ∈ S
0
δ+I(M). In [FMP07],
we proved the following
Proposition 2. Operator X : Skδ (R
2n+1)→ Sk+1δ+I (R
2n+1) intertwines the sp2n+2-action and does not
commute with the CVect(R2n+1)-action, unless k = 0.
Since the operators iα and X modify the density weight of their arguments, we introduce the space
Rδ = ⊕k∈NR
k
δ := ⊕k∈NS
k
δ+ k
n+1
(R2n+1).
Theorem 4. The algebra of sp2n+2-invariant ( differential ) operators from Rδ into Rδ is generated
by iα and X. More precisely, the space of sp2n+2- invariant operators from R
ℓ
δ into R
k
δ is spanned by
{Xm ◦ iℓ+m−kα : sup(0, k − ℓ) ≤ m ≤ k}.
Proof. In order to simplify notations, we set M := R2n+1. Let I be an sp2n+2-invariant differential
operator, say of order m, from Rℓδ into R
k
δ . The principal symbol σm(I) of I is an invariant tensor
field in
Γ(SmTM⊗Hom(SℓTM⊗Fδ+ ℓ
n+1
M,SkTM⊗Fδ+ k
n+1
M)) ≃ Γ(SkTM ⊗SmTM⊗SℓT ∗M ⊗F k−ℓ
n+1
M),
see Remark 2 below. In view of Theorem 1 and Theorem 3, we then have
σm(I) =
∑
a,b,c,d∈N
Cabcd u
a
1u
b
2u
c
3L
d
1 (Cabcd ∈ R),
where a, b, c, and d are subject to the conditions

a+ d = k
b+ d = m
a+ b+ c = ℓ
d− c = k − ℓ
.
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This system has a unique solution a = k−m, b = 0, c = ℓ+m−k, and d = m, with sup(0, k−ℓ) ≤ m ≤ k.
Hence,
σm(I)(η, ξ;Y
ℓ) = C uk−m1 u
ℓ+m−k
3 L
m
1 (C ∈ R),
where we used conventional notations of affine symbol calculus, see Remark 2 below.
Observe now that operator Xm ◦ iℓ+m−kα : R
ℓ
δ → R
k
δ is an sp2n+2-invariant differential operator of
order m (since X has order 1 and iα has order 0). Thus its principal symbol reads
σm(X
m ◦ iℓ+m−kα )(η, ξ;Y
ℓ) = C0 u
k−m
1 u
ℓ+m−k
3 L
m
1 (C0 ∈ R0).
It follows that the operator I− CC0X
m◦ iℓ+m−kα : R
ℓ
δ → R
k
δ is sp2n+2-invariant and of order ≤ m−1.
An easy induction on the order of differentiation then yields the result.
Remark 2. a. Let us mention that operator Xm is tightly related with the mth order Lagrange
bracket. This observation will be further developed in a subsequent work.
b. Although it is a known result in equivariant quantization, commutativity—for differential oper-
ators between symmetric contravariant density valued tensor fields—of the principal symbol and the
canonical actions of vector fields might not be obvious for all the readers. Beyond computations in
local coordinates, affine symbol calculus allows to elegantly make sure of the validity of this statement.
Affine symbol calculus is a non-standard computing technique. For further information we refer the
interested reader to [Pon04]. Below we give the proof, via symbol calculus, of the aforementioned
commutativity.
Let T ∈ Hom(Sk
′
δ′ (R
p),Sk
′′
δ′′ (R
p))loc, where subscript “loc” means that we confine ourselves to
support preserving operators. We fix coordinates and call affine symbol σaff(T ) of T , its total symbol
(the highest order terms of which coincide with the principal symbol σ(T )). Hence, if T has order m,
σaff(T ) ∈ Γ(SmTR
p⊗Hom(Sk
′
TRp⊗Fδ′R
p,Sk
′′
TRp⊗Fδ′′R
p)), where SmTR
p is the mth order filter
(of the increasing filtration) associated with the natural grading of STRp. It is easily checked that, for
any X ∈ Vect(Rp),
σaff(LXT ) = (X.T )(η;Y
k′)− 〈X, η〉τθ
(
T (η;Y k
′
)
)
−X(θ∂ξ)T (η;Y
k′)
+T (η + θ;X(θ∂ξ)Y
k′ ) + δ′′〈X, θ〉T (η;Y k
′
)− δ′〈X, θ〉T (η + θ;Y k
′
),
(21)
where we used standard notations, see [Pon04] (X.T denotes the derivatives of the coefficients of T ,
Y k
′
= Y ∨ . . . ∨ Y (k′ factors), τθ⋆ is just a notation for the translation ⋆(. + θ) − ⋆(.), η symbolizes
the derivatives that act on the argument—represented by Y k
′
—of T , θ symbolizes the derivatives of
the coefficients of X , and ξ denotes the variable of the polynomials Y k
′
and T (η;Y k
′
)). On the other
hand, we have
LXσ(T ) = (X.σ(T ))(η;Y
k′)− 〈X, η〉(θ∂η)σ(T )(η;Y
k′)
−X(θ∂ξ)(σ(T )(η;Y
k′)) + σ(T )(η;X(θ∂ξ)Y
k′) + (δ′′ − δ′)〈X, θ〉σ(T )(η;Y k
′
).
When selecting the highest order terms in Equation (21), we see that σ(LXT ) = LXσ(T ), ∀X ∈
Vect(Rp).
A similar proof is possible for differential operators T acting between tensor densities. The corre-
sponding result has already been used earlier in this note. However, the observation that the principal
symbol intertwines the actions by Lie derivatives on operators and symbols, is not true in general. It
is for instance not valid for “quantum level operators” T ∈ Hom(Dk
′
λ′µ′(R
p),Dk
′′
λ′′µ′′(R
p))loc.
7 Casimir operator
As an application of our decomposition of the module of symbols into submodules, see [FMP07], of
Section 3, and Section 6, we now prove that the Casimir operator Ckδ of the canonical representation
of sp2n+2 on R
k
δ (with respect to the Killing form) is diagonal. Computation of this Casimir is a
challenge by itself, but, in addition, it will turn out that this operator imposes restrictions on the
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parameters k, k′, δ, δ′ of symbol modules Rkδ and R
k′
δ′ that are implemented by different density weights
δ, δ′ and are linked by an invariant operator.
The following upshots are well-known and mostly easily checked. The symplectic algebra sp(2n,C)
is a classical simple Lie algebra of type Cn (if n ≥ 3). Its Killing form K reads K : sp(2n,C) ×
sp(2n,C) ∋ (S, S′) → 2(n + 1) tr(SS′) ∈ C, and its classical Cartan subalgebra C ⊂ sp(2n,C) is
C = {diag(∆,−∆),∆ = diag(∆1, . . . ,∆n),∆i ∈ C}. The corresponding roots are
− (δi + δj) (i ≤ j ≤ n), δi + δj (i ≤ j ≤ n), and δi − δj (i, j ≤ n), (22)
where δk is the C-linear form of C defined by δk(diag(∆,−∆)) = ∆k. If (e1, . . . , e2n) denotes as above
the canonical basis of C2n and (ǫ1, . . . , ǫ2n) the dual basis in C2n∗, the respective eigenvectors are
ǫj ⊗ ei+n + ǫ
i ⊗ ej+n, −ǫ
j+n ⊗ ei − ǫ
i+n ⊗ ej , and − ǫ
j ⊗ ei + ǫ
i+n ⊗ ej+n. (23)
We thus recover the result that the eigenspaces spδ associated with the above-detailed roots δ, see
Equation (22), are 1-dimensional for δ 6= 0. Moreover, if Λ denotes the set of roots, we have the
decomposition sp(2n,C) =
⊕
δ 6=0,δ∈Λ spδ ⊕ C. This splitting allows computing the Killing-dual basis
of basis (23), see also Equation (8).
Proposition 3. The bases
ǫj ⊗ ei+n + ǫ
i ⊗ ej+n (i ≤ j ≤ n), −ǫ
j+n ⊗ ei − ǫ
i+n ⊗ ej (i ≤ j ≤ n), −ǫ
j ⊗ ei + ǫ
i+n ⊗ ej+n (i, j ≤ n)
and
kij(−ǫ
j+n ⊗ ei − ǫ
i+n ⊗ ej), kij(ǫ
j ⊗ ei+n + ǫ
i ⊗ ej+n), k(−ǫ
i ⊗ ej + ǫ
j+n ⊗ ei+n)
of sp(2n,C) are dual with respect to the Killing form, if and only if kij = −1/(4(n+ 1)(1 + δij)) and
k = 1/(4(n+ 1)).
Proof. Remember first that if N is a nilpotent subalgebra of a complex Lie algebra L, and if λ, µ ∈ Λ
are roots of N , such that µ 6= −λ, then the corresponding eigenspaces Lλ and Lµ are orthogonal with
respect to the Killing form K of L. Further, the basis −ǫi ⊗ ei + ǫ
i+n ⊗ ei+n (i ∈ {1, . . . , n}) of C is
orthogonal with respect to K. Hence, it suffices to compute K on each pair of nonorthogonal vectors.
For instance, we have
kijK(−ǫ
j+n ⊗ ei − ǫ
i+n ⊗ ej , ǫ
j ⊗ ei+n + ǫ
i ⊗ ej+n)
= −2(n+ 1)kij tr((ǫ
j+n ⊗ ei + ǫ
i+n ⊗ ej)(ǫ
j ⊗ ei+n + ǫ
i ⊗ ej+n))
= −2(n+ 1)kij tr(δijǫ
i ⊗ ei + ǫ
i ⊗ ei + ǫ
j ⊗ ej + δijǫ
i ⊗ ei)
= 1.
The result follows.
Remarks.
• All the matrices used above are actually real matrices. The result on Killing-dual bases still
holds true for sp(2n,R) (sp(2n,R) is a split real form of sp(2n,C), the Killing form of sp(2n,R)
is the restriction of the Killing form of sp(2n,C)).
• If read through Lie algebra isomorphism J−1 ◦ X : (Pol2(R2n), {., .}Π) → (sp(2n,R), [., .]◦), see
Equation (11), Proposition 3 states that the bases
pipj (i ≤ j ≤ n), q
iqj (i ≤ j ≤ n), pjq
i (i, j ≤ n)
and
kij q
iqj (i ≤ j ≤ n), kij pipj (i ≤ j ≤ n), k piq
j (i, j ≤ n)
of Pol2(R2n) are Killing-dual.
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• The preceding result, written for space R2n+2 (coordinates: (p1, . . . , pn, q
1, . . . , qn; t, τ)) and read
through Lie algebra isomorphism X ◦ χ : (Pol2(R2n+2+ ), {., .}Π) → (sp2n+2, [., .]), see Equations
(9) and (10), shows that the bases
Xpipj (i ≤ j ≤ n), Xtpi (i ∈ {1, . . . , n}), Xt2 ;
Xqiqj (i ≤ j ≤ n), Xqi (i ∈ {1, . . . , n}), X1;
Xpjqi (i, j ≤ n), Xtqi (i ∈ {1, . . . , n}), Xpi (i ∈ {1, . . . , n}), Xt
(24)
and
kij Xqiqj (i ≤ j ≤ n), −kXqi (i ∈ {1, . . . , n}), −k/2X1;
kij Xpipj (i ≤ j ≤ n), −kXtpi (i ∈ {1, . . . , n}), −k/2Xt2;
k Xpiqj (i, j ≤ n), k Xpi (i ∈ {1, . . . , n}), k Xtqi (i ∈ {1, . . . , n}), k Xt,
(25)
with kij = −1/(4(n + 2)(1 + δij)) and k = 1/(4(n + 2)), are bases of the algebra sp2n+2 of
infinitesimal projective contact transformations, which are dual with respect to the Killing form.
Observe that the first basis is the basis computed in Section 3 and that both bases are explicitly
known, see Equations (12), (13), (14), and (15).
We already mentioned that action (16) of X ∈ Vect(R2n+1) on P ∈ Sδ(R
2n+1) has the explicit
form
LXP = X(P )− ∂jX
iξi∂ξjP + δ ∂iX
i P, (26)
see Equation (18). Remark that in this section we denote the base coordinates by (p1, . . . , pn, q
1, . . . , qn, t)
and the fiber coordinates by (ξp1 , . . . , ξpn , ξq1 , . . . , ξqn , ξt). Moreover, we took an interest in the Casimir
operator Ckδ of the preceding action of sp2n+2 on R
k
δ = S
k
δ+k/(n+1)(R
2n+1), so that the weight in Equa-
tion (26) must be modified accordingly. The actions on Rkδ of the dual bases (24) and (25) are now
straightforwardly obtained:
LX1 = −2∂t,
LXpi = ∂qi − pi∂t + ξt∂ξpi ,
LX
qi
= −∂pi − q
i∂t + ξt∂ξ
qi
,
LXt = −Es − 2t∂t + Eξs + 2ξt∂ξt − 2((n+ 1)δ + k),
LXpipj = pj∂qi + pi∂qj − ξqi∂ξpj − ξqj∂ξpi ,
LX
qiqj
= −qj∂pi − q
i∂pj + ξpi∂ξqj + ξpj∂ξqi ,
LX
pjq
i
= qi∂qj − pj∂pi + ξpi∂ξpj − ξqj∂ξqi ,
LXtpi = t(∂qi − pi∂t)− piEs − ξqi∂ξt + piEξ + E(ξ)∂ξpi − 2((n+ 1)δ + k)pi,
LX
tqi
= −t(∂pi + q
i∂t)− q
iEs + ξpi∂ξt + q
iEξ + E(ξ)∂ξ
qi
− 2((n+ 1)δ + k)qi,
LXt2 = −2tE + 2tEξ + 2E(ξ)∂ξt − 4((n+ 1)δ + k)t.
(27)
In these equations, E is the Euler field of R2n+1, Es is its spatial part, Eξ is the Euler field with respect
to the fiber coordinates, Eξ = ξpi∂ξpi + ξqi∂ξqi + ξt∂ξt , Eξs denotes the spatial part of Eξ, and E(ξ) is
the contraction of E and ξ = ξpidpi + ξqidq
i + ξtdt.
When combining Equations (24), (25), and (27), we get the explicit form of Casimir operator Ckδ .
A direct computation and simplification of Ckδ are possible, but almost inextricable. In the sequel, we
provide a much more economic method based upon Theorem 4.
Set Ck = {−p/(2(n+ 1)) : p = 0, 1, . . . , 2k − 2}.
Theorem 5. If δ /∈ Ck, the Casimir operator C
k
δ of the Lie algebra sp2n+2 of infinitesimal projective
contact transformations, with respect to its Killing form, and for its canonical action (26) on Rkδ =
Skδ+k/(n+1)(R
2n+1), is given by
Ckδ =
1
n+ 2
(c(k, δ) id+X ◦ iα),
where
c(k, δ) = (n+ 1)2δ2 − (n+ 1)2δ + k(n+ 1)δ +
k2 − k
2
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and where X (resp. iα) is the generalized Hamiltonian (resp. the vertical cotangent lift of α) defined
in Section 6.
Let us first recall two results obtained in [FMP07].
Proposition 4. In Rkδ and for ℓ ∈ N0, we have
iα ◦X
ℓ = Xℓ ◦ iα + r(ℓ, k)X
ℓ−1,
where r(ℓ, k) = − ℓ2 (2(n+ 1)δ + 2k + ℓ− 1).
Theorem 6. If δ /∈ Ck, then
Rkδ =
k⊕
m=0
Rk,ℓδ :=
k⊕
ℓ=0
Xℓ(Rk−ℓδ ∩ ker iα).
The last upshot, which extends splitting (7), is the main result of [FMP07] and has actually been
proved in view of the present application.
Proof of Theorem 5. The proof consists of three stages.
1. Casimir operator Ckδ reads
Ckδ = −
1
8(n+2) (LX1 ◦ LXt2 + LXt2 ◦ LX1) +
1
4(n+2) (LXt)
2 − 14(n+2)
∑
i(LXqi ◦ LXtpi + LXtpi ◦ LXqi )
+ 14(n+2)
∑
i(LXpi ◦ LXtqi + LXtqi ◦ LXpi )−
1
8(n+2)
∑
i(LXqi2 ◦ LXp2
i
+ LX
p2
i
◦ LX
qi2
)
− 14(n+2)
∑
i<j(LXqiqj ◦ LXpipj + LXpipj ◦ LXqiqj ) +
1
4(n+2)
∑
i
∑
j LXpiqj
◦ LX
pjq
i
.
(28)
Since X ◦ χ : (Pol2(R2n+2+ ), {., .}Π) → (sp2n+2, [., .]) and L : (sp2n+2, [., .]) → (End(R
k
δ ), [., .]◦) are
Lie algebra homomorphisms, and {τ2, t2}Π = −4tτ , we have [LX1 , LXt2 ]◦ = −4LXt . Hence, the
first term of the RHS of Equation (28) is equal to −1/(4(n + 2))(LXt2 ◦ LX1 − 2LXt). When using
similarly the Poisson brackets {τqi, tpi}Π = −piq
i − tτ, {τpi, tq
i}Π = −piq
i + tτ, {qi2, p2i }Π = −4piq
i,
{qiqj , pipj}Π = −piq
i − pjq
j (i 6= j), we finally get
Ckδ = −
1
4(n+2)LXt2 ◦ LX1 +
1
4(n+2) (LXt)
2 + 12(n+2)
∑
i(LXtqi ◦ LXpi − LXtpi ◦ LXqi )
− 14(n+2)
∑
i LXp2
i
◦ LX
qi2
− 12(n+2)
∑
i<j LXpipj ◦ LXqiqj
+ 14(n+2)
∑
i
∑
j LXpiqj
◦ LX
pjq
i
+ 12
n+1
n+2LXt +
n+1
4(n+2)
∑
i LXpiqi
.
(29)
2. Theorem 4 entails that
Ckδ =
inf(2,k)∑
m=0
ckδ,m X
m ◦ imα (c
k
δ,m ∈ R), (30)
where we have used the fact that Casimir Ckδ is a second order differential operator, see Equation (26).
Observe also that it follows from Proposition 4 that Rk,ℓδ = X
ℓ(Rk−ℓδ ∩ ker iα), ℓ ∈ {0, . . . , k}, is an
eigenspace of Ckδ with eigenvalue
εk,ℓδ =
inf(2,ℓ)∑
m=0
ckδ,mΠ
ℓ
i=ℓ−m+1r(i, k − ℓ). (31)
In particular,
Ckδ |Rk,0
δ
= ckδ,0 id, C
k
δ |Rk,1
δ
= (ckδ,0 + r(1, k − 1)c
k
δ,1) id,
Ckδ |Rk,2
δ
= (ckδ,0 + r(2, k − 2)c
k
δ,1 + r(1, k − 2)r(2, k − 2)c
k
δ,2) id .
(32)
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Let now P kδa be the polynomial (p1ξt + ξq1)
k viewed as an element of Skδ+ a
n+1
(R2n+1). Since, for
any S ∈ Rkδ , the contraction iαS ∈ R
k−1
δ is given by
(iαS)(ξ) =
1
2

∑
j
(pj∂ξ
qj
− qj∂ξpj )− ∂ξt

S(ξ),
see Section 6, it is clear that P kδk ∈ R
k,0
δ . Moreover, it is easily checked, see Equation (20), that
X(P k−1δk−1) = (2(n+ 1)δ + 2k − 2))ξtP
k−1
δk
= −2r(1, k − 1)ξtP
k−1
δk
∈ Rk,1δ
and that
X2(P k−2δk−2) = (2(n+ 1)δ + 2k − 4)(2(n+ 1)δ + 2k − 3)ξ
2
tP
k−2
δk
= 2r(1, k − 2)r(2, k − 2)ξ2tP
k−2
δk
∈ Rk,2δ ,
where the coefficients in the RHS of the two last equations do not vanish, since δ /∈ Ck. As gener-
alized Hamiltonian X intertwines the sp2n+2 -action, see Proposition 2, we also have C
k
δX(P
k−1
δk−1
) =
XCk−1δ (P
k−1
δk−1
). If we now apply Equation (32) to both sides, we get (ckδ,0+ r(1, k− 1)c
k
δ,1)X(P
k−1
δk−1
) =
ck−1δ,0 X(P
k−1
δk−1
). Thus,
ckδ,1 =
ck−1δ,0 − c
k
δ,0
r(1, k − 1)
. (33)
When proceeding analogously for X2(P k−2δk−2), we obtain
ckδ,2 =
r(1, k − 1)(ck−2δ,0 − c
k
δ,0)− r(2, k − 2)(c
k−1
δ,0 − c
k
δ,0)
r(1, k − 1)r(1, k − 2)r(2, k − 2)
. (34)
3. Hence, Casimir operator Ckδ is completely known, see Equations (30), (33), and (34), if we find
ckδ,0. In this effect, we use Equation (32) for P
k
δk
∈ Rk,0δ , and compute the LHS by means of Equation
(29). Straightforward (and even fairly short) computations allow checking the contributions of the
successive terms T1–T8 of the RHS of (29).
T1P
k
δk
= 0, T2P
k
δk
= 14(n+2) (2(n+ 1)δ + k)
2P kδk , T3P
k
δk
= 0, T4P
k
δk
= kn+2P
k
δk
, T5P
k
δk
= k(n−1)2(n+2)P
k
δk
,
T6P
k
δk
= k(n−1+k)4(n+2) P
k
δk
, T7P
k
δk
= − 12
n+1
n+2 (2(n+ 1)δ + k)P
k
δk
, T8P
k
δk
= −k(n+1)4(n+2)P
k
δk
.
When summing up these terms, we get
ckδ,0 =
1
n+ 2
((n+ 1)2δ2 − (n+ 1)2δ + k(n+ 1)δ + (k2 − k)/2), (35)
and when substituting in Equations (33) and (34), we obtain
ckδ,1 =
1
n+ 2
and ckδ,2 = 0. (36)
Proposition 5. If δ /∈ Ck, space R
k
δ is the direct sum of the eigenspaces R
k,ℓ
δ , ℓ ∈ {0, . . . , k}, of
Casimir operator Ckδ . The corresponding eigenvalues are ε
k,ℓ
δ = 1/(n + 2)(c(k, δ) + r(ℓ, k − ℓ)), see
Theorem 5 and Proposition 4, and eigenvalues εk,ℓδ associated with different ℓ cannot coincide.
Proof. The first assertion and the values of the εk,ℓδ , ℓ ∈ {0, . . . , k}, are direct consequences of
Theorem 6 and Equations (31), (35), and (36). Assume now that, for ℓ1 6= ℓ2, we have ε
k,ℓ1
δ = ε
k,ℓ2
δ .
This means that r(ℓ1, k− ℓ1) = r(ℓ2, k− ℓ2), i.e. that (ℓ1− ℓ2)(2(n+1)δ+ 2k− (ℓ1 + ℓ2 +1)) = 0. As
2 ≤ ℓ1 + ℓ2 + 1 ≤ 2k, the last result is possible only if δ ∈ Ck.
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8 Invariant operators between symbol modules implemented
by different density weights
In this section, we use the above Casimir operator to show that the quest for invariant operators
T : Rkδ → R
k′
δ′ between symbol spaces (implemented by different weights δ and δ
′) can be put down
to the search of a small number κ of invariant operators Tℓi : R
k,ℓi
δ → R
k′,ℓ′i
δ′ , i ∈ {1, . . . , κ}, between
(smaller) eigenspaces (that are of course submodules the corresponding modules Rkδ and R
k′
δ′ ).
Proposition 6. Let T : Rkδ → R
k′
δ′ be an sp2n+2-invariant operator. Assume that δ /∈ Ck, δ
′ /∈ Ck′ .
For any eigenspace Rk,ℓδ , ℓ ∈ {0, . . . , k}, the restriction Tℓ of T to R
k,ℓ
δ , either vanishes, or is an
sp2n+2-invariant operator from R
k,ℓ
δ into an eigenspace R
k′,ℓ′
δ′ , ℓ
′ ∈ {0, . . . , k′}, where ℓ′ verifies the
equation εk
′,ℓ′
δ′ = ε
k,ℓ
δ . Moreover, the map
′ : ℓ→ ℓ′ is injective.
Proof. Since T is invariant, we have TCkδ = C
k′
δ′ T , so that for any eigenvector P ∈ R
k,ℓ
δ , one gets
Ck
′
δ′ TP = TC
k
δP = ε
k,ℓ
δ TP =
k′∑
ℓ′=0
εk,ℓδ p
k′,ℓ′
δ′ TP,
where we denote by pk
′,ℓ′
δ′ : R
k′
δ′ → R
k′,ℓ′
δ′ the canonical projection onto submodule R
k′,ℓ′
δ′ . On the other
hand,
Ck
′
δ′ TP =
k′∑
ℓ′=0
Ck
′
δ′ p
k′,ℓ′
δ′ TP =
k′∑
ℓ′=0
εk
′,ℓ′
δ′ p
k′,ℓ′
δ′ TP.
If Tℓ does not vanish, there is at leat one ℓ
′, such that pk
′,ℓ′
δ′ Tℓ 6= 0, and for this ℓ
′, we have εkℓδ = ε
k′ℓ′
δ′ .
Actually, ℓ′ is unique, in view of Proposition 5. Hence, Tℓ : R
k,ℓ
δ → R
k′,ℓ′
δ′ (and is of course invariant).
Eventually, map ′ : ℓ→ ℓ′ is injective, again in view of Proposition 5.
In the following T is again a nonvanishing sp2n+2-invariant operator between symbol spaces R
k
δ
and Rk
′
δ′ , δ /∈ Ck, δ
′ /∈ Ck′ .
Let Tℓi : R
k,ℓi
δ → R
k′,ℓ′i
δ′ , ℓi ∈ {0, . . . , k}, ℓ
′
i ∈ {0, . . . , k
′}, i ∈ {1, . . . , κ}, be the nonvanishing
restrictions of T . We denote the condition ε
k′,ℓ′i
δ′ = ε
k,ℓi
δ by Ri and systematically substitute the
system R1,R
′
2 = R1−R2, . . . ,R
′
κ = R1−Rκ to the system R1, . . . ,Rκ. Indeed, a short computation
shows that Equation Ri reads
2(n+ 1)2(δ + δ′ − 1)(δ − δ′) + (k + k′ − 1)(k − k′) + 2(n+ 1)(kδ − k′δ′)
−2(n+ 1)(ℓiδ − ℓ
′
iδ
′)− 2(ℓik − ℓ
′
ik
′) + (ℓi + ℓ
′
i + 1)(ℓi − ℓ
′
i) = 0 (i ∈ {1, . . . , κ}).
(37)
Hence, Ri is a polynomial equation in k, k
′, δ, δ′ of (total) degree 2 (with integer coefficients), whereas
Equation R′j , i.e.
2(n+1)∆jδ− 2(n+1)∆
′
jδ
′+2∆jk− 2∆
′
jk
′ = ∆j −∆
′
j +∆jΣj −∆
′
jΣ
′
j =: λj (j ∈ {2, . . . , κ}), (38)
where ∆j = ℓ1 − ℓj ,∆
′
j = ℓ
′
1 − ℓ
′
j and Σj = ℓ1 + ℓj,Σ
′
j = ℓ
′
1 + ℓ
′
j, is linear in k, k
′, δ, δ′ (with integer
coefficients).
Observe that Equations (37) and (38) are Diophantine-type equations. Let us recall that Dio-
phantine equations are indeterminate polynomial equations with integer variables. In other words,
Diophantine equation systems define algebraic surfaces and ask for lattice points on them. Y. Matiya-
sevich’s solution of Hilbert’s 10th problem shows that there is no algorithm that allows solving arbitrary
Diophantine systems. One of the most celebrated results in this field is of course A. Wiles’ conclusion
concerning Fermat’s Diophantine equation xn + yn = zn, n > 2.
Equations (37) and (38) contain the real variables δ, δ′, as well as the integer variables k, k′, which—
in addition—have lower bounds.
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First, it is clear that, if k, k′, δ, δ′ are known, Equation (37), which is quadratic in ℓ′, allows com-
puting for each ℓ ∈ {0, . . . , k}, the corresponding ℓ′ ∈ {0, . . . , k′}. If no ℓ generates an appropriate ℓ′,
no (nontrivial) invariant operator exists between the considered spaces.
But let us revert to our initial viewpoint and translate existence of nonvanishing restrictions Tℓi :
Rk,ℓiδ → R
k′,ℓ′i
δ′ into conditions on k, k
′, δ, δ′. It follows of course from the above remarks that our
system of equations cannot be completely solved in the considered general setting. Nevertheless, there
is evidence that possible invariant operators between symbol spaces induced by different density weights
should not have many nonvanishing building blocks Tℓi.
The assumed existence of a nonvanishing invariant operator T between the considered symbol
spaces, entails that Equation (37) has at least one solution (ℓ1, ℓ
′
1) ∈ {0, . . . , k}×{0, . . . , k
′}. Hence, δ′
is a solution of the corresponding quadratic equation R1, so that the discriminant D of this equation is
positive. Since D is quadratic in δ and as δ2 has positive coefficient 16(n+1)4, weight δ is not located
between the possible roots of D = 0.
If operator T has at least two nonvanishing building blocks Tℓ1 and Tℓ2 , i.e. if κ = 2, Equations
R1 and R
′
2 hold true. The second equation provides δ
′ as first order polynomial in k, k′, and δ. When
substituting in the first equation, we find that δ verifies an at most quadratic equation a2δ
2+a1δ+a0 =
0, ai = ai(k, k
′, ℓ1, ℓ2, ℓ
′
1, ℓ
′
2). It can be seen that this equation allows computing δ or k
′, and gives
further conditions on the parameters.
Although explicit results are far too complicated to be written down here, it should now be clear
that κ > 4 entails a contradiction.
It is even quite easy to understand that, in most cases, this conclusion already holds for κ = 4.
Indeed, consider the conditions R′2, R
′
3, and R
′
4. The lines lj := (2(n+1)∆j,−2(n+1)∆
′
j, 2∆j ,−2∆
′
j),
j ∈ {2, 3, 4}, of the coefficient-matrix of the LHS of these equations are obviously linearly dependent.
Hence, one line is a linear combination of the two others, e.g. l4 = c2l2 + c3l3, c2, c3 ∈ R, i.e.
∆4 = c2∆2 + c3∆3 and ∆
′
4 = c2∆
′
2 + c3∆
′
3. It follows from the structure of the RHS of R
′
j , see
Equation (38), that existence of the same linear combination λ4 = c2λ2+ c3λ3 between the RHS of R
′
2,
R′3, and R
′
4, is a strong requirement. If λ4 6= c2λ2 + c3λ3, the considered system is incompatible—a
contradiction.
The last possible case, κ = 3, is also interesting. Indeed, if (∆j ,∆
′
j), j ∈ {2, 3}, are independent,
and if we set
L = L(∆j ,∆
′
j ,Σj ,Σ
′
j) =
∆2∆
′
3Σ2 −∆3∆
′
2Σ3 +∆
′
2∆
′
3(Σ
′
3 − Σ
′
2)
2(n+ 1)(∆2∆′3 −∆3∆
′
2)
∈ Q,
it easily follows from the linear system R′2, R
′
3 that
δ = −
2k − 1
2(n+ 1)
+ L ∈ Q.
A similar upshot δ′ ∈ Q is also valid.
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