Abstract-Sparse recovery from linear Gaussian measurements has been the subject of much investigation since the breaktrough papers Candès et al. and Donoho on compressed sensing. Application to sparse vectors and sparse matrices via least squares penalized with sparsity promoting norms is now well understood thanks to tools, such as Gaussian mean width, statistical dimension, and the notion of descent cones. Extention of these ideas to low rank tensor recovery is starting to enjoy considerable interest due to its many potential applications to independent component analysis, hidden Markov models, Gaussian mixture models, and hyperspectral image analysis, to name a few. In this paper, we demonstrate that the recent approach of Vershynin provides useful error bounds in the tensor setting with the nuclear norm or the Romera-Paredes-Pontil penalization.
I. INTRODUCTION

R
EAL tensors, i.e. multidimensional arrays of real numbers, have been recently a subject of great interest in the applied mathematics community. We refer to [18] and [22] for modern references on this subject. It has become clear nowadays that real symmetric tensors such as cumulants up to fourth order play an important role in many applications in statistics, machine learning and signal processing; see for instance [20] for a general survey. Research on applications of tensors has been increasing in the recent years with important conceptual contributions such as proposed in [3] . In particular, certain Gaussian Mixture Models (GMM) can be estimated using this approach. The same is also true for Independent Component Analysis (ICA) and Hidden Markov Models (HMM). Tensors have also proved their relevance to the hot topic of deep learning [30] . The list of impressive achievements based on clever use of tensor representations is still growing and it is nowadays of paramount importance to study state of the art signal processing techniques in the context of Big tensor type Data. Our main contribution here is the generalisation of some recent results in Compressed Sensing to the field of tensor based signal processing. A first important motivation for studying Compressed Sensing techniques for tensors is that many examples of recovery problems of multidimensional signals for e.g. magnetic resonance imaging (MRI), hyper-spectral imaging can be naturally addressed by taking into account the spectral sparsity of the tensor representation [5] , [6] , [15] , [16] , [25] , [34] . A second important motivation comes from the fact that all major applications of tensors suffer from the curse of dimensionality [38] . As advocated in [3] and [8] , many tensors of interest have "low rank". For instance, in the spherical Gaussian Mixture Model, the Candecomp/Parafac (CP) rank is exactly the number of Gaussian clusters. In the case where Tensor Train formalism is used [30] , [38] , it was proved in [31] that the complexity of the Tensor Train representation was controlled by the CP rank of the tensor. Therefore, as explained in [38] , it is often much more efficient to store compressed measurements of the tensors under study than the whole tensor itself. One can also compute the most relevant singular vectors of the tensor based on a few entries of the tensor only as in the tensor completion problem, or based on compressed measurements as in Compressed Sensing. Quoting [38] : "If a tensor can be represented by a decomposition, this hypothesized structure can be exploited by using compressed sensing (CS) methods working on incomplete tensors, i.e., tensors with only a few known elements".
In this paper, we will focus on the case where the tensor is observed through the operation of random filtering, e.g. taking the scalar product with an i.i.d. Gaussian random tensor. In mathematical terms, our goal is to estimate an unknown but Low Rank n 1 ×· · ·×n D tensor X from m linear observations given by
where
tensors. Gaussian random sensing is one of the most popular approaches and has been thoroughly investigated in recent years. The one dimensional case (i.e. vectors) and the two dimensional case (i.e. matrices) are well understood nowadays [2] , [37] . See also [12] for a nice introduction on this topic and [14] representation in certain wavelet bases [27] . Usually, Compressed Sensing involves a recovery phase based on convex optimization and it was one of the major breakthroughs in [8] to show that exact recovery from a little more measurements than sparsity was possible using 1 -norm minimization. For matrices, the 1 norm is often replaced with the so called nuclear norm, which is defined as the sum of the singular values in the case of matrices. For higher order arrays, the 1 has several possible definitions in the case of higher order tensors [39] , [17] , [28] .
Our main results are the following. First, we consider nuclear norm minimization. The originality of our work lies in the fact that we study the nuclear norm defined by duality with the operator norm instead of the average nuclear norm of the successive matricizations of the tensor. Using an inner approximation of the subdifferential of this nuclear norm, Yuan and Zhang [39] showed that a better sample complexity can be obtained for the Tensor Completion problem with the nuclear norm defined by duality than with other matricization based nuclear norms. In the Compressed Sensing setting, no approximation of the subdifferential is required when Vershynin's approach [37] is used. The main ingredient in the analysis is Slepian's lemma for comparison of Gaussian processes. In the second part, we study the recovery problem when the nuclear norm is replaced with the Romera-ParedesPontil functional. This functional, introduced in [33] as the convex envelope of the spectrum's support size was shown to achieve better sample complexity than the nuclear norm. The Romera -Paredes-Pontil functional can also be considered as a more appropriate norm-like function because it is very close to the rank for tensors in a certain range of the Frobenius norm. We derive our error bound using Dudley's Theorem on the expectation of the supremum of a Gaussian process and an estimation of the entropy number for certain level sets associated with the Romera-Paredes-Pontil functional. Both penalizations have advantages and disadvantages. Although the Nuclear norm is more standard, at least in the matrix case, the Romora-Paredes-Pontil functional enjoys better performance in practice [33] . The downside of the latter penalization is that it is computationally more difficult to minimize.
The plan of the paper is the following. In Section II, we recall standard notations and results about tensors and define the spectrum and some important norms. In section III, the Romera-Paredes-Pontil functional is defined and several results about this functional are presented, some of them being new. In Section V, we provide the proofs of the main intermediate results about various functionals of Gaussian tensors. Our conclusions and perspectives are given in Section VI.
II. THE SPECTRUM AND NORMS OF TENSORS
A. Basic Notations and Operations
Let X ∈ R n 1 ×···×n D denote a D-dimensional real tensor, i.e. array of real numbers, where D and n 1 , . . . , n D are positive integers. A subtensor of X is a tensor obtained by fixing some of its coordinates. As an example, fixing one coordinate
In the sequel, we will denote this subtensor of X by X i d =k . The fibers of a tensor are particular subtensors that have only one mode, i.e. obtained by fixing every coordinate except one. The mode-d fibers are the vectors
They extend the notion of columns and rows from the matrix to the tensor framework. For a matrix, the mode-1 fibers are the columns and the mode-2 fibers are the rows. The mode-d matricization X (d) of X is obtained by forming the matrix whose rows are the mode-d fibers of the tensor, arranged in a cyclic ordering; see [20] for details. The
Last, we denote by · F the Frobenius norm, i.e.:
B. The Spectrum
The mode-d spectrum is defined as the vector of singular values of X (d) and we will denote it by σ (d) (X ) . Notice that this construction implies that S(X ) has orthonormal fibers for every modes. With a slight abuse of notation, we will denote by σ the mapping which assigns to each tensor X the vector 1/ √ D(σ (1) , . . . , σ (D) ) of all mode-d singular spectra.
C. Tensor Norms
We can define several tensor norms on R n 1 ×···×n D . The first one is a natural extension of the Frobenius norm or HilbertSchmidt norm from matrices to tensors. We start by defining the following scalar product on R n 1 ×···×n D :
Using this scalar product, we can also define the Frobenius norm as
One may also define an "operator norm" in the same manner as for matrices as follows
We also define the
The norm · * can be interpreted as a generalization of the nuclear norm for matrices.
III. THE ROMERA-PAREDES-PONTIL FUNCTIONAL
The Romera-Paredes-Pontil functional was first defined in [33] and was proved to perform remarkably well on the Tensor Completion problem. Several norms of the same flavour have received particular attention recently such as the k-support norm [4] , see also [32] . The Romera-ParedesPontil functional R N → R is defined as the bi-conjugate of the support's cardinality on the 2 -ball of radius α. Using convex analytic notations, we define the Romera-ParedesPontil functional as ω * * α where
and I S is the indicator function of the set S ∈ R N , i.e.
One slight difference with [33] is that we apply this functional directly on the tensor spectrum (see Section II-B) instead of taking the average over the functional applied to the spectrum of each matricization. where g ↓ 1:r ∈ R r consists of the top r largest entries of g in terms of absolute value. * An easy but important remark for the sequel is that if |g| (1) α −1 , then the maximizer r * α in (III.3) is greater than or equal to one. In this case, we obtain
A. The Conjugate Function
ω * α (g) = max r=1,...,N α g ↓ 1:r 2 − r .
2) Upper and Lower Bounds on ω *
α : The Fenchel conjugate function ω * α can easily be bounded from above. Indeed
Assume that |g| (1) α −1 . Using the fact that
we obtain that
for all r = 1, . . . , N. * We make the convention g
3) Upper and Lower Bounds on ω * * α : By standard duality arguments, we obtain
We now look for a lower bound to ω * * α . For every y ∈ R N , there holds and thus,
This proves in particular that ω * * α = +∞ if x 2 > α. Moreover, we obtain
B. A Technical Lemma
The following lemma will be a key ingredient in the proof of the main result of this paper.
Lemma 1:
For every g and x in R N with |g| (1) α −1 , ≥ g 2 δ for some positive and δ and x 2 α, we have
for all r = 1, . . . , N 2 .
Proof: By conjugate duality, we have for all g,
When we assume that g and x are such that both w * α (g) and w * * α (x) are different from zero, and apply (III.8) to g/w * α (g) and x/w * * α (x), we obtain that
. (III.9) † Notice that
By (III.4) and (III.5), we have
for all r = 1, . . . , N. Combining (III.9), (III.10) and (III.6), together with the bounds on g 2 , we obtain that
Note that when ω * α (g) = 0 or ω * * α (x) = 0, we still have
Recall that ω * (g) = 0 if and only if |g| (1) ≤ α −1 and notice further that ω * * α (x) = 0 if and only if x = 0. Therefore, we obtain the announced result.
IV. MAIN RESULTS
In many applications, the unknown tensor X which we would like to estimate from the linear observations model (I.1) lies in an extremely high dimensional data space. However, it most often has a low-rank structure which we should be able to account for. In the two main results of this section, we will show that accurate recovery can be achieved, when enough spectral sparsity holds, using convex optimization in the same spirit as for low rank matrix estimation [37] .
For a tensor of low Tucker rank, the matrix unfolding along each mode has low rank. One first idea to estimate X is to minimize some combination of the ranks of the unfoldings, over all tensors X that are consistent with our observations. This yields the following optimization problem:
(IV.11)
Optimization problem (IV.11), although intuitive, is nonconvex and NP hard. A natural convex surrogate of (IV.11) can be obtained by replacing the rank with matrix nuclear norms [13] . The resulting optimization problem becomes
This optimization problem was first introduced by [26] and [35] and has been used successfully in a number of applications [20] .
In the present work, we are going to consider two related but somewhat different optimization problems: 1) Nuclear norm minimization ‡ min 2) Romera-Paredes-Pontil functional minimization
Nuclear norm minimization can be analysed using the subdifferential of the nuclear norm but only a subset of this subdifferential is known [39] . Another approach is the very flexible method of [37] . We will apply this method to both minimization problems to prove our reconstruction results.
A. Recovery by Nuclear Norm Minimization
Theorem 2: Assume that G i , i = 1, . . . , m are independent n 1 × · · · × n D random Gaussian tensors with independent N (0, 1) entries. LetX be a solution of the convex program (IV.12) Then
Remark 3: The bound in equation (IV.14) gives a control on the estimation error which tends to zero when the number of observations tends to +∞. The rate is parametric, i.e. 1/ √ m. Proof of Theorem 2. We consider the following set of n 1 × · · · × n D tensors:
Applying [37, Th. 6.2], we obtain
where W (K ) denotes the Gaussian mean width [37] of set K . By the symmetry of K , we have
Then it follows from Lemma 11 that
Then bound (IV.14) follows.
B. The Romera-Paredes-Pontil Relaxation
In the sequel, let us denote by N = 
entries. LetX be a solution of the convex program (IV.13). Assume that
where ζ is defined in (IV.15) as shown at the top of this page, and
Remark 5:
Notice that ζ tends to be very small as the dimensions n 1 , . . . , n D grow due to the fact that,
close to 1 and b is close to zero for large dimensions (iii) lim x→+∞ (1 + x) −1/x x = e which implies that 1 − exp(−4b D d=1 n d ) stays bounded away from zero while remaining less than or equal to one. On the other hand, the right hand side term in (IV.16) tends to zero at parametric rate as the number m of observations tends to +∞.
Proof of Theorem 4:
We consider the following set of n 1 × · · · × n D tensors:
Notice that since σ (−X ) = σ (X ), the set K is symmetric. Exactly as for the proof of Theorem 2, applying [37, Th. 6.2], we obtain
Since σ (−X ) = σ (X ), the set K is symmetric. Thus, we have
where G is a Gaussian random tensor with N (0, 1) entries. The Von Neumann's trace inequality for tensors [10, Th. 1] says that
combining (III.7) and (IV.17), we obtain that
for every r = 1, . . . , N. Therefore, we obtain that
Using Lemma 7 and the definition of K again, we get
Using Lemma 8 and Lemma 10, with
we get (IV.18), as shown at the top of the next page. Note that
combined with Lemma 10 gives
The bound (IV.16) then follows.
V. PROOFS OF THE TECHNICAL INTERMEDIATE RESULTS
A. The Entropy of the Set of Tensors With Frobenius Norm Equal to α and Given Tucker Rank
Define the set
Recall that the binomal coefficient is denoted by
Then, we have that Theorem 6: For each ε, the set T r,α has an ε -net with respect to the Frobenius norm of size N(ε) with
Proof: For any n and m in N with n ≥ m, let O n,m be the Stiefel manifold defined by 
It is well known [24] that the unit sphere of R m admits an ε-net of size less than (3/ε) m . Using this fact, we easily obtain an ε−net of L(ν) of size no larger than (3α/ε) ν 1 ×···×ν D .
Next, we are going to determine the size of ε-net covering the set
in which
Now let us rewrite the set T r,α as follows:
and denote
Combining the different bounds obtained so far, and using the fact that ν d ≤ r , d = 1, . . . , D, we conclude that there exists an ε -net of T r,α with covering number
and since the cardinality of P(r, D) is equal to
Thus, by the AM-GM inequality, and the fact that r = ν 1 + · · · + ν D , we obtain that
B. The Dual Romera-Paredes-Pontil Function of Gaussian Tensors
In this section, we study the expected value of the evaluation at a Gaussian random tensor of ω * α . We will need some further notations. For any vector s ∈ R N . Using (III.3), one easily obtains Recall also that, by equation (7) in [33] ,
We have the following result. Lemma 7: Let X be a tensor with i.i.d. standard Gaussian entries. Then
Proof: Using (V.20) and the tensor Von Neumann's inequality for tensors [10, Th. 1] , one obtains that
Since we must enforce the constraint W F ≤ 1, it follows from Dudley's entropy bound [24] that
Let us compute the integral term. Denote
VI. CONCLUSION AND PERSPECTIVES
In this paper, we have presented new results on recovery of spectrally sparse tensors observed via Gaussian filters. To the best of our knowledge, our results provide the first theoretical error bounds for the Compressed Sensing problem based on minimization of both the "duality based" nuclear norm and the Romera-Paredes-Pontil functional. Extension to the noisy observation setting is straightforward from Vershynin's approach [37] . Our results are based on Slepian's lemma and on the computation of the entropy of certain level sets related to the Romera-Paredes-Pontil functional, together with Dudley's integral upper bound on the expectation of the supremum of a Gaussian process.
Our plans for future work is to extend these results to more general measurements models, propose an efficient algorithm using a nonsmooth Newton method in the spirit of [19] and an online version of it based on [21] and apply them to various exciting applications such as e.g. Deep Learning [30] or model order reduction for Uncertainty Quantification [29] . APPENDIX SOME BOUNDS ON THE FROBENIUS AND OPERATOR NORMS OF GAUSSIAN TENSORS
A. The Tail Conditional Expectation of the Frobenius Norm
The tail conditional expectation of a variable Y given a level L is defined as
The following result will be essential in our analysis.
Lemma 8: We have
Proof: Based on the results in [23] , the tail conditional expectation for a Gamma distribution (γ , β) with density
is given by
On the other hand, we have that .22) and using [1] , we obtain
for a and b nonnegative and satisfying
Using these results, we obtain that
and since a χ 2 (ν) variable is a (ν/2, 2), we get the desired result.
B. Bounds on the Frobenius Norm
We recall the following useful bounds for the χ 2 (ν) distribution of degree of freedom ν from [9] .
Lemma 9: The following bounds hold: be a tensor with i.i.d. standard Gaussian entries. Then
Proof: Consider the following Gaussian process indexed by (u (1) 
Moreover, since
we obtain that E X u (1) 
Therefore, the variance of the increments of Y is greater than or equal to the variance of the increments of X. Therefore, we can apply Slepian's lemma [24] and obtain
