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RE´SUME´. Le suivi de l’e´volution des interactions utilisateur-syste`me est de premie`re
importance pour les syste`mes complexes et les syste`mes d’information en particulier,
notamment pour de´clencher des alertes automatiquement quand survient un compor-
tement anormal. Cependant, les me´thodes actuelles ne parviennent pas a` capturer la
dynamique intrinse`que du syste`me et font apparaˆıtre des e´volutions duˆes a` des facteurs
externes comme les cycles jour-nuit. Dans le but de capturer la dynamique intrinse`que
des interactions utilisateur-syste`me, nous proposons une approche innovante a` base
de graphes reposant sur une nouvelle conception du temps. Nous appliquons notre
me´thode a` un grand syste`me re´el (le re´seau social Github.com) pour de´tecter automa-
tiquement des e´ve´nements statistiquement significatifs en temps re´el. Nous validons
enfin nos re´sultats par l’interpre´tation re´ussie des e´ve´nements de´tecte´s.
ABSTRACT. Monitoring the evolution of user-system interactions is of high impor-
tance for complex systems and for information systems in particular, especially to
raise alerts automatically when abnormal behaviors occur. However current methods
fail at capturing the intrinsic dynamics of the system, and focus on evolution due to
exogenous factors like day-night patterns. In order to capture the intrinsic dynamics
of user-system interactions, we propose an innovative graph-based approach relying
on a novel concept of time. We apply our method on a large real-world system (the
Github.com social network) to automatically detect statistically significant events in a
real-time fashion. We finally validate our results with the successful interpretation of
the detected events.
MOTS-CLE´S : surveillance, syste`me d’information, de´tection d’e´ve´nement, syste`me
complexe, graphe biparti, dynamique, temps-re´el, me´trologie, re´seaux
KEYWORDS: monitoring, information system, event detection, complex system, bi-
partite graph, dynamics, real-time, metrology, networks
1. Introduction
1.1. Motivation
Un syste`me d’information (SI) est, comme tout syste`me complexe, compose´
d’e´le´ments inter-connecte´s ayant des proprie´te´s e´mergentes, c’est-a`-dire qui re´-
sultent des interactions entre les composants du syste`me et ne peuvent eˆtre
infe´re´es des seules proprie´te´s des composants. En d’autres termes, un syste`me
complexe n’est pas re´ductible a` la somme de ses parties ; c’est pre´cise´ment ce
qui le rend « complexe ». De tels syste`mes soule`vent de`s lors des de´fis ambi-
tieux. Par exemple, comment concevoir un re´seau de communication capable
de re´sister a` la de´faillance d’une partie de ses e´le´ments ? Comment garantir que
sa croissance respectera les re`gles de conception initiales ?
Jusqu’a` re´cemment, les syste`mes complexes re´els ont principalement e´te´
e´tudie´s comme des objets statiques, alors que la plupart d’entre eux sont dyna-
miques : des e´le´ments ou connexions apparaissent ou disparaissent au cours du
temps. La plupart des recherches sont donc peu utiles pour analyser un syste`me
complexe, de´tecter ses variations significatives, et en pre´dire l’e´volution. Re´ve´ler
les phe´nome`nes sous-jacents menant a` leur e´volution, et de´terminer comment
et pourquoi les syste`mes changent au cours du temps, est d’une impor-
tance capitale pour les administrateurs et les concepteurs de syste`mes, et pour
les utilisateurs en ge´ne´ral.
Dans le contexte de l’inge´nierie des SI, un objectif est de concevoir des
syste`mes re´pondant aux buts d’une organisation donne´e, en permettant aux
utilisateurs d’effectuer les taˆches attendues de manie`re efficace. Cependant, la
spe´cification de ces besoins est difficile car les buts des utilisateurs peuvent
varier selon le contexte (par exemple le terminal utilise´, l’environnement, ou la
localisation) et peuvent e´voluer au cours du temps si les objectifs de l’organi-
sation changent.
L’objectif de ce papier est d’analyser au fil du temps les interactions se
produisant dans un syste`me complexe pour offrir une meilleure compre´hension
de son fonctionnement et de´tecter son e´volution temporelle. Nous proposons
une approche ge´ne´rique pour aborder ce proble`me strate´gique, base´e sur l’ana-
lyse de la dynamique du graphe d’interactions entre les utilisateurs et les SI.
Notre contribution consiste donc en la proposition d’une me´thodo-
logie innovante d’analyse de dynamique des syste`mes complexes par
les graphes. Cette me´thodologie peut eˆtre applique´e a` tout syste`me d’inter-
action pour aider a` mode´liser son comportement, comprendre son e´volution
« normale » et de´tecter des anomalies potentielles, que nous appelons « e´ve´ne-
ments » dans ce papier.
Les syste`mes complexes peuvent eˆtre mode´lise´s par des graphes ou` les nœuds
repre´sentent les e´le´ments du syste`me et les liens repre´sentent les interactions
entre ces e´le´ments. Plus spe´cifiquement, beaucoup de syste`mes d’interactions
Figure 1 – Exemple d’interactions utilisateur-services.
Figure 2 – Exemple de graphe biparti (au centre), avec sa >-projection (a`
gauche) et sa ⊥-projection (droite).
peuvent eˆtre repre´sente´s comme des graphes bipartis ; les graphes bipartis sont
constitue´s de nœuds (e´le´ments) ou` un nœud appartient a` l’un des deux en-
sembles habituellement appele´s haut and bas, et ou` les liens n’existent qu’entre
nœuds d’ensembles diffe´rents. Des applications naturelles dans le contexte des
SI incluent les architectures client-serveur ou` des machines connecte´es comme
clients utilisent des ressources fournies par des machines appele´es serveurs, ou
encore les graphes processus-messages ou` chaque processus est relie´ aux mes-
sages e´change´s. L’invocation de services varie´s d’un SI par un ensemble d’utili-
sateurs correspond typiquement a` un graphe biparti, tel qu’illustre´ dans la Fi-
gure 1. L’approche classique pour l’e´tude de tels graphes est de les convertir en
graphes unipartis par une projection des relations sur l’un des ensembles (haut
ou bas), en de´pit de se´ve`res pertes d’informations (2008, a). Par exemple, on
peut construire le graphe des clients ou` deux clients sont lie´s s’ils sont connecte´s
au meˆme serveur ; on peut construire le graphe des processus ou` deux processus
sont lie´s s’ils ont e´change´ un message, voir Figure 2.
1.2. Contribution et organisation du papier
Notre me´thodologie consiste en l’e´tude de l’e´volution de proprie´te´s spe´ci-
fiques (internes) au graphe en conside´rant une feneˆtre temporelle glissante de´fi-
nie avec une unite´ de temps intrinse`que, juge´e plus fiable que le temps tradition-
nel -extrinse`que- en termes de de´tection d’e´ve´nements. Nous nous concentrons
sur les interactions les plus stables dans le syste`me (i.e. les liens dits internes
du graphe biparti) pour capturer la dynamique essentielle du syste`me (par
opposition aux variations marginales -bruit-).
Nous appliquons cette me´thodologie a` la de´tection d’e´ve´nements dans un
grand re´seau d’interactions impliquant des utilisateurs humains et des syste`mes
informatiques : le re´seau social Github comprenant 2,2 millions de liens.
Les me´thodes actuelles e´chouent a` re´ve´ler la dynamique intrinse`que des sys-
te`mes. Nous utilisons un nouveau concept de temps qui permet de voir une
dynamique totalement diffe´rente de la dynamique extrinse`que. En outre, notre
approche est utilise´e pour de´tecter les comportements anormaux du syste`me,
i.e. les e´ve´nements statistiquement marginaux. L’observation des liens internes
nous permet d’identifier de nouveaux e´ve´nements que l’on ne peut de´tecter
autrement, tandis qu’elle confirme les e´ve´nements de´tecte´s par des me´triques
classiques. Nous e´tudions l’impact d’e´chelles de temps varie´es sur la de´tec-
tion d’e´ve´nements. Nous montrons que ces e´ve´nements peuvent eˆtre de´tecte´s
automatiquement avec Outskewer, une me´thode statistique que nous avons in-
troduite dans un papier pre´ce´dent (Heymann et al., 2012). Nous validons fina-
lement la pertinence des e´ve´nements de´tecte´s. Notre approche peut donc eˆtre
utilise´e pour surveiller les SI vus comme des graphes bipartis en temps re´el, et
de de´clencher des alertes automatiquement quand un comportement anormal
survient. La connaissance obtenue a` travers ces expe´riences peut eˆtre utilise´e
pour la conception de nouvelles me´thodes d’analyse des syste`mes complexes.
Ce document est organise´ comme suit. Dans la Section 2, nous introdui-
sons la mode´lisation de syste`mes complexes par les graphes bipartis et nous
pre´sentons notre jeu de donne´es. Dans la Section 3, nous pre´sentons notre ap-
proche pour le suivi de l’e´volution d’interactions utilisateur-syste`me avec une
feneˆtre temporelle glissante. Dans la Section 4, nous montrons l’impact des
deux concepts de temps sur la caracte´risation de l’e´volution du syste`me. Dans
la Section 5, nous e´tudions la dynamique des interactions utilisateur-syste`me
a` l’aide d’une proprie´te´ spe´cifique aux graphes bipartis, appele´e liens internes,
et nous de´tectons des e´ve´nements statistiquement significatifs. Nous montrons
dans la Section 6 que ces e´ve´nements peuvent eˆtre de´tecte´s automatiquement
en temps re´el. Nous les interpre´tons et validons leur pertinence sur un syste`me
re´el. Enfin nous concluons et pre´sentons nos perspectives dans la Section 7.
2. Mode`le du syste`me & jeu de donne´es
2.1. Mode`le de graphe biparti
Un graphe biparti est un triplet G = (>,⊥, E) ou` > est l’ensemble des
nœuds du haut, ⊥ est l’ensemble des nœuds du bas, et E ⊆ >×⊥ est l’ensemble
des liens. Les graphes bipartis ne constituent pas un type particulier de re´seaux
comme l’on pourrait le croire. Au contraire, tous les graphes re´els ont une
structure sous-jacente bipartie (Guillaume et Latapy, 2004). Les graphes qui ne
pre´sentent pas cette structure sont en effet des projections de graphes bipartis.
Tel que pose´ dans (2008, a), le ⊥-projete´ de G est le graphe G⊥ = (⊥, E⊥)
dans lequel deux nœuds de ⊥ sont lie´s s’ils ont au moins un voisin en commun
dans G : E⊥ = {(u, v),∃x ∈ > : (u, x) ∈ E et (v, x) ∈ E}. Le >-projete´ G> est
de´finie de manie`re duale, comme illustre´ sur la Figure 2.
2.2. Jeu de donne´es Github
Github.com est une plateforme en ligne cre´e´e en 2008 pour aider les de´ve-
loppeurs a` partager du code open source et a` collaborer. Construite autour du
syste`me de versionnement de´centralise´ Git, elle facilite le partage et les dis-
cussions a` travers une interface Web. Le 16 janvier 2013, Github a atteint 3
millions d’utilisateurs qui collaborent sur 5 millions de projets de de´veloppe-
ment de logiciels (dits « repositories » )1.
Le jeu de donne´es Github de´crit toute l’activite´ visible publiquement entre
utilisateurs et projets sur la plateforme, du 11 mars 2012 au 18 juillet 2012.
Nous avons extrait les donne´es depuis le site Github Archive2, qui enregistre
toute l’activite´ entre utilisateurs et projets publics. Nous avons ensuite construit
le graphe biparti de « qui contribue a` quel de´poˆt de logiciel », ou` les nœuds
repre´sentent les utilisateurs et les projets, et ou` les liens repre´sentent tout type
d’interaction entre utilisateurs et projets.Le jeu de donne´es contient un peu
plus de 336 000 nœuds et 2,2 millions de liens.
Dans le graphe biparti correspondant, les nœuds du haut repre´sentent les
utilisateurs et les nœuds du bas les projets. Un lien repre´sente une interaction
entre l’utilisateur et le de´poˆt de logiciels.
3. Notre approche : utilisation d’une feneˆtre glissante
Nous avons collecte´ toutes les donne´es ne´cessaires a` l’analyse de l’e´volution
du graphe, puisque nous conservons tous les nœuds et liens au cours du temps.
Chaque lien est associe´ a` un timestamp indiquant le moment ou` il a e´te´ observe´.
Les donne´es forment donc un flux de liens observe´s, ordonne´s par leur times-
tamp. On conside`re qu’un nœud apparaˆıt dans le graphe quand il est attache´
a` un lien observe´ pour la premie`re fois. Cependant, les donne´es ne contiennent
aucune information sur la dure´e de vie des nœuds et liens. Un nœud peut en
effet eˆtre observe´ une seule fois meˆme s’il existe durant une longue pe´riode.
Cela signifie que nous n’observons pas les nœuds apparus avant le de´but de la
mesure et pour lesquels aucun lien n’est observe´ au cours de la mesure, i.e. les
utilisateurs inactifs durant la pe´riode e´tudie´e. Nous ne voyons donc pas non
plus les projets qui ne pre´sentent aucune activite´ sur la pe´riode observe´e.
1. https://github.com/about/press
2. http://www.githubarchive.org
Date
N
b 
no
de
s
100000
200000
300000
12 Mar 14 May 18 Jul
Figure 3 – Github : nombre de nœuds distincts en fonction du nombre total de
liens observe´s.
Figure 4 – Flux de liens divise´ en feneˆtres temporelles contigue¨s.
Trois approches classiques peuvent eˆtre distingue´es pour l’e´tude des re´seaux
dynamiques. La premie`re consiste a` e´tudier la croissance du graphe au cours
du temps, repre´sente´e de fac¸on cumulative. Par exemple, la Figure 3 repre´sente
le nombre de nœuds comule´ en fonction du nombre total de liens observe´s de-
puis le de´but de la mesure. Cette courbe affiche une croissance re´gulie`re avec
un changement de re´gime a` la fin, mais nous n’obtenons que peu d’informa-
tions sur la dynamique sous-jacente. La seconde approche consiste a` diviser
le flux de liens en feneˆtes temporelles contigue¨s pour construire une se´rie de
sous-graphes, comme illustre´ en Figure 4. Nous calculons alors la proprie´te´ sta-
tistique choisie sur chaque sous-graphe. Par exemple, le nombre de nœuds de
chaque sous-graphe capture´ au cours du temps est repre´sente´ sur la Figure 5.
On observe sur cette courbe une tendance re´gulie`re et quelques pics, cependant
nous manquons peut-eˆtre des e´ve´nements plus subtils et le moment pre´cis de
leur apparition. Nous employons donc une troisie`me approche, qui ge´ne´ralise
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Figure 5 – Github : nombre de nœuds distincts dans l’union de 10 000 liens
conse´cutifs, tous les 10 000 liens, en fonction du nombre de liens observe´s.
Figure 6 – Feneˆtre temporelle glissante sur un flux de liens.
la pre´ce´dente. Elle consiste en l’extraction de sous-graphes conse´cutifs depuis
une feneˆtre temporelle glissante (Figure 6).
Notre approche se de´roule comme suit : depuis un flux de liens, nous me-
surons une proprie´te´ statistique donne´e3 du graphe observe´ dans la feneˆtre
temporelle glissante. Soit {e0, e1, ..., en} un flux de liens. Soit une feneˆtre glis-
sante de taille w. Si w est fonction du temps, par exemple si sa valeur s’exprime
en secondes, alors la feneˆtre glissante est l’ensemble de tous les liens observe´s
durant w secondes.
A notre connaissance, toutes les e´tudes sur les re´seaux dynamiques utilisant
une feneˆtre glissante de´finissent la taille de cette dernie`re en secondes. L’ap-
parente trivialite´ de cette approche attire peu l’attention car elle est facile a`
mettre en oeuvre et implique une unite´ de temps commune. Cependant elle
soule`ve des questions non triviales (de´taille´es en section IV) qui ne sont pas
aborde´es dans la plupart des e´udes. Par ailleurs, la taille w de la feneˆtre glis-
sante peut correspondre au nombre de liens (inde´pendamment de l’intervalle
temporel entre ces liens) ; dans ce cas, la feneˆtre glissante est de´finie ainsi :
Soit {e0, e1, ..., en} un flux de liens. Soit une feneˆtre glissante de taille w
liens : Ei = {ei−w+1, ..., ei}. Tout lien ei de la se´rie appartient a` Ei, Ei+1, ..., Ei+w−1.
Nous calculons la valeur d’une proprie´te´ sur la se´rie de graphes, ou` chaque
graphe est compose´ de l’ensemble des liens de la feneˆtre temporelle : soit le
graphe Gi = (Vi, Ei) ou` Vi est l’ensemble des nœuds attache´s aux liens de Ei.
Soit la se´rie de graphes Gw, Gw+1, ..., G|E| ou` |E| est le nombre total de liens.
Cette feneˆtre glissante, quelle que soit l’unite´ de taille choisie, nous permet
de construire une se´rie temporelle correspondant a` l’e´volution de la proprie´te´
du graphe e´tudie´e au cours du temps.
L’utilisation d’une feneˆtre glissante pour l’analyse des graphes dyanmiques
soule`ve de nombreuses questions : quelle unite´ de temps (traditionnellement
base´e sur le temps en secondes ou base´e sur les liens) devrait-on utiliser pour
de´tecter des e´ve´nements ? Quel est l’impact de la taille de la feneˆtre sur l’e´volu-
tion de la proprie´te´ ? Dans les sections suivantes, nous e´tudions empiriquement
l’impact de ces diffe´rents concepts de temps ainsi que des e´chelles de temps va-
rie´es sur une proprie´te´ statistique triviale : le nombre de nœuds observe´s dans
3. Une proprie´te´ pertinente pour les graphes bipartis est propose´e et e´tudie´e en Section
6
le graphe au cours du temps. Nous voulons de´terminer leurs conse´quences sur
la caracte´risation de la dynamique, et sur la de´tection d’e´ve´nements statisti-
quement significatifs.
4. Unite´ et E´chelle de Temps
4.1. Unite´ de temps
Le temps est un concept controverse´ que l’on peut voir comme une dimen-
sion dans laquelle les changements surviennent se´quentiellement. Selon cette
perspective, le temps est conside´re´ comme absolu, c’est-a`-dire que les change-
ments se produisent inde´pendamment de l’e´coulement du temps (Kant, 1781;
Newton, 1687). Mais si nous conside´rons le temps comme un concept relatif,
alors le temps de´pend de l’espace. Le temps est ve´cu en pratique comme relatif
parce que nous pouvons seulement le mesurer a` travers le mouvement relatif
(dans l’espace) des corps par rapport aux autres. Plusieurs techniques existent
pour le mesurer. L’unite´ adopte´e par le Syste`me International d’Unite´s est la se-
conde, de´finie par la transition entre deux e´tats de l’atome de ce´sium 133 (de la
Convention du Me`tre, 2006). Cette unite´ est donc lie´e aux mouvements mesure´s
dans l’espace physique.
Nonobstant le fort impact potentiel d’une unite´ de temps de´rive´e de l’espace
physique, la plupart des e´tudes sur les graphes dynamiques utilisent le temps
absolu : les proprie´te´s statistiques sont mesure´es en secondes ou avec l’une de
ses unite´s de´rive´es (ex. jours et anne´es). En conse´quence, ces e´tudes de´tectent
des activite´s exoge`nes (i.e. qui viennent de l’exte´rieur) a` ces re´seaux (Aynaud et
Guillaume, 2011; Panisson et al., 2011; Takeuchi et Yamanishi, 2006; Whitbeck
et al., 2012). Par exemple, les donne´es de flux de clics du trafic Web re´ve`lent
naturellement un cycle jour-nuit dans le re´seau a` cause de l’activite´ humaine
habituelle (Meiss et al., 2008). Bien que cette de´couverte puisse eˆtre inte´res-
sante, elle fournit plus d’information sur l’activite´ des utilisateurs que sur le
re´seau lui-meˆme. De telles tendances peuvent cacher des tendances lie´es uni-
quement au re´seau, nous empeˆchant de caracte´riser la dynamique endoge`ne du
re´seau.
Nous avons alors introduit dans (Heymann et Le Grand, 2013) le concept
de temps relatif du point de vue du re´seau, appele´ temps intrinse`que au re´seau,
par opposition au temps extrinse`que, qui est un concept de temps absolu du
point de vue du re´seau. Soit le temps extrinse`que du re´seau le temps mesure´ en
secondes. Nous l’appelons extrinse`que car son e´coulement est inde´pendant des
changements survenant dans le re´seau. Soit le temps intrinse`que du re´seau le
temps mesure´ par la transition entre deux e´tats du re´seau. L’unite´ de temps est
donc le changement (spatial) du re´seau : l’ajout ou la suppression d’un nœud
ou lien. Nous qualifions ce temps d’intrinse`que car son e´coulement de´pend des
changements sur le re´seau, et les changements de´pendent de l’e´coulement d’un
tel temps pour se produire.
Nous avons aussi montre´ que l’unite´ de temps a un fort impact sur la me-
sure de proprie´te´s statistiques, et sur notre capacite´ a` de´tecter des e´ve´nements
statistiquement significatifs. Dans la suite du papier, nous utilisons l’observa-
tion d’un lien comme unite´ de temps intrinse`que, et e´tudions la dynamique
endoge`ne du re´seau.
4.2. E´chelle de temps
Dans le cas d’un flux de liens, l’e´volution est habituellement capture´e par
la mesure de proprie´te´s statistiques du graphe sur une feneˆtre temporelle glis-
sante, comme explique´ dans la Section 3. De nombreuses e´tudes pre´supposent
une e´chelle de temps spe´cifique pour la mesure de ces proprie´te´s (Aggarwal et
al., 2011; Akoglu et al., 2010; 2008, b). D’autres e´tudes abordent le proble`me
de l’e´chelle temporelle. Par exemple, (Benamara et Magnien, 2010) propose
une me´thodologie pour estimer la taille de la feneˆtre observable pour e´tablir
une caracte´risation rigoureuse de n’importe quelle proprie´te´ du graphe. (Pa-
padimitriou, 2006) propose une e´chelle optimale pour la de´tection de formes
dans les se´ries temporelles. (Reeves et al., 2009) soule`ve le proble`me du sous-
e´chantillonnage de se´ries temporelles pour le stockage, tout en pre´servant la
capacite´ a` de´tecter des anomalies.
Mais toutes ces e´tudes utilisent une unite´ de temps extrinse`que. De plus,
nous avons constate´ dans (Heymann et Le Grand, 2013) qu’il n’existe au-
cune e´chelle temporelle optimale pour la caracte´risation d’e´ve´nements, et que
l’e´chelle doit eˆtre choisie selon la taille de l’e´ve´nement conside´re´. Dans la sec-
tion suivante, nous utilisons une unite´ de temps intrinse`que et proposons une
proprie´te´ spe´cifique pour l’e´tude de la stabilite´ des graphes bipartis et ainsi
suivre les interactions utilisateur-syste`me.
5. Suivi de la dynamique des interactions entre l’utilisateur et le
syste`me
La proprie´te´ que nous sugge´rons de prendre en conside´ration pour le suivi
de la dynamique des interactions entre utilisateur et syste`me est le nombre
de liens internes. Le concept intrinse`quement biparti de lien interne a e´te´ in-
troduit et e´tudie´ re´cemment pour des re´seaux statiques (Allali et al., 2012)
afin d’apporter des e´le´ments nouveaux pour la caracte´risation de ces re´seaux.
Un lien interne est un lien dont la suppression ne modifie pas la projection
du graphe pour l’un des deux ensembles de nœuds, haut ou bas. Si l’on prend
l’exemple d’un syste`me d’information ou` les utilisateurs (i.e. nœuds haut) inter-
agissent avec des services (i.e. nœuds bas), un lien interne partant du point de
G’  = GT T
Figure 7 – Exemple de lien ⊥-interne. De gauche a` droite : un graphe biparti
G, le graphe biparti G′ obtenu en supprimant le lien (B, j) de G, et leur ⊥-
projection. Comme G′⊥ = G⊥, (B, j) est un lien ⊥-interne de G.
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Figure 8 – Github : nombre de >-liens internes dans une feneˆtre glissante de
w = 10000 liens, tous les 1000 liens. Les couleurs repre´sentent les valeurs de
classe d’outlier, voir Section 7.
vue haut (respectivement bas) est un lien qui n’est pas indispensable pour que
deux utilisateurs (respectivement services) soient connecte´s dans la projection
correspondante. On peut interpre´ter ces liens internes comme une mesure de
redondance de liens.
Les liens >-internes (respectivement ⊥-internes) sont des liens qui peuvent
eˆtre supprime´s de E sans modifier la>-projection (respectivement la⊥-projection),
comme le montre la Figure 7. Soit (u, v) ∈ ⊥ × > avec (u, v) ∈ E et soit
G′ = G− (u, v), (u, v) est un lien ⊥-interne si et seulement si G⊥ = G′⊥ ou` G′⊥
est la ⊥-projection de G′. Les liens >-internes sont de´finis de manie`re duale.
Alors qu’il a e´te´ montre´ que les liens internes permettent de capturer des
proprie´te´s statistiques inte´ressantes des re´seaux bipartis, ce concept n’a jamais
e´te´ utilise´ pour l’e´tude des re´seaux qui e´voluent dans le temps. Nous mesurons
le nombre de liens >-internes en utilisant une feneˆtre glissante de 10000 liens4.
Nous observons sur la Figure 8 que le nombre de liens >-internes est globale-
ment stable, autour de 2400 liens, ce qui signifie que 24% des liens a` l’inte´rieur
de la feneˆtre glissante sont des liens internes. Ce re´sultat est inte´ressant car il
nous fournit une caracte´risation du comportement normal du syste`me. Nous
observons e´galement des e´ve´nements significatifs avec des croissances et des
de´croissances rapides des valeurs, qui constituent des anomalies statistiques du
comportement du syste`me. Ces e´ve´nements ne sont cependant pas nouveaux
pour nous : nous les observons aussi dans l’e´volution du nombre de nœuds, ou
4. C’est la taille choisie en Section 5
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Figure 9 – Github : nombre de >-liens internes dans une feneˆtre glissante de
w = 10000 liens, tous les 1000 liens. Les e´ve´nements sont entoure´s et e´tiquete´s
par une lettre. Les couleurs repre´sentent les valeurs de classe d’outlier, voir
Section 7.
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Figure 10 – Github : ratio de >-liens internes parmi les connexions des nœuds
de degre´ > 1 dans une feneˆtre glissante de w = 10000 liens, tous les 1000 liens.
Les couleurs repre´sentent les valeurs de classe d’outlier, voir Section 7.
bien dans l’e´volution du nombre de liens distincts (dont nous n’affichons pas
la courbe puisque son allure est similaire a` celle du nombre de nœuds). Par
conse´quent, le nombre de liens internes est proportionnel au nombre de liens
distincts.
Ceci nous a conduits a` e´tudier le nombre normalise´ de liens internes, qui
correspond au nombre de liens internes divise´ par le nombre de liens distincts
dans la feneˆtre glissante. Cette proprie´te´ fournit la proportion de liens internes
observe´s dans la feneˆtre glissante. Ce ratio est diffe´rent de celui que l’on peut
calculer a` partir de la proprie´te´ pre´ce´dente puisque seuls les liens distincts sont
pris en compte. Ce ratio est pertinent car la mesure de liens internes est inde´-
pendante du fait que plus d’un lien existe entre deux nœuds. Nous comple´tons
la courbe de la Figure 9 avec un rectangle autour de chaque ensemble de valeurs
anormales de la courbe, ou de points qui sont anormaux dans d’autres courbes,
et nous e´tiquetons ces e´ve´nements par une lettre.
Nous identifions un nouvel e´ve´nement, le petit e´ve´nement A, alors que les
e´ve´nements E et G ont disparu. L’e´ve´nement I est inte´ressant : il est le seul qui
corresponde a` un pic croissant sur la courbe du nombre de liens internes ; il est
e´galement observe´ sur la courbe du degre´ maximal (non incluse dans ce papier).
Nous interpre´tons cet e´ve´nement dans la Section 7. De plus, nous de´couvrons
que tous les pics de´croissants de la courbe du nombre de liens sont au contraire
croissants dans cette courbe. La proportion de liens internes augmente lorsque
le nombre de liens distincts diminue. Cet effet est duˆ au biais intrinse`que de
cette proprie´te´, qui conside`re comme liens internes les liens attache´s a` des
nœuds ayant un seul voisin. Finalement, nous supprimons ce biais en ignorant
ces nœuds. Nous obtenons ainsi la proportion de liens internes parmi les liens
qui relient les nœuds ayant au moins deux voisins. Nous constatons dans la
Figure 10 que ce filtre a fait disparaˆıtre la plupart des e´ve´nements, conservant
ainsi les connexions les plus significatives.
En conclusion, nous avons vu qu’une proprie´te´ reposant sur la mesure des
liens internes re´ve`le des e´ve´nements d’un nouveau type, et confirme les e´ve´ne-
ments connus. Dans la section suivante, nous montrons comment de´tecter ces
e´ve´nements de manie`re automatique et en temps re´el.
6. De´tection d’e´ve´nements en temps re´el
6.1. Me´thodologie
Comment de´tecter des e´ve´nements de manie`re automatique, fiable et en
temps re´el ? Dans cette section, nous proposons d’utiliser la me´thode Outske-
wer que nous avons de´veloppe´e re´cemment (Heymann et al., 2012). Outskewer
permet en effet de de´tecter les anomalies statistiquement significatives (i.e. les
valeurs qui s’e´loignent sensiblement des autres) dans des e´chantillons et dans
des se´ries temporelles. Les re´sultats sont faciles a` interpre´ter car les valeurs
sont classifie´es comme outliers, outliers potentiels ou non outliers. La classe est
inconnue lorsqu’il n’y a pas de comportement « normal » dans l’e´chantillon
e´tudie´. Cette me´thode est e´galement facile a` utiliser car elle ne requiert aucune
connaissance a priori sur les donne´es, et l’unique parame`tre est la largeur de
la feneˆtre temporelle pour les se´ries temporelles sur lesquelles les outliers sont
de´tecte´es. Cette largeur peut eˆtre diffe´rente de celle utilise´e pour mesurer la
proprie´te´. Une imple´mentation de cette me´thode peut prendre en entre´e un
flux de valeurs pour une analyse en temps re´el.
Nous avons applique´ notre me´thode pour suivre l’e´volution du nombre nor-
malise´ de liens internes. Sur la Figure 9, la couleur des points de la courbe
correspond a` leur classe d’outlier : rouge pour les outliers, orange pour les
outliers potentiels, bleu pour les non outliers et vert pour les inconnues. Nous
observons qu’Ouskewer est capable de de´tecter automatiquement tous les e´ve´-
nements identifie´s a` la main. Ils sont identifie´s soit par un ensemble d’outliers,
soit par un ensemble de valeurs inconnues. Ce dernier cas se pre´sente lorsqu’il
n’y a pas de comportement normal au cours des feneˆtres glissantes correspon-
dantes, mais nous conside´rons que quelque chose d’impre´vu se produit a` ce
moment-la`. Nous pouvons donc utiliser cette me´thode pour de´tecter des e´ve´-
nements de manie`re automatique, et e´ventuellement de surveiller le syste`me en
temps re´el.
6.2. Re´sultats et interpre´tation des e´ve´nements
La me´thodologie que nous avons pre´sente´e pour la de´tection automatique
d’e´ve´nements dans la dynamique du graphe nous permet d’identifier des e´ve´-
nements associe´s a` des parties spe´cifiques de la courbe (qui correspondent aux
groupes de valeurs de la proprie´te´ e´tudie´e, voir Figure 9). Chaque valeur de
la se´rie temporelle repre´sente la proprie´te´ du sous-graphe qui est observable
pendant la feneˆtre correspondante. Plusieurs e´tapes sont alors ne´cessaires pour
interpre´ter l’e´ve´nement de´tecte´ et ve´rifier la validite´ de notre me´thode de de´tec-
tion d’anomalies : 1) Nous extrayons le sous-graphe associe´ a` l’e´ve´nement de´-
tecte´ et nous l’analysons en calculant le nombre normalise´ de liens >-internes ;
2) Nous mettons en correspondance le temps intrinse`que de l’e´ve´nement et
le temps extrinse`que (absolu) correspondant ; cette information est disponible
dans les donne´es Github ; 3) Nous recherchons des interactions anormales entre
les utilisateurs et le syste`me au moment de l’e´ve´nement.
Par exemple, nous avons de´couvert que l’e´ve´nement I de la Figure 9 est
corre´le´ a` une croissance soudaine du degre´ maximum des nœuds dans le graphe.
Nous avons e´galement trouve´ dans le sous-graphe comprenant 1000 nœuds que
le projet node-migrator-bot5 interagit avec 95 utilisateurs, ce qui est un nombre
inhabituellement e´leve´ de voisins pour un nœud du graphe dans une feneˆtre
temporelle. En regardant la page Web de ce projet sur Github, nous avons
appris que ce projet vise a` surveiller les mises a` jour d’un autre projet, appele´
NodeJitsu6. Nous avons constate´ que node-migrator-bot a envoye´ le 26 juin
2012 a` minuit un message PullRequestEvent aux autres projets de la plateforme
Github qui utilisent une version plus ancienne de NodeJitsu. Ce bot ge`re donc
les de´pendances entre NodeJitsu et les autres projets, en leur fournissant un
patch a` appliquer a` leur propre code. Cette observation explique la croissance
du degre´ maximal dans le graphe : rappelons qu’un lien du graphe repre´sente
une interaction entre un projet et un utilisateur. Dans ce cas, il y a beaucoup
d’interactions entre le bot et les utilisateurs proprie´taires d’un projet qui a
besoin d’eˆtre mis a` jour.
Interpre´tons a` pre´sent l’e´ve´nement J de la Figure 9. Cet e´ve´nement est
e´galement corre´le´ a` une augmentation soudaine du degre´ maximal dans le sous-
graphe. Nous de´couvrons dans ce sous-graphe contenant 1000 nœuds que le
projet Try-Git interagit avec 506 utilisateurs, ce qui explique ce degre´ e´leve´.
Nous apprenons sur la page Web du projet qu’il s’agit d’un tutoriel sur Git,
l’un des outils sous-jacents a` Github. La premie`re action requise de l’utilisateur
dans ce tutoriel est de cre´er un clone avec un nouveau projet (en envoyant a` cet
utilisateur un message CreateEvent). L’instant de de´tection de l’e´ve´nement par
5. https://github.com/node-migrator-bot
6. https://nodejitsu.com/
notre outil correspond au moment ou` Try-Git a e´te´ rendu public, le 4 juillet 212
a` 17h (cette information a e´te´ confirme´e par un post sur le blog Github.com7).
Nous avons montre´ avec les deux exemples d’interpre´tation ci-dessus que
les e´ve´nements de´tecte´s de manie`re automatique avec notre me´thode corres-
pondent re´ellement a` une activite´ extra-ordinaire de la plateforme Github :
il s’agit donc bien d’e´ve´nements. Tous les e´ve´nements de´tecte´s sur la courbe
peuvent eˆtre interpre´te´s de la meˆme manie`re, de´montrant la validite´ de notre
surveillance de la dynamique des interactions utilisateur-syste`me.
7. Conclusion et perspectives
7.1. Conclusion
Nous avons propose´ dans cet article une approche originale pour la carac-
te´risation et la surveillance des interactions entre utilisateur et syste`me, et en
particulier leur e´volution au fil du temps. Nous mode´lisons ces interactions sous
la forme d’un graphe biparti, ou` les nœuds haut et bas repre´sentent respective-
ment les utilisateurs et les e´le´ments du syste`me, et ou` les liens correspondent
aux interactions entre ces deux types de nœuds. Nous e´tudions l’e´volution de ces
graphes pour caracte´riser le comportement normal et de´tecter une dynamique
anormale, a` travers la mesure de proprie´te´s statistiques spe´cifiques pendant une
feneˆtre de temps. Cette approche est facile a` mettre en œuvre mais elle soule`ve
des questions ardues qui ne sont quasiment pas aborde´es dans la litte´rature.
Quelle unite´ de temps devrions-nous utiliser ? En utilisant une re´fe´rence tem-
porelle absolue comme la seconde, les recherches actuelles ne parviennent pas
a` capturer la dynamique intrinse`que du re´seau et se concentrent sur l’e´volution
lie´e a` des facteurs exoge`nes (par exemple les cycles jour/nuit). Nous utilisons
ici un concept de temps que nous avons re´cemment introduit, appele´ temps
intrinse`que, qui repose sur l’apparition des liens, et re´ve`le une dynamique tota-
lement diffe´rente. Quelle e´chelle de temps doit alors eˆtre choisie pour calibrer la
mesure, i.e. quelle largeur choisir pour la feneˆtre glissante ? Comme il n’existe
pas d’e´chelle de temps optimale car les e´ve´nements se produisent a` diffe´rentes
e´chelles, nous utilisons une e´chelle offrant un bon compromis en termes d’e´ve´-
nements de´tecte´s. En utilisant cette approche, nous capturons avec succe`s le
comportement normal du syste`me et nous de´tectons les e´volutions anormales.
Nous avons applique´ notre approche a` un syste`me re´el de grande taille : la
plateforme sociale Github, ou` les utilisateurs interagissent avec des projets de
de´veloppement logiciel. Nous avons suivi l’e´volution de ce syste`me en utilisant
une proprie´te´ appele´e liens internes qui permet de capturer les interactions
essentielles et de re´ve´ler les e´ve´nements significatifs.
7. https://github.com/blog/1183-try-git-in-your-browser
Nous avons finalement surveille´ le syste`me en temps re´el en utilisant la
me´thode Outskewer, afin de de´clencher des alarmes automatiquement lorsque
des comportements anormaux apparaissent.
7.2. Perspectives
Dans l’avenir, nous conside´rerons la combinaison de ce suivi de la dynamique
des interactions utilisateur/syste`me selon une approche innovante en inge´nierie
des me´thodes, appele´e fouille d’intentions (Hug et al., 2012). La fouille d’inten-
tions vise a` de´couvrir les intentions actuelles et futures des utilisateurs a` partir
de l’analyse des traces d’activite´s. L’utilisation conjointe des deux me´thodes
pourrait eˆtre applique´e a` diffe´rents types de syste`mes d’information, en parti-
culier les syste`mes d’information pervasifs (Kourouthanassis et Giaglis, 2006;
Najar et al., 2012). Nous approfondirons e´galement l’utilisation de la notion de
temps intrinse`que pour explorer son potentiel et ses implications pour l’analyse
des re´seaux. En particulier, nous avons vu que les proprie´te´s calcule´es pour le
re´seau Github sont tre`s stables. Ce phe´nome`ne pourrait eˆtre spe´cifique a` nos
donne´es, cependant il pourrait aussi s’agir d’un effet de bord lie´ a` la manie`re
dont nous observons cette proprie´te´. La feneˆtre glissante a en effet une lar-
geur fixe´e w ; elle contient donc au maximum w liens distincts et 2w nœuds.
Des e´tudes plus pousse´es sont ne´cessaires pour de´terminer si ce phe´nome`ne est
ne´cessairement lie´ a` la me´thode d’observation.
Enfin, les e´ve´nements sont parfois difficiles a` interpre´ter. La visualisation de
donne´es est une approche prometteuse pour la caracte´risation des e´ve´nements.
Un petit nombre de logiciels de visualisation tels que Gephi (Bastian et al.,
2009) et VIENA (Windhager et al., 2011) fournissent une interface utilisateur
graphique pour l’exploration de re´seaux temporels ; ils ne sont cependant pas
conc¸us pour la de´tection d’e´ve´nements. Nous travaillerons donc a` la conception
de techniques d’investigation visuelle.
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