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Ce mémoire est une introduction aux phénomènes de rigidité C0 en topolo-
gie symplectique. Plus précisément, il sera question de la rigidité C0 du crochet
de Poisson sur une variété symplectique. Les notions élémentaires de la géomé-
trie symplectique et de la dynamique hamiltonienne sont rappelées au premier
chapitre. Le second chapitre traite de la géométrie d’Hofer du groupe des dif-
féomorphismes hamiltoniens d’une variété symplectique. Le chapitre 3 concerne
l’application de la géométrie d’Hofer à l’étude de fonctionnelles définies à partir
du crochet de Poisson. Le résultat principal qui est démontré, dû à Buhovski,
Entov et Polterovich, est la semi-continuité inférieure dans la topologie C0 de la
fonctionnelle qui associe à chaque paire de fonctions la norme uniforme de leur
crochet de Poisson.
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This master’s thesis is an introduction to C0 rigidity phenomena in symplec-
tic topology. More precisely, the main concern is the C0 rigidity of the Poisson
bracket on a symplectic manifold. The elementary notions of symplectic geometry
and Hamiltonian dynamics are recalled in the first chapter. The second chapter
introduces the Hofer geometry of the group of Hamiltonian diffeomorphisms of
a symplectic manifold. Chapter 3 concerns the application of Hofer geometry to
the study of functionals defined in terms of the Poisson bracket. The main result,
due to Buhovski, Entov and Polterovich, is the lower semi-continuity of the func-
tional which assigns to every pair of functions the uniform norm of their Poisson
bracket.
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INTRODUCTION
Le sujet de ce mémoire est la géométrie symplectique, c’est-à-dire l’étude de
variétés munies de formes symplectiques. Notre objet d’étude principal est le
crochet de Poisson d’une variété symplectique, qui associe à deux fonctions la















On peut voir le crochet de Poisson de deux fonctions comme une mesure de la
« grandeur symplectique » de leurs dérivées en chaque point. Pour obtenir une
mesure plus commode, il est naturel de considérer des fonctionnelles de la forme
(F,G) 7→ ‖{F,G}‖, où ‖·‖ est une norme sur l’espace des fonctions. Nous allons
principalement considérer la norme C0 donnée par ‖F‖∞ = supx∈M |F (x)|.
Viterbo et Cardin [10] ont découvert que la fonctionnelle (F,G) 7→ ‖{F,G}‖∞
possède d’étonnantes propriétés de rigidité. Ils ont montré que si des suites Fn
et Gn convergent uniformément vers F et G respectivement, et que {F,G} 6= 0,
alors la valeur de ‖{Fn, Gn}‖∞ ne peut pas devenir arbitrairement proche de 0
lorsque n→∞. En termes précis, cela signifie que lim infn→∞ ‖{Fn, Gn}‖∞ > 0.
Cette propriété est surprenante car le crochet de Poisson dépend des dérivées des
fonctions Fn et Gn, et que la convergence uniforme ne permet pas de contrôler le
comportement des dérivées. Peu après, Entov et Polterovich [15] ainsi que Bu-
hovski [7] ont montré un résultat plus fort : la fonctionnelle (F,G) 7→ ‖{F,G}‖∞
est semi-continue inférieurement. Cela signifie qu’il est impossible de baisser si-
gnificativement la norme C0 du crochet de Poisson de deux fonctions par des
perturbations arbitrairement petites dans la topologie C0. Ce phénomène est ap-
pelé la rigidité C0 du crochet de Poisson. L’objectif de ce mémoire est d’introduire
les outils nécessaires à la démonstration de la rigidité C0 du crochet de Poisson.
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Le premier chapitre expose toutes les notions élémentaires de la géométrie
symplectique qui sont nécessaires pour la suite. L’accent est mis sur la dyna-
mique hamiltonienne ainsi que sur le rôle du crochet de Poisson. Le seul prére-
quis que nous supposons est une connaissance de base du langage de la géométrie
différentielle : variétés, champs de vecteurs et leur flot, formes différentielles, etc.
Au second chapitre, nous introduisons les difféomorphismes hamiltoniens, qui
sont les transformations d’une variété symplectique qui sont obtenues à partir








qui décrivent la mécanique classique. L’objet central de ce chapitre est la géomé-
trie d’Hofer, qui est une notion de distance sur l’ensemble des difféomorphismes
hamiltoniens qui est intimement liée à la dynamique hamiltonienne.
Au troisième et dernier chapitre de ce mémoire, nous commençons par présen-
ter un bref survol de la genèse du concept de rigidité C0 en topologie symplectique.
Nous montrons ensuite comment la géométrie d’Hofer permet de dévoiler les pro-
priétés de rigidité du crochet de Poisson. Les deux dernières sections sont dédiées
aux preuves du résultat de Cardin et Viterbo ainsi que celui de Buhovski, Entov
et Polterovich.
Les phénomènes de rigidité C0 du crochet de Poisson que nous allons présen-
ter ont mené à de nombreux développements ultérieurs que nous n’aurons pas
l’occasion d’aborder dans ce mémoire. Notamment, ces résultats ont mené à l’in-
troduction d’invariants symplectiques construits à partir du crochet de Poisson,
appelés les invariants pb, qui sont aujourd’hui l’objet d’une recherche active. Le
lecteur intéressé pourra consulter l’article de Buhovski, Entov et Polterovich [8]
ou la monographie de Polterovich et Rosen [30] pour une introduction à ces in-
variants.
Par soucis de rester bref, nous n’aborderons pas dans ce mémoire l’un des
aspects les plus fondamentaux de la topologie symplectique, soit la théorie des
courbes pseudo-holomorphes et la théorie de Floer. En particulier, on ne trouvera
pas dans ce mémoire de preuve de la non-trivialité de la géométrie d’Hofer, qui
est l’un des outils principaux que nous allons utiliser. Le lecteur soucieux de
remédier à ce manque pourra consulter l’ouvrage d’Hofer et Zehnder [19] ou
celui de Polterovich [29] pour des preuves détaillées dans le cas de R2n, ainsi que
l’article de Lalonde et McDuff [22] pour le cas général. On réfère aussi aux livres
d’Oh [26] et de Polterovich et Rosen [30] pour une autre approche à ce théorème
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via les invariants spectraux. Pour la théorie des courbes pseudo-holomorphes et
leurs applications en topologie symplectique, l’ouvrage de McDuff et Salamon [24]




Dans ce chapitre, nous exposons les constructions de base de la géométrie
symplectique. Nous commençons par introduire la géométrie des formes symplec-
tiques, d’abord dans le cas linéaire puis sur les variétés. La section 3 traite de la
dynamique hamiltonienne, qui généralise la mécanique hamiltonienne aux variétés
symplectiques. Nous prouvons à la section 4 le théorème de Darboux, selon lequel
toutes les variétés symplectiques de même dimension sont localement identiques.
Enfin, nous introduisons à la section finale de ce chapitre le crochet de Poisson,
qui sera l’objet d’étude principal de ce mémoire.
La référence standard pour le matériel de ce chapitre est le livre de McDuff
et Salamon [23].
1.1. Espaces vectoriels symplectiques
Nous introduisons dans cette section les espaces vectoriels symplectiques, qui
sont les objets linéaires sur lesquels est modelée la géométrie symplectique. Dans
ce qui suit, les espaces vectoriels sont toujours supposés être des espaces vectoriels
réels de dimension finie.
Définition 1.1.1. Soit V un espace vectoriel. Une forme symplectique sur V
est une forme bilinéaire ω : V × V → R qui est
(1) antisymétrique, c’est-à-dire que ω(u, v) = −ω(v, u) pour tous u,v ∈ V ;
(2) non-dégénérée, c’est-à-dire que ω(u, v) = 0 pour tous v ∈ V implique que
u = 0.
Un espace vectoriel symplectique (V, ω) est un espace vectoriel V muni d’une
forme symplectique ω. Si (V, ω) et (W, η) sont des espaces symplectiques, une
application linéaire L : V → W est dite symplectique si L∗η = ω.
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Une forme symplectique ω induit une application Ω : V → V ∗ entre V et
son dual donnée par Ω(v) = ω(v, ·). La non-dégénérescence de ω est alors équiva-
lente à ce que Ω soit un isomorphisme. Une autre formulation équivalente est de
demander que la forme ωn = ω ∧ · · · ∧ ω (n facteurs) ne s’annule pas.
Exemple 1.1.1. L’exemple standard d’espace symplectique est R2n muni de la
forme symplectique ω0 qui est représentée dans la base standard par la matrice 0 In
−In 0

où In est la matrice identité n×n. En notant e1, . . . , en, f1, . . . , fn la base standard
de R2n, cela signifie que ω0(ei, fi) = δij et ω0(ei, ej) = ω0(fi, fj) = 0 pour tous i et
j, les autres valeurs de ω0 étant déterminées par la bilinéarité et l’antisymétrie.












On reconnaît donc que ω0(a, b) est la somme des aires signées des parallélo-
grammes engendrés par les projections de a et b sur les plans 〈ei, fi〉, le signe
étant positif si l’orientation de ces projections est en accord avec celle de ei et fi,
et négatif dans le cas contraire.
L’exemple précédent est essentiellement le seul, au sens où tous les espaces
vectoriels symplectiques sont isomorphes à (R2n, ω0) pour un certain n, ce que
nous allons démontrer au théorème 1.1.1. En préparation à la preuve, on définit
quelques sous-espaces importants des espaces symplectiques.
Définition 1.1.2. Soit (V, ω) un espace symplectique, et W ⊂ V un sous-
ensemble. L’ensemble
W ω = {v ∈ V : ω(v, w) = 0 pour tout w ∈ W}
est appelé l’orthogonal symplectique de W .
En géométrie euclidienne, un sous-espace et son orthogonal s’intersectent tou-
jours trivialement. La situation est très différente pour une forme symplectique et
il est important de distinguer comment un sous-espace se comporte par rapport
à son orthogonal.
Définition 1.1.3. Un sous-espace W de (V, ω) est dit
— symplectique, si W ∩W ω = 0 ;
— isotrope, si W ⊂ W ω ;
— coisotrope, si W ω ⊂ W ;
— lagrangien, si W = W ω.
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Remarquons que l’espace W ∩W ω est précisément le noyau de la restriction
de ω à W . Par conséquent, un sous-espace est symplectique si et seulement si la
restriction de ω est une forme symplectique, ce qui justifie la terminologie.
On rassemble dans la proposition suivante quelques propriétés élémentaires
de l’orthogonal symplectique qui seront utiles par la suite.
Proposition 1.1.1. Soit (V, ω) un espace symplectique. Pour tout sous-espace A
de V , on a
(1) dimA+ dimAω = dimV ;
(2) (Aω)ω = A.
De plus, pour tous sous-espaces A et B les relations suivantes sont satisfaites :
(3) A ⊂ B si et seulement si Bω ⊂ Aω ;
(4) (A+B)ω = Aω ∩Bω ;
(5) (A ∩B)ω = Aω +Bω.
Démonstration.
(1) On remarque que Aω est le noyau de l’opérateur linéaire ϕ : V → A∗
donné par ϕ = i∗ ◦ Ω, où Ω : V → V ∗ est l’isomorphisme induit par
la forme symplectique, i : A → V est l’inclusion et i∗ : V ∗ → A∗ est
l’application duale à i. L’application i∗ est surjective car i est injective,
donc ϕ est elle-même surjective. Le théorème du rang implique alors que
dim V = dimA∗ + dimAω = dimA+ dimAω.
(2) Soit a ∈ A. Par définition, on a ω(a, v) = 0 pour tout v ∈ Aω. Donc
a ∈ (Aω)ω. Cela montre que A ⊂ (Aω)ω. Or, par la conclusion (1) on a
dim V = dimA + dimAω et dim V = dimAω + dim(Aω)ω. On en déduit
que dimA = dim(Aω)ω, et donc que l’inclusion ci-haut est en fait une
égalité.
(3) Si A ⊂ B, l’inclusion Bω ⊂ Aω est évidente. Si Bω ⊂ Aω, alors cela
implique (Aω)ω ⊂ (Bω)ω, et donc A ⊂ B par (2).
(4) Puisque A ⊂ A + B et B ⊂ A + B, on a par (3) que (A + B)ω ⊂ Aω et
(A+B)ω ⊂ Bω. Donc (A+B)ω ⊂ Aω∩Bω. Pour montrer l’autre inclusion,
prenons v ∈ Aω ∩ Bω. Tout élément de A + B s’écrit comme a + b pour
certains a ∈ A et b ∈ B. On a alors ω(v, a + b) = ω(v, a) + ω(v, b) = 0,
donc v ∈ (A+B)ω.
(5) Il suffit d’appliquer (4) aux orthogonaux et d’utiliser (2), c’est-à-dire que
(Aω +Bω)ω = (Aω)ω ∩ (Bω)ω = A ∩B.

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La proposition précédente permet de reformuler la propriété d’être un sous-
espace symplectique, ce qui sera l’ingrédient principal de la preuve du théo-
rème 1.1.1.
Lemme 1.1.1. Soit W un sous-espace de (V, ω). Alors les assertions suivantes
sont équivalentes :
(1) W est symplectique ;
(2) W ω est symplectique ;
(3) V = W ⊕W ω ;
(4) ω|W est une forme symplectique sur W .
Démonstration. L’équivalence entre (1) et (2) est une conséquence directe de
(W ω)ω = W . Pour montrer l’équivalence entre (1) et (4), il suffit de remarquer
que l’ensemble W ∩W ω est, par définition, le noyau de la forme ω|W .
L’implication (3) ⇒ (1) est évidente. Pour montrer l’inverse, supposons que
W ∩ W ω = 0. En prenant l’orthogonal et en appliquant la conclusion (5) de
la proposition précédente, on obtient que W + W ω = 0ω. Or, 0ω = V par la
non-dégénérescence de ω, ce dont on déduit que V = W ⊕W ω. 
On énonce maintenant le théorème principal de cette section.
Théorème 1.1.1 (Théorème de classification des espaces symplectiques). Soit
(V, ω) un espace vectoriel symplectique. Alors V est de dimension paire et il
existe une base u1, . . . un, v1, . . . , vn de V telle que ω(ui, vj) = δij et ω(ui, uj) =
ω(vi, vj) = 0 pour tous i,j.
Les bases de V dont l’existence est prédite par le théorème 1.1.1 sont ap-
pelées des bases symplectiques. Remarquons qu’une telle base définit un iso-
morphisme symplectique entre (V, ω) et l’espace standard (R2n, ω0) (introduit à
l’exemple 1.1.1), où dim V = 2n.
Démonstration. On procède par induction sur la dimension de V . Puisque ω
est non-dégénérée, il existe des vecteurs u1 et v1 tels que ω(u1, v1) = 1. Ceux-ci
sont nécessairement linéairement indépendants, faute de quoi ils seraient paral-
lèles et on aurait alors ω(u1, v1) = 0 par antisymétrie. Cela termine la preuve
dans le cas où dim V ≤ 2. Dans le cas général, on nomme W l’espace en-
gendré par u1 et v1. La restriction de ω à W étant non-dégénérée, il s’agit
d’un sous-espace symplectique (lemme 1.1.1). Toujours par le lemme 1.1.1, on
a V = W ⊕W ω et la restriction de ω à W ω est une forme symplectique. Puisque
dimW ω = dimV − dimW = dimV − 2, on peut appliquer l’hypothèse d’induc-
tion à (W ω, ω|Wω). On obtient alors une base symplectique u2, . . . , un, v2, . . . , vn
de W ω, où l’entier n est tel que 2n − 2 = dimW ω = dim V − 2, c’est-à-dire que
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dim V = 2n. V est donc de dimension paire et la base u1, . . . , un, v1, . . . , vn est
une base symplectique de V , ce qui complète la preuve. 
1.2. Variétés symplectiques
Une variété symplectique est un variété lisse dont chaque plan tangent est
muni d’une structure d’espace vectoriel symplectique. On demande que cette
structure varie de façon lisse en fonction du point. On impose en plus que cette
structure satisfasse une équation différentielle bien particulière ; la signification
géométrique de cette condition deviendra claire par la suite. Dans ce qui suit, on
suppose toujours que les variétés considérées sont connexes et sans bord (mais
pas forcément compactes).
Définition 1.2.1. Une variété symplectique (M,ω) est une variété M munie
d’une forme différentielle ω de degré 2 telle que
(1) pour tout x ∈M , la forme ωx est non-dégénérée ;
(2) ω est fermée, c’est-à-dire que dω = 0.
Définition 1.2.2. Soit (M,ω) et (N, η) des variétés symplectiques. Une appli-
cation lisse φ : M → N est dite symplectique si φ∗η = ω. Une application
symplectique inversible est appelée un symplectomorphisme. S’il existe un
symplectomorphisme φ : M → N , on dit alors que (M,ω) et (N, η) sont sym-
plectomorphes. On note Symp(M,ω) le groupe des symplectomorphismes d’une
variété symplectique (M,ω).
Avant d’aller plus loin, donnons quelques exemples de variétés symplectiques.
a) Espace standard.
L’exemple de base est R2n muni de la forme symplectique « constante »
ω0 =
∑
dqi ∧ dpi, où q1, . . . , qn, p1, . . . , pn sont les coordonnées usuelles
sur R2n. En chaque point, cette forme est égale à la forme symplectique
linéaire standard sur R2n via l’identification usuelle TxR2n ∼= R2n.
b) Fibrés cotangents.
Plus généralement, le fibré cotangent T ∗Q d’une variété Q admet une
forme symplectique. Soit π : T ∗Q→ Q la projection sur la base. On définit
la forme de Liouville λ sur T ∗Q de la façon suivante : si v est un vec-
teur tangent à T ∗Q en (q, α), alors on pose λ(q,α)(v) = α(π∗v). On définit
alors la forme symplectique canonique sur T ∗Q par ω = −dλ. Cette
forme est évidemment fermée. Pour vérifier qu’elle est non-dégénérée, il
convient d’écrire sa représentation en coordonnées naturelles. N’importe
quel choix de coordonnées locales qi sur Q induit via les différentielles des
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coordonnées qi, pi qui trivialisent localement T ∗Q. Dans ces coordonnées,
la forme de Liouville est donnée par λ = ∑i pidqi. En dérivant, on trouve
que la forme ω est donnée localement par ω = ∑i dqi ∧ dpi, ce qui corres-
pond à la forme symplectique standard sur R2n. On en déduit que ω est
non-dégénérée.
Cet exemple a une importance particulière en physique. On peut interpré-
ter la variété Q comme l’ensemble des positions accessibles à un système
physique (on l’appelle alors l’espace des configurations). Le fibré cotan-
gent T ∗Q représente alors l’espace des phases du système physique, soit
l’ensemble des positions et momentums accessibles. On pourra consulter
l’ouvrage d’Arnol’d [2] pour explorer cette interprétation en plus de pro-
fondeur.
c) Surfaces munies d’une forme volume.
Sur une surface, toutes les formes de degré 2 sont fermées, et une forme
est non-dégénérée si et seulement si elle ne s’annule pas. Une variété sym-
plectique de dimension 2 est donc la même chose qu’une surface orientable
munie d’une forme volume, et un symplectomorphisme est un difféomor-
phisme qui préserve le volume. La géométrie symplectique se confond donc
avec la géométrie de volume dans le cas des surfaces.
d) Produits de variétés symplectiques.
Si (M,ω) et (N, η) sont des variétés symplectiques, alors la variétéM×N
admet (entre autres) la forme symplectique ω ⊕ η = π∗Mω + π∗Nη, où πM
et πN sont les projections sur M et N , respectivement. Par exemple, les
tores de dimension paire T 2n admettent des formes symplectiques.
Sur un fibré cotangent muni de la forme symplectique canonique, tout choix de
coordonnées naturelles fournit une carte dans laquelle ω est identique à la forme
standard sur R2n. Cela n’est pas un accident ; l’existence de telles coordonnées
est une conséquence de la condition de fermeture dω = 0, comme l’affirme le
théorème de Darboux.
Théorème 1.2.1 (Théorème de Darboux). Soit M une variété de dimension 2n
munie d’une forme non-dégénérée ω de degré 2. Alors ω est fermée si et seulement
s’il existe autour de chaque point deM des coordonnées locales q1, . . . , qn, p1, . . . , pn
telles que la restriction de ω est donnée par ω = ∑ dqi ∧ dpi.
La signification géométrique de la condition dω = 0 est donc qu’elle impose
que les variétés symplectiques sont toutes localement identiques à (R2n, ω0). Il est
clair que la fermeture de ω est une condition nécessaire à l’existence des cartes
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données par le théorème de Darboux. La démonstration que cette condition est
aussi suffisante sera donnée à la section 1.4.
Ce ne sont pas toutes les variétés qui admettent des formes symplectiques.
Par exemple, le théorème de classification des espaces vectoriels symplectiques
implique que les variétés symplectiques sont de dimension paire. De plus, la non-
dégénerescence de la forme symplectique ω est équivalente au fait que la forme
ωn = ω ∧ · · · ∧ ω (n facteurs) soit une forme volume. Une variété symplectique
est donc toujours orientable. Une troisième obstruction à l’existence d’une forme
symplectique est donnée par la proposition suivante.
Proposition 1.2.1. Soit (M,ω) une variété symplectique compacte sans bord.
Alors pour 1 ≤ k ≤ n les formes ωk = ω ∧ · · · ∧ ω (k facteurs) sont fermées mais
ne sont pas exactes. En particulier, H2kdR(M) 6= 0 pour tout 1 ≤ k ≤ n.
Démonstration. Pour montrer la fermeture de ωk, on procède par induction
et on utilise la règle de Leibniz d(ωk) = dω ∧ ωk−1 + ω ∧ d(ωk−1), le cas k = 1
étant vrai car ω est fermée. Pour montrer que ωk n’est pas exacte, on suppose le
contraire, c’est-à-dire que ωk = dβ pour une certaine forme β ∈ Ω2k−1(M). Alors
ωn est elle aussi une forme exacte, car d(β ∧ ωn−k) = dβ ∧ ωn−k = ωn. Par le
théorème de Stokes, on aurait alors
∫
M ω
n = 0, ce qui est une contradiction car
ωn est une forme volume. 
Cette proposition implique en particulier que les sphères de dimension plus
grande que 2 n’admettent pas de formes symplectiques. Remarquons l’importance
de l’hypothèse que M soit fermée dans la proposition précédente. Par exemple,
les fibrés cotangents fournissent un exemple de variété dont la forme symplectique
est exacte (de telles variétés sont appelées des variétés symplectiques exactes).
Comme nous l’avons observé précédemment, une variété symplectique (M,ω)
possède des choix distingués de formes volumes, soit les multiples positifs de
ωn. On appelle µ = ωn/n! la forme volume canonique sur (M,ω). Ce choix de
normalisation fait en sorte que la forme volume canonique de (R2n, ω0) est la
forme volume standard. Un difféomorphisme symplectique préserve en particulier
la forme µ, donc Symp(M,ω) est un sous-groupe de Diff(M,µ), le groupe des dif-
féomorphismes qui préservent µ. Nous explorerons plus en profondeur la relation
entre ces deux groupes lors de notre discussion du théorème d’Eliashberg-Gromov
à la section 3.1.
1.3. Dynamique hamiltonienne
On considère une variété symplectique (M,ω) ainsi que H : M × I → R une
fonction lisse, où I est un intervalle qui contient 0. On appellera une telle fonction
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une fonction hamiltonienne ou tout simplement un hamiltonien. L’interprétation
physique est que M représente l’ensemble des états accessibles à un système phy-
sique, alors que la variable réelle, souvent notée t, représente le temps. La fonction
Ht donnée par Ht(x) = H(x, t) représente l’énergie du système au temps t. Dans
la formulation hamiltonienne de la mécanique classique, l’énergie H détermine
les équations du mouvement du système physique, qui décrivent comment l’état
du système évolue dans le temps. Dans cette section, on montre qu’une forme
symplectique permet d’associer à un hamiltonien une dynamique qui généralise
la mécanique hamiltonienne.
1.3.1. Champs de vecteurs et isotopies
Commençons par rappeler quelques faits bien connus de la théorie des équa-
tions différentielles ordinaires. Nous allons nous intéresser principalement à des
systèmes dynamiques sur une variété M qui sont donnés par un champ de vec-
teurs dépendant du temps, c’est-à-dire une application X : M × I → TM , que
nous supposerons toujours lisse. Pour chaque t ∈ I fixé, on note Xt le champ de




γ(t) = Xt(γ(t)) (1.3.1)
pour des courbes γ dansM . Pour x un point dansM , on appelle courbe intégrale
(ou trajectoire) de X passant par x une solution de l’équation (1.3.1) qui satisfait
γ(0) = x. Le théorème d’existence et d’unicité des équations différentielles ordi-
naires assure que pour chaque point x ∈M , il existe une unique courbe intégrale
maximale γx : Ix →M passant par x, où Ix ⊂ I est un intervalle ouvert contenant
0. On dit que X est complet si toutes les courbes intégrales sont définies sur tout
I. Cela est le cas en particulier si X est à support compact, où le support de
X est par définition la fermeture de l’ensemble ∪t∈I suppXt.
Si X est complet, pour chaque t ∈ I on obtient une transformation de M en
« suivant les trajectoires de X pour un temps t ». Plus précisément, pour chaque
t on a un difféomorphisme ϕXt : M → M donné par ϕXt (x) = γx(t), où γx est la
courbe intégrale maximale passant par x. En mettant tous les difféomorphismes
ϕXt ensemble, on obtient une application ϕX : M × I → M , appelée l’isotopie
engendrée par X. Rappelons que, par définition, une isotopie θ sur M est une
application lisse θ : M × I →M qui satisfait
(1) θ0 = idM ;
(2) Pour chaque t ∈ I, θt ∈ Diff(M),
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où pour t ∈ I on note θt l’application x 7→ θ(x, t). Une isotopie θ est toujours
engendrée par un champ de vecteurs par la procédure décrite plus tôt. En effet, θ
est engendrée par l’unique champ de vecteurs qui satisfait d
dt
θ(x, t) = Xt(θ(x, t)),





Un champ de vecteurs qui ne dépend pas du temps est dit autonome. Dans
ce cas, l’isotopie θ engendrée par X satisfait θt+s = θt ◦ θs pour tous s et t, c’est-
à-dire que l’application t 7→ θt de R dans Diff(M) est un morphisme de groupes.
Pour mettre l’emphase sur cette propriété importante, on dira alors que θ est un
flot.
1.3.2. Isotopies hamiltoniennes
La non-dégénérescence de la forme symplectique ω est équivalente à ce que
l’application X (M) → Ω1(M) donnée par X 7→ ω(X, ·) soit un isomorphisme. 1
Cela permet d’associer à toute fonction lisse H : M → R l’unique champ de
vecteur X correspondant à dH via cet isomorphisme. Ces constructions sont
résumées dans la définition suivante.
Définition 1.3.1. Soit H : M × I → R un hamiltonien. L’unique champ de
vecteur (dépendant du temps) X qui satisfait iXtω = dHt pour tout t est appelé
le champ de vecteur hamiltonien de H. Lorsque X est complet, l’isotopie
engendrée par X est appelée l’isotopie hamiltonienne engendrée par H.
Notation. Le champ de vecteur hamiltonien d’un hamiltonien H sera généra-
lement noté XH . L’isotopie hamiltonienne engendrée par un hamiltonien sera
toujours notée par la lettre minuscule correspondante ; par exemple, l’isotopie en-
gendrée par H est notée h. Pour tous les objets qui dépendent du temps, l’ajout
d’un indice t (e.g. Ht, Xt, ht) signifie qu’on considère l’application induite sur M
au temps t.
Exemple 1.3.1. Sur R2n avec coordonnées standard (qi, pi) et la forme standard
ω0 =
∑
















Une trajectoire γ(t) = (q1(t), . . . , qn(t), p1(t), . . . , pn(t)) du champ hamiltonien est









i = 1, . . . , n. (1.3.2)
1. On note par X (M) l’espace des champs de vecteurs lisses (autonomes) sur M .
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Il s’agit des équations d’Hamilton, qui sont les équations fondamentales de la
formulation hamiltonienne de la mécanique classique. Étant donné le théorème de
Darboux, le flot hamiltonien sur une variété symplectique est toujours localement
donné par les équations (1.3.2). Dans ce sens, la dynamique hamiltonienne sur
une variété symplectique est une généralisation de la mécanique hamiltonienne.
Dans ce mémoire, on supposera toujours que les hamiltoniens considérés sont
à support compact. Comme dans le cas des champs de vecteurs, on définit le
support 2 d’une fonction H : M × I → R comme la fermeture de l’ensemble
∪t suppHt. On dit que H est à support compact si son support est compact. Le
champ hamiltonien d’un hamiltonien à support compact est lui-même à support
compact et engendre donc une isotopie globalement définie.
Un hamiltonien H ne dépendant pas du temps sera dit autonome ; on l’iden-
tifie alors à une fonction surM . Dans ce cas, l’isotopie h engendrée par H sera ap-
pelée le flot hamiltonien de H. Rappelons que dans ce cas on a ht+s = hths pour
tous s et t. La dynamique des hamiltoniens autonomes est qualitativement beau-
coup plus simple que celle des hamiltoniens dépendant du temps. Par exemple,
les trajectoires d’un flot hamiltonien ne peuvent pas se croiser. Les propriétés
d’un flot autonome sont aussi plus étroitement liées à celles de l’hamiltonien qui
l’engendre que dans le cas non-autonome. Par exemple, une propriété importante
est que H est préservée par son flot hamiltonien.
Proposition 1.3.1. Soit h le flot hamiltonien engendré par un hamiltonien au-
tonome H. Alors H ◦ht = H pour tout t, c’est-à-dire que H est constante le long
des trajectoires du flot.




H ◦ ht = h∗t [dH(XH)] = h∗t [ω(XH , XH)],
qui s’annule puisque ω est antisymétrique. On en déduit que pour tout t on a
H ◦ ht = H ◦ h0 = H. 
En langage physique, cela signifie que l’énergie est conservée le long de l’évo-
lution dans le temps. Géométriquement, cela signifie que les surfaces de niveau
{H = c} sont préservées par le flot de H. Une propriété essentielle des isoto-
pies hamiltoniennes est qu’elles préservent la structure symplectique, comme le
montre la proposition suivante.
Proposition 1.3.2. Soit h l’isotopie hamiltonienne engendrée par un hamiltonien
H. Alors pour tout t, l’application ht est un difféomorphisme symplectique.
2. Notons que cette définition diffère de la notion usuelle de support pour une fonction
H : M × I → R.
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Démonstration. On doit vérifier que h∗tω = ω pour tout t. Puisque h0 = id, le
résultat est évident pour t = 0. Puisque d
dt
h∗tω = h∗t (LXtω), où X est le champ
hamiltonien de H, il suffit de vérifier que LXtω = 0 pour tout t. Cela découle de
la formule de Cartan et de la fermeture de ω :
LXtω = d(ιXtω) + ιXt(dω) = d(dHt) + ιXt(dω) = 0.
On déduit que h∗tω est constant, c’est-à-dire que h∗tω = ω pour tout t. 
Cette proposition fournit une première famille d’exemples de symplectomor-
phismes d’une variété symplectique, ce qui montre par ailleurs que le groupe
Symp(M,ω) est très vaste. Les difféomorphismes obtenus de cette façon à partir
d’une isotopie hamiltonienne sont appelés des difféomorphismes hamiltoniens. Ces
difféomorphismes seront étudiés plus en profondeur au chapitre 2 de ce mémoire.
On aura souvent besoin de savoir comment un champ de vecteur hamilto-
nien se transforme sous l’action de symplectomorphismes, ce qui est l’objet de la
proposition suivante.
Proposition 1.3.3. Soit (M,ω) et (N, η) des variétés symplectiques ainsi que
φ : M → N un symplectomorphisme. Alors pour toute fonction H : N → R on a
Xφ∗H = φ∗XH .
Démonstration. On doit montrer que (d φ∗H)(Z) = ω(φ∗XH , Z) pour tout
champ vectoriel Z. Il s’agit d’un calcul direct :
(d φ∗H)(Z) = (φ∗dH)(Z)
= φ∗[dH(φ∗Z)]
= φ∗[ω(XH , φ∗Z)] par définition de XH
= (φ∗ω)(φ∗XH , Z)
= ω(φ∗XH , Z) car φ est symplectique.

L’application qui associe à un hamiltonien H son champ de vecteurs hamilto-
nien n’est pas injective. En effet, puisque le champ hamiltonien dépend seulement
des dérivées de Ht à t fixé, les hamiltoniens H + C, où C est une fonction dé-
pendant seulement du temps, ont tous le même champ hamiltonien. Inversement,
puisque M est connexe, deux hamiltoniens qui ont le même champ hamiltonien
diffèrent nécessairement par une fonction qui dépend seulement du temps. Il est
pratique de résoudre cette ambiguïté en imposant une condition de normalisation
sur les hamiltoniens considérés.
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Définition 1.3.2. Soit (M,ω) une variété symplectique et H : M × I → R un
hamiltonien.
— Si M est fermée, H est dit normalisé si
∫
M Ht ω
n = 0 pour tout t.
— Si M est ouverte, H est dit normalisé si H est à support compact.
L’application qui envoie un hamiltonien normalisé vers son champ de vecteur
hamiltonien est injective. Dans le cas fermé, c’est parce que la fonction nulle
est la seule fonction constante d’intégrale nulle. Dans le cas ouvert, c’est parce
que la fonction nulle est la seule fonction constante à support compact. Une
isotopie étant uniquement déterminée par le champ de vecteur qui l’engendre,
l’application qui associe à un hamiltonien normalisé son isotopie hamiltonienne
est aussi injective.
On note H l’ensemble des hamiltoniens normalisés autonomes d’une variété
symplectique. On a donc H = C∞c (M) si M est une variété ouverte, alors que
pour une variété fermée il s’agit de l’ensemble des fonctions d’intégrale nulle par
rapport à ωn. Cet ensemble jouera un rôle particulièrement important dans notre
discussion des difféomorphismes hamiltoniens au chapitre 2.
1.4. Théorème de Darboux
Dans cette section nous démontrons le théorème de Darboux, selon lequel
toute variété symplectique est localement isomorphe à l’espace standard (R2n, ω0).
Il s’agit d’une version locale du théorème de classification des espaces vectoriels
symplectiques.
Théorème 1.4.1 (Théorème de Darboux). Soit (M,ω) une variété symplectique
de dimension 2n. Alors pour tout point p ∈ M il existe une carte ψ : U → V
autour de p telle que ψ∗ω0 = ω.
Les cartes surM dont l’existence est prédite par le théorème de Darboux sont
appelées des cartes de Darboux ou encore des coordonnées canoniques. La
preuve du théorème de Darboux que nous présentons ici est basée sur un argument
dû à Moser [25].
Preuve du théorème de Darboux. Soit ω une forme symplectique sur M
et p ∈ M . Puisque le problème est local, en prenant une carte centrée en p on
se ramène au cas où M est un ouvert V de R2n et où p = 0. Par le théorème de
classification des espaces vectoriels symplectiques, en composant cette carte avec
un difféomorphisme linéaire de R2n, on peut supposer que ω coïncide en 0 avec la
forme standard ω0. On doit alors montrer qu’il existe un voisinage (possiblement
plus petit) de 0 et un difféomorphisme ψ de cet ouvert tel que ψ∗ω = ω0.
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La méthode de Moser consiste à s’attaquer à un problème qui est a priori
encore plus difficile. On prétend qu’il est possible, quitte à prendre V assez petit,
d’obtenir ω à partir de ω0 par une déformation continue. Plus précisément, on
cherche une famille de formes symplectiques ωt joignant ω0 à ω et une isotopie θ
telle que θ1 = ψ et θ∗tωt = ω0 pour tout t. Un choix naturel est de considérer le
segment de formes qui joint ω0 et ω1, c’est-à-dire ωt = (1−t)ω0+tω, 0 ≤ t ≤ 1. Les
formes ωt sont clairement fermées. Puisqu’elles coïncident avec ω0 en 0, quitte à
prendre V plus petit, on peut aussi supposer qu’elles sont toutes non-dégénérées.
Les formes ωt sont donc des formes symplectiques.
Pour trouver une isotopie comme ci-haut, on suppose d’abord que celle-ci
existe et on en déduit les conditions qui doivent être satisfaites par le champ de










= θ∗t (LXtωt + ω − ω0)
= θ∗t (d(ιXtωt) + ω − ω0) ,
où la dernière égalité suit de la formule de Cartan. Ce calcul montre que le champ
X doit satisfaire d(ιXtωt) = ω0−ω pour tout t. Puisque la forme ω0−ω est fermée,
le lemme de Poincaré garantit (quitte à prendre le voisinage V contractible) qu’il
existe une forme α telle que dα = ω0−ω et α(0) = 0. On cherche donc un champ
X qui satisfait ιXtωt = α pour tout t. Or, cette équation peut être résolue en
vertu de la non-dégénérescence des formes ωt. On rebrousse donc chemin et on
définit X comme étant l’unique champ qui satisfait ιXtωt = α pour tout t.
On ne peut garantir a priori que le champ X engendre une isotopie globale.
Cependant, le fait que α(0) = 0 entraîne que Xt(0) = 0 pour tout t, donc que la
courbe intégrale en 0 est définie pour tout temps. Puisque le temps d’existence
des courbes intégrales est une fonction qui est semi-continue inférieurement (voir
par exemple la proposition 4.1.24 de [1]), il doit exister un voisinage de 0 tel
que toutes les courbes intégrales sur ce voisinage sont définies au moins sur [0, 1].
En intégrant le champ de vecteurs, on obtient donc une famille de plongements
θt : V → R2n, avec t ∈ [0, 1], qui satisfont θ0 = id et θt(0) = 0 pour tout t. Par
continuité, on peut trouver un voisinage U ⊂ V tel que θt(U) ⊂ V pour tout
t. Par construction du champ de vecteur X, on a alors θ∗tωt = ω0 pour tout t.
En particulier, on a ainsi obtenu un difféomorphisme θ1 : U → θ1(U) tel que
θ∗1ω = ω0. 
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Une conséquence du théorème de Darboux est que les variétés symplectiques
n’ont pas d’invariants locaux outre la dimension ; deux variétés symplectiques
de même dimension ne peuvent pas être distinguées localement. Le problème
de décider si deux variétés symplectiques difféomorphes sont symplectomorphes
est donc généralement très difficile. Pour distinguer les variétés symplectiques
entre elles, on doit se mettre à la recherche d’invariants globaux des variétés
symplectiques. L’absence de structure locale se reflète aussi dans le fait que les
variétés symplectiques ont un groupe de symétries très grand (i.e. de dimension
infinie).
Pour terminer cette section on donne une seconde application de la méthode
de Moser, qui permet en particulier de classifier les variétés symplectiques fermées
de dimension 2.
Théorème 1.4.2. Soit M une variété fermée orientable ainsi que µ et ν des
formes volumes sur M . Alors il existe une difféomorphisme φ : M → M tel que





Le volume total est donc le seul invariant géométrique des variétés munies
d’une forme volume. Comme une forme symplectique n’est rien d’autre qu’une
forme volume en dimension 2, cela montre que les surfaces symplectiques fermées
sont entièrement classifiées à symplectomorphisme près par leur topologie (i.e.
leur genre) ainsi que leur volume total.




M ν est clairement nécessaire ; on
montre qu’elle est aussi suffisante. Comme dans la preuve du théorème de Dar-
boux, on considère la famille de formes volumes σt = (1 − t)µ + tν, t ∈ [0, 1].
Puisque µ et ν ont le même volume, celles-ci représentent la même classe de
cohomologie. On a donc [σt] = (1 − t)[µ] + t[ν] = [µ] pour tout t. Puisque les
formes σt sont cohomologues, la forme ddtσt est exacte pour tout t. Il existe donc
une famille lisse 3 de formes αt telle que ddtσt = dαt. On cherche une isotopie θ
telle que θ∗t σt = µ pour tout t. Par le même argument que précédemment, le
champ X qui génère θ doit alors satisfaire d(ιXtσt) = − ddtσt = −dαt. Puisque
les σt sont des formes volumes, on peut définir X comme l’unique champ qui
satisfait ιXtσt = −αt. PuisqueM est fermée, X génère une isotopie globale θ. Par
construction, on a alors θ∗t σt = µ pour tout t, et en particulier θ∗1ν = µ. 
3. On doit faire preuve de soin pour montrer que le choix des formes αt peut être fait de
manière lisse. Voir le théorème 3.17 de [23] pour une esquisse de preuve.
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1.5. Crochet de Poisson
Nous introduisons dans cette section l’objet qui sera au coeur de ce mémoire :
le crochet de Poisson sur une variété symplectique. Dans cette section, on consi-
dère seulement des hamiltoniens autonomes.
Définition 1.5.1. Soit (M,ω) une variété symplectique et F,G ∈ C∞(M) des
fonctions sur M . Alors le crochet de Poisson de F et G est la fonction {F,G}
donnée par
{F,G} = ω(XF , XG).
Exemple 1.5.1. En reprenant l’exemple 1.3.1, sur (R2n, ω0) le crochet de Poisson















Comme on s’y attend, on retrouve l’expression classique que nous avons présentée
dans l’introduction.
Par définition du champ de vecteur hamiltonien, le crochet de Poisson de deux
fonctions est donné par {F,G} = dF (XG) = −dG(XF ). Le crochet de Poisson est
donc (à un signe près) la dérivée de chaque fonction dans la direction du champ
hamiltonien de l’autre. En particulier, {F,G} = 0 implique que F est constante le
long du flot hamiltonien de G, et inversement. Plus généralement, on a la relation
suivante entre le crochet de Poisson de deux fonctions et leurs champs de vecteurs
hamiltoniens.
Proposition 1.5.1. Soit F et G des fonctions surM . Alors le champ hamiltonien
de {F,G} est −[XF , XG].
Démonstration. On doit vérifier que i[XG,XF ]ω = d {F,G}. En utilisant l’iden-
tité ι[X,Y ] = [LX , ιY ] pour des champs de vecteurs X et Y , on trouve
ι[XG,XF ]ω = LXGιXFω − ιXFLXGω.
XG étant un champ hamiltonien, on a LXGω = 0 (proposition 1.3.2). On obtient
donc
i[XG,XF ]ω = LXGιXFω = LXGdF = d(LXGF ) = d {F,G} .

C’est un fait bien connu de géométrie différentielle que deux champs de vec-
teurs autonomes complets X et Y commutent si et seulement si leurs flots φ et
ψ commutent, c’est-à-dire que φt ◦ ψs = ψs ◦ φt pour tous s et t. On peut donc
déduire le corollaire suivant de la proposition précédente.
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Corollaire 1.5.1. Soit F et G des fonctions à support compact sur M , dont les
flots hamiltoniens sont f et g respectivement. Alors {F,G} = 0 si et seulement
si les flots hamiltoniens de F et G commutent, c’est-à-dire que ft ◦ gs = gs ◦ ft
pour tous t et s.
On montre maintenant les propriétés algébriques essentielles satisfaites par le
crochet de Poisson.
Proposition 1.5.2. Le crochet de Poisson {·, ·} : C∞(M)× C∞(M)→ C∞(M)
est une application bilinéaire. De plus, pour toutes fonctions F , G et H sur M ,
on a
(1) {F,G} = −{G,F} ;
(2) {F, {G,H}}+ {H, {F,G}}+ {G, {H,F}} = 0 ;
(3) {F,GH} = {F,G}H +G {F,H}.
Démonstration. La bilinéarité et la propriété (1) sont des conséquences di-
rectes de la bilinéarité et l’antisymétrie de ω. Pour montrer la propriété (3), on
exprime le membre de droite en termes des dérivées de H seulement et on utilise
la proposition précédente :
{F, {G,H}}+ {H, {F,G}}+ {G, {H,F}} = XFXGH +X{F,G}H −XGXFH
= XFXGH − [XF , XG]H −XGXFH
= 0.
La propriété (4) suit directement de la règle de Leibniz pour les champs de vec-
teurs :
{F,GH} = XF (GH) = H XF (G) +GXF (H) = H {F,G}+G {F,H} .

Ces propriétés motivent l’introduction des notions d’algèbre de Poisson et de
variété de Poisson, qui sont des généralisations du crochet de Poisson d’une variété
symplectique.
Définition 1.5.2. Une algèbre de Poisson sur un corps k est une k-algèbre
associative A munie d’un produit bilinéaire {·, ·} : A × A → A qui satisfait les
conditions suivantes :
(1) {x, x} = 0 pour tout x ∈ A ;
(2) (Identité de Jacobi) {x, {y, z}} + {z, {x, y}} + {y, {z, x}} = 0 pour tous
x, y, z ∈ A ;
(3) (Règle de Leibniz) {x, yz} = {x, y} z + y {x, z} pour tous x, y, z ∈ A.
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On appelle {·, ·} le crochet de Poisson de A.
Notons que les propriétés (1) et (2) de la définition signifient que A munie
du crochet {·, ·} est une algèbre de Lie. La propriété (3) signifie que pour x ∈ A
fixé, l’application {x, ·} : A → A est une dérivation de A, vue comme algèbre
associative.
Définition 1.5.3. Une variété de Poisson est une variétéM munie d’un crochet
de Poisson sur l’algèbre des fonctions lisses C∞(M).
Au vu des définitions précédentes, la proposition 1.5.2 exprime le fait que
le crochet de Poisson {F,G} = ω(XF , XG) sur une variété symplectique munit
effectivement l’algèbre C∞(M) d’une structure d’algèbre de Poisson. Une variété
symplectique est donc naturellement une variété de Poisson, bien qu’il s’agisse
d’un exemple très spécial. L’étude des variétés de Poisson en général, que nous
n’aborderons pas dans ce mémoire, est appellée la géométrie de Poisson.
L’algèbre de Poisson est un objet très important dans l’étude des variétés sym-
plectiques. La plupart des définitions et des constructions de base en géométrie
symplectique peuvent être formulées en faisant seulement référence au crochet
de Poisson. Par exemple, le crochet de Poisson caractérise la propriété d’être un
difféomorphisme symplectique.
Proposition 1.5.3. Soit (M,ω) et (N, η) des variétés symplectiques ainsi que
φ : M → N un difféomorphisme. Alors φ est symplectique si et seulement s’il
préserve le crochet de Poisson, c’est-à-dire que
φ∗ {F,G} = {φ∗F, φ∗G}
pour toutes fonctions F ,G ∈ C∞(N).
Démonstration. Si φ est symplectique, alors
φ∗ {F,G} = φ∗(η(XF , XG))
= (φ∗η)(φ∗XF , φ∗XG)
= ω(φ∗XF , φ∗XG)
= ω(Xφ∗F , Xφ∗G) par la proposition 1.3.3
= {φ∗F, φ∗G} .
Inversement, supposons que φ préserve le crochet de Poisson. Notons qu’il en
découle que φ−1 préserve aussi le crochet de Poisson. Soit p ∈M et Y ,Z ∈ TpM .
On montre d’abord qu’il existe des fonctions F et G sur M telles que XF (p) = Y
et XG(p) = Z. En effet, en choisissant des coordonnées xi autour de p, l’unique
covecteur α ∈ T ∗pM qui satisfait α = ιY ω s’écrit α =
∑
aidxi. Alors, la fonction
définie localement par F (x) = ∑ aixi et étendue à tout M par une fonction
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plateau valant 1 près de p satisfait XF (p) = Y . Le même argument montre qu’il
existe une fonction G avec XG(p) = Z. On a alors :
(φ∗η)p(Y, Z) = ηφ(p)(φ∗Y, φ∗Z)
= ηφ(p)(φ∗XF , φ∗XG)






= (φ−1)∗ {F,G} (φ(p)) car φ−1 préserve le crochet
= {F,G} (p)
= ωp(XF , XG)
= ωp(Y, Z).
Y et Z et le point p étant arbitraires, on a montré que φ∗η = ω, c’est-à-dire que
φ est symplectique. 
Cette proposition implique que deux variétés symplectiques sont isomorphes
si et seulement si elles sont isomorphes en tant que variétés de Poisson (ce qui est
a priori moins fort). En fait, la structure d’algèbre de Lie sur C∞(M) est à elle
seule suffisante pour déterminer une variété symplectique à équivalence conforme
près. 4
Théorème 1.5.1 ([3, théorème 8.10]). Soit (M,ω) et (N, η) des variétés sym-
plectiques connexes. Supposons qu’il existe un isomorphisme d’algèbres de Lie
L : (C∞(M), {·, ·}M) → (C∞(N), {·, ·}N). Alors il existe un difféomorphisme
φ : N →M et un réel c non-nul tels que φ∗ω = c η.
On pourra consulter l’article [3] de C. J. Atkin et J. Grabowski pour une
preuve de ce théorème. L’espace C∞(M) muni du crochet de Poisson capture
donc l’essentiel de la structure symplectique d’une variété, ce qui témoigne de
l’importance de cet objet.
On termine cette section (et ce chapitre) par un calcul important, qui montre
en particulier que le crochet de Poisson de deux fonctions est toujours de moyenne
nulle.
Proposition 1.5.4. Soit F et G des fonctions lisses sur (M,ω). Alors
{F,G}ωn = n dF ∧ dG ∧ ωn−1 (1.5.1)
En particulier,
∫
M {F,G}ωn = 0 si F ou G est à support compact.
4. On dit que deux variétés symplectiques (M,ω) et (N, η) sont conformément équivalentes
s’il existe un difféomorphisme φ : M → N et un réel non-nul c tels que φ∗η = cω.
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Démonstration. Remarquons d’abord que pour toute fonction H, iXHωk =
k dH ∧ ωk−1. En effet, le cas k = 1 est vrai par définition du champ hamiltonien
et, en raisonnant par induction, on a pour k > 1 :
iXHω
k = iXH (ω ∧ ωk−1)
= (iXHω) ∧ ωk−1 + ω ∧ (iXHωk−1)
= dH ∧ ωk−1 + ω ∧ ((k − 1)dH ∧ ωk−2)
= k dH ∧ ωk−1.
Il suit donc que
n dF ∧ dG ∧ ωn−1 = (iXFω) ∧ (iXGωn)
= −iXG ((iXFω) ∧ ωn)︸ ︷︷ ︸
=0
+(iXGiXFω) ∧ ωn
= ω(XF , XG)ωn
= {F,G}ωn.
On a donc montré la formule (1.5.1). Puisque dF ∧ dG∧ωn−1 = d(F dG∧ωn−1),
la seconde conclusion suit directement du théorème de Stokes (dans le cas où M
est ouverte, on applique le théorème de Stokes à un ouvert qui contient le support
de F et on remarque que F est nulle sur le bord de cet ouvert). 
Cette proposition implique que {F,G} est normalisé si F ou G est à support





Ce chapitre est dédié à l’étude des difféomorphismes hamiltoniens, qui sont les
transformations d’une variété symplectique pouvant être obtenues à partir d’un
hamiltonien en solutionnant les équations d’Hamilton. L’ensemble des difféomor-
phismes hamiltoniens de (M,ω), noté Ham(M,ω), forme un sous-groupe normal
de Symp(M,ω). Un propriété exceptionnelle du groupe Ham(M,ω), découverte
par Hofer [18], est que celui-ci peut être vu comme un objet géométrique en soi.
Plus précisément, ce groupe possède des métriques bi-invariantes qui sont intime-
ment reliées aux propriétés dynamiques des isotopies hamiltoniennes. L’existence
de cette géométrie a des conséquences profondes en topologie symplectique. En
particulier, il s’agit de l’outil qui nous permettra au chapitre 3 de démontrer le
théorème principal de ce mémoire, soit la rigidité C0 du crochet de Poisson.
Une référence standard pour le matériel de ce chapitre est le livre de Poltero-
vich [29]. On pourra aussi consulter l’ouvrage d’Hofer et Zehnder [19], qui donne
un traitement exhaustif de la théorie sur R2n.
2.1. Difféomorphismes hamiltoniens
Soit H : M × I → R un hamiltonien normalisé. On a vu au chapitre pré-
cédent que H engendre une isotopie hamiltonienne h et que pour chaque t fixé
le difféomorphisme ht est symplectique (proposition 1.3.2). Les difféomorphismes
obtenus de cette façon sont appelés des difféomorphismes hamiltoniens.
Définition 2.1.1. Soit (M,ω) une variété symplectique. Un difféomorphisme
φ : M →M est appelé un difféomorphisme hamiltonien s’il existe une isoto-
pie h : M × [0, 1]→M engendrée par un hamiltonien normalisé telle que φ = h1.
On note Ham(M,ω) l’ensemble des difféomorphismes hamiltoniens de (M,ω), ou
tout simplement Ham lorsque cela ne cause pas de confusion.
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On dira que φ est le difféomorphisme hamiltonien engendré par h
lorsque φ = h1. Rappelons que l’isotopie h est engendrée par un unique hamil-
tonien normalisé ; on dira alors que H engendre φ, ce qu’on notera H 7→ φ. Une
observation importante est qu’il existe de nombreuses isotopies qui engendrent
un difféomorphisme hamiltonien donné.
Notons que la définition précédente impose que les difféomorphismes hamilto-
niens que nous considérons sont à support compact, c’est-à-dire qu’ils coïncident
avec l’identité en dehors d’un compact contenu dans M .
Nous avons définis les difféomorphismes hamiltoniens comme les applications
au temps 1 d’isotopies paramétrées par l’intervalle [0, 1]. En fait, si f : M×I →M
est une isotopie hamiltonienne quelconque, alors tous les difféomorphismes ft sont
hamiltoniens ; cela est une conséquence de la proposition suivante.
Proposition 2.1.1. Soit f : M × I → M l’isotopie hamiltonienne engendrée
par un hamiltonien normalisé F , et soit r : I ′ → I une fonction lisse telle que
r(0) = 0. Alors l’isotopie g : M × I ′ →M donnée par gt = fr(t) est engendrée par
l’hamiltonien normalisé r′(t)F (x, r(t)).




fr(t)x = r′(t) XFr(t)(fr(t)x).
Donc l’isotopie t 7→ fr(t) est engendrée par le champ de vecteurs r′(t)XFr(t) qui,
par linéarité, est le champ hamiltonien de l’hamiltonien r′(t)Fr(t). 
Soit f : M × I → M et g : M × I ′ → M des isotopies. On dit que g est
une reparamétrisation de f s’il existe une fonction lisse croissante r : I → I ′
telle que gt = fr(t). La proposition précédente assure que les reparamétrisations
d’isotopies hamiltoniennes sont hamiltoniennes. En particulier, on peut toujours
reparamétrer une isotopie hamiltonienne pour qu’elle soit définie sur M × [0, 1],
ce qu’on va toujours supposer pour la suite.
Rappelons que les isotopies hamiltoniennes préservent la forme symplectique
(proposition 1.3.2), donc que Ham(M,ω) est un sous-ensemble de Symp(M,ω). Le
premier fait essentiel est que Ham(M,ω) est en fait un sous-groupe de Symp(M,ω).
Cela est une conséquence de la proposition suivante.
Proposition 2.1.2. Soit f et g les isotopies hamiltoniennes engendrées par les
hamiltoniens normalisés F et G. Alors
(1) l’isotopie t 7→ ft◦gt est engendrée par l’hamiltonien normalisé F#G défini
par
(F#G)(x, t) := Ft(x) +Gt(f−1t x);
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(2) l’isotopie t 7→ f−1t est engendrée par l’hamiltonien normalisé F défini par
F (x, t) := −Ft(ftx).
Démonstration. Soit l’isotopie ht = ft◦gt. Alors pour x ∈M , le champ tangent


















= XFs(fsgsx) + (fs)∗ (XGs(gsx))
= XFs(fsgsx) +XGs◦f−1s (fsgsx) proposition 1.3.3
= XFs+Gs◦f−1s (fsgsx).
On conclut que l’isotopie h est engendrée par l’hamiltonien Ft +Gt ◦ f−1t , ce qui
montre (1).
En particulier, en prenant G(x, t) = F (x, t) = −Ft(ftx), on a F#G ≡ 0. Donc
par (1) l’isotopie g engendrée par G satisfait ft ◦ gt = id pour tout t, c’est-à-dire
que gt = f−1t . Donc F engendre l’isotopie f−1t , ce qui montre (2).
Il est clair que les hamiltoniens F#G et F sont normalisés si F et G le sont.
Dans le cas ouvert, c’est une conséquence directe du fait que F et G sont à
support compact. Dans le cas fermé, cela suit du fait que les difféomorphismes
hamiltoniens préservent le volume, donc F#G et F sont aussi d’intégrale nulle si
F et G le sont. 
On déduit aisément de la proposition précédente que Ham(M,ω) est un groupe.
En effet, soit φ, ψ ∈ Ham(M,ω) et f , g des isotopies hamiltoniennes qui en-
gendrent φ et ψ, respectivement. Par la proposition, l’isotopie ht = ft ◦ gt est
hamiltonienne et engendre φ ◦ ψ, donc le produit φ ◦ ψ est dans Ham(M,ω). De
même, l’isotopie f−1t est hamiltonienne et engendre φ−1, donc φ−1 ∈ Ham(M,ω).
On a donc montré que Ham(M,ω) est un sous-groupe de Symp(M,ω). Pour sim-
plifier la notation, le produit dans Ham sera dorénavant noté par la juxtaposition,
i.e. φψ := φ ◦ ψ.
Proposition 2.1.3. Ham(M,ω) est un sous-groupe normal de Symp(M,ω).
Démonstration. Soit φ ∈ Ham(M,ω) et une isotopie hamiltonienne F 7→ f qui
engendre φ. Soit ψ ∈ Symp(M,ω). On doit montrer que ψφψ−1 ∈ Ham(M,ω).
L’isotopie donnée par gt = ψ ◦ft ◦ψ−1 engendre ψφψ−1. On montre que g est une
isotopie hamiltonienne engendrée par l’hamiltonien Ft◦ψ−1. En effet, en répétant
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= (ψ∗XFs)(ψ ◦ fs ◦ ψ−1(x))
= XFs◦ψ−1(ψ ◦ fs ◦ ψ−1(x)) par la proposition 1.3.3.
On conclut que l’hamiltonien Ft ◦ψ−1 engendre l’isotopie t 7→ ψ ◦ft ◦ψ−1 et donc
que ψφψ−1 ∈ Ham(M,ω). 
Rappelons qu’un groupe G est dit simple si ses seuls sous-groupes normaux
sont G et le sous-groupe trivial. Le théorème fondamental qui suit est dû à Ba-
nyaga [4].
Théorème 2.1.1. Soit (M,ω) une variété symplectique fermée. Alors Ham(M,ω)
est un groupe simple.
Ce théorème a la conséquence puissante suivante : pour montrer qu’une pro-
priété invariante par conjugaison est vraie pour tous les difféomorphismes ha-
miltoniens, il suffira de montrer qu’elle est satisfaite par au moins un élément
non-trivial.
Une question qui apparaîtra en filigrane dans les sections qui suivent est la
suivante : qu’est-il possible ou non de faire avec un difféomorphisme hamiltonien ?
Après tout, les difféomorphismes hamiltoniens sont des transformations très spé-
ciales en raison de leur lien avec la structure symplectique, ce qui leur confère une
certaine forme de rigidité. Néanmoins, puisque les difféomorphismes hamiltoniens
sont déterminés par des fonctions, ils héritent d’une partie de leur souplesse. Pour
clore cette section, on démontre un premier résultat qui illustre cette souplesse,
à savoir que l’action du groupe Ham sur (M,ω) est k-transitive. 1
Proposition 2.1.4. Soit (M,ω) une variété symplectique connexe. Alors pour
toute paire de points distincts x et y de M et tout ouvert connexe U contenant
x et y, il existe un difféomorphisme hamiltonien φ à support dans U tel que
φ(x) = y. En particulier, l’action de Ham(M,ω) sur M est k-transitive pour tout
k ≥ 1.
Démonstration. Cette preuve provient de Boothby [6] ; voir aussi la section
4.2 de l’ouvrage de Banyaga [5].
1. Rappelons qu’une action d’un groupe G est dite k-transitive pour un certain k ≥ 1 si
pour tous ensembles de k points {x1, . . . , xk} et {y1, . . . , yk}, il existe un g ∈ G tel que gxi = yi
pour tout 1 ≤ i ≤ k.
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Supposons d’abord que x et y sont inclus dans une carte de Darboux (U, ψ).
Quitte à composer avec une translation et une rotation, on peut supposer que
ψ(x) = 0 et ψ(y) = (a, 0, . . . , 0). Alors la translation T qui envoie ψ(x) sur ψ(y)
est engendrée par l’hamiltonien F = aq1. Soit ρ une fonction plateau à support
compact dans ψ(U) et valant 1 sur un ouvert connexe V contenant ψ(x) et ψ(y).
On définit sur M l’hamiltonien H = (ρF ) ◦ ψ, étendu par 0 en dehors de U .
Alors le difféomorphisme hamiltonien φ engendré par H est à support dans U et
coïncide sur ψ−1(V ) avec ψ−1 ◦ T ◦ ψ, donc φ(x) = y.
Dans le cas général, soit x et y une paire de points distincts de M et U un
voisinage connexe de x et y. Soit γ : [0, 1] → U une courbe plongée joignant x à
y. On peut choisir une partition finie 0 = t0 < t1 < . . . < tN = 1 de l’intervalle
[0, 1] de sorte que l’image de chaque sous-intervalle [ti, ti+1] soit contenue dans une
carte de Darboux. Par la construction précédente, pour chaque i entre 0 et N − 1
on obtient un difféomorphisme hamiltonien φi qui envoie γ(ti) sur γ(ti+1) et qui
est supporté dans un petit voisinage de γ(ti) et γ(ti+1). Alors le difféomorphisme
hamiltonien φ = φN−1 · · ·φ1φ0 envoie x sur y et est à support dans U .
On montre maintenant la k-transitivité. Soit {x1, . . . , xk} et {y1, . . . , yk} deux
ensembles de k points distincts. On peut choisir des ouverts connexes disjoints
U1, . . . , Uk tels que xi, yi ∈ Ui pour tout i. Par la construction précédente il existe
des difféomorphismes hamiltoniens φ1, . . . , φk tels que φi est à support dans Ui
et φi(xi) = yi. Puisque les supports des φi sont disjoints, le difféomorphisme
φ = φk · · ·φ2φ1 est tel que désiré. 
2.2. Distance d’Hofer
Dans cette section, nous introduisons une notion de distance sur le groupe
Ham. Soit φ un difféomorphisme hamiltonien d’une variété symplectique. φ est
engendré par de nombreuses isotopies hamiltoniennes ; chacune de ces isotopies
peut être vue comme un chemin dans Ham reliant l’identité à φ. Pour définir la
distance entre φ l’identité, nous allons associer à chaque isotopie une longueur.
La distance entre φ et l’identité sera alors la longueur du plus court chemin qui
les joint.
Pour définir la longueur d’une isotopie hamiltonienne, on s’inspire de la géo-
métrie de Finsler. Rappelons qu’une métrique de Finsler sur une variétéM est un
choix lisse de normes ‖·‖x sur chaque espace tangent TxM . Il s’agit d’une générali-
sation de la notion de métrique riemanienne au cas de normes qui ne proviennent
pas nécessairement d’un produit scalaire. Comme dans le cas riemannien, cette
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On peut alors définir la distance entre deux points comme l’infimum de la longueur
des courbes qui les joignent.
Rappelons qu’une isotopie hamiltonienne h est générée par un unique ha-
miltonien normalisé H. En s’inspirant de la géométrie de Finsler, on interprète
l’hamiltonien Ht comme le « vecteur tangent » à l’isotopie h au temps t. 2 Puisque
H est normalisé, on a Ht ∈ H pour chaque t. En choisissant une norme ‖·‖ sur
l’espace des hamiltoniens normalisés autonomes H, on peut alors définir la lon-





où H est l’unique hamiltonien normalisé qui engendre h. En reprenant l’interpré-
tation physique d’un hamiltonien comme représentant « l’énergie » d’un système
physique, la longueur d’une isotopie est donc une mesure de la moyenne dans le
temps de l’énergie nécessaire pour la générer, telle que mesurée par la norme ‖·‖.
Remarquons que la longueur d’une isotopie est invariante sous les reparamé-
trisations. Plus précisément, soit f : M × I → M et g : M × I ′ → M des
isotopies hamiltoniennes telles qu’il existe une reparamétrisation r : I ′ → I telle
que gt = fr(t). Alors les isotopies f et g ont la même longueur. En effet, par la
proposition 2.1.1, l’isotopie t 7→ fr(t) est engendrée par l’hamiltonien normalisé




∥∥∥r′(t)Fr(t)∥∥∥ dt = ∫
I′
|r′(t)|
∥∥∥Fr(t)∥∥∥ dt = ∫
I
‖Ft‖ dt = `(f).
Dans ce qui suit, on s’intéressera aux normes sur H qui sont invariantes
par rapport à l’action de Ham, c’est-à-dire qui satisfont ‖H ◦ φ‖ = ‖H‖ pour
tous φ ∈ Ham et pour toutes fonctions H ∈ H. La norme invariante qui va











2. Cette analogie peut être rendue rigoureuse en interprétant le groupe Ham comme une
variété de Fréchet de dimension infinie, dont l’algèbre de Lie s’identifie à H. Le crochet de Lie
est alors donné par le crochet de Poisson. On pourra par exemple consulter les ouvrages de
Banyaga [5] et Polterovich [29] pour les détails.
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où µ est le volume symplectique et p ≥ 1. Remarquons que la norme C0 est en fait
invariante sous tous les difféomorphismes et que les normes Lp sont invariantes
sous le groupe des difféomorphismes qui préservent µ.
Ayant défini la longueur d’une isotopie hamiltonienne, on définit l’énergie




où l’infimum est pris sur toutes les isotopies h : M× [0, 1]→M qui engendrent φ,
c’est-à-dire telles que h1 = φ. L’énergie d’un difféomorphime hamiltonien est donc
l’énergie nécessaire pour l’engendrer si on le fait le plus efficacement possible.
On définit alors la distance entre deux difféomorphismes hamiltoniens φ et ψ
comme d(φ, ψ) = ρ(φψ−1). Avec cette définition, remarquons que l’énergie d’un
difféomorphisme hamiltonien est tout simplement sa distance à l’identité. Notons
que les objets que nous avons définis dépendent du choix initial de norme sur
H, même si cette dépendance n’apparaît pas explicitement dans la notation. On
montre que l’énergie est une pseudo-norme invariante sur Ham, au sens de la
définition suivante.
Définition 2.2.1. Soit G un groupe avec identité 1. Une norme invariante sur
G est une application ρ : G→ [0,∞) telle que pour tout g, h ∈ G on ait
(1) ρ(1) = 0.
(2) ρ(g−1) = ρ(g).
(3) (Inégalité du triangle) ρ(gh) ≤ ρ(g) + ρ(h).
(4) (Invariance sous conjugaison) ρ(hgh−1) = ρ(g).
(5) (Non-dégénérescence) ρ(g) > 0 si g 6= 1.
On dit que ρ est une pseudo-norme invariante si elle satisfait les propriétés
(1) à (4).
Proposition 2.2.1. Soit ‖·‖ une norme Ham-invariante sur H. Alors l’énergie
ρ induite par ‖·‖ est une pseudo-norme invariante sur Ham.
Démonstration. Il est clair que ρ(id) = 0. Pour montrer la propriété (2), soit
φ ∈ Ham et H 7→ h une isotopie qui engendre φ. Par la proposition 2.1.2, l’ha-





‖−Ht ◦ ht‖ dt =
∫ 1
0
‖Ht‖ dt = `(h).
Puisque cela est vrai pour toutes les isotopies qui engendrent φ, on en déduit
que ρ(φ−1) ≤ ρ(φ). L’autre inégalité s’en déduit immédiatement puisque ρ(φ) =
ρ((φ−1)−1) ≤ ρ(φ−1).
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Pour montrer l’inégalité du triangle, soit φ, ψ ∈ Ham et H, G des hamilto-
niens qui engendrent φ et ψ, respectivement. Toujours par la proposition 2.1.2,
le difféomorphisme φψ est engendré par l’hamiltonien (H#G)t = Ht + Gt ◦ h−1t .




∥∥∥Ht +Gt ◦ h−1t ∥∥∥ dt ≤ ∫ 1
0
(‖Ht‖+ ‖Gt‖) dt = `(h) + `(g).
En prenant l’infimum on trouve donc ρ(φψ) ≤ ρ(φ) + ρ(ψ).
Pour montrer l’invariance sous conjugaison, soit φ, ψ ∈ Ham et H un hamil-
tonien qui engendre φ. Par la proposition 2.1.3, ψφψ−1 est engendré par l’hamil-




∥∥∥Ht ◦ ψ−1∥∥∥ dt = `(h),
et on conclut que ρ(ψφψ−1) ≤ ρ(φ). L’autre inégalité suit de la précédente, car
ρ(φ) = ρ((ψ−1ψ)φ(ψ−1ψ)) ≤ ρ(ψφψ−1). Cela complète la preuve. 
Rappelons que nous avons défini la distance entre deux difféomorphismes ha-
miltoniens φ et ψ comme d(φ, ψ) = ρ(φψ−1). Cela définit une pseudo-distance
bi-invariante sur Ham, au sens de la définition suivante.
Définition 2.2.2. Soit G un groupe avec identité 1. Une distance bi-invariante
sur G est une application d : G × G → [0,∞) telle que pour tout f, g, h ∈ G on
ait
(1) d(1, 1) = 0.
(2) (Symétrie) d(f, g) = d(g, f).
(3) (Inégalité du triangle) d(f, g) ≤ d(f, h) + d(h, g).
(4) (Bi-invariance) d(f h, g h) = d(f, g) = d(h f, h g).
(5) (Non-dégénérescence) d(f, g) = 0 implique f = g.
On dit que d est une pseudo-distance bi-invariante si elle satisfait les proprié-
tés (1) à (4).
On vérifie aisément qu’une pseudo-norme invariante ρ induit une pseudo-
distance bi-invariante en posant d(f, g) = ρ(fg−1). Inversement, une pseudo-
distance bi-invariante induit une pseudo-norme invariante en posant ρ(f) = d(1, f).
Ces deux concepts sont donc intimement reliés et on passera librement de l’un à
l’autre. Remarquons aussi qu’une pseudo-norme est non-dégénérée si et seulement
si la pseudo-distance qu’elle induit est non-dégénérée, et inversement.
Par la proposition 2.2.1 et la discussion précédente, une norme invariante sur
Ham induit une pseudo-distance bi-invariante sur Ham. Une telle distance est
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appelée la distance de Finsler sur Ham induite par la norme ‖·‖ sur H. Un pro-
blème naturel est de déterminer pour quelles normes sur H cette distance est
non-dégénérée. Remarquons que, sur une variété fermée, la simplicité du groupe
Ham implique qu’une pseudo-distance invariante est soit non-dégénérée, soit iden-
tiquement nulle. En effet, on vérifie aisément que l’ensemble des éléments qui sont
à distance 0 de l’identité forme un sous-groupe normal ; celui-ci doit donc être
trivial ou correspondre à Ham tout entier. Nous allons démontrer à la section
2.4 que les pseudo-distances induites par les normes Lp sont toutes dégénérées
lorsque 1 ≤ p < ∞. Le théorème hautement non-trivial suivant affirme que cela
n’est pas le cas pour la norme C0.
Théorème 2.2.1. La pseudo-distance induite par la norme C0 sur H est non-
dégénérée.
Ce théorème été démontré d’abord sur R2n par Hofer [18], puis pour les va-
riétés symplectiques rationelles par Polterovich [28]. Il a finalement été démontré
en toute généralité par Lalonde et McDuff [22]. Toutes les preuves exploitent la
notion d’énergie de déplacement, que nous introduisons à la section suivante.
Nous appellerons distance d’Hofer et norme d’Hofer respectivement, la
distance et la norme sur Ham induites par la norme C0 sur H. 3 Celles-ci seront
notées dH et ρH , ou simplement d et ρ lorsqu’il n’y a pas de confusion possible.
La topologie sur Ham induite par la distance d’Hofer est appelée la topolo-
gie d’Hofer. Il suit directement de la définition de distance bi-invariante que le
groupe Ham muni de la topologie d’Hofer est un groupe topologique, c’est-à-dire
que le produit et l’inversion sont des applications continues. Il est aussi immédiat
que la norme d’Hofer est continue. Une propriété de la topologie d’Hofer qui sera
essentielle pour la suite est que les applications H → Ham(M,ω) qui associent
à un hamiltonien le difféomorphisme au temps t de sont flot hamiltonien sont
continues, lorsque H est muni de la topologie C0. Cela est une conséquence de la
proposition suivante.
Proposition 2.2.2. Soit f et g les isotopies engendrées par les hamiltoniens




‖Fs −Gs‖∞ ds. (2.2.3)
En particulier, les applications H → Ham définies par H 7→ ht sont continues
lorsque H est muni de la topologie C0 et Ham de la topologie d’Hofer.
3. Notre définition diffère légèrement de celle originellement introduite par Hofer [18], qui
avait plutôt considéré la distance induite par l’oscillation osc(H) = maxH −minH. Ces deux
normes étant équivalentes, les métriques qu’elles induisent sont aussi équivalentes.
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Démonstration. Par définition, on a dH(ft, gt) = ρH(f−1t gt). Par la proposition
2.1.2, l’isotopie s 7→ f−1s gs est engendrée par l’hamiltonien normalisé











L’importance de cette proposition tient au fait que l’application qui associe à
un hamiltonien le difféomorphisme hamiltonien qu’il engendre n’est pas du tout
continue si on munit plutôt Ham de la topologie de la convergence uniforme. En
effet, le flot hamiltonien d’une fonction dépend fortement de ses dérivées. Par
conséquent, si on a une suite de fonctions Hn qui converge vers H uniformément,
on ne peut pas garantir en général que les difféomorphismes hamiltoniens (hn)t
convergent uniformément, et encore moins qu’ils convergent vers ht. Cependant,
puisque la norme d’Hofer d’un difféomorphisme hamiltonien dépend seulement de
la norme C0 des hamiltoniens qui l’engendrent (et non de leurs dérivées), on a au
moins la convergence dans la topologie d’Hofer. La topologie d’Hofer sur Ham est
donc adaptée à l’étude de la topologie C0 sur H. Cette constatation va s’avérer
d’une très grande importance au chapitre 3.
2.3. Énergie de déplacement
Dans cette section, nous introduisons la notion d’énergie de déplacement de
sous-ensembles d’une variété symplectique. Ce concept a été introduit par Hofer
[18] dans sa preuve de la non-dégénérescence de la distance d’Hofer sur R2n.
L’énergie de déplacement est un invariant symplectique qui se comporte comme
une aire et décrit la « taille symplectique » d’un sous-ensemble d’une variété
symplectique. Dans ce qui suit, ρ dénote la norme invariante sur Ham induite par
une norme invariante sur H.
Définition 2.3.1. Soit Z un sous-ensemble borné de (M,ω).
(1) Soit φ ∈ Ham(M,ω). On dit que φ déplace Z si φ(Z) ∩ Z = ∅.
(2) On dit que Z est déplaçable s’il existe un φ ∈ Ham(M,ω) qui déplace
Z.





où l’infimum est pris sur tous les φ ∈ Ham(M,ω) qui déplacent Z. Si Z
n’est pas déplaçable, on pose par convention que e(Z) =∞.
Si Z n’est pas borné, on pose e(Z) = supK e(K), où le supremum est pris sur
tous les ensembles bornés contenus dans Z.
L’énergie de déplacement d’un sous-ensemble Z est donc l’énergie nécessaire
pour le disjoindre de lui-même par un difféomorphisme hamiltonien, si on le fait
de la façon la plus efficace possible. Dans ce qui suit, on note eH l’énergie de
déplacement induite par la norme d’Hofer sur Ham.
Remarquons que dans (R2n, ω0) tous les ensembles bornés peuvent être dépla-
cés par des translations. Au contraire, sur une variété de volume fini, les ensembles
de volume trop grand ne sont pas déplaçables. En effet, puisque les difféomor-
phismes hamiltoniens préservent le volume, un ensemble Z dont le volume satisfait
vol(Z) > vol(M)/2 n’est pas déplaçable. Cependant, l’énergie de déplacement,
vue comme une mesure de la « taille » symplectique d’un ensemble, a peu à voir
avec le volume, comme l’illustre l’exemple suivant.
Exemple 2.3.1. Soit S2 ⊂ R3 la sphère munie de la forme d’aire standard. Alors
l’équateur {z = 0} n’est pas déplaçable, même s’il a volume zéro. En effet, l’équa-
teur coupe la sphère en deux hémisphères de même aire. On ne peut donc pas le
déplacer par une application qui préserve l’aire. Au contraire, tous les ensembles
de S2 qui sont entièrement contenus dans un hémisphère sont déplaçables par une
rotation qui échange les deux hémisphères.
Mentionnons quelques propriétés élémentaires de l’énergie de déplacement. Il
s’agit d’une fonction monotone, c’est-à-dire que e(Y ) ≤ e(Z) si Y ⊂ Z. En effet,
tout difféomorphisme hamiltonien qui déplace Y déplace forcément Z. L’énergie
de déplacement est invariante sous l’action de difféomorphismes hamiltoniens,
c’est-à-dire que e(φ(Z)) = e(Z) pour tout φ ∈ Ham. En effet, si ψ ∈ Ham
déplace φ(Z), alors φ−1ψφ est un difféomorphisme hamiltonien de même énergie
que ψ qui déplace Z, et inversement. Si e est induite par une norme sur H qui est
invariante sous tout le groupe Symp(M,ω) (ce qui est le cas, par exemple, pour
la norme C0), alors le même argument montre que e est invariante sous l’action
de symplectomorphismes. Une troisième propriété importante est que l’énergie de
déplacement dans R2n se comporte comme une aire sous les dilatations.
Proposition 2.3.1. Soit Z ⊂ (R2n, ω0). Alors eH(λZ) = λ2eH(Z) pour tout
λ > 0.
Démonstration. Soit φ ∈ Ham(R2n, ω0) qui déplace Z. Alors le difféomor-
phisme φλ = mλφm−1λ déplace λZ, où mλ est la dilatation par un facteur λ. On
montre que φλ est hamiltonien et ρ(φλ) = λ2ρ(φ).
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Soit h une isotopie qui engendre φ. Alors l’isotopie t 7→ mλhtm−1λ engendre
φλ. On montre que cette isotopie est hamiltonienne. En procédant comme à la
proposition 2.1.2, on montre aisément que celle-ci est générée par le champ de
vecteurs (mλ)∗X, où X est le champ qui génère h. Or, le champ (mλ)∗X est le
champ hamiltonien de l’hamiltonien (Hλ)t = λ2Ht ◦m−1λ . En effet, en effectuant
le même calcul qu’à la preuve de la proposition 1.3.3, on a
d(Hλ)t = λ2 d(Ht ◦m−1λ ) = λ2 (m−1λ )∗dHt = λ2 (m−1λ )∗ιXtω0
= λ2 ι(mλ)∗Xt(m−1λ )∗ω0 = ι(mλ)∗Xtω0,
où la dernière égalité suit de (m−1λ )∗ω0 = λ−2ω0. On peut donc estimer la norme








∥∥∥Ht ◦m−1λ ∥∥∥∞ dt = λ2
∫ 1
0
‖Ht‖∞ dt = λ
2 `(h).
Puisque cela est vrai pour toute isotopie h qui engendre φ, on conclut que ρ(φλ) ≤
λ2 ρ(φ). En inversant les rôles de φ et φλ et en remplaçant λ par λ−1, le même
argument montre l’inégalité inverse. On a donc bien ρ(φλ) = λ2 ρ(φ).
Puisque φλ déplace λZ, cela montre que eH(λZ) ≤ ρ(φλ) = λ2ρ(φ). Comme
cela est vrai pour tous les φ qui déplacent Z, on conclut que eH(λZ) ≤ λ2eH(Z).
Finalement, en inversant les rôles de Z et λZ, le même argument montre que
l’inégalité inverse est aussi vraie, et par conséquent que eH(λZ) = λ2eH(Z). 
Pour trouver des bornes supérieures sur l’énergie de déplacement d’un en-
semble, il suffit de construire un difféomorphisme hamiltonien qui le disjoint de
lui-même et de calculer la longueur d’une isotopie qui l’engendre. Cependant,
l’existence de bornes inférieures sur l’énergie de déplacement s’appuie sur les
techniques les plus puissantes de la topologie symplectique. Le théorème profond
qui suit est la fondation de tous les résultats que nous allons présenter au chapitre
3.
Théorème 2.3.1. Soit (M,ω) une variété symplectique. Alors eH(U) > 0 pour
tout ouvert non-vide U .
Ce théorème est dû à Hofer [18] dans le cas de (R2n, ω0), à Polterovich [28]
pour les variétés rationnelles ainsi qu’à Lalonde et McDuff [22] en toute géné-
ralité. La positivité de l’énergie de déplacement est le théorème principal qui
nous permettra de démontrer la rigidité du crochet de Poisson au chapitre 3. Ce-
pendant, la preuve de ce résultat dépasse largement le cadre de ce mémoire. Le
lecteur soucieux de remédier à ce manque pourra consulter les références données
ci-haut pour les preuves. L’ouvrage d’Hofer et Zehnder [19] contient une preuve
très détaillée dans le cas de R2n. Nous référons aussi aux livres d’Oh [26] et de
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Polterovich et Rosen [30] pour une autre approche à ce théorème via les invariants
spectraux.
La positivité de l’énergie de déplacement a de profondes conséquences en
topologie symplectique. D’abord, le théorème 2.3.1 implique directement la non-
dégénérescence de la distance d’Hofer. En effet, tout difféomorphisme hamiltonien
φ qui n’est pas l’identité déplace nécessairement un certain ensemble ouvert non-
vide U . Il suit donc de la définition de l’énergie de déplacement que dH(φ, id) =
ρH(φ) ≥ eH(U), et cette dernière quantité est strictement positive par le théorème
2.3.1.
Une deuxième conséquence directe de la positivité de l’énergie concerne la dy-
namique des difféomorphismes hamiltoniens. Comme nous l’avons explicité à la
section précédente, l’importance de la géométrie d’Hofer dans notre étude est sa
compatibilité avec la topologie C0 sur l’espace des hamiltoniens normalisés (pro-
position 2.2.2). En particulier, si un hamiltonien H est proche de 0 dans la norme
C0, alors le difféomorphisme hamiltonien φ qu’il engendre est proche de l’identité
dans la distance d’Hofer. Mais que peut-on alors tirer comme conclusion concrète
sur le comportement dynamique de φ ? La positivité de l’énergie de déplacement
fournit une réponse à cette question. En effet, supposons que U est un ouvert
non-vide d’énergie e(U). Alors, par définition, tous les difféomorphismes hamil-
toniens d’énergie plus petite que e(U) ne peuvent pas déplacer U . (Évidemment,
cela ne donnerait aucune information si on avait e(U) = 0.) Par conséquent, si
φ est suffisament proche de l’identité en distance d’Hofer, alors φ ne peut pas
déplacer U . Cette observation simple va s’avérer cruciale dans notre étude de la
rigidité du crochet de Poisson au chapitre 3. Soulignons au passage le caractère
presque miraculeux de la conclusion précédente. L’hypothèse que la norme d’Ho-
fer d’un difféomorphisme hamiltonien est petite en est une sur la norme C0 des
hamiltoniens qui l’engendrent. Or, la norme C0 des hamiltoniens qui engendrent
φ capture seulement une infime quantité d’information sur φ lui-même. Pour-
tant, cette information est suffisante pour tirer des conclusions non-triviales sur
le comportement dynamique de φ.
Nous concluons cette section avec une troisième conséquence de la positivité
de l’énergie de déplacement, qui concerne la relation entre la convergence dans la
topologie d’Hofer et la convergence uniforme de difféomorphisme hamiltoniens.
Comme nous l’avons déjà souligné à la section 2.2, la convergence uniforme d’une
suite d’hamiltoniens n’implique pas la convergence uniforme des difféomorphismes
hamiltoniens qu’ils engendrent, car ceux-ci dépendent des dérivées des fonctions.
La convergence dans la topologie d’Hofer n’implique donc pas la convergence
38
uniforme. Cependant, si on sait a priori que la suite converge aussi uniformément,
alors les deux limites doivent être égales.
Proposition 2.3.2. Soit φi une suite de difféomorphismes hamiltoniens. On sup-
pose que φi → φ dans la topologie d’Hofer et qu’en addition la suite φi converge
uniformément vers une certaine application ψ. Alors φ = ψ.
Démonstration. En considérant à la place la suite φiφ−1, on se ramène au cas
où la suite φi converge vers l’identité dans la topologie d’Hofer. On doit alors
montrer que ψ = id. Supposons le contraire ; il existe alors un ouvert non-vide
U qui est déplacé par ψ. Quitte à prendre U plus petit on peut supposer que ψ
déplace aussi sa fermeture. Puisque la distance entre U et ψ(U) est strictement
positive et que φi → ψ uniformément, les φi déplacent aussi U pour tout i assez
grand. On a donc eH(U) ≤ ρH(φi) pour tout i assez grand. Mais puisque φi → id
dans la topologie d’Hofer, on doit avoir ρH(φi) → 0 et donc que eH(U) = 0, ce
qui contredit la positivité de l’énergie de déplacement. 
Un conséquence de cette proposition est que si une suite d’hamiltoniens au-
tonomes Hi ∈ H converge uniformément vers une application H, et qu’on sait en
addition que les difféomorphismes hamiltoniens φi engendrés par lesHi convergent
uniformément, alors on doit avoir φi → φ uniformément, où φ est le difféomor-
phisme hamiltonien engendré parH. Évidemment, cette constatation a une portée
limitée car les situations où on peut garantir a priori la convergence uniforme des
flots hamiltoniens sont l’exception plutôt que la règle.
2.4. Unicité de la distance d’Hofer
Il est naturel de se demander s’il existe d’autres normes sur H que la norme
C0 qui induisent d’authentiques distances sur Ham. La réponse est négative :
la distance d’Hofer est essentiellement la seule distance de Finsler qui soit non-
dégénérée, au sens où toute norme surH qui induit une distance non-dégénérée est
forcément équivalente à la norme C0. Ce résultat est dû aux travaux d’Ostrover et
Wagner [27] ainsi que de Buhovski et Ostrover [9]. L’énoncé précis est le suivant.
Théorème 2.4.1. Soit (M,ω) une variété fermée, et ‖·‖ une norme Ham-invariante
sur H qui est continue dans la topologie C∞. Alors la pseudo-distance de Fins-
ler induite par ‖·‖ sur Ham(M,ω) est non-dégénérée si et seulement si ‖·‖ est
équivalente à la norme C0.
Remarque 2.4.1. La condition de continuité dans la topologie C∞ est naturelle
d’un point de vue géométrique ; elle est équivalente à ce que toutes les isotopies
hamiltoniennes aient une longueur finie (voir [9], proposition 5.1).
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Remarque 2.4.2. Soulignons qu’il existe bien d’autres distances bi-invariantes
sur Ham, parmis lesquelles les distances induites par la norme spectrale et la
norme autonome sont des exemples importants. Les résultats d’unicité présentés
dans cette section concernent exclusivement les distances de Finsler sur Ham.
La preuve du théorème 2.4.1 dépasse le cadre de ce mémoire ; nous allons
cependant illustrer un cas particulier en montrant que les distances induites par
les normes Lp (avec 1 ≤ p <∞) sont dégénérées. Ce résultat est dû à Eliashberg
et Polterovich [14] (on pourra aussi consulter les sections 2.3 et 2.4 du livre de
Polterovich [29] pour une autre exposition).
On montre d’abord le théorème suivant, qui indique qu’il suffit de démontrer
l’existence d’un ouvert non-vide d’énergie nulle.
Théorème 2.4.2 ([14], théorème 1.3.A.). Soit d une distance bi-invariante non-
dégénérée sur Ham(M,ω). Alors e(U) > 0 pour tout ouvert non-vide U .
Rappelons que e(U) est l’infimum de l’énergie nécessaire pour déplacer U par
un difféomorphisme hamiltonien. L’hypothèse de non-dégénérescence de la dis-
tance d assure que l’énergie de chaque hamiltonien qui déplace U est strictement
positive, mais rien n’empêche a priori que cette énergie puisse être arbitrairement
petite. La teneur du théorème précédent est donc que la non-dégénérescence ga-
rantit en fait qu’il y a une borne inférieure strictement positive pour l’énergie
de tous les hamiltoniens qui déplacent U . Cette borne inférieure est obtenue au
lemme suivant.
Lemme 2.4.1. Soit U un ouvert non-vide de M et φ, ψ ∈ Ham(M,ω) à support
dans U . Alors 4 e(U) ≥ ρ([φ, ψ]).
Démonstration. Si U n’est pas déplaçable le résultat est trivial. Supposons
donc qu’il existe χ ∈ Ham qui déplace U . Posons θ = φχ−1φ−1χ. Puisque φ = id
en dehors de U et que χ(U) ∩ U = ∅, θ coïncide avec φ sur U . Puisque ψ est
à support dans U , cela implique que φ−1ψφ = θ−1ψθ, donc [φ, ψ] = [θ, ψ]. Par
l’invariance de la norme ρ on a
ρ([φ, ψ]) = ρ([θ, ψ]) = ρ(θψθ−1ψ−1) ≤ ρ(θ) + ρ(ψθ−1ψ−1,) = 2ρ(θ).
Par le même argument, on a
ρ(θ) = ρ(φχ−1φ−1χ) ≤ 2ρ(χ).
On a donc ρ([φ, ψ]) ≤ 4ρ(χ). Comme cela est vrai pour tout χ qui déplace U , on
a donc ρ([φ, ψ]) ≤ 4 e(U). 
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Le théorème suit alors directement du lemme suivant, qui assure qu’il existe
toujours des difféomorphismes hamiltoniens pour lesquels la borne inférieure ob-
tenue au lemme précédent est non-triviale (sous l’hypothèse que la métrique est
non-dégénérée).
Lemme 2.4.2. Soit U un ouvert non-vide deM . Alors il existe φ, ψ ∈ Ham(M,ω)
à support dans U tels que [φ, ψ] 6= id.
Démonstration. Soit p ∈ U . On choisit des vecteurs Y, Z ∈ TpM tels que
ω(Y, Z) 6= 0. Il existe alors des fonctions F et G à support dans U qui satis-
font XF (p) = Y , XG(p) = Z (par le même argument qu’à la proposition 1.5.3 ;
voir la page 21). Soit f et g les isotopies hamiltoniennes engendrées par F et
G. Puisque les fonctions F et G sont à support dans U , il en est de même de
chacun des difféomorphismes hamiltoniens ft et gt. De plus, par construction on
a {F,G} (p) = ω(Y, Z) 6= 0. Le corollaire 1.5.1 implique alors que les flots de F
et G ne commutent pas ; il existe donc des réels s et t tels que ftgs 6= gsft. 
Théorème 2.4.3. Soit (M,ω) une variété symplectique (fermée ou non). Alors
pour 1 ≤ p < ∞ la pseudo-distance sur Ham(M,ω) induite par la norme Lp est
dégénérée.
Démonstration. Par le théorème 2.4.2, il suffit de trouver un seul ouvert d’éner-
gie nulle, c’est-à-dire un ouvert qui peut être déplacé par des difféomorphismes
hamiltoniens d’énergie arbitrairement petite.
Choisissons une boule ouverte plongée B dans M dont le bord (topologique)
S est une sphère plongée. En prenant une boule plus petite si nécessaire, on peut
supposer que B est déplaçable. 4 Soit donc h une isotopie hamiltonienne engendrée
par un hamiltonien H telle que h1 déplace B. On construit à partir de h une autre
isotopie qui déplace B de la façon suivante. Soit St la sphère ht(S). L’idée est
d’utiliser des fonctions plateaux pour construire un hamiltonien qui coïncide avec
Ht près de St, mais dont le support est de volume arbitrairement petit. Plus
précisément, on prétend que pour tout ε > 0 il est possible de choisir une famille
d’ouverts bornés Ut et des fonctions plateaux ξt avec les propriétés suivantes :
(1) Ut est un voisinage de St ;
(2) vol(Ut)1/p ≤ ε/ ‖H‖∞ pour tout t ;
(3) ξt est à support dans Ut ;
(4) 0 ≤ ξt ≤ 1 et ξt ≡ 1 dans un voisinage de St ;
4. En prenant une carte de Darboux, on peut construire un difféomorphisme hamiltonien
qui coïncide localement via cette carte avec une translation. Toute boule suffisamment petite
est nécessairement disjointe d’elle-même par une telle translation.
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(5) L’application ξ : (x, t) 7→ ξt(x) est lisse.
En effet, puisque S est une hypersurface fermée, il existe pour tout choix
de ε > 0 un voisinage U0 de S tel que vol(U0)1/p ≤ ε/ ‖H‖∞. 5 On choisit une
fonction plateau ξ0 à support dans U0 telle que 0 ≤ ξ0 ≤ 1 et ξ0 ≡ 1 près de S. Il
suffit alors de prendre Ut = ht(U0) et ξt = ξ0 ◦ h−1t .
On considère alors l’hamiltonien Gt = ξtHt, et g l’isotopie engendrée par
G. Puisque Gt coïncide avec Ht près de St, on a gt(S) = ht(S) pour tout t.
En particulier, cela implique que g1(B) = h1(B), donc g1 disjoint aussi B d’elle-
même. L’hypothèse sur les volumes des supports des fonctions ξt permet de borner








1/p dt ≤ ‖H‖∞ sup
t∈[0,1]
vol(Ut)1/p ≤ ε.
On a donc construit un difféomorphisme g1 qui déplaceB et qui satisfait ρ(g1) ≤ ε.
Puisque cela est possible pour tout choix de ε > 0, on conclut que e(B) = 0. 
Remarque 2.4.3. L’idée cruciale de la preuve précédente est qu’il est possible
à la fois de rendre la norme Lp des hamiltoniens Gt arbitrairement petite tout
en s’assurant que ceux-ci coïncident avec Ht près de St, ce qui est évidemment
impossible pour la norme C0. En fait, la seule propriété des normes Lp qui est
utilisée dans la preuve est que les normes d’une suite de fonctions uniformément
bornées convergent vers 0 si le volume du support des fonctions converge vers 0.
Un des principaux résultats de l’article [27] d’Ostrover et Wagner est que cette
propriété est aussi satisfaite par toutes les normes Ham-invariantes sur H qui sont
dominées par la norme C0 mais qui n’y sont pas équivalentes. Le même argument
que dans la preuve du théoreme 2.4.3 montre alors que la pseudo-distance induite
par une telle norme est dégénérée. Cela démontre une partie de l’unicité de la
distance d’Hofer (théorème 2.4.1).
Remarque 2.4.4. Comme nous l’avons observé précédemment, dans le cas des
variétés fermées la simplicité du groupe Ham implique qu’une pseudo-distance
bi-invariante dégénérée est en fait identiquement nulle. Cela n’est plus néces-
sairement le cas pour des variétés qui ne sont pas fermées. Par exemple, pour
des variétés exactes (qui, rappelons-le, ne peuvent pas être fermées), Eliashberg
et Polterovich [14] ont montré que la pseudo-distance sur Ham induite par les
5. Pour s’en convaincre, on peut par exemple fixer une métrique compatible avec la topologie
deM et considérer les δ-voisinages Vδ de S, c’est-à-dire Vδ = ∪x∈SB(x, δ). Puisque S est fermé,
les voisinages Vδ décroissent vers S lorsque δ → 0, donc vol(Vδ) → vol(S). Or, vol(S) = 0
puisque S est une hypersurface.
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où H est n’importe quel hamiltonien qui génère φ (cette application est bien
définie sous l’hypothèse que ω est exacte). Plus précisément, en notant dp la
pseudo-distance induite par la norme Lp, on a
dp(id, φ) = (volM)
1−p
p | cal(φ)|,
où, dans le cas où volM =∞, on convient que ∞0 = 1 et ∞q = 0 si q < 0.
Chapitre 3
RIGIDITÉ C0 DU CROCHET DE POISSON
En mécanique classique, si H est l’hamiltonien autonome qui détermine l’évo-
lution dans le temps d’un système physique, alors les observables F qui satisfont
{F,H} = 0 sont des constantes du mouvement. Si F est une constante du mou-
vement, on peut possiblement réduire la complexité du système à l’étude en se
restreignant aux ensembles de niveau {F = c}. L’étude de ces quantités conser-
vées est donc un problème important. La question qui va nous intéresser dans ce
chapitre concerne l’approximation de fonctions quelconques par des fonctions qui
sont presque des constantes du mouvement.
Question principale. Soit A et B deux fonctions sur une variété symplectique.
Est-il possible d’approximer A et B avec une précision arbitrairement grande par
des fonctions F et G respectivement, de sorte que le crochet de Poisson {F,G}
soit près de 0 ?
Malgré son apparence simple, nous verrons que la réponse à cette question
fait intervenir quelques-uns des outils les plus puissants de la topologie symplec-
tique. La première section de ce chapitre est un survol des premières propriétés
de rigidité symplectique qui ont été découvertes dans les années 70 et 80. Ces
découvertes marquent la naissance de la topologie symplectique et motivent les
problèmes que nous allons aborder par la suite. À la section 3.2, nous donnons un
sens précis à notre question principale et nous énonçons les principaux résultats
la concernant. La preuve de ces résultats occupe les deux dernières sections de ce
mémoire.
3.1. Phénomènes de rigidité C0 en topologie symplectique
Le but de cette section est de mettre en contexte et de motiver les phénomènes
reliés au crochet de Poisson qui seront étudiés aux sections suivantes. Nous ten-
terons d’esquisser ce qu’est le concept de rigidité C0 en topologie symplectique.
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Nous ne donnerons pas de justifications rigoureuses des énoncés présentés ici ;
cela nous amènerait trop loin de notre but. Dans ce qui suit, la topologie C0 fait
référence à la topologie de la convergence uniforme. Notre point de départ est la
question fondamentale suivante.
Question. Soit φi : M → M une suite de difféomorphismes symplectiques qui
convergent uniformément vers un difféomorphisme φ. φ est-il symplectique ?
Il n’est pas difficile de montrer que φ doit préserver le volume. Sans entrer
dans les détails, la raison derrière cela est que le volume est une quantité « de type
C0 ». Intuitivement, cela signifie que si U est un ouvert et les difféomorphismes φ
et ψ sont suffisamment proches dans la topologie C0, alors les volumes de φ(U) et
ψ(U) ne diffèrent pas beaucoup. La propriété d’être symplectique, quant à elle,
est une condition sur la dérivée de φ. Il n’y a donc pas de raison a priori que
celle-ci soit préservée par la convergence uniforme.
Historiquement, l’importance de ce problème en topologie symplectique est
dûe à la dichotomie suivante, qui a été démontrée par Gromov : soit le groupe
Symp(M,ω) est fermé dans Diff(M) muni de la topologie C0, ou bien sa fer-
meture est égale à Diff(M,µ), le groupe des difféomorphismes qui préservent le
volume symplectique µ. Le second cas aurait signifié que la géométrie symplec-
tique se réduit essentiellement à la géométrie des formes volumes, que l’on sait
être une géométrie très flexible car le seul invariant est le volume total (théorème
1.4.2). Eliashberg [13] et Gromov [17] ont montré que c’est plutôt la rigidité qui
l’emporte.
Théorème 3.1.1 (Théorème d’Eliashberg-Gromov). Soit (M,ω) une variété
symplectique et φn une suite de difféomorphismes symplectiques qui converge lo-
calement uniformément vers un difféomorphisme φ. Alors φ est symplectique.
Ce phénomène est souvent appelé la rigidité C0 des difféomorphismes sym-
plectiques. Dans ce mémoire, nous utiliserons fréquemment l’expression « rigidité
C0 » ou l’adjectif « C0-rigide » pour décrire des phénomènes semblables à celui-ci.
Dans cette terminologie, le qualificatif « C0 » fait référence à la topologie de la
convergence uniforme, et le terme « rigidité » fait référence au fait qu’une pro-
priété qui est a priori une propriété différentielle se trouve être préservée par les
limites uniformes.
Il a été réalisé plus tard que le théorème d’Eliashberg-Gromov s’explique par
l’existence d’invariants « de type C0 » qui caractérisent la propriété d’être un
difféomorphisme symplectique (tout comme le volume dans le cas des difféomor-
phismes qui préservent une forme volume). L’introduction de ces invariants a été
motivée par le théorème de non-tassement de Gromov :
45
Théorème 3.1.2 (Gromov [16]). Supposons qu’il existe un plongement symplec-
tique
ψ : (B2n(r), ω0)→ (Z2n(R), ω0),
où B2n(r) ⊂ R2n est la boule unité ouverte de rayon r et Z2n(R) est le cylindre
B2(R)× R2n−2. Alors r ≤ R.
Ce théorème est l’une des expressions les plus simples et les plus profondes de
la rigidité symplectique. Remarquons qu’il est toujours possible de plonger une
boule de rayon quelconque dans un cylindre de façon à préserver son volume ; il
suffit pour cela de la rendre longue et mince. Au contraire, le théorème de non-
tassement affirme qu’il n’est pas possible de plonger une boule de cette façon
tout en préservant la structure symplectique. La propriété d’être symplectique
est donc plus contraignante, plus rigide, que celle de préserver le volume.
Le théorème de non-tassement a motivé l’introduction par Ekeland et Ho-
fer [12] de la notion de capacité symplectique.
Définition 3.1.1. Une capacité symplectique c associe à toute variété sym-
plectique (M,ω) un nombre c(M,ω) ∈ [0,∞] tel que les propriétés suivantes sont
satisfaites.
(1) (Monotonicité) S’il existe un plongement symplectique ψ de (M,ω) dans
(N, η), alors c(M,ω) ≤ c(N, η).
(2) (Conformalité) c(M,λω) = |λ|c(M,ω) pour tout réel λ non-nul.
(3) (Normalisation) c(B2n(1), ω0) = π = c(Z2n(1), ω0).
Dans ce langage, le théorème de Gromov est équivalent à ce que le rayon de
Gromov cG, défini par
cG(M2n, ω) = sup
{
πr2 : il existe un plongement symplectique ψ : B2n(r)→M
}
,
satisfasse la propriété de normalisation cG(Z2n(1)) ≤ π. Le rayon de Gromov
est donc une capacité symplectique (les autres axiomes étant facilement démon-
trés). De nombreuses autres capacités ont été découvertes depuis, dont la capacité
d’Ekeland-Hofer [12] et la capacité d’Hofer-Zehnder [19] ; nous référons à [11]
pour un survol de ce vaste sujet. 1 Par la propriété de normalisation, l’existence
d’une capacité implique le théorème de non-tassement, ce qui fournit d’ailleurs des
preuves du non-tassement qui sont différentes de la preuve originale de Gromov.
En tenant pour acquise l’existence d’une capacité symplectique, l’essence de
la preuve du théorème d’Eliashberg-Gromov est alors contenue dans le théorème
suivant.
1. Remarquons que l’énergie de déplacement n’est pas une capacité au sens de la définition
que nous avons donnée, car elle ne satisfait pas l’axiome de monotonicité. On peut cependant
la voir comme une capacité relative ; voir le théorème 12.15 de [23].
46
Théorème 3.1.3 ([23], proposition 12.10). Soit ψ : R2n → R2n un difféomor-
phisme et c une capacité symplectique. Alors les assertions suivantes sont équiva-
lentes.
(1) ψ préserve la capacité des ellipsoïdes, c’est-à-dire que c(ψ(E)) = c(E)
pour tout ellipsoïde E.
(2) ψ est symplectique ou anti-symplectique, c’est-à-dire que ψ∗ω = ±ω.
Ce théorème fournit donc une reformulation de la propriété d’être symplec-
tique (à un signe près) qui ne fait pas intervenir les dérivées de ψ, et qui est donc
manifestement C0-rigide. Cela explique pourquoi la propriété d’être symplectique
est préservée sous la convergence uniforme.
Les phénomènes reliés au crochet de Poisson que nous allons considérer dans
ce chapitre sont très semblables à la rigidité C0 des difféomorphismes symplec-
tiques. Le leitmotiv est le même : nous allons étudier des fonctionnelles qui n’ont
pas de raison a priori d’avoir un comportement contraint relativement à la conver-
gence uniforme puisqu’ils font intervenir le crochet de Poisson, mais qui pourtant
possèdent des propriétés de continuité dans la topologie C0. Ce phénomène est
appelé la rigidité C0 du crochet de Poisson. Comme dans la discussion précédente,
cette rigidité se dévoile en reformulant ces propriétés en termes d’invariants sym-
plectiques qui sont manifestement C0-rigides. Pour le problème que nous allons
considérer dans la suite, l’invariant symplectique sur lequel repose la rigidité est
l’énergie de déplacement, qui a été introduite au chapitre 2.
3.2. Rigidité du crochet de Poisson
Rappelons la question principale de ce chapitre.
Question principale. Soit A et B deux fonctions sur une variété symplectique.
Est-il possible d’approximer A et B avec une précision arbitrairement grande par
des fonctions F et G respectivement, de sorte que le crochet de Poisson {F,G}
soit près de 0 ?
Commençons par donner un sens précis à cette question. Il faut d’abord spé-
cifier ce qu’on entend par approximer des fonctions, c’est-à-dire qu’il faut choisir
une topologie sur l’espace C∞c (M). La discussion de la section précédente motive
le choix de la topologie C0, c’est-à-dire la topologie induite par la norme uniforme
‖·‖∞.
Deuxièmement, il faut préciser ce que signifie que le crochet de Poisson soit
« près de 0 ». Une façon naturelle de le faire est de mesurer la grandeur du
crochet de Poisson avec la norme C0. On introduit donc la fonctionnelle suivante
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sur l’espace des paires de fonctions à support compact muni de la topologie C0 :
Φ : C∞c (M)×C∞c (M) −→ R
(F,G) 7−→ ‖{F,G}‖∞ .
On pourrait penser que la norme C0 du crochet de Poisson de deux fonc-
tions puisse être modifié autant que l’on souhaite par des perturbations qui sont
petites en norme C0. En effet, le crochet de Poisson de deux fonctions dépend
de leurs dérivées, et celles-ci peuvent être modifiées de façon arbitraire par des
perturbations C0-petites. Par exemple, on peut facilement imaginer une suite de
fonctions qui converge uniformément tout en devenant de plus en plus oscillatoire.
La convergence uniforme impose seulement que l’amplitude de ces oscillations doit
converger vers 0, mais n’impose aucun contrôle sur leur fréquence. L’exemple sui-
vant illustre ce type de comportement. Cet exemple apparaît dans un article
d’Humilière [20], qui l’attribue à Polterovich.
Exemple 3.2.1. On considère R2 avec coordonnées polaires r et θ. Dans ces
coordonnées, la forme standard est donnée par 1
r
dr ∧ dθ. On fixe une fonction à
support compact χ : [0,∞)→ R qui s’annule dans un voisinage de 0. On introduit
les fonctions suivantes :
Fn(r, θ) = χ(r)
cosnθ√
n




qui sont étendues à R2 en posant Fn(0) = 0 = Gn(0). Ces fonctions oscillent
de plus en plus rapidement lorsque n → ∞, mais l’amplitude de ces oscillations






























Le choix judicieux des fonctions Fn et Gn fait en sorte que le crochet de Poisson
ne dépend pas de n. Il est alors clair que l’on peut rendre ‖{Fn, Gn}‖∞ aussi
grand que l’on veut avec des choix appropriés de fonctions χ, et ce même si ces
fonctions convergent uniformément vers 0. Notons aussi que les fonctions Fn et
Gn peuvent être choisies avec un support arbitrairement petit.
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En fait, il est toujours possible de rendre le crochet de Poisson de deux fonc-
tions arbitrairement grand par des perturbations arbitrairement petites. Plus pré-
cisément :





Démonstration. Comme il suffit de montrer qu’on peut rendre le crochet de
Poisson arbitrairement grand en un seul point, on se ramène au cas où A et B
sont des fonctions sur R2n muni la forme symplectique standard, avec coordonnées
q1, . . . , qn, p1, . . . , pn. Pour rendre le crochet de Poisson grand, il suffit d’introduire
une petite « bosse » dont la hauteur décroit vers 0 et dont le support rétrécit
encore plus rapidement. Plus précisément, on fixe une fonction χ : R → R à









où ξ est une fonction à support compact qui vaut 1 dans un voisinage V de 0.
Alors Fn → A et Gn → B uniformément et un calcul direct montre que sur le
voisinage V on a









Fixons un point x0 = (q0, 0, . . . , 0) tel que χ′(q0) 6= 0. Alors pour tout n on a























Lorsque n → ∞, cette dernière quantitée est de l’ordre de n2 si ∂B
∂p1
(0) ne
s’annule pas, et de l’ordre de n sinon. Dans les deux cas on trouve donc que
lim supn→∞ ‖{Fn, Gn}‖∞ =∞. 
Comme on s’y attend, la proposition précédente montre que la fonctionnelle
Φ est bien loin d’être continue, car pour toutes fonctions A et B il existe des
fonctions arbitrairement proches pour lesquelles Φ est arbitrairement grande. De
même, on pourrait penser qu’on peut trouver des fonctions arbitrairement proches
de A et B de sorte que la valeur de Φ pour ces fonctions est arbitrairement proche
de 0. Plus précisément, on se donne comme objectif d’étudier le comportement
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de la fonctionnelle
Φ : C∞c (M)×C∞c (M) −→ R




Rappelons que, par définition, la quantité lim inf(F,G)→(A,B) Φ(F,G) est l’infi-
mum de lim infn→∞Φ(Fn, Gn) sur l’ensemble de toutes les suites (Fn, Gn) dans
C∞c (M)× C∞c (M) \ {(A,B)} qui convergent vers (A,B).
Une observation immédiate est qu’on a l’inégalité
lim inf
(F,G)→(A,B)
‖{F,G}‖∞ ≤ ‖{A,B}‖∞ .
En effet, pour des suites Fn etGn qui convergent versA etB en norme C1, on a que
{Fn, Gn} → {A,B} uniformément et en particulier ‖{Fn, Gn}‖∞ → ‖{A,B}‖∞.
Dans le cas général, c’est-à-dire lorsqu’on sait seulement que les suites Fn et Gn
convergent uniformément vers A et B, on a aucun contrôle sur la convergence de
{Fn, Gn}, comme l’illustre l’exemple donné à la proposition 3.2.1. On distingue
deux comportements extrêmes possibles pour la fonctionnelle Φ.
Flexibilité : Φ ≡ 0. Dans ce cas, pour toutes fonctions A et B et tout
ε > 0 on peut trouver des suites de fonctions Fn → A, Gn → B qui
satisfont limn→∞ ‖{Fn, Gn}‖∞ < ε.
Rigidité : Φ = Φ. Dans ce cas, la fonctionnelle Φ est semi-continue
inférieurement, c’est-à-dire que pour toutes fonctions A et B, pour tout
ε > 0 et pour toutes suites Fn → A, Gn → B, on a
Φ(Fn, Gn) > Φ(A,B)− ε
pour tout n assez grand. Il est donc impossible de baisser significativement
la valeur de Φ(A,B) par des perturbations arbitrairement petites de A et
B.
Comme on l’a déjà mentionné, il n’y a pas de raison a priori que la convergence
uniforme permette d’avoir un contrôle sur la norme C0 des crochets de Poisson.
On pourrait donc s’attendre à ce que la fonctionnelle Φ soit flexible, c’est-à-dire
que la réponse à notre question principale soit positive. De façon surprenante,
C. Viterbo et F. Cardin [10] ont démontré que cela n’est pas le cas.
Théorème 3.2.1. Soit A et B deux fonctions à support compact telles que




Rappelons que cela signifie qu’il existe une borne inférieure strictement po-
sitive sur la valeur de lim infn→∞ ‖{Fn, Gn}‖∞ pour des suites Fn et Gn qui
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convergent vers A et B, respectivement. Malgré son apparente simplicité, la dé-
monstration de ce théorème s’appuie sur la non-dégénérescence de la norme d’Ho-
fer sur Ham. La démonstration du résultat de Cardin et Viterbo sera donnée à la
section 3.3.
Le résultat de Cardin et Viterbo affirme que la fonctionnelle Φ n’est pas
flexible. Le théorème principal que nous allons démontrer est que la fonctionnelle
Φ est en fait rigide.




‖{F,G}‖∞ = ‖{A,B}‖∞ .
Autrement dit, la fonctionnelle Φ(A,B) = ‖{A,B}‖∞ est semi-continue inférieu-
rement dans la topologie C0.
Ce théorème a d’abord été démontré dans le cas des surfaces par Zapolsky [31].
Il a ensuite été démontré en toute généralité par Entov et Polterovich [15] et
indépendamment par Buhovski [7]. La preuve de ce théorème sera donnée à la
section 3.4.
Les résultat présentés jusqu’à maintenant concernaient la rigidité de la norme
C0 du crochet de Poisson. Une généralisation naturelle de ce problème est de
déterminer si une certaine forme de rigidité persiste pour d’autres normes Ham-
invariantes. Par exemple, dans le cas des normes Lp, notre question principale
devient : peut-on approximer uniformément deux fonctions par des fonctions dont
le crochet de Poisson est petit en moyenne ? Un résultat récent de K. Samvelyan et
F. Zapolsky [32] montre que la rigidité persiste pour les normes Lp en dimension 2.
Théorème 3.2.3 (Samvelyan et Zapolsky [32]). SoitM une variété symplectique
de dimension 2 et p ∈ [1,∞). Alors la fonctionnelle Φp : C∞c (M)×C∞c (M)→ R
donnée par Φp(F,G) = ‖{F,G}‖p est semi-continue inférieurement.
La preuve donnée par Samvelyan et Zapolsky est très spécifique à la dimen-
sion 2. Elle exploite le fait que le crochet de Poisson en dimension 2 est essentielle-
ment donné par une aire. Plus précisément, en dimension 2 la formule (1.5.1) que
nous avons démontrée au chapitre 1 devient {F,G}ω = dF ∧ dG = u∗(dx ∧ dy),
où u : M → R2 est l’application u(x, y) = (F (x, y), G(x, y)). Puisque cette inter-
prétation fait défaut en dimension supérieure, il n’est pas clair si la fonctionnelle
Φp est rigide ou non.
Question 3.2.1. La fonctionnelle Φp est-elle semi-continue inférieurement pour
des variétés symplectiques de dimension plus grande que 2 ?
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En fait, on ne sait pas si l’équivalent du théorème de Cardin et Viterbo (théo-
rème 3.2.1) est vrai dans le cas des normes Lp.
Question 3.2.2. Soit A,B ∈ C∞c (M) des fonctions qui satisfont {A,B} 6= 0.
A-t-on lim inf(F,G)→(A,B) ‖{F,G}‖p > 0 ?
À la section suivante, nous verrons que la dégénérescence des normes sur Ham
induites par les normes Lp fait en sorte que l’argument de la preuve de Cardin et
Viterbo ne s’étend pas au cas des normes Lp.
3.3. Preuve du théorème de Cardin-Viterbo
Dans cette section nous démontrons le théorème 3.2.1 de F. Cardin et C. Vi-
terbo [10]. Ce résultat est plus faible que le théorème 3.2.2, qui sera démontré
à la section suivante, mais l’idée de la preuve est riche en enseignements sur le
problème de rigidité pour d’autres normes que la norme C0.
Remarquons que la valeur de Φ(F,G) = ‖{F,G}‖∞ ne change pas si on ajoute
des fonctions constantes aux fonctions F et G. Pour démontrer le théorème de
Cardin-Viterbo il suffit donc de considérer des hamiltoniens normalisés, ce qui
revient à montrer le résultat pour la restriction de Φ à H ×H (que nous allons
aussi noter Φ pour alléger la notation).
L’idée de départ dans la preuve du théorème 3.2.1 est un perfectionnement
du résultat élémentaire obtenu au corollaire 1.5.1, selon lequel deux fonctions F
et G satisfont {F,G} = 0 si et seulement si leurs flots hamiltoniens commutent,
c’est-à-dire que ftgsf−tg−s = id pour tous t et s. En fait, nous allons montrer que
les difféomorphismes hamiltoniens ftgsf−tg−s permettent de donner des bornes
inférieures sur la norme du crochet de Poisson.
Lemme 3.3.1. Soit F,G ∈ H et f , g les flots hamiltoniens correspondants.
Alors, pour tout s fixé, l’isotopie t 7→ ftgsf−tg−s est engendrée par l’hamiltonien
normalisé
Hs(t, x) = F (x)− F (g−sf−tx). (3.3.1)
Démonstration. Il s’agit d’une application directe des propositions 2.1.2 et
2.1.3. L’isotopie t 7→ f−t est engendrée par l’hamiltonien −F ◦ft, qui est égal à −F
car il s’agit d’un flot autonome. Par la proposition 2.1.3, l’isotopie t 7→ gsf−tg−s
est alors engendrée par l’hamiltonien −F ◦ g−s. Enfin, le produit ft(gsf−tg−s) est
engendré par l’hamiltonien F#(−F ◦ g−s) = F − F ◦ g−s ◦ f−t = Hs. 
Remarquons que H0(t, x) = F (x)− F (f−tx) = 0, car F est constante le long
de son flot hamiltonien.
Lemme 3.3.2. Soit ‖·‖ une norme Ham-invariante sur H. Soit F , G ∈ H. Alors,
pour tout s et t, on a l’estimation suivante sur la norme du crochet de Poisson
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de F et G :
‖Hst ‖ ≤ s ‖{F,G}‖ , (3.3.2)
où Hs est l’hamiltonien donné par la formule (3.3.1).
Démonstration. Le lien entre Hs et {F,G} se dévoile en dérivant Hs(t, x) par
rapport à s :
∂
∂s





Puisque H0 = 0, on a alors pour tous x et t :









En prenant la norme de cette dernière expression et en appliquant l’inégalité du




‖{F,G} ◦ g−σ ◦ f−t‖ dσ = s ‖{F,G}‖ ,
où la dernière égalité suit de l’invariance de la norme. 
Le lemme fournit une borne inférieure sur la norme du crochet de Poisson,
du moins si on parvient à estimer la norme de Hst . Puisque l’hamiltonien Hs
engendre l’isotopie t 7→ ftgsf−tg−s, on peut borner cette quantité par la norme
des commutateurs ftgsf−tg−s.
Corollaire 3.3.1. Sous les mêmes hypothèses que le lemme 3.3.2, on a pour tous
t et s que
ρ(ftgsf−tg−s) ≤ s t ‖{F,G}‖ , (3.3.3)
où ρ est la norme invariante sur Ham induite par ‖·‖.
Démonstration. Il suffit d’intégrer l’inégalité donnée par le lemme 3.3.2 par
rapport à t : ∫ t
0
‖Hsτ‖ dτ ≤ s t ‖{F,G}‖ .
Puisque Hs engendre l’isotopie t 7→ ftgsf−tg−s, le côté gauche de cette inégalité
n’est rien d’autre que la longueur de l’isotopie en question par rapport à la norme
‖·‖, ce dont on déduit la formule (3.3.3). 
Une observation essentielle est que ce corollaire est significatif seulement dans
le cas de la norme C0 (et des normes qui y sont équivalentes). En effet, par le
théorème 2.4.1, dans tous les autres cas la norme ρ induite sur Ham est dégénérée,
voire identiquement nulle (pour les variétés fermées). Pour ces normes, on ne peut
53
assurer que la borne inférieure donnée par l’équation (3.3.3) est non-triviale. La
suite de l’argument s’applique donc uniquement à la norme C0 (et bien entendu
aux normes équivalentes).
Fin de la preuve du théorème 3.2.1. Avec le corollaire 3.3.1 en main, la
preuve du théorème de Cardin-Viterbo est presque achevée. En effet, le corollaire
fournit une borne inférieure sur la fonctionelle Φ qui est continue dans la topologie
C0. Pour être précis, on définit pour s, t 6= 0 les fonctionnelles
ζs,t : H×H −→ R
(F ,G) 7−→ 1
s t
ρ(ftgsf−tg−s),
où comme à l’habitude f et g sont les flots de F et G. Le corollaire 3.3.1 affirme
que ζs,t ≤ Φ. On prétend que ζs,t est continue dans la topologie C0. En effet, on
sait déjà par la proposition 2.2.2 que l’application H → Ham qui associe à une
fonction H le difféomorphisme hamiltonien ht est continue dans la topologie C0
sur H et la topologie d’Hofer sur Ham. De même, par continuité du produit et de
l’inversion dans Ham, l’application (φ, ψ) 7→ [φ, ψ] est continue. Enfin, la norme
d’Hofer ρ : Ham→ R est clairement continue.
Puisque ζs,t est dominée par Φ, on a donc pour toutes fonctions A et B que
lim inf
(F,G)→(A,B)







Si {A,B} est non-nul, il existe par le corollaire 1.5.1 des temps s et t tels que
atbsa−tb−s 6= id. La non-dégénérescence de la norme d’Hofer nous permet donc de
conclure que lim inf(F,G)→(A,B) Φ(F,G) > 0. 
L’argument utilisé dans la preuve du théorème de Cardin-Viterbo repose en-
tièrement sur la non-dégénérescence de la norme d’Hofer. Cette méthode ne donne
aucune information dans le cas de normes qui ne sont pas équivalentes à la norme
C0 ; on ne sait donc pas si le résultat tient toujours pour de telles normes. Par
exemple, dans le cas des normes Lp, la proposition 3.3.2 fournit la borne inférieure
suivante sur la norme du crochet de Poisson :











|F (x)− F (g−sx)|p ωn.
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Cette dernière quantité représente une moyenne surM de la différence des valeurs
que prend la fonction F en un point et en son image par le flot de G. Cette
quantité n’est pas manifestement semi-continue inférieurement dans la topologie
C0 en raison de la présence du flot de G. Cette approche ne nous permet donc pas
de tirer des conclusions immédiates sur la rigidité/flexibilité de la fonctionnelle
(F,G) 7→ ‖{F,G}‖p.
3.4. Preuve de la rigidité C0 du crochet de Poisson
Dans cette section, on donne une démonstration du théorème 3.2.2 en utilisant
les outils présentés au chapitre 2. La preuve présentée ici est due à L. Buhovski [7].
Nous allons principalement suivre l’exposition faite par Polterovich et Rosen [30].
L’ingrédient principal de la preuve est la positivité de l’énergie de déplacement
de tout ouvert non-vide (théorème 2.3.1). Dans cette section, d, ρ et e dénotent
respectivement la distance, la norme et l’énergie de déplacement induites par la
norme C0.
Comme nous l’avons souligné à la section précédente, il suffit de montrer le
théorème pour la restriction de Φ à H×H. Tous les hamiltoniens considérés dans
la suite seront donc supposés être autonomes et normalisés.
Comme dans la preuve du théorème de Cardin-Viterbo, l’objectif est de trou-
ver des bornes inférieures sur ‖{F,G}‖∞ en termes de quantités qui sont ma-
nifestement C0-rigides. Cette estimation sera donnée au lemme 3.4.1 qui suit.
Avant de formuler le lemme, faisons d’abord quelques observations simples qui
rendront son énoncé plus naturel. Soit A et B des fonctions normalisées et b le
flot hamiltonien de B. On fait les suppositions suivantes :
(1) Pour un certain s > 0, le difféomorphisme hamiltonien bs déplace un
certain ouvert U ;






pour un certain q > 0.
Alors, puisque {A,B} est la dérivée de A dans la direction du flot hamiltonien
de B, on a pour tout x ∈ U que∫ s
0




A > q. (3.4.1)
L’intégrale peut être facilement estimée en terme de la norme C0 :∫ s
0
{A,B} (btx) dt ≤ s ‖{A,B}‖∞ .
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De ces deux inégalités on obtient alors l’estimation ‖{A,B}‖∞ > q/s. Le lemme
suivant affirme que cette inégalité est encore vraie (à epsilon près) si l’on remplace
les fonctions A et B par des fonctions F et G qui sont suffisament proches dans
la distance uniforme.
Lemme 3.4.1. Soit A et B des fonctions normalisées ainsi que b le flot hamil-
tonien de B. On suppose qu’il existe un ouvert déplaçable U avec les propriétés
suivantes :
(1) Pour un certain s > 0, bs déplace U ;
(2) infbs(U) A− supU A > q pour un certain q > 0 ;





est satisfaite pour toutes les fonctions F,G ∈ H telles que ‖F − A‖∞ < δ et
‖G−B‖∞ < δ.
Démonstration. Fixons ε > 0. Soit F et G des fonctions normalisées telles
que ‖F − A‖∞ < δ et ‖G−B‖∞ < δ, où pour l’instant δ est quelconque et sera
fixé plus tard. Par le même argument que ci-haut, la norme de {F,G} peut être
estimée par
s ‖{F,G}‖∞ ≥ F (gs(x))− F (x)
pour tout s ≥ 0 et tout x ∈M . Puisque F est δ-proche de A, on obtient donc
s ‖{F,G}‖∞ ≥ A(gs(x))− A(x)− 2δ. (3.4.3)
Par la condition (2), on a A(y)−A(x) > q dès que x ∈ U et y ∈ bs(U). On pourra
donc borner le côté droit de l’équation (3.4.3) si on peut trouver au moins un
x ∈ U tel que que gs(x) ∈ bs(U). En d’autre termes, il faut choisir G de sorte que
l’ensemble U ∩ g−1s (bs(U)) soit non-vide, c’est-à-dire tel que le difféomorphisme
hamiltonien g−1s bs ne déplace pas U . Comme nous l’avons vu au chapitre 2, il
suffit pour cela que la norme d’Hofer de g−1s bs soit plus petite que l’énergie de
déplacement de U . Par la proposition 2.2.2, la norme d’Hofer peut être estimée
en termes de la distance uniforme des hamiltoniens B et G comme suit :
ρ(g−1s bs) = d(bs, gs) ≤
∫ s
0
‖G−B‖∞ ds = s ‖G−B‖∞ . (3.4.4)
On note par r l’énergie de déplacement de U . Par l’équation (3.4.4), on aura
ρ(g−1s bs) < r dès que ‖G−B‖∞ < r/s. Par conséquent, en prenant δ = r/s, le
difféomorphisme g−1s bs ne peut pas déplacer U . Il existe donc un point x ∈ U tel
que gs(x) ∈ bs(U). Par la condition (2), on a donc A(gs(x))−A(x) > q. L’équation
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(3.4.3) devient alors
s ‖{F,G}‖∞ ≥ q − 2δ.
On en déduit que ‖{F,G}‖∞ ≥ q/s − 2δ/s. En prenant δ = min{sε/2, r/s}, on
a alors ‖{F,G}‖∞ > q/s− ε pour toutes les fonctions F et G qui sont δ-proches
de A et B respectivement, ce qui démontre le lemme. 
Remarque 3.4.1. Notons que ce lemme ne donnerait aucune information si
l’ouvert U satisfaisait e(U) = 0. Toute la force de ce résultat réside donc dans la
positivité de l’énergie de déplacement.
Remarque 3.4.2. Soulignons que cette méthode utilisant l’énergie de déplace-
ment ne donne aucune information sur l’ensemble g−1s bs(U) ∩ U , outre qu’il est
non-vide. Cela est suffisant pour estimer la norme C0, ce qui explique pourquoi la
preuve est spécifique à cette norme. Pour appliquer un raisonnement semblable
à la norme Lp, il faudrait être en mesure de contrôler le volume de l’ensemble
g−1s bs(U) ∩ U .
Pour démontrer le théorème, il ne reste qu’à prouver l’existence d’un ouvert
U qui satisfait les conditions (1) et (2) du lemme pour un nombre q approprié.
Preuve du théorème 3.2.2. Soit A et B des fonctions normalisées. On pose
K = ‖{A,B}‖∞. Pour montrer la semi-continuité inférieure de la fonctionnelle
Φ, rappelons que l’on doit montrer que pour tout choix de ε > 0 on peut trouver
un δ > 0 tel que pour toutes fonctions normalisées satisfaisant ‖F − A‖∞ < δ
et ‖G−B‖∞ < δ, on ait ‖{F,G}‖∞ > K − ε. On suppose que K > 0, le cas
K = 0 étant trivial. Quitte à remplacer A par −A, on peut supposer que K est
le maximum de {A,B}. Soit x un point tel que {A,B} (x) = K.
Pour appliquer le lemme, on veut trouver un voisinage U de x tel que bs déplace
U pour un certain s. De plus, on veut que la différence entre les valeurs que prend
A sur bs(U) et U soit de l’ordre de sK (on pourra alors prendre q ≈ sK dans
le lemme). Pour ce faire, la dérivée de A le long du flot b (c’est-à-dire le crochet
de Poisson {A,B}) devrait être de l’ordre du maximum K sur tous les ensembles
bt(U) avec t ∈ [0, s]. On fixe donc un ouvert U et un temps s > 0 assez petits
pour que
i) {A,B} (bty) > K − ε pour tout y ∈ U et tout t ∈ [0, s].
Cela est évidemment possible par la continuité de la fonction {A,B} et du flot b.
La propriété i) permet seulement de contrôler la variation de A le long du flot de
B. Pour que la condition (2) du lemme soit satisfaite, on doit être en mesure de
contrôler la différence entre A(bs(y)) et A(z) pour tous les points y, z ∈ U . Pour
ce faire, on impose la condition additionnelle que U soit assez petit pour que A
ne varie pas beaucoup sur U :
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ii) |A(y)− A(z)| < sε pour tous y, z ∈ U .
Encore une fois, cela est possible car A est continue. En vertu des conditions i)
et ii), on a pour tous y, z ∈ U que




{A,B} (bty) dt+ A(y)− A(z)
≥ s(K − ε)− sε
= s(K − 2ε).
Comme souhaité, la différence entre les valeurs que prend A sur bs(U) et U est de
l’ordre de sK. De plus, en prenant ε plus petit si nécessaire on aura K − 2ε > ε,
donc A(bsy) − A(z) > sε pour tous y et z dans U . Par la condition ii), cela
implique qu’on doit avoir bs(y) /∈ U pour tout y, c’est-à-dire que bs déplace U .
On a donc construit un ouvert U qui satisfait les hypothèses du lemme 3.4.1 avec
q = s(K − 2ε).
Par le lemme, il existe un δ > 0 tel que toutes les fonctions F et G qui sont




s(K − 2ε)− ε = K − 3ε.
Puisque ε était arbitraire, cela montre que la fonctionnelle Φ est semi-continue
inférieurement dans la topologie C0. 
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