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A NOTE ON WEAK FACTORISATION OF MEYER-TYPE HARDY
SPACE VIA CAUCHY INTEGRAL OPERATOR
YONGSHENG HAN, JI LI, CRISTINA PEREYRA, AND BRETT D. WICK
Abstract. This paper provides a weak factorization for the Meyer-type Hardy space
H1b (R), and characterizations of its dual BMOb(R) and its predual VMOb(R) via bound-
edness and compactness of a suitable commutator with the Cauchy integral CΓ, respec-
tively. Here b(x) = 1 + iA′(x) where A′ ∈ L∞(R), and the Cauchy integral CΓ is
associated to the Lipschitz curve Γ = {x+ iA(x) : x ∈ R}.
1. Introduction and Statement of Main Results
Given a bounded function b : Rn → C such that Re b(x) ≥ 1 for all x ∈ Rn, the
Meyer-type Hardy space H1b (R
n) consists of those functions f : Rn → C such that the
product bf belongs to the Hardy space H1(Rn). The Meyer-type space of bounded mean
oscillation, space BMOb(R
n) consists of all functions A : Rn → C such that A/b belongs
to BMO(Rn) and is the dual of H1b (R
n). These spaces were introduced by Yves Meyer
[9, Chapter XI, Section 10, p. 358], in dimension one in connection to the study of the
Cauchy integral associated with a Lipschitz curve and the T (b) theorem.
In this note we study the Meyer-type Hardy space H1b (R) and its dual BMOb(R) for
b(x) = 1 + iA′(x) where A′ ∈ L∞(R), via the Cauchy integral CΓ associated to the
Lipschitz curve Γ = {x + iA(x) : x ∈ R}. We present a weak factorization of H1b (R)
in terms of the Cauchy integral CΓ. We also obtain a characterization of BMOb(R) and
of VMOb(R), the Meyer-type space of vanishing mean oscillation, via boundedness and
compactness of a suitable commutator with the Cauchy integral respectively.
The Cauchy integral associated with the Lipschitz curve Γ is the integral operator CΓ
given by
CΓ(f)(x) := p.v.
1
πi
ˆ
R
(1 + iA′(y))f(y)
y − x+ i(A(y)− A(x))
dy,
where f ∈ C∞c (R). Note that the Cauchy integral associated with the Lipschitz curve
Γ is not a standard Caldero´n-Zygmund operator because it lacks smoothness. The Lp-
boundedness of CΓ is equivalent to that of the related operator C˜Γ defined by
C˜Γ(f)(x) := p.v.
1
πi
ˆ
R
f(y)
y − x+ i(A(y)− A(x))
dy,
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Moreover, the kernel of C˜Γ satisfies standard size and smoothness estimates [6] and is
therefore bounded on Lp(R) for p ∈ (1,∞). Note that in [6] the operator CΓ was denoted
C˜Γ and viceversa. Hence while CΓ(f) is initially defined for f ∈ C
∞
c (R), the operator CΓ
can be extended to all f ∈ Lp(R), for each p ∈ (1,∞).
The related operator C˜Γ and its commutator with functions in BMO(R) were studied
by Li, Nguyen, Ward, and Wick in [6]. In this setting, one could appeal to a weak
factorization for H1(Rn) in terms of multilinear Caldero´n-Zygmund operators, due to
Li and Wick [7, Theorem 1.3], to obtain the desired characterization of BMO(R) via
boundedness of the commutator, and of VMO(R) via compactness of the commutator.
We want to study the Meyer-type Hardy space, bounded mean oscillation space, and
vanishing mean oscillation space: H1b (R), BMOb(R), and VMOb(R), via the rougher
operator CΓ. As it turns out, we can derive these results from the results for the related
Cauchy integral operator [6]. Nevertheless we also present a direct constructive proof of
the weak factorization valid for H1b (R) that maybe of independent interest.
We now state our main results. For b(x) = 1 + iA′(x), we introduce the bilinear form
associated with b as follows:
(1.1) Πb(g, h)(x) :=
1
b(x)
(
g(x) · CΓ(h)(x)− h(x) · C
∗
Γ (g)(x)
)
,
where C ∗Γ is the adjoint operator to CΓ.
Theorem 1.1. For any f ∈ H1b (R) there exist sequence {λ
k
j}j,k∈Z ∈ ℓ
1 and functions
gkj , h
k
j ∈ L
∞(R) with compact supports such that
f =
∞∑
k=1
∞∑
j=1
λkj Πb(g
k
j , h
k
j ).
Moreover, we have that:
‖f‖H1
b
(R) ≈ inf
{
∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥gkj ∥∥L2(R) ∥∥hkj∥∥L2(R) : f = ∞∑
k=1
∞∑
j=1
λkj Πb(gj, hj)
}
.
The commutator [g, T ] of a function g and an operator T denotes the new operator
acting on suitable functions f defined by [g, T ](f) := g T (f)− T (gf). It is well known
that a function a ∈ BMO(R) (respectively a ∈ VMO(R)) if and only if [a,H ], the
commutator of a with H the Hilbert transform, is a bounded operator on Lp(R) [1]
(respectively is a compact operator [10]). In [6], functions a in BMOb(R) (respectively in
VMOb(R)) were characterized via boundedness (respectively compactness) of [a, C˜Γ], the
commutator with the related Cauchy operator. To characterize BMOb(R) and VMOb(R)
we will consider the commutator of the Cauchy integral not with functions in BMOb(R)
or VMOb(R) but with those functions divided by the accretive function b. In other words
3we will consider for the next theorems the commutator [A/b,CΓ] where A is in BMOb(R)
or in VMOb(R).
Theorem 1.2. Let b(x) = 1 + iA′(x), and p ∈ (1,∞). If A ∈ BMOb(R), then we have
‖[A/b,CΓ]‖Lp(R)→Lp(R) . ‖A‖BMOb(R).
Conversely, for any complex function A such that A/b is a real-valued function and
A/b ∈ L1loc(R), if ‖[A/b,CΓ]‖Lp(R)→Lp(R) <∞, then A ∈ BMOb(R) with
‖A‖BMOb(R) . ‖[A/b,CΓ]‖Lp(R)→Lp(R) .
Theorem 1.3. Let b(x) = 1 + iA′(x) and p ∈ (1,∞). If A ∈ VMOb(R), then we have
[A/b, CΓ] is compact on L
p(R). Conversely, for any complex function A ∈ BMOb(R)
such that A/b is a real-valued function and A/b ∈ L1loc(R), if [A/b,CΓ] is compact on
Lp(R), then A ∈ VMOb(R).
Note that it is possible to deduce these three theorems as corollaries from the results
in [6] and [7] directly, as we will show in Section 3.
The paper is organized as follows. In Section 2 we collect the necessary preliminaries
needed to explain the result. In Section 3 we provide a connection between the classical
Hardy and BMO spaces and the spaces introduced by Meyer. In Section 4 we provide a
second proof of Theorem 1.1 using a clever construction due to Uchiyama [11].
We use the standard notation that A . B to mean that there exists an absolute
constant C such that A ≤ CB; A & B has the analogous definition. Finally, A ≈ B
if A . B and B . A. We use 〈f, g〉L2(R) to denote the L
2-pairing
´
R
f(x) g(x) dx. We
denote C∞c (R) the space of compactly supported infinitely differentiable functions on R.
We denote by χI the characteristic function of the set I ⊂ R, defined by χI(x) = 1 if
x ∈ I and χI(x) = 0 otherwise.
2. Preliminaries
In this section we introduce basic notions of accretive functions; the classical spaces:
Hardy space H1(R), the space of bounded mean oscillation functions BMO(R), and the
space of vanishing mean oscillation VMO(R); and their counterparts, the Meyer-type
Hardy spaces: H1b (R), BMOb(R), and VMOb(R), for b an accretive function. We also
introduce the Cauchy integral operator CΓ associated to a Lipschitz curve Γ and the
related Cauchy integral operator C˜Γ.
A function b : R→ C is accretive if b ∈ L∞(R) and Re b(x) ≥ δ > 0 for all x ∈ R.
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A locally integrable real-valued function f : R → R is said to be of bounded mean
oscillation, written f ∈ BMO or f ∈ BMO(R), if
‖f‖BMO := sup
I
1
|I|
ˆ
I
|f(x)− fI | dx <∞.
Here the supremum is taken over all intervals I in R and fI :=
1
|I|
´
I
f(y) dy is the average
of the function f over the interval I.
A BMO function f : R → R is said to be of vanishing mean oscillation, written
f ∈ VMO or f ∈ VMO(R), if the following three behaviors occur for small, large and
far from the origin intervals respectively,
(i) lim
δ→0
sup
I:|I|<δ
1
|I|
ˆ
I
|f(x)− fI | dx = 0,
(ii) lim
R→∞
sup
I:|I|>R
1
|I|
ˆ
I
|f(x)− fI | dx = 0, and
(iii) lim
R→∞
sup
I:I∩I(0,R)=∅
1
|I|
ˆ
I
|f(x)− fI | dx = 0.
The Hardy space H1(R) consists of those integrable functions f : R→ R that admit
an atomic decomposition f(x) =
∑∞
j=1 λjaj(x) where
∑∞
j=1 |λj| < ∞ and the functions
aj(x) are L
∞-atoms (respectively L2-atoms) in the sense that: each atom aj is supported
on an interval Ij and the following L
∞-size condition ‖aj‖L∞(R) ≤ 1/|Ij| (respectively,
L2-size condition ‖aj‖L2(R) ≤ C|Ij |
−1/2) and cancellation condition
´
R
aj(x) b(x) dx = 0
hold. The H1-norm can be defined using either type of atoms, for example
‖f‖H1(R) := inf
{ ∞∑
j=1
|λj | : f =
∞∑
j=1
λjaj , aj are L
2-atoms
}
.
If instead we use L∞-atoms we will get an equivalent norm [5, Section 6.6.4]. It is well
known that BMO is the dual of H1(R) [4].
A function f : R → C is said to be in H1b (R), the Meyer-type Hardy space associated
with the accretive function b if and only if
bf ∈ H1(R), moreover ‖f‖H1
b
(R) := ‖bf‖H1(R).
In other words, the function f ∈ H1b (R) admits an atomic decomposition f(x) =∑∞
j=1 λjaj(x) where
∑∞
j=1 |λj| < ∞ and the functions aj(x) are L
∞-atoms (respec-
tively L2-atoms) in the sense that: each H1b atom aj is supported on an interval Ij
and the following L∞-size condition ‖aj‖L∞(R) ≤ 1/|Ij| (respectively, L
2-size condition
‖aj‖L2(R) ≈ ‖baj‖L2(R) ≤ C|Ij|
−1/2), and cancellation condition
´
R
aj(x) b(x) dx = 0 hold.
A locally integrable function A : R → C is said to be in BMOb(R), the Meyer-type
BMO space associated with the accretive function b , if
A/b ∈ BMO(R),
5and we define its norm naturally to be ‖A‖BMOb(R) := ‖A/b‖BMO(R) . As a consequence
of the H1-BMO duality BMOb(R) is the dual of H
1
b (R) [9].
A locally integrable function A : R → C is said to be in VMOb(R), the Meyer-type
VMO space associated with the accretive function b , if
A/b ∈ VMO(R).
Suppose Γ is a curve in the complex plane C and f is a function defined on the curve Γ.
The Cauchy integral of f is the operator CΓ defined on the complex plane for z /∈ Γ by
(2.1) CΓ(f)(z) :=
1
2πi
ˆ
Γ
f(ζ)
z − ζ
dζ.
A curve Γ is said to be a Lipschitz curve if it can be written in the form Γ = {x+ iA(x) :
x ∈ R} where A : R→ R satisfies a Lipschitz condition
(2.2) |A(x1)− A(x2)| ≤ L|x1 − x2| for all x1, x2 ∈ R.
The best constant L in (2.2) is referred to as the Lipschitz constant of Γ or of A(x). One
can show that A satisfies a Lipschitz condition if and only if A is differentiable almost
everywhere on R and A′ ∈ L∞(R). The Lipschitz constant is L = ‖A′‖∞.
The Cauchy integral associated with the Lipschitz curve Γ is the singular integral
operator CΓ defined for x ∈ R and acting on functions f ∈ C
∞
c (R) by
(2.3) CΓ(f)(x) := p.v.
1
πi
ˆ
R
(1 + iA′(y))f(y)
y − x+ i(A(y)− A(x))
dy,
where f ∈ C∞c (R). The kernel of CΓ is given by
CΓ(x, y) =
1
πi
1 + iA′(y)
y − x+ i(A(y)−A(x))
.
Note that this is not a standard Caldero´n–Zygmund kernel because the function 1+ iA′
does not necessarily possess any smoothness. As noted in [5, p.289], the Lp-boundedness
of CΓ is equivalent to that of the related operator C˜Γ defined for x ∈ R by
(2.4) C˜Γ(f)(x) := p.v.
1
πi
ˆ
R
f(y)
y − x+ i(A(y)− A(x))
dy.
Moreover, the kernel of C˜Γ is given by
(2.5) C˜Γ(x, y) =
1
πi
1
y − x+ i(A(y)−A(x))
.
The kernel CΓ(x, y) of C˜Γ satisfies standard size and smoothness
1 estimates [6, Lemma
3.3] and is therefore bounded on Lp(R) for p ∈ (1,∞). Therefore, while the opera-
tor CΓ(f) is initially defined for f ∈ C
∞
c (R), it can be extended to all f ∈ L
p(R), for
each p ∈ (1,∞).
1Namely: (size) |CΓ(x, y)| . 1/|x − y| for all x, y ∈ R and (smoothness) |CΓ(x, y) − CΓ(x0, y)| +
|CΓ(y, x)− CΓ(y, x0)| . |x− x0|/|x− y|
2 for all x, x0, y ∈ R such that |x− x0| ≤ |y − x|/2.
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An operator T defined on Lp(R) is compact on Lp(R) if T maps bounded subsets of
Lp(R) into precompact sets. In other words, for all bounded sets E ⊂ Lp(R), T (E) is
precompact. A set S is precompact if its closure is compact.
3. From Classical Spaces to Meyer Hardy spaces
In this section we take advantage of the known weak factorization result for H1(R) in
terms of the Caldero´n-Zygmund singular integral operator C˜Γ as well as the characteri-
zation of BMO(R) via the boundedness of the commutator with C˜Γ and of VMO(R) via
the compactness of the same commutator [6].
We first consider the adjoint operator C ∗Γ (g). By a direct calculation, we can verify
that for f, g ∈ L2(R),
〈CΓ(f), g〉L2(R) =
ˆ
R
p.v.
1
πi
ˆ
R
(1 + iA′(y))f(y)
y − x+ i(A(y)− A(x))
dy g(x)dx
=
ˆ
R
p.v.
1
πi
ˆ
R
1
y − x+ i(A(y)− A(x))
g(x) dx (1 + iA′(y))f(y) dy
=
ˆ
R
b(y) (C˜Γ)
∗(g)(y) f(y) dy = 〈f,C ∗Γ (g)〉L2(R).
We therefore conclude that
(3.1) C ∗Γ (g)(x) = b(x) · (C˜Γ)
∗(g)(x).
Note that (C˜Γ)
∗ = −C˜Γ.
We now use the weak factorization for H1(R) –valid for m-linear Caldero´n-Zygmund
operators [7, Theorem 1.3]– for the particular Caldero´n-Zygmund operator C˜Γ [6], to
obtain the desired weak factorization for the Meyer-type Hardy space H1b (R).
First Proof of Theorem 1.1. The function f ∈ H1b (R) if and only if bf ∈ H
1(R) but by
weak factorization of H1(R) there are a sequence {λs,k}s,k∈Z and compactly supported
bounded functions Gks and H
k
s such that b f =
∑∞
k=1
∑∞
s=1 λs,kΠ(G
k
s , H
k
s ). Where the
bilinear form Π(G,H) is defined by
Π(G,H)(x) = G(x) · C˜Γ(H)(x)−H(x) · (C˜Γ)
∗(G)(x).
Moreover,
‖b f‖H1(R) ≈ inf
{ ∞∑
k=1
∞∑
s=1
|λs,k|‖G
k
s‖L2(R)‖H
k
s ‖L2(R) : b f =
∞∑
k=1
∞∑
s=1
λs,kΠ(G
k
s , H
k
s )
}
.
Therefore
f(x) =
∞∑
k=1
∞∑
s=1
λs,k
1
b
Π(Gks , H
k
s )(x) =
∞∑
k=1
∞∑
s=1
λs,kΠb
(
Gks ,
Hks
b
)
(x).
7The last identity since by definition (1.1) of the bilinear form Πb(g, h), the fact that
CΓ(f) = C˜Γ(bf), and identity (3.1), we have that
1
b
Π(G,H)(x) = Πb
(
G,
H
b
)
(x).(3.2)
Let gks := G
k
s and h
k
s := H
k
s /b, both are compactly supported bounded functions and
f(x) =
∞∑
k=1
∞∑
s=1
λs,kΠb
(
gks , h
k
s
)
(x).
Moreover ‖f‖H1
b
(R) = ‖b f‖H1(R), therefore
‖f‖H1
b
(R) ≈ inf
{ ∞∑
k=1
∞∑
s=1
|λs,k|‖g
k
s‖L2(R)‖h
k
s‖L2(R) : f =
∞∑
k=1
∞∑
s=1
λs,k Πb(g
k
s , h
k
s)
}
.
The last identity because gks = G
k
s and ‖h
k
s‖L2(R) ≈ ‖b h
k
s‖L2(R) = ‖H
k
s ‖L2(R) since b is an
accretive function. This proves Theorem 1.1. 
If we know how to construct the functions Gks and H
k
s then we know how to construct
the functions gks and h
k
s , and viceversa. In the next section we provide an explicit
construction of the functions gks and h
k
s , following Uchiyama’s blueprint directly in our
setting.
Before proceeding, we provide proofs of Theorem 1.2 and of Theorem 1.3 relying on
the corresponding results for the related Cauchy integral operator C˜Γ. Namely, a ∈ BMO
(respectively in VMO) if and only if [a, C˜Γ] is bounded on L
p(R) (respectively, is compact
in Lp(R)) for p ∈ (1,∞). Furthermore, the following norm comparability holds
‖a‖BMO ≈ ‖[a, C˜Γ]‖Lp(R)→Lp(R).
Proof of Theorem 1.2. For b(x) = 1 + iA′(x), suppose A is in BMOb(R), that is A/b ∈
BMO(R); a direct calculation, using that CΓ(g) = C˜Γ(bg), shows that
[A/b,CΓ] (f)(x) =
[
A/b, C˜Γ
]
(bf)(x).
Thus, since by [6, Theorem 1.1] the commutator [A/b, C˜Γ] is bounded on L
p(R), we get
‖[A/b,CΓ] (f)‖Lp(R) = ‖[A/b, C˜Γ](bf)‖Lp(R) ≤ ‖[A/b, C˜Γ]‖Lp(R)→Lp(R)‖bf‖Lp(R)
. ‖A/b‖BMO(R) ‖f‖Lp(R) = C ‖A‖BMOb(R) ‖f‖Lp(R).
Conversely, for any given complex function A such that A/b is a real-valued function,
A/b ∈ L1loc(R) and ‖[A/b,CΓ]‖Lp(R)→Lp(R) <∞, we see that∥∥[A/b, C˜Γ](f)∥∥Lp(R) = ‖[A/b,CΓ] (f/b)‖Lp(R) ≤ ‖[A/b,CΓ]‖Lp(R)→Lp(R) ‖f/b‖Lp(R)
. ‖[A/b,CΓ]‖Lp(R)→Lp(R) ‖f‖Lp(R) .
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Hence, the commutator
[
A/b, C˜Γ
]
is bounded on Lp(R) and by [6, Theorem 1.1] we
conclude that A/b is in BMO(R) and
‖A/b‖BMO(R) .
∥∥[A/b, C˜Γ]∥∥Lp(R)→Lp(R) . ‖[A/b,CΓ]‖Lp(R)→Lp(R) .
Hence, we conclude that A is in BMOb(R) and
‖A‖BMOb(R) . ‖[A/b,CΓ]‖Lp(R)→Lp(R) .
This finishes the proof of Theorem 1.2. 
Similar considerations yield the proof of Theorem 1.3 from the knowledge that a ∈
VMO if and only if [a, C˜Γ] is a compact operator on L
p(R)→ Lp(R) [6, Theorem 1.2].
Proof Theorem 1.3. For b(x) = 1 + iA′(x) ∈ L∞(R), suppose A is in VMOb(R), that is
A/b ∈ VMO(R). Therefore by [6, Theorem 1.2] the commutator [A/b, C˜Γ] is compact.
Let E be a bounded subset of Lp(R), then bE is a bounded subset of Lp(R) since
sup
g∈bE
‖g‖Lp(R) = sup
f∈E
‖bf‖Lp(R) ≤ ‖b‖L∞ sup
f∈E
‖f‖Lp(R) <∞.
Therefore [A/b, C˜Γ](bE) is a precompact set. Recall that
[
A/b, C˜Γ
]
(bf)(x) = [A/b,CΓ] (f)(x)
for all f ∈ Lp(R). Thus
[A/b,CΓ](E) = [A/b, C˜Γ](bE).
Hence [A/b,CΓ](E) is a precompact set for all given bounded subsets E of L
p(R). By
definition [A/b,CΓ] is compact.
Conversely, suppose [A/b,CΓ] is compact. Then given a bounded subset F of L
p(R),
F/b is also a bounded subset of Lp(R) since ‖b‖L∞ ≥ 1. Therefore [A/b,CΓ](F/b) is
precompact, but as before,
[A/b,CΓ](F/b) = [A/b, C˜Γ](F ).
Thus [A/b, C˜Γ](F ) is a precompact set for all bounded subsets F of L
p(R). By definition
[A/b, C˜Γ] is a compact operator in L
p(R) and by [6, Theorem 1.2] we conclude that A/b ∈
VMO(R), and therefore A ∈ VMOb(R). This finishes the proof of Theorem 1.3. 
4. Weak Factorization of the Meyer Hardy space - Uchiyama’s
construction
In this section we present a constructive proof of functions gks and h
k
s for k, s ≥
1, appearing in the weak factorization of H1b (R). This argument follows Uchiyama’s
procedure closely [11].
94.1. The upper bound in Theorem 1.1. Given a function f ∈ H1b (R), suppose we
have a factorization of the form f =
∑∞
k=1
∑∞
s=1 λs,kΠb
(
gks , h
k
s
)
with {λs,k} ∈ ℓ
1 and gks
and hks compactly supported and bounded functions, as claimed in Theorem 1.1. Then
it suffices to verify the following Lemma 4.1 to conclude that
‖f‖H1
b
(R) ≤
∞∑
k=1
∞∑
s=1
|λs,k|‖g
k
s‖L2(R)‖h
k
s‖L2(R).
Lemma 4.1. Let g, h ∈ L∞(R) with compact supports. Then Πb(g, h) is in H
1
b (R) with
‖Πb(g, h)‖H1
b
(R) . ‖g‖L2(R) ‖h‖L2(R) .
Proof. We first point out that for any g, h ∈ L∞(R) with compact supports, Πb(g, h) is
compactly supported in supp(g)∪ supp(h). Next, it is easy to see that Πb(g, h) ∈ L
2(R),
using that CΓ is a bounded operator in L
2(R), indeed,
‖Πb(g, h)‖L2(R) . ‖g‖L∞(R)‖h‖L2(R) + ‖h‖L∞(R)‖g‖L2(R)
Moreover, since by definition of adjoint 〈h,C ∗Γ (g)〉L2(R) = 〈CΓ(h), g〉L2(R), the following
cancellation holds,ˆ
R
Πb(g, h)(x) b(x) dx =
ˆ
R
(
g(x) · CΓ(h)(x)− h(x) · C
∗
Γ (g)(x)
)
dx = 0.
Hence, it is clear that up to a multiplication by certain constant, the bilinear form
Πb(g, h)(x) is a L
2-atom of H1b (R), that is, Πb(g, h) ∈ H
1
b (R).
Now it suffices to verify the H1b (R) norm of Πb(g, h) is controlled by an absolute
multiple of ‖g‖L2(R) ‖h‖L2(R). A simple duality computation shows for A ∈ BMOb(R)
and for any g, h ∈ L∞(Rn) with compact supports:
〈A,Πb(g, h)〉L2(R) = 〈A/b, g · CΓ(h)− h · C
∗
Γ (g)〉L2(R) = 〈g, [A/b,CΓ] (h)〉L2(R) .
Remember that 〈f, g〉L2(R) denotes the L
2 pairing
´
R
f(x) g(x) dx, not the L2 inner prod-
uct. Thus, from the upper bound as in Theorem 1.2, we obtain that
| 〈A,Πb(g, h)〉L2(R) | =
∣∣∣〈g, [A/b,CΓ] (h)〉L2(R)∣∣∣ ≤ C‖A‖BMOb(R)‖g‖L2(R)‖h‖L2(R).
This, together with the duality result of [9], H1b (R)
∗ = BMOb(R), shows that
‖Πb(g, h)‖H1
b
(R) ≈ sup
‖A‖BMOb(R)
≤1
∣∣∣〈A,Πb(g, h)〉L2(R)∣∣∣
. ‖g‖L2(R) ‖h‖L2(R) sup
‖A‖BMOb(R)
≤1
‖A‖BMOb(R)
. ‖g‖L2(R) ‖h‖L2(R) .

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4.2. The factorization and the lower bound in Theorem 1.1. The proof of the
factorization and of the lower bound in Theorem 1.1 is more algorithmic in nature and
follows a proof strategy pioneered by Uchiyama in [11]. We begin with a fact that will
play a prominent role in the algorithm below. It is a modification of a related fact for
the standard Hardy space H1(R).
Lemma 4.2. Let b(x) = 1+ iA′(x) with A′ ∈ L∞(R). Suppose f is a function satisfying:´
R
f(x) b(x) dx = 0, and |f(x)| ≤ χI(x0,1)(x) + χI(y0,1)(x), where |x0 − y0| := M > 100
and I(z0, L) := {z ∈ R : |z − z0| < L}. Then f ∈ H
1
b (R) and we have
‖f‖H1
b
(R) . logM.(4.1)
The lemma when b ≡ 1 is stated in [7, Lemma 2.2] without proof, the authors refer
the reader to [3, Lemma 3.1] and [8, Lemma 4.3] where the corresponding lemma, in the
Bessel and Neumann Laplacian settings respectively, is stated and proved. We can not
apply directly [7, Lemma 2.2] because although F = bf will satisfy
´
R
F (x) dx = 0 by
hypothesis, it will not satisfy that |F (x)| ≤ χI(x0,1)(x)+χI(y0,1)(x), instead it will satisfy
|F (x)| ≤ |b(x)|
(
χI(x0,1)(x)+χI(y0,1)(x)
)
. But we could apply it to F0 = bf/‖b‖L∞(R), since
|F0(x)| ≤ χI(x0,1)(x) + χI(y0,1)(x), to conclude that F0 ∈ H
1(R) and ‖F0‖H1(R) . logM .
Finally since ‖F0‖H1(R) = ‖bf‖H1(R)/‖b‖L∞(R) we conclude that f ∈ H
1
b (R) and
‖f‖H1
b
(R) = ‖bf‖H1(R) . ‖b‖L∞(R) logM . logM.
Nevertheless, for completeness, we present here a direct construction of an atomic de-
composition in H1b (R) for f that yields the estimate claimed in Lemma 4.2 that could
have an interest in itself, it also provides a proof for [7, Lemma 2.2] by setting b ≡ 1.
This construction yields an atomic decomposition for f =
∑
j∈Z λjaj . However the H
1
b
L∞-atoms aj built in the proof of Lemma 4.2 for the specific given f are not the H
1
L∞-atoms one would get by multiplying by ‖b‖∞/b the H
1 L∞-atoms Aj obtained by
the same procedure applied to F0 when b ≡ 1.
Proof of Lemma 4.2 . Suppose f satisfies the conditions as stated in the lemma above.
We will show by construction that f has an atomic decomposition with respect to the
H1b (R) L
∞-atoms, using an idea from Coifman [2]. To see this, we first define two
functions f1(x) and f2(x) by
f1(x) = f(x)χI(x0,1)(x) and f2(x) = f(x)χI(y0,1)(x).
Then we have f = f1 + f2 and by hypothesis and definition
|f1(x)| . χI(x0,1)(x) and |f2(x)| . χI(y0,1)(x).
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Define
g11(x) :=
χI(x0,2)(x)´
I(x0,2)
b(z) dz
ˆ
R
f1(y) b(y) dy,
f 11 (x) := f1(x)− g
1
1(x),
α11 := ‖f
1
1‖∞|I(x0, 2)|.
Then we claim that a11 := (α
1
1)
−1f 11 is an H
1
b (R) L
∞-atom. First, by definition a11 is
supported on I(x0, 2). Moreover, we have thatˆ
R
a11(x) b(x) dx = (α
1
1)
−1
ˆ
R
(
f1(x)− g
1
1(x)
)
b(x) dx
= (α11)
−1
(ˆ
R
f1(x) b(x) dx−
ˆ
R
χI(x0,2)(x)´
I(x0,2)
b(z) dz
b(x) dx
ˆ
R
f1(y) b(y) dy
)
= (α11)
−1
(ˆ
R
f1(x) b(x) dx−
ˆ
R
f1(y) b(y) dy
)
= 0
and that
‖a11‖∞ ≤ |(α
1
1)
−1|‖f 11‖∞ =
1
|I(x0, 2)|
.
Thus, a11 is anH
1
b (R) L
∞-atom. We also have the following estimate for the coefficient α11.
|α11| = ‖f
1
1‖∞|I(x0, 2)| ≤ ‖f1‖∞|I(x0, 2)|+ ‖g
1
1‖∞|I(x0, 2)|
≤ |I(x0, 2)|+
|I(x0, 2)|∣∣ ´
I(x0,2)
b(z) dz
∣∣
ˆ
R
|f1(y)| |b(y)| dy
≤ 4 + 2‖b‖L∞(R) ≤ 6‖b‖L∞(R) . 1.
Here we used the facts that ‖b‖L∞(R) <∞, f1 ≤ χI(x0,1), |I(x0, L)| = 2L, and∣∣∣ ˆ
I(x0,2)
b(z) dz
∣∣∣ ≥ ∣∣∣ ˆ
I(x0,2)
Re b(z) dz
∣∣∣ ≥ |I(x0, 2)|.
Moreover, we see that
f1(x) = f
1
1 (x) + g
1
1(x) = α
1
1a
1
1(x) + g
1
1(x).
For g11(x), we further write it as
g11(x) =
(
g11(x)− g
2
1(x)
)
+ g21(x) =: f
2
1 (x) + g
2
1(x)
with
g21(x) :=
χI(x0,4)(x)´
I(x0,4)
b(z) dz
ˆ
R
f1(y) b(y) dy.
Again, we define
α21 := ‖f
2
1‖∞|I(x0, 4)| and a
2
1 := (α
2
1)
−1f 21 ,
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and following similar estimates as for a11, we see that a
2
1 satisfies the compact support
condition and the size condition ‖a21‖∞ ≤
1
|I(x0,4)|
. Hence, it suffice to see that it also
satisfies the cancellation condition with respect to b. In fact,ˆ
R
a21(x) b(x) dx = (α
2
1)
−1
ˆ
R
(
g11(x)− g
2
1(x)
)
b(x) dx
= (α21)
−1
( ˆ
R
χI(x0,2)(x)´
I(x0,2)
b(z) dz
b(x) dx
ˆ
R
f1(y) b(y) dy
−
ˆ
R
χI(x0,4)(x)´
I(x0,4)
b(z) dz
b(x) dx
ˆ
R
f1(y) b(y) dy
)
= (α21)
−1
( ˆ
R
f1(y) b(y) dy−
ˆ
R
f1(y) b(y) dy
)
= 0.
As a consequence, we see that a21 is an H
1
b (R) L
∞-atom. Moreover, we have the following
estimate for the coefficient a21.
|α21| = ‖f
2
1‖∞|I(x0, 4)| ≤ ‖g
1
1‖∞|I(x0, 4)|+ ‖g
2
1‖∞|I(x0, 4)|
≤
|I(x0, 4)|∣∣ ´
I(x0,2)
b(z) dz
∣∣
ˆ
R
|f1(y)| |b(y)| dy+
|I(x0, 4)|∣∣ ´
I(x0,4)
b(z) dz
∣∣
ˆ
R
|f1(y)| |b(y)| dy
≤ 4‖b‖L∞(R) + 2‖b‖L∞(R) = 6‖b‖L∞(R) . 1.
Here again we use the fact that for every L > 0,∣∣∣ ˆ
I(x0,L)
b(z) dz
∣∣∣ ≥ ∣∣∣ ˆ
I(x0,L)
Re b(z) dz
∣∣∣ ≥ |I(x0, L)|.
Then we have
f1(x) =
2∑
i=1
αi1a
i
1(x) + g
2
1(x).
Continuing in this fashion we see that for i ∈ {1, 2, ..., i0},
f1(x) =
i0∑
i=1
αi1a
i
1(x) + g
i0
1 (x),
where for i ∈ {2, ..., i0},
gi1(x) :=
χI(x0,2i)(x)´
I(x0,2i)
b(z)dz
ˆ
R
f1(y) b(y) dy,
f i1(x) := g
i−1
1 (x)− g
i
1(x),
αi1 := ‖f
i
1‖∞|I(x0, 2
i)| and
ai1(x) := (α
i
1)
−1f i1(x).
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Here we choose i0 to be the smallest positive integer such that I(y0, 1) ⊂ I(x0, 2
i0). Then
from the condition that |x0 − y0| =M , we obtain that
i0 ≈ log2M.
Moreover, for i ∈ {1, 2, ..., i0}, we have the estimate of the coefficients as follows.
|αi1| ≤ 6‖b‖L∞(R) . 1.
Following the same steps, we also obtain that for i ∈ {1, 2, ..., i0},
f2(x) =
i0∑
i=1
αi2a
i
2(x) + g
i0
2 (x),
where for i ∈ {2, ..., i0},
gi2(x) :=
χI(y0,2i)(x)´
I(y0,2i)
b(z) dz
ˆ
R
f2(y) b(y) dy,
f i2(x) := g
i−1
2 (x)− g
i
2(x),
αi2 := ‖f
i
2‖∞|I(y0, 2
i)| and
ai2(x) := (α
i
2)
−1f i2(x).
Similarly, for i ∈ {1, 2, ..., i0}, we can verify that each a
i
2 is an H
1
b (R) L
∞-atom and the
coefficient satisfies
|αi2| . 1.
Combining the decompositions above, we obtain that
f(x) =
2∑
j=1
( i0∑
i=1
αija
i
j(x) + g
i0
j (x)
)
.
We now consider the tail gi01 (x)+g
i0
2 (x). To handle that, consider the interval I centered
at the point x0+y0
2
with sidelength 2i0+1. Then, it is clear that I(x0, 1)∪I(y0, 1) ⊂ I, and
that I(x0, 2
i0), I(y0, 2
i0) ⊂ I. Thus, since by hypothesis
´
R
f(y) b(y) dy = 0, we get that
χI(x)´
I
b(z) dz
ˆ
I(x0,1)
f1(y) b(y) dy+
χI(x)´
I
b(z) dz
ˆ
I(y0,1)
f2(y) b(y) dy = 0.
Hence, we write
gi01 (x) + g
i0
2 (x) =
(
gi01 (x)−
χI(x)´
I
b(z) dz
ˆ
I(x0,1)
f1(y) b(y) dy
)
+
(
gi02 (x)−
χI(x)´
I
b(z) dz
ˆ
I(y0,1)
f2(y) b(y) dy
)
=: f i0+11 (x) + f
i0+1
2 (x).
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For j = 1, 2, we now define
αi0+1j := ‖f
i0+1
j ‖∞|I| and
ai0+1j (x) := (α
i0+1
j )
−1f i0+1j (x).
Again we can verify that for j = 1, 2, ai0+1j is an H
1
b (R) L
∞-atom supported in I with
the appropriate size and cancellation conditions
‖ai0+1j ‖∞ ≤ 1/|I| and
ˆ
R
ai0+1j (x) b(x) dx = 0.
Moreover, we also have
|αi0+1j | . 1.
Thus, we obtain an atomic decomposition for f
f(x) =
2∑
j=1
i0+1∑
i=1
αija
i
j(x),
which implies that f ∈ H1b (R) and
‖f‖H1
b
(R) ≤
2∑
j=1
i0+1∑
i=1
|αij| .
2∑
j=1
i0+1∑
i=1
1 . logM.
This finishes the proof of Lemma 4.2. 
Repeating the proof we get that if r > 0,
´
R
f(x) b(x) dx = 0 and |f(x)| ≤ χI(x0,r)(x)+
χI(y0,r)(x) where |x0 − y0| ≥ rM , then f ∈ H
1
b (R) and
(4.2) ‖f‖H1
b
(R) . r logM.
The additional r comes from the estimates of the coefficients |αij| . r for i = 1, . . . , i0+1
and j = 1, 2 where i0 ∼ logM .
Ideally, given anH1b (R)-atom a, we would like to find g, h ∈ L
2(R) such that Πb(g, h) =
a pointwise. While this can not be accomplished in general, the theorem below shows
that it is “almost” true.
Theorem 4.3. For every H1b (R) L
∞-atom a(x) and for all ε > 0 there exist a large
positive number M and g, h ∈ L∞(R) with compact supports such that:
‖a−Πb(h, g)‖H1
b
(R) < ε
and ‖g‖L2(R) ‖h‖L2(R) .M .
Proof. Let a(x) be an H1b (R) L
∞-atom, supported in I(x0, r), the interval centred at x0
with radius r. We first consider the construction of the explicit bilinear form Πb(h, g) and
the approximation to a(x). To begin with, fix ε > 0. Choose M ∈ [100,∞) sufficiently
large so that
M−1 logM < ε.
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Now select y0 ∈ R such that y0 − x0 = Mr. For this y0 and for any y ∈ I(y0, r) and any
x ∈ I(x0, r), we have |x− y| > Mr/2. We set
g(x) := χI(y0,r)(x) and h(x) := −
a(x)
(C˜Γ)∗(g)(x0)
.(4.3)
We first note that ∣∣∣(C˜Γ)∗(g)(x0)∣∣∣ & M−1.(4.4)
In fact, from the expression of (C˜Γ)
∗(g)(x0) = −C˜Γ(g)(x0) we have that
|(C˜Γ)
∗(g)(x0)| =
∣∣∣∣ 1πi
ˆ
I(y0,r)
1
y − x0 + i(A(y)− A(x0))
dy
∣∣∣∣ & M−1.
As a consequence, we get that the claim (4.4) holds.
From the definitions of the functions g and h, we obtain that supp(g) = I(y0, r) and
supp(h) = I(x0, r). Moreover, from (4.4) and the size estimate for the atom, we obtain
that
‖g‖L∞(R) ≈ 1 and ‖h‖L∞(R) =
1
|(C˜Γ)∗(g)(x0)|
‖a‖L∞(R) .Mr
−1.
And we also get that
‖g‖L2(R) ≈ r
1/2 and ‖h‖L2(R) =
1
|(C˜Γ)∗(g)(x0)|
‖a‖L2(R) .Mr
−1/2.
Hence ‖g‖L2(R)‖h‖L2(R) .M . Now write
a(x)− Πb(h, g)(x) = a(x)−
1
b(x)
(
g(x) · CΓ(h)(x)− h(x) · C
∗
Γ (g)(x)
)
=
(
a(x) +
1
b(x)
h(x) · C ∗Γ (g)(x)
)
−
1
b(x)
g(x) · CΓ(h)(x)
=: W1(x) +W2(x).
We first turn to W1(x). By definition and using equation (3.1), we have that
W1(x) = a(x) +
1
b(x)
(
−
a(x)
(C˜Γ)∗(g)(x0)
)
·
(
b(x) · (C˜Γ)
∗(g)(x)
)
= a(x)
[
1−
(C˜Γ)
∗(g)(x)
(C˜Γ)∗(g)(x0)
]
= a(x) ·
(C˜Γ)
∗(g)(x0)− (C˜Γ)
∗(g)(x)
(C˜Γ)∗(g)(x0)
.
Thus, since (C˜Γ)
∗ = −C˜Γ, we get that for every x ∈ I(x0, r),
|W1(x)| = |a(x)| ·
|C˜Γ(g)(x0)− C˜Γ(g)(x)|
|C˜Γ(g)(x0)|
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≤ CM‖a‖L∞(R)
ˆ
I(y0,r)
|x− x0|
|x− y|2
dy
≤ CMr−1 r r (Mr)−2 = C (Mr)−1.
Here we used the standard smoothness estimate for the Caldero´n-Zygmund kernel C˜Γ(x, y)
of C˜Γ, see [6, Lemma 3.3.] or [5, Example 4.1.6]. Since it is clear thatW1(x) is supported
in I(x0, r), we obtain that
|W1(x)| ≤ C (Mr)
−1χI(x0,r)(x).
We next estimate W2(x). By definition, it is clear that W2(x) is supported in I(y0, r),
and we have
W2(x) =
1
b(x)
χI(y0,r)(x) · CΓ
(
−
a(·)
(C˜Γ)∗(g)(x0)
)
(x)
= −
1
b(x)
χI(y0,r)(x)
1
(C˜Γ)∗(g)(x0)
· CΓ(a(·))(x)
= −
1
b(x)
χI(y0,r)(x)
1
(C˜Γ)∗(g)(x0)
1
πi
ˆ
I(x0,r)
(1 + iA′(y)) a(y)
y − x+ i(A(y)− A(x))
dy
= −
1
b(x)
χI(y0,r)(x)
1
(C˜Γ)∗(g)(x0)
1
πi
ˆ
I(x0,r)
C˜Γ(x, y) b(y) a(y)dy
= −
1
b(x)
χI(y0,r)(x)
1
(C˜Γ)∗(g)(x0)
1
πi
ˆ
I(x0,r)
(
C˜Γ(x, y)− C˜Γ(x, x0)
)
b(y) a(y)dy.
Here the last equality follows from the cancellation condition of theH1b (R) L
∞-atom a(x).
Hence, we have for x ∈ I(y0, r) (otherwise W2(x) = 0 and any estimate will hold)
|W2(x)| ≤
1
|b(x)|
χI(y0,r)(x)
1
|(C˜Γ)∗(g)(x0)|
1
π
ˆ
I(x0,r)
∣∣C˜Γ(x, y)− C˜Γ(x, x0)∣∣ |b(y)| |a(y)| dy
. χI(y0,r)(x)M
ˆ
I(x0,r)
‖a‖L∞(R)
|y − x0|
|x− x0|2
dy
. (Mr)−1 χI(y0,r)(x).
Once again using the smoothness of the kernel C˜Γ(x, y) of C˜Γ.
Combining the estimates of W1 and W2, we obtain that∣∣∣a(x)− Πb(g, h)(x)∣∣∣ . (Mr)−1(χI(x0,r)(x) + χI(y0,r)(x)).(4.5)
Next we point out that ˆ
R
[
a(x)− Πb(g, h)(x)
]
b(x) dx = 0,(4.6)
since a(x) has cancellation with respect to b(x) and the same holds for Πb(g, h)(x).
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Then the size estimate (4.5) and the cancellation (4.6), together with the result in
Lemma 4.2, more specifically estimate (4.2), imply that a−Πb(g, h) ∈ H
1
b (R) and∥∥a−Πb(g, h)∥∥H1
b
(R)
. M−1 logM < Cǫ.
This proves the result. 
We deduce from the theorem the following corollary concerning H1(R) L∞-atoms.
Corollary 4.4. For every H1(R) L∞-atom A(x) and for all ε > 0 there exist M > 0
and compactly supported L∞ functions G and H such that ‖A−Π(H,G)‖H1(R) < ε and
‖G‖L2(R)‖H‖L2(R) .M .
Proof. Note that if A is an H1(R) L∞-atom then A/b is an H1b (R) L
∞-atom, hence by
Theorem 4.3 for all ε > 0 there are M > 0 and compactly supported L∞ functions
g, h such that ‖A/b − Πb(g, h)‖H1
b
(R) . ε. By (3.2) Πb(g, h) = bΠ(g, bh), this implies
‖A− bΠb(g, h)‖H1(R) = ‖A−Π(g, bh)‖ . ε. Let G = g and H = bh, these are compactly
supported L∞ functions, furthermore ‖G‖L2(R)‖H‖L2(R) ≈ ‖g‖L2(R)‖h‖L2(R) .M . 
With this approximation result, we can now prove the main result.
Constructive Proof of Theorem 1.1. By Theorem 4.1 we have that ‖Πb(g, h)‖H1
b
(R) .
‖g‖L2(R) ‖h‖L2(R). It follows that if f ∈ H
1
b (R) then for any representation of the form
f =
∞∑
k=1
∞∑
j=1
λkj Πb(g
k
j , h
k
j )
we have that
‖f‖H1
b
(R) .
∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥gkj ∥∥L2(R) ∥∥hkj∥∥L2(R) .
Consequently,
‖f‖H1
b
(R) . inf
{
∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥gkj ∥∥L2(R) ∥∥hkj∥∥L2(R) : f = ∞∑
k=1
∞∑
j=1
λkj Πb(g
k
j , h
k
j )
}
.
We turn to show that the other inequality holds and that it is possible to obtain such
a decomposition for any f ∈ H1b (R
n). By the definition of H1b (R), for any f ∈ H
1
b (R) we
can find a sequence {λ1j} ∈ ℓ
1 and sequence ofH1b (R) L
∞-atoms a1j so that f =
∑∞
j=1 λ
1
ja
1
j
and
∑∞
j=1
∣∣λ1j ∣∣ ≤ C0 ‖f‖H1
b
(R).
We explicitly track the implied absolute constant C0 appearing from the atomic de-
composition since it will play a role in the convergence of the approach. Fix ε > 0 so that
εC0 < 1. Then we also have a large positive number M with M
−1 logM < ǫ. We apply
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Theorem 4.3 to each atom a1j . So there exists g
1
j , h
1
j ∈ L
∞(Rn) with compact supports
and satisfying
∥∥g1j∥∥L2(R) ∥∥h1j∥∥L2(R) .M and∥∥a1j − Πb(g1j , h1j)∥∥H1
b
(R)
< ε for all j > 0.
Now note that we have
f =
∞∑
j=1
λ1ja
1
j =
∞∑
j=1
λ1j Πb(g
1
j , h
1
j ) +
∞∑
j=1
λ1j
(
a1j −Πb(g
1
j , h
1
j )
)
:= M1 + E1.
Observe that we have
‖E1‖H1
b
(R) ≤
∞∑
j=1
∣∣λ1j ∣∣ ∥∥a1j − Πb(g1j , h1j)∥∥H1
b
(R)
≤ ε
∞∑
j=1
∣∣λ1j ∣∣ ≤ εC0 ‖f‖H1
b
(R) .
We now iterate the construction on the function E1. Since E1 ∈ H
1
b (R), we can apply the
atomic decomposition in H1b (R) to find a sequence {λ
2
j} ∈ ℓ
1 and a sequence of H1b (R)
L∞-atoms {a2j} so that E1 =
∑∞
j=1 λ
2
ja
2
j and
∞∑
j=1
∣∣λ2j ∣∣ ≤ C0 ‖E1‖H1
b
(R) ≤ εC
2
0 ‖f‖H1
b
(R) .
Again, we will apply Theorem 4.3 to each L∞-atom a2j . So there exist g
2
j , h
2
j ∈ L
∞(R)
with compact supports and satisfying
∥∥g2j∥∥L2(R) ∥∥h2j∥∥L2(R) .M and∥∥a2j − Πb(g2j , h2j)∥∥H1
b
(R)
< ε for all j > 0.
We then have that:
E1 =
∞∑
j=1
λ2ja
2
j =
∞∑
j=1
λ2j Πb(g
2
j , h
2
j) +
∞∑
j=1
λ2j
(
a2j − Πb(g
2
j , h
2
j)
)
:= M2 + E2.
But, as before observe that
‖E2‖H1
b
(R) ≤
∞∑
j=1
∣∣λ2j ∣∣ ∥∥a2j −Πb(g2j , h2j)∥∥H1
b
(R)
≤ ε
∞∑
j=1
∣∣λ2j ∣∣ ≤ (εC0)2 ‖f‖H1
b
(R) .
And, this implies for f that we have:
f =
∞∑
j=1
λ1ja
1
j =
∞∑
j=1
λ1j Πb(g
1
j , h
1
j) +
∞∑
j=1
λ1j
(
a1j − Πb(g
1
j , h
1
j)
)
= M1 + E1 =M1 +M2 + E2 =
2∑
k=1
∞∑
j=1
λkj Πb(g
k
j , h
k
j ) + E2.
Repeating this construction for each 1 ≤ k ≤ K produces functions gkj , h
k
j ∈ L
∞(R)
with compact supports and satisfying
∥∥gkj ∥∥L2(R) ∥∥hkj∥∥L2(R) . M for all j > 0, sequences
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{λkj}j>0 ∈ ℓ
1 with
∥∥{λkj}j>0∥∥ℓ1 ≤ εk−1Ck0 ‖f‖H1b (R), and a function EK ∈ H1b (R) with
‖EK‖H1
b
(R) ≤ (εC0)
K ‖f‖H1
b
(R) so that
f =
K∑
k=1
∞∑
j=1
λkj Πb(g
k
j , h
k
j ) + EK .
Passing K →∞ gives the desired decomposition of
f =
∞∑
k=1
∞∑
j=1
λkj Πb(g
k
j , h
k
j ).
We also have that:
∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ≤ ∞∑
k=1
ε−1(εC0)
k ‖f‖H1
b
(R) =
C0
1− εC0
‖f‖H1
b
(R) .
Therefore {λkj}j,k∈Z is in ℓ
1 as claimed. This finishes the proof of Theorem 1.1. 
The weak-factorization given by Theorem 1.1 can be used to prove the lower bound
of Theorem 1.2, the same way it is done in for example [7]. However we used the
upper bound of Theorem 1.2 to prove Lemma 4.1 responsible for the upper bound in
Theorem 1.1.
Acknowledgments: J. Li is supported by ARC DP 160100153 and Macquarie Uni-
versity New Staff Grant. B. D. Wick’s research supported in part by National Science
Foundation DMS grants #1560955 and #1800057.
References
[1] R. R. Coifman, R. Rochberg, and G. Weiss, Factorization theorems for Hardy spaces in several
variables, Ann. of Math. (2) 103 (1976), no. 3, 611–635. ↑2
[2] R. R. Coifman and G. Weiss, Extensions of hardy spaces and their use in analysis, Bulletin Amer.
Math. Soc. 83 (1977), no. 4, 569-645. ↑10
[3] X. T. Duong, J. Li, B. D. Wick, and D. Y. Yang, Factorization for Hardy spaces and characterization
for BMO spaces via commutators in the Bessel setting, Indiana Univ. Math. J. 66 (2017), 1081–
1106. ↑10
[4] C. Fefferman and E. M. Stein, Hp spaces of several variables, Acta Math. 129 (1972), no. 3-4,
137–193. ↑4
[5] L. Grafakos, Modern Fourier analysis, 3rd ed., Graduate Texts in Mathematics, vol. 250, Springer,
New York, 2014. ↑4, 5, 16
[6] J. Li, T.T. Nguyen, L. A. Ward, and B. D. Wick, The Cauchy integral, bounded and compact
commutators, Studia 1 (2018), no. 1, 1–2. ↑2, 3, 5, 6, 7, 8, 16
[7] J. Li and B. D. Wick, Weak factorizations of the Hardy space H1(Rn) in terms of multilinear Riesz
transforms, Canadian Math. Bull. 60 (2017), no. 3, 517–585. ↑2, 3, 6, 10, 19
[8] , Characterizations of H1
∆N
(Rn) and BMO∆N (R
n) via weak factorizations and commutators,
J. Func. Anal. 272 (2017), no. 12, 5384–5416. ↑10
[9] Y. Meyer, Ondelettes et ope´rateurs, tome 2: Ope´rateurs de Caldero´n-Zygmund, 1st ed., Vol. 250,
Hermann, 1997. ↑1, 5, 9
[10] A. Uchiyama, On the compactness of operators of Hankel type, Toˆhoku Math. J. 30 (1978), 163–
171. ↑2
20 YONGSHENG HAN, JI LI, CRISTINA PEREYRA, AND BRETT D. WICK
[11] , The factorization of Hp on the space of homogeneous type, Pacific J. Math. 92 (1981),
no. 2, 453–468. ↑3, 8, 10
Yongsheng Han, Department of Mathematics, Auburn University, Alabama, USA
E-mail address : hanyong@auburn.edu
Ji Li, Department of Mathematics, Macquarie University, Sydney
E-mail address : ji.li@mq.edu.au
Cristina Pereyra, Department of Mathematics, The University of New Mexico, Al-
buquerque, USA
E-mail address : crisp@math.unm.edu
Brett D. Wick, Department of Mathematics, Washington University - St. Louis, St.
Louis, MO 63130-4899 USA
E-mail address : wick@math.wustl.edu
