Abstract. In this paper optimal control problems governed by the wave equation with control constraints are analyzed. Three types of control action are considered: distributed control, Neumann boundary control, and Dirichlet control, and proper functional analytic settings for them are discussed. For treating inequality constraints, semismooth Newton methods are discussed and their convergence properties are investigated. In the case of distributed and Neumann control, superlinear convergence is shown. For Dirichlet boundary control, superlinear convergence is proved for a strongly damped wave equation. For numerical realization, a space-time finite element discretization is discussed. Numerical examples illustrate the results.
Introduction.
In this paper we consider optimal control problems governed by the wave equation and subject to pointwise inequality control constraints. We discuss three different control actions: distributed control, Neumann boundary control, and Dirichlet boundary control.
The optimal control problem under consideration is formulated as follows:
for the control u and the state y from appropriate functional spaces U and Y to be specified later. The set of admissible controls U ad is given by bilateral box constraints
The control-to-state operator S : U → Y is the solution operator of the wave equation with control u entering either the right-hand side, or the Neumann boundary conditions, or the Dirichlet boundary conditions. The functional G : Y → R will be defined in more detail in the next section. Throughout, we assume that Ω ⊂ R n , n ≥ 1, is a bounded domain with a C 2 -boundary. For T > 0 we denote I = (0, T ), Q = I × Ω, and Σ = I × ∂Ω. In the case of distributed control, the state equation defining the operator S is given as For this class of optimal control problems we will discuss a proper functional analytic setting, which is suitable for application of the semismooth Newton methods. These methods have proven their efficiency for a large class of optimization problems with partial differential equations; see, e.g., [17, 19, 41, 42, 22] , where superlinear convergence was shown in several situations. It is well known (see [17] ) that semismooth Newton methods are equivalent to primal-dual active set (PDAS) strategies, which exploit pointwise information from Lagrange multipliers for updating active sets. Here it is essential that the Lagrange multipliers are L 2 -functions rather than measures, which can be achieved by setting U = L 2 (Q) for distributed control and U = L 2 (Σ) for both Neumann and Dirichlet boundary control problems; cf. the discussion in [22] .
Our goal here is to analyze semismooth Newton methods for optimal control problems governed by the wave equation with respect to superlinear convergence. An important ingredient in proving superlinear convergence is a smoothing property of the operator mapping the control variable u to the adjoint state p or to a trace of p. For distributed and Neumann boundary control we will establish this smoothing property and prove superlinear convergence. For the case of Dirichlet boundary control we will provide an example illustrating the fact that such a property cannot hold in general. In addition we will consider a Dirichlet boundary control problem governed by the strongly damped wave equation given as (1.6) y tt − Δy − ρΔy t = f in Q, y(0) = y 0 , y t (0) = y 1 in Ω, y = u on Σ, with a positive damping parameter ρ > 0. This equation appears often in models with loss of energy; e.g., it arises in the modeling of longitudinal vibrations in a homogeneous bar, in which there are viscous effects; cf. [31] . The corresponding optimal control problem (with small ρ) can also be regarded as a regularization of the Dirichlet boundary control problem for the wave equation. For the resulting optimal control problem, we will establish the required smoothing property and prove superlinear convergence of the semismooth Newton method. For numerical realization the infinite-dimensional problems have to be discretized. Following [5, 33, 22] we use space-time finite element methods for discretization. This approach guarantees that the algorithm is invariant with respect to the ordering of discretization of the problem and derivative computations. This means that the approaches "optimize-then-discretize" and "discretize-then-optimize" coincide.
There is a rich literature on the controllability and the stabilization of the wave equation. Optimal control problems governed by wave equations are considered in various publications; see the monographs [27, 28, 26] . Domain decomposition in the context of optimal control of the wave equation is considered in [23, 24] . In [14, 7] boundary control for the wave equation, and the strongly damped wave equation, respectively, is discussed. For optimal control of nonlinear wave equations see [9, 11] .
For state constrained optimal control problems with the wave equation, see [16, 35, 36] . Finite difference approximations in the context of control of the wave equation are discussed in [44] . To the best of our knowledge this is the first paper analyzing convergence of semismooth Newton methods in this context and providing details on the corresponding numerical realization.
The paper is organized as follows. In the next section we discuss the semismooth Newton method for an abstract optimal control problem with control constraints and formulate a set of assumptions for its superlinear convergence. Section 3 is devoted to relevant existence, uniqueness, and regularity results for the wave equation and for the strongly damped wave equation. In section 4 we discuss functional analytic settings for distributed and boundary (Dirichlet and Neumann) control problems for these equations and check the assumptions for superlinear convergence of the semismooth Newton method. In section 5 we describe the space-time finite element discretization for optimal control problem under consideration, and in section 6 we present numerical examples illustrating our results.
Semismooth
Newton methods and the primal-dual active set strategy. In this section we summarize known results for semismooth Newton methods, which are relevant for the analysis in this paper. Moreover, we provide a set of assumptions for superlinear convergence of an abstract optimal control problem with control constraints. Later on, in section 4 we will check these assumptions for the considered situation of distributed, Neumann boundary, and Dirichlet boundary control of the wave equation, as well as for Dirichlet boundary control of the strongly damped wave equation.
Let X and Z be Banach spaces, and let F : D ⊂ X → Z be a nonlinear mapping with open domain D. Moreover, let L(X, Z) be the set of continuous, linear mappings from X to Z.
The following theorem provides a generic result on superlinear convergence for semismooth Newton methods; see [17] . 
converges superlinearly to x * provided that x 0 − x * X is sufficiently small. We shall require Newton differentiability of the max-operator. For this purpose let X denote a function space of real-valued functions on ω ⊂ R n , and let max(0, v) denote the pointwise max-operation for v ∈ X. We introduce candidates for the generalized derivative in the form
where v ∈ X, and δ ∈ R is arbitrary.
Proposition 2.3. The mapping max(0, ·):
, and G m,δ is a generalized derivative. For the proof we refer to [17] . We also have the following chain rule [19] .
is Newton differentiable at y * with a generalized derivative given by
). We consider a general (linear-quadratic) optimal control problem (1.1), (1.2) with α > 0, with the control space U = L 2 (ω) and ω being a subset of R n , which later will be either ω = Q or ω = Σ. The solution operator S : U → Y is assumed to be affine-linear with
, and the functional G : L 2 (Q) → R is assumed to be quadratic with G being an affine operator from L 2 (Q) to itself, and G is assumed to be nonnegative. From standard subsequential limit arguments (see, e.g., [27] ), we have the following. Proposition 2.5. Under the above assumptions there exists a unique global solution of the optimal control problem (1.1), (1.2).
We define the reduced cost functional
and reformulate the optimal control problem under consideration as follows:
The first (directional) derivative of j is given as
where the operator q : U → U is given by
and (·, ·) ω denotes the inner product in U = L 2 (ω).
Proposition 2.6. Let the above assumptions be fulfilled. Then the necessary and sufficient optimality conditions for (1.1), (1.2) can be expressed as the variational inequality
This can alternatively be expressed as an optimality system for the control u ∈ U and the Lagrange multiplier λ ∈ U as
with an arbitrary c > 0.
To set up a semismooth Newton method for the optimal control problem under consideration, we set c = α, eliminate the Lagrange multiplier λ from the optimality system (2.4), and obtain the equivalent formulation
We will use the generalized derivatives of max-and min-operators (see (2.1)) chosen as
The following assumption will ensure the superlinear convergence of the semismooth Newton method applied to (2.5).
Assumption 2.7. We assume that the operator q defined in
In the following sections we will check this assumption for the optimal control problems under consideration.
Lemma 2.8. Let Assumption 2.7 be fulfilled, and let
The statement of this lemma follows from the chain rule in Lemma 2.4, the Newton differentiability of max-and min-operators, and Assumption 2.7.
For the operators G F (u) we have the following lemma. Lemma 2.9. There exists a constant C G such that
and for each u ∈ L 2 (ω). Proof. Let χ I denote the characteristic function of the set
and analogously let χ A be the characteristic function of
On A there holds
and on I,
Hence, we deduce
and taking the inner product of (2.7) with hχ I we find
This implies that
Thus, since G is nonnegative and G quadratic, we deduce further that
for a constant K independent of h and u. Consequently,
Combining (2.8) and (2.9), the desired result follows. After these considerations we can formulate the following theorem. Theorem 2.10. Let Assumption 2.7 be fulfilled and suppose that u * ∈ L 2 (ω) is a solution to the optimal control problem under consideration. Then, for u 0 ∈ L 2 (ω)
Proof. This follows from Theorem 2.2 and Lemmas 2.8 and 2.9. This semismooth Newton method is known to be equivalent [17, 19 ] to a PDAS method, which is defined as follows.
Algorithm 2.11 (PDAS method). 1. Choose u 0 and set
3. Determine u k+1 as the solution to the following:
Update λ k+1 according to
The equivalence of the two methods follows immediately (see, e.g., [19] ) since the Newton iteration (2.10) and the PDAS method can be equivalently expressed as 
with either homogeneous Neumann or homogeneous Dirichlet boundary conditions admits a unique solution y
For the proof we refer to [29, p. 275] . It is well known that (3.1) can be equivalently formulated as a first-order system as follows:
This formulation is the basis for our discretizations of the control problems under consideration; see section 5.
For the inhomogeneous Neumann problem
we have the following result with
where ζ is the solution to
The proof of the first assertion follows classical arguments: From Theorem 3.1 we deduce that (ζ,
, and hence the mapping
This implies (3.4). From (3.4)-(3.5) we deduce further that there exists a constant C independent of (f, y 0 ,
Uniqueness of the weak solution and continuous dependence on the data follows from this estimate. The additional regularity has been proved in [36] .
For the inhomogeneous Dirichlet problem we consider
For the proof we refer to [28, p. 240] and [35] . It depends on the hidden regularity result, which states that if (f,
(Ω) and u = 0, then the solution to (3.6) satisfies ∂ n y ∈ L 2 (Σ); see, e.g., [28, p. 233] . As announced in the introduction we also consider the strongly damped wave equation with a damping parameter ρ, 0 < ρ < ρ 0 , ρ 0 ∈ R + , i.e., (3.7)
To prove a regularity result we first consider the damped wave equation with homogeneous Dirichlet data:
The following theorem can be obtained.
defined by the conditions y(0) = y 0 , y t (0) = y 1 , and
Moreover, the a priori estimate
holds, where the constant C = C(ρ) tends to infinity as ρ tends to zero.
Here, we present a direct proof. Similar results can also be extracted from [8] . Further regularity results for some structurally damped problems can be found in [40] .
To prove Theorem 3.4 we use a Galerkin procedure, i.e., we build a solution of (3.10) by first constructing solutions y m , m ∈ N, of certain finite-dimensional approximations to (3.10) and then passing to the limits m → ∞; for details of such a Galerkin procedure we refer, e.g., to [10, Chap. 7] . Thus, we have to prove the above estimate (3.11) for these functions y m , where y m (s) are linear combinations of eigenfunctions of the Laplacian in
can be ensured by standard arguments; cf. [10] . Furthermore, with usual techniques we derive
Thus we obtain the asserted regularity in (3.9).
The estimate (3.11) is shown in four steps in the following four lemmas. To improve clarity we omit the index m. 
Proof. Note that within a Galerkin procedure, y = y m is a linear combination of eigenfunctions of Δ satisfying y t (t) ∈ H 1 0 (Ω). We set φ = y t in (3.10) and obtain
Hence,
Integrating in time from 0 to t we find
Using Gronwall's lemma we obtain
This gives the desired result. Lemma 3.6. Let the conditions of Theorem 3.4 be fulfilled. Then the following estimate holds for almost every t ∈ (0, T ):
Proof. Recalling that within a Galerkin procedure y(s) is a linear combination of eigenfunctions of the Laplacian in H 1 0 (Ω), we know that Δy vanishes on Σ. We use φ = −Δy as a test function in (3.10) and obtain
or, equivalently,
Integrating in time from 0 to t implies that
For the first term on the left-hand side we get for almost every t ∈ (0, T )
Here, we have used the facts that y tt = y t = 0 on Σ and y 1 = 0 on ∂Ω. This yields
Absorbing terms, we obtain
Using the result from the previous lemma, we obtain the desired estimate. Lemma 3.7. Let the conditions of Theorem 3.4 be fulfilled. Then the following estimate holds for almost every t ∈ (0, T ):
Proof. We proceed as in the proofs of the previous lemmas. Since within the Galerkin procedure, Δy t vanishes on Σ, we can choose φ = −Δy t and obtain
We integrate by parts in the first term and obtain for almost every s
Integrating in time from 0 to t we obtain
This implies the desired estimate. 
Proof. We proceed as in the proof of Lemma 3.6 and choose φ = y tt . This yields
and thus, we obtain
Absorbing terms and using Lemmas 3.5 and 3.7, we obtain the desired estimate. Now, we consider the strongly damped wave equation with inhomogeneous Dirichlet boundary conditions (3.7). In order to define a suitable weak formulation we proceed as follows. For given v ∈ L 2 (L 2 (Ω)) let ζ be the solution of the adjoint equation
Using the transformation t → T − t, this equation can be written in the same form as (3.8). Therefore, Theorem 3.4 can be applied,
. If a solution of (3.7) exists, then there holds (by testing with ζ and integrating in time)
This suggests the following definition. A function y ∈ L 2 (L 2 (Ω)) is called a very weak solution of (3.7) if the following variational equation holds for all v ∈ L 2 (L 2 (Ω)):
where ζ is the solution to (3.12) . This leads to the following theorem. 
holds, where the constant C = C(ρ) tends to infinity as ρ tends to zero.
Proof. The right-hand side of (3.13) defines a linear functional
). This functional is bounded. In fact as a consequence of Theorem 3.4 we have
The representative of this functional in L 2 (L 2 (Ω)) is y. This implies the desired result.
Optimal control problems.
In this section we discuss the functional analytic settings for distributed and Neumann boundary control of the wave equation and for Dirichlet boundary control of the wave equation as well as the strongly damped wave equation. We provide the corresponding optimality systems and verify the assumptions for superlinear convergence of the semismooth Newton method formulated in section 2. In particular we will check Assumption 2.7. Furthermore, we formulate some regularity results for the optimal control and the optimal state.
Distributed control.
In this section we analyze the optimal control problem with distributed control, i.e., (4.1)
where
, and the state equation is understood in the sense of Theorem 3.1. Further, we assume that u a , u b are in L r (Q) for some r > 2. The optimality system can be derived by standard techniques (see [27, p. 296] and [17] ) and is found to be 
with some r > 2.
Proof. A direct comparison between the general optimality systems (2.4) and (4.2) shows that in this case for a given control u ∈ L 2 (Q) we have q(u) = p, where p is the solution of the corresponding dual equation. From Theorem 3.1 we deduce that p ∈ C(H 1 (Ω)), and hence for n = 2 we have p ∈ L r (Q) for all 1 ≤ r < ∞, and for
n−2 (Q). From this result superlinear convergence of the semismooth Newton method follows by Theorem 2.10 for the distributed control case.
As a further consequence of Theorem 4.1 we obtain the following regularity results for the optimal control and the optimal state.
Proof. In section 2 the optimality condition is equivalent to
with q(u) = p. From [22, Lem. 3.3] we deduce that the regularity of q(u) is transferred to max(0, αu b − q(u)) and min(0, q(u) − αu a ) and therefore also to u.
As a consequence, we can formulate some improved regularity result for the optimal state.
Then, for the optimal state there holds
Proof. Using an argument similar to that in Corollary 4.2 we obtain u ∈ H 1 (L 2 (Ω)), and thus the assertion follows by [10, p. 389] .
Thus, under the assumptions of Corollary 4.3 the optimal state y satisfies the state equation in the following weak sense:
. This variational formulation-rewritten as a first-order system-is the basis of our numerical realizations; see section 5.
Neumann boundary control.
We consider the optimal control problem with Neumann boundary control, i.e., 
Σ) with some r > 2, and the state equation is understood in the sense of Theorem 3.2. The optimality system can be derived by standard techniques (see, e.g., [30] ) and is found to be (4.5) 
with some r > 2. Proof. A direct comparison between the general optimality systems (2.4) and (4.5) shows that in this case, for a given control u ∈ L 2 (Σ) we have q(u) = p| Σ , where p is the solution of the corresponding dual equation. From Theorem 3.1 we deduce that
, and hence by [30, 
and hence interpolation (see, e.g., [39,
For n ≥ 3 we use H
We choose s in such a way that r s = q s . This implies
, r ≥ 2, and hence
q s is monotonic increasing in r, and hence we deduce p ∈ L 2n n−1 −ε (Σ) for all ε > 0. For n = 2 we have H
Using similar arguments as before we obtain p ∈ L 4−ε (Σ) for all > 0.
As for the distributed case we obtain additional regularity results for the optimal control and the optimal state.
, and under the assumptions of Corollary 4.5 the optimal state satisfies y ∈ C(H 1 (Ω)) ∩ C 1 (L 2 (Ω)). Proof. We consider the equation [26, Vol. II, Thm. 8A.5]; cf. also [34] ). From Corollary 4.5 with g = u ∈ L 2 (H 1 2 (∂Ω)) and by Theorem 3.1 we obtain for the optimal state y of (4.4)
As a direct consequence we deduce that under the assumptions of Corollary 4.6 the very weak solution y of the state equation, which corresponds to the optimal control u, is in fact a variational solution in the sense that y ∈ C(
. This is important for numerical realizations; see the corresponding discussion in [22] .
Dirichlet control.
Here we consider the optimal control problem with Dirichlet boundary control:
, and the state equation is understood in the sense of Theorem 3.3. We have the following optimality system:
). In the case of Dirichlet boundary control the operator q defined in (2.2) turns out to be given by q(u) = −∂ n p, where p is the solution of the corresponding adjoint equation in (4.7). From the hidden regularity result (see, e.g., [28, p. 233 ]), we obtain that ∂ n p ∈ L 2 (Σ) and the operator q is a continuous affine-linear operator q :
In the following we provide a one-dimensional example showing that in general the operator q does not map any control u ∈ L 2 (Σ) to L r (Σ) with r > 2. Therefore, Assumption 2.7 is not fulfilled in the case of Dirichlet boundary control.
We consider the one-dimensional wave equation with Dirichlet boundary control:
with u ∈ L 2 (0, 1). We denote
and obtain
Considering the adjoint equation
we obtain for the solution
It follows that
and thus for a general control u ∈ L 2 (0, 1) the image
does not have an improved regularity q(u) ∈ L r (0, 1) with some r > 2. Remark 4.7. This lack of additional regularity is due to the nature of the wave equation. In the elliptic case as well as the parabolic case, the corresponding operator q possesses the required regularity for Dirichlet boundary control; see [22] .
Dirichlet control for the strongly damped wave equation.
In this section we consider Dirichlet boundary control for the strongly damped wave equation, and we will show that in this case the assumptions from section 2 for superlinear convergence of the semismooth Newton method are satisfied.
The problem under consideration is given as follows:
Σ) with some r > 2, and the state equation is understood in the sense of Theorem 3.9.
The optimality system derived with standard arguments is given by (4.10)
). In the next theorem we verify Assumption 2.7 in this case. Theorem 4.8. In the case of the Dirichlet boundary control problem (4.9) with ρ > 0, the operator q defined in (2.2) satisfies
Proof. By a direct comparison of the optimality systems (2.4) and (4.10) we obtain q(u) = −∂ n p. From Theorem 3.4 we obtain that p in particular fulfills
By a trace theorem (see, e.g., [15, 30] ), we get
By interpolation estimates we obtain as in [22, Thm. 3 
This completes the proof.
Discretization.
In this section we discuss the discretization of the optimal control problems under consideration. To this end we employ appropriate finite element schemes for both the temporal and the spatial discretizations. Applying this concept, the approaches of optimize-then-discretize and discretize-then-optimize, which are different in general, coincide; see, e.g., [32, 5] . Finite element discretizations of the wave equations are analyzed, e.g., in [2, 3, 4, 12, 18, 20, 21, 25] .
For the temporal discretization of the state equation we use a Petrov-Galerkin scheme with continuous piecewise linear ansatz functions and discontinuous (in time) piecewise constant test functions. For the spatial discretization we use the usual conforming (bi)linear finite elements. This type of discretization is often referred as a cG (1)cG(1) 
We define the time discretization parameter k as a piecewise constant function by setting k| Im = k m for m = 1, . . . , M.
For spatial discretization we will consider two-or three-dimensional shape regular meshes; see, e.g., [6] . A mesh consists of quadrilateral or hexahedral cells K, which constitute a nonoverlapping cover of the computational domain Ω. The corresponding mesh is denoted by T h = {K}, where we define the discretization parameter h as a cellwise function by setting h| K = h K with the diameter h K of the cell K.
On the mesh T h we construct conforming finite element spaces V h ⊂ V and V 0 h ⊂ V 0 in the following standard way:
Here, Q 1 (K) consists of shape functions obtained by bi-or trilinear transformations of polynomials in Q 1 ( K) defined on the reference cell K = (0, 1) n , where
Remark 5.1. The definitions of V h and V 0 h can be extended to the case of triangular meshes and/or to spaces of higher order in the obvious way.
We define the following space-time finite element ansatz and test spaces: kh are more involved due to the continuity requirement. For details on such dynamic meshes we refer the reader to [38] .
For the definition of the discrete control space in the case of boundary control, we introduce the space of traces of functions in V h ,
(∂Ω) denotes the trace operator. Based on the equivalent formulation of the state equations as first-order systems (cf. (3.2) ) we introduce the Galerkin finite element formulation of the state equations. We introduce a bilinear form a ρ :
with y = (y 1 , y 2 ) and ξ = (ξ 1 , ξ 2 ) and with a real parameter ρ ≥ 0.
Distributed control.
For the distributed control problem we choose the discrete control space U D kh = X kh . The discretized optimization problem is then formulated as follows:
Neumann control.
For the Neumann boundary control problem we choose the discrete control space as
The corresponding discrete optimization problem is formulated as follows:
Dirichlet control.
For the Dirichlet boundary control problem we choose the discrete control space as in the Neumann case. For a function u kh ∈ U B kh we define an extension u kh ∈ X kh such that γ( u kh (t, ·)) = u kh (t, ·) and u kh (t, x i ) = 0 (5.3) on all interior nodes x i of T h and for all t ∈Ī.
The discrete optimization problem is formulated as follows:
Remark 5.3. The employed cG(1)cG(1) discretization scheme is known to be energy conserving. For ρ = 0, f = 0, and u = 0 one can directly show that
holds for all m = 1, 2, . . . , M. This reflects the corresponding property of the wave equation on the continuous level.
Optimization algorithm on the discrete level.
As on the continuous level, each of the discrete state equations (5.1), (5.2), and (5.4) defines the corresponding discrete solution operator S kh mapping a given control u kh to the first component of the state y 1 kh . We introduce the discrete reduced cost functional
and reformulate the discrete optimization problem as follows:
where the discrete control space is U kh = U D kh for distributed control and U kh = U
B kh
for boundary control. This optimization problem is solved using the PDAS algorithm (semismooth Newton method) as described in section 2 for the continuous problem. For the realization of this method on the discrete level, we should discuss the structure of the operator q kh , corresponding to the operator q in (2.2) on the continuous level, and the solution of the equality constrained optimization problem in step (iii) of the PDAS algorithm on the discrete level; cf. section 2. The latter problem is solved using the Newton method utilizing the derivatives j kh (u kh )(δu kh ) and j kh (u kh )(δu kh , τu kh ) in directions δu kh , τu kh ∈ U kh . Remark 5.4. For quadratic functionals G(·) the Newton method for the equality constrained optimization problem in step (iii) of the PDAS algorithm converges in one iteration.
In the case of distributed and Neumann control the required derivatives of j kh can be represented as on the continuous level using adjoint and linearized (tangent) discrete equations; see [5, 32] for details. Since the case of Dirichlet boundary conditions is more involved, we discuss it in what follows. In all three cases the operator q kh is defined in such a way that the derivative of the discrete reduced cost functional can be expressed by
In the case of Dirichlet control the derivative j (u)(δu) on the continuous level is given as
where p is the solution of the adjoint equation; cf. the optimality system (4.7). A direct discretization of the term ∂ n p does not lead in general to the derivative of the discrete cost functional j kh . Therefore, we employ another representation using a residual of the adjoint equation; cf. the discussions in [43, 22] .
Proposition 5.5. Let the discrete reduced cost functional j kh be defined as in (5.5) 
This gives the desired representation (5.7). The representation of the second derivative is obtained in a similar way.
Remark 5.6. We note that for both the state equation (5.4) and the tangent equation (5.9) the discrete solutions are continuous piecewise linear in time functions; i.e., the ansatz space is X 0 kh ×X kh and the test space consists of discontinuous piecewise constant (in time) functions (i.e., the test space is X 0 kh × X kh ). For both adjoint equations (5.8) and (5.10) the ansatz and the test spaces are exchanged. The ansatz functions are discontinuous and piecewise constant (in time), and test functions are continuous piecewise linear in time. This allows for a consistent formulation; cf. the discussions in [5, 32] .
Time stepping formulations.
Although the discrete state equation (5.4) as well as the discrete tangent (5.9) and adjoint (5.8), (5.10) equations are formulated globally in time, they result in time stepping schemes. This is due to the fact that for all these equations either the ansatz or the test functions are discontinuous in time. Applying the trapezoidal rule piecewise for approximation of time integrals, the considered time discretization results in a Crank-Nicolson scheme; see, e.g., [32, 5] . In what follows we describe the corresponding time stepping schemes for (5.4), (5.9), (5.8), and (5.10) explicitly; cf. [22] for Dirichlet boundary control of the heat equation discretized by a discontinuous Galerkin variant of the implicit Euler scheme. Thereby, we assume that the functional G can be represented as
and for m = 1, . . . , M we define 
The discrete adjoint equation for
. . , M is given as follows:
Next we describe (5.9) and (5.10). Therefore, we define for i = 0, . . . , M, 
The additional adjoint equation for δP 
Numerical examples.
In this section we discuss numerical examples illustrating our theoretical results for the optimal control problems under consideration. We present a comparison of the numbers of PDAS iterations for different discretization levels as well as some results illustrating the error behavior on a fixed mesh. On the discrete level (for fixed temporal and spatial meshes) the PDAS method typically converges in a finite number of steps (cf. the stopping criterion in Remark 2.12), which is better than superlinear convergence. The examples indicate superlinear convergence also before the PDAS method stops finding the optimal discrete solution.
All computations are done using the optimization library RoDoBo [37] and the finite element toolkit Gascoigne [13] .
In the following we consider distributed, Neumann boundary, and Dirichlet boundary control with and without damping on the unit square Ω = (0, 1) 2 ⊂ R 2 . Here, we specify the functional G in the following way: For a given function y d ∈ L 2 (Q) we define This optimal control problem is discretized by space-time finite elements as described above. The resulting finite-dimensional problem is solved by the PDAS method. In Table 6 .1 the number of iterations is shown for a sequence of uniformly refined discretizations. Here, N denotes the number of cells in the spatial mesh T h and M denotes the number of time intervals. The results indicate a mesh-independent behavior of the PDAS algorithm. To analyze the convergence behavior of the PDAS method we define the PDAS iteration error
where u (i) kh denotes the ith iterate and u kh denotes the optimal discrete solution. For a fixed discretization with N = 16384 cells and M = 64 time steps, Table 6 .2 depicts the rate of convergence of the PDAS iteration. The results presented demonstrate superlinear convergence. As in the previous example, we see in Table 6 .3 that the number of PDAS iterations is mesh-independent under uniform refinement of the discretizations.
For a fixed discretization with N = 16384 cells and M = 64 time steps, Table 6.4 shows the rate of convergence of the PDAS iteration illustrating superlinear convergence.
Example 3: Dirichlet control.
We consider the Dirichlet optimal control problems (4.6) and (4.9) with the following data: Table 6 .5 illustrates the effect of damping introduced by the term −ρΔy t on the number of PDAS steps. For α = 0.01 and ρ = 0 we observe a mesh-dependence of the algorithm. Moreover, the number of PDAS steps declines for an increasing value of ρ and stays mesh-independent for ρ > 0. Furthermore, we consider the effect of α on the number of PDAS steps. As expected, the number of iterations declines also for increasing α.
In Tables 6.6 and 6.7 we consider the PDAS iteration error for the discretization with N = 16384 cells and M = 64 time steps, where we choose ρ = 0 and ρ = 0.1, respectively, and α = 0.01. These tables indicate that we have only superlinear convergence for ρ > 0. 
