Abstract. We present a new algorithm that, given two matrices in GL(n, Q), decides if they are conjugate in GL(n, Z) and, if so, determines a conjugating matrix. We also give an algorithm to construct a generating set for the centraliser in GL(n, Z) of a matrix in GL(n, Q). We do this by reducing these problems respectively to the isomorphism and automorphism group problems for certain modules over rings of the form OK[y]/(y l ), where OK is the maximal order of an algebraic number field and l ∈ N, and then provide algorithms to solve the latter. The algorithms are practical and our implementations are publicly available in Magma.
Introduction
Let T andT be elements of GL(n, Q). The rational conjugacy problem asks if there exists X ∈ GL(n, Q) such that XT X −1 =T . It is well-known that this can be decided effectively by computing and comparing the rational canonical forms of T andT . More difficult is the integral conjugacy problem: decide whether or not there exists X ∈ GL(n, Z) with XT X −1 =T . Clearly, if T andT are not conjugate in GL(n, Q), then they are not conjugate in GL(n, Z), but the converse does not hold. Associated to the integral conjugacy problem is the centraliser problem: determine a generating set for C Z (T ) = {X ∈ GL(n, Z) | XT X −1 = T }. Since C Z (T ) is arithmetic, the work of Grunewald and Segal [8] implies that it is both finitely generated and finitely presented. But no practical algorithm to compute a finite generating set for an arithmetic group is known.
Grunewald [9] proved that the integral conjugacy and centraliser problems are decidable. We recall the basic ideas of this proof briefly. Let O K denote the maximal order of the algebraic number field K, let l ∈ N and denote P l (O K ) = O K [y]/(y l ). A P l (O K )-module M is integral if M ∼ = Z n for some n ∈ N as abelian group. Grunewald described how to reduce the integral conjugacy and centraliser problems respectively to the isomorphism and automorphism group problems of integral P l (O K )-modules. He proved that such a module has submodules of finite index which have a certain integral canonical form, and exhibited how the isomorphism and automorphism group problems can be solved using these standard submodules. A critical weakness of his method is that all standard submodules of an unknown index in a given module must be constructed, but no practical algorithm for this purpose was provided. Let M be a P l (O K )-module. Define K i (M ) = {m ∈ M | my i = 0} for 0 ≤ i ≤ l + 1 and L i (M ) = K i+1 (M )y + K i−1 (M ) for 1 ≤ i ≤ l. Now M is standard if it is integral and Q i (M ) = K i (M )/L i (M ) is free as O K -module for 1 ≤ i ≤ l. We investigate the structure of standard P l (O K )-modules in detail and exhibit effective methods to solve their isomorphism and automorphism group problems; this also corrects Grunewald's solution to the latter problem. We then investigate the standard submodules of an arbitrary integral P l (O K )-module. Our main result is the following. (a) The map Our proof, given in Theorems 3.14 and 3.15, is constructive and translates to practical algorithms to construct one or all standard submodules of minimal index in an integral P l (O K )-module. We use our methods to obtain practical algorithms to solve the isomorphism and automorphism group problems for these modules, and, in turn, also to solve the integral conjugacy and centraliser problems.
In Section 2 we briefly recall the translation of the integral conjugacy and centraliser problems to the isomorphism and automorphism group problems for integral P l (O K )-modules. In Section 3 we present a new algorithm to construct (one or all) standard submodules of smallest index in an integral P l (O K )-module, and so solve the isomorphism and automorphism group problems for these modules. In Sections 4 and 5 we give pseudocode outlines of our algorithms. In Section 6 we comment on our implementations of these algorithms, available in Magma [2] , and illustrate their performance and limitations. Finally we discuss variations of our methods and open problems. Where appropriate, we cite corresponding statements from [9] . In most cases, we also include independent proofs to ensure that our work is reasonably self-contained and the language employed is consistent.
We conclude the introduction by mentioning related work. Latimer and MacDuffee [13] solved the integral conjugacy problem for matrices with irreducible characteristic polynomial; Husert [11] solved it for nilpotent and semisimple matrices; Marseglia [14] solved it for matrices with squarefree characteristic polynomial. Opgenorth, Plesken and Schulz [15] developed algorithms to solve both problems for matrices of finite order. Sarkisjan [16] exhibited a method to solve the simultaneous integral conjugacy problem for lists of matrices. Karpenkov [12] described the set of conjugacy classes in SL(n, Z).
Translation to modules over truncated polynomial rings
We now describe how to reduce the integral conjugacy problem and the centraliser problem to the isomorphism and automorphism group problems for a certain type of module defined over the maximal order of an algebraic number field.
2.1. Reduction to integral matrices. Recall that S ∈ M n (Q) is semisimple if the natural QS-module V = Q n is a direct sum of irreducible QS-modules, where QS denotes the Q-subalgebra of M n (Q) generated by S. A matrix U in M n (Q) is nilpotent if there exists l ∈ N with U l = 0. By the Jordan-Chevalley decomposition, for every T ∈ GL(n, Q) there exist unique S ∈ GL(n, Q) and U ∈ M n (Q) such that S is semisimple, U is nilpotent, T = S + U , and SU = U S.
Although the input matrices to the integral conjugacy problem are rational, we can readily reduce to integral matrices. Lemma 2.1. [9, Lemma 1] Let T,T ∈ GL(n, Q) with Jordan-Chevalley decompositions T = S +U andT =Ŝ +Û . Choose k ∈ N so that kS, kU, kŜ, and kÛ are integral matrices.
(a) kT = kS + kU and kT = kŜ + kÛ are Jordan-Chevalley decompositions. (b) T andT are conjugate in GL(n, Z) if and only if kT and kT are conjugate in GL(n, Z).
Our first step in solving the integral conjugacy and centraliser problems for matrices T,T ∈ GL(n, Q) is to choose k ∈ N as in Lemma 2.1 and to replace T,T by kT, kT respectively. Now kT and kT have integral Jordan-Chevalley decompositions.
2.2.
Translation to modules. Let T,T ∈ GL(n, Q) have integral Jordan-Chevalley decompositions T = S + U andT =Ŝ +Û . Choose l ∈ N minimal with U l = 0 and let P (x) be the minimal polynomial of S. We may assume that P (x) is also the minimal polynomial ofŜ and thatÛ l = 0: otherwise T andT are not conjugate in GL(n, Q) and so not in GL(n, Z).
is a truncated polynomial ring over the commutative ring R. Hence P l (R) = {r 0 y 0 + · · · + r l−1 y l−1 + (y l ) | r i ∈ R}. We embed R into P l (R) via r → ry 0 + (y l ).
A P l (R)-module M is integral if M ∼ = Z n for some n ∈ N as abelian group. In this case we fix a Z-basis in M and identify M with Z n and hence Aut(M ) with GL(n, Z) and End(M ) with M n (Z).
(a) T induces the structure of a P l (R)-module on M via vx = vS and vy = vU for
It remains to solve the isomorphism and automorphism group problems for integral P l (R)-modules.
Let P (x) = P 1 (x) · · · P r (x) be the factorisation of P (x) into irreducible polynomials over Q [x] . Since S is semisimple and integral, P 1 (x), . . . , P r (x) are pairwise distinct, monic, and integral. For 1
By construction, D is a subgroup of finite index, say d, in M = Z n and, similarly,D is a subgroup of finite index, sayd, inM = Z n . Further, D andD are P l (R)-submodules of M andM respectively. Choose c ∈ N such that cM ≤ D; one option is c = d.
(a) The following are equivalent.
Proof.
(a) Translating notation shows that (i) is equivalent to (ii). We now prove that (ii) is equivalent to (iii). If γ : M →M is an isomorphism of P l (R)-modules, then its restriction γ : D →D is also an isomorphism of P l (R)-modules, as D andD are both fully invariant submodules. Similarly, γ(cM ) = cγ(M ) = cM . It remains to show the converse. Let γ : D →D be an isomorphism of P l (R)-modules with γ(cM ) = cM . Now
is also an isomorphism of P l (R)-modules. (b) Translating notation establishes that C Z (T ) = Aut P l (R) (M ). We now establish the isomorphism. Let
be induced by restriction. This is well-defined, since D is a fully invariant submodule by construction. Note that ϕ is injective, since D has finite index in M and contains cM . Each automorphism of M leaves cM invariant; thus im(ϕ) is contained in the stabiliser S of cM in Aut P l (R) (D). It remains to show that im(ϕ) = S. Let γ ∈ S and let w ∈ M . Define
Observe δ ∈ Aut P l (R) (M ) and ϕ(δ) = γ. Thus ϕ is surjective.
Theorem 2.3 reduces the integral conjugacy and centraliser problems for T andT to the construction of generators for A = Aut P l (R) (D) and the determination of an arbitrary P l (R)-module isomorphism φ : D →D. If A and φ are given, then the orbit O of cM under A can be constructed: O is finite since cM has finite index in M . An isomorphism γ as in Theorem 2. 
Proof. Both statements follow readily from the fact that D andD are direct sums of M 1 , . . . , M r andM 1 , . . . ,M r , respectively. It remains to prove this direct sum property.
Thus a solution to the isomorphism and automorphism group problems for the P l (R) modules M andM reduces to the same problems for the
2.3. Reduction to modules over maximal orders. Let K be an algebraic number field with maximal order O K , let O be an arbitrary order in O K , and let l ∈ N. Let M be an integral P l (O)-module, so M = Z n for some n ∈ N. We embed M in the vector space V = Q n . Thus O acts on V and induces an action by its quotient field K on V . Hence the maximal order O K acts on V . Note that M need not be closed under the action of O K , but it has subgroups which are, and we call these
Proof. Note that O has finite index in O K as additive abelian group. Let T be a transversal
Remark 2.6. A basis for this unique maximal P l (O K )-submodule L of M can be computed readily. Let B be the standard Z-basis of M and let W = {w 1 , . . . , w e } be a Z-basis of O K . With respect to B, each w ∈ W acts via a rational matrix C w ∈ M n (Q) on M . Let C = (C w 1 |C w 2 | . . . |C we ) be the rational n × en matrix obtained by concatenating the matrices C w 1 , . . . , C we . Let d be the smallest positive integer so that dC is an integral matrix. Let P ∈ GL(n, Z) and Q ∈ GL(en, Z) satisfy
be the diagonal matrix with diagonal (a 1 , . . . , a n ), where a i is the denominator of d i /d. Now AP is a basis for L. The necessary computations are part of the standard Smith normal form algorithm, see [10, Section 9.3] . Theorem 2.7 reduces the isomorphism and automorphism group problems for P l (O)-modules to the same problems for P l (O K )-modules via orbit-stabiliser constructions similar to those for Theorem 2.3.
Modules defined over maximal orders
Let K be an algebraic number field with maximal order O K and let l ∈ N. Write
for the truncated polynomial ring over O K . Our goal is to develop the necessary theory to underpin practical and constructive algorithms to solve the isomorphism and automorphism group problems for integral P l (O K )-modules.
3.1. Some structure theory. Let M be an integral P l (O K )-module. Let rank(A) denote the torsion free rank of an abelian group A. Define
The sequence of integers (r 1 , . . . , r l ) is the type of M . The series of
Let (Σ) denote the resulting refined series of
Observe that (Σ) is fully invariant under P l (O K )-isomorphisms by construction. The following lemma describes the quotients of (Σ).
and thus on each quotient of (Σ).
Proof. Let i ∈ {1, . . . , l} and a ∈ K i (M ). Observe that ayy i−1 = ay i = 0 so ay ∈ K i−1 (M ). Hence y acts trivially on K i (M )/K i−1 (M ) and on the quotients of (Σ). Define
Thus σ i,j is surjective by construction. We show that ker(
it is integral and its quotients Q 1 (M ), . . . , Q l (M ) are free as O K -modules, and so torsion free as abelian groups. Standard modules play a key role in our algorithm. We now investigate them in more detail.
Standard modules and their isomorphisms and automorphisms. Let
. Let U j and W j be the O K -submodule and the P l (O K )-module generated by F j , respectively. The following theorem asserts that the elements of the se-
The proof of Lemma 3.1 asserts that
is surjective with kernel L j (M ). Hence the restriction of σ i,j to U j is an isomorphism of the form
This follows from (a) and Lemma 3.1.
Since W j is generated by the r j elements in F j , it is an epimorphic image of the free module P j (O K ) r j . Now (a) implies that the ranks of W j and P j (O K ) r j as O K -modules agree, thus the two modules are isomorphic. (e) Repeated application of (a) shows that
Remark 3.3. To visualize standard P l (O K )-modules we use diagrams such as the following for the case l = 4.
The rows illustrate the series of K i in M since
and they also exhibit its refinement by the series (Σ). The columns illustrate the direct decomposition of M as P l (O K )-module since
Certain submodules have multiple names. For example,
Theorem 3.2 has as an immediate consequence the following effective isomorphism test for standard modules. 
modules if and only if the types of
We now investigate the automorphism group of a standard P l (O K )-module M of type (r 1 , . . . , r l ). We use the natural action of an automorphism of M on the quotients
Proof. Let F = (F 1 , . . . , F l ) be a standard generating sequence for M and let U j be the O K -module generated by
Hence ρ is surjective and the construction allows us to construct a subgroup of Aut
The proof of Theorem 3.5 reduces the construction of generators for a subgroup of
it is generated by SL(r, O K ) and diagonal matrices with diagonal of the form (u, 1, . . . , 1) where u is a unit of O K . Generators for SL(r, O K ) can be determined from a Z-basis of O K if r ≥ 3, or r = 2 and K is real quadratic, as described in [1, 19] . If r = 2 and K is imaginary quadratic, then generators for SL(r, O K ) can be computed as described in [18] , see also [6, Chapter 7] ; the authors of [3] solve this case in greater generality and provide an implementation in Magma. Generators for the unit group of O K can be computed using the algorithms in [4, Section 6] .
It remains to construct generators for ker(ρ). As before, let M be a standard module with standard generating sequence F = (F 1 , . . . , F l ). Each element α of ker(ρ) is determined by its images on F. Since α maps K j (M ) to K j (M ) and induces the identity on Q j (M ), for each f ∈ F j there exists t f ∈ L j (M ) with α(f ) = f + t f . The following lemma shows that this characterises the elements of ker(ρ).
. Thus F j andF j are both sets of preimages of the same free generating set for Q j (M ). Hence F andF = (F 1 , . . . ,F l ) are both standard generating sequences for M . Theorem 3.4 implies that the map F → F : f → f + t f extends to an P l (O K )-automorphism of M which acts trivially on each quotient
Each element of ker(ρ) induces the identity on each quotient of the series (Σ). In particular, ker(ρ) is nilpotent.
Proof. Let 1 ≤ i ≤ j ≤ l and let F be a standard generating sequence for M . Recall that U j is the O K -submodule of M generated by F j . As M is a standard module, Theorem 3.2 implies that
The result follows.
The construction of generators for ker(ρ) is delicate, requiring a special generating set for L j (M ). For 1 ≤ j ≤ l we define
Proof.
In the first case the result follows from (b). Consider the second case. Since M is a standard module,
For f ∈ F i and g ∈ L i (M ) define ξ f,g ∈ ker(ρ) via ξ f,g (f ) = f + g and ξ f,g (h) = h for all h ∈ F with h = f . Note that this is well-defined by Lemma 3.6. Theorem 3.9. Let M be a standard P l (O K )-module with standard generating sequence F and let B be a Z-basis for O K . A generating set for ker(ρ) is
First we outline the general strategy of the proof. Let α ∈ J. We use induction along the quotients of the series (Σ) to determine a word in the generators of A that coincides with α. Note that α acts trivially on M/I l,l , the first quotient of the series. In the induction step we assume that α acts trivially on M/I i,k for some 1 ≤ i ≤ l and some i ≤ k ≤ l and we determine γ ∈ A so that αγ −1 acts trivially on M/I i,k+1 . We then replace α by αγ −1 and iterate this construction. Eventually, this produces an automorphism α that acts trivially on M/I 1,l+1 = M/{0} = M and thus is the identity. Now we consider the induction step. Let α ∈ J and assume that α acts trivially on M/I i,k for some fixed i and k. Let M → M/I i,k+1 : m → m denote the natural epimorphism onto the quotient M/I i,k+1 . Let I i,k and L j be the images of I i,k and L j , respectively, under this epimorphism. Let
Note that this is well-defined, since α acts trivially on M/I i,k by assumption and the definition of J asserts that
and we obtain the map
By Lemma 3.7 each element of J acts trivially on I i,k and so also on L j ∩ I i,k for 1 ≤ j ≤ l. Thus β is an epimorphism from the multiplicative group J onto the additive group H. Recall from Lemma 3.8(c) that L j B ∩ I i,k generates L j ∩ I i,k as abelian group. Hence for each f ∈ F j there exists c f,g ∈ Z with
Now β(γ) = β(α). It follows that αγ −1 acts trivially on M/I i,k+1 . This completes the induction step.
This bijection is not necessarily a group homomorphism. Nonetheless, Theorem 3.9 essentially claims that there exists a special generating set for H that maps to a generating set of ker(ρ) via this bijection. In [9, Lemma 16 ii)] it is claimed that an arbitrary set of generators for H yields a generating set for ker(ρ). This is not always true as the following example shows.
Let K = Q with maximal order
Observe that M is a standard module of type (0, 0, 1). Thus U 1 and U 2 are trivial,
Let g 1 = (0, 1, 0) and
Thus H is generated by β 1 , β 2 defined by β i : f → g i . These homomorphisms expand to
Let α i = β i + id. Note that g 1 = f y + f y 2 and g 2 = −f y. Thus
Hence α 1 = α −1 2 and α 1 , α 2 is infinite cyclic. Letḡ 1 = f y = (0, 0, −1) andḡ 2 = f y 2 = (0, 1, 1). Now L 3 (M ) = ḡ 1 ,ḡ 2 and this generating set corresponds to that chosen in Theorem 3.9. As before, H is generated by γ 1 , γ 2 defined by γ i : f →ḡ i . Further, γ 1 maps f → f y, f y → f y 2 and f y 2 → f y 3 = 0 and γ 2 maps f → f y 2 , f y → 0 and f y 2 → 0. Let α i = γ i + id. Now α 1 , α 2 is free abelian of rank 2 and corresponds to ker(ρ).
3.3. The construction of standard submodules. We now introduce a method to construct standard submodules of a given finite index in an integral P l (O K )-module M . Our approach and its effectiveness contrast with that of [9] . Since M is integral,
is a finitely generated abelian group and so has a torsion subgroup; we denote this byL i (M )/L i (M ) and its associated torsion-free quotient bŷ Note that there are always only finitely many O K -submodules of a given finite index in Q, asQ is a free abelian group of finite rank. Proof.
(a) Let F be a free submodule of Q of index w, so F is torsion free as abelian group and hence F ∩ T (Q) = {0}. Thus t | w and F + T (Q)/T (Q) is a free submodule of index w/t inQ. (b) Let F/T (Q) be a free submodule of index v inQ, so F splits over T (Q) and every complement to T (Q) in F is a free submodule of Q. Such a complement has index vt and there are t r such complements, as F/T (Q) is free of rank r.
Standard submodules of finite index.
We now discuss how to construct the standard submodules of finite index in an integral P l (O K )-module M of type (r 1 , . . . , r l ).
Lemma 3.13. Let M be an integral P l (O K )-module and let S be a submodule of finite index in M . Now
Moreover S has the same type as M .
. Then A i ∼ = B i via the natural homomorphism, A i is isomorphic to a quotient of Q i (S) and B i is a submodule of Q i (M ). The finite index of S in M implies that K i (S) has finite index in K i (M ). Thus B i has finite index in Q i (M ). We illustrate these relationships in Figure 1 .
It remains to show that L i (S) has finite index in L i (M ) ∩ K i (S) and that the types of S and M agree. Recall that rank denotes the torsion free rank of an abelian group. Using Lemma 3.1, we deduce that 
A i Figure 1 . Illustrating the relationships
Since S has finite index in M , rank(S) = rank(M ). Hence rank(Q i (S)) = rank(A i ) for
It also implies that rank(Q j (S)) = rank(Q j (M )) for 1 ≤ j ≤ l, so the types of S and M agree.
We next observe that each standard submodule is associated with certain free O Ksubmodules of Q 1 (M ), . . . , Q l (M ).
Theorem 3.14. Let M be an integral P l (O K )-module and let S be a standard submodule of M of finite index.
Hence ρ i is a monomorphism. Its image R i (S) has finite index in Q i (M ), as S has finite index in M . (b) We use the series (Σ) and Lemma 3.1. Consider the epimorphism σ i,j :
; thus the image of σ i,j restricted to K j (S) is isomorphic to R j (S) and has index h j in the image of σ i,j . Computing the index by factorising it through (Σ) now yields the result.
Theorem 3.14 asserts that every standard submodule of the integral P l (O K )-module M is associated with a sequence (R 1 , . . . , R l ) where R i is a free O K -submodule of finite index in Q i (M ) for 1 ≤ i ≤ l. We now determine the number of standard submodules associated with (R 1 , . . . , R l ).
There are exactly π 1 · · · π l standard submodules associated with (R 1 , . . . , R l ) in M .
be the natural epimorphism. Let F i be an arbitrary set of preimages under ϕ i of a free generating set of the free O K -module R i ≤ Q i (M ). Since R i is free, F i generates a free O K -submodule U i of M . As in Theorem 3.2, it now follows that the P l (O K )-module S generated by F 1 ∪ · · · ∪ F l is standard. It has finite index in M by Theorem 3.14(b). Every standard submodule of finite index in M and associated with (R 1 , . . . , R l ) arises via this construction. Hence the number of such submodules depends on the number of essentially different ways to choose (F 1 , . . . , F l ). Choosing a different free generating set for R i does not affect the submodule, but choosing a different set of preimages under ϕ i may change the submodule.
We use induction along the series M = K l (M ) ≥ . . . ≥ K 0 (M ) = {0} to count the different possibilities for standard submodules. For the initial step of this induction, we note that M/K l−1 (M ) ∼ = Q l (M ) has only one standard submodule associated with (R l ), namely R l itself. This accords with the stated result, since
For the induction step we consider M/K 1 (M ). First note that M/K 1 (M ) is an integral P l (O K )-module of type (r 2 , . . . , r l ) and it satisfies
We assume by induction that the number of distinct standard submodules associated with (R 2 , . . . , R l ) in M/K 1 (M ) is given by π 2 · · · π l . We show that for every standard submodule S/K 1 (M ) in M/K 1 (M ) associated with (R 2 , . . . , R l ) there exists π 1 standard submodules T in M associated with (R 1 , . . . , R l ) such that T +K 1 (M ) = S. Our proof of the induction step has three parts. Part 1. We determine the number of possible options for T + L 1 (M ), where T is a standard submodule of M associated with (R 1 , . . . , R l ) such that T + K 1 (M ) = S.
Let R be a full preimage of R 1 under ϕ 1 :
Thus the desired submodules T + L 1 (M ) correspond to the complements in S to the section K 1 (M )/R and hence, in turn, to Hom 
Let (F 1 , . . . , F l ) and (F 1 , . . . ,F l ) be standard generating sequences for T andT , respectively. Let U i andÛ i be the O K -submodules generated by F i andF i , respectively. Theorem 3.14 asserts that
Part 3. Building on Part 1, we consider a fixed complement U to K 1 (M )/R in S. We count the number of standard submodules T in M associated with (R 1 , . . . , R l ) so that
Part 2 shows the intersection T ∩ L 1 (M ) depends on U , but not on T . Thus the desired submodules T correspond to the complements in U to the section L 1 (M )/L 1 (T ) and so, in turn, to Hom
Finally, we combine the results of Parts 1 and 3 and the observation that
to deduce the claim.
The proof of Theorem 3.15 is constructive and allows us to determine the set of all standard submodules of M associated with a given collection of free submodules (R 1 , . . . , R l ).
3.4.
Isomorphisms and automorphisms for integral P l (O K )-modules. We now solve the isomorphism and automorphism group problems for integral P l (O K )-modules. See [9, Lemmas 15 and 19] . Proof. Let γ : M →M be a P l (O K )-module isomorphism. Now γ(cM ) = cγ(M ) = cM and γ(N ) is a standard submodule ofM . Thus γ(N ) =N j for some j ∈ {1, . . . , s}.
Conversely, let κ :
Theorem 3.16 reduces the isomorphism problem for integral P l (O K )-modules to the construction of generators for A = Aut P l (O K ) (N ) and the determination of arbitrary P l (O K )-module isomorphisms δ j : N →N j , j ∈ {1, . . . , s}. If A and δ j are given, then the orbit O j = {α(cM ) | α ∈ A} can be constructed. Now M andM are isomorphic if and only if there exists j ∈ {1, . . . , s} such that cM is contained in
Next, we construct Aut
Let m ∈ N be such that the set {N 1 , . . . , N s } of standard submodules of index m in M is not empty. Let c ∈ N so that cM ≤ N 1 . Let S be the largest subset of {2, . . . , s} having the property that for each i ∈ S there exists a P l (O K )-module isomorphism ǫ i : N 1 → N i with ǫ i (cM ) = cM . Theorem 3.16 implies that each ǫ i extends to an element (which we also call ǫ i ) of Aut P l (O K ) (M ). This allows us to define
Let Γ denote a generating set for the stabiliser of cM in A := Aut P l (O K ) (N 1 ). Theorem 3.16 implies that each element of Γ extends to an element of Aut P l (O K ) (M ). Hence we can also consider Γ as a subset of Aut P l (O K ) (M ).
In summary, α ∈ Π, Γ . Theorem 3.17 thus reduces the problem of constructing generators for Aut P l (O K ) (M ) to the computation of standard submodules, isomorphisms between them, and generators Γ for Stab A (cM ). The latter are obtained from A via Schreier generators.
Algorithms for modules over truncated polynomial rings
We now formulate the algorithms which arise naturally from the theory developed in Sections 2 and 3. Throughout, let O be an order in an algebraic number field K, let O K denote the maximal order of K, and let l be a positive integer. 4.1. Algorithms for standard modules. Let M be an integral P l (O K )-module. We summarise algorithms to decide if M is standard and to solve the isomorphism and automorphism group problems for such modules. See Section 3.2 for theoretical background.
• For i ∈ {1, . . . , l} do:
is not torsion-free as abelian group, then return false.
-If Q i (M ) is not free as O K -module, then return false.
• Return true.
Algorithm I.2:
Let M be a standard P l (O K )-module. Determine a standard generating sequence for M .
-Compute a set F i of preimages for the elements in B i under ϕ.
Decide if M andM are isomorphic and, if so, then determine an isomorphism.
• Determine the types of M andM .
• If the types of M andM differ, then return false.
• Find a standard generating sequence F = (F 1 , . . . , F l ) for M using Algorithm I.2.
• Find a standard generating sequenceF = (F 1 , . . . ,F l ) forM using Algorithm I.2.
• Return ϕ : M →M induced by bijections F i →F i for 1 ≤ i ≤ l.
Algorithm I.4:
Let M be a standard P l (O K )-module. Determine a finite generating set for Aut P l (O K ) (M ).
• Let r i = |F i | for 1 ≤ i ≤ l and thus determine the type (r 1 , . . . , r l ) of M .
• Determine generators for
• Translate G to a subset Γ of Aut P l (O K ) (M ) as in the proof of Theorem 3.5.
• Determine abelian group generators L i B for L i (M ) for 1 ≤ i ≤ l as in Lemma 3.8.
• Using this, construct a set of generators ∆ for ker(ρ) as in Theorem 3.9.
• Return Γ ∪ ∆.
4.2.
Algorithms for free submodules. Let M be an integral O K -module. We summarise algorithms to compute one free submodule of minimal index or all free submodules of a given index. See Section 3.3.1 for theoretical background.
Algorithm II.1: Let M be an integral O K -module. Determine one free O K -submodule of minimal finite index in M .
• Decompose M = F ⊕ I as O K -module where F is free and I is an ideal in O K .
• If I is principal, then M is free.
• Otherwise compute J ✂ O K of minimal norm so that IJ is a principal ideal in O K using the ideal class group of O K , see Remark 3.11.
Algorithms II.2 and II.3 are used in Algorithm II.4 to compute all free O K -submodules of a given index in M . In II.2, the submodules of bounded codimension in a module over a finite field can be effectively computed using variants of the MeatAxe; for more details see [10, Chapter 7] .
Algorithm II.2:
Let M be an integral O K -module and p e a prime power. Determine all O K -submodules of index p e in M .
• Initialise a list L = {M }.
• Loop over L: • Factorise m = p
• For each sequence of submodules W 1 , . . . , W r with
• Return the list of intersections.
Algorithm II.4:
Let M be an integral O K -module and m ∈ N. Determine all free O K -submodules of index m in M .
• Determine all O K -submodules of index m in M using Algorithm II.3.
• Reduce the computed list to free O K -submodules and return this. 
-For every b ∈ B i compute an arbitrary preimage under φ i .
-Let R i be the O K -submodule of Q i (M ) generated by the preimages.
• Return the sequence (R 1 , . . . , R l ).
Algorithm III.2:
Let M be an integral P l (O K )-module and (h 1 , . . . , h l ) a sequence of natural numbers. Determine all sequences (R 1 , . . . , R l ), where
• For i ∈ {1, . . . , l} do: • Return the set of sequences (R 1 , . . . , R l ) with R i ∈ S i for 1 ≤ i ≤ l.
In Algorithms III.3 and III.4 we fix a sequence (R 1 , . . . , R l ) where R i is a free O Ksubmodule of finite index in Q i (M ) for 1 ≤ i ≤ l and determine one or all standard submodules associated with this sequence.
Algorithm III.3:
Let M be an integral P l (O K )-module and for 1 ≤ i ≤ l let R i be a free O K -submodule of Q i (M ). Determine one standard submodule of M associated with (R 1 , . . . , R l ).
be the natural epimorphism.
-For each g i,j determine an arbitrary preimage f i,j under ϕ i .
Algorithm III.4: Let M be an integral P l (O K )-module and for 1 ≤ i ≤ l let R i be a free O K -submodule of Q i (M ). Determine all standard submodules of M associated with (R 1 , . . . , R l ).
• Find one standard submodule L in M associated with (R 1 , . . . , R l ) using Algorithm III.3.
• Initialise L as the list consisting of L.
• For i in the list (l, . . . , 1) do:
-Let R be the full preimage of R i under ϕ i :
-Initialise S as the empty list.
Each standard submodule S of finite index in an integral
We call (h 1 , . . . , h l ) the indices associated with S.
Algorithm III.5: Let M be an integral P l (O K )-module. Determine one standard submodule of minimal index in M .
• Compute a free O K -submodule R i of minimal index in Q i (M ) for 1 ≤ i ≤ l using Algorithm III.1.
• Compute a standard submodule of M associated with (R 1 , . . . , R l ) using Algorithm III.3.
Algorithm III.6: Let M be an integral P l (O K )-module and (h 1 , . . . , h l ) a sequence of natural numbers. Determine all standard submodules with associated indices (h 1 , . . . , h l ) in M .
• Compute all sequences (R 1 , . . . , R l ) where R i is a free O K -submodule of index h i in Q i (M ) using Algorithm III.2.
• For each sequence (R 1 , . . . , R l ) compute all associated standard submodules of M using Algorithm III.4.
• Return the full list of all computed standard submodules.
4.4.
Isomorphisms and automorphisms of integral P l (O K )-modules. We summarise algorithms to solve the isomorphism and automorphism group problems for integral
Algorithm IV.1: Let M andM be two integral P l (O K )-modules. Decide if M andM are isomorphic as P l (O K )-modules and if so, then determine an isomorphism.
• Determine a standard submodule N of minimal index using Algorithm III.5.
• Choose c ∈ N such that cM ≤ N and determine the indices (h 1 , . . . , h l ) associated with N .
• Determine all standard submodulesN 1 , . . . ,N s with associated indices (h 1 , . . . , h l ) in M using Algorithm III.6.
• Compute generators for Aut P l (O K ) (N ) using Algorithm I.4.
• Compute the orbit O of cM under Aut P l (O K ) (N ); since O is finite it can be listed explicitly. Determine a transversal T for O.
• Consider each i ∈ {1, . . . , s} in turn:
-Use Algorithm I.3 to find a P l (O K )-isomorphism γ : N →N i . -Determine {γ(w) | w ∈ O} and decide if cM is contained in this set.
-If not, then consider next i.
-Take τ ∈ T corresponding to w ∈ O with γ(w) = cM . Note that γ(w) = γ(τ (cM )). -Lift γτ : cM → cM to σ : M →M using division by c. -Return σ.
• Return fail. (There is no isomorphism M →M .)
• Choose c ∈ N such that cM ≤ N and determine the indices (h 1 , . . . , h l ) associated with N . • Determine all standard submodules N 1 , . . . , N s with associated indices (h 1 , . . . , h l ) in M using Algorithm III.6. Assume N = N 1 .
• Consider each i ∈ {2, . . . , s} in turn:
-Use Algorithm I.3 to determine a
-Determine {γ(w) | w ∈ O} and decide if cM is contained in this set.
-It not, then consider next i.
-Take τ ∈ T corresponding to w ∈ O with γ(w) = cM and let ǫ i = γτ .
• Let Π be the list of determined isomorphisms ǫ i .
• Compute generators Γ for the stabiliser of cM in Aut P l (O K ) (N ).
• Modify the elements of Π and Γ: determine their restriction to cM and then lift this to an isomorphism M → M using division by c.
• Return the generating set Π ∪ Γ for Aut P l (O K ) (M ).
4.5.
Isomorphisms and automorphisms of integral P l (O)-modules. Let M andM be two integral P l (O)-modules. Using Theorem 2.7 and the previous section, we summarise algorithms to decide if M ∼ =M and to compute a finite generating set for Aut P l (O) (M ).
Algorithm V.1:
Decide if M andM are isomorphic as P l (O)-modules and if so, then determine an isomorphism.
• Determine the unique maximal
• Use Algorithm IV.1 to either construct a P l (O K )-module isomorphism γ : L →L, or to conclude that no isomorphism exists and return false.
• Compute a finite generating set for Aut
since O is finite it can be listed explicitly. Determine a transversal T for O.
• Determine {γ(w) | w ∈ O} and decide if cM is contained in this set. If not, then return false.
• Take τ ∈ T with cM = γ(τ (cM )).
• Extend γτ : cM → cM to an isomorphism M →M using division by c and return this isomorphism.
Algorithm V.2:
Determine generators for Aut P l (O) (M ).
• Compute generators Γ for the stabiliser of cM in Aut P l (O K ) (L) using Algorithm IV.2.
• Extend each element in Γ from cM → cM to M → M using division by c.
• Return the resulting set.
The integral conjugacy and centraliser problems
In Section 2 we translated the conjugacy and centraliser problem to module theory over truncated polynomial rings. We now formulate the two algorithms which exploit the module algorithms of Section 4 to solve these problems.
Main Algorithm 1: Conjugacy algorithm.
Decide if T,T ∈ GL(n, Q) are conjugate in GL(n, Z) and if so, then determine a conjugating element.
• Decide if T andT are conjugate in GL(n, Q); if not, then return false.
• Choose k so that kT and kT have integral Jordan-Chevalley decompositions; replace T andT by kT and kT .
• Let T = S + U andT =Ŝ +Û be the Jordan-Chevalley decompositions of T andT .
• Let l ∈ N be minimal with U l =Û l = 0.
• Let P (x) ∈ Z[x] be the minimal polynomial of S andŜ.
• Factorise P (x) = P 1 (x) · · · P r (x) with P i (x) ∈ Z[x] monic and irreducible over Q[x].
• Compute p i = P (x)/P i (x) for 1 ≤ i ≤ r.
• For i ∈ {1, . . . , r} do: 
• Compute the orbit O of cM under the action of Aut P l (R) (D); since O is finite it can be listed explicitly. Determine a transversal T for O.
• Determine {γ(w) | w ∈ O} and decide if cM is contained in this set.
• If not, then return false.
Main Algorithm 2: Centraliser algorithm.
Determine generators for C Z (T ) for T ∈ GL(n, Q).
• Choose k so that kT has an integral Jordan-Chevalley decomposition; replace T by kT .
• Let T = S + U be the Jordan-Chevalley decomposition of T .
• Let l ∈ N be minimal with U l = 0.
• Let P (x) ∈ Z[x] be the minimal polynomial of S.
• For i ∈ {1, . . . , r} do:
• Compute generators Γ for the stabiliser of cM in Aut P l (R) (D).
• Return Γ.
Implementation and performance
We have implemented our algorithms in Magma. We believe that this is the first implementation which solves the integral conjugacy problem for arbitrary elements of GL(n, Q). Note that if N, N ′ ∈ M n (Q) are nilpotent matrices, then N are N ′ are conjugate in M n (Q) if and only if the invertible matrices I + N, I + N ′ ∈ GL(n, Q) are conjugate. Thus we can also solve the integral conjugacy problem for nilpotent matrices.
To establish that a module defined over the maximal order of a number field is not free is a hard problem, both in theory and practice. Under the assumption of the generalised Riemann hypothesis (GRH), there exist fast practical algorithms to solve this problem. Our implementation allows us optionally to assume GRH. Note that a positive answer is always verifiable (independent of GRH), since the algorithm returns a conjugating element. 6.1. Some examples. The practical performance of our algorithms depends heavily on the structure of the input matrices. The limitations are not related to the dimension: our implementations sometimes work readily for "random" elements of GL(100, Q) but fail for elements of GL(10, Q). The following computations were carried out on an Intel E5-2643 with 3.40GHz and Magma version V2.23-3 assuming GRH. 
The minimal polynomial is (x 4 + 2)(x 10 + x 3 + x 2 + x + 1). Our implementation takes 18 seconds to find a conjugating matrix. 
Comparison with other implementations. Kirschmer implemented in
Magma the algorithms of [15] which solve the integral conjugacy and centraliser problems for matrices of finite order. By Maschke's theorem, such matrices are semisimple. While these algorithms work well for small matrices with small entries, they are very sensitive to entry size. For example, his implementation took 380 seconds and ours 2 seconds to decide that the following matrices are conjugate: Husert implemented in Magma his algorithm [11] which solves the integral conjugacy problem for rational matrices which have an irreducible characteristic polynomial or are nilpotent. Also Marseglia implemented in Magma his algorithms [14] for the case of squarefree characteristic polynomial. Both implementations usually outperform our general-purpose method. The developers have kindly allowed us to incorporate their code into our implementation.
6.3. Practical limitations. We identify various limitations to our algorithms and then discuss them in more detail.
(1) Constructing the maximal order and ideal class group of certain number fields is hard. This is used in Algorithm I.1. (2) The finite orbits arising in Algorithms IV.1-2, V.1-2, and in Main Algorithms 1-2 are too long to list explicitly. (3) The number of standard submodules constructed in Algorithm III.6 is too large to list these explicitly.
Computing maximal orders and ideal class groups.
We use classical methods from algorithmic number theory for such computations, see [4, Chapter 6] . These work well if the discriminant of each irreducible factor of the minimal polynomial of a matrix is not too large and can be factorised. But the minimal polynomial of the following matrix has discriminant of size ∼ 10 108 , and computing the maximal order is not feasible. Algorithm III.6 finds 7144200 standard submodules.
Problem 7.7. Given semisimple T ∈ GL(n, Q), devise an algorithm to list a complete and irredundant set of representatives for the GL(n, Z)-classes in the GL(n, Q)-class of T .
The GL(n, Q)-class of an arbitrary T ∈ GL(n, Q) is the disjoint union of GL(n, Z)-classes. The Jordan-Zassenhaus theorem [20] shows that this union is finite if and only if T is semisimple. If T has an irreducible or squarefree characteristic polynomial, then Problem 7.7 is solved in [13] and [14] respectively.
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