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Abstract. Commutative sets of Jucys–Murphy elements for affine braid groups of A(1), B(1), C(1), D(1)
types were defined. Construction of R-matrix representations of the affine braid group of type C(1) and
its distinguish commutative subgroup generated by the C(1)-type Jucys–Murphy elements are given. We
describe a general method to produce flat connections for the two-boundary quantum Knizhnik- Zamolod-
chikov equations as necessary conditions for Sklyanin’s type transfer matrix associated with the two-boundary
multicomponent Zamolodchikov algebra to be invariant under the action of the C(1)-type Jucys–Murphy el-
ements. We specify our general construction to the case of the Birman–Murakami–Wenzl algebras (BMW
algebras for short). As an application we suggest a baxterization of the Dunkl–Cherednik elements Y ′s in
the double affine Hecke algebra of type A.
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1 Introduction
The quantum Knizhnik–Zamolodchikov equation (q-KZ equation for shot) is a system of difference equations
which has been introduced by F.Smirnov [42], [43], during the study of form factors of integrable models,
and independently, by I. Frenkel and N.Reshetikhin, [11] during the study of the representation theory of
quantum affine algebras. Since that time the literature that enter into the treatment of qKZ equations, their
generalizations and applications, are enormous. We mention here only a few:
• [22], which is concerned to the study of correlation functions of integrable systems;
• [4], which is devoted to applications to the representation theory of affine Hecke algebras;
• [27], [46], [38], which are concerned to the study of variety applications to Algebraic Combinatorics
and Algebraic Geometry of certain class of solutions to (boundary) q-KZ equations.
• [39], devoted to the study of Jackson integral solutions of the boundary quantum Knizhnik-Zamolodchikov
equation(s) with applications to the representation theory of quantum affine algebra Uq(ŝl(2)).
In the present paper we describe a general method for construction of two-boundary quantum KZ equa-
tions associated with affine Birman–Murakami–Wenzel algebras (BMW algebras) [1], [30], [45], [8], and
give several examples to illustrate our method. The underlying idea of our construction is to describe re-
lations/equations among the generators of the multicomponent two-boundary Zamolodchikov algebras [13]
which imply that the natural action of the distinguish commutative subgroup of the affine braid group
Bn(C
(1)) of type C(1) generated by the Jucys–Murphy elements {JMi}, i = 1, 2, . . . , n, preserves the
“monodromy matrix” associated with the Zamolodchikov algebras in question, see Sections 2, 3 and 4 for
details. For example, in Section 2 we describe distinguish commutative subgroups in the (non-twisted) affine
braid groups of classical types. The generators of these distinguish subgroups will be called universal Jucys–
Murphy elements, or JM -elements for short. Note that the well-known JM -elements in the group ring of
the symmetric group [25], or (affine) Hecke [12], [9], Birman–Murakami-Wenzl [21] and cyclotomic Hecke
(and cyclotomic BMW) algebras, are images of the universal JM -elements. The main objective of our paper
is to construct Baxterization of the JM -elements in the affine Birman–Murakami–Wenzl algebras of type
C(1), i.e. to construct mutually commuting family of elements JMi(x) ∈ BMW (C
1))⊗Q(x) depending on
spectral parameter x, such that JMi(0) = JMi, ∀i.
Now let us say few words about the content of our paper.
As it was mentioned, in Section 2 we recall definitions of distinguish commutative subgroups in the affine
braid groups of classical types. Since the generators of these commutative subgroups are the major origin of
the Jucys–Murphy elements in a big variety of algebras, we include the definitions and proofs of universal
JM -elements basic properties.
We want to stress that in all known cases, such as the group ring of the symmetric groups, (affine,
cyclotomic) Hecke, Brauer, BMW algebras, the corresponding JM -elements come from the distinguish
commutative subgroup in the corresponding (affine) braid group of classical type. In fact, birational rep-
resentations of affine braid group associated with semisimple Lie algebras, give rise to the well-known and
widely used integrable systems such as Heisenberg chains and Gaudin models, [15], [14], Painleve´ equations,
[35] and the literature quoted therein.
In Section 4 we describe a way how to construct R-matrix representations of the affine braid group
Bn(C
(1)) of type C(1), and use these constructions to define the corresponding quantum qKZ equations and
two sets of flat connections associated with the former.
Section 5 contains one of our main results concerning of construction of flat connections based on the
study of two-boundary (multi-component) Zamolodchikov algebras. Namely, qKZ equations are making
their appearance to ensure that the two boundary Zamolodchikov algebra in question is invariant under
the action of the distinguish commutative subgroup in the corresponding affine braid group. In Section 5.2
we present our main construction, namely that of flat connections for quantum Knizhnik–Zamolodchikov
equations derived from the study of two boundary Zamolodchikov algebra and the Bn(C
(1)) universal Jucys–
Murphy elements.
In Section 6 we specify our general constructions presented in Section 5 to the case of affine BMW
algebras, and construct flat connections for the algebra BMW (C(1)). To pass from general construction to
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the case of the affine Birman–Murakami–Wenzl algebras of type C(1), we rely on the use of embedding the
braid group Bn(C
(1)) into the algebra BMW (C(1)).
In Section 7 we construct baxterized Jucys–Murphy elements in the affine BMW algebras. Our ap-
proach is based on Sklyanin’s transfer matrix method 1, [40],[41]. The key to apply the Sklyanin transfer
matrix method to construction of baxterized JM -elements y¯n(x;~z(n)), see (7.4), lies in the fact that the
family of algebras {BMWn(C)}n≥1 can be provided with the Markov trace, namely, there exists a unique
homomorphism
Trn+1 : BMWn+1(C) −→ BMWn(C), ∀n ≥ 1
which satisfies a set of “good” properties, stated in Proposition 7.2 (cf [23], [24], [15], [7]). Let’s point
out here on another important fact that the Jucys–Murphy element yn(x) satisfies the reflection equation
(7.5). We also introduce a family of mutually commuting elements τn(x; ;~z(n)) ∈ BMWn(C), the so-called
dressing JM -operators which are an analogue of the Sklyanin transfer matrices [40], and the coefficients in
the expansion of τn(x; ;~z(n)) over the variable x (for the homogeneous case zi = 1, ∀ ) are the Hamiltonians
for the open Birman–Murakami–Wenzl chain models with nontrivial boundary conditions, see e.g. [15], and
example at the end of Section 7.1. Section 7.2 is devoted to construction of the Bethe subalgebras in
the affine BMWn(C) algebras and a factorizibility property of the corresponding qKZ connections. We
will show that the flat connections A′i(z), see (7.26), are images under the map (7.28) of certain elements
Ji ∈ Bn(C) which under the special limit (6.31) one can deduce the BMW analog (7.29) of the Cherednik’s
connections have been introduced in [4] for Hecke algebras. As an application, in Section 7 we construct a
baxterization of the type A Dunkl–Cherednik elements Yi ∈ DAHA, which have been in-depth studied in
[4].
2 Affine braid groups of type A(1), B(1), C(1), D(1) and Jucys–Murphy
elements
First consider affine braid group Bn(C
(1)) with generators {T0, . . . , Tn} subject to defining relations
Ti Ti+1 Ti = Ti+1 Ti Ti+1 , i = 1, . . . , n− 2 , (2.1)
T1 T0 T1 T0 = T0 T1 T0 T1 ,
Tn−1 Tn Tn−1 Tn = Tn Tn−1 Tn Tn−1 ,
(2.2)
where T0, Tn — two affine generators. Let ||mij || be symmetric matrix with integer coefficients mij ≥ 2.
The structure relations (2.1), (2.2) of the group Bn(C
(1)) can be written as Ti Tj Ti · · ·︸ ︷︷ ︸
mij
= Tj Ti Tj · · ·︸ ︷︷ ︸
mji
and
correspond to the Coxeter graph of the type C(1)
❡
T0
❡
T1
. . . . . . . ❡
Tn−2
❡
Tn−1
❡
Tn
(2.3)
where the number of lines between nodes i and j is equal to (mij − 2). Note that for the group Bn(C
(1))
defined by (2.1), (2.2) we have two automorphisms ρ1 and ρ2:
ρ1(Ti) = T
−1
i , ρ2(Ti) = Tn−i . (2.4)
The well known statement is:
1Naive replacement of generators Ti in (2.5) by its baxterization Ti(u/v) defined in (6.15), leads to the set of elements in
the BMW algebra, which do not commute in general
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Proposition 2.1. The affine braid group Bn(C
(1)) contains the commutative subgroups which are gen-
erated by the following sets of elements
• Ji =
(
T−1i−1 · · ·T
−1
1
) (
T0 · · ·Tn
) (
Tn−1 · · ·Ti
)
, i = 1, . . . , n ,
• J i =
(
Ti−1 · · ·T1
) (
T0 · · ·Tn
) (
T−1n−1 · · ·T
−1
i
)
, i = 1, . . . , n ,
• (Jucys−Murphy elements) ai :=
(
Ti−1 · · ·T1
)
T0
(
T1 · · ·Ti−1
)
, i = 1, . . . , n ,
• (Jucys−Murphy elements) bi :=
(
Ti · · ·Tn−1
)
Tn
(
Tn−1 · · ·Ti
)
i = 1, . . . , n .
(2.5)
Proof. The proof of commutativity of the elements ai is straightforward and follows from the fact that
[ai, Tj ] = 0 for i > j. The commutativity of the elements bi follows from the commutativity of elements ai
since we have bn−i+1 = ρ2(ai), where the automorphism ρ2 is defined in (2.4).
Now we prove the commutativity of the elements Ji (it will be important for our consideration below).
We introduce the element
X =
n∏
k=0
Tk = T0 · · ·Tn . (2.6)
For this element we have the following identities
X Ti = Ti+1X , (i = 1, . . . , n− 2) ,
T1 ·X
2 = T1 · T0 T1 T0 (T2 T1) (T3 T2) · · · (Tn−1 Tn−2)Tn Tn−1 Tn = X
2 Tn−1 ,
(2.7)
where in the proof of these identities we have used (2.1), (2.2). With the help of the operator X (2.6) the
element Jk (2.5) can be written as
Jk = Tk−1 · · ·T1 ·X · T
−1
n−1 · · ·T
−1
k = Tk−1 · · ·T2 ·X · T
−1
n T
−1
n−1 · · ·T
−1
k .
Let k > r. Then by using (2.1), (2.2) and (2.7) we have
Jk Jr = (Tk−1 · · ·T1 ·X · T
−1
n−1 · · ·T
−1
k ) · (Tr−1 · · ·T1 ·X · T
−1
n−1 · · ·T
−1
r ) =
= (Tk−1 · · ·T1) ·X · (Tr−1 · · ·T1) · (T
−1
n−1 · · ·T
−1
k ) ·X · (T
−1
n−1 · · ·T
−1
r ) =
= (Tk−1 · · ·T1) · (Tr · · ·T2) ·X ·X · (T
−1
n−2 · · ·T
−1
k−1) · (T
−1
n−1 · · ·T
−1
r ) =
= (Tr−1 · · ·T1) · (Tk−1 · · ·T1) ·X
2 · (T−1n−1 · · ·T
−1
r ) · (T
−1
n−1 · · ·T
−1
k ) =
= (Tr−1 · · ·T1) · (Tk−1 · · ·T2) ·X
2 · Tn−1 · (T
−1
n−1 · · ·T
−1
r ) · (T
−1
n−1 · · ·T
−1
k ) =
= (Tr−1 · · ·T1) ·X · (Tk−2 · · ·T1) · (T
−1
n−1 · · ·T
−1
r+1) ·X · (T
−1
n−1 · · ·T
−1
k ) =
= (Tr−1 · · ·T1) ·X · (T
−1
n−1 · · ·T
−1
r ) · (Tk−1 · · ·T1) ·X · (T
−1
n−1 · · ·T
−1
k ) = Jr Jk ,
where to obtain the last line we use the identity (k > r)
(Tk−2 · · ·T1) · (T
−1
n−1 · · ·T
−1
r+1) = (Tk−2 · · ·Tr) · (Tr−1 · · ·T1) · (T
−1
n−1 · · ·T
−1
k )(T
−1
k−1 · · ·T
−1
r+1) =
= (T−1n−1 · · ·T
−1
k )(Tk−2 · · ·Tr) · (T
−1
k−1 · · ·T
−1
r+1)(Tr−1 · · ·T1) =
= (T−1n−1 · · ·T
−1
k T
−1
k−1)(Tk−1Tk−2 · · ·Tr) · (T
−1
k−1 · · ·T
−1
r+1)(Tr−1 · · ·T1) =
= (T−1n−1 · · ·T
−1
k−1)(T
−1
k−2 · · ·T
−1
r ) · (Tk−1 · · ·Tr)(Tr−1 · · ·T1) = (T
−1
n−1 · · ·T
−1
r ) · (Tk−1 · · ·T1) .
The commutativity of the elements Ji follows from the commutativity of the elements J i since we have
ρ1(ρ2(Jn−i+1)) = J
−1
i , where automorphisms ρ1 and ρ2 are defined in (2.4).
The quotient of the group Bn(C
(1)) by additional relations T 2i = 1 (∀i) is called Coxeter group of the
type C(1). This group is denoted as Wn(C
(1)). At the end of this Section we present the explicit realization
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of Wn(C
(1)) which we use below. Introduce the set of spectral parameters (z1, . . . , zn), zi ∈ C. Now we
define a representation s : Ti → si of Bn:
si : (z1, . . . , zi, zi+1, . . . , zn) → (z1, . . . , zi+1, zi, . . . , zn) (i = 1, . . . , n− 1) ,
s0 : (z1, z2, . . . , zn) → (σ(z1), z2, . . . , zn) ,
sn : (z1, . . . , zn−1, zn) → (z1, . . . , zn−1, σ¯(zn)) ,
(2.8)
where σ, σ¯ are two involutive mappings C → C such that (σ)2 = 1, (σ¯)2 = 1. We specify these involutions
in next Sections. From (2.8) one can check that operators s0, si, sn satisfy (2.1), (2.2) and moreover we have
s20 = s
2
n = s
2
i = 1. Thus, equations (2.8) give the representation of the Coxeter group Wn(C
(1)). For special
choices of σ and σ¯, namely σ(z) = 1− z and σ¯(z) = −z, the representation (2.8) have been used in [4],[44].
Remark 1. Denote by Bn(C) the subgroup of the affine braid group Bn(C
(1)) generated by elements Ti
(i = 0, . . . , n−1) with defining relations given in (2.1) and in first line of (2.2). The group Bn(C) is associated
to the Coxeter graph of C-type
❡
T0
❡
T1
. . . . . . . ❡
Tn−2
❡
Tn−1
Consider the homomorphism (projection) ρ: Bn(C
(1))→ Bn(C) such that ρ(Ti) = Ti (i = 0, . . . , n− 1) and
ρ(Tn) = 1. It is clear that under this projection we have ai = ρ(J i) and it means that the commutativity
of ai follows from the commutativity of J i. The elements ai given in (2.5) generate the commutative set in
the subgroup Bn(C) ⊂ Bn(C
(1)).
Remark 2. Denote by Bn(A
(1)) the affine braid group which corresponds to the affine A-type Coxeter
graph
❞
T ′1
❞
T ′2
❞
T ′3
. . . . . . . . . . ❞
. . .
❞
T ′n−1
✘✘
✘✘
✘✘
✘✘
✘✘
✘✘ ❳❳❳❳❳❳❳❳❳❳❳❳
❞ T
′
n
We call group Bn(A
(1)) (n > 2) a periodic A-type braid group. This group is generated by invertible elements
T ′i (i = 1, . . . , n) and according to its Coxeter graph we have the defining relations
T ′i T
′
i+1 T
′
i = T
′
i+1 T
′
i T
′
i+1 , i = 1, . . . , n , (2.9)
where we impose the periodic conditions T ′i+n = T
′
i .
Note that the group Bn(A
(1)) possesses automorphisms
ρ3(T
′
i ) = T
′
i+1 , ρ4(T
′
i ) = T
′
n−i+1 , ρ5(T
′
i ) = T
′−1
i . (2.10)
Define the extension B¯n(A
(1)) of the group Bn(A
(1)) by adding an additional generator X¯ with defining
relations (cf. (2.7))
X¯ T ′i = T
′
i+1 X¯ (i = 1, . . . , n) ⇒ T
′
1 · X¯
2 = X¯2 · T ′n−1 . (2.11)
Namely, we add operator X¯ which serves the automorphism ρ3: ρ3(T
′
i ) = X¯ T
′
i X¯
−1 in (2.10). Then for the
group B¯n(A
(1)) one can construct the following commuting sets of elements
J ′k = T
′−1
k−1 · · ·T
′−1
1 · X¯ · T
′
n−1 · · ·T
′
k (k = 1, . . . , n) ,
J¯ ′k = ρ5(J
′
k) = T
′
k−1 · · ·T
′
1 · X¯ · T
′−1
n−1 · · ·T
′−1
k (k = 1, . . . , n) ,
(2.12)
where we have defined ρ5(X¯) = X¯ (this is compatible with (2.11)).
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Now we introduce the element T¯n in Bn(C
(1)) as following
T¯n := X
−1 T1 ·X = X Tn−1X
−1 ∈ Bn(C
(1)) , (2.13)
where X is given in (2.6). The element (2.13) satisfies periodic braid relations
T¯n Tn−1 T¯n = Tn−1 T¯n Tn−1 , T¯n T1 T¯n = T1 T¯n T1 ,
where we have used (2.7). Thus, we have the homomorphic maps (embeddings) ρ′: Bn(A
(1)) → Bn(C
(1))
and ρ′′: B¯n(A
(1))→ Bn(C
(1)) such that
ρ′(T ′i ) = Ti (i = 1, . . . , n− 1) , ρ
′(T ′n) = T¯n ,
ρ′′(T ′i ) = Ti (i = 1, . . . , n− 1) , ρ
′′(T ′n) = T¯n , ρ
′′(X¯) = X .
It means that Bn(A
(1)) and B¯n(A
(1)) are subgroups in Bn(C
(1)) with generators (T1, . . . , Tn−1, T¯n) and
(T1, . . . , Tn−1, T¯n, X), respectively.
Remark 3. Consider the braid group Bn+1(B
(1)) which is associated to the graph
❡
❡
T0
T−1
❡
T1❍❍
❍
✟
✟
✟
. . . . . . . ❡
Tn−2
❡
Tn−1
❡
Tn
The defining relations for this group are
Ti Ti+1 Ti = Ti+1 Ti Ti+1 , i = 0, 1, . . . , n− 1 ,
T−1 T1 T−1 = T1 T−1 T1 , T−1 T0 = T0 T−1 ,
Tn−1 Tn Tn−1 Tn = Tn Tn−1 Tn Tn−1 .
(2.14)
Introduce the element
T˜0 = T−1 T0 , (2.15)
which in view of (2.14) satisfies relation
T˜0 T1 T˜0 T1 = T1 T˜0 T1 T˜0 (2.16)
So, Bn(C
(1)) is a subgroup in Bn+1(B
(1)) and we have the homomorphism (embedding) ρ˜: Bn(C
(1)) →
Bn+1(B
(1)) which is defined by the map
ρ˜ : T0 → T˜0 , Ti → Ti (i = 1, . . . , n) . (2.17)
Thus, according to the Proposition 2.1 we have the following commuting sets for the group Bn+1(B
(1))
J˜i =
(
1∏
k=i−1
T−1k
)
X˜
(
i∏
k=n−1
Tk
)
(i = 1, . . . , n) ,
J˜ i =
(
1∏
k=i−1
Tk
)
X˜
(
i∏
k=n−1
T−1k
)
(i = 1, . . . , n) ,
(2.18)
where X˜ = T˜0 T1 · · ·Tn is the image of the element X ∈ Bn+1(C
(1)) presented in (2.6).
Remark 4. The braid group Bn+2(D
(1)) which is associated with the graph
❡
❡
T0
T−1
❡
T1
❍
❍
❍
✟
✟
✟
. . . . . . . ❡
Tn−2
❡
Tn−1
✟
✟
✟
❍
❍
❍
Tn
Tn+1
❡
❡
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has defining relations
Ti Ti+1 Ti = Ti+1 Ti Ti+1 , i = 0, 1, . . . , n ,
T−1 T1 T−1 = T1 T−1 T1 , T−1 T0 = T0 T−1 ,
Tn−1 Tn+1 Tn−1 = Tn+1 Tn−1 Tn+1 , Tn Tn+1 = Tn+1 Tn .
(2.19)
Note that the element T˜n = Tn Tn+1 obeys relations
T˜n Tn−1 T˜n Tn−1 = Tn−1 T˜n Tn−1 T˜n .
Thus the elements (T−1, T0, T1, . . . , Tn−1, T˜n) generate the subgroup Bn+1(B
(1)) in Bn+2(D
(1)) and we have
the homomorphism (embedding) ρ0 : Bn+1(B
(1))→ Bn+2(D
(1)) such that
ρ0 : Ti → Ti (i = −1, 0, 1, . . . , n− 1) , ρ0 : Tn → T˜n . (2.20)
Define the element (cf. (2.6))
X ′′ = T˜0 T1 · · ·Tn−1 T˜n ,
where T˜0 is defined as in (2.15). Then we again have two sets of commuting elements (cf. (2.5), (2.18))
J ′′i =
(
1∏
k=i−1
T−1k
)
X ′′
(
i∏
k=n−1
Tk
)
(i = 1, . . . , n) ,
J
′′
i =
(
1∏
k=i−1
Tk
)
X ′′
(
i∏
k=n−1
T−1k
)
(i = 1, . . . , n) .
(2.21)
Finally we stress that the quotient of the group Bn+2(D
(1)) with respect to the relations T0 = T−1 (or
Tn = Tn+1) is isomorphic to the braid group Bn+2(D) associated to the Coxeter graph of classical D-type.
The commutative elements in this case are given by the same formulas as in (2.18), where instead of X˜ we
have to substitute element X(D) = T 20 T1 · · ·Tn−1T˜n (or X(D) = T˜0 T1 · · ·Tn−1T
2
n).
3 General picture
1. Affine root systems and affine Weyl groups (see [5, Section 1]).
Let Rn be a root system of type An, Bn, . . . , Fn, Gn. We will write R also for the type of the root system.
Let α1, . . . , αn ∈ Rn be simple roots, ω
∨
1 , . . . , ω
∨
n — fundamental coweights, (ω
∨
i , αi) = δ
j
i , θ — the maximal
root. The Dynkin diagram of the affine root system R
(1)
n is obtained by adding the root − θ to the simple
roots α1, . . . , αn. The affine simple root is α0 = [− θ, 1] in the notation of [5].
For α ∈ Rn, denote α
∨ = 2α/(α, α). Let Q∨=
⊕n
i=1 Zα
∨
i be the coroot lattice, P
∨=
⊕n
i=1 Zω
∨
i be the
coweight lattice, and P∨+ =
⊕n
i=1 Z≥0ω
∨
i
Let sα be the reflection corresponding to a root α ∈ R
(1)
n , and si = sαi . The Weyl group W of type Rn
is generated by the reflections s1, . . . , sn.
The affine Weyl groupW (a) of type R
(1)
n is generated by the reflections s0, s1, . . . , sn and is isomorphic to
the semidirect product W ⋉Q∨, with s0 = θ
∨sθ. Here we identify W and Q
∨with the respective subgroups
of W a.
The extended affine Weyl group W (b) of type R
(1)
n is the semidirect product W˜ = W ⋉ P∨. It is also
isomorphic to the semidirect product Π ⋉W a, where Π = P∨/Q∨. The elements of the subgroup Π ⊂ W˜
“permute” the reflections s0, . . . , sn— for any i and π ∈ Π, πsiπ
−1 = sj for some j = π[i].
Define the length on W˜ by ℓ(si) = 1 and ℓ(π) = 0 for π ∈ Π. Then for b, b
′∈ P∨+⊂ W˜ ,
ℓ(b+ b′) = ℓ(b) + ℓ(b′) , (3.1)
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see [5, Proposition 1.4].
The affine braid group B(R
(1)
n ) is generated by the elements S0, . . . , Sn subject to the same braid relations
as s0, . . . , sn (we use Si to keep distinction from the generators Ti in Section 2.) The extended affine braid
group B˜(R
(1)
n ) is the semidirect product Π ⋉ B(R
(1)
n ) — for any i and π ∈ Π, πSiπ
−1 = Spi[i], (cf. with
relations (i), (ii) in [5, Definition 3.1]).
For w˜ ∈ W˜ with a reduced decomposition w˜ = πsi1 . . . sik , π ∈ Π, k = ℓ(w˜), the element Sw˜ =
πSi1 . . . Sik ∈ W˜ does not depend on the reduced decomposition, and Sw˜w˜′ = Sw˜Sw˜′ provided ℓ(w˜w˜
′) =
ℓ(w˜) + ℓ(w˜′), w˜, w˜′ ∈ W˜ . Hence, the elements Sb, b ∈ P
∨
+ ⊂ W˜ generate a commutative subgroup of W˜
because SbSb′ = Sb+b′ = Sb′Sb for any b, b
′∈ P∨+⊂ W˜ , see (3.1). (Cf. with [5, formula (3.8)].)
For fundamental coweights ω∨1 , . . . , ω
∨
n , set
Yi = Sω∨
i
, i = 1, . . . , n . (3.2)
The elements Y1, . . . , Yn ∈ W˜ pairwise commute.
2. Groups B̂(C
(1)
n ) and B˜(C
(1)
n ).
The group B̂(C
(1)
n ) is generated by the elements T0, . . . , Tn ∈ B(C
(1)
n ), see (2.1), (2.2) and by the element
U with relations
UTiU
−1 = Tn−i , i = 0, . . . , n . (3.3)
In other words, UGU−1 = ρ2(G) for any G ∈ B(C
(1)
n ), where ρ2 is given by formula (2.4). The element U
2
is central.
Set Ii = J1 . . . Ji, i = 1, . . . , n, where J1, . . . , Jn are given by (2.5). Also,
Ii = (XTn−1 . . . Ti)
i, i = 1, . . . , n , (3.4)
where X = T0 . . . Tn, see (2.6). Let
Z = T0 . . . Tn−1 T0 . . . Tn−2 . . . T0 T1 T0 U . (3.5)
The element Z commutes with T1, . . . , Tn−1 and X , and hence by (3.4), commutes with I1, . . . , In. Moreover,
Z2 = InU
2. One more nice formula
Ii = X
i Tn−i . . . T1 Tn−i+1 . . . T2 . . . Tn−1 . . . Ti . (3.6)
The group B˜(C
(1)
n ) is the quotient of B̂(C
(1)
n ) by relation U2 = 1. The identification is Si = Ti, i = 0,
. . . , n, and Π = {1, U}. Also, Yi = Ii, i = 1, . . . , n− 1, and Yn = Z.
3. Groups B(B
(1)
n ) and B˜(B
(1)
n ).
The group B˜(B
(1)
n ) is the quotient of B(C
(1)
n ) by relation T 20 = 1. The identification is Si = Ti, i = 1,
. . . , n, S0 = T0T1T0, and Π = {1, T0}. Thus S0S1 = S1S0 and S0S2S0 = S2S0S2. Also Yi = Ii, i = 1, . . . ,
n. The commutative subgroup in B(B
(1)
n ) is generated by the products J1Ji = I1 Ii I
−1
i−1, i = 1, . . . , n. Here
I0 = 1.
The relation with elements (2.18), (2.21) is explained farther.
4. Groups B(D
(1)
n ) and B˜(D
(1)
n ).
The groups B(D
(1)
n ) and B˜(D
(1)
n ) are subquotients of B˜(C
(1)
n ). Let B˜′(C
(1)
n ) be the quotient of B˜(C
(1)
n )
by relations T 20 = 1, T
2
n = 1. (Recall that U
2 = 1 in B˜(C
(1)
n ).) The subgroup B(D
(1)
n ) ⊂ B˜′(C
(1)
n ) is
generated by S0 = T0T1T0, Sn = TnTn−1Tn, and Si = Ti, i = 1, . . . , n− 1.
Let Πn = {1, T0U, (T0U)
2, (T0U)
3} = {1, T0U, T0Tn, TnU} if n is odd, and Πn = {1, T0Tn, U, T0TnU} if n
is even. The subgroup B˜(D
(1)
n ) ⊂ B˜′(C
(1)
n ) is generated by B(D
(1)
n ) and Π = Πn.
8
Also Yi = Ii, i = 1, . . . , n− 2, Yn−1 = In−1Z
−1 and Yn = Z. The subgroup Πn can be recovered from
the requirement that I1 and Z belong to the subgroup generated by B(D
(1)
n ) and Π = Πn.
The commutative subgroup in B(D
(1)
n ) is generated by the products J1Ji = I1 Ii I
−1
i−1, i = 1, . . . , n. Here
I0 = 1.
5. Recursive definition of I1, . . . , In.
Let T ′0, . . . , T
′
n−1 denote the generators of B(C
(1)
n−1), and similarly for I
′
1, . . . , I
′
n−1. There is an embedding
µ : B(C
(1)
n−1) → B(C
(1)
n ) , (3.7)
µ(T ′i ) = Ti , i = 0, . . . , n− 2 , µ(T
′
n−1) = Tn−1TnTn−1 .
Then
µ(I ′i) = Ii , i = 1, . . . , n− 1 . (3.8)
This suggests a proof that the elements I1, . . . , In−1, Z pairwise commute. Since Z
2 = InU
2, by induction it
suffices to prove only that Z commutes with I1, . . . , In−1. This follows from the fact that Z commutes with
T1, . . . , Tn−1 and X , and formula (3.4).
The recursive definition of I1, . . . , In is reminiscent of the construction of Gelfand-Zetlin subalgebras,
though In is not central.
6. Relation with elements (2.18), (2.21).
To get elements (2.18) compose the embedding µ with automorphisms (2.4) for B(C
(1)
n−1) and B(C
(1)
n ):
λ = ρ2 ◦ µ ◦ ρ
′
2,
λ(T ′i ) = Ti+1 , i = 1, . . . , n− 1 , λ(T
′
0) = T1T0T1 . (3.9)
The elements of the image λ
(
B(C
(1)
n−1)
)
commute with T0. The next formulae define one more embedding
λ˜ : B(C
(1)
n−1)→ B(C
(1)
n ):
λ˜(T ′i ) = Ti+1 , i = 1, . . . , n− 1 , λ˜(T
′
0) = T0T1T0T1 . (3.10)
Taking the quotient by the relation T 20 = 1 projects B(C
(1)
n ) into B˜(B
(1)
n ) and formulae (3.10) into
λ˜(T ′i ) = Si+1 , i = 1, . . . , n− 1 , λ˜(T
′
0) = S0S1 . (3.11)
(Recall that S0 = T0T1T0 and Si = Ti, i = 1, . . . , n.) Formulae (3.11) coincide with the embedding ρ˜ in
(2.17) up to relabeling of generators.
To get elements (2.21), the game is similar. First take an embedding B(C
(1)
n−2)→ B(C
(1)
n ),
T ′′i 7→ Ti+1 , i = 1, . . . , n− 3 , T
′′
0 7→ T0T1T0T1 , T
′′
n−2 7→ Tn−1TnTn−1Tn , (3.12)
where T ′′0 , . . . , T
′′
n−2 are the generators of B(C
(1)
n−2), and then the quotient by the relations T
2
0 = 1, T
2
n = 1.
Then formulae (3.12) induce an embedding B(C
(1)
n−2)→ B˜(B
(1)
n ),
T ′′i 7→ Si+1 , i = 1, . . . , n− 3 , T
′′
0 7→ S0S1 , T
′′
n−2 7→ Sn−1Sn . (3.13)
Recall that S0 = T0T1T0, Sn = TnTn−1Tn, and Si = Ti, i = 1, . . . , n − 1. Formulae (3.13) coincide with
the embedding ρ0 in (2.20) up to relabeling of generators.
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7. One more automorphism of B(C
(1)
n ).
Consider the element Z, see (3.5). In addition to commutativity
ZTi = TiZ , i = 1, . . . , n− 1 , ZX = XZ , (3.14)
we also have
ZT1 . . . Tn = T0 . . . Tn−1Z , ZT1 . . . Tn−1 = T1 . . . Tn−1Z , (3.15)
that is, ZT−10 X = XT
−1
n Z and ZT
−1
0 XT
−1
n = T
−1
0 XT
−1
n Z. Consider an automorphism
ϕ : B̂(C(1)n ) → B̂(C
(1)
n ) , ϕ(G) = ZGZ
−1 . (3.16)
Then ϕ(Ti) = Ti, i = 1, . . . , n− 1,
ϕ(T0) = T0 T1 . . . Tn−1 Tn T
−1
n−1 . . . T
−1
0 = XTnX
−1. (3.17)
ϕ(Tn) = T
−1
n−1 . . . T
−1
1 T0 T1 . . . Tn−1 = TnX
−1T0XT
−1
n = JnT
−1
n , (3.18)
Notice that Z commutes with I1, . . . , In given by (3.4), that is, ϕ(Ii) = Ii, i = 1, . . . , n.
The subgroup B(C
(1)
n ) is invariant under the automorphism ϕ.
4 R-matrix representation of Bn(C
(1)).
Define an R-operator acting in the tensor product V ⊗ V of two N -dimensional vector spaces V
R(x, y) · (~ek1 ⊗ ~ek2) = (~ei1 ⊗ ~ei2) R
i1i2
k1k2
(x, y) . (4.1)
Here vectors {~e1, . . . , ~eN} form a basis in V and components R
i1i2
k1k2
(x, y) are functions of two spectral pa-
rameters x and y. Let operator R satisfies Yang-Baxter equation:
R12(x, y) R13(x, z) R23(y, z) = R23(y, z) R13(x, z) R12(x, y) ∈ End(V ⊗ V ⊗ V ) , (4.2)
where we have used the standard matrix notations [10]. Now we introduce two matrices ||Kij || ∈ Mat(V )
and ||K
i
j || ∈Mat(V ) with elements which are operators acting in the spaces V˜ and V˜
′, respectively. In other
words we have two operators K ∈ End(V ⊗ V˜ ) and K ∈ End(V ⊗ V˜ ′). Let these operators be solutions of
the equation
R12(x, y) K1(x) R21(y, x¯) K2(y) = K2(y) R12(x, y¯) K1(x) R21(y¯, x¯) ∈ End(V˜ ⊗ V ⊗ V ) , (4.3)
which is called reflection equation and equation (cf. (4.3))
R12(x, y) K2(y) R21(y˜, x) K1(x) = K1(x) R12(x˜, y) K2(y) R21(y˜, x˜) ∈ End(V ⊗ V ⊗ V˜
′) , (4.4)
which is called dual reflection equation. We explain this terminology and the meaning of the equations (4.2),
(4.3) and (4.4) in the next Section. In equations (4.3) and (4.4) we have used notations
x¯ = σ(x) , x˜ = σ¯(x) , (4.5)
where σ and σ¯ are the same involutive mappings C→ C which were introduced in (2.8).
Using operatorR(x, y), which is defined in (4.1) and (4.2), we introduce the set ofR-operatorsRk,k+1(x, y)
(k = 1, . . . , n− 1) which act in the space V ⊗n
Rk,k+1(x, y) = I
⊗(k−1) ⊗R(x, y) ⊗ I⊗(n−k−1) . (4.6)
For us it will be also convenient to introduce operators
Rˆk(x, y) ≡ Rˆk,k+1(x, y) = I
⊗(k−1) ⊗ P · R(x) ⊗ I⊗(n−k−1) (k = 1, . . . , n− 1) , (4.7)
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Rk,r(x, y) = Pr,k+1 · (I
⊗(k−1) ⊗R(x) ⊗ I⊗(n−k−1)) · Pr,k+1 , (4.8)
where P is a permutation operator in V ⊗ V
P · (v1 ⊗ v2) = (v2 ⊗ v1) ∀v1, v2 ∈ V ,
and Pr,k = Pk,r is the permutation operator in V
⊗n such that
Pr,k(v1 ⊗ · · · ⊗ vk ⊗ · · · ⊗ vr ⊗ · · · ⊗ vn) = (v1 ⊗ · · · ⊗ vr ⊗ · · · ⊗ vk ⊗ · · · ⊗ vn) .
In terms of operators (4.7) equations (4.2), (4.3) and (4.4) can be written in the form
Rˆk(x, y) Rˆk+1(x, z) Rˆk(y, z) = Rˆk+1(y, z) Rˆk(x, z) Rˆk+1(x, y) , (4.9)
Rˆ12(x, y) K1(x) Rˆ12(y, x¯) K1(y) = K1(y) Rˆ12(x, y¯) K1(x) Rˆ12(y¯, x¯) , (4.10)
Rˆ12(x, y) K2(y) Rˆ12(y˜, x) K2(x) = K2(x) Rˆ12(x˜, y) K2(y) Rˆ12(y˜, x˜) , (4.11)
where
Kk(x) = I
⊗(k−1) ⊗K(x)⊗ I⊗n−k−1 , Kk(x) = I
⊗(k−1) ⊗K(x)⊗ I⊗n−k−1 (k = 1, . . . , n− 1) .
Introduce the set of spectral parameters {z1, . . . , zn}. By using the group of the elements si (see (2.8))
and matrices Rˆk(zk, zk+1), K1(z1), Kn(zn) we construct the representation ρ of the affine group Bn(C
(1))
in V˜ ⊗ V ⊗n ⊗ V˜ ′
ρ(Ti) = si Rˆi(zi, zi+1) (i = 1, . . . , n− 1) , ρ(T0) = K1(z1) s0 , ρ(Tn) = Kn(zn) sn . (4.12)
One can directly check that ρ(Ti) (i = 0, . . . , n) satisfy defining relations in (2.1), (2.2) if Rˆk(zk, zk+1) and
K1(z1), Kn(zn) satisfy relations (4.9), (4.10), (4.11).
Further we will use the operator Dzk such that for any wave function Ψ(z1, . . . , zn) and any operator
f(z1, . . . , zn) we have
Dzk · f(z1, . . . , zk, . . . , zn) = f(z1, . . . , ˜¯zk, . . . , zn) ·Dzk ,
Dzk ·Ψ(z1, . . . , zk, . . . , zn) = Ψ(z1, . . . , ˜¯zk, . . . , zn) ,
(4.13)
where ˜¯zk = σ¯(σ(zk)). We note that the operator Dzk in (4.13) can be written in the representation (2.8) as
Dzk = (sk−1 · · · s1)(s0 · · · sn)(sn−1 · · · sk) = s(Jk) , (4.14)
where elements Jk were introduced in (2.5).
Theorem 4.1. The images of the commutative elements (2.5) are operators in V˜ ⊗ V ⊗n ⊗ V˜ ′
ρ(Ji) = Ai = Rˆ
−1
k−1(zk−1, zk) · · · Rˆ
−1
1 (z1, zk) K1(zk) Rˆ1(z1, z¯k) · · · Rˆk−1(zk−1, z¯k)·
Rˆk(zk+1, z¯k) · · · Rˆn−1(zn, z¯k) Kn(z¯k) ·Dzk · Rˆn−1(zk, zn) · · · Rˆk(zk, zk+1) ,
ρ(J i) = Ai = Rˆk−1(zk, zk−1) · · · Rˆ1(zk, z1) K1(zk) Rˆ1(z1, z¯k) · · · Rˆk−1(zk−1, z¯k)·
Rˆk(zk+1, z¯k) · · · Rˆn−1(zn, z¯k) Kn(z¯k) ·Dzk · Rˆ
−1
n−1(zn, zk) · · · Rˆ
−1
k (zk+1, zk) ,
(4.15)
form two sets of flat connections for quantum Knizhnik-Zamolodchikov equations
Ak(z1, . . . , zk, . . . , zn) Ψ(z1, . . . , zk, . . . , zn) = Ψ(z1, . . . , zk, . . . , zn) ,
Ak(z1, . . . , zk, . . . , zn) Ψ(z1, . . . , zk, . . . , zn) = Ψ(z1, . . . , zk, . . . , zn) ,
(4.16)
where functions Ψ,Ψ ∈ V˜ ⊗ V ⊗n ⊗ V˜ ′.
Proof. Formulas (4.15) are obtained by direct calculations. The flatness of the connections (4.16)
[Ak, Aj ] = 0 = [Ak, Aj ] ,
follows from the Proposition 2.1.
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5 Flat connections for quantum Knizhnik-Zamolodchikov equa-
tions. Approach with Zamolodchikov algebra.
5.1 Zamolodchikov algebra.
Introduce a set of operators Ai(z) (i = 1, 2, . . . , N) which act in the complex vector space H. Each operator
Ai(z) is a function of the spectral parameter z. The operators Ai(z) are generators of the algebra Z with
quadratic defining relations (see e.g. [13] and references therein)
Ai1 (x) Ai2(y) = Ri1i2k1k2(x, y) A
k2(y) Ak1(x) . (5.1)
where Ri1i2k1k2(x, y) ∈ C are functions of the spectral parameters x and y and also are components of an
R-operator acting in the tensor product V ⊗ V of two N -dimensional vector spaces V (see (4.1)). The
algebra Z is called Zamolodchikov algebra. Relations (5.1) can be written in concise matrix notations [10]
as following
A1〉(x) A2〉(y) = R12(x, y) A
2〉(y) A1〉(x) . (5.2)
Consider the product Ai1(x)Ai2 (y)Ai3 (z) of three operators and reorder it with the help of (5.1) as following
Ai1 (x)Ai2 (y)Ai3(z) → Ak3(z)Ak2(y)Ak1(x) ,
in two different ways in accordance with the arrangement of brackets
(Ai1(x)Ai2 (y))Ai3(z) = Ai1(x)(Ai2 (y)Ai3(z)) . (5.3)
As a result we obtain the self-consistence condition for the matrix R(x, y) in the form of the Yang-Baxter
equation (4.2). The solutions R(x, y) of the equation (4.2) define Zamolodchikov algebra (5.1).
Now we extend (see [13]) the algebra Z by adding new ”boundary” operators Bα (α = 1, 2, . . . ,M) which
act in H and obey relations
Ai(x) Bα = Kiαkβ(x) A
k(x¯) Bβ ⇒ A1〉(x) B = K1(x) A
1〉(x¯) B ,
x¯ = σ(x) ∈ C ,
(5.4)
where x¯ is a reflected spectral parameter and σ – involutive operation C → C such that σ2 = 1. E.g., for
rational and trigonometric R-matrices (pay attention to the special dependence of spectral parameters)
R(x, y) = R(x− y) , R(x, y) = R(x/y) , (5.5)
one can take σ = σa and σ = σ
tri
b , respectively, where
σa(x) = a− x , σ
tri
b (x) = b/x , (5.6)
and a, b ∈ C are parameters which specify involutions σ, σtri. Matrix K with components Kiαkβ(x) acts in the
space V ⊗ V˜ , where V˜ is M -dimensional vector space. This matrix is called reflection matrix and describes
a reflection of particles from right boundary [13]. For simplicity, in the second formula in (5.4) and below,
we omit indices α, β, . . . related to the space V˜ .
In the same way as in (5.3), one can consider two different ways for the reordering of special product of
3 generators (including Bα):
[Ai1(x) Ai2 (y)] B = Ai1(x) [Ai2 (y) B] −→ Ak1(x¯) Ak2(y¯) B .
As a result, in addition to the Yang-Baxter equation (4.2), we obtain new consistence condition for the
reflection matrix K in the form of the reflection equation (4.3).
Now besides the ”right” boundary operatorsBα with relations (5.4), we also introduce the ”left” boundary
operators Bα′ (α
′ = 1, . . . ,M ′) with relations
Bβ′ A
i(x) = K
iα′
kβ′(x) Bα′ A
k(x˜) ⇒ B A1〉(x) = K1(x) B A
1〉(x˜) ,
x˜ = σ¯(x) ∈ C ,
(5.7)
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where σ¯ is another involutive operation in C: σ¯2 = 1 (e.g., one can define σ¯ as in (5.6) but with another
parameters a, b). Equations (5.7) and operator K(x) ∈ End(V ⊗ V˜ ′), where V˜ ′ is M ′-dimensional vector
space, describe the reflection of particles from the left boundary. Two different ways for the reordering of
the product of 3 generators (including B):
B Ai1(x) Ai2(y) −→ B Ak1(x˜) Ak2 (y˜) ,
give additional consistence condition in the form of the dual reflection equation (4.4).
Note that applying defining relations (5.2), (5.4) and (5.7) twice, we deduce three unitary relations for
matrices R, K and K
R12(x, y) R21(y, x) = I ⊗ I , K1(x) K1(x¯) = I ⊗ I˜ , K1(x) K1(x˜) = I ⊗ I˜
′ , (5.8)
where I, I˜ and I˜ ′ – unite operators in V , V˜ and V˜ ′, correspondingly.
In physics the matrices R and K, K which satisfy equations (4.2), (4.3), (4.4) and (5.8) describe the
factorizable scattering on a half line [13], [3], or define the integrable spin chains with nontrivial boundary
conditions [40].
Note that if matrices R, K and K satisfy unitarity conditions (5.8), then for the representation (4.12)
we have (ρ(Ti))
2 = I, where I is the unit operator in V˜ ⊗ V ⊗n ⊗ V˜ ′. Thus, in this case the equations (4.12)
define the representation of the Coxeter group Wn(C
(1)).
5.2 Flat connections for quantum Knizhnik-Zamolodchikov equations.
Consider the boundary Zamolodchikov algebra ZLR with generators {A
i(x), Bα, Bβ′}. Namely, the alge-
bra ZLR includes the generators A
i(x) of the Zamolodchikov algebra Z and both left and right boundary
operators Bα and Bβ′ . Consider the special element in ZLR:
[Ψαβ′ ]
in...i1(zn, . . . , zk, . . . , z1) = Bβ′ A
in(zn) · · ·A
ik(zk) · · ·A
i1(z1) B
α , (5.9)
and push the k-th operator Aik(zk), in the ordered product
(
Ain(zn) · · ·A
i1(z1)
)
in the right hand side of
(5.9), with the help of equations (5.1) to the right. Then we reflect this operator from the right boundary
operator Bα with the help of (5.4), and push the reflected operator A(k)(z¯k) backward to the left with
the help of (5.1) up to the left boundary operator Bβ′ . Then we reflect the operator A(k)(z¯k) from this
boundary operator and finally place the operator A(k)(˜¯zk) on its initial k-th position in the ordered product
A(n)(zn) · · ·A(2)(z2) A(1)(z1). As a result we obtain the equation
(Ψαβ′)
i1...in(zn, . . . , zk, . . . , z1) = [Ak(z1, . . . , zk, . . . , zn)]
i1...in; αγ
′
j1...jn; β′δ
(Ψδγ′)
j1...jn(zn, . . . , ˜¯zk, . . . , z1) ,
˜¯zk = σ¯(σ(zk)) ,
(5.10)
where involutions σ and σ¯ were introduced in (5.4) and (5.7) while the matrix
[Ak(z1, . . . , zk, . . . , zn)]12...n = Kk(zk; ~z(1,k−1)) ·Kk(z¯k; ~z(k+1,n)) ,
~z(1,k−1) = (z1, . . . , zk−1) , ~z(k+1,n) = (zk+1, . . . , zn) ,
is defined by means of dressed reflection matrices
Kk(x;~z(1,k−1)) = Rk,k−1(x, zk−1) · · ·Rk1(x, z1) Kk(x) Rk1(z1, x¯) · · ·Rk,k−1(zk−1, x¯) =
= Rˆ−1k−1(zk−1, x) · · · Rˆ
−1
2 (z2, x) Rˆ
−1
1 (z1, x) K1(x) Rˆ1(z1, x¯) Rˆ2(z2, x¯) · · · Rˆk−1(zk−1, x¯) =
= Rˆ−1k−1(zk−1, x)Kk−1(x;~z(k−2)) Rˆk−1(zk−1, x¯) ,
(5.11)
Kk(x¯;~z(k+1,n)) = Rk+1,k(zk+1, x¯) · · ·Rnk(zn, x¯) Kk(x¯) Rkn(˜¯x, zn) · · ·Rk,k+1(˜¯x, zk+1) =
Rˆk(zk+1, x¯) · · · Rˆn−1(zn, x¯) Kn(x¯) Rˆn−1(˜¯x, zn) · · · Rˆk(˜¯x, zk+1) =
= Rˆk(zk+1, x¯)Kk+1(x¯;~z(k+2,n)) Rˆk(˜¯x, zk+1) .
(5.12)
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To write expression (5.11) for the matrix Kk(x;~z(1,k−1)) we take into account the unitarity condition for the
R-operator Rˆk(x, z) = Rˆ
−1
k (z, x).
For rational and trigonometric R-matrices (5.5) the involutions σ and σ¯ could be defined as in (5.6)
rational case : σ = σa , σ¯ = σa′ ; trigonometric case : σ = σ
tri
b , σ¯ = σ
tri
b′ ;
and we respectively obtain
˜¯x = σa′(σa(x)) = (a
′ − a) + x , ˜¯x = σtrib′ (σ
tri
b (x)) =
b′
b
x , (5.13)
i.e., for the rational case the spectral parameter ˜¯x is a shift of x by a constant (a′ − a), while for the
trigonometric case the parameter ˜¯x is a multiplication of x by a constant b′/b. In view of this, for rational
and trigonometric cases the operatorDz (4.13), (4.14) can be considered as finite difference derivatives. Note
that σ¯σ 6= σσ¯.
One can write eqs. (5.10) in the form of quantum Knizhnik-Zamolodchikov equations (see (4.16):
Ak(z1, . . . , zk, . . . , zn) Ψ(z1, . . . , zk, . . . , zn) = Ψ(z1, . . . , zk, . . . , zn) , (5.14)
where we interpret Ψ (5.9) as a wave function and introduce connections
Ak(z1, . . . , zk, . . . , zn) = Ak(z1, . . . , zk, . . . , zn) Dzk = Kk(zk; ~z(1,k−1)) ·Kk(z¯k; ~z(k+1,n)) Dzk =
= Kk(zk; ~z(1,k−1)) · Kk(z¯k; ~z(k+1,n)) .
(5.15)
In the right hand side of (5.15) we use the dressed reflection matrix (5.11) for x = zk which can be written
in the representations (2.8) and (4.12) as the following
Kk(zk; ~z(1,k−1)) = Rˆ
−1
k−1(zk−1, zk) · · · Rˆ
−1
1 (z1, zk) K1(zk) Rˆ1(z1, z¯k) · · · Rˆk−1(zk−1, z¯k) =
= ρ(T−1k−1 · · ·T
−1
1 T0 T1 · · ·Tk−1) · (sk−1 · · · s1 s0 s1 · · · sk−1) = ρ(a¯k) · s(ak) ,
(5.16)
where a¯k = T
−1
k−1 · · ·T
−1
1 T0T1 · · ·Tk−1 and elements ak were defined in (2.5). Besides this we also define new
dressed reflection matrix
Kk(x¯; ~z(k+1,n)) = Kk(x¯; ~z(k+1,n)) Dx = Rˆk(zk+1, x¯) · Kk+1(x¯; ~z(k+2,n)) · Rˆk(x, zk+1) =
= Rˆk(zk+1, x¯) · · · Rˆn−1(zn, x¯) Kn(x¯) ·Dx · Rˆn−1(x, zn) · · · Rˆk(x, zk+1) ,
(5.17)
which includes the finite difference operator Dx (4.13). In the representations (2.8) and (4.12), for x = zk,
the matrix (5.17) can be written as the following
Kk(z¯k; ~z(k+1,n)) = (sk−1 · · · s1 s0 s1 · · · sk−1) · ρ(Tk · · ·Tn−1 Tn Tn−1 · · ·Tk) = s(ak) · ρ(bk) , (5.18)
where ak and bk were defined in (2.5). To obtain relations (5.16) and (5.18) we have used formulas (4.14)
and
z¯k = (sk−1 · · · s1 s0 s1 · · · sk−1) zk (sk−1 · · · s1 s0 s1 · · · sk−1) .
Finally, using (5.16) and (5.18) one can write connections (5.15) in the form
Ak(z1, . . . , zn) = ρ(a¯k) · ρ(bk) = ρ(Jk) . (5.19)
Applying equation (5.14) twice (for two different indices k and r) we deduce the consistency condition
[Ak, Ar] Ψ(z1, . . . , zn) = 0 ,
and our conjecture is that the connections Ak, explicitly given in (5.15) and (5.19), are flat:
[Ak, Ar] = 0 . (5.20)
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One can prove this identity directly by using the fact that connections Ak (5.19) are the images of the
commuting elements Jk ∈ Bn(C
(1)) (see Proposition 2.1). Note that commutativity (5.20) of connections Ak
(5.15), where matrix Kk(zk; ~z(1,k−1)) is taken in the form (5.16), is valid even for the case when R-matrix is
not satisfies unitarity condition. So, we have proved the following statement:
Theorem 5.1. Connections Ak which were defined in (5.15), (5.16), (5.17) are flat (5.20) for any matrices
R, K and K satisfying eqs. (4.9),(4.10) and (4.11) and any involutive operations σ, σ¯.
Remark 1. One can think about boundary operatorsBα and Bα′ in (5.4), (5.7) and (5.9) as about boundary
states |Bα〉 ∈ H and 〈Bα′ | ∈ H
∗ with the same conditions as in (5.4), (5.7). In this case the operator (5.9)
is represented as the matrix element
[Ψαβ′ ]
in...i1(zn, . . . , z2, z1) = 〈Bβ′ | A
in(zn) · · ·A
i2(z2) A
i1(z1) |B
α〉 , (5.21)
and the equation (5.14), with the wave function Ψ which is given in (5.21), is nothing but the quantum
Knizhnik-Zamolodchikov (q-KZ) equations for the system with nontrivial boundary conditions. One can put
V˜ = V˜ ′, β′ = α in (5.21) and sum over α. As a result we obtain the following form of the solution of q-KZ
equation
Ψin...i1(zn, . . . , z2, z1) = TrH
(
Ain(zn) · · ·A
i2(z2) A
i1(z1) ρ
)
, (5.22)
where ρ = |Bα〉〈Bα| can be considered as a density matrix.
Remark 2. For systems with periodic boundary conditions one can deduce q-KZ equations by using the
same method as was used above for the systems with nontrivial boundary conditions and open boundaries.
Consider the function (5.22) with any operator ρ and require that this operator satisfies commutation
relations with generators Ai(x):
Ai(x) ρ = Qij(x) ρA
i(˜¯x) , ˜¯x = σ¯(σ(x)) . (5.23)
Here functions Qij(x) are components of a numerical matrix. Taking into account (5.23) we obtain the
following periodicity condition for the wave function (5.22)
Ψin...i1(zn, . . . , z2, z1) =
= TrH
(
Ain(zn) · · ·A
i3(z3) A
i2(z2)Q
i1
j1
(z1) ρ A
j1 (˜¯z1)
)
= Qi1j1(z1)Ψ
j1in...i2(˜¯z1, zn, . . . , z2) .
(5.24)
The associativity equation Ai1(x)(Ai2 (y) ρ) = (Ai1 (x)Ai2 (y) )ρ requires consistency condition for matrix
Qij(x)
R12(z1, z2)Q1(z1)Q2(z2) = Q1(z1)Q2(z2)R12(˜¯z1, ˜¯z2) . (5.25)
We also require the condition
R12(˜¯z1, ˜¯z2) = R12(z1, z2) ⇔ Dz1 Dz2 R12(z1, z2) = R12(z1, z2)Dz1 Dz2 ,
which is obtained automatically for the rational and trigonometric cases, when involutions σ¯, σ are fixed as
in (5.13). In this case equation (5.25) is written as
(Dz1 Q1(z1)) (Dz2 Q2(z2))R12(z1, z2) = R12(z1, z2) (Q1(z1)Dz1) (Q2(z2)Dz2) .
Now we again pick up the generator Aik(zk) in the right hand side of (5.22) push this generator to the right
with the help of (5.1), then use relation (5.23) and cyclic property of the trace and finally place the operator
Aik(˜¯zk) on its initial k-th position. As a result we obtain equation
Ψ(zn, . . . , z2, z1) = Ak(~z(1,n)) Ψ(zn, . . . , z2, z1) , (5.26)
where ~z(1,n) = (z1, . . . , zn) and Ak(~z(1,n)) is the flat connection for q-KZ equation in the periodic case [11]:
Ak(~z(1,n)) = Rk,k−1(zk, zk−1) · · ·Rk,2(zk, z2)Rk,1(zk, z1)Qk(zk)Dzk ·
·Rkn(zk, zn)Rk,n−1(zk, zn−1) · · ·Rk,k+1(zk, zk+1) .
(5.27)
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Here the finite difference operator Dzk is the same as in (4.13). Using for the periodic braid group elements
Ti the same R-matrix representation (4.12) we write connection (5.27) as (cf. (2.12))
Ak(~z(1,n)) = ρ(Tk−1 · · ·T1) ·X · ρ(T
−1
n−1 · · ·T
−1
k ) ,
X := Q1(z1)Dz1 sˆ1 · · · sˆn−1 ,
(5.28)
where sˆk = Pk,k+1 sk and we have used unitarity conditions T
2
i = 1. We have (for simplicity we write Ti
instead of ρ(Ti))
Ti sˆi+1 sˆi = sˆi+1 sˆi Ti+1 , Ti+1 sˆi sˆi+1 = sˆi sˆi+1 Ti ,
X Ti = Ti+1X , (i = 1, . . . , n− 2) ,
T1 ·X
2 = T1Q1Dz1Q2Dz2 (ˆs1 · · · sˆn−1)
2 = Q1Dz1Q2Dz2 T1 (ˆs1 · · · sˆn−1)
2 =
= Q1Dz1Q2Dz2 T1 (ˆs2sˆ1) · (ˆs3sˆ2) · · · (ˆsn−1sˆn−2) =
= Q1Dz1Q2Dz2 (ˆs2sˆ1) · · · (ˆsn−1 sˆn−2)Tn−1 = X
2 Tn−1 .
(5.29)
One can check that the element
Tn := X
−1 T1 ·X = X Tn−1X
−1 , (5.30)
satisfies periodic braid relations
Tn Tn−1 Tn = Tn−1 Tn Tn−1 , Tn T1 Tn = T1 Tn T1 .
Let T1 be unitary operator T
2
1 = 1. In this case the connection (5.28) satisfies the periodicity condition
Ak(~z(1,n)) = Tk−1 · · ·T1 ·X · T
−1
n−1 · · ·T
−1
k = Tk−1 · · ·T2 ·X · T
−1
n T
−1
n−1 · · ·T
−1
k .
Proposition 5.2 [11]. For the periodic chain the connections (5.28)are flat, i.e. satisfy (5.20).
Proof. The proof is the same as the proof of the Proposition 2.1 in Section 2.
Remark 3. Consider operator TV V(x) ∈ End(V ⊗ V) which satisfies the intertwining relations
RVV′(x, y) T1V(x) T1V′(y) = T1V′(y) T1V(x) RVV′(x, y) ∈ End(V ⊗ V ⊗ V
′) (5.31)
R−112 (x, y) T1V(x) T2V(y) = T2V(y) T1V(x) R
−1
12 (x, y) ∈ End(V ⊗ V ⊗ V) , (5.32)
where we denote by V ′ the second copy of the vector space V , the numbers 1, 2 numerate vector spaces V ,
and the matrix R12(x, y) ∈ End(V ⊗V ), as well as the matrix R(x, y) ∈ End(V⊗V
′), satisfy the Yang-Baxter
equation (4.2). Consider the transfer-matrix
τ(z1, . . . , zn) = TrV
(
TnV(zn) · · ·T2V(z2)T1V(z1) ρV
)
, (5.33)
where the operator ρV ∈ End(V) is such that
RVV′(x, y)ρVρV′ = ρVρV′RVV′(x, y) . (5.34)
Then we have
Proposition 5.3. Transfer-matrices τ(z1, . . . , zn) and τ(z
′
1, . . . , z
′
n), defined in (5.33), are commutative
generating functions
[τ(z1, . . . , zn), τ(z
′
1, . . . , z
′
n)] = 0 , (5.35)
if parameters (z1, . . . , zn), (z
′
1, . . . , z
′
n) and the matrix R(x, y) are such that
R(zn, z
′
n) = R(zk, z
′
k) ∀k = 1, 2, . . . , n− 1 . (5.36)
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Proof. Let V ′ be the second copy of the space V . Then we have
τ(z1, . . . , zn) τ(z
′
1, . . . , z
′
n) = TrVV′
(
TnV(zn)TnV′(z
′
n) · · ·T1V(z1)T1V′(z
′
1) ρVρV′
)
=
= TrVV′
(
R−1VV′(zn, z
′
n) · TnV′(z
′
n)TnV(zn) · · ·T1V′(z
′
1)T1V(z1) · RVV′(z1, z
′
1) ρV′ρV
)
=
= TrVV′
(
TnV′(z
′
n)TnV(zn) · · ·T1V′(z
′
1)T1V(z1) ρV′ρV
)
= τ(z′1, . . . , z
′
n) τ(z1, . . . , zn) ,
where TrVV′ = TrVTrV′ and we have used relations (5.31), (5.34).
Note that for the rational (or trigonometric) R-matrices, when we have R(x, y) = R(x− y) (or R(x, y) =
R(x/y)), relation (5.36) is fulfilled for the choice zk − z
′
k = x − y (or zk/z
′
k = x/y) for all k, where x and y
are two fixed parameters. For example, in the trigonometric case the commutative transfer-matrix can be
taken in the form τ(x; z1, . . . , zn) = τ(x z1, . . . , x zn) and commutativity condition (5.35) is written as
[τ(x; z1, . . . , zn), τ(y; z1, . . . , zn)] = 0 .
Now, in addition to the relation (5.34), we require that the operator ρV satisfies (cf. (5.23)):
T1V(x) ρV Q1 = ρV Q1 T1V(˜¯x) , Q ∈ End(V ) (5.37)
where for the invertible matrix Q we have (cf. 5.25)
R12(x, y)Q1Q2 = Q1Q2R12(˜¯x, ˜¯y) .
Equation (5.37) serves twisted periodic boundary conditions of the type (5.24) for the transfer-matrix (5.33).
At the end of this Section we formulate the following statement.
Proposition 5.4. Flat connections (5.27) commute with the transfer-matrix (5.33)
Ak(z1, . . . , zn) τ(z1, . . . , zn) = τ(z1, . . . , zn) Ak(z1, . . . , zn) . (5.38)
Proof. Take the operator TkV(zk) (in the right hand side of (5.33)) and use the same procedure as in
Remark 2. for the cyclic moving of TkV(zk). After direct calculations with the use of the relations (5.37),
(5.32) and identity
τ(z1, . . . , ˜¯zk, . . . , zn) = Dzk τ(z1, . . . , zk, . . . , zn) D
−1
zk ,
we deduce relation (5.38).
Consequence. By using the statement of the Proposition 5.4 we deduce the following result. Let Ψ(zn, . . . , z1)
be any solution of the periodic quantum Knizhnik-Zamolodchikov equation (5.26). Then, the vector
Ψ′(zn, . . . , z1) = τ(z1, . . . , zn) ·Ψ(zn, . . . , z1) ,
is also a solution of the periodic quantum Knizhnik-Zamolodchikov equation (5.26).
6 Flat connections for Birman–Murakami–Wenzl algebra.
1. Birman–Murakami–Wenzl algebra. Definition and basic relations.
The Birman–Murakami–Wenzl algebra BMWn(q, ν) was defined in [1], [30] and [31]. It is generated over
C by invertible elements T1, . . . ,Tn−1 with the following defining relations
Ti Ti+1 Ti = Ti+1 Ti Ti+1 , Ti Tj = Tj Ti for |i− j| > 1 , (6.1)
κi Ti = Ti κi = ν κi , (6.2)
κi T
ε
i−1 κi = ν
−ε κi , κi T
ε
i+1 κi = ν
−ε κi with ε = ±1 , (6.3)
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where
κi := 1−
Ti − T
−1
i
q − q−1
. (6.4)
Here q and ν are complex parameters of the algebra which we assume generic in the sequel; in particular, the
definition (6.4) makes sense, the denominator in the right hand side does not vanish. Note that the algebra
BMWn(q, ν) with defining relations (6.1)–(6.3) possesses the automorphism ρ2(Ti) = Tn−i (cf. (2.4)).
The quotient of the algebra BMWn(q, ν) by the ideal generated by the elements κ1, . . . , κn (in fact, this
ideal is generated by any one of these elements, say, κ1) is isomorphic to the Hecke algebra Hn(q). It is also
well-known that the braid group Bn (of type A) embeds in the BMWn algebra Bn →֒ BMWn. We shall
often omit the parameters in the notation for the algebras and write simply BMWn and Hn.
Let
µ =
q − q−1 + ν−1 − ν
q − q−1
=
(q−1 + ν)(q − ν)
ν(q − q−1)
. (6.5)
The following relations can be derived from (6.1)–(6.3):
κ2i = µκi (6.6)
then, with ε = ±1,
κi Ti+ε Ti = Ti+ε Ti κi+ε , (6.7)
κi κi+ε κi = κi , (6.8)(
Ti −(q − q
−1)
)
κi+ε
(
Ti −(q − q
−1)
)
=
(
Ti+ε −(q − q
−1)
)
κi
(
Ti+ε −(q − q
−1)
)
, (6.9)
Ti+ε κi Ti+ε = T
−1
i κi+ε T
−1
i , (6.10)
and
κi Ti+ε Ti = κi κi+ε , (6.11)
κi T
−1
i+ε T
−1
i = κi κi+ε , (6.12)
κi+ε κi
(
Ti+ε − (q − q
−1)
)
= κi+ε
(
Ti − (q − q
−1)
)
, (6.13)
together with their images under the anti-automorphism ρa of the algebra BMWn defined on the generators
by
ρa(Ti) = Ti , ρa(Ti Tk) = Tk Ti , ρa(Ti Tj Tk) = Tk Tj Ti , . . . . (6.14)
2. Baxterized elements.
The baxterized elements Ti(u, v) are defined by
Ti(u, v) := Ti +
q − q−1
v/u− 1
+
q − q−1
1 + ν−1qv/u
κi ≡ Ti(u/v) , (6.15)
see [2], [17], [24] and [32]. They are rational functions in complex variables u and v which are called spectral
variables. The elements Ti(u, v) depend on the ratio of the spectral parameters; for us it is more convenient
to have both spectral variables in the notation (6.15) for the baxterized element. However for brevity we
shall denote sometimes the baxterized elements by Ti(u/v) ≡ Ti(u, v) (with one argument only).
The baxterized elements satisfy the braid relation of the form
Ti(u2, u3)Ti+1(u1, u3)Ti(u1, u2) = Ti+1(u1, u2)Ti(u1, u3)Ti+1(u2, u3) . (6.16)
The inverses of the baxterized elements are given by
Ti(v, u)
−1 = Ti(u, v) f(u, v) , (6.17)
where
f(u, v) =
(u − v)2
(u − q2v)(u − q−2v)
= f(v, u) . (6.18)
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3. Jucys–Murphy elements.
The Jucys–Murphy elements of the algebra BMWn are defined by
y1 = 1 , yk+1 = Tk . . .T2 T
2
1 T2 . . .Tk , k = 1, . . . , n− 1 . (6.19)
The elements y1, . . . , yn pairwise commute and satisfy the identities
κj yj+1 yj = yj yj+1 κj = ν
2 κj . (6.20)
The Jucys–Murphy elements were originally used for constructing idempotents for the symmetric groups
in [26], [33]. Analogues of the Jucys–Murphy elements can be defined for a number of important algebras
related to the symmetric group rings (e.g., the Hecke and Brauer algebras); they turn out to generate maximal
commutative subalgebras in these rings (see [18], [20], [36], [37] and references therein). The commutative
subalgebra, generated by the Jucys–Murphy elements y1, . . . , yn, of the generic algebra BMWn is maximal
as well; it follows from the results in [21],[28].
4. Affine BMW algebras of type C (see, e.g., [21] and references therein).
Affine Birman-Murakami-Wenzl algebras BMWn(C) of type C are extensions of the algebras BMWn.
The algebra BMWn(C) is generated by the elements {T1, . . . ,Tn−1} with relations (6.1), (6.2), (6.3), (6.4)
and the affine element T0 = y1 6= 1 which satisfies
T1T0 T1 T0 = T0 T1T0 T1 , [Tk, T0] = 0 for k > 1 ,
κ1 T0T1 T0 T1 = zˆ κ1 = T1 T0T1 T0 κ1 ,
(6.21)
κ1 T
k
0 κ1 = zˆ
(k)κ1 , k = 1, 2, 3, . . . , (6.22)
where zˆ, zˆ(k) are central elements. Initially, the affine version of the Brauer algebras (which are the special
limit q → 1 of BMWn(C)), was introduced by M. Nazarov [34]. Note that the central elements {zˆ
(k)} gener-
ate an infinite dimensional abelian subalgebra in BMWn+1(C) and we denote this subalgebra as BMW0(C).
Consider the set of affine elements (cf. with elements ai in (2.5))
y1 = T0 , yk+1 = Tk yk Tk , k = 1, 2, . . . , n− 1 .
The elements yk (k = 1, 2, . . . , n) generate a commutative subalgebra Yn in BMWn(C).
Proposition 6.1 [15],[19] For the affine BMW algebra the element
Lj(u) =
u− yj
cu yj − 1
, c = −ν q−1 zˆ−1 , (6.23)
is the baxterized solution of the reflection equation
Tj(u, v)Lj(u)Tj(v, u¯)Lj(v) = Lj(v)Tj(u, v¯)Lj(u)Tj(u, v) , (j = 1, . . . , n− 1) , (6.24)
where u¯ = 1/(c u).
Proof. The formula (6.24) is checked by direct calculations.
Since we have Tj
(
u, v
)
= Tj
(
v¯, u¯
)
, the equation (6.24) is a realization of the reflection equation (4.10) if
we identify
Lj(v)→ Kj(v) , Tj
(
u, v
)
→ Rˆj(u, v) , x¯ = σ(x) =
1
c x
.
5. Affine BMW algebras of type C(1).
The algebra BMWn(C
(1)) is generated by the elements {T0, T1, . . . , Tn} and is associated to the Coxeter
graph (2.3) of type C(1). The algebra BMWn(C
(1)) is an extension of the affine algebra BMWn(C) (we
add new generator Tn). We require that the algebra BMWn(C
(1)) possesses the automorphism ρ2 which is
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defined in (2.4). Thus, applying automorphism ρ2 to the relations (6.21), we obtain relations for the affine
element Tn in the form
Tn−1 Tn Tn−1 Tn = Tn Tn−1Tn Tn−1 , [Tk, Tn] = 0 for k < n− 1 ,
κn−1 Tn Tn−1Tn Tn−1 = zˆ
′ κn−1 = Tn−1 Tn Tn−1 Tn κn−1 ,
κn−1 T
k
n κn−1 = zˆ
′(k)κn−1 , k = 1, 2, 3, . . . .
(6.25)
where zˆ′ = ρ2(zˆ), zˆ
′(k) = ρ2(zˆ
(k)) (as well as zˆ, zˆ(k)) are the central elements in the algebra BMWn(C
(1)).
Consider the set of affine elements (cf. with elements bi in (2.5))
y¯n = Tn = ρ2(T0) , y¯k−1 = Tk−1 y¯k Tk−1 = ρ2(yn−k+2) , k = 2, . . . , n .
The elements y¯k (k = 1, . . . , n) generate a commutative subalgebra Y¯n in BMWn(C
(1)).
Since the element (6.23) is a solution of the reflection elution (6.24), the element
L¯j(u) =
u− y¯j
c′ u y¯j − 1
= ρ2(Ln−j+1) ∈ BMWn(C
(1)) , c′ = −ν q−1 zˆ′−1 = ρ2(c) , (6.26)
is the baxterized solution of the dual reflection equation which is obtained as the image of (6.24) under the
automorphism ρ2
Tj(u, v) L¯j+1(u)Tj(v, u˜) L¯j+1(v) = L¯j+1(v)Tj(u, v˜) L¯j+1(u)Tj(u, v) , (j = 1, . . . , n− 1) , (6.27)
where u˜ = 1/(u c′). Taking into account relations (6.17) and identities
Tj(v˜, u) = Tj(u˜, v) , L¯j(u˜) =
1
c′
L¯j(u)
−1
we write (6.27) in the form
Tj(v, u) L¯j+1(u˜)Tj(v˜, u) L¯j+1(v˜) = L¯j+1(v˜)Tj(u˜, v) L¯j+1(u˜)Tj(u˜, v˜) , (j = 1, . . . , n− 1) . (6.28)
The equation (6.28) can be represented as the reflection equation (4.11) if we identify
L¯j(v˜)→ Kj(v) , Tj
(
u, v
)
→ Rˆj(u, v) , x˜ = σ¯(x) =
1
c′ x
.
6. Embedding of the braid group Bn(C
(1)) into the algebra BMWn(C
(1)).
Let {z1, . . . , zn} be a set of spectral parameters. Consider the Weyl group generated by the operators si
(see (2.8)) and the elements
Ti(zi, zi+1) , L1(z1) , L¯n(zn) ∈ BMWn(C
(1)) .
Then we have the following statement.
Proposition 6.2 The map ρb of the affine braid group Bn(C
(1)) into BMWn(C
(1)) defined as (cf. (4.12))
ρb(Ti) = si Ti(zi, zi+1) (i = 1, . . . , n− 1) , ρb(T0) = L1(z1) s0 , ρb(Tn) = sn Ln(zn) , (6.29)
is the representation of Bn(C
(1)).
Proof. One can directly check that ρb(Ti) (i = 0, . . . , n) satisfy defining relations in (2.1), (2.2) if
Tk(zk, zk+1), L1(z1) and Ln(zn) satisfy relations (6.16), (6.24) and (6.27), respectively.
Corollary. The map ρc of the affine braid group Bn(C) into BMWn(C)
ρc(Ti) = si Ti(zi, zi+1) (i = 1, . . . , n− 1) , ρc(T0) = L1(z1) s0 , (6.30)
is the representation of Bn(C).
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7. Flat connections for the algebra BMWn(C
(1)).
Flat connections for the algebra BMWn(C
(1)) are defined as images ρb(Ji) and ρb(J i) of the elements Ji
and J i (see (2.5)) which form the commuting sets of elements in affine braid group Bn(C
(1)). The explicit
formulas are (cf. (5.15))
Ak(z1, . . . , zn) = ρb(Jk) = Kk(zk; z1, . . . , zk−1) · Kk(z¯k; zk+1, . . . , zn) , (6.31)
where (cf. (5.16), (5.17))
Kk(zk; ~z(1,k−1)) = T
−1
k−1(zk−1, zk) · · ·T
−1
1 (z1, zk) L1(zk) T1(z1, z¯k) · · ·Tk−1(zk−1, z¯k) =
= ρb(T
−1
k−1 · · ·T
−1
1 T0 T1 · · ·Tk−1) · (sk−1 · · · s1 s0 s1 · · · sk−1) = ρb(a¯k) · s(ak) ,
(6.32)
Kk(z¯k; ~z(k+1,n)) =
= Tk(zk+1, z¯k) · · ·Tn−1(zn, z¯k) Ln(z¯k) ·Dzk · Tn−1(zk, zn) · · ·Tk(zk, zk+1) = s(ak) · ρb(bk) ,
(6.33)
where the finite difference operator Dzk was defined in (4.13) with
˜¯z = σ¯(σ(z)) = σ¯
( 1
c z
)
=
c
c′
z .
We stress that Lj(u) = Du and L¯j+1(u) = D
−1
u (as well as Lj(u) = 1 and L¯j+1(u) = 1) are solutions of
the reflection equations (6.24) and (6.27), respectively. For example, we can substitute solution L¯j+1(u) = 1
into (6.33) and reduce the flat connection (6.31) into the form
Ak(z1, . . . , zn) = Kk(zk; z1, . . . , zk−1) · K
′
k(z¯k; zk+1, . . . , zn) , (6.34)
where
K
′
k(z¯k; ~z(k+1,n)) = Tk(zk+1, z¯k) · · ·Tn−1(zn, z¯k) ·Dzk · Tn−1(zk, zn) · · ·Tk(zk, zk+1) ,
8. Braid–Hecke algebra BHn(q, ν).
The Braid–Hecke algebra BHn(q, ν), as far as we know, was introduced in [6],[7]. It is generated over C
by the invertible braid type generators,
T1, · · · ,Tn−1,
subject the following defining relations
Ti Ti+1 Ti = Ti+1 Ti Ti+1 , Ti Tj = Tj Ti for |i− j| > 1 , (6.35)
κi Ti = Ti κi = ν κi , (6.36)
Ti±1 Ti κi±1 − κi κi±1 = Ti Ti±1 κi − κi±1 κi, (6.37)
κi κi±1 κi − κi = κi±1 κi κi±1 − κi±1, (6.38)
where
κi := 1−
Ti − T
−1
i
q − q−1
. (6.39)
Here q and ν are complex parameters of the algebra which we assume generic in the sequel; in particular,
the definition (6.39) makes sense, the denominator in the right hand side does not vanish. Note that the
algebra BMWn(q, ν) is the quotient of the algebra BHn(1, ν) by the two-sided ideal generated by the tangle
relations
κi κi±1 κi − κi = 0, κi±1 κi κi±1 − κi±1 = 0. (6.40)
It is easy to see that
(Ti − q)(Ti + q
−1)(Ti − ν) = 0, κ
2
i =
(q − ν)(q−1 + ν)
ν(q − q−1)
κi.
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It follows from (6.38), that the elements {κ1, . . . , κn−1} generate the Hecke algebra Hn(p) corresponding to
a parameter p such that
p+ p−1 =
(q − ν)(q−1 + ν)
ν(q − q−1)
.
Note that the algebra BHn(q, ν) with defining relations (6.35)–(6.38) possesses the automorphism ρ2(Ti) =
Tn−i (cf. (2.4)). It is well-known that dim(BMWn) = (2n− 1)!!. As for the algebra BHn(q, ν), it is known
[7] that it has finite dimension, but as far as we know, the exact value of its dimension is still unknown.
• The baxterized elements {Ti(u, v), i = 1, . . . , n− 1} are defined by (cf (6.16), (z := u/v)),
(ν + q z) Ti(z) = q z Ti + ν T
−1
i + (q − q
−1)
z(q + ν)
z − 1
≡ (ν + q z) Ti(u, v).
• The Jucys–Murphy elements {yi, i = 1, . . . , n−1} of the algebra BHn(q, ν) are defined by (6.19). The
JM elements y2, ldots, yn−1 pairwise commute and satisfy the identities
κj yj+1 yj = yj yj+1 κj , 1 ≤ j < n− 1.
• Affine braid-Hecke algebra BHn(C) of type C is an extension of the algebra BHn(q, ν) by the the affine
element T0 = y0 6= 1, subject to the set of “crossing relations” (6.21) and (6.22). One can check that the set
of elements
y1 = T0, yk+1 := Tk yk Tk, k = 1, . . . , n− 1
generate a commutative subalgebra in BHn(C).
• (Markov trace, cf [7]) The family of algebras {BHn(q, ν) →֒ BHn+1(q, ν)}n≥1 can be provided with
(unique) set of homomorphisms
Trn+1 : BHn+1(q, ν) −→ BHn(q, ν)
which satisfy the conditions stated in Proposition 7.2.
Summarizing, the all properties of the algebra BHn(q, ν) stated in the item 8 allow the use of the methods
developed in Sections 6 and 7, to construct families of commutative subalgebras in the algebra BHn(q, ν), as
well as BHn(q, ν)-valued flat connections and associated qKZ equations. Details will appear.
7 Sklyanin’s transfer-matrices for affine BMW algebra.
In this Section, to simplify formulas we make the redefinition of all spectral parameters z → c−1/2z. In this
case the baxterized element (6.15) does not changed (since it depends on the ratio of spectral parameters)
and statement of the Proposition 6.1 reads as the following. For the affine BMW algebra BMWn(C
(1)) the
element
Lj(c
−1/2u) =
c−1/2u− yj
c1/2u yj − 1
≡ yj(u) , yj(u) · yj(u
−1) = c−1 , (7.1)
where c = −ν q−1 zˆ−1, is the baxterized solution of the reflection equation
Tj(u/v) yj(u)Tj(v u) yj(v) = yj(v)Tj(v u) yj(u)Tj(u/v) , (j = 1, . . . , n− 1) . (7.2)
7.1 Sklyanin’s transfer-matrix elements for the algebra BMWn(C)
In this Subsection we generalize to the BMW algebra case results obtained in [16],[14] for the Hecke algebra
case.
Definition 7.1 Let ~z(k) = (z1, . . . , zk) be k parameters and y1(x) ∈ BMWn(C
(1)) is any local (i.e.,
[y1(x), Tk] = 0, ∀k > 1) solution of the reflection equation (7.2) with j = 1:
T1 (x/z) y1(x)T1(x z) y1(z) = y1(z)T1(x z) y1(x)T1 (x/z) , (7.3)
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where solution y1(z) is given in (7.1) for j = 1. Define the elements (cf. (6.32))
yk(x;~z(k−1)) = Tk−1(
x
zk−1
) · · ·T2(
x
z2
)T1(
x
z1
) y1(x)T1(xz1)T2(xz2) · · ·Tk−1(xzk−1) =
= Tk−1(
x
zk−1
)yk−1(x;~z(k−2))Tk−1(xzk−1) ,
(7.4)
which we call “baxterized” Jucys–Murphy elements.
Proposition 7.1 The “baxterized” Jucys–Murphy element (7.4) is a solution of the reflection equation
Tk (x/z) yk(x;~z(k−1))Tk(x z) yk(z;~z(k−1)) = yk(z;~z(k−1))Tk(x z) yk(x;~z(k−1))Tk (x/z) , (7.5)
Proof. The case k = 1 of the equation (7.5) corresponds to our assumption that y1(x) satisfies the equation
(7.3). The general case follows by induction using the definition (7.4) of elements yk(x;~z(k−1)).
For example, in the case of the affine BMW algebra BMWn(C
(1)), one can use the local solution (7.1)
for j = 1 (recall that y1 = T0):
y1(x) =
c−1/2x− y1
c1/2 x y1 − 1
=
c−1/2x− T0
c1/2 xT0 − 1
, y1(1) = −c
−1/2 . (7.6)
Further we consider only one-boundary affine BMW algebra BMWn(C) of type C which is obtained as
the projection Tn = 1 from the two-boundary affine BMW algebra BMWn(C
(1)) (see paragraph 4 in Section
6).
Consider the following inclusions of the subalgebras BMW1(C) ⊂ BMW2(C) ⊂ · · · ⊂ BMWn+1(C):
{T0;T1, . . . ,Tk−1} ∈ BMWk(C) ⊂ BMWk+1(C) ∋ {T0;T1, . . . ,Tk−1,Tk} .
For the subalgebras BMWk+1(C) we introduce linear mapping (quantum trace)
Tr(k+1) : BMWk+1(C)→ BMWk(C) , (k = 1, 2, . . . , n) ,
which is defined by the formula
κk+1Xk+1 κk+1 =
1
ν
T r(k+1)(Xk+1)κk+1 , ∀Xk+1 ∈ BMWk+1(C) . (7.7)
Proposition 7.2 For the map Tr(k+1): BMWk+1(C) → BMWk(C) we have the following properties
(∀Xk, X
′
k ∈ BMWk(C) , ∀Yk+1 ∈ BMWk+1(C))
Tr(k+1)(Tk) = 1 , T r(k+1)(T
−1
k ) = ν
2 , Tr(k+1)(Xk) = ν µXk ,
T r(k+1)(κk) = ν , Tr(1)(T
k
0) = ν zˆ
(k) ,
(7.8)
Tr(k+1)(TkXk T
−1
k ) = Tr(k)(Xk) = Tr(k+1)(T
−1
k Xk Tk) , (7.9)
Tr(k+1)(TkXk κk) = Tr(k+1)(κkXk Tk) , (7.10)
Tr(k+1)(Xk · Yk+1 ·X
′
k) = Xk · Tr(k+1)(Yk+1) ·X
′
k ,
Tr(k)Tr(k+1)(Tk · Yk+1) = Tr(k)Tr(k+1)(Yk+1 · Tk) .
(7.11)
Proof. Eqs. (7.8) follow from (6.3), (6.6), (6.8) and (6.22). Using (6.11), (6.12) and (6.8) we have
1
ν Tr(k+1)(TkXk T
−1
k )κk+1 = κk+1 Tk Tk+1Xk T
−1
k+1 T
−1
k κk+1 =
= κk+1 κkXk κk κk+1 =
1
ν Tr(k)(Xk)κk+1 κk κk+1 =
1
ν Tr(k)(Xk)κk+1 ,
which is equivalent to the first equality in (7.9) (second equality in (7.9) can be proved analogously). Eq.
(7.10) can be proved in the following way
κk+1 TkXk κk κk+1 = κk+1 κk T
−1
k+1Xk κk κk+1 = κk+1 κkXk T
−1
k+1 κk κk+1 =
= κk+1 κkXk Tk κk+1 .
23
The first eq. in (7.11) is evident and the proof of second eq. in (7.11) is the following. First of all for any
Y ′k+1 ∈ BMWk+1(C) we have
κk+2κkκk+1 Y
′
k+1 κk+1κkκk+2 =
1
ν
κk+2κkκk+1Tr(k+1)(Y
′
k+1)κkκk+2 =
=
1
ν
κk+2κkTr(k+1)(Y
′
k+1)κk =
1
ν2
κk+2κkTr(k)Tr(k+1)(Y
′
k+1) .
Then, using this equation and relations (6.11), (6.12) we obtain
1
ν2κk+2κkTr(k)Tr(k+1)(Yk+1 Tk) = κk+2κkκk+1 Yk+1Tk κk+1κkκk+2 = κk+2κkκk+1 Yk+1T
−1
k+1 κk+2κk =
= κk+2κkκk+1 Yk+1Tk+2 κk+1 κk+2κk = κk+2κkκk+1 Tk+2Yk+1 κk+1 κk+2κk =
= κk+2κkκk+1 TkYk+1 κk+1 κk+2κk =
1
ν2κk+2κkTr(k)Tr(k+1)(Tk Yk+1) .
Below we use the following identities for baxterized elements (6.15):
Tn(x)Tn(y) =
(q−q−1)(1−xy)
(1−x)(1−y) Tn(x y) + 1 +
(q−q−1) ν (xy−1)(νxy+q3)
(νy+q)(νx+q)(νxy+q) κn ⇒
Tn(x) = Tn(y) +
(q−q−1)(x−y)
(y−1)(x−1) +
(q−q−1)νq(x−y)
(νy+q)(νx+q) κn ,
(7.12)
Note that identity (6.17) is a consequence of the first relation in (7.12) if we substitute there y = x−1 and
take into account (1− xy) Tn(x y)
y→x−1
−→ (q − q−1).
Using the properties (7.11) of the map Tr
(n+1)
and relations (7.12), one can prove the Lemma.
Lemma 7.1 For all Xk ∈ BMWk(C) and all spectral parameters x and z the following identity is true:
Tr
(k+1)
(
Tk(x) ·Xk · Tk(z)
)
= (q−1/q)(ν
2xz−q2)
(xν+q)(zν+q) Tr(k+1)
(
Tk ·Xk · κk
)
+
+ (q
2ν2xz−ν2xz+xzν2q−2+qν(x+z)+q2)
(xν+q)(zν+q) Tr(k)(Xk)−
(q−1/q)(xzν2−q2)(xzνq2+xzν2q+(x+z)ν−xzν+q)
((zν+q)(xν+q)q(z−1)(x−1)) Xk ,
(7.13)
where Tk(x) and Tk(z) are Baxterized elements (6.15).
Proof. Direct calculations with the help of properties (7.8) – (7.11).
From eq. (7.13), for x z = q2ν−2, we obtain the ”crossing-unitarity relation”
Tr
(k+1)
(
Tk(x) ·Xk · Tk
(
q2ν−2/x
))
=
1
F (x)
Tr
(k)
(Xk) , (7.14)
where F (x) = (xν+q)
2
(xν+q3)(xν+q−1) . Note that identity (7.14) was obtained in [15] for slightly different definition
of the baxterized elements (6.15).
Proposition 7.3 (see also [15], [16]). Let yk(x) ∈ BMWk(C) be any solution of the RE (7.5). The operators
τk−1(x) = Tr(k) (yk(x)) ∈ BMWk−1(C) , (7.15)
form a commutative family of operators[
τk−1(x) , τk−1(z)
]
= 0 (∀x, z) , (7.16)
in the subalgebra BMWk−1(C) ⊂ BMWn(C) (k < n).
Proof. Using properties (7.9), (7.11) and relations (7.14), (7.5) we find
τk−1(x) τk−1(z) = Tr(k) (yk(x) τk−1(z)) =
= F (x z)Tr
(k)
(
yk(x)Tr(k+1)
(
Tk(x z) yk(z)Tk(q
2(ν2xz)−1)
))
=
= F (x z)Tr
(k)
Tr
(k+1)
(
Tk(x/z) yk(x)Tk(xz) yk(z)T
−1
k (x/z)Tk(q
2(ν2xz)−1)
)
=
= F (x z)Tr
(k)
Tr
(k+1)
(
yk(z)Tk(xz) yk(x)Tk(q
2(ν2xz)−1)
)
=
= Tr
(k)
(yk(z) τk−1(x)) = τk−1(z) τk−1(x) ,
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where F (x) was defined in (7.14).
Now we consider the operators (7.15)
τn(x;~z(n)) = Tr(n+1)
(
yn+1(x;~z(n))
)
∈ BMWn(C) , (7.17)
where solution yn+1(x) ∈ BMWn+1(C) of the reflection equation is taken in the form (7.4). We stress that
the elements (7.17) are nothing but the analogs of Sklyanin’s transfer-matrices [40] and the coefficients in
the expansion of τn(x;~z(n)) over the variable x (for the homogeneous case zk = 1) are the Hamiltonians for
the open Birman-Murakami-Wenzel chain models with nontrivial boundary conditions.
For example let us redefine all baxterized elements in (6.15)
Ti(x) → T˜i(x) = (1− x)Ti(x) = (1− x)
(
Ti +
(q − q−1)x
x+ ν−1q
κi
)
+ (q − q−1)x , (7.18)
such that the new elements T˜i(x) satisfies conditions
T˜i(x)
∣∣∣
x=1
= (q − q−1) , ∂x T˜i(x)
∣∣∣
x=1
= −Ti −
(q − q−1)
1 + ν−1q
κi + (q − q
−1) .
T˜i(u/v) T˜i(v/u) =
(vq2 − u) (uq2 − v)
q2uv
. (7.19)
Now we respectively redefine the Sklyanin’s transfer-matrix element (7.17) as the following
τ˜n(x;~z(n)) =
n∏
i=1
(
(1− x/zi) (1− xzi)
)
Tr
(n+1)
(
yn+1(x;~z(n))
)
= Tr
(n+1)
(
y˜n+1(x;~z(n))
)
, (7.20)
where y˜n+1(x;~z(n)) is given by (7.4) with substitution Ti(x)→ T˜i(x) and k → n+ 1. I.e., we have
y˜k(x;~z(k−1)) = T˜k−1(
x
zk−1
) · · · T˜2(
x
z2
)T˜1(
x
z1
) y1(x) T˜1(xz1)T˜2(xz2) · · · T˜k−1(xzk−1) =
= T˜k−1(
x
zk−1
)y˜k−1(x;~z(k−2))T˜k−1(xzk−1) .
(7.21)
Using ”unitarity condition” (7.19) we represent baxterized Jucys-Murphy elements (7.21) in the form
y˜k(x;~z(k−1)) =
(k−1∏
i=1
(xq2−zi) (ziq
2−x)
q2xzi
)
y˜′k(x;~z(k−1)) ,
y˜′k(x;~z(k−1)) ≡ T˜
−1
k−1(
zk−1
x ) · · · T˜
−1
1 (
z1
x ) y1(x) T˜1(xz1)T˜2(xz2) · · · T˜k−1(xzk−1) .
(7.22)
We will use this form below.
Then, for the homogeneous case zi = 1 (∀i), we consider the coefficient
c1/2(q − q−1)1−2n
2νµ
(
∂x τ˜n(x; zi = 1) |x=1
)
=
n−1∑
i=1
(
Ti +
(q − q−1)
1 + ν−1q
κi
)
+
(q − q−1)
2
cT20 − 1
(c1/2T0 − 1)2
+ constant ,
in the expansion of the generating function τ˜n(x; zi = 1) for commutative elements. This coefficient gives
(up to an additional constant) the element
H =
(q − q−1)
2
cT20 − 1
(c1/2T0 − 1)2
+
n−1∑
i=1
(
Ti +
(q − q−1)
1 + ν−1q
κi
)
∈ BMWn(C) ,
being the local Hamiltonian for the open BMW chain model with nontrivial boundary condition for the first
site of the chain.
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Consider the expansion of τn(x;~z(n)) over x for the inhomogeneous case:
τn(x;~z(n)) =
∞∑
k=−∞
Φk(~z(n))x
k ∈ BMWn(C) . (7.23)
According to the Proposition 7.3, for fixed parameters ~z(n) = (z1, . . . , zn), the elements Φk(~z(n)) generate
a commutative subalgebra Bˆn(~z(n)) ⊂ BMWn(C). These elements are interpreted as Hamiltonians for
the inhomogeneous open Hecke chain models. Following [29] we call the subalgebras Bˆn(~z(n)) as Bethe
subalgebras of the affine algebra BMWn(C).
7.2 Bethe subalgebras for affine BMW algebra and q-KZ connections
In this Section and below we will use the normalized baxterized elements (7.18): T˜k(x) = (1 − x)Tk(x).
Consider the transfer-matrix operator (7.20) and fix the spectral parameter as x = zk, where 1 ≤ k ≤ n
(analogous results can be obtained if instead we take x = z−1k ). In view of relation Tk(x/zk)|x=zk = (q−q
−1)
we deduce for the transfer-matrix operator (7.20)
Bk(~z) =
1
(q−q−1)τn(zk;~z(n)) = Tr(n+1)
(
T˜n(
zk
zn
) · · · T˜k+1(
zk
zk+1
)T˜k−1(
zk
zk−1
) · · · T˜1(
zk
z1
) y1(zk)·
·T˜1(zkz1) · · · T˜k−1(zkzk−1)T˜k(z
2
k)T˜k+1(zkzk+1) · · · T˜n(zkzn)
)
=
Tr
(n+1)
(
T˜k−1(
zk
zk−1
) · · · T˜1(
zk
z1
) y1(zk)·
·T˜1(zkz1) · · · T˜k−1(zkzk−1) · T˜n(
zk
zn
) · · · T˜k+1(
zk
zk+1
)T˜k(z
2
k)T˜k+1(zkzk+1) · · · T˜n(zkzn)
)
=
Tr
(n+1)
(
T˜k−1(
zk
zk−1
) · · · T˜1(
zk
z1
) y1(zk) · T˜1(zkz1) · · · T˜k−1(zkzk−1)·
·T˜k(zkzk+1) · · · T˜n−1(zkzn)T˜n(z
2
k)T˜n−1(
zk
zn
) · · · T˜k+1(
zk
zk+2
)T˜k(
zk
zk+1
)
)
.
(7.24)
Now we use relations (7.8) to obtain
Tr
(n+1)
(
T˜n(z
2)
)
=
(q2 − z2ν2)(z2ν + q−1)
(z2ν + q)
≡ N(z2) .
Then for (7.24) we deduce
Bk(~z) = N(z
2
k)
(
Tk−1(
zk
zk−1
) · · ·T1(
zk
z1
) · y1(zk)T1(zkz1) · · ·Tk−1(zkzk−1)
)
·
·
(
Tk(zkzk+1) · · ·Tn−1(zkzn) · Tn−1(
zk
zn
) · · ·Tk(
zk
zk+1
)
)
=
= N(z2k) y˜k(zk, ~z(1,k−1)) · yk(zk, ~z(k+1,n)) = N(z
2
k)
(k−1∏
i=1
(zkq
2−zi) (ziq
2−zk)
q2zkzi
)
A′k(~z ) ,
(7.25)
where
A′k(~z ) = y˜
′
k(zk;~z(k−1)) · yk(zk, ~z(k+1,n)) , (7.26)
yk(zk, ~z(k+1,n)) = T˜k(zkzk+1) · · · T˜n−1(zkzn) · T˜n−1(
zk
zn
) · · · T˜k+1(
zk
zk+2
)T˜k(
zk
zk+1
) ,
and elements y˜k(x, ~z(1,k−1)), y˜
′
k(x, ~z(1,k−1)) were defined in (7.21), (7.22).
Operators (7.25) are equal to the transfer-matrix operator τn(x;~z(n)) evaluated at the points x = zk.
Thus, by definition the operators {B1(~z ), . . . , Bn(~z )} form a commutative set of elements in the algebra
BMWn(C):
[Bk(~z ) , Br(~z )] = 0 (∀k, r = 1, . . . , n) . (7.27)
Thus, operators {B1(~z ), . . . , Bn(~z )} for fixed parameters {z1, . . . , zn} can be considered as generators of the
Bethe subalgebra in BMWn(C).
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The validity of the identities (7.27) can be shown in different way. For this, in view of (7.25), we need to
prove the commutativity of the set of elements A′k(~z ) ∈ BMWn(C) which can be interpreted as analogs of
flat connections (6.31) for quantum Knizhnik-Zamolodchikov equations. Taking into account (6.30) we see
that the map ρ˜c: Bn(C) → BMWn(C):
ρ˜c(Ti) = si T˜i(zi, zi+1) (i = 1, . . . , n− 1) , ρ˜c(T0) = y1(z1) s0 , (7.28)
where s0 is defined in (2.8) with σ(z1) = 1/z1 , is the representation of Bn(C). Then we have the following
statement.
Proposition 7.4 The flat connections A′i(~z ) (7.26) are images ρ˜c(Ji) of the pairwise commuting elements
Ji = (T
−1
i−1 · · ·T
−1
1 T0T1 · · ·Ti−1)(Ti · · ·Tn−1 · Tn−1 · · ·Ti) ∈ Bn(C) ,
which are obtained by the projection Tn → 1 from the elements Ji ∈ Bn(C
(1)) given in (2.5).
Proof. The formula A′i(~z ) = ρ˜c(Ji) can be checked directly with the use of definition (7.26) of A
′
i(~z ) and
formulas (7.28) for the map ρ˜c.
Remark. Using the special limit in (6.31), one can deduce the BMW analog of the Cherednik’s connections
Ak(~z) = Tk−1
( zk
zk−1
)
· · ·T1
(zk
z1
)
· y−11 T
−1
1 · · ·T
−1
n−1Dzk · Tn−1
( zk
zn
)
· · ·Tk
( zk
zk+1
)
∈ BMWn(C) , (7.29)
which were presented for the Hecke algebra case in [4] (see there eq. (4.12) in Section 4.2). The finite
difference operator Dzk is given in (4.13) with ˜¯z =
c
c′ z. In (7.29) we have to take into account that
Cherednik’s affine elements Yk are related to ours by Yk = y
−1
k .
To rewrite our expression (6.31) to the Cherednik’s one (7.29) we need to convert the factor
L1(zk)T1(czkz1) · · ·Tk−1(czkzk−1) · Tk(czkzk+1) · · ·Tn−1(czkzn) L¯n(
1
czk
) , (7.30)
entered into the expression (6.31) to the factor y−11 T
−1
1 · · ·T
−1
n−1. It can be done if we first make in (6.31)
the redefinition of all spectral parameters zr → tzr and then consider the limit t → ∞. To do this we note
that only the product (7.30) in (6.31) will be dependent on t, where we have to use limits
lim
t→∞
Tr(t
2czkzr) = Tr − (q − q
−1) + (q − q−1)κr = T
−1
r ,
lim
t→∞
L1(tzk) =
1
c
y−11 =
1
c
T−10 , limt→∞
L¯n
( 1
tczk
)
= y¯n = Tn .
Here we used the expressions for baxterized elements (6.15), (6.23) and (6.26). Thus, the limit of the factor
(7.30) is
y−11 · T
−1
1 · · ·T
−1
n−1 · y¯n = T
−1
0 · T
−1
1 · · ·T
−1
n−1 · Tn ≡ X ,
and for the limit of the connection (6.31) we obtain expression
A′k(~z) = Tk−1
( zk
zk−1
)
· · ·T1
(zk
z1
)
· XDzk · Tn−1
( zk
zn
)
· · ·Tk+1
( zk
zk+2
)
Tk
( zk
zk+1
)
∈ BMWn(C
(1)) ,
which is a generalization of (7.29). The projection Tn → 1 for connection A
′
k(~z) gives the BMW analog of
the Cherednik’s connection (7.29).
Acknowledgment. The work of API was supported by RSCF grant 14-11-00598.
References
[1] J. Birman and H. Wenzl, Braids, link polynomials and a new algebra. Trans. Amer. Math. Soc. 313
(1989) 249–273.
27
[2] Y. Cheng, M.- L. Ge and K. Xue, Yang–Baxterization of braid group representations, Comm. Math.
Phys. 136 no. 1 (1991) 195–208.
[3] I. V. Cherednik, A new interpretation of Gelfand–Tzetlin bases, Duke Math. J. 54 no. 2 (1987) 563–577.
[4] I. Cherednik, Lectures on Knizhnik-Zamolodchikov equations and Hecke Algebras, in Quantum Many-
Body Problems and Representation Theory, MSJ Memoirs, Vol.1 (1998) pp. 1–96
[5] I. Cherednik, Difference elliptic operators and root systems , Int. Math. Res. Notices
(1995), no. 1, 44–59; hep-th/9410188.
[6] G.A.T.F. da Costa, Yang-Baxterization of the algebra BHn(L,M), Reports on Mathematical Physics,
35, (1995), 33–38.
[7] G.A.T.F. da Costa, Some properties of algebra BHn(ℓ,m) , Reports on Mathematical Physics, 41,
(1998), 259–269.
[8] Z. Daugherty, A. Ram and R. Virk, Affine and degenerate affine BMW algebras: The center, Osaka J.
Math 51 (2014), 257–283.
[9] A. Doikou, Murphy elements from the double row transfer matrix, J Stat. Mech. (2009) L03003.
[10] L.D. Faddeev, N. Yu. Reshetikhin and L.A. Takhtajan, Quantization of Lie groups and Lie algebras,
(Russian) Algebra i Analiz 1 (1989) no. 1, 178–206. English translation in: Leningrad Math. J. 1 (1990)
no. 1, 193–225.
[11] I.B. Frenkel and N.Yu. Reshetikhin, Quantum affine algebras and holonomic difference equations,
Commun. Math. Phys. 146 (1992), 1–60.
[12] J. de Gier and A. Nichols, The two-boundary Temperley-Lieb algebra, J. of Algebra 321 (2009) 1132–
1167.
[13] S. Ghoshal, A. B. Zamolodchikov, Boundary S-Matrix and boundary state in two-dimensional integrable
quantum field theory, Int. J. Mod. Phys. A9 (1994) 3841–3886; arXiv: hep-th/9306002
[14] A. P. Isaev and A. N. Kirillov, Bethe subalgebras in Hecke algebra and Gaudin models, Letters in
Mathematical Physics, 104 (2014) 179–193.
[15] A. P. Isaev and O. V. Ogievetsky, On Baxterized solutions of reflection equation and integrable chain
models, Nucl. Phys. B 760 (2007) 167–183; arXiv: math-ph/0510078.
[16] A.P. Isaev, Functional equations for transfer-matrix operators in open Hecke chain models, Theor.
Math. Phys. 150 (2007), 187; arXiv:1003.3385 [math-ph].
[17] A. P. Isaev, Quantum Groups and Yang-Baxter Equations. preprint MPIM (Bonn), MPI 2004-132
(2004),
http://webdoc.sub.gwdg.de/ebook/serien/e/mpi mathematik/2004/132.pdf
[18] A. P. Isaev, A. I. Molev and O. V. Ogievetsky, A new fusion procedure for the Brauer algebra and
evaluation homomorphisms, Int. Math. Res. Not. 2011 doi: 10.1093/imrn/rnr126; arXiv: 1101.1336v1
[math.RT]
[19] A. P. Isaev, A. I. Molev, O. V. Ogievetsky, Idempotents for Birman-Murakami-Wenzl algebras and
reflection equation, Adv. Theor. Math. Phys., 18, No. 1 (2014) 1-25; arXiv:1111.2502 [math.RT].
[20] A. P. Isaev and O. V. Ogievetsky, On representations of Hecke algebras, Czech. Journ. Phys. 55 no. 11
(2005) 1433–1441.
[21] A. P. Isaev and O. Ogievetsky, Jucys–Murphy elements for Birman–Murakami–Wenzl algebras, Physics
of Particles and Nuclei Letters 8 no. 3 (2011) 394–407; arXiv: 0912.4010 [math.QA].
28
[22] M. Jimbo, T. Miwa and A. Nakayashiki, Difference equations for the correlation functions of the eight
vertex model, J. Physics A 26 (1993), 2199–2209.
[23] V.F.R. Jones, Hecke algebra representations of braid groups and link polynomials, Ann. Math. 120
(1987) 335–388.
[24] V. F. R. Jones, On a certain value of the Kauffman polynomial, Comm. Math. Phys. 125 (1989) 459–467.
163–180.
[25] A. Jucys, On the Young operators of the symmetric group, Lietuvos Fizikos Rinkinys 6 (1966) 163–180.
[26] A. Jucys, Factorization of Young projection operators for the symmetric group, Lietuvos Fizikos Rinkinys
11 (1971) 5–10.
[27] A. Knutson and P. Zinn–Justin, The Brauer loop scheme and orbital varieties, J. Geom. Phys. 78
(2014), 80–110.
[28] R. Leduc and A. Ram, A ribbon Hopf algebra approach to the irreducible representations of centralizer
algebras: The Brauer, Birman– Wenzl, and type A Iwahori-Hecke algebras, Advances in Mathematics
125 no. 1 (1997) 1– 94.
[29] E.Mukhin, V.Tarasov, A.Varchenko, Bethe subalgebras of the group algebra of the symmetric group,
arXiv:1004.4248v2 [math.QA].
[30] J. Murakami, The Kauffman polynomial of links and representation theory, Osaka J. Math. 24 (1987)
745–758.
[31] J. Murakami, The representation of the q-analogue of Brauer’s centralizer algebras and the Kauffman
polynomial of links, Publ. RIMS 26 no. 6 (1990) 935–945.
[32] J. Murakami, Solvable lattice models and algebras of face operators, Adv. Studies in Pure Math. 19
(1989) 399–415.
[33] G. E. Murphy, A new construction of Young’s seminormal representation of the symmetric groups, J.
Algebra 69 (1981) 287–297.
[34] M. Nazarov, Young’s orthogonal form for Brauer’s Centralizer Algebra, Journ. of Algebra 182 (1996)
664–693.
[35] M. Noumi, Painleve´ equations through symmetry, Translations of Mathematical Monographs Vol. 223,
American Mathematical Society, 2004.
[36] O. Ogievetsky and L. Poulain d’Andecy, On representations of cyclotomic Hecke algebras, Mod. Phys.
Lett. A 26 no. 11 (2011) 795–803; arXiv: 1012.5844 [math-ph]
[37] A. Okounkov and A. Vershik, A new approach to representation theory of symmetric groups II. Selecta
Math (New series) 2 no. 4 (1996) 581–605.
[38] A. Ponsaing and P. Zinn-Justin , Type C Brauer loop schemes and loop model with boundaries, (2014),
arXiv:1410.0262.
[39] N. Reshetikhin, J. Stokman and B. Vlaar, Boundary quantum Knizhnik-Zamolodchikov equations and
fusion, arXiv:1404.5492.
[40] E.K. Sklyanin, Boundary Conditions For Integrable Quantum Systems J. Phys. A 21 (1988) 2375.
[41] E.K.Sklyanin, Separation of variables in the Gaudin model, Zap. Nauch. Sem. LOMI 164 (1987), 151–
169.
[42] F. Smirnov, A general formula for solution form factors in the quantum sine-Gordon model, J. Phys.
A 19 (1986), L575–L578.
29
[43] F. Smirnov, An Introduction to Quantum Groups and Integrable Massice Models of Quantum Field
Theory, Nankai Lectures on Mathematical Physics, World Scientific (1990).
[44] J.V. Stokman, Connection problems for quantum affine KZ equations and integrable lattice models,
Comm.Math.Phys. 338 (2015) 1363-1409; arXiv:1410.4383.
[45] H. Wenzl, Quantum groups and subfactors of type B, C and D, Comm. Math. Phys. 133 (1990) 383–432.
[46] P. Zinn-Justin, Quiver varieties and quantum Knizhnik– Zamolodchikov equation, arXiv:1502.01093.
30
