Abstract. In this paper we introduce a class of sequences connected with the m-ary partition function and investigate their congruence properties. In particular, we get facts about the sequences of m-ary partitions (bm(n)) m∈N and m-ary partitions with no gaps (cm(n)) m∈N . We prove, for example, that for any natural number 2 < h ≤ m + 1 in both sequences (bm(n)) m∈N and (cm(n)) m∈N any residue class modulo h appears infinitely many times.
Introduction
For any fixed natural number m ≥ 2 and any n ∈ N 0 (we use the notation N = {1, 2, 3, . . .} and N 0 := N ∪ {0}) let b m (n) denote the number of the m-ary partitions of n, i.e. the number of representations of the integer n in the form n = n 0 + n 1 m + n 2 m 2 + . . . + n t m t , where n 0 , . . . , n t ∈ N 0 . We denote b m = (b m (n)) n∈N0 . We call the number m the degree of the sequence b m . We explain this name later.
There is a well known recurrence relation for b m (n):
(1) Let us denote the first equality in (1) by (1a) and the second one by (1b).
Congruence properties of b m (n) were firstly studied (in the case m = 2) by Churchhouse in [7] . Among other things, he characterized the numbers n for which b 2 (n) ≡ 0 (mod 4) and proved that none of the numbers b 2 (n) is divisible by 8. This result was strengthened for example by Alkauskas [1] who gave a formula for b 2 (n) mod 32 for any n ∈ N.
In the cited paper Churchhouse conjectured that for any odd number n the congruence b 2 (2 s+2 n) − b 2 (2 s n) ≡ 2 µ(s) (mod 2 µ(s)+1 ) holds with µ(s) = ⌊ 3s+4 2 ⌋. This was independently proved by Rødseth [14] and Gupta [12] .
The theorems mentioned above may be extended to the case of any degree m. This was done for example by Andrews, Fraenkel and Sellers in [5] . They showed that if n = a 0 +a 1 m+. . .+a t m t where 0 ≤ a j ≤ m − 1 for j = 0, . . . , t, then b m (mn) ≡ t j=1 (a j + 1) (mod m). It follows from (1a) that this result characterizes the numbers b m (n) mod m for any n ∈ N (not necessarily divisible by m). However, it is important to notice that the same result was obtained for 15 years earlier by Alkauskas in the Lithuanian version of his paper [2] , and his proof is easier and shorter than the one given by Andrews et. al. A different proof was given by Edgar in [9] .
Another interesting result was obtained by Rødseth whose theorem, after generalisations done by Andrews [3] and Gupta [11] , takes the form b m (m r+1 n) ≡ b m (m r n) (mod m r γr ) for all m ≥ 2 and r, n ≥ 1. Here γ r = 1 if m is odd and γ r = 2 r−1 if m is even.
We also consider a special class of the m-ary partitions, namely those for which any positive integer j satisfies the following condition: if n j > 0, then n j−1 > 0. We call them the mary partitions with no gaps and denote their number by c m (n) and write c m = (c m (n)) n∈N0 . Similarly as in case of the sequence b m , we call the number m the degree of the sequence c m .
Andrews et. al. found in [6] a recurrence relation for the sequence c m . We rewrite these equations in an equivalent but more accurate form: Similarly as before, we denote the first equation in (2) by (2a) and the second by (2b).
The congruence c m (n) ≡ 0 (mod m) was considered by Andrews et. al. in [6] . They found a characterization of solutions of this congruence similar to the one obtained in the case of b m . In [4] Andrews et. al. found infinite families of solutions of the congruence c m (n) ≡ 0 (mod m j ) for m prime and 0 ≤ j < m. This result was generalized by Hou et. al. in [13] to the congruence c m (n) ≡ 0 (mod There is a huge number of theorems of this type. Some of them can be found for example in [8] and [15] . The common thing about these results is that they investigate the solutions of the congruence modulo h only for h somehow connected with m (i.e. h is either a divisor of m, a power of m or m itself). In this paper we study a more general case without any links between h and m (except for some bounds on h which depend on m). Alkauskas was the first (and probably the last up to this paper) to do this. In the paper mentioned before he proved (by performing some numerical computations) that the congruence b 2 (n) ≡ 0 (mod h) has infinitely many solutions in n ∈ N for any 2 ≤ h ≤ 14, h = 8. He made his computations about 15 years ago and we have improved them. In the next section we also define a new class of recurrence sequences (b T (n)) n∈N0 which generalizes all sequences mentioned before. For these objects we investigate the congruence b T (n) ≡ t (mod h) for some natural numbers h and 0 ≤ t ≤ h − 1.
We also give characterisations for special cases of sequences (b T (n)) n∈N0 modulo some numbers. In particular, we reprove theorems of Alkauskas and Andrews et.al. characterising numbers b m (n) and c m (n) modulo m and present a general method which allows us to get similar characterisations modulo any power of m and use it to describe the sequence (b m (n) mod µ 2 ) n∈N0 , where µ 2 = m 2 if m is odd and µ 2 = m 2 /2 if m is even.
We consider the sequence v m = (v m (n)) n∈N0 given by:
We again call the number m the degree of the sequence v m . We introduce the aforementioned sequence due to the elegant and transparent way its properties work with some of the theorems obtained here. For example we find a characterisation modulo m for it and obtain some partial results modulo m 2 .
Notation and some results
Let K = (k n ) n∈N0 be a sequence of natural numbers such that 0 = k 0 < k 1 < k 2 < k 3 < . . . and let L = (l i ) t i=0 and R = (r i ) u i=0 be finite sequences of integers. For a triple T = (K, L, R) we define a new sequence b T = (b T (n)) n∈N0 as follows:
We denote the first equality in (4) by (4a) and the second by (4b). Notice that we do not specify the first values of the sequence (b T (n)) n∈N0 . However, in the rest of the paper we do not need this information. Thus, any triple T , in fact, generates infinitely many sequences b T , but theorems proved in the sequel are true for all of them.
Let us introduce the numbers:
We also define the upper and lower degree of the sequence K:
If deg K = deg K, we denote this common value by deg K and call it the degree of the sequence K. We also use the notation of the degree (or upper/lower degree) of the sequence b T , which is the degree (or upper/lower degree respectively) of the sequence K from the corresponding triple T .
Example 2.1. The sequences mentioned in the introduction are a special case of b T for the following choices of T (up to the first values):
and R = (1, 1), then we get v m . For all these sequences we have deg K = m, which explains why we called the number m the degree. Now we are ready to give the following result. Theorem 2.2. Let T = (K, L, R) be as above. Let h ∈ N be co-prime to r = u j=0 r j and satisfy 2 ≤ h ≤ deg K − u + 1. Then at least one of the following holds:
1) All but finitely many values of the sequence b T are divisible by h; 2) All but finitely many values of the sequence b T are not co-prime to h and the first condition is not satisfied;
for n ∈ N 0 and s = 0, . . . , k n+1 − k n − 1 any residue class modulo h appears in the sequence (d T (n) mod h) n∈N0 infinitely many times.
Moreover, only conditions 2) and 3) can be satisfied together.
Proof. Assume that the first case does not hold. That is, there exist infinitely many natural numbers n for which b T (n) is not divisible by h. It is enough to show that if b T (k n ) is coprime to h for some sufficiently large n, then any residue class modulo h appears among numbers
Thus, by (4a), we have:
Observe that for s = u, . . . , u + h − 2 one has:
where we used the assumption u + h − 2 ≤ deg K − 1 in the equivalence on the end. Hence, we simply get the congruence:
We know that rc is co-prime to h and this, together with the last congruence, implies the statement of the theorem.
Remark. In the previous theorem we can take the sequence d T given by:
for n ∈ N 0 and s = 0, . . . , k n+1 − k n − 1, with the convention that for s = 0 the expression in the square brackets disappears. Moreover, if d
is another sequence satisfying condition from Theorem 2.2, then for any j ∈ N 0 we have:
Summing these equalities on both sides for j = 0, . . . , n − 1, we get:
Hence, any sequence d T from the condition 3) of Theorem 2.2 may differ from the sequence (5) only by a constant term.
Firstly, we would like to have some criteria allowing us to say which conditions of Theorem 2.2 hold. We prove the following useful: Lemma 2.3. Let 2 ≤ p ≤ deg K − u + 1 be a prime number not dividing r and r u . Assume the condition 1) from the statement of Theorem 2.2 is satisfied and also k n+u−t ≥ n for any n ∈ N 0 . Then one of the next conditions holds:
Proof. If there exists n 0 as above, then (4b) for n = n 0 +u simplifies to
, which leads to contradiction. Thus, k n0+u−t ≤ n 0 , but by our assumption k n0+u−t ≥ n 0 so k n0+u−t = n 0 . Hence, b T (k n0+u−t ) = b T (n 0 ) and l t ≡ r u (mod p).
Remark. For h not being prime in the second case of the statement of previous lemma we get only the information that
Next, we would also like to have "exactly one" instead of "at least one" in Theorem 2.2. We do not know if we can have it in general but, fortunately, this condition can by easily seen to be satisfied in the important case of L = (1, −1) (as we mentioned in Example 2.1 this holds for all sequences presented in the Introduction) with the sequence d T given by formula (5) which simplifies to d T (n) = b T (n) for any n ∈ N 0 . Now we concentrate on this case. Another natural restriction is to consider only the congruence b T (n) ≡ 0 (mod h) instead of b T (n) ≡ s (mod h) for any 0 ≤ s ≤ h − 1. We also focus for a while on h being a prime number. Equipped with these assumptions we can get better results. Proof. Assume that T and p are as in the statement of the theorem but there exist only finitely many solutions of the congruence. Let n 0 be the largest such solution (if there are no solutions, take n 0 = 0). Let n > n 0 be such that d :
for some c ∈ Z/pZ. Then, by (4a), we get:
. Obviously, none of them is divisible by p. If one of them is equal to −rc modulo p (which is non-zero by our assumptions), then by (4b):
which is a contradiction. Thus, we have at least p − 1 ≤ d − u numbers taking at most p − 2 different values modulo p. Hence, there exist numbers u ≤ t 0 < t 1 ≤ p + u − 2 for which b T (k kn+t0−1 ) and b T (k kn+t1−1 ) are equal modulo p. Thus:
We have 0 < t 1 − t 0 < p and rc is invertible in Z/pZ, so (t 1 − t 0 )rc cannot be equal to 0 modulo p. This gives a contradiction and finishes the proof.
Remark. If deg K = deg K, then Theorem 2.4 follows from Theorem 2.2. However, it can be easily seen that these two expressions may differ in general. For example, taking the sequence K defined recursively by:
with k 0 = 0 we get deg K = 1 and deg K = ∞.
Observe that for the sequences of the m-ary partitions, the m-ary partitions with no gaps and the sequence v m the difference k n+1 − k n is constant for all n > 0. The next theorem says something about sequences satisfying a similar condition.
. Assume that for any n greater than some number N the difference k n+1 − k n =: d is a constant greater than u and let
, then the congruence b T (n) ≡ 0 (mod p) has infinitely many solutions for n ∈ N.
Proof. Observe that the range of p for which the method used in the previous proof works is closely connected with the number of consecutive values of b K , which are equal modulo p. In the above proof we were able to produce only deg K such numbers. Now we want to use the existence of solution of the congruence b K (n) ≡ 0 (mod p) to admit larger values of p and prove our result.
Similarly as before, we assume that there exist only finitely many solutions of the congruence. Let n 0 be the largest one. Then, by (4a), it is of the form n 0 = n ′ + (d − 1) for some n ′ ∈ N. Hence, we have:
. . .
Thus, by (4a) and (4b), the following equalities hold:
Hence, we get d 2 + d equal values modulo p and repeating the previous reasoning we obtain the statement of our theorem.
We consider the case k = 3 separately using a different method. This allows us to gain a more general result in the following form. (4) we have:
It is easy to see that for any integers c, d and r with 3 ∤ r at least one of the numbers c, d, d + rc and d + 2rc is equal to 0 modulo 3. This completes the proof. Now we focus our attention on sequences with L = (1, −1) and R = (1). This assumption may look very restrictive but is satisfied by sequences of m-ary partitions and m-ary partitions with no gaps.
We have performed computer computations which improved the theorem of Alkauskas. Our method (which is presented in detail in Section 4) is a bit similar to the one used by him. However, we were able to get results which are true not only for the sequence b 2 but for all sequences with deg K = 2.
A modification of the method allowed us to omit the problem with values of h divisible by 4 in the case deg K = 3.
Theorem 2.8. Let L = (1, −1) and R = (1). If deg K = 3, then for any 2 ≤ h ≤ 62, h = 36, 42, 45, 48, 54, 56, 60, there exist infinitely many n such that b T (n) is divisible by h.
In fact, in the case b T = b 2 we have a bit more. More precisely, we have the following fact.
Theorem 2.9. For any 3 ≤ h ≤ 41, 8 ∤ h, or h ∈ {44, 52, 60, 68, 76} there exist infinitely many n such that b 2 (n) is divisible by h.
The condition 4 ∤ h instead of 8 ∤ h in Theorem 2.7 follows from the fact that we have (by the Churchhouse Theorem) the information about the parity of the numbers b 2 (n). In general, the numbers b T (n) may not be even for infinitely many n ∈ N 0 . Now we give an example of this type.
Example 2.10. Let us consider the sequence K for which we get the following sequence
Then, obviously, deg K = 2. We want to show that for any n ∈ N the numbers of the form b T (4n + 2) are odd. This is a simple consequence of the equality b K (6) = 1 and the following computations:
In the next section we show some applications of the presented theorems. In Section 4 we present a more precise results on the sequences b 2 and b 3 , which allow us to get information about the values for which we can say that at least one is divisible by h.
Applications
In this section we are mainly interested in the sequences b T with L = (1, −1). We start with the following, much stronger, form of Theorem 2.2. Proof. Let us begin with the following observation: in the proof of Theorem 2.2 we showed that if b T (n) is co-prime to h for some n, then any residue class modulo h is represented by a number of the form
, then the sequence d T given by (5) becomes equal to the sequence b T . Thus having one number n for which b T (n) is co-prime to h we can produce all residue classes modulo h in the sequence b T . In particular, we find a number of the form k n + s 0 greater than n for which b T (k n + s 0 ) is co-prime to h. We can apply the same reasoning to it and again produce all residue classes modulo h. Repeating this infinitely many times we get that any residue class modulo h appears in the sequence b T infinitely many times.
Having the above information it is easy to deduce that if 1) and 2) does not hold, then 3) holds, and if 1) and 3) does not hold, then 2) holds.
If 2) and 3) are not satisfied, then all but finitely many values of the sequence b T are divisible by h. Let n 0 be the largest number such that b T (n 0 ) is not divisible by h. Then n 0 = k n ′ +1 − 1 for some n ′ . By the assumption we also have u ≤ k n0+1 − k n0 − 1. Hence, b T (n 0 ) = b T (n 0 − 1) = . . . = b T (n 0 − u) and the recurrence relation (4b) for n = n 0 taken modulo h simplifies to:
This contradicts the assumption that r and h are co-prime and finishes the proof.
As a nice consequence of the above theorem we get the following: Corollary 3.2. Let L = (1, −1) and h ∈ N be co-prime to r and satisfy 2 ≤ h ≤ deg K − u + 1. If n < k n and u ≤ k n − k n−1 − 1 for any n > 0 and there exist at least one number n 0 such that b T (n 0 ) is co-prime to h, then any residue class modulo h appears in the sequence (b T (n) mod h) n∈N0 infinitely many times.
Example 3.3. Any condition of Theorem 3.1 can be satisfied. For the first one we can take:
The following example for the second condition is more complicated. Let b T be defined in the following way:
We consider the above sequence modulo 4. Firstly, observe that b T (n) is even for any n (this follows from the simple induction argument). Hence, 2b T (n) ≡ 0 (mod 4) for any n. Thus,
Moreover, if n ≥ 2, then 9n > 9(n − 1) > 3n. Thus, the congruence b T (6) ≡ 2 (mod 4) (this can be checked by hand) implies the existence of infinitely many numbers n for which b T (n) ≡ 2 (mod 4) and hence, condition 2) of Theorem 3.1 has to be satisfied. 
1)
We checked the existence of solutions of the congruences b m (n) ≡ 0 (mod p) and c m (n) ≡ 0 (mod p) for any 3 ≤ m ≤ 328 and any prime number m + 2 ≤ p ≤ m 2 + m + 1. We found the solutions in all of these cases and added the list of the smallest solutions for 3 ≤ m ≤ 12 in Appendix A and Appendix B. As a consequence of our computations and Corollary 3.5, we get that the congruences b m (n) ≡ 0 (mod p) and c m (n) ≡ 0 (mod p) have infinitely many solutions for primes in the considered range. The links to the full lists of solutions are given in the Appendixes.
As a simple consequence of Theorem 2.6 we obtain the next facts. Proof. By the definition of the upper degree there exist infinitely many natural numbers n for which k n+1 − k n ≥ u + 1 and the result easily follows from Theorem 2.6. is divisible by 3.
Proof. By Theorem 2.6 it is enough to observe that for any natural number n we have k n+1 −k n = m ≥ 2.
The level and the rank
We would like to have some information about the values n for which b T (n) is divisible by some fixed number h. In this section we focus on finding sets containing at least one such value.
We again narrow down to the triple T = (K, L, R) with L = (1, −1) and R = (1). Similar constructions can be done without any assumptions on L and R if we consider only h not dividing r. However, in this generalization the construction becomes very complicated.
Firstly, we want to exhibit the main idea. Let us take a look at the proof of Theorem 2.6 in the case deg K = 2. Without loss of generality we can assume k n = 2n for any n ∈ N 0 . The proof is as follows: we take some natural number n and values c := b T (2n) and d := b T (4n − 2). Then, using the recurrence formula for b T , we get equations for b T (4n) and b T (4n + 2) involving c and d, which allow us to say that at least one of these numbers is divisible by 3.
We can repeat this construction for any h, but now we need to have more information to say something about divisibility by h in the sequence b T . That is, we need to produce more equations. Because of this, we take a number e := b T (8n − 6). By (4) (in this case this looks similar to (1)) we obtain the following set of equations:
b T (8n) = e + 3d + c, b T (8n + 2) = e + 4d + 2c, b T (8n + 4) = e + 5d + 4c, b T (8n + 6) = e + 6d + 6c. Now we threat c, d and e as variables and check whether that can take values such that none of the numbers above is equal to 0 modulo some fixed h, for example h = 5. Unfortunately, such a choice of the triple (c, d, e) is possible. Indeed, it is enough to take (c, d, e) such that (c mod 5, d mod 5, e mod 5) = (x, x, 2x) or (x, 2x, 4x) for some non-zero x ∈ Z/5Z. Thus, we take a number f := b T (16n − 14) and consider numbers of the form 16n + t for t = −14, −12, −10, . . . , 12, 14. Then, we get new set of equations consist of these from (7) and the following new ones: Hence, we get the next equalities modulo 5:
for (c, d, e) = (x, 2x, 4x): for (c, d, e) = (x, x, 2x):
Thus, for any choice of f some of the numbers above are equal to 0 modulo 5. This proves that there exist infinitely many n such that b T (n) is divisible by 5. In fact we get more precise information which says that for any n at least one of the numbers b T (2 s n + 2t s ), s ∈ {1, . . . , 4}, t s ∈ {−2 s−1 + 1, −2 s−1 + 2, . . . , 2 s−1 − 1} is divisible by 5. This was our aim.
Now we want to generalize the above construction. Let us introduce for any natural number s, the s-th level of n in the sequence b T , denoted by lvl(n, T, s), inductively as follows: let b T (k n ) = c 1 for some c 1 and let lvl(n, T, 1) := {c 1 } be the first level of n in b T . Similarly as before we can assume that b T (k kn−1 ) = c 2 for some c 2 and using the recurrence relation (4) to get formulas for the numbers of the form b T (k kn−1+t ) for t = 0, . . . , k n+1 − k n−1 − 1. We define the second level of n in b T by the set containing the element from the first level and formulas obtained in the procedure described above.
Assume we have defined the (s − 1)-th level of n in b T . Let n ′ be such that b T (n ′ ) = c s−1 (in other words, n ′ is the smallest number for which the formula for b T (n ′ ) depending on c 1 , . . . , c s−1 is in lvl(n, T, s − 1) \ lvl(n, T, s − 2) ). Again, we can add a new number c s := b T (k n ′ −1 ) and using the recurrence relation (4) and formulas from the set lvl(n, T, s− 1)\ lvl(n, T, s− 2) produce all possible new formulas for b T (n ′′ ) depending on c 1 , . . . , c s (without adding new variables) for corresponding numbers n ′′ . We define lvl(n, T, s) as a set containing these new formulas and all formulas from the set lvl(n, T, s − 1).
Remark. We will treat the elements of the sets lvl(n, K, s) as formulas depending on the variables c 1 , . . . , c s .
Remark. If L = (1, −1), R = (1) and K is such that deg K exists, i.e., the difference m := k n+1 − k n is constant for all but finitely many numbers n, we will use the notation lvl(n, m, s) := lvl(n, T, s). In this case for any s ∈ N, the sets lvl(n, m, s) contain the same formulas for all n big enough.
Example 4.1. Let us look at the set of equalities (7). The first column gives the set lvl(n, 2, 1), the first together with the second give lvl(n, 2, 2) and all three columns give lvl(n, 2, 3). If we add to that set the formulas from (8) we get lvl(n, 2, 4).
Notice that we have performed the above construction for any sequence K and L = (1, −1), R = (1). If L and R are arbitrary we can do the same construction but then the set lvl(n, T, 1) has to contain u + 1 elements and we have to add t new variables at each step.
The next definition is stated for any triple T . We define the rank of a natural number n in the sequence b T modulo natural number h as the least number r(n, T, h) such that at least one of the elements of lvl(n, T, r(n, T, h)) is divisible by h. If we have no information about the numbers c 1 , c 2 , . . . and treat them as a variables (that is, we assume they can be equal to any number between 0 and h − 1), we call the number r(n, T, h) the rank of n in b T modulo h in the general case and denote this by r g (n, T, h). If there are no such numbers, then we define r(n, T, h) = ∞ and r g (n, T, h) = ∞ respectively.
Remark. If m = deg K exists we denote r(n, m, h) := r(n, T, h) and r g (n, m, h) := r g (n, T, h).
Example 4.2. Theorem 2.6 gives us r g (n, T, 3) = 2 for any n for which k n+1 − k n ≥ u + 1. On the beginning of this section we also showed that r g (n, 2, 5) = 4 for any natural number n big enough.
Example 4.3. It is possible that r(n, T, h) = r g (n, T, h). For example, consider a triple T with L = (1, −1), R = (1) and a sequence K such that deg K = 2. Using computer calculations we checked that in the general case r g (n, T, 4) > 10 for n big enough. Moreover, the computations suggest that r g (n, T, 4) = ∞ in this case. On the other hand, taking the triple T such that b T = b 2 we get deg T = 2 and r(n, T, 4) ≤ 2 for any n ≥ 2. However, we always have r(n, T, h) ≤ r g (n, T, h).
Using the above definitions we can formulate the following:
Theorem 4.4. Let T be an arbitrary triple and h be a natural number. If r(n, T, h) < ∞, then at least one of the numbers b T (k) for k ∈ S(n, T, r(n, T, h)) is divisible by h.
In particular, we get: 
The previous facts, together with the tables of values for r g (n, 2, h) and r g (n, 3, h) for h added in Appendix C, generalize Theorems 2.7, 2.8 and 2.9 in the case of b T with deg K = 2 and deg K = 3. We also add a table of upper bounds of r(n, 2, h) in the case of b T = b 2 for numbers T equal 4 modulo 8 and for n ≥ 2. In our computations in this special case we used the fact that b 2 (n) is even for n ≥ 2.
While checking the values of r g (n, 2, h) we noticed interesting phenomenon. We present this in the next question. 1) r g (n, 2, 4h) = ∞,
for any natural numbers h and n large enough?
According to the first statement of above question, we expect that for the choice c 1 = c 2 = . . . = 1 none of elements of lvl(n, 2, r) would be divisible by 4 for any r. We use the notation b T (q) = 0 for q / ∈ N 0 and k −n = −n for n ∈ N. Let us start with a well known fact characterizing the sequence of m-ary partitions modulo m. The first proof of this fact, given by Alkauskas, is done by simple induction argument. Andrews et. al. used power series in their proof and Edgar's approach was more combinatorial and gave more information. Now, we give a new proof.
Proof. From (1b) we have for any n ∈ N 0 :
We can write n = mn ′ + a 0 for some a 0 ∈ {0, . . . , m − 1} and using (1a) get:
Now we can write n ′ = mn ′′ +a 1 and repeat the reasoning. After s+1 steps we get the result.
This proof can be adapted to a more general case. We start by the following important Lemma 5.2. Let deg K = m and n 0 ∈ N 0 be the smallest number such that the difference k n+1 − k n = m for any n ≥ n 0 . If u < k n+1 − k n for any n ≥ n 0 − 1, then:
for any natural numbers n ≥ n 0 and q ∈ {0, . . . , m − 1}.
Denote the right side of this equality by a(n). Thus, for n ≥ k n0 − 1, we have the equality:
Similarly as before, we put k n + q instead of n and get:
The next fact is a simple consequence of Lemma 5.2. Theorem 5.3. Let deg K = m and n 0 ∈ N 0 be the smallest number such that the difference k n+1 − k n = m for any n ≥ n 0 . If u < k n+1 − k n for any n ≥ n 0 − 1, then:
Proof. We take the identity from Lemma 5.2 modulo m. Now we can write n and n − 1 in the form k n ′ + q ′ and repeat the above computations. We can do this as long as the numbers n and n − 1 are greater than k n0 + 1. Hence, on the end we get the formula for b T (n) mod m depending on coefficients q 0 , . . . , q t in representation n = k k... kn 0 +q 0 +qt−1 + q t . In the case of sequences c m and v m we get: 
Taking the above together and using Theorem 5.3 we get the first part of the statement of the theorem.
2) By Example 2.1 we have K = (mn) In this section we want to present a general method which can lead to the full characterisation of sequences from the previous chapter modulo any power of m.
For any α > β we use the convention:
Recall that in Lemma 5.2 we have shown the following identity:
By Theorem 5.3 we get the characterisation of b T (n) mod m depending on base-m representation of n and thus we can use it to compute the sum
Having this we can consider the equality (9) modulo m 2 . Then we can similarly use this characterisation modulo m 2 for the sum n−1 j=n0 b T (k j ) and consider (9) modulo m 3 . Repeating this process we can get a characterisation of the behaviour of our sequence modulo any power of m. However, the computations are very difficult even in the easiest cases so we narrow our considerations down to the sequence of m-ary partitions modulo µ 2 where:
for m even.
We have the following:
Proof. Write n = a 0 + a 1 m + . . . + a s m s . The identity (9) implies: (a j + 1)
By Theorem 5.3 we get for any natural number h:
Hence, Proposition 5.1 implies for any t = 1, . . . , s the following congruences are true:
Taking everything together: 
and the result follows.
In the case of the sequence v m we give only a partial result concerning numbers v m (n) mod m 2 for n which have no zeros in their base-m representation.
Proof. The equality (9) implies: The result follows.
The problems with numbers n having at least one digit equals to zero in the base-m representation follow from the fact that for them the formula (9) looks differently than for other numbers.
As a simple corollary from Theorem 6.2 we get a stronger version of Corollary 5.5 for even m and numbers n which have no zeros in base-m representation. Proof. If m is even, then 2m divides m 2 and the result follows from Theorem 6.2.
Problems and conjectures
In this section we want to present some open problems and state some conjectures. We believe that their solutions allow us to better understand congruence properties of recurrence sequences connected with partition functions of the considered types.
The first two problems are strictly connected with the first result of this paper.
Problem 7.1. Is it true that at most one of the conditions from Theorem 2.2 can be satisfied?
Remark. We showed that this is true if L = (1, −1) and d is given by the special formula (5).
Problem 7.2. Can we skip the assumption h ≤ deg K − u + 1 in Theorem 2.2 ?
Remark. The computations from the previous Section and Theorem 5 and related results may suggest that this is possible at least in some special cases.
Alkauskas in his paper gave the following conjecture. In regard to the previous deliberations we can extend this as follows. Observe that if we assumed more, i.e., deg K ≥ 3, we would get much more elements in the set lvl(n, K, h) then in the case deg K = 2 for any numbers h and n ≫ 1. We believe that this is enough to omit values of h divisible by 4. Hence, we state the next conjecture.
Conjecture 7.5. If deg K ≥ 3, then for any h ∈ N there exist infinitely many n such that b T (n) is divisible by h.
Here is another conjecture which is connected with Theorem 2.5. 
