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Zusammenfassung. Rekonﬁgurierbare Analog-Arrays
(FPAAs) sind der Versuch, die Vorteile der aus der digitalen
Welt bekannten FPGAs (Flexibilit¨ at, Entwurfsgeschwindig-
keit) auch f¨ ur analoge Anwendungen verf¨ ugbar zu machen.
Aufgrund der Vielfalt der analogen Schaltungstechnik ist die
Abbildung von vorgegebenen Schaltungskonzepten auf eine
FPAA-Architektur nicht immer einfach l¨ osbar.
Diese Arbeit stellt einen neuen Ansatz f¨ ur die Synthe-
se von Filtern auf einer FPAA-Architektur f¨ ur zeitkontinu-
ierliche Analogﬁlter mittels eines Genetischen Algorithmus
(GA) vor. Anhand eines Matlab-Modells des FPAA, das ei-
ne gute ¨ Ubereinstimmung mit Simulationen des FPAA auf
Transistorebene aufweist, wurde gezeigt, dass eine große
Vielzahl verschiedener Filterstrukturen auf dieser Architek-
tur dargestellt werden kann. Daraufhin wurde ein Gene-
tischer Algorithmus entwickelt, der es erlaubt, aus einer
gegebenen Filterspeziﬁkation Konﬁgurationsdatens¨ atze zu
synthetisieren, die den gew¨ unschten Filter auf die FPAA-
Architektur abbilden.
1 Einleitung
Die Filterung von analogen Signalen stellt auch im Zeital-
ter der zunehmenden Digitalisierung ein wichtiges Anwen-
dungsgebiet f¨ ur Analogschaltungen dar. Die Einsatzgebiete
reichen hierbei von Sensorschnittstellen bis zur drahtlosen
Daten¨ ubertragung. Trotz der großen Verbreitung von digi-
talen Filtern und Signalprozessoren besteht immer noch ein
großer Bedarf an schnellen, zeitkontinuierlichen Analogﬁl-
tern. Anders als bei zeitdiskreten Methoden kann hier auf
hohe ¨ Uberabtastraten verzichtet werden, was h¨ ohere Signal-
bandbreiten erlaubt und den Energieverbrauch senkt.
Rekonﬁgurierbare Hardware-Architekturen sind in der di-
gitalen Schaltungstechnik v.a. in der Form von FPGAs weit
verbreitet. Zu ihren Vorteilen geh¨ oren neben der Flexibilit¨ at
die Geschwindigkeit und schnelle Rekonﬁgurierbarkeit, was
sie vor allem f¨ ur Rapid-Prototyping-Anwendungen pr¨ adesti-
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niert. Seit einiger Zeit bestehen Bestrebungen, diese Vorteile
auch f¨ ur die analoge Schaltungstechnik nutzbar zu machen,
in der Form so genannter Feldprogrammierbarer Analog-
Arrays (FPAAs).
FPAAs unterschieden sich von ihrem Aufbau her in sol-
che, die gr¨ oßte Flexibilit¨ at durch eine Vielzahl von klein-
sten rekonﬁgurierbaren Elementen, meist einzelne Transi-
storen, erreichen und solchen, die wenigere, jedoch spezia-
lisierte Elemente, wie z.B. Operations- oder Transkonduk-
tanzverst¨ arker, als aktive Grundelemente verwenden (Hall
et al., 2005). Die dieser Arbeit zugrundeliegende Architek-
tur geh¨ ort zur letzteren Gruppe, und ist f¨ ur die Instantiierung
zeitkontinuierlicher analoger Filter geeignet.
F¨ ur den Einsatz von FPAAs als rekonﬁgurierbares Fil-
terelement in Rapid-Prototyping-Anwendungen spielt die
Komplexit¨ at der Handhabung eine wichtige Rolle. Es ist
w¨ unschenswert, dem Anwender die M¨ oglichkeit zu geben
in kurzer Zeit und ohne tiefergehendes Wissen ¨ uber die zu-
grundeliegende Theorie einen f¨ ur eine vorliegende Speziﬁ-
kation geeigneten Filter auf dem FPAA zu synthetisieren.
Es besteht zwar die M¨ oglichkeit, Filter-Grundstrukturen vor-
zugeben und diese sp¨ ater nur noch durch deren Kombinati-
on und Parametervariation anzupassen, jedoch wird dies der
Flexibilit¨ at der FPAA-Architektur nicht gerecht. Diese Ar-
beit besch¨ aftigt sich daher mit dem Ansatz, Filterstrukturen
auf einem FPAA aus einer vorgegebenen Speziﬁkation auto-
matisch zu synthetisieren.
2 Hardware-Architektur
Bei der zugrundeliegenden FPAA-Architektur (Becker and
Manoli, 2004) handelt es sich um eine hexagonale Grund-
struktur aus sogenannten Conﬁgurable Analog Blocks
(CABs) als Grundelementen. Abbildung 1 zeigt einen FPAA
mit 7 CABs. F¨ ur gr¨ oßere Arrays kann die Struktur in al-
le Richtungen fortgesetzt werden. Die CABs sind mit den
Ein- und Ausg¨ angen sowie untereinander durch digital pro-
grammierbare Transkonduktanzverst¨ arker (Gm-Zellen) ver-
bunden. Diese stellen zusammen mit der parasit¨ aren Ka-
pazit¨ at am zentralen Knoten einer CAB die Grundelemen-
te zum Aufbau von Filterstrukturen in Gm-C Technik dar.
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Abb. 1. Schematische Ansicht des FPAA mit 7 CABs.
Durch die hexagonale Form ist es m¨ oglich, sowohl lineare
Gm-C-Filterstrukturen als auch solche mit Feedback gerader
oder ungerader Ordnung auf dem FPAA zu instantiieren.
Die Verst¨ arkung der Gm-Zellen l¨ asst sich in 13 diskre-
ten Schritten von −6 bis +6gm einstellen, wobei gm die
Einheitsverst¨ arkung bezeichnet. Die Einstellung 0 entspricht
dem Ausschalten der Gm-Zelle. Da jede CAB mit ihren
Nachbarn bidirektional ¨ uber solche Zellen verbunden ist, ist
kein separates Routing-Netzwerk n¨ otig, um die Signale von
CAB zu CAB zu leiten. Zur genaueren Charakterisierung der
Gm-Zelle sei auf (Henrici et al., 2007) verwiesen.
3 Modellierung
Um verschiedene Ans¨ atze zur Filtersynthese auf der vorge-
stellten FPAA-Architektur efﬁzient untersuchen zu k¨ onnen,
wurde zun¨ achst ein Matlab-Modell des FPAA erstellt. Da
zum Zeitpunkt dieses Teils der Arbeit noch kein Prototyp des
Chips verf¨ ugbar war, wurde das Modell zun¨ achst anhand von
Daten aus einer Simulation des Chips auf Transistor-Ebene
veriﬁziert.
Ausgehend von der idealen Beschreibung der Gm-C Kom-
bination als Integrator mit vorgeschaltetem Verst¨ arker wurde
eine Matlab-Modell des elementaren Filterelements erstellt.
Dieses wurde um die wichtigsten nichtidealen Effekte, in
Form des parasit¨ aren Pols und des Eingangs- und Ausgangs-
widerstands der Gm-Zelle erg¨ anzt. Die Ein- und Ausgangs-
widerst¨ ande sind zudem von der eingestellten Verst¨ arkung
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Abb. 2. Vergleich zwischen Matlab-Modell und Cadence-
Simulation anhand verschiedener Bandp¨ asse 4. Ordnung.
abh¨ angig. Als weiterer nichtidealer Effekt wurde der para-
sit¨ are Pol der Gm-Zelle bei der Frequenz ω2 ber¨ ucksichtigt.
T(s)Gm = n · Gm ·
1
s
ω2 + 1
(1)
T(s)CL||rout =
1
s · CL + n
rout
(2)
Wird die Gm-Zelle eingebettet in der Struktur des FPAA
betrachtet, m¨ ussen die Ausgangswiderst¨ ande aller mit dem
Knoten verbundenen Gm-Zellen ber¨ ucksichtigt werden: Dies
geschieht durch den Faktor 6n0, der die Summe der Parame-
ter n aller mit diesem Knoten verbundenen Gm-Zellen dar-
stellt.
T(s) = n · Gm ·
1
s
ω2 + 1
·
1
s · CL + 6n0
rout
(3)
Das Modell f¨ ur eine gegebene Filterkonﬁguration kann
nun in Matlab programmatisch aufgebaut werden, indem die
elementaren ¨ Ubertragungsfunktion f¨ ur Gm-Zelle und Kapa-
zit¨ at der Konﬁguration entsprechend erzeugt und miteinan-
der zur Gesamtstruktur verbunden werden. Man erh¨ alt so ein
LTI-Modell des FPAAs f¨ ur diese speziﬁsche Konﬁguration,
ausdemsichdas ¨ Ubertragungsverhaltenzwischenbeliebigen
Ein- und Ausg¨ angen extrahieren l¨ aßt. Die ben¨ otigte Rechen-
zeit zum Erzeugen des Modells liegt dabei im Bereich von ei-
nigen Sekunden, w¨ ahrend die Simulation des Frequenzgangs
auf Transistorebene mehrere Stunden in Anspruch nimmt.
Abbildung 2 zeigt die gute ¨ Ubereinstimmung des Matlab-
Modells mit der Simulation auf Transistorebene anhand ei-
nes Bandpasses 4ter Ordnung.
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4 Filtersynthese mit einem Genetischen Algorithmus
Die klassische Herangehensweise zur Filtersynthese sieht
zun¨ achst die Auswahl einer geeigneten Filterfunktion und
deren Parameter aus Tabellen, und in einem weiteren
Schritt die Realisierung der ausgew¨ ahlten Funktion in der
gew¨ unschten Technologie vor. Probleme ergeben sich da-
bei vor allem durch zwei Effekte: Zum einen k¨ onnen die
Filterparameter aufgrund der diskreten Abstufung der Gm-
Zellen-Parameter nicht immer exakt getroffen werden. Zum
Anderen m¨ usste, um die Funktion des instantiierten Filters
genau vorherzusagen, der Pol der Gm-Zelle bei der Model-
lierung mit ber¨ ucksichtigt werden, da dieser abh¨ angig von
der Filterfunktion einen mehr oder weniger großen Einﬂuß
auf die Gesamt¨ ubertragungsfunktion hat. Dies w¨ urde jedoch
die Ordnung des Systems extrem erh¨ ohen und eine direk-
te Abbildung von bekannten Filtern erschweren, da kein
nicht-integrierendes Grundelement mehr zur Verf¨ ugung ste-
hen w¨ urde.
Der hier vorgestellte Ansatz unterscheidet sich darin, daß
er nicht von der theoretisch besten Filterfunktion ausgeht,
und dann versucht diese so gut es geht auf die bestehende
Architektur abzubilden. Statdessen wird versucht, in einem
iterativen Optimierungsprozess den FPAA so zu konﬁgurie-
ren, daß er die Speziﬁkation unter Ber¨ ucksichtigung aller zur
Verf¨ ugung stehenden M¨ oglichkeiten m¨ oglichst gut erf¨ ullt.
Die Synthese eines Filters anhand einer gegebenen Spe-
ziﬁkation kann als Optimierungsproblem betrachtet wer-
den, wenn man bedenkt, daß die Funktion einer instanti-
ierten Filterstruktur durch die FPAA-Konﬁguration vorge-
geben ist, die als Matrix von 49 Werten aus dem Bereich
−6 bis +6 vorliegt, welche die Einstellung jeder Gm-Zelle
auf dem FPAA festlegt. Durch Messung oder Berechnung
der ¨ Ubertragungscharakteristik des Filters und den Vergleich
mit der Speziﬁkation l¨ asst sich jeder Konﬁguration ein Wert
E zuordnen, der den Fehler gegen¨ uber der Speziﬁkation be-
schreibt. Das Optimierungsproblem besteht somit darin, eine
FPAA-Konﬁguration C zu ﬁnden, f¨ ur die der Fehler E mini-
mal wird.
C =





n11 n12 ... n1j
n21 n22 ... n2j
. . .
. . .
...
. . .
ni1 ni2 ... nij





;
CAB: i = 1,2,...,7
Gm: j = 1,2,...,7
n ∈ {−6,...,+6}
(4)
Genetische Algorithmen (GAs) fallen in die Kategorie der
Globalen Such- oder Optimierungsalgorithmen. Sie werden
meist f¨ ur Probleme eingesetzt, f¨ ur die andere Optimierungs-
verfahren keine guten L¨ osungen ﬁnden. Einfachere, gradi-
entenbasierte Verfahren liefern z.B. keine guten Ergebnisse,
wenn der abzusuchende Parameterraum sehr groß und nicht-
linear ist. GAs zeichnen sich dadurch aus, daß sie vergleichs-
weise robust gegen¨ uber lokalen Maxima im Suchraum sind
und außerdem keinerlei Eigenschaften der zu Optimierenden
Funktion wie z.B. Differenzierbarkeit oder Stetigkeit voraus-
setzen.
Grundlage der Optimierung ist die FPAA-Konﬁguration,
im GA-Jargon auch als ”Individuum“ bezeichnet. Durch die
Evaluation der ¨ Ubertragungsfunktion, die die von einer Kon-
ﬁguration dargestellte Struktur auf dem FPAA besitzt, kann
ihr ein Fehler zugeordnet werden. Das Inverse des Fehlers
wird auch als Fitnesswert F bezeichnet. Da die Optimierung
ausschließlich anhand dieses Wertes erfolgt, m¨ ussen sich al-
le Eigenschaften des Zielﬁlters, wie Stabilit¨ at und m¨ oglichst
geringer Platzbedarf, in der Berechnung dieses Wertes wie-
derﬁnden. Dies geschieht durch eine gewichtete Summe, die
den quadratischen Fehler, gemittelt ¨ uber ns Samples, der Ab-
weichung im Frequenzverhalten zwischen Speziﬁkation S
und der betrachteten Konﬁguration K , die Anzahl aller akti-
ven Gm-Zellen nGm und die Anzahl der Pole auf oder rechts
der imagin¨ aren Achse np, enth¨ alt. Die Gewichtungsfaktoren
kx m¨ ussen problemspeziﬁsch angepasst werden.
E =
1
F
= ka ·
1
ns
ns X
i=1
(Si − Ki)2 + kn · nGm + kp · np (5)
Der Genetische Algorithmus l¨ auft wie folgt ab: Zun¨ achst
wird eine zuf¨ allig generierte Startpopulation der Gr¨ oße p
erzeugt. Die Individuen dieser Population entsprechen Fil-
terkonﬁgurationen des FPAA bzw. Punkte im L¨ osungsraum.
Sodann wird ein iterativer Prozess durchlaufen:
while Abbruchkriterium nicht erf¨ ullt do
Kopiere die n besten Individuen aus der alten in die
neue Population;
while neue Population < alte Population do
Selektiere 2 Individuen aus alter Population;
if rand()<rxover then
F¨ uhre Cross-over durch;
end
if rand()<rmut then
F¨ uhre Mutation durch;
end
Addiere Individuen zu neuer Population;
end
Berechne Fitness aller Individuen;
Ersetze alte durch neue Population;
end
Abbruchkriterium ist in der Regel das Erreichen einer
festgelegten Anzahl von Iterationen oder das Erreichen ei-
ner bestimmten Fitness. In jeder Iteration wird die Popula-
tion durch eine neue Population gleicher Gr¨ oße ersetzt, die
zum Großteil durch Selektion und Rekombination der bereits
bestehenden gebildet wird. Dabei kommen 3 Mechanismen
zum Einsatz: ”Elitismus“, d.h. die besten n Individuen wer-
den unver¨ andert ¨ ubernommen. Dies ist notwendig, damit die
aktuell beste L¨ osung niemals verlorengeht. Die neue Popu-
lation wird dadurch erzeugt, indem wiederholt jeweils 2 In-
dividuen aus der alten Population Selektiert, und mit einer
Wahrscheinlichkeit rxover rekombiniert werden.
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Abb. 3. Synthese von Filtern f¨ ur eine Bandpass-Speziﬁkation.
Tabelle 1. GA-Parameter.
Name Wert
p 100
t 2
rmut 5%
rxover 50%
ka 100
kn 0.1
kp 105
Abbruchkriterium 25 Generationen ohne Verbesserung
Die Selektion ﬁndet nach einem Mechanismus statt, der
Individuen mit h¨ oherem Fitnesswert in der Regel bevorzugt,
jedoch auch schw¨ acheren Individuen die Chance gibt, selek-
tiert zu werden. Hier hat sich die sogenannte ”Tournament-
Selection“ alsvorteilhafterwiesen,beider2malt Individuen
zuf¨ allig ausgew¨ ahlt und jedes mal das Beste selektiert wird.
Bei der Rekombination ﬁndet ein Austausch von Informa-
tionen der Individuen statt, d.h. es werden zusammenh¨ angen-
de Bl¨ ocke der FPAA-Konﬁguration zwischen den beiden In-
dividuen ausgetauscht. Zus¨ atzlich dazu wird eine Mutati-
on durchgef¨ uhrt, was einer zuf¨ alligen Variation der Parame-
ter jedes der beiden Individuen mit einer Wahrscheinlichkeit
rmut entspricht.
Der Algorithmus sucht also den Suchraum parallel an p
Punkten ab. Die Lage bzw die Bewegung dieser Punkte folgt
dabei nicht der lokalen Steigung, wie bei gradientenbasierten
Verfahren, sondern setzt sich aus zwei Anteilen zusammen:
Zum einen gehen neue Punkte aus der Rekombination der
Parameter der besten vorhandenen Punkte hervor. Zum an-
deren werden durch die Mutation bestehende Punkte in Ihrer
Lage zuf¨ allig variiert. Diese Kombination l¨ aßt den GA bei
geeigneter Wahl seiner Parameter sehr robust gegen lokale
Maxima werden. Der Algorithmus konvergiert, da die Selek-
tion Individuen mit h¨ oherer Fitness bevorzugt.
5 Ergebnisse
DerimvorherigenAbschnittbeschriebeneGAwurdeinMat-
lab implementiert, wobei die Fitnessberechung anhand des
Matlab-Modells des FPAA stattﬁndet. Die Parameter des GA
wurden empirisch ermittelt und sind in Tabelle 1 zusammen-
gefasst.
5.1 Filtersynthese
Im folgenden wurde die Eignung des GA untersucht, Filter-
strukturen gem¨ aß verschiedener vorgegebener Speziﬁkatio-
nen zu synthetisieren. Abbildung 3 zeigt auf der linken Seite
eine Bandpass-Speziﬁkation (als rote Linien dargestellt) und
die Frequenzg¨ ange der L¨ osungen aus 4 Durchl¨ aufen des GA.
Auf der rechten Seite ist die Struktur der zwei besten L¨ osun-
gen dargestellt. Die mit ”C n“ markierten Bl¨ ocke stellen die
CABs dar. Die Transkonduktoren (dreieckige Elemente) sind
mit ihrer Einstellung markiert. Zur besseren ¨ Ubersicht sind
die Elemente linear von Eingang zum Ausgang angeordnet,
und nicht entsprechend ihrer Lage auf dem FPAA.
Alle gefundenen L¨ osungen liegen innerhalb der durch die
Speziﬁkation vorgegebenen Grenzen und ben¨ otigen exakt 4
CABs auf dem FPAA, es handelt sich also um Filter 4ter
Ordnung. Die Anzahl der aktiven Elemente (eingeschaltete
Gm-Zellen) variiert jedoch. In beiden F¨ allen ist die charak-
teristische Gyrator-Struktur zu erkennen (C 6 bzw. C 4 im
R¨ uckkopplungspfad mit Vorzeichenwechsel des Signals), die
ein Induktives Element simuliert.
5.2 Ausgleichen von Temperatureinﬂ¨ ussen
Außer zur Filtersynthese kann der GA auch dazu einge-
setzt werden, vorhandene Filter zu optimieren, bzw. externe
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Abb. 4. Ausgleichen eines simulierten Temperaturdrifts.
Einﬂ¨ usse, zum Beispiel Temperaturschwankungen, auszu-
gleichen. Daf¨ ur wird die Speziﬁkation so angepasst, daß sie
genauaufdenbereitsinstantiiertenFilterzutrifft.Anstatthier
einen komplett neuen Filter zu synthetisieren, empﬁehlt es
sich bei der Optimierung von der urspr¨ unglichen Filterstruk-
tur auszugehen. Daher wird die Population zu Beginn des
GA nicht zuf¨ allig, sondern mit sondern mit Kopien der Re-
ferenzstruktur initialisiert (dies Entspricht einer Optimierung
mit Wahl der Startposition).
Der gegen¨ uber der Temperatur empﬁndlichste Parameter
ist das Gm der Gm-Zelle, f¨ ur das gilt:
Gm ≈
p
2β ISS (6)
ISS ist ein konstanter Bias-Strom, der wiederum von β0
und VT abh¨ angt. Der Einﬂuß der Temperatur auf diese Para-
meter wurde durch folgende N¨ aherung modelliert:
µ = µ0

300K
T
3
2
; VT = VT0 − 1mV(T − 300K) (7)
Die Simulationen wurden mit dem FPAA-Modell durch-
gef¨ uhrt, das um die beschriebenen Temperatur-Effekte
erg¨ anzt wurde. Als Ausgangspunkt diente ein Bandpass 4ter
Ordnung. Abbildung 4 zeigt auf der linken Seite die ¨ Ubertra-
gungskennlinie des Referenzﬁlters bei 300K, und die sich
durch eine ¨ Anderung der Temperatur um ±20K ergeben-
de Verschiebung als durchgezogene Linien. Die Optimie-
rung wurde unter den gleichen simulierten Temperaturbedin-
gungen durchgef¨ uhrt. In beiden F¨ allen gelang es, mit dem
GA den Filter so umzustrukturieren, daß die urspr¨ ungliche
¨ Ubertragungskennlinie bis auf kleine Abweichungen wie-
derhergestellt wird (gepunktete Linien). In den gefundenen
L¨ osungen (rechte Seite) ist die Struktur des Ursprungsﬁlters
(blau dargestellt) jeweils gut zu erkennen. Die Anpassung
wurde in beiden F¨ allen durch einer Kombination von Para-
metervariationen und Hinzuf¨ ugen einzelner R¨ uckkopplungs-
pfade erreicht.
6 Zusammenfassung
Es wurde eine neuer Ansatz f¨ ur die Synthese von analo-
gen Filtern auf einer FPAA-Architektur durch einen Geneti-
schen Algorithmusvorgestellt. Der Ansatzunterscheidet sich
von der klassischen Filtersynthese dadurch, daß der Raum
der m¨ oglichen Filter direkt durch ein heuristisches Verfahren
nach L¨ osungen durchsucht wird, die eine gute ¨ Ubereinstim-
mung mit der Speziﬁkation aufweisen. Es wurde gezeigt, daß
sich dieses Verfahren sowohl f¨ ur die Synthese als auch Op-
timierung von Filtern eignet. Gegenstand der gegenw¨ artigen
Forschung ist die Wiederholung der Experimente mit einem
Prototypen der FPAA-Hardware.
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