Abstract. The paper deals with sampling of σ-bandlimited functions in R m with Clifford-valued, where bandlimitedness means that the spectrum is contained in the ball B(0, σ) that is centered at the origin and has radius σ. By comparing with the general setting, what is new in the sampling is using the explicit Bochner-type relations involving spherical harmonics and monogenics in the Clifford algebra setting. Convergence of the sampling formulas in the L 2 sense and in the uniform and absolute pointwise sense are studied.
Introduction
The Bessel function of arbitrary complex order ν is defined by ([16] Bessel's equation arises when finding separable solutions to Laplace's equation and the Helmholtz equation in cylindrical or spherical coordinates, and Bessel functions are therefore especially important for many problems of wave propagation, static potentials, and so on. For cylindrical problems, one obtains Bessel functions of integer order ν = n; for spherical problems, one obtains half integer orders ν = n + 1 2 , including electromagnetic waves in a cylindrical waveguide; heat conduction in a cylindrical object and modes of vibration of a thin circular (or annular) membrane. Bessel functions also have useful properties for other problems, such as signal processing (e.g., Frequency modulation synthesis and Kaiser window), see [16] and [2] .
The function J ν (z) has a countably infinite number of positive real zeros, and a finite number of conjugate complex zeros. Moreover, all the zeros are simple, except possibly the zero at the point z = 0 ([14] 5.13 Theorem 2) . Denote these real zeros in the ascending order 0 < u To treat a bandlimited function (see Definition 1.1) we will encounter a positive number σ as, or larger than the spectrum radius. Throughout the following discussion we will deal with an arbitrary but fixed positive parameter σ. To simplify the notation, we let 
where Re ν > −1, δ j,k is the Kronecker delta ( [14] 5.14 (5.14.4), (5.14.6)).
If F is square-integrable with respect to the weight sds on (0, σ), then F has a Bessel series expansion of order ν on the interval (0, σ) given by 4) where A j can be determined by the orthogonality property of J ν in (1.3)
The number A j is called the jth Bessel coefficient of the function F ([14] 5.14 (5.14.1), (5.14.7)).
Parseval's identity for Bessel series (1.4) reads
The inverse Fourier transform is formally defined by
We now define a class of functions in terms of their Fourier transforms.
and supp f ⊂ B(0, σ) (the ball in R m centered at 0 with radius σ), then f is called a bandlimited function with bandwidth σ.
The paper is organized as follows. In the second section we review the general sampling theory. In section 3 by using the decomposition of square integrable functions into spherical harmonics, we formulate a corresponding sampling theorem. In section 4 we establish the sampling result in relation to homogeneous left-monogenic functions.
The symbols Z and N denote the sets of the integers and the natural numbers, respectively.
The General Theory of Sampling Theorems
We will be working with the weighted L 2 space L 2 (I, ρ) (I ⊂ R and ρ(s) ≥ 0 a.e. in I). The inner product is given by
The norm of F with respect to the weighted Lebesgue measure is
In the rest of the note we will fix the weight function ρ(s) = s.
Our question of sampling and reconstruction can be stated as follows: For a set R of functions on a domain Ω, can we identify a discrete set {r j } ∈ Ω such that every f ∈ R is uniquely determined by its values on {r j }? If such a discrete set {r j } exists, we, specifically, expect to have a sampling formula of the form
valid for all functions f in R where S j are some known functions, and the convergence is in a certain norm or point-wise sense.
Sampling in Bessel functions fits into the following frame work but with some variations.
Assume that we have an integral kernel K(·, r) ∈ L 2 (I, ρ), and there exists a sequence
Now define on L 2 (I, ρ) the linear integral transformation with the kernel
The integral transformation (2.2) is well defined because F and K(·, r) both are assumed to be in
is a basis the transformation is one to one.
Next we expand the function K(s, r) into
where
The inner product is one associated with the Hilbert space L 2 (I, ρ). Substituting (2.3) into (2.2) and interchanging the order of summation and integration due to the L 2 -convergence, we obtain
Recalling the relation φ j (s) = 
This holds in the point-wise convergence sense for all functions f in the range of the integral transformation (2.2), viz.
To study uniform convergence, we first have
aj S j (r). In the expansion
the coefficients
The Plancherel identity gives
So, if N is large enough, then the tail 
then the point-wise convergence in (2.5) is strengthened to becomes uniform and absolute in B.
Note that the condition
Now we establish L 2 convergence of (2.5). Based on the injective mapping (2.2) we may equip a Hilbert space structure onto the set R by letting f H = F , where H denotes the formulated Hilbert space. The convergence of (2.5) then may be seen to be also in the norm · H . In fact, due to the polarization identity, the transformation (2.2) under the defined norm induces an isometrical isomorphism from H to L 2 (I, ρ). Under the isomorphism orthonormal bases in L 2 (I, ρ) are mapped to orthonormal bases in H.
is an orthonormal basis in H. This concludes that the convergence of (2.5) is in the norm · H sense.
For more comprehensive explanations of this general sampling theory, the reader may refer to [5] , [6] , [9] , [12] and [13] .The underlying idea of the procedure is borrowed from Hardy [11] who first noticed that sampling formula (2.1) is an orthogonal expansion.
Sampling in relation to decomposition into spherical harmonics
The work will be based on the direct sum decomposition 
and f be bandlimited with bandwidth σ. Then for all x ∈ R m we have
where 
This corresponds to the integral transformation (2.2) with
Recalling (1.3), the set of functions
Next expand K(s, r) into (2.3) with φ j (s) given in (3.5), as Bessel series expansion of order c = m−2 2 , we have
Using special function formula (see [1] , 11.3.29), for order c we have
Hence the corresponding coefficients in (2.3) are
Substituting (3.6) into (3.4), we have
where interchanging the order of summation and integration is due to the L 2 -convergence. Using (3.4),
This, together with (3.8), gives (3.2).
Now we study uniform convergence. To this end, based on the general theory, it is sufficient to estimate
using the modified expressions in ( [3] p.102), for Re ν > −1, we have
The estimate of the bounds of (3.10) for the cases m > 3 is based on the following asymptotic results. For the Bessel functions of order Re ν > 0 there holds
while for large arguments r >> 1, Now we show the L 2 -norm convergence of (3.2). Based on the general theory, by comparing (3.4) with (2.2), it is sufficient to prove that the norm · H of f 0 defined through the relation
. This is to show that, for a constant c, we have f L 2 (R n ) = c F . But this is just the Plancherel theorem of a radial square-integral function in R m .
This theorem shows that bandlimited radial functions can be constructed completely from the specified sampling. We now turn our attention to bandlimited square integrable functions not necessarily be radial. We begin by first examining the sampling formulas for functions in functions classes N k , k ≥ 1.
Theorem 3.2. Let k be a fixed non-negative integer and f be of the form
, and f 0 be bandlimited with bandwidth 14) where
is given by (3.3) , λ 
With supp f 0 ⊂ [0, σ] the radial function f 0 can be obtained via the formula
(rs) sds. 
The expansion of the function K(s, r) into the series in φ j (s) is
is given by (3.3). The corresponding coefficient
The proof of the point-wise convergence of (3.14) now follows from the general theory in Section 2. The absolute, uniform and point-wise convergence in R m follows from the relation
(rs)sds, using formula (3.10) (γ = β = rσ and ν = c k ≥ 0), and
This is nothing but an increased dimension to m + 2k. The same reasoning as in the proof of Theorem 3.1 based on the asymptotic formulas gives K(·, r) 2 < M for all r ∈ B = [0, ∞). Hence the series in (3.14) is absolutely and uniformly convergent in the whole space.
To show the L 2 -convergence of (3.14) we only need to point out that the L 2 (R m ) norm of f is a constant multiple of the Hilbert space norm of f 0 given by the relation
We finally remark that the mentioned constant depends only on the space dimension m but not on k. This fact will be used in the proof of Theorem 3.3.
Let {Y
where r = |x|, x = rx and f 
where r = |x|, and f can be reconstructed completely via
are the scaled positive zeros of the Bessel function J c k given by (1.2) 
is given by (3.3) , and the series (3.18 ) is convergent in the Proof. Since f ∈ L 2 (R m ), it follows from (3.1) and the expansion (3.16) that f has the decomposition (3.20) where x = rx , r = |x| and {Y
l=1 is an orthonormal basis of Y k . The convergence is in the L 2 sense.
By taking Fourier transform on both sides of (3.20), we have
Since f is bandlimited with bandwidth σ, for s > σ, (3.21) becomes
Multiplying the both sides by Y
integrating over the unit sphere Σ m−1 term-by-term, and using the orthogonality of the spherical harmonics
are all bandlimited. Using (3.14) in Theorem 3.2, we get
(3.24)
Adding up those terms in k, j, l we obtain (3.18).
The L 2 convergence of (3.18) is based on the L 2 convergence of (3.24) and that of (3.17). The point-wise convergence property of (3.19) follows from the corresponding property of the series discussed in Theorem 3.2.
The theorem asserts that by ignoring an error in the L 2 sense, the principal part (3.19) of the sampling formula (3.18) may be uniformly and absolutely in the point-wise sense approximated by the corresponding interpolation series. A discussion following the idea of (2.6) regarding any reminder of the series is possible but complicated.
Sampling in Relation to Decomposition into Homogeneous Left-Monogenic Functions
In this section we establish the corresponding sampling results in relation to homogeneous left-monogenic functions that refines what are obtained for homogeneous harmonics in the last section. We first introduce basic concepts in relation to leftmonogenic functions in Clifford analysis ( [4] and [10] ).
We will be working with R x S e S , Theorem and Cauchy's formula in this setting ([4] or [7] ). There exists also a Taylor and Laurent series theory for left-monogenic functions. For m = 1 we have R
, the space of complex numbers, where left-and right-monogenic functions both coincide with holomorphic functions. Now we can establish the sampling formula via the decomposition of the spaces of spherical harmonics ( [7] p.162) into the spaces of spherical left-monigenics.
For any k ∈ N, there holds For any f k ∈ N k , k ∈ N, the space invariant under Fourier transformation discussed in Section 3, combining (3.16) and (4.1), we have
where r = |x|, g
We have
where Ω k , k ≥ 0, is the right-Clifford module of finite linear combinations of functions of the form f (r)P (x), where r = |x|, P ∈ M + k and f is a function satisfying The direct sum decomposition
holds in the sense that: the subspaces Ω k are closed and mutually orthogonal, 
For any
where r = |x|, R
In the following, assume the dimension m ≥ 2, we derive the sampling expansion for bandlimited square integrable functions in relation to the decomposition (4.3). where r = |x|. The desired relation (4.5) follows. The L 2 and point-wise convergence properties may be proved by using the same methods as in Theorem 3.2. 2) . Substitute (4.13) into the right hand side of (4.10). We get the desired expansion (4.8). The convergence properties may be proved similarly as in the proof of Theorem 3.3.
