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Microtearing modes and electron temperature gradient modes are two types of micro-
instability that are driven by the electron temperature gradient in magnetised plasmas.
Both have been widely studied and are well known respectively as an electromagnetic
tearing parity mode and an electrostatic twisting parity mode. Microtearing modes, as
the tearing parity one, can cause fine scale reconnection of the magnetic field lines in
the vicinity of rational flux surfaces. This leads to formation of magnetic islands, which
increases the heat and particle flux across the magnetic confinement devices. Microtearing
modes therefore are considered as a candidate for anomalous electron heat transport in
tokamak plasmas.
Gyrokinetic theories are used in modelling the physics drive mechanism and the stability
of micro-scale modes. Early theories for microtearing modes in slab geometry concludes
that the drive mechanism of this mode requires a finite collision frequency; thus it is sta-
bilised at low collision frequencies. However, we find in linear gyrokinetic simulations
that a fine scale tearing parity instability, driven also by the electron temperature gradients,
persists even in the collisionless or electrostatic limit. We demonstrate that this mode has
a much larger radial wavenumber than the binormal one and poses numerical challenges
to resolve in simulations. The mode growth rate is sensitive to electron finite Larmor ra-
dius effects, which are often neglected in previous studies. We develop two linear analytic
gyrokinetic models to identify that this collisionless tearing parity mode is consistent with
a higher harmonic of the electron temperature gradient mode, which becomes more un-
stable than the conventional twisting eigenmode under the parameter range in this thesis.
When including electromagnetic fields, this mode is capable of forming magnetic islands
even in the absence of collisions.
Our study provides an example that tearing parity micro-instabilities can arise from vari-
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Fusion is the process in which two or more nuclei combine into heavier nuclei and
byproduct particles. The total nuclear binding energy1 of the reactants and products usu-
ally changes. This results in the release or absorption of energy as well as the change
of total mass. Figure (1.1) reproduced from [1] shows the average binding energy per
Figure 1.1: The nuclear binding energy chart. The isotope notations in this graph H1, H2
and H3 stand for hydrogen (1H), deuterium (2D) and tritium (3T). Separated
by iron (Fe56 in graph), nuclei on the left side of the curve release energy
through fusion reactions while nuclei on the right side release energy through
fission reactions. Graph reproduced from [1].
1Nuclear binding energy is the minimum required energy to disassemble or form a nucleus into or from
its nucleons.
1
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nucleon as a function of the number of nucleons in nucleus. For the elements which are
lighter than iron (56Fe), the fusion process will release energy. In nature, fusion of light
elements, especially by hydrogen (1H) and deuterium (2D), is the process that powers the
stars. More commonly, the most preferred2 fusion reactions include the following.
2D + 3T −→ 4He + 1n +17.6 MeV (1.1)







2D + 3He −→ 4He + 1H +18.3 MeV (1.3)
In general, controlled fusion research aims to find a solution to generate energy from
fusion reactions in a safe, controlled and self-sustaining way here on Earth, so that it can
be used as an energy source for our human society.
1.1 Demands for fusion energy
Most of the world energy consumption today comes directly or indirectly from the sun,
the nearest star to the earth. Solar cells and thermal panels are direct ways of using
solar energy. Fossil fuel, wind turbine and hydroelectricity are indirect ways. Fossil fuel,
including coal, crude oil plus their petroleum products, and natural gas, is a chemical
storage of the historical solar energy over the millions of years; both wind and hydropower
rely on atmospheric circulation, which is also driven by the solar heat. Other substantial
energy sources include nuclear fission, geothermal and biomass. Figure (1.2) reproduced
from [3] shows the total supply of energy in the world from 1990 to 2016. The demand
of energy is increasing and fossil fuel constitutes over 80% to the total supply.
These energy sources have downsides. Fossil fuel has limited reserves. Studies [4, 5, 6]
predict the significant risk for oil supplies to be depleted in about twenty years and for gas
and coal in about a hundred years. Meanwhile, burning fossil fuel releases carbon dioxide,
which is well known as one of the greenhouse gases. Since the Industrial Revolution, the
rapid growth of population and economy has produced billions of tons of carbon dioxide
as well as other greenhouse gases into the atmosphere. Studies [7, 8, 9] have shown that
the increasing amount of greenhouse gases in the atmosphere caused by human activities,
typically carbon dioxide as a primary example, have strong and irreplaceable contribu-
tions to the global temperature rising over the last hundred years. Figure (1.3) shows the
2This means that these reactions have a higher cross section than others. Reaction (1.2) has two ap-
proaches with approximately equal possibilities. Details will be discussed in Section 1.2.1. The stellar
1H-1H reaction is not listed here because of its small cross section [2].
2
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Figure 1.2: The world total energy supply by source from 1990 to 2016. The colours
of each category represent the source of the supply, in which coal, oil and
natural gas are components of fossil fuel. The nuclear category in this graph
represents only the fission energy supply. Figure reproduced from [3].
correlation between carbon emission from fossil fuel and global temperature since 1880
[10, 11]. Further increase of global temperature will result in serious climate and ecolo-
gical crises [12, 13]; therefore we need to replace the use of fossil fuel with other energy
resources. However, renewable energy sources, including solar, wind, hydro and geo-
thermal energy, strongly depend on geographic localisation and are distributed unevenly
in space and time. Long-distance ultrahigh voltage electricity transmission and advanced
energy storage techniques can partially overcome this problem but not completely. Nuc-
lear fission energy does not have site limitation in theory, but maintaining the safety of
fission reactors and processing the radioactive waste are a challenge. Overall, we need to
look for a better energy resource.
Compared with the above energy resources, fusion has many advantages. The fuels for
fusion reactors (deuterium, tritium and helium-3) can be obtained directly or indirectly
from seawater and brine3, which is globally abundant and transportable; the reaction does
not produce greenhouse gases nor large amounts of long-lived radioactive waste4, there-
3In the reactants of reactions (1.1) to (1.3), only deuterium can be considered as abundant on earth: it
constitutes about 0.0115% among isotopes of hydrogen thus can be extracted from seawater without much
difficulty; tritium is not stable with the half-life being only 12.32 years thus it is rare in nature; helium-3 is
plentiful in the solar system (for example, on the moon) but is scarce on earth [14]. However, tritium and
helium-3 can be produced using lithium-6 which is also sufficient in seawater and brine. In fact, the current
design of fusion reactors requires deuterium and lithium as the fuels (see Section 1.2.2).
4The productions of reactions (1.1) to (1.3) do not contain radioactive particles. However, neutrons (1n)
3
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Figure 1.3: The increasing amount of carbon emission from fossil fuel (top) and the
growth of global temperature (bottom) since 1880. In the top graph, the total
amount (black) is the sum of each individual sector (other colours); data ob-
tained from [10]. In the bottom graph, orange and blue curves are global
annual mean temperature anomalies averaged over the surface of land and
open ocean areas with respect to 1951-1980, fitted with five-year Lowess
smoothing; data obtained from [11].
fore fusion reactors are both cleaner and safer; because of the sharp gradient around the
fusion reactants on the binding energy curve in figure (1.1), fusion reactions have a much
higher energy yield per fuel mass than any other energy resources above, and the potential
capacity of fusion energy from available fuel is sufficient to supply our energy demands
in the foreseen future.
With the continuous growth of the world economy, the demands for energy will keep
increasing [15]. To overcome both energy shortage and climate crisis, research towards
realising the potential of fusion energy becomes a must.
can activate other materials when fired into them. Therefore, the materials in the chamber and structures of a
fusion reactor, such as stainless steel, can become damaged and radioactive after a period of operating. How
to upgrade and recycle those related materials is another important research branch in the fusion research
community (see Section 1.2.2).
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1.2 Solutions to controlled fusion confinement
1.2.1 Ignition and self-sustaining conditions
The happening of a fusion reaction requires the reactant nuclei to get close into the nuclear
force range. These positive charged particles overcome the Coulomb repulsion during
the approaching, therefore intuitively one may believe that the particles’ kinetic energy is
required to be comparable to the Coulomb potential barrier. However, quantum tunnelling
effects allow particles to penetrate the barrier without climbing over the barrier peak [16],
so that the fusion reactions actually can occur at a lower impact energy5. This quantum
tunnelling process determines the outcome of the reaction, which leads the fusion reaction
probability to depend on the impact energy. Such a probability is defined as the cross
section σ. Figure (1.4) shows the cross sections for fusion reactions (1.1) to (1.3) as a
function of kinetic energy. 2D-3T fusion generally has the largest cross section compared
to the other reactions at the lower end of the temperature range. This makes it the most
promising approach. The highest cross section value on top 2D-3T curve appears when
the kinetic energy is just above 100 keV.
Figure 1.4: Cross sections for the fusion reactions (1.1) to (1.3) in the laboratory refer-
ence frame. The two dashed lines illustrate the two approaches in reaction
(1.2) while the solid line labelled with 2D-2D (total) is the sum of the two.
Data obtained from [2].
5Figures (1.4) and (1.5) to be presented later actually indicate that the majority of fusion reaction occurs
in the tail of the distribution.
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However, even the peak value of fusion cross section is still very small comparing with
the collision cross section, which is around 10−19∼10−20 m2 for isotopes of hydrogen at
this range of temperature [17]. This around 108 times difference means that ordinary
collisional scattering is the dominant process when reactant nuclei collide. For fusion to
become useful, it requires the energy output to be larger than the ignition input. But each
fusion reaction releases only about 102 times more energy than incident kinetic energy,
taking into account the 108 energy loss in collisions, so it is not possible to gain net
energy by injecting particles into each other. In fact, it requires the reactive species to be
thermalised and confined together for plenty of contact to take place, and that the kinetic
energy of the scattered particles is not wasted. Note that this temperature range is well
above the first ionisation energy (for isotopes of hydrogen it is about 13.6 eV; for isotopes
of helium it is about 24.6 eV [18]), therefore those thermalised particles are in the state of
plasma (see Section 2.1).
The minimum confinement requirement for net energy output can be calculated by bal-
ancing input and output power of a fusion reactor. Considering a unit volume in a 2D-3T
magnetic confinement fusion6 reactor, for instance, the released energy is carried by the
kinetic energies in the products: α particles (4He) and neutrons. Due to the mass dif-
ference of the two, α particles carry about 20% of the produced energy while neutrons
carry the remaining 80%. The α particles have positive charge so will be constrained
in the magnetic field in the reactor and thus heat up the reactants. The neutrons do not
have charge so will transport the energy away from the reactor core to be captured for
electricity production. Let us assume that reactants deuterium and tritium are fully ion-
ised and their densities are both 1
2
n (so that the total plasma density is n). Writing the




n)2〈σv〉Eα. To maintain the thermal energy in this unit volume at the
given temperature7 T , the minimum energy confinement time τE for a reactor running in
steady state is given through the power balance condition
Pα−heating · τE =
1
4
n2〈σv〉EατE > Wthermal = 3nT, (1.4)
in which Wthermal = 3nT considers the contribution to the plasma thermal energy from
6The two types of fusion realisation approaches, magnetic confinement fusion (MCF) and inertial con-
finement fusion (ICF), will be introduced in Section 1.2.2. The minimum confinement requirement example
here is based on the MCF approach, which concerns the relation of particle density and confinement time.
The requirement for ICF approach, on the other hand, is equivalently converted to the relation of size and
density of the fuel pellet because of its different ignition process.
7Unless otherwise specified, temperature T in this thesis means the thermal kinetic energy and is in the
unit of electron-Volts (eV); it converts to the temperature in the unit of Kelvin (K) following T [in eV] =
kBT [in K], where kB = 1.380649 × 10−23 m2 kg s−2 K−1 ≈ 8.617333 × 10−5 eV K−1 is the Boltzmann
constant.
6
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both ions and electrons and 〈σv〉 represents the reactivity (reaction rate averaged over the
velocity distribution). Note that this is the ideal power balance condition, which considers
only α-heating and plasma thermal energy, but does not include the heating that comes
from the “recycled” neutron energy, and does not include any energy loss due to engineer-
ing reality or other related physics processes [19], for example, Bremsstrahlung. In other
words, this ideal condition gives out the lower limit for the confinement requirement in
reality.





The reactivity 〈σv〉 can be calculated as follows. If the species are described by the



















































in which the subscripts D and T represent deuterium and tritium nuclei, respectively, vr =
vD−vT is the relative particle velocity, vc = (mDvD +mTvT) / (mD +mT) is the centre of
mass velocity, µ = (mD +mT) / (mD +mT) is the reduced mass, ε is the impact energy
and σ(ε) is the reaction cross section in figure (1.4).
The Lawson criterion describes a condition on the triple product (n, τE, T ), which reflects
the level of difficulty to operate a controlled fusion facility in engineering. In the form
of equation (1.5), the right hand side of the Lawson criterion is a function of temper-
ature. This means that at a given temperature, for the reaction being self-sustaining, it
requires the product of density and confinement time of the reactant plasma to be large
enough.
Substituting the 2D-3T fusion cross section data from figure (1.4) into equation (1.6)
then equation (1.5), we can plot the reactivity 〈σv〉 and the confinement requirement
nτE as functions of temperature. Figure (1.5) shows the results for reactions (1.1) to
7
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(1.3). The peaks of the reactivity curves appear at lower temperature than that on the
cross section curves because of the velocity distribution. Combining the two graphs, the
optimised temperature for igniting a 2D-3T fusion reactor (in this simple ideal scenario)
Figure 1.5: The fusion reactivity 〈σv〉 (top) and Lawson criterion nτE (bottom) as a func-
tion of temperature T for fusion reactions (1.1) to (1.3). It is unnecessary to
calculate nτE for individual approaches of reaction (1.2).
8
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should be around 30∼60 keV, which converts to 3.5∼7.0× 108 K. If the density of fusion
plasmas reaches 1019∼1020 m−3 (for example, the ITER project design [20]), the minimum
required confinement time will be 101∼102 s. Longer operation time can eventually
output net energy.
1.2.2 Challenges and solutions
The first challenge is how to tackle the high temperature. As the reaction temperature is
extremely high, there is no normal material that can hold the activating fuels for a long
time. Currently there are two main solutions, magnetic confinement fusion (MCF) and
inertial confinement fusion (ICF); whilst some other novel solutions try to combine MCF
and ICF features together, for example magnetised target fusion (MTF) [21].
In MCF, magnetic fields are used to constrain the hot plasma via its electromagnetic
characteristics. The plasma consists of free-moving ions and electrons. These charged
particles are affected by the Lorentz force and can be tethered around the magnetic fields
(see Section 2.1). Therefore, the contact of hot plasma and the inner wall of the re-
actor chamber is limited by magnetic fields and it becomes possible to confine the hot
plasma for a sufficient time. Researchers have been studying different designs of mag-
netic field topology. Many early designs have been proved non-realistic because of the
highly chaotic turbulence and transport events in the plasma (see Section 2.3). The most
promising MCF designs now are the tokamak [22, 23], stellarator [24, 25] and reversed-
field pinch [26, 27]. Generally speaking, these devices all confine plasma in a toroidal
magnetic field geometry, but the different field configurations brings in unique character-
istics and physics challenges [28, 29], for example, how to heat the plasma and how to
generate the required current. This thesis focuses on one type of physics challenge about
the transport issues (micro-instabilities, see Section 2.3.2).
ICF, on the other hand, aims at achieving an ultra high density while conducting the
reaction for a very short time. The reactant fuels in a pellet shape are rapidly compressed
by high energy laser pulses to create the ignition reaction before the fuel disperses apart.
ICF designs include direct drive and indirect drive, in which the former focuses the lasers
directly at the pellet while the latter converts the energy in lasers to X-rays first.
The second challenge is material, which includes structural material designing and fuel
mining. Although the MCF confinement designs reduce the heating load on the surface of
the reactor chamber, the material is still in extreme conditions. Meanwhile, the generated
neutrons in reaction (1.1) or (1.2) can cause degradation of the material structures around
the reactor. Consequences include activation of the material, reduction in the structural
9
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strength or changes in the (super-)conductivity characteristics. The related material study
is also an important part of fusion research community.
Apart from the carrying output energy (positive effect) and causing material degradation
(negative effect), the generated neutrons can also be used to produce tritium or helium-3.
As mentioned in Section 1.1, these two elements are not naturally abundant. One solution
for this is to produce the fuel from lithium-6 (6Li) and lithium-7 (7Li). This process is
called lithium breeding.
6Li + 1n −→ 4He + 3T +4.8 MeV (1.7)
6Li + 1H −→ 4He + 3He +4.0 MeV (1.8)
7Li + 1n −→ 4He + 3He + 1n −2.5 MeV (1.9)
For reactions (1.7) and (1.9), the process can be integrated within a reactor via design of
the lithium wall.
As the proverb says “where there is a will there is a way”, though challenges exist, we
strongly believe that with the efforts from generations of fusion scientist community, the




2.1 Plasma in electromagnetic field
The reactant particles for fusion are thermalised to an energy that is significantly higher
than its ionisation energy, thus the particles unbind into free-moving electrons and ions
(fully ionised). The system is defined as a plasma when the mixture state of these elec-
trons, ions and remaining neutral particles (in a more general sense) features with quasineut-
ral and collective behaviour [30]. Since the plasma consists of charged components, it
interacts with electromagnetic fields. However, the two fundamental characteristics of the
plasma give its ability to shield out distant external electric potentials by redistributing
the ample free-moving charged particles in space. This ability is called Debye shielding.
External magnetic fields cannot be shielded out in the same way, and will provide a way
to confine the plasma. One of the core tasks for MCF research is to find out the special
configuration of magnetic fields to be able to confine plasma to meet the requirement in
equation (1.4).
2.1.1 Charged particle motion
Charge particles experience the Lorentz force in the electromagnetic field. In the most
simple but general case which exhibits finite uniform constant magnetostatic field B and





= q (E + v ×B) . (2.1)
The solution of the particle velocity v for this linear non-homogeneous differential equa-
tion is a superposition of a gyromotion about the magnetic field line and a transverse drift
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Figure 2.1: An example illustration for the single particle motion trajectory in uniform
constant magnetic field B and electric field E. The coordinates are chosen
as such that z axis is parallel to magnetic field while electric field is parallel
to y-z plane. The blue solid spiral is the trajectory for an electron, as an
example; the red dashed curve notates the positions of the guiding centre.
Gyroradius ρL andE×B drift velocity vE×B are labelled in this illustration.
motion across the magnetic field line, as is illustrated in figure (2.1). In the coordinates
which are defined as in the figure, the motion of the particle at time t follows


















in which v⊥ =
√
(vx − Ey/B)2 + v2y =
√
(vx0 − Ey/B)2 + v2y0 where vx0, vy0 and vz0
are initial velocity components along x, y and z axes, respectively; phase θ0 depends
on the initial direction of v⊥. If we define the central point of the gyration as the guiding
centre, then the motion of the particle can be described as the guiding centre’s translational
motion plus the particle’s circular motion around the guiding centre. This guiding centre
description can simplify mathematical equations under certain conditions - the derived
gyrokinetic theory will be introduced in Section 3.3. The radius of the particle’s circular
12
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in which ωc = qB/m is the gyrofrequency. The guiding centre’s perpendicular motion
component is perpendicular to both magnetic field and electric field. This is referred to as





Note that the E × B drift is independent of either perpendicular velocity nor particle’s
charge and mass, therefore ions and electrons drift with the same velocity.
In a more general scenario when the magnetic field is not uniform but has gradient and
curvature, the particle will experience other drifts. Let us consider the layout of a mag-
netostatic field B as is illustrated in figure (2.2) and a homogeneous electrostatic field
E. The magnetic field gradient vector ∇B and the curvature vector (normal vector) Rc
are labelled in the figure. The solution for vx, vy and vz depends on the specific shape
of B and can be very complex. An insight expression uses the guiding centre descrip-
tion and calculates the velocity components parallel to and perpendicular to the magnetic
Figure 2.2: The illustration of a non-uniform magnetostatic field B with gradient and
curvature, and a uniform electrostatic field E. In this figure, b is the unit dir-
ection vector of the magnetic field at the guiding centre position r; ∇B is the
magnitude gradient vector;Rc is the curvature vector; ρL is the particle’s po-
sition with respect to the guiding centre; v‖ and v⊥ are the particle’s velocity
components parallel to and perpendicular to b, respectively. The direction of
v⊥ shown here is for the electrons as an example.
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field. As shown in the figure, the velocity components are v‖ = |v‖| = |v · b| and
v⊥ = |v⊥| = | − (v × b) × b|, where b = B/B is the unit direction vector along the
magnetic field line. A more rigorous, Lagrangian approach [31] to derive the particle’s
motion can be found in Appendix A.1. Here, we present an intuitive picture by looking at






b = −µb, (2.7)
which leads to the potential energy −µ ·B in the magnetic field. The force related to this
is −∇(−µ ·B). Besides, the parallel motion along the curved magnetic field requires a
centripetal force which is given by mv2‖Rc/R
2
c . Note that Rc/R
2
c = (b ·∇)b, therefore




= q (E + v ×B) + ∇ (µ ·B)−mv2‖ (b ·∇) b. (2.8)
When the variation of B is small compared with the Larmor radius, µ is an adiabatic in-










in which E‖ = E · b and ∇‖B = ∇B · b. Compared with the z direction in equation
(2.4), the additional term −µ∇‖B/m indicates that the particle experiences a reflecting
force when moving at the direction of increasing magnetic strength, regardless of whether
positive or negative charge. This force redistributes the particle energy in v‖ and v⊥, and
is called the magnetic mirror force.
Note that the magnetic field does not vary with time. The perpendicular component of








(E + v⊥ ×B)−
µ
m
∇B − v2‖ (b ·∇) b
]
×B. (2.10)
When E and ∇B are small, in a posterior condition that dv‖/ dt  | dv⊥/ dt|, the
solution can be written as v⊥(t) = vc(t)+vD, in which vc(t) is the homogeneous solution
for dv⊥/ dt = (q/m)v⊥ ×B. This gives the gyration motion with ωc and ρL as in the
1An adiabatic variant is a constant of the motion. In the further general case whereB andE vary in both
space and time, slow temporal variation is also required for µ being an adiabatic invariant. Mathematically
that is to say, µ is conserved to leading order of x/ρL and ω/ωc, where x and ω are spatial and temporal
characteristic variation of the field, respectively.
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uniform fields. The quantity vD is the drift velocity, which is given by
q
m
(E ×B + vD ×B ×B)−
µ
m













B × (b ·∇) b
= vE×B + v∇B + vR,
(2.12)
in which the two new drifts are the grad-B drift v∇B and the curvature drift vR. These
two drifts are charge- and mass-dependent.
The equations describing single particle motion give a clear picture of a charged particle’s
behaviour in a given (known) field. However, in a real plasma each ion and electron
contributes to the electromagnetic field; vice versa the field influences each particle’s
motion. The time-varying self-consistent situation makes it difficult to solve the plasma’s
evolution using simple single particle motion method. Considering the large number of
particles in a plasma, a statistical method is to be introduced in the next section.
2.1.2 Kinetic theory and fluid description
Kinetic theory employs the phase-space distribution function fs(r,v, t) for each species
s to describe the system. The macroscopic physics quantities are determined by the en-
semble average of this distribution function. Integrating over the whole velocity domain
gives the number density of one species ns(r, t) =
∫∞
−∞ fs(r,v, t) dv. Furthermore, the





fs(r,v, t) dv dr, where the integral





−∞ vfs(r,v, t) dv. The charged particles’ contribution to the electromagnetic
field can be determined using the overall charge density σ(r, t) and the current density














vfs(r,v, t) dv. (2.14)
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·∇vfs = Cs(fs, fs′), (2.15)
in which Cs(fs, fs′) represents collisions between species s and s′, and we consider no
source term. The collisions between charged particles in a plasma differ from those in
a neutral gas. Due to the long-range Coulomb interaction, the collisions in plasmas are
dominated by small-angle scattering. Taking only binary interactions into account gives
the well-known Fokker-Planck collision operator, though the exact form of it will not be
discussed in this thesis. When Cs = 0 and substituting the Lorentz force from equation
(2.1), equation (2.15) becomes the Vlasov equation
∂fs
∂t
+ v ·∇fs +
qs
ms
(E + v ×B) ·∇vfs = 0. (2.16)
Taking the moments2 of the kinetic equation will give a fluid description for the plasma.








+ v ·∇fs +
qs
ms































∇v × (v ×B) dv
=⇒ ∂ns
∂t
+ ∇ · (nsus) = 0.
(2.17)
The term 1 is zero provided that fs → 0 as v → ∞; the term 2 is zero because of








= ns (E + us ×B)−∇ · Ps, (2.18)
in which Ps = ms
∫∞
−∞(vv−uu)fs dv is the pressure tensor. In an isotropic system, this





2The moment is an integral measure of the shape of a function. In general, the n-th order moment µn
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nsTs if fs is Maxwellian.
Equations (2.17) and (2.18) provide a fluid description. To close the set of equations can
include Maxwell’s equations forE andB, which couple to the charge density and current








in which γ is the heat capacity ratio. This set of equations, also referred to as mag-
netohydrodynamics (MHD) equations, provide a more comprehensive description for the
plasma system than the single particle motion picture. One inference conclusion com-
ing from this fluid description is the diamagnetic drift v∇p. Considering an isotropic
and slowly varying approximation where −i∂/∂t  ωc, taking the cross product of the









The first term is the E ×B drift in equation (2.6). The second term is a new drift caused





Note that this diamagnetic drift is charge-dependent, thus the motion of electrons and ions
leads to a diamagnetic current, which generates a magnetic field that mitigates the external
magnetic field B. Although the diamagnetic drift can be regarded as a combination of
the gyromotion and the magnetic drift, the phenomena of diamagnetic drift cannot be
captured by the single particle motion equations.
In the most simple plasma system where there are two species, ions with qi = +e and
electrons with qe = −e, the equilibrium of the force-balance equation (2.18) gives
j ×B = ∇p, (2.22)


















The first term is the magnetic tension which is caused by the curvature of the field line;
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from the second term we can define the magnetic pressure asB2/2µ0 and a ratio of plasma





This ratio measures the efficiency of a magnetic confinement system [32]. For the plasma
instabilities to be discussed later in this thesis, β also determines the strength of the mag-
netic fluctuations compared to the electrostatic ones (see Section 4.5).
Both MHD equations and kinetic theory can demonstrate that plasma in an electromag-
netic field is not stationary but usually supports waves and instabilities, which is where the
MCF research heavily focuses3. A famous fundamental example can be seen by assuming
a small perturbation in the electron distribution function and electric field
f(r,v, t) = f0(v) + f1(r,v, t), (2.25)
E = E0 +E1, B = 0 (2.26)
Here we drop the subscripts for species and use 0 and 1 to represent the equilibrium part
and fluctuations, respectively. For our present purpose, the ions can be considered as
stationary due to their large mass compared to the electrons. When there is no external











Applying the Poisson’s equation ε0∇ ·E1 = −
∫∞
−∞ f1 dv and employing the x direction
plane wave expression for the perturbation f1 ∼ ei(kx−ωt), we can derive the dispersion

















x/2T is the normalised one-dimensional Maxwellian distri-
bution. This result gives the frequency4 ω of an electron wave that propagates along the
x direction. This wave is called the electron plasma wave or Langmuir wave. It is re-
lated to the electron oscillation in response to the perturbation, which is called the plasma
3However, MHD equations do not describe kinetic effects thus cannot capture micro-instabilities which
are the main focus of this thesis; therefore, kinetic theory is needed for the following chapters.
4Usually the wave frequency is a complex number and its imaginary part identifies the growth rate of
the wave.
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Note that the integral of the dispersion equation (2.28) contains a singularity (resonant)
thus it should be treated carefully. L. Landau was the first to correctly analyse this integral
using contour integration [30, 33]. A rigorous calculation shows that the growth rate of















It reveals a collisionless energy exchange mechanism between wave and resonant particles.
This is called Landau damping. Although in this example the growth rate is negative,
which means that the wave is stable, in later sections we will discuss other examples of
unstable modes and our research focus.
2.2 Magnetic field geometries and coordinates
2.2.1 From magnetic mirror to tokamak
It is well-known that in a magnetic field the plasma spreads faster along the magnetic
field lines than across them; in the parallel direction, the gradient of magnetic strength
puts a force towards the weak field area. This informs the early design of the magnetic
Figure 2.3: An illustration of the magnetic mirror concept (left) and the velocity loss
cone (right). The plasma can be trapped around the central region where the
magnetic strength is weak. However, the particles with a velocity in the loss
cone will not be confined by this field and the leaking from the ends of the
magnetic mirror design is significant.
19
2.2. Magnetic field geometries and coordinates
mirror for confining plasma. Shown in figure (2.3) is the concept of the magnetic mirror
created by a pair of Helmholtz coils. The magnetic field is strong near the coils but has a
minimum in between. Due to the grad-B drift v∇B in equation (2.12), the plasma can be
trapped near the central region. However, this confinement is not perfect. The collisions
and instabilities can cause diffusion across the field line; but more importantly the leaking
at the ends of the magnetic mirror is significant. The leaking portion can be shown using
the adiabatic invariant µ in equation (2.7) and the conservation of kinetic energy mv2/2,
with neglecting electric field. These two conserved quantities give a limitation in the pitch








cannot be trapped by the magnetic mirror. Here Bmax is the maximum magnetic strength
towards the Helmholtz coils andB is the magnetic strength at the particle’s position where
v‖ and v⊥ are measured. This pitch angle range is known as the loss cone in the velocity
space in figure (2.3). Unless Bmax → ∞, all particles will eventually enter the loss cone
due to collisions and leak from the device. Considering the inefficiency of confinement
as well as other instabilities [30], alternative confinement designs are needed.
Over the decades, fusion scientists have explored many other possible magnetic confine-
ment configurations. Though a perfect magnetic trap does not exist, the most optimised
concepts are the tokamak, stellarator and reversed-field pinch. Here we introduce the
tokamak as the closest one to the research focus of this thesis.
The tokamak uses a toroidal magnetic field to eliminate the leaking ends of the magnetic
mirror design. Figure (2.4) reproduced from [34] shows the layout of the magnetic fields
and coils in the tokamaks. The toroidal field coils and central column generate a toroidal
magnetic field that loops along the torus geometry. The Maxwell’s equation ∇×B = 0
in cylindrical coordinates shows that the toroidal magnetic field is inversely proportional
to the radius, so there is a strength gradient radially inwards. Ions and electrons therefore
will drift apart due to the charge dependence in the curvature drift and the grad-B drift
in equation (2.12). This is shown as vR+∇B in figure (2.5). The separation of charges
establishes a vertical electric field which causes E × B drift as the consequence. The
E ×B drift is charge- and mass-independent and will eventually push the plasma off to
the vessel wall and lose the confinement. To resolve this problem, in tokamaks a poloidal
magnetic field Bθ is generated by inducing a plasma current in the toroidal direction
5Pitch angle is defined as the cotangent of the angle between velocity and parallel direction, or the ratio
of parallel velocity component to the perpendicular component.
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Figure 2.4: An illustration of the tokamak magnetic field lines and coils. Central column
and toroidal field coils generate toroidal magnetic field; inner and outer po-
loidal field coils generate plasma current which produce poloidal magnetic
field. The combination results in the helical magnetic field. Figure repro-
duced from [34].
Figure 2.5: A sketch to explain the toroidal and poloidal magnetic fields in a tokamak.
The toroidal magnetic fieldBφ causes the curvature drift and the grad-B drift
vR+∇B which separates charges. This establishes an electric field which
brings in E × B drift vE×B. A poloidal magnetic field Bθ is required to
average the charge separation to zero, and maintain the confinement.
using the solenoid. The resultant helical magnetic field lines loop between outward and
inward, upside and downside of the chamber. This helical magnetic field is axisymmetric,
in which particles will spend approximately same time at the inward side and the outward
side while looping along the field lines. This offsets the charge separation noting the faster
parallel velocity than the perpendicular drift velocity. As the result, plasma is confined
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within the torus area.
As the poloidal magnetic field is important in retaining the confinement, its relative
strength is a key factor related to the “safety” of the control. The safety factor q is defined
as the slope of helical magnetic field with respect to toroidal direction φ and poloidal
















in which R is the major radius (see Section 2.2.2) and ds is the differential poloidal
arc length. In other words, q is the number of times a field line migrates toroidally for
each poloidal rotation. Note that as mentioned before, the tokamak confinement is not
perfect. The instabilities that occur in the tokamaks affect the confinement. Generally
speaking, a higher q value can put a limit on the instabilities therefore can benefit the
stability [32].
In tokamaks, there exists a self-generated toroidal current caused by the diamagnetic drift
and the momentum transfer between trapped particles and passing particles6 [32, 35, 36,
37]. This current is called bootstrap current. It can contribute to a large portion of required
poloidal magnetic field therefore can reduce the external induction expense [35, 38].
2.2.2 Flux surface coordinates
Equation (2.22) indicates that j · ∇p = 0 and B · ∇p = 0, which means that in an
equilibrium both magnetic field lines and current density lie in surfaces of constant pres-
sure. Furthermore, the definition of q implies that q is also a function of the surface where
magnetic field lines lie in, and the magnetic surfaces in a tokamak are nested about the
toroidal axis (known as magnetic axis). In real (3D) machines, toroidal field ripple and
other perturbations may mean that the field is not exactly axisymmetric in the toroidal dir-
ection. Nevertheless, it is convenient to introduce a coordinate that can reveal the insight
of the magnetic geometry.
Considering ∇ ·B = 0 in a cylindrical coordinate system and the symmetry in toroidal
angle, we have


















6Following the helical field lines the magnetic strength varies between inward and outward, whose
magnetic mirror effect traps a fraction of particles into a smaller orbit (known as banana orbit or potato
orbit) - these particles are referred to as trapped particles; particles with a higher parallel velocity component
are not trapped and can move through the toroidal trajectory - these are called passing particles.
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Figure 2.6: A sketch of the tokamak flux surface coordinates {ψ, θ, φ}. Three flux sur-
faces are coloured and the illustration of magnetic field lines on the flux sur-
faces are shown. The major radius R, minor radius r and magnetic axis are
also labelled.
in which R is the radial direction in the cylindrical coordinate7. A poloidal flux function


























As a result, field lines lie in the surfaces of constant ψ, which are defined as flux surfaces.
The plasma pressure and safety factor are therefore both functions of flux surfaces p =
p(ψ), q = q(ψ). And the plasma equilibrium can be solved by a differential equation
for ψ. This equation, which we do not go into details in this thesis, is called the Grad-
Shafranov equation [32, 39, 40]. A sketch of the flux surface coordinates {ψ, θ, φ} is
shown in figure (2.6).
2.2.2.1 Mapping between toroidal and slab geometries
We shall be concerned with short wavelength instabilities in a tokamak plasma, which
are then localised near a flux surface, or even locally to the vicinity of a field line - a
flux tube. Sometimes it is helpful to consider toroidal annulus. Meanwhile, towards the
7The radial direction in the cylindrical coordinate is referred to as the major radius in the torus view;
the radius in poloidal plane is referred to as the minor radius. Here, to avoid confusion we useR for major
radius direction and r for minor radius direction. For a given tokamak device, the minor radius of the edge
of the plasma is customarily noted as a while the major radius to the centre of the plasma is R0. An inverse
aspect ratio is defined as a/R0.
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Figure 2.7: Illustration for mapping between toroidal geometry {ψ, θ, φ} (left) and slab
geometry {x, y, z} (right). An example magnetic field line within θ-φ flux
surface and y-z plane is also shown.
edge of a tokamak where the minor radius is large (ideally r → ∞) and the curvature is
small, a reduced slab geometry can provide a simple approximation of the physics model
when the main drive mechanism does not require curvature effects8. In this thesis, the
instability to be studied is mainly driven by the electron temperature gradient, therefore
we will predominantly use slab geometry.
The relation between the toroidal ring and the slab geometry9 is shown in figure (2.7). The
x direction in slab corresponds to radial direction ψ in toroidal geometry, which is con-
sidered as a thin layer; the y direction maps to poloidal direction θ and is usually treated
with periodic boundaries; the z direction relates to toroidal direction φ. An example mag-
netic field line on θ-φ flux surface is shown in the illustration, which lies in y-z plane in
the corresponding slab.
2.3 Transport and Micro-instabilities
A long plasma confinement time is the key goal in MCF, but it is limited by the diffusive
losses caused by transport across flux surfaces. The confinement time can be estimated by
8Caution that in the complete tokamak model the curvature effects can be important. Some modes or
instabilities can be localised only in the outward region where the curvature vector and the pressure gradient
are parallel (bad curvature region), for example, interchange instability [41] and ballooning modes [42].
9The mapping relation shown here is the most simple and straightforward one. Another common choice
maps the magnetic direction (b) to z direction and the binormal direction (perpendicular to b) to y direction.
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the size of a machine and the transport rate towards the wall. In early theory and practice,
the transport rate is predicted using classical diffusion equations (for example, Fick’s
second law [43]) with the complex modelling of trapped and passing particles, effective
collision frequency, and impurities [30, 32, 44, 45, 46]. These studies are referred to
as neoclassical estimates. However, experiments observe that the actual transport rate is
much higher than the neoclassical estimates, especially for electrons [47, 48, 49]. This
extra transport is called anomalous transport. Studies have revealed that the source of the
anomalous transport is likely related with small scale fluctuations and instabilities driven
by gradients in the plasma [50, 51, 52, 53]. In this thesis, we do not discuss more details
of neoclassical calculations for the transport, but focus on the physics of two types of
micro-instabilities that are driven by the electron temperature gradient.
2.3.1 Temperature gradient modes
Electron temperature gradient (ETG) modes and ion temperature gradient (ITG) modes
are electrostatic instabilities10 driven by electron or ion temperature gradient, respectively.
In toroidal geometry, they occur due to the temperature-dependent drift velocity variation
in the plasma. Figure (2.8) illustrates the fundamental mechanism of these instabilities in
an equivalent slab cross section. In a magnetised plasma where a perpendicular magnetic
drift exists, for example, the grad-B drift11, when a temperature gradient also exists, the
magnetic drift velocity is faster for higher temperature. Along a perturbed contour of the
temperature profile, the drift velocity variation leads to charge separation which creates
the perturbed electric fields as shown in the figure. The electric fields cause E ×B drift
which will modify the original perturbation. If the temperature gradient is parallel to the
magnetic gradient, this ends up in a positive feedback so that the instability grows. On
the contrary, if the direction of gradients are anti-parallel, the perturbation is suppressed.
In tokamaks, these instabilities can happen in the bad curvature region.
The physics of ETG and ITG modes have been widely studied [54, 55, 56, 57, 58, 59, 60].
Usually these instabilities are believed to cause rippling of the equilibrium magnetic flux
surfaces. Measuring along the x direction, on two sides of this flux surface, the parallel
component of the fluctuating magnetic vector potential12 is an odd function, while the
electrostatic potential13 is an even function. Such a parity characteristic is defined as the
10The magnetic fluctuations are not essential for electrostatic instabilities, therefore the modes can exist
at β = 0. Though electromagnetic effects are still important especially at high β.
11In a slab geometry where the grad-B drift does not exist, the mechanism of the temperature gradient
modes is actually more complicated. The parallel flow causes a density variation along the perturbed field
lines, which gives rise to the instability [54]. Analytic calculations are presented in later chapters.
12The magnetic vector potentialA is defined throughB = ∇×A.
13The electrostatic potential φ is defined through E = −∇φ− ∂A/∂t.
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Figure 2.8: Illustration of the mechanism for temperature gradient modes. The cartoon
shows the x-y cross section in the equivalent slab coordinates for toroidal
geometry. The magnetic field is along the z direction. A magnetic strength
gradient ∇B and temperature gradient ∇T is set as parallel to the x dir-
ection. The drift velocity direction is shown as the electron species for an
example. The dash-dotted line is unperturbed temperature contour while the
curled line illustrates for a perturbation of the equilibrium temperature pro-
file.
twisting parity, in which the converse parity characteristic can be seen through the spacial
derivative in the definition of electrostatic potential. Another type of parity, tearing parity,
is to be introduced in the next section. The parity (or parity mixture) of a mode gives a
boundary condition for solving the eigenmode equations for an instability, and leads to
specific physics impacts. Detailed discussions can be found in later chapters.
2.3.2 Microtearing modes
The microtearing mode (MTM), on the contrary, is a tearing parity micro-instability
driven by the electron temperature gradient - the component of magnetic vector potential
parallel to B is an even function about the flux surface while the electrostatic potential
is odd. Note that in tokamak geometry, the safety factor q of this perturbed flux surface
is required to be a rational number, where one field line re-joins with itself and forms an
enclosed period. Such a flux surface is named a rational surface. In rational surfaces, the
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field lines are easier to bend compared with in irrational surfaces [32]. Therefore, in the
vicinity of rational surfaces when a shearing perturbation14 happens, the field lines are
able to reconnect to another field line which forms a magnetic island structure. The mag-
netic island structure is characterised by a set of nested magnetic flux surfaces appearing
in the vicinity of the original rational surface position. This phenomenon is also referred
to as magnetic reconnection. The size of magnetic islands are characterised by toroidal
and poloidal wavenumbers, which are assumed large for MTMs.
Figure (2.9) shows the fundamental mechanism of MTM instability in the slab cross sec-
tion. On the rational surface denoted with a dash-dotted line, a current density jz along
the z direction causes the sheared magnetic field By along ±y directions. With finite
inertia or resistivity, the sheared magnetic field can reconnect into a chain of magnetic
Figure 2.9: Illustration of the mechanism for microtearing modes. The cartoon shows
the x-y cross section in the equivalent slab coordinates for toroidal geometry.
The magnetic field Bz is along the z direction. A current density jz at the
rational surface (the dash-dotted line) causes the sheared magnetic field By
in±y directions. The reconnection of the sheared magnetic field lines form a
chain of magnetic islands in the nearby region. When a temperature gradient
∇T exists, the width of magnetic islands may grow which leads to the growth
of the instability. The labels for O-point and X-point are shown.
14The shearing perturbation means that the perturbation has opposite directions across the perturbed
surface, for example, ±By in figure (2.9).
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islands, which lowers the magnetic energy state [61]. At the point where reconnection
occurs, the flux surface cross into a singularity topology. This crossing place is named
the “X-point”, while the middle place in a magnetic island is named the “O-point”. When
a temperature gradient ∇T exists, a similar mechanism to figure (2.8) can apply to the
magnetic island surfaces, thus the width of magnetic islands may grow. This results in
the growth of the instability. Figure (2.10) reproduced from [62] shows an example of the
existence of MTMs in a tokamak simulation.
Once a magnetic island forms, the inward and outward sides of the island becomes the
same flux surface. This allows an increasing particle and heat transport across the radial
direction and may result in significant energy loss in tokamak plasmas [65]. Although
the rate of the transport can be affected by many reasons and sometimes can be hard to
estimate, MTMs have been studied extensively and are believed to be a candidate for
anomalous electron thermal transport in tokamaks [66, 67, 68], where they can cause loss
of confinement towards the edge pedestal region where the pressure gradient is high and
the rational surfaces are close to each other [64, 69]. In the earliest studies in the simple
slab geometry by R. D. Hazeltine et. al [70], J. F. Drake et. al [61] and N. T. Gladd et.
al [63], the detailed mechanism driven by the electron temperature gradient is shown to
closely rely on the collision process, which is energy-dependent. Their work shows that
MTMs are stable at both low and high collision frequencies, and are unstable at only semi-
collisional conditions. However, recently, many different toroidal gyrokinetic simulations
Figure 2.10: Structure of MTMs in a tokamak simulation. Figure reproduced from [62].
The left figure shows the contour of perturbed magnetic vector potential near
two rational surfaces in the poloidal cross section; the right figure shows the
contour of a typical current layer for the magnetic island crossing the radial
direction.
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Figure 2.11: Comparison of slab and toroidal MTM results in the literature. The left
figure is reproduced from [63] for slab geometry (the layout of the slab geo-
metry will be introduced in figure (3.1)), in which four curves with differ-
ent electron temperature gradients are shown; the right figure is reproduced
from [64] for toroidal geometry, in which the curves have different binor-
mal wavenumbers. Although the two figures are calculated with different
parameters, both show the growth rate as a function of collision frequency.
have found a micro-scale tearing parity instability, which is believed to be a MTM, with
the collision operator that neglects the energy dependence or even in the collisionless limit
[64, 71, 72, 73]. Figure (2.11) shows the growth rate as a function of collision frequency in
slab geometry [63] and toroidal geometry [64]. These toroidal and slab results are at odds
at low collision frequency. Studies [64, 71, 74, 75] have explored a couple of possible
effects of the toroidal geometry but the full drive mechanism is not yet understood. As
modern MCF reactors are designed to operate at higher temperature where the collision
frequency is low, comprehending the drive mechanism for the collisionless MTM is vital
for identifying the impact on transport.
The following sections of this thesis focus on the physics of this collisionless micro-
scale tearing parity mode. In Section 3.4.1 we review the gyrokinetic MTM theory in
[61, 63, 70] in the slab geometry; in Section 4.1.1 we correct some mistakes in [63]; in
Section 4.2.1 we demonstrate the existence of a collisionless MTM in GS2 simulations
even in the slab geometry; in Section 4.3 and Section 4.5 we probe the physics behind
this novel instability; in Chapter 5 we develop analytic models; and in Chapter 6 we





The kinetic theory in Section 2.1.2 is a six dimensional system which in principle can de-
scribe the evolution with various spatial and temporal scales, but on the other hand, it can
be expensive to solve. In many situations where the frequency of the interesting physics
process is much smaller than the rapid gyrofrequency, it is possible to provide a simplified
tractable analysis by averaging over the gyroangle. This approach is called the gyrokinetic
theory. It results in a five dimensional system1 for the gyroaveraged distribution function,
which can be considered as a distribution function of charged rings.
The validation for the time scale separation assumption is important. This is called the
gyrokinetic ordering though the specific form can vary with the physics problems. In the
following sections, we will outline the general key ideas of gyrokinetic theory then apply
the theory to MTMs in slab geometry as one example2; at the end we will introduce the
gyrokinetic simulation codes.
3.1 Guiding centre coordinates
As the gyrokinetic theory exploits the rapid gyromotion feature, it is convenient to choose
the coordinates based on the guiding centre. We recall the illustration shown previously
in figure (2.2) to demonstrate the guiding centre coordinates. The particle’s position is
x = r + ρL = r + b × v⊥/ωc, in which r is the position of the guiding centre and the
positive or negative sign of charge q in ωc is required. The velocity can be composed
as v = v‖ + v⊥ = v‖b + v⊥(e1 sinα − e2 cosα) = v(v‖, v⊥, α), in which α is the
1Under some special circumstances where there is also a fast periodic motion along the magnetic field
lines, a further averaging can be conducted and the system can be reduced to four dimensional [32].
2The discussion in these sections are based from [40, 53, 76, 77, 78, 79].
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gyrophase angle of the gyration, with respect to a set of orthogonal basis {e1, e2} on
the perpendicular plane; the basis vectors {e1, e2, b} are right-handed. Considering the
guiding centre’s drift equation (2.12), it may be more convenient to express the velocity
in a phase space of (ε, µ, α)3, in which ε = v2/2 and µ = v2⊥/2B are kinetic energy per
















From here we drop the subscript s for species. Note that here b includes the fluctuating
































f = 0. (3.2)
3.2 Gyrokinetic ordering
Firstly, we consider −i∂/∂t = ω  ωc and L  ρL, in which ω represents a character-
istic frequency associated with plasma fluctuations and L is the characteristic length of a
physics parameter, for example, for density gradient L−1n = −(∇n)/n = −∇ lnn and for
temperature gradient L−1T = −(∇T )/T = −∇ lnT . Note that the spatial and temporal






∼ δ  1. (3.3)
Secondly, we assume a small perturbation on the physics quantities, for example, the
distribution function f . The linearised expansion up to the first order can be written
as
f = f0 + εf1 +O(ε2), (3.4)
in which f0 is the equilibrium (or slow variation) term, f1 ∼ ei(k·r−ωt) is the perturbation
(or fast variation) term and the long-wavelength corrections to the equilibrium, and ε 1
denotes the order of the perturbation. Note that although the magnitude of perturbations is
small, the gradient of perturbations can be comparable with the gradient in the equilibrium
terms. This allows sharp variation in perturbations. Meanwhile, for plasma instabilities
with wavelengths comparable to gyroradius, it is useful to assume ε ∼ δ [40]4. This
3Note that the dimensions in this expression have changed and the direction of velocity is ambiguous.
Another coordinate variable ι = v‖/|v‖| defining the velocity direction should be introduced if necessary.
4For studying equilibrium, transport processes or other instabilities, a drift-kinetic ordering ε  δ
[40, 53] is more often used.
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can be expressed as ∇f0 ∼ f0/L and ∇f1 ∼ f1/ρL. Using ∇⊥ and ∇‖ to represent
the gradient operator in the perpendicular and parallel directions, we can link the two as













∼ δ  1. (3.5)
We can now evaluate the ordering for each term in equation (3.2) and separate the equa-
tions of each order as














































The leading order equation (3.6) informs us that f0 is independent of α. Gyroaveraging
over the δ1 order eliminates f2 term and gives the non-trivial gyrokinetic equation for
f0. The gyroaveraging operation is represented by 〈. . . 〉 = 12π
∫ 2π
0
. . . dα. Assuming the
perturbation can be separated into gyrophase independent and dependent parts as f1 =






























Note thatE = −∇φ− ∂A/∂t, in which φ is the electric potential andA is the magnetic
vector potential. Expanding the expression around the guiding centre x − ρL and using
∂ρL/∂α = v⊥/ωc give E · v⊥ ∼ −iωc∂(φ − vA)/∂α. Further proceeding with a large

































in which g is the gyroaveraged distribution perturbation and J0(k⊥ρL) and J1(k⊥ρL) are






eix cosα cos(nα) dα, x, α ∈ R and n ∈ N . (3.11)
This is in agreement with equation (2.11.3) in [32].
3.3.1 Finite Larmor radius effects
The Bessel functions in the gyrokinetic equation (3.10) arise from the gyroaveraging.
Usually the fluctuating electromagnetic fields vary around the guiding centre. One com-
mon assumption for the rapid variation of perturbations is in the eikonal form of∝ eik⊥·ρL .
Then the gyrophase averaging gives (see Appendix A.2)









This is named the finite Larmor radius (FLR) effects. Because J0(0) = 1 and J1(0) = 0,
FLR effects are often neglected when ρL is small compared with the field variation scale
length, for example, for electrons.
3.3.2 Nonlinear effects
The ∇g · b ×∇ term on the right hand side of equation (3.10) contains the nonlinear
interactions which can provide quantitative information on amplitude saturation. It is
important for calculating heat or particle transport, though it does not typically affect the
basic physics drive mechanism contained in linear theories. Dropping this term gives
the linear gyrokinetic equation. In this thesis, we focus only on the linear physics. The
nonlinear interaction is to be investigated in the future work.
3.3.3 Collision operator
The gyrokinetic equation (3.10) does not include a collision term. A gyroaveraged col-
lision operator can be implemented to the left hand side of the equation. However, the
explicit gyroaveraged form of the full Fokker-Planck collision operator can be very com-
plicated [32]. In a simple model considering the small pitch angle scattering between
34
Chapter 3. Gyrokinetic theory
electrons and ions5, a good approximation can be obtained with the pitch angle scattering











in which ν is the velocity-dependent collision frequency and ξ = v‖/v. In the simple pitch
angle scattering model, the collision frequency can be estimated as ν ≈ (nq4)/(16πε20m2v3).
The spread of particle speeds v is described via a distribution f(v). However, the col-
lision frequency of a system can be characterised by its value at the thermal velocity
νth = ν(vth), so that ν = νth · (v/vth)−3.
Note that actually this form of Lorentz collision operator does not consider the conserva-
tion of momentum nor the change of gyrophase angle [80, 81, 82]. Typically, these are
higher order corrections, so the expression presented here is widely adopted in analytic
work. Nevertheless, in certain circumstances the deviation cannot be neglected; therefore,
in the full gyrokinetic calculations, a correction term is added to this operator to account
for their effect [82, 83] (see Section 4.4).
3.4 Applications of gyrokinetic theory
3.4.1 MTMs in the slab geometry
We demonstrate the derivation of the linear slab MTM model in [61, 63, 70] from gyrokin-
etic theory as one example of the application. We consider an infinite slab layer of plasma
as illustrated in figure (3.1) in an external magnetic field Bz = B0. A current density jz
is applied along the z direction, which generates a sheared magnetic field By. In this slab
the total magnetic field can be express by B = B0(1z + (x/Ls)1y), in which Ls repres-
ents the magnetic shearing scale length. We consider |By|  |Bz| and x  Ls. Two
species, hydrogen ions and electrons, are included, each carrying one elementary charge
q = ±e. A density gradient ∇n and a temperature gradient ∇T are applied and their
scale lengths are Ln and LT , respectively. The normalised temperature gradient is defined
as η = Ln/LT .
The nature of the MTM arises from the sheared magnetic field coupling with the elec-
trons, so that the parallel field dynamic B‖ and the ion collision are non-essential. Further
assumptions in the linear slab MTM model of [61, 63, 70] include that the grad-B and
5From the centre of mass frame it can be seen that the collisions between the same particle species have
little impact on the system; the interesting physics is associated with collisions between unlike particles
[30].
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curvature perpendicular drift vD for both species is zero; the ion parallel perturbation dy-
namics v‖ ·∇gi is neglected considering the electron parallel streaming is much faster,
which determines the frequency of the mode; the density gradient Ln is the same for both
species; the ion and electron temperatures are equal in the middle of slab, Ti = Te = T ,
but the ion temperature gradient ηi is zero while allowing a finite electron temperature
gradient ηe; and the mode wavenumber in the x direction is smaller than that of the y dir-
ection, kx < ky, which brings the authors’ attention to an elongated mode. Applying the
collisionless gyrokinetic equation (3.10) to ions, dropping the nonlinear term and the par-
allel perturbation term, and assuming the equilibrium distribution function is Maxwellian





















y and ρi is ion gyroradius. A diamagnetic frequency ω∗ can be









Figure 3.1: The illustration for the slab geometry for the MTM derivation. The magnetic
field Bz and By, the current density jz, the density gradient ∇n and the
temperature gradient ∇T are shown in the figure.
6Note the factor “2” in the denominator. In [63] there is a typographical error in defining the diamag-
netic frequency (see Section 4.1.1).
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in which vs represents the thermal velocity of species s. The last ∓ sign is used to de-
note the (ion or electron) direction7 of the frequency, thus ω∗i/ω∗e = −1 holds in this
model.



































































in which Γ0(z) = e−zI0(z) = e−zJ0(iz) with I0(z) being the modified Bessel function.
Here, the integration on A‖ becomes zero due to the odd function with respect to v‖;
equation (6.615) of [84] and equation (9.6.27) of [85] are used in the calculation.
For electrons, considering the Lorentz collision operator (3.15) and ignoring the FLR
effects, the gyrokinetic equation (3.10) becomes[























)]. The Legendre polynomial series
can be adopted to expand ge as ge(x, v, ξ) =
∑∞









, ξ ∈ R and n ∈ N , (3.20)
so that
v‖Pn = vξPn = v







Pn = −n(n+ 1)Pn. (3.22)
7Customarily, the electron direction ω∗e is chosen positive.
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Multiplying equation (3.23) with Pm (m ∈ N ) then applying the orthogonality relation




2/ (2m+ 1) , for m = n,0, for m 6= n (3.24)
give a set of recurrence relations on hm



































































with αm → 1 as m→∞. This continued fraction gives the implicit solution on the series
of hm.
Equations (3.25) and (3.26) give the parallel electric field




ω (ω + iν)α1 − k2‖v2/3
]
vfM (ω − ωT∗e)
h1. (3.29)
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Substituting equation (3.28), the parallel current density








































































































































φ = k‖µ0σ‖E‖, (3.33)
in which β is the plasma beta defined in equation (2.24). Another equation to close this





A‖ = µ0σ‖E‖. (3.34)
In conclusion, equations (3.34), (3.33), (3.31) and (3.28) give the set of eigenmode equa-
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tions for the slab MTM model, with ω being the eigenvalue. These equations agree8 with
equations (2), (3), (7) and (8) summarised in [63]. The spatially localised tearing parity
boundary condition is adopted when calculating the eigenmode equations






3.4.2 Gyrokinetic simulation programmes
Usually a realistic physics system can be too complex to derive or solve the analytic
eigenmode equations. Simplification under certain assumptions can sometimes miss out
important physics factors while its applicability is limited. Although the analytic solutions
are useful for demonstrating the underlying physics mechanism and instability character-
istics, advanced numerical iterative methods are more and more often adopted in research,
especially with the help of the rapidly developing high-performance supercomputers. The
computational simulation approaches can provide assistance in studying experimental
data, exploring possible drive mechanisms and estimating transport impact.
In general, a simulation code should consider the following characteristics of a gyrokin-
etic system and for each characteristic it should provide options to control the physics
accounted in the calculation.
1. Electrostatic or electromagnetic field. This implies the nature of the instability.
2. Adiabatic or kinetic particle species. This indicates the source of the instability.
3. Linear or nonlinear gyrokinetic equations. Linear solution can identify the key
physics while nonlinear coupling between different eigenmodes is important for
quantitative transport calculation.
4. Local or global spatial domain. If the scale length of the instability is much smal-
ler than that of the equilibrium profile variation, a localised approximation can be
adopted to reduce the calculation cost.
The most widely used gyrokinetic simulation codes in MCF research include GS2 [86],
GENE [87], GEM [88], GKW [89] and GYRO [90]. Each code adopts different al-
gorithms when solving the gyrokinetic equations, which makes it possible to benchmark
with each other to provide confidence in drawing conclusions. A complete topical review
on different approaches in gyrokinetic simulation codes can be found in [91]; a verific-
8The sign definition differences for charge ±e and diamagnetic frequency ω∗ between our demonstra-
tion and [63] leads to the−E‖ and ω∗i expression in the reference. The β definition in [63] is twice as ours.
Besides, another typographical error in the reference is dropping the coefficient “2” in the 2(Γ0 − 1) term.
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ation between GS2, GEM and GYRO focusing on micro-instabilities can be found in
[92].
In this thesis, we employ GS2 to benchmark the numerical solutions of analytic models.
GS2 solves the gyrokinetic equations with an implicit initial value and eigenvalue solving
algorithm as described in [93, 94, 95]. It is developed with full electromagnetic physics
effects and particles in a general local flux tube domain, with both linear and nonlinear
options. The simulation results presented in this thesis are calculated with the linear




The limitation of the classic slab MTM
model
4.1 Numerical approach for solving simultaneous eigen-
mode equations
The eigenmode equations (3.33) and (3.34) are a set of second order differential equations
in which the electromagnetic fields φ and A‖ are coupled. The analytic solution can
be difficult to find, thus a numerical approach is needed. The eigenvalue of ω relies
on both equations, thus we implement an iterative algorithm1 that can update φ and A‖
simultaneously as ω is adjusted towards self-consistency. This method is outlined as
follows.














fi+1 − 2fi + fi−1
h2
, (4.2)
where fi represents the value of f(xi) and xi is on a uniform discrete space with the grid
spacing h. Here, the discretisation rule applies to both φ and A‖ and we define a new







1This approach is modified based on that introduced in Section 5.4.1 of [53].
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to combine the two equations together. In this way, equations (3.33) and (3.34) can be
written as
Pi ·Ui−1 +Qi ·Ui + Si ·Ui+1 = 0, (4.4)
in which Pi, Qi and Si are square 2 × 2 matrices containing the coefficients for φ and
A‖ on adjacent grids xi−1, xi and xi+1. Note that these coefficients are functions of ω,
therefore the eigenvalue of ω relates to the eigenvalue of the matrices and acts as the
link between the adjacent grids. The boundary condition (3.35) can be written using the



















To solve the equation we start with the ansatz
Ui−1 = κi−1 ·Ui + ζi−1, (4.6)
where κ is a 2× 2 matrix and ζ is a 2× 1 column vector. The values of κ and ζ are to be
found at each grid point. Provided that κ and ζ have been determined, starting from one
boundary point they will give values of U at all grid points. Substituting the generated
set of U into eigenmode equation (4.4) will find the eigenvalue of ω. In practice, we first
use a trial ω to determine the trial κ and ζ; then use the trial κ and ζ to iterate and update
ω until equation (4.4) is satisfied at the boundary.
To find the iteration relation, we substitute equation (4.6) into equation (4.4) and get
(Pi · κi−1 +Qi) ·Ui = −Si ·Ui+1 − Pi · ζi−1. (4.7)
Therefore,
κi = − (Pi · κi−1 +Qi)−1 · Si, (4.8)
ζi = − (Pi · κi−1 +Qi)−1 · (Pi · ζi−1) . (4.9)
The initial values for κ0 and ζ0 at the centre of the grid are determined by the boundary


















The steps to update ω can then be summarised as follows.
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1. Determine Pi,Qi and Si at all grid points i using the trial ω;
2. Calculate κi and ζi from the grid centre i0 towards the edge imax using boundary
conditions κ0, ζ0 at the centre grid and iteration relations (4.8), (4.9);
3. Apply the boundary condition at the edge Umax and use equation (4.6) step by step
to get the field variables U−1, U0 and U1 at the centre grid;
4. Substitute P0, Q0, S0 and U−1, U0, U1 into the left hand side of the eigenmode
equation (4.4), noting asL; note that as the trial ω may not be the correct eigenvalue,
L 6= 0;
5. Update ω to make L→ 0 and repeat from step 1 until |L| 6 δ is reached, where δ
is the required numerical precision; the latest converged ω is one of the eigenvalues
for equation (4.4).
There are different methods to update ω in the last step, of which the most common and
well-known choice is the Newton–Raphson method. However, note that one eigenmode
equation may have multiple eigenvalues; this algorithm might not be able to find all of
them. Usually both methods rely on the initial guess and the function smoothness around
one eigenvalue, and may have “preferred” or “non-preferred” converged solutions among
all eigenvalues. When all eigenvalues are required, a variant of this approach traverses
through a range of ω and applies each ω value to only steps 1 to 4 but records the value
of L for each initial ω. A contour plot for L = 0 then gives all possible eigenvalues of ω
within the tested range.
With regard to numerical precision, the grid size imax is determined by both eigenmode
equation and the programme floating point precision. Usually a physics system has the
vanishing boundary condition where U∞ → 0. The calculation in step 3 is at risk of
truncation error accumulation. In practice, an extra level of iteration can be designed to
monitor the precision.
In general, this method can also be applied to more complicated systems where m simul-
taneous equations and variables exist. In such a case, P ,Q, S and κ are m×m matrices.
Sometimes U and ζ are also treated as m ×m matrices, where each column represents
independent solutions based on different settings of boundary condition.
We develop a numerical programme code in Fortran 90 based on the above algorithm.
The numerical results for the slab MTM model in this thesis is solved by this code. In this
code, to calculate the parallel conductivity σ‖ in equation (3.31), a numerical complex
integration is modified from a recursive adaptive numerical quadrature method described
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in Section 18.8 of [97]. Note that the integration in equation (3.31) may contain a residue
if γ ∼ −ν/2, where γ is the growth rate of the mode (imaginary part of eigenmode
frequency ω) and ν is the collision frequency. This requires a careful treatment in the
code.
Compared with modern full gyrokinetic simulation codes, our eigenvalue solver code cal-
culates within the set of eigenmode equations that has been derived, in which the gyrokin-
etic mode is reduced and only the essential physics is kept. This stands as an independent
verification against full gyrokinetic simulation codes to help reveal the insight physics of
one problem. Meanwhile, due to the reduced system size, our numerical code is faster
than the equivalent calculation in full gyrokinetic simulation codes.
4.1.1 Benchmark with previous results
We can reproduce the numerical results presented in [63] using our algorithm above, cor-
recting some mistakes we have identified in the reference. In figure (4.1) we display
the comparisons with figure (1) and figure (4) from [63] as the key results. These two
graphs present the normalised mode growth rate γ/ω∗e and the normalised mode fre-
quency ωr/ω∗e as functions of the normalised collision frequency νth/ω∗e at the electron
temperature gradient ηe = 0.0, 1.0, 2.0 and 3.0, respectively.
First we notice that there are several typographical errors in [63] when setting the para-
meters. Some conflict between context and captions, for example, kyρi is said to be 0.05
in the captions of figure (1) and figure (4) but is 0.1 in the context of figure (4). Actually,
the data in figure (1) match with points at kyρi = 0.1 in figure (2) and figure (5). There are
also other errors in other graphs, for example, the data in figure (3) are 10 times smaller
than they should be. After detailed cross check with all other results presented in this
reference and benchmark against GS2 simulations, we find that the corrected parameters
for figure (1) and figure (4) should be kyρi = 0.1, β = 0.01 in the reference’s definition
(β = 0.005 in our definition) and Ln/Ls = 0.05.
Figure (4.1) presents the comparison and correction to the numerical results in the refer-
ence. Both the results presented in the reference and calculated from the correct eigen-
mode equations (with ω∗e definition presented in Section 3.4.1) agree with GS2 results.
However, the results calculated from the equations published in the reference show a sig-
nificant deviation compared to procedures. As we have mentioned in Section 3.4.1, we
now once again confirm with GS2 that in the reference paper there are missing factors
of “2” in the denominator of ω∗e and in the coefficient for 2(Γ0 − 1) term, although the
numerical calculation results presented in the reference are correct; both our derived ei-
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genmode equations and numerical algorithm are correct. In the following sections of this
thesis, the slab MTM model results are calculated with the corrected eigenmode equa-
tions (3.34), (3.33), (3.31) and (3.28), with ω∗e definition in (3.17) and β definition in
(2.24).
4.2 Benchmark slab MTMs with GS2
Numerical results of the simplified analytic MTM model in equations (3.33) and (3.34)
match well with full gyrokinetic simulation GS2 results in the collisional regime. Shown
in figure (4.2) is the mode frequency and growth rate as functions of collision frequency,
in which the mode frequency ωr is the real part of the eigenmode ω while the growth
rate γ is the imaginary part. The parameters are set in a similar range to those in [63], in
which a relatively strongly magnetised (β = 0.005) hydrogen plasma (mi/me = 1836) is
adopted; ky = 0.3, ηe = 5.0 and Ln/Ls = 0.05 are set as the datum case. Both eigenmode
Figure 4.1: Comparison of the numerical results in the reference slab model. The blue
lines with circles are GS2 simulation results; the green dashed lines are res-
ults presented in figure (1) and figure (4) of [63]; the yellow dash-dotted
lines are calculated from the eigenmode equations defined in equations (2),
(3), (7), (8) of [63] together with the definition of ω∗e defined there; the red
lines are calculated with the corrected eigenmode equations provided in this
thesis (3.34), (3.33), (3.31), (3.28) and ω∗e definition (3.17). The abscissa is
in the log scale. The physics parameters are kyρi = 0.1, ηe = 3.0, β = 0.005
(in our definition) and Ln/Ls = 0.05.
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Figure 4.2: The benchmark of eigenmode, comparing analytically reduced slab MTM
model and full gyrokinetic simulation GS2 as a function of collision fre-
quency. The physics parameters are kyρi = 0.3, β = 0.005 and Ln/Ls =
0.05. Three electron temperature gradients ηe = 3.0, 5.0 and 7.0 are shown
with red, green, blue colours.
and collision frequencies are normalised to electron diamagnetic frequency ω∗e. The lines
in the graph are numerical results from the slab MTM model, while the symbols are linear
GS2 simulation results. The simulations are set to calculate the most unstable (with the
largest γ) tearing parity eigenmode2. The GS2 geometry is set as the s−alpha option
with const−curve and epsl = 0, which is equivilant to the slab geometry illustrated
in figure (3.1); the collision option in GS2 is set to the Lorentz model3 including only
electron-ion collisions; a kinetic species model for both ions and electrons is adopted in
GS2; and the parallel magnetic field perturbation is turned off to align with our physics
model. Additional numerical parameters for GS2 are nperiod = 16, ntheta = 4 and
delt = 0.2 for collision frequency νth/ω∗e > 10 whilst nperiod = 128, ntheta = 8 and
delt = 0.05 for νth/ω∗e < 10; for both cases, negrid = 8, ngauss = 16, shat = 1 and
fprim = 1. The convergence of these numerical parameters will be discussed in Section
4.2.2.
A higher ηe value corresponds to a large electron temperature gradient. Both analytically
reduced model and GS2 confirm that the MTM can be driven unstable by the electron
2Here the GS2 is compiled to the initial value solver mode and in the input parameters the ginit option
is set as default odd. Another option to compile GS2 is to use the eigenvalue solver, which calculates a
series of possible eigenmodes. That option will be used in Section 6.1.3 to investigate the harmonic series.
3Note that the GS2 Lorentz model differs from the Lorentz collision operator in equation (3.15); this
will be discussed in Section 4.4.
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temperature gradient at moderately collisional conditions. However, GS2 reveals a tearing
parity instability at the low collision frequency range where the mode is found to be stable
in the slab MTM model. Note that this is in a slab geometry, thus such a result is quite
unexpected. This implies that the conventional slab MTM model might not be complete,
requiring an extra drive mechanism for the collisionless MTM. Therefore, it is priority to
understand the drive mechanism of this collisionless mode in the slab geometry, which
may in turn shed light on the physics mechanisms of collisionless MTMs in toroidal
geometry.
4.2.1 The slab collisionless unstable branch
We investigate the slab collisionless unstable branch in GS2 simulations. This collision-
less branch shown in figure (4.2) is also driven more unstable by the electron temperature
gradient. However, note that the mode frequency of the collisionless branch is discon-
tinuous with the collisional one, which indicates that these two branches are not the same
Figure 4.3: The mode structures in normalised perturbed electrostatic potential φ̄ and
parallel magnetic vector potential Ā‖ for collisional (top panels, νth/ω∗e =
20) and collisionless (bottom panels, νth/ω∗e = 0) instability branches in
GS2 simulations. The real and imaginary parts of the fields are shown with
blue solid lines and red dashed lines, respectively. The collisional branch is
shown with the νth/ω∗e = 20 and ηe = 5.0 data point in figure (4.3); the
collisionless branch is shown with νth/ω∗e = 0 and ηe = 5.0.
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eigenmode.
Figure (4.3) shows the comparison for the mode structure in perturbed electrostatic po-
tential φ and parallel magnetic vector potential A‖ between the two branches in GS2
simulations. The original output of GS2 is in Fourier space along the field line, but here
the data have been transformed into real space for convenience. In this and later figures
about mode structures, the plotted range is zoomed to the centre of the slab; the simula-
tion range is much larger where the fields smoothly decay to approximately zero at larger
x values. The potentials are normalised such that Ā‖|x/ρi=0 = 1 and max(|φ̄|) = 1. It
is clear that for both branches, the perturbed parallel magnetic vector potential A‖ has
an even symmetry across the slab while the electrostatic potential φ is odd. The integral
of A‖ across the slab is non-zero, which leads to the “wandering” of the magnetic field
and forms the magnetic island (see Section 6.2). The parity characteristic demonstrates
that both branches are a tearing parity mode. One may suspect the collisionless unstable
branch to be another tearing parity eigenmode solution. However, using the traverse con-
tour code with the slab MTM equations, we do not find any eigenvalue near the GS2
result, as is shown in figure (4.4). Note that importantly the mode width shown in figure
(4.3) for the collisionless branch is much smaller than the collisional one. This narrow
Figure 4.4: The contour plot showing the eigenvalues of ω calculated from the slab model
at ηe = 5.0, νth/ω∗e = 2.0 of figure (4.2). The blue and red curves are real
and imaginary parts, respectively, for contours of L = 0 as described in
Section 4.1, whilst the colour illustrates the relative value of L. The green
dot denotes the only eigenvalue of this model within the shown ω range.
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radial structures relate to extended structures along the field line. In other words, the
characteristic radial wavenumber kx is much larger in the collisionless branch than in the
collisional one. We will further investigate this point in Section 4.3.2.
4.2.2 Convergence verification for simulation data
It is worth noting here the convergence of GS2 data. As the radial wavenumber kx is
so large for the collisionless branch, GS2 simulations indeed require sufficient grid ex-
tent and resolution to capture this unstable mode accurately. The simulation in GS2 is
conducted in a local flux tube domain. The extent of the flux tube is controlled by a nu-
merical parameter nperiod, such that the number of 2π segments along the field line is
2nperiod − 1. Another numerical parameter, ntheta, defines the grid resolution within
each segments. Both high nperiod and ntheta is needed to resolve the collisionless
branch, otherwise the simulation result can be wrong and sometimes the mode may even
appear stable. Figure (4.5) shows an example of the convergence verification results re-
garding the GS2 numerical parameter ntheta in the collisionless branch. The sufficient
grid extent and resolution requirement can be explained by the vanishing boundary con-
dition. If grid extent is not consistent with the wavenumber requirement, the edge of the
mode in the simulation is forced to zero, which gives either a non-physical oscillating field
or an inaccurate field, which thus interferes with the accuracy of the eigenmode frequency.
Figure 4.5: The convergence verification on mode growth rate and frequency for the GS2
numerical parameter ntheta in the collisionless branch. The physics para-
meters are kyρi = 0.3, ηe = 5.0, β = 0.005, Ln/Ls = 0.5 and νth/ω∗e = 0.
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Figure 4.6: The comparison of the mode structure with sufficient and insufficient grid
extent in GS2 simulations. The graph shows the modulus of φ̂ in GS2 sim-
ulations as a function of the GS2 grid kθ. The top panel is calculated with
sufficient grid extent (nperiod = 128) while the bottom panel is calculated
with insufficient grid extent (nperiod = 64). The dash lines in the bottom
panel denotes the grid size of the simulations. The physics parameters are
kept the same as in figure (4.5).
Figure (4.6) shows the comparison of the accurate and inaccurate field calculated with suf-
ficient or insufficient grid extent in GS2, respectively. It can be seen that in the bottom
panel where the nperiod is not large enough, the edge of the field cannot well resolve to
zero. In this case the simulation gives an inaccurate result. The GS2 results presented in
figure (4.2) require nperiod = 128 and ntheta = 8 for the collisionless branch while for
the collisional branch nperiod = 16 and ntheta = 4 are already adequate. Similarly, the
velocity space resolution parameters, negrid (energy grid parameter) and ngauss (pitch
angle grid parameter) are also checked. For both branches, we need negrid = 8 and
ngauss = 16. Besides, a relatively fine time step delt is required for the correctly re-
solved result. For our simulations it requires delt = 0.2 for the collisional branch and
delt = 0.05 for the collisionless branch.
The highly extended grid size and fine spatial and temporal resolutions make the simula-
tions for the collisionless branch very expensive4. We suspect that this might be a reason
for the collisionless tearing parity mode not been seen in previous slab work, for example,
in [101].
4Although some recent studies [98, 99, 100] probe the possibility of advanced re-mapping algorithm to
reduced the need of large resolutions, those methods have not yet been implemented in simulation codes.
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Some other numerical parameters, on the other hand, does not affect the accuracy of
simulation results, for example, unit length fprim and reference shear length shat. As
our simulations are linear, as long as these related numerical parameters are kept in the
correct ratio regarding the real physics parameters, the GS2 simulation results are correct
and accurate.
4.3 Reviewing and verifying the assumptions in slab model
derivation
To understand why the collisionless branch is not recovered in the slab model, we recall
the assumptions taken for the derivation in Section 3.4.1. The two most important ones
are small v‖ ·∇gi and small kx assumption. Mathematically these two can be written as
|ω|  k‖vi and kxρi  1. The first one is related to the ion dynamics model while the
second one is about FLR effects.
4.3.1 Ion dynamics model
The assumption |ω|  k‖vi is tested in figure (4.7). It is shown to be broadly satisfied
across the collision frequency range. Note that this assumption is equivalent to treat-
ing ions as stationary compared with electrons, therefore the eigenmode equations for
Figure 4.7: The validation test for the small k‖vi assumption for the data points in figure
(4.2) for different collision frequencies. Shown in the graph are |ω|/k‖vi
values in GS2 calculation.
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Figure 4.8: The validation for the inference of adiabatic ions using GS2. Data points for
ηe = 5.0 in figure (4.2) are calculated in GS2 with kinetic ions or adiabatic
ions, respectively, and benchmarked against the numerical results from the
slab MTM model. Electrons are kept kinetic.
MTM should be able to be further reduced by employing adiabatic ions. Without deriv-
ing another set of equations, we can conveniently test this argument in GS2 simulations
by switching the ion dynamics model from kinetic to adiabatic. Figure (4.8) proves that
the adiabatic ion model has little impact on both collisional and collisionless branches.
This result is consistent with the physics picture that the main driving mechanism for
MTMs lies in electrons. Exploiting this conclusion, we will use adiabatic ions to derive
the eigenmode model of the collisionless branch in Chapter 5.
4.3.2 FLR effects from electrons
We have seen in figure (4.3) that the collisionless branch has narrower mode structures
than the collisional one. In figure (4.9) we confirm that the radial wavenumber kx be-
comes approximately 102 times larger when collision frequency decreases to zero. This
transition, however, is not affected by the electron temperature gradient or other paramet-
ers. The kx value is calculated through the width of the mode structures in GS2 data (in
Fourier space, see figure (4.6)) as kx = wθŝky, where wθ is the measured mode structure
width in GS2 coordinates and ŝ is a reference shear scale length set in GS2 simulations;
shown in the figure it is normalised to kxρi (the left hand side coordinate) and kxρe (the
right hand side coordinate). Due to the ambiguity in defining the width shown in figure
(4.6) in the linear simulations, the measured kx values are fitted with error bars. Never-
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theless, it can be concluded that the observed kx value violates the employed small kx
assumption in the collisionless condition, therefore the collisionless branch is actually
excluded from the conventional slab MTM theory.
Figure 4.9: The validation for the small kx assumption using GS2 calculated kxρi values
for the data points in figure (4.2) along the collision frequencies. The right
axis shows the value of kxρe as a comparison.
Figure 4.10: The impact of the electron FLR effects on the growth rate of collisionless
and collisional branches in GS2 simulations. A collisionless case (left panel,
νth/ω∗e = 0.1) and collisional case (right panel, νth/ω∗e = 20) are shown
with kyρi = 0.3, ηe = 5.0, β = 0.005 and Ln/Ls = 0.05.
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Specifically, figure (4.9) shows that kxρe increases to comparable to 1 when collision fre-
quency drops. This leads to a surmise that the Bessel function argument in the gyrokinetic
equation (3.10) for electrons is actually not neglectable for the collisionless branch: it
gives a clue that the electron FLR effects could be an important factor at the collisionless
conditions.
To further test this surmise, we probe the impact of FLR effects directly in GS2 simula-
tions by including a Bessel scaling parameter. This parameter, bessfac (noting as αb),
is defined within the Bessel function argument as a multiplying factor of the original ar-
gument, which can be written in the form of J0(αbk). By default αb = 1 and all kinetic
species are treated with full gyrokinetic effects including FLR effects. Such a treatment
provides a means to suppress the weight of FLR effects in gyroaveraging. By tuning αb
down towards 0, we can investigate the impact of ignoring the electron FLR effects in the
analytic model. Figure (4.10) shows the impact on collisionless and collisional branches
respectively. The growth rate of the collisionless branch is shown to drop rapidly with αb
decreasing, while the collisional one is insensitive to this parameter. Note that here for
the collisionless case, we have set collision frequency νth/ω∗e = 0.1 rather than exact by
zero. This is because the GS2 simulation requires certain dissipation to confine the mode;
thus if the Bessel parameter and collision frequency are both zero, it needs infinite simu-
lation domain and calculation time. The different behaviour of the two branches in figure
(4.10) demonstrates that the electron FLR effects can be safely neglected for the colli-
sional branch, but should be taken into consideration for the collisionless model.
4.4 Impact of the collision model
As mentioned in Section 3.3.3, GS2 employs a more complete collision model [82, 83]
than the reduced pitch angle scattering operator. In Fourier space, the full set of electron-
ion collision operator terms in GS2 can be summarised in the form of [95, 102]
CGS2(ĝ) = CGS2L (ĝ) + C
GS2























is the full Lorentz operator derived from the linearised Landau collision operator [80],
CGS2E is an energy diffusion operator and C
GS2
M contains momentum and energy con-
serving corrections. The first term in CGS2L is the pitch angle scattering in equation (3.15);
the second term is derived from the change of gyrophase angle during the collisions [80],
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which can be described as a gyro-diffusion effect, and is excluded from our slab MTM
model. We notice that the second term in CGS2L is in the magnitude of (kxρe)
2, which be-
comes large only in the collisionless conditions. Therefore, this term in principle should
be considered for the collisionless branch, but should not play an important role for the
collisional mode.
In the input parameters for GS2 there are instructions to control which collision operators
are included in the calculation, which provides a means to validate the choice of pitch
angle scattering Lorentz operator in the slab MTM model. In the above GS2 simulations,
the collision model is set as the lorentz option, which includesCGS2L and a flow correction
term5 in CGS2M [95]. The full collision option takes C
GS2
E and the rest of C
GS2
M into account
and can be adopted by using the default option. Apart from the modular design of the
GS2 collision model options, the diffusion term in CGS2L can be independently tested
using another scaling parameter, cfac (noting as αc), acting on k⊥ in GS2. Similar to
αb, taking αc = 0 turns off this term. Furthermore, by default the collision frequency ν
is velocity-dependent; based on a conclusion in [71] that the collisionless toroidal MTM
can even be seen with a velocity-independent collision operator, it is worth conducting a
test of the velocity dependency in the collision frequency for the collisionless branch in
slab geometry. In GS2, this can be implemented with the const v option, which adopts
ν = νth in the calculation and also turns off the diffusion term in CGS2L as well as the flow
correction term.
Figure (4.11) compares the following four scenarios: the full collision model adopts all
terms in CGS2 (with the default option); the GS2 Lorentz model uses both terms in CGS2L
(with the lorentz option and αc = 1); the pitch angle scattering model includes only the
first term in CGS2L (with the lorentz option and αc = 0); and the velocity-independent
model takes ν = νth by the lorentz and const v options. The fact that the collisionless
mode has positive growth rate even with simple collision operator implies that the choice
of collision operator does not affect whether these modes are stable or unstable. It can
be confirmed that the pitch angle scattering model matches well with the full Lorentz
collision operator in the collisional regime, but in the collisionless regime the diffusion
term is required. This result is consistent with the higher kx of the collisionless branch
identified in figure (4.9).
On the other hand, in the collisionless condition, the GS2 Lorentz operator gives a good
agreement with the full collision model which also considers the conservation correction
terms; however, in the collisional branch the slab MTM is shown to be suppressed signi-
5The form of this correction term can be found in equation (28) of [82]. We will discuss its impact in
Section 6.3.
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ficantly by CGS2E and C
GS2
M terms. Although this is a concern that requires further study
for the collisional slab MTM theory, this is not the main focus of this thesis so we do not
Figure 4.11: Comparison of the GS2 collision models in four options: the full collision
model (all terms in CGS2), the GS2 Lorentz model (CGS2L with αc = 1),
the pitch angle scattering model (CGS2L with αc = 0), and the velocity-
independent model (CGS2L with const v option). The related physics para-
meters are kyρi = 0.3, ηe = 5.0, β = 0.005 and Ln/Ls = 0.05.
Figure 4.12: The growth rate and mode frequency of the collisionless instability as a
function of plasma beta. Here kyρi = 0.3, ηe = 5.0, Ln/Ls = 0.05 and
νth/ω∗e = 0.0.
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look into it here. Figure (4.11) also concludes that the velocity dependency in the collision
frequency is necessary to capture the mode correctly. Actually the velocity-independent
results shown in the collisional condition are the extension of the collisionless branch.
Substituting ν = νth into the slab MTM model, we calculate that here the eigenvalue ω
has a negative growth rate, which therefore is not identified by GS2.
Focusing on the collisionless branch, we will adopt the full Lorentz collision operator6
in equation (4.12) to derive the collisionless eigenmode model in Chapter 5, in which the
collision frequency is velocity-dependent.
4.5 Electrostatic limit of the collisionless mode
In this subsection, we investigate the influence of the electromagnetic field fluctuations on
this collisionless mode. This can be done by varying the value of plasma beta β. A higher
β relates to stronger fluctuations in the magnetic field, while β = 0 provides the elec-
trostatic limit. The result is shown in figure (4.12). We find that the collisionless branch
persists, and is even more unstable, in the electrostatic limit. Recalling the neglectable ion
dynamics leads to a supposition that this collisionless mode, even though featuring with
tearing parity, might fundamentally be an ETG mode. To verify this point, in Chapter 5
we first develop an electrostatic analytic model then an electromagnetic analytic model to
allow detailed study.
6Note that figure (4.11) actually implies that the pitch angle scattering term in the collision operator
does not play an important role. However, this does not reduce the complexity of derivation to be discussed




Developing the collisionless micro-scale
tearing mode model
The GS2 simulation results demonstrate that the collisionless micro-scale tearing par-
ity mode requires considering FLR effects for electrons. Meanwhile, as this mode can
even exist in the electrostatic limit, we identify it with a tearing parity branch of an ETG
mode, though the electromagnetic effects are still important (see Section 6.2). To demon-
strate the physics interpretation of the drive mechanism, we develop two models from the
gyrokinetic theory. In Section 5.1 we develop an electrostatic model in the zero collision
frequency limit to prove the ETG nature of this mode. In Section 5.2, an electromag-
netic model with finite collision frequency gives a more complete picture of this mode
and provides a direct benchmark with GS2 results. The derivation is based on the same
slab geometry as illustrated in figure (3.1). Adiabatic ions are adopted in both models as
informed by GS2 and the assumptions for f0 = fM and Ti = Te = T are kept.
5.1 Electrostatic model at zero collision frequency
The electron gyrokinetic equation for this case includes both the parallel perturbation
term and the Bessel function. Following a similar procedure to that in Section 3.4.1 when
calculating for ion perturbation and density, we can derive a second order differential
eigenmode equation. However, due to the extreme complexity regarding the coupling
of Bessel function and Legendre polynomial (see Appendix B), the previous derivation
method does not work for an electromagnetic model in Section 5.2. We therefore develop
an alternative expansion approach and we demonstrate the derivation for both models in
this approach. It is more convenient to analyse in Fourier space. Fourier transformation
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of the electron gyrokinetic equation and the quasi-neutrality equation yields(
























where we have adopted a Boltzmann response for the ions. Here, the ˆ symbol represents
the functions in Fourier space and we have omitted the species subscript. Expanding
Bessel functions to the second order, equations (5.1) and (5.2) become(























































































Substituting g from (5.5) into (5.6) gives the second order differential equation for φ with




































To simplify the notation, we normalise the variables as ω̄ = ω/ω∗e, k̄y = kyρe, x̄ = x/ρe,
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Chapter 5. Developing the collisionless micro-scale tearing mode model
In the parameter range relevant to our study, k̄y  1 holds1, so that k̄2y terms can be safely
neglected. Furthermore, the third and fourth orders of the differential operator are also
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), t ∈ R and n ∈ N . (5.10)
To evaluate the integration with respect to s, we define a set of recursive functions in the








ds, α ∈ C, s ∈ R and m,n ∈ N . (5.11)
When α = 0, it reduces to the Gaussian integral. When α 6= 0, using integration by parts,







Zm+1,n−1(α), for n > 1, (5.12)













ds = iπW(α), (5.14)













, α, t ∈ C. (5.15)
Therefore, when x̄ 6= 0, equation (5.9) can be eventually simplified into a second order
1Note the anisotropy in ky and kx. As a consequence, the binormal wavelength of this mode is at the ion
scale while the radial wavelength is at the electron scale. Such a parameter range is not typically captured
by many gyrokinetic simulations. A very recent gyrokinetic study in [103] also finds a novel toroidal ETG
mode in the small ky condition. On the other hand, another recent gyrokinetic study in [104] demonstrates
that it is possible for the modes at multiple (even largely separated) scales to nonlinearly interact, which
gives a challenge regarding the future work (see Section 7.2).
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φ̄ = 0, (5.16)
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Note that k̄y does not appear explicitly in the coefficients, but is contained implicitly in
the normalisation by ω∗e. This means that the eigenmode frequency and growth rate,
if normalised to ωc, are approximately proportional to ky when ky is small; this is in
agreement with the slab ETG dispersion relation ω(ky) [54, 103]. The coefficients also
indicate that this mode is mostly sensitive to magnetic shear and electron temperature
gradient. Numerical solution results for this model will be presented in Chapter 6.
5.2 Electromagnetic model at finite collision frequency
To study the electromagnetic effects and the impact of collision frequency on this mode,
we include the parallel magnetic vector potential and full Lorentz collision operator in
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equation (4.12). The gyrokinetic equation for electrons is[



































Following the same expansion approach and orthogonality relation explained in Section




































































































, for n = 3,
0, for n > 4,
(5.24)
in which u = v/ve, ν̄ = ν/ω∗e = ν̄th/u3 and Ā‖ = A‖/ρeB. Compared with equations
(3.25) to (3.27), the FLR effects result in a series of differential equations on the right
hand side; the diffusion term in the full Lorentz collision operator broadens the coupling
in {hn} series to the second neighbours.
To derive a tractable eigenmode model, we introduce a matrix approach by writing the
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(ω̄ + iν̄) − 4
15
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εx̄u 0 · · ·
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(2n−1)(2n+1) · · ·












P is a two dimensional infinite five-diagonal matrix (whose nearest subdiagonal and su-
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(2n−1)(2n+1)(2n+3) · · ·




K is the coefficients for the matrices











and D is an infinite column vector containing the differential terms on the right hand
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Exploiting the small k̄y condition, equation (5.25) can be reduced to




































We will drop the subscript in D∗ in our following discussions. Equation (5.31) gives a
set of second order differential equations about h, in which, however, bothM andD are
matrix functions of x̄.
Using the matrix operation, we symbolically have




With the assumption that ∂3h/∂x̄3 and higher orders are all small, and noticing that in
our matrix M it holds ∂2M/∂x̄2 = 0, the second order differential ∂2h/∂x̄2 can be
approximated as (see Appendix A.3)
∂2h
∂x̄2
≈ K (I − 2N2 · P )−1 ·
(









5.2. Electromagnetic model at finite collision frequency






























































which can be presented as a product of vectors using the expressions in equations (5.33)
and (5.34). We now define two row vectors as
Rφ =
(







u2 0 − 1
30
u2 0 0 · · ·
)
. (5.39)





























Rφ ·M−1 · P +Qφ
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· (I − 2N2 · P )−1 ·
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Note that although the right hand side of this expression is in a matrix product form, it
eventually results in a scalar quantity. But because that these matrices or vectors are all
functions of u, the complexity in M−1 coming into the integration makes it difficult to
further simplify the scalar expression.
Similarly, from the perturbed parallel current density j‖ we can derive the other required
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u2 0 − 1
35
u2 0 0 · · ·
)
. (5.43)
Equations (5.40) and (5.41) form the set of second order differential eigenmode equa-
tions for the electromagnetic model. Directly comparing with the conventional slab MTM
model in equations (3.33) and (3.34), the expressions for parallel conductivity σ‖ and par-
allel electric field E‖ can be considered as embedded in these matrix productions2. The
calculation of M−1 is the most challenging, which in principle requires the full infinite
size of M , even though only a few elements in M−1 actually contributes to the coef-
ficients due to the small number of non-zero terms in Rφ, Qφ, RA, QA and D. In
practice, due to the decreasing value of the elements towards the higher rank, the mat-
rix M can be truncated, albeit still at a large size, during the calculation (see Section
6.1). Some mathematics discussions on inverse of tridiagonal matrices can be found in
[105, 106, 107, 108], especially [105] provides a technique to estimate the upper and
lower bounds for the truncation.
In a few special cases it is possible to conduct a simplification. For the conventional slab
MTM model where the FLR effects for electrons are ignored and only the pitch angle
scattering model is included in the collision operator, if we apply this matrix approach
to the derivation, matrix D contains only the first two elements which are also ordinary
terms. In this case, matrices Qφ and QA are not required and the need of elements in
M−1 is also further reduced. After some cumbrous algebra, this can eventually result in
the continued fraction expression in equation (3.28). For another case where the collision
frequency ν̄th = 0 and at the centre of the slab x̄ = 0, the matrix M becomes diagonal.
Dropping the electromagnetic terms in this case, the eigenmode equation (5.40) becomes
2Attempts on simplifying the matrix expression indicate that σ‖ andE‖ may be re-defined with an extra
phase in the scalar expression (see Appendix B).
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the same as our electrostatic collisionless model (5.16).
In the next chapter, we include the matrix operations into the numerical integration al-
gorithm to calculate the eigenmodes of our models. Note that the k̄y also does not appear
in the coefficients of electromagnetic model in the small k̄y condition. This will be valid-
ated in Section 6.1.1.
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Numerical calculation and discussion
6.1 Confirming the collisionless instability
We upgrade our numerical calculation code to solve the new electrostatic and electromag-
netic models developed in Chapter 5. The main algorithm of the code has been described
in Section 4.1. For the electrostatic model, the generalised plasma dispersion function
Zm,n in coefficients C0, C1 and C2 are calculated through the recursive relations (5.12),
(5.13) and (5.14) when x̄ is not too small, in which the Faddeeva function calculation uses
the routine in [109]. When x̄ is close to zero, the truncation error regarding W(1/x̄) can
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, (6.3)









are given in equations
(5.20), (5.21) and (5.22).
In the code for the electromagnetic model, zgetrf , zgetri, zgttrf and zgttrs modules
in LAPACK [110] are adopted in calculating the inverse of the matrices. The size of M
depends on collision frequency ν̄th and magnetic shear scale length ε; the grid size x̄max
depends on these two parameters, as well as plasma beta β. For the parameters in the
range of our calculations, the matrix size is set to 30 × 30 and the grid size is 40x̄, with
which the code has been tested to provide a relative precision of 10−6. A special treatment
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for β = 0 is required, as then the special solution of Ā‖ = 0 holds from the eigenmode
equation (5.41) and the tearing boundary condition in (3.35), which however conflicts
with the discrete boundary condition in (4.10) at Ā‖(x̄ = 0) for the β 6= 0 case.
The calculation results are presented in figure (6.1), which provides the mode frequency
and growth rate as functions of collision frequency. The parameters are kept the same
as for the slab MTM results in figure (4.2), in which the GS2 adopts the default Lorentz
collision model. The electromagnetic model matches with GS2 to a good extent and also
confirms the instability drive from the electron temperature gradient. Both show that this
collisionless instability tends to be stabilised by collisions. The deviation between the
electromagnetic model and GS2 increase with the collision frequency; the reason for this
difference are to be discussed in Section 6.3. One phenomenon to note here is that the
GS2 result switches to a slightly different branch at νth/ω∗e = 1.0 when ηe = 5.0 and
νth/ω∗e = 0.7 when ηe = 7.0, as indicated by the jump in frequency1. However, unlike the
intrinsically different physics mode change as investigated in Section 4.2.1, the branches
here are actually different orders of harmonic (see Section 6.1.3) of the same eigenmode
equations. Figure (6.2) shows the difference in mode structures at different harmonics at
νth/ω∗e = 0.1, ηe = 5.0 and νth/ω∗e = 1.0, ηe = 5.0, where in the higher order harmonic,
the mode has more fine structures. Different from GS2, our numerical code by default
calculates the eigenmodes having the same order of harmonic.
Figure 6.1: The benchmark for eigenvalue ω as a function of collision frequency between
the electromagnetic model and GS2. The physics parameters are kept the
same as in figure (4.2), which are β = 0.005, ε = 0.05 and kyρi = 0.3 for
GS2 simulations.
1As a time-dependent code, GS2 delivers the most unstable mode.
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Figure 6.2: The mode structures of two harmonics in GS2 simulations of the collisionless
instability. Samples taken from ηe = 5.0 in figure (6.1), the top panels with
νth/ω∗e = 0.1 have a lower order of harmonic than the bottom panels with
νth/ω∗e = 1.0. The real and imaginary parts of the fields are shown with
blue solid lines and red dashed lines, respectively. The mode structures for
νth/ω∗e = 0 can be found in figure (4.3).
6.1.1 Validation for the small binormal wavenumber condition
Both our models have dropped the binormal wavenumber ky in their coefficients due to
the ky  kx condition applied. In other words, when the eigenmode ω is normalised
to ω∗e, it does not vary with ky. (Note again that ω∗e = kyveρe/2Ln.) This can be
confirmed in GS2 simulations. As shown in figure (6.3), the normalised mode frequency
and growth rate are constant with respect to ky. This also infers that the collisionless
mode has a linear dispersion relation with respect to ky, which agrees with the slab ETG
characteristics [55, 59, 103].
6.1.2 Validation for the electrostatic limit
We now benchmark both electromagnetic and electrostatic models at various plasma beta
(β = 0 for the electrostatic model). Figure (6.4) shows the mode growth rate and fre-
quency as functions of β in electromagnetic and electrostatic models at zero collision
frequency. The result at β = 0 is the same whether using the electromagnetic model
or electrostatic model, which confirms the fundamental ETG nature of this mode. The
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GS2 results from figure (4.12) are also plotted in the figure. The electromagnetic model
shows a trend that is consistent with GS2, though the difference between the two models
becomes larger when plasma beta increases. This difference is partly due to the fact that
with higher plasma beta the eigenmode with a higher harmonic becomes more unstable
Figure 6.3: The validation for the small ky condition with GS2 simulations. The normal-
ised mode frequency and growth rate does not vary with ky. The parameters
for this graph include ηe = 5.0, ε = 0.05, β = 0.005.
Figure 6.4: The comparison of the impact of plasma beta in the electromagnetic model
and GS2. The parameters are kept the same as in figure (4.12), which are
ηe = 5.0, νth/ω∗e = 0.0, ε = 0.05 and kyρi = 0.3 for GS2 simulations. The
data points at β = 0 matches well with the electrostatic model.
74
Chapter 6. Numerical calculation and discussion
Figure 6.5: The mode structures of the most unstable harmonic in GS2 simulations at
β = 0, 0.01 and 0.1 in figure (6.4), in which β = 0 corresponds to the
electrostatic case where magnetic vector potential is not relevant. The real
and imaginary parts of the fields are shown with blue solid lines and red
dashed lines, respectively. The mode structures for β = 0.005 can be found
in figure (4.3).
and is therefore picked out in GS2. Figure (6.5) shows the change in mode structure with
varying plasma beta, where more fine structures can be seen as β increases.
6.1.3 The eigenmode harmonic series
We have shown that this collisionless micro-scale tearing parity mode has the nature of
ETG modes, though usually ETG modes are associated with twisting parity. In practice,
if the boundary condition is not restricted, mathematically one eigenmode problem in
general will have a family of harmonic solutions alternating between twisting and tearing
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parity. In other words, even if the twisting parity eigenmode is the fundamental harmonic,
there might also be higher orders of harmonic with tearing parity. These harmonics do
not conflict with each other, and sometimes they can co-exist. Indeed, there actually
is no physical or mathematical reason for the fundamental harmonic to always be the
most unstable one. The phenomenon that higher order harmonics can be more unstable
have been previously reported for the ITG mode [111, 112], ETG mode [113, 114] and
ballooning mode [115, 116]. High harmonics excitation, parity mixture and transition
under certain scenarios can be found in [117, 118].
In our models, the different harmonics can be found numerically using the contour method
described in Section 4.1. Figure (6.6) shows the contour plot calculated with the electro-
static model. The cross points of blue lines (Re(L) = 0) and red lines (Im(L) = 0) are
at the eigenvalue ω of different harmonics, in which those solutions indicated with green
dots are found to have tearing parity. Note the rapidly changing L values around yellow
dots - these have eigenmodes with twisting parity, and can be confirmed by solving the
eigenmode equations with the twisting boundary condition. These twisting solutions are
allowed in our eigenmode equations, and should be part of the harmonic set, because
in the derivation we do not take any assumptions on the parity. The only restriction for
the parity comes from the boundary conditions imposed for the calculation, such that the
Figure 6.6: The contour plot of ω is calculated from the electrostatic model at ηe = 5.0.
The cross points of blue and red curves are at ω eigenvalues.
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Figure 6.7: The growth rate and mode frequency of different harmonics calculated from
the electrostatic model and GS2. In this figure, νth/ω∗e = 0.0, ηe = 5.0,
β = 0.0, ε = 0.05 and kyρi = 0.3 for GS2 simulations.
twisting parity eigenmodes are found under the boundary condition






Therefore, the odd harmonics are tearing parity modes while the even harmonics are twist-
ing.
GS2 can also calculate our different harmonics if the code is used with its eigensolver
setting. Extracting the harmonics calculated from GS2 and our models, we can compare
them. Figure (6.7) shows in the electrostatic collisionless limit the different harmonic
eigenmodes calculated by the electrostatic model and GS2. It can be seen that the most
unstable eigenmode in this case is the third harmonic. This is a tearing parity mode even
though the equation contains only ETG physics. In figure (6.1), the results from our
electromagnetic model are consistent with the third harmonic, while the GS2 data points
where the frequency jumps actually corresponds to the fifth harmonic.
6.2 Magnetic islands in the collisionless model
Although the underlying mechanism behind this small-scale collisionless tearing parity
mode in slab geometry has been shown to come from ETG modes, we demonstrate that
this mode is still capable of forming magnetic islands. This mechanism can be explained
by the electron inertia - it is also the rationality behind the consideration for the electron
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FLR effects. The structure of a magnetic island can be calculated from the magnetic





+ Re(A‖ · eikyy). (6.5)















The island width w is given by the maximum of xw which depends on the magnitude and
the profile of A‖. As in our linear model the amplitude of A‖ is arbitrary, the width of the
island is actually undetermined.
Figure 6.8: The magnetic islands structure evolution calculated by the electromagnetic
model with ηe = 5.0, νth/ωe = 0.0, β = 0.005 and ε = 0.05. The amplitudes
of A‖ in the centre panel and the right-hand panel is 12 times larger and 60
times large, respectively, than that of the left-hand panel; the size of magnetic
islands accordingly grows from order of ρe to ρi and a subsidiary island forms
near original X-points.
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Figure (6.8) demonstrates the magnetic island structure for the collisionless condition
in the electromagnetic model. The three panels show the evolution of the island shape
with growing island width. In the left-hand panel the width is of the order of elec-
tron gyroradius ρe while to the right-hand panels it grows to the order of ion gyrora-
dius ρi. The left-hand panel corresponds to the classic island structure which occurs
when A‖ is sufficiently small that its radial variation across the island can be neglected.
Sometimes this is called the “constant-ψ” approximation. Under this approximation,







However, as A‖ increases in the centre and right-hand panels, from a certain point its
radial variation across the island cannot be neglected. This results in the more complex
structures shown in the figure, where the disconnection of the island separatrix happens
and subsidiary islands can arise near the X-points. The island width can still be found
through equations (6.7) and (6.8) provided the profile of A‖ is known, but usually there is
not a general analytic expression.
Nevertheless, magnetic islands short circuit the flux surfaces at two sides, which as a
consequence can increase radial transport. When a tearing parity eigenmode exists, even
if it is not the most unstable eigenmode linearly, it is still possible that such a mode might
provide a background degradation to the confinement nonlinearly. Although we must
acknowledge that the order of kxρe and β in our research implies that the level of transport
might be moderate [65, 119, 120]. How quantitatively this collisionless magnetic island
affects the particle and heat transport is to be answered in future work.
6.3 The limitation of our collisionless models
Our models for the collisionless micro-scale tearing parity mode have been shown to
present a good agreement with GS2 full gyrokinetic simulation results, but the agreement
weakens at relatively higher collision frequency and at higher orders of eigenmode har-
monic. This is due to two main simplifications in our derivation: the reduced collision
operator and the limited order of expansions.
As mentioned in Section 4.4, the lorentz option in GS2 contains not only the full Lorentz
collision operator in equation (4.12), but also a correction term regarding the flow velo-
city of the background, whose magnitude is proportional to the collision frequency (see
equation (28) in [82]). Although here we do not discuss the form of this correction term
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Figure 6.9: The benchmark for the collision operators between GS2 and the electromag-
netic model. Three forms of the collision operator are shown in the figure.
The related physics parameters are kept the same as in figure (4.11).
or re-derive the eigenmode equations including this term, we can estimate the impact
of it by comparing the three different collision options as shown in figure (6.9) in GS2
and in our electromagnetic model. Both the lorentz option and the pitch angle scat-
tering option in GS2 contains this flow correction term; however, it is turned off in the
velocity-independent option. In our electromagnetic model, taking the matrix P defined
in equation (5.28) being zero reduces to the pitch angle collision operator; further taking
ν = νth corresponds to the GS2 velocity-independent option. As shown in the figure,
all three cases show good agreement and the distinguishable trend. Besides, the velocity-
independent option, as the most alike model between GS2 and our electromagnetic model,
matches better in the growth rate than the other two. The result differences using the other
two options increases as the collision frequency rises, which agrees with the description of
the flow correction term. Nevertheless, this concludes that the Lorentz operator contains
the most important physics relevant to our study.
The limited expansion order leads to the discrepancy for higher harmonics. In our deriv-
ation, we expand the Bessel function to the second order only, and we neglect the higher
order differential of the perturbed distribution function. This naturally loses information
from higher harmonic components, and thus reduces the ability to capture more fine struc-
tures. In GS2, a full Bessel function is kept throughout the numerical calculation. The
analytic derivation without expanding the Bessel function is needed for a more accurate
model; however it faces mathematical challenges regarding a coupling that associates the
FLR effects with pitch angle scattering. The detail is presented in Appendix B.
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Conclusions and future work
7.1 The physics of the collisionless micro-scale tearing
mode in slab geometry
MTMs are one of the concerns for the effectiveness of confinement in MCF. They form
fine scale magnetic islands thus enhancing the unwanted radial thermal transport. In
this thesis, we demonstrate a collisionless physics mechanism that drives an ETG-based
micro-scale tearing parity mode, which leads to the same consequence of magnetic islands
as that of MTM. In slab geometry, this collisionless micro-scale tearing parity mode is
also driven by the electron temperature gradient, but the radial wavenumber of this mode
is much larger than the binormal wavenumber. Therefore FLR effects from electrons play
an important role in the drive mechanism. The collision frequency and plasma beta tend
to stabilise this mode, thus there may exist a window where both conventional MTMs and
this collisionless micro-scale tearing parity mode are stable.
In numerical simulations, the large radial wavenumber poses difficulties to resolve this
mode. A large Fourier space simulation domain and a fine resolution are required. This
creates an extreme challenge for nonlinear simulations for the future work because the
memory space is limited even with high performance supercomputers. Therefore interac-
tions between this mode and others can be hard to study.
Using analytic gyrokinetic theory, we develop an electrostatic model and an electromag-
netic model to interpret the physics of the drive mechanism. The electrostatic model
proves the ETG nature of this mode, and demonstrates that FLR effects affect this mode
through a series of plasma dispersion relation. The electromagnetic model can describe
the influence of collision frequency and plasma beta, but the expression is in a complic-
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ated matrix form, which disadvantages the calculation. Further simplification is needed
to give a better physics interpretation and benefit to understand the impact of this mode in
MCF. There is still more work in improving these models.
7.2 Extending to toroidal geometry
The models developed in this thesis are in slab geometry. To apply to real tokamaks, a
toroidal model is necessary. In toroidal geometry, the drift term vD ·∇g in the gyrokin-
etic equation (3.10) is non-zero due to the curvature, which introduces a further expansion
in g in toroidal direction; besides, the magnetic field along the parallel direction is non-
constant due to the poloidal pathway of field lines, which causes different dynamics in
trapped and passing electrons. Figures (7.1) and (7.2) show preliminary linear GS2 sim-
ulation results in a cylindrical geometry. Here, the cylindrical geometry can be regarded
as a transition between slab and toroidal geometries. The curvature parameter in GS2 is
normalised as εL = 2Ls/R, in which R is the radius of the cylinder; slab geometry cor-
responds to εL = 0. Both figures show that curvature acts as a strong driving parameter
and that there exists two different branches of the mode at low or high curvature; the influ-
ence of electron FLR effects is shown to decrease when curvature increases. Considering
Figure 7.1: The GS2 simulations of the collisionless micro-scale tearing parity mode in
cylindrical geometry against normalised curvature εL. The red, green and
blue colours are shown for νth/ω∗e = 0.0, 0.1, and 0.5. Other physics para-
meters for this plot are kyρi = 0.3, ηe = 5.0, ε = 0.05 and β = 0.005. Note
the frequency jump in the most unstable eigenmode at εL ∼ 0.05.
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Figure 7.2: The GS2 simulations showing the impact of the Bessel factor αb on this col-
lisionless micro-scale tearing parity mode in cylindrical geometry for vary-
ing curvature, εL. The yellow, red, green and blue colours are shown for
αb = 0.3, 0.5, 0.8 and 1.0. Other physics parameters for this plot are
kyρi = 0.3, νth/ω∗e = 0.1, ηe = 5.0, ε = 0.05 and β = 0.005.
the ETG nature of the slab mode, this phenomenon matches with the slab and toroidal
ETG transition and dominance studies in [103, 121]. However, further research is needed
regarding the tearing parity and its impact.
In addition to geometry, nonlinear effects are also required in order to determine the amp-
litude of this mode. When including nonlinear terms, modes with different wavenumbers
can interact with each other. As a result, some modes will saturate while others may be-
come more unstable. Modes with widely separated scales can also significantly couple
together [104], which introduces further challenges in simulations. On the other hand,
in collisionless conditions the fluctuating distribution function may not be a Maxwellian.
Determine amplitude of the mode also helps better understanding and evaluating the crit-





A.1 Lagrangian in single particle motion
As shown in figure (2.2), the particle’s position is r + ρL, in which r is the guiding
centre’s position. Using the dot notation above a variable to denote the time derivative,
ṙ is the motion of the guiding centre and ρ̇L is the gyration component. Therefore, ṙ · b
is the parallel motion along the magnetic field line and −(ṙ × b) × b is the drift motion
perpendicular to the field line.
When the spatial variation of the magnetic field is slow compared with gyroradius, [31]
gives an expression for the guiding centre system’s Lagrangian as




· ṙ + m
q
µθ̇ − qΦ− µB − 1
2
mv2‖, (A.1)
in which t is time; θ = θ(t) is the gyrophase angle of the particle; magnetic vector poten-
tialA = A(r, t), electric potential Φ = Φ(r, t), unit direction vector b = B/B = b(r, t)
and magnetic field strength B = B(r, t) are all functions of both r and t. Therefore, the














































= 0 =⇒ µ̇ = 0. (A.5)
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Equations (A.3) and (A.4) are trivial. Equation (A.5) proves that the modulus of the
magnetic motion µ = |µ| = mv2⊥/2B is an adiabatic invariant. The dot product and
cross product for equation (A.2) with regard to B result in equations (2.9) and (2.12),
respectively. Here, we do not need to assume dv‖/ dt  | dv⊥/ dt| as we did in Section
2.1.
A.2 Bessel functions from gyroaveraging
In the guiding centre coordinates described in Section 3.1, basis vectors e1 and e2 can be
chosen as e1 = k⊥/k⊥ and e2 = b× k⊥/k⊥. The gyroradius and perpendicular velocity
can be expressed in {e1, e2} as ρL = ρL(cosα, sinα) and v⊥ = v⊥(sinα,− cosα), with
α being the gyroangle. Note the minus sign in the velocity expression. This is due to that
the physics nature of gyromotion direction, considering the sign of charge, is against the
mathematically defined positive angular direction (anti-clockwise). Therefore, equations




































































Appendix A. Auxiliary derivations
A.3 Differential of the matrix product
The second order differential ∂2h/∂x̄2 in equation (5.34) is derived from equation (5.31)
as follows. Note that ∂P /∂x̄ = 0 and ∂2M/∂x̄2 = 0.
Taking the first order differential of equation (5.31) gives
∂M
∂x̄
· h+M · ∂h
∂x̄







Substituting the expression of h in equation (5.33) gives
∂h
∂x̄
= KM−1 · ∂D
∂x̄
−KN1 ·D −N1 · P ·
∂2h
∂x̄2




















Substituting equation (A.10) results in
(I − 2N2 · P ) ·
∂2h
∂x̄2







− 2N1 · P ·
∂3h
∂x̄3





in which N2 is defined in equation (5.36). Assuming that ∂3h/∂x̄3 and ∂4h/∂x̄4 are all








In Chapter 5 we have introduced a derivation approach based on Taylor expansion of the
Bessel function. In Chapter 6 we have shown that this expansion approach is less accurate
for higher harmonics of the eigenmode because of neglect of higher orders of differentials.
A complete gyrokinetic operator is preferred; however, now we address the challenges in
deriving this full gyrokinetic operator, most of which come from the complexity in a
Bessel-Legendre integral.
We start with the gyrokinetic equation (5.23), but employ only the pitch angle scattering
operator in equation (3.15) for now. Apply the Legendre series and conducting the inverse












































in which F−1[f̂(k);x] represents the inverse Fourier transform operation from f̂(k) to
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1− ξ2)Pn(ξ) dξ, k, ξ ∈ R and n ∈ N . (B.2)
It can be seen that Tn(k) = 0 if n is an odd number. We write the inverse Fourier
transform of Tn(k) as Sn(x)



















1− x2 − ξ2
dξ, (|x| < 1).
(B.3)


















/π, for |x| < 1,
0, elsewhere.
(B.4)
The scaling relation F−1[f̂(ak);x] = f(x/a)/|a| is also applied. For a given small n, it
















(1− 3x2) /4, for |x| < 1,0, elsewhere. (B.8)
Equations (6.517), (6.554.2) and (6.567.1) in [84] are used here in the simplification. The
general expressions for Tn(k) or Sn(x) at any given n is still too complex to analyse
and present here. However, they are required for the next step, which gives the first
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Appendix B. Complexity regarding a Bessel-Legendre integration for developing the
electromagnetic model
challenge in deriving the eigenmode equations. For now, we keep the notations of Tn(k)
and Sn(x).


































in which ~ is the convolution operator1
F (x) ~ S(ax) =
∫ ∞
−∞
F (λ)S(a(x− λ)) dλ. (B.10)
Again, the extraction for lower n orders are simpler than higher ones. Considering the
v > 0 half of phase space provides






















































n > 2 : RHS 6= 0. (B.13)
The coefficient ωce/2v acts as the averaging factor, thus the integral gives the moments of
the fields over (x−v/ωce, x+v/ωce) range. Note that this v is expected to be absorbed into
the integration over the velocity space with the distribution function to give the expres-
sions for n and j‖ as in equations (3.32) and (3.30). However, the distribution functions
{hn(x, v)} require solving the recursive relation regarding n > 2, of which the right hand
side is now an interlocked function series about the fields φ(x) and A‖(x). This loses the
effectiveness of the technique of the continued fraction in (3.28). As φ(x) and A‖(x) are
now in an implicit form, the integral over v brings in the next level of complexity.
1Note the coefficient difference compared with the standard definition.
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We can write the averaged momentum of the fields as 〈φ〉, 〈A‖〉, 〈A‖x〉, 〈A‖x2〉 and so
on, thus the parallel electric field E‖ in equation (3.29) can be symbolically defined as
E‖ = iω〈A‖〉 − ik‖〈φ〉 = iω(A‖ + ψA) − ik(φ + ψφ), where ψ represents for the extra
phase arising from the momentum average.
In the limit of ignoring FLR effects, which is equivalent to ωce → ∞, it holds that
limωce→∞T0(kv/ωce) = 2 and limωce→∞Tn(kv/ωce) = 0 for n > 2. One may con-
clude that equations (B.11), (B.12) and (B.13) reduce to the conventional theory (3.25),
(3.26) and (3.27). However, they do not. The difference is arisen from the convolution
step, which in some sense is related with a differential operation. A further picture for the
impacts of FLR effects is to be understood.
The procedure above has already demonstrated the mathematical challenge in deriving the
electromagnetic model. With the diffusion term in equation (4.12) included, the algebra
becomes too heavy to analyse. Therefore, an approach based on the expansion of the
Bessel function and the matrix operations is developed in Section 5.2.
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Glossary
ETG mode Electron temperature gradient mode
FLR effects Finite Larmor radius effects
ICF Inertial confinement fusion
ITG mode Ion temperature gradient mode
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