This paper presents a novel approach to the tracking of multiple articulate objects in the presence of occlusion in moderately complex scenes. Most conventional tracking algorithms work well when only one object is tracked at a time. However, when multiple objects must be tracked simultaneously, significant computation is often introduced in order to handle occlusion and to calculate the appropriate region correspondence between successive frames. We introduce a near real-time solution to this problem by using a probabilistic mixing of low-level features and components. The algorithm mixes coarse motion estimates, change detection information, and unobservable predictions to create accurate trajectories of moving objects. We implement this multi-feature mixing strategy using a modified Kalman filtering mechanism. The proposed technique is presented within the context of a video surveillance system, where we further introduce a simple color-based technique for automatically extracting facial regions of moving persons. The single, most descriptive, facial snapshot for each person is added to a database that, when used in conjunction with the tracking data, can be used as a compact, semantic representation for the video sequence. Experimental results demonstrate the efficacy of the proposed tracking and surveillance system.
Introduction
Object tracking is an important task for a variety of applications within the areas of digital video processing and computer vision. Some of the more prevalent applications include autonomous vehicular navigation, robotic control, motion-based recognition, and video scene surveillance. Several of the aforementioned applications are likely to require the tracking of multiple objects in a real-time, or near real-time, manner. Unfortunately, there typically exists a compromise between the achieving of real-time tracking performance and the constructing of a tracking algorithm that is robust to multiple occlusions. In order to formulate a tractable problem, we limit our application of multiple object tracking to the field of video surveillance.
Generalized object tracking and video content understanding are key components in most video surveillance systems that present a concession between real-time performance and system accuracy. For example, pixel-accurate boundary tracking is usually essential for the purposes of video editing. This level of precision has traditionally necessitated extensive or complex models and/or human interaction [1] , thus preventing these approaches from achieving real-time performance. The field of video surveillance, however, is one that often requires robust, but not necessarily pixel-accurate, multiple object/subject tracking. The proposed video surveillance system is one such example.
We present the framework for an autonomous video surveillance system that successfully monitors a scene for moving people. The system must be capable of operating in real-time on standard PC hardware and be robust to the presence of multiple people, people-people and people-environment occlusions, lighting changes, non-rigid contour deformations, and articulated motion. The first phase of our video surveillance system represents a tracking module which records the precise trajectories of all moving video objects; the second phase develops a database of images which contains a single facial snapshot for every human subject in the video sequence. To address the former problem we introduce a novel technique that is capable of tracking multiple occluding objects in complex scenes. The latter issue of face recognition is implemented using a classical approach and is used in conjunction with the tracking algorithm to benchmark the success of the video surveillance system. The problem of video object tracking has been addressed by a number of researchers using a variety of techniques including change detection, motion estimation, spatio-temporal filtering, and the like. Change detection, based on the difference between two video frames, is one of the most efficient techniques for detecting motion. Successive frame differencing, like motion estimation, relies on continuous motion from one frame to the next. Once an object stops moving, these techniques can no longer be used to obtain reliable segmentation results. For tracking purposes, one might artlessly assume that the object retains its last known position until significant motion is again detected in the vicinity of the estimated object position. This approach has its merits, but can be distracted too easily by noise or erroneous motion estimates without the use of more sophisticated motion models. Some researchers have suggested the use of static and dynamic background frame differencing to overcome this difficulty [2] [3] [4] [5] [6] [7] . These more complex models provide a means for modeling intensity changes, object shadows, and long periods of exiguous object motion. Munkelt and Kirchner [2] present a technique that adaptively estimates the background pixels in a given sequence. Their approach is used to segment and track humans in static background image sequences taken with a CCD camera of fixed focal length. After extracting the foreground, they perform a pixel-based statistical classification in order to locate skin. Their algorithm produces results in near real-time, but is limited in that it has no model which adequately handles multiple objects which may or may not occlude each other. Although frame differencing is useful in detecting motion, it is inherently incapable of predicting non-translational object movement, thus limiting its utility in the tracking of articulated and occluded object motion.
More sophisticated approaches to the segmentation and tracking of video object motion have traditionally required combinations of 2-D and 3-D models [8] [9] [10] [11] [12] [13] mesh-based constraints [14, 15] , deformable contours [16, 17] , and dense motion estimation. These approaches generally provide reliable tools for tracking, but often require extensive processing, multi-view implementations, or camera calibration information. Extending model-based tracking to realtime scenarios has proven to be a challenging, yet tractable, problem. To quicken the execution of the tracking systems, special constraints are typically placed on either the hardware (e.g., custom hardware) or the image sequences (e.g., sequences with monochromatic background regions) [11] [12] [13] .
A variety of object tracking techniques that extend beyond the aforementioned categories have shown fruitful results on real image sequences. Many researchers have suggested less traditional approaches while others have seen success in combining conventional strategies with novel model restrictions [18] [19] [20] [21] . Brémond and Thonnat [18] present a method for tracking multiple non-rigid objects in video sequences. They define a target model by using the midpoints along each of the four boundaries as well as the center point of a bounding box that may contain one or more moving objects. The authors also investigate the use of region splitting and merging to model cases of partial occlusion. In practice, however, the success of the splitting and merging relies on several thresholds that are not adaptive to the video sequence. Furthermore, since motion estimation is not explicitly used, the splitting and merging results often prove to be unreliable. Davies et al. [19] introduce a Kalman tracking algorithm that is capable of tracking a number of small, low contrast objects through image sequences taken with a static camera. The approach uses a combination of wavelet filtering for detection with an interest operator for testing multiple target hypotheses. Smith [20] introduces a real-time system for motion segmentation and object tracking in complex scenes using a variation of deformable contour tracking. Cluster tracking is performed using two-dimensional radial map representations that are subsequently refined through successive frames using image edge information. Real-time performance is achieved using a special hardware implementation. McKenna et al. [21] present an algorithm that is capable of tracking objects in real-time based solely on the use of adaptive Gaussian mixture models. These mixture models describe the composition of a color object in hue-saturation space. The model adapts the color distributions through successive frames and produces fairly accurate results. Since the algorithm relies only on color, however, it is easily disrupted in the presence of object occlusion. In such cases, the Gaussian mixtures tend to deviate from the desired target and begin training on inaccurate data, which causes the tracking and recognition to fail. weighting matrices. The result is a significant improvement in the accuracy of tracking multiple occluded and articulated objects.
The remainder of the paper is organized as follows. In Section 2 we introduce the system and provide a brief overview of each component. In the next section we expound upon the various components and introduce our improvements to the theory of generalized object tracking. In Section 4 we provide a thorough analysis of the computational complexity of the algorithm. Experimental results are provided in the fifth section followed by our conclusions and a brief discussion regarding future work.
System Overview
We begin with an outline of our system constraints and assumptions followed by a brief overview of the video surveillance system. To allow the system to achieve real-time performance, we impose a number of restrictions on the video sequence: (i) the sequence is captured using a stationary camera with a fixed focal length; (ii) if the sequence contains moving people, they are moving in an upright fashion; and (iii) the video camera is positioned such that the 3-D point intersection between the optical axis and the ground plane projects onto the image plane. Figure 1 offers a pictorial representation of a video surveillance environment that satisfies all of the aforementioned constraints. It should be noted that these constraints are met customarily in the majority of video surveillance systems. We place no restrictions on occlusion (save that it should not be complete), object motion, or the conditions of the initial video frame. Since the proposed technique does not attempt to introduce a novel approach for finding faces, we simply assume that if a face exists it will be found in the upper 1 6 th of a bounding box. This ratio is based on actual training data [2] and is surprisingly accurate for the majority of moving people. 
Any time an object leaves the scene: The system is represented by a flow diagram, as shown in Figure 2 . Before using the system in the real-time mode, it is first necessary to determine a number of operational 
and TP indicates the total number of regions said to contain facial pixels that actually contain facial pixels and TN specifies the total number of regions said to contain no facial pixels that actually contain no facial pixels. In a similar manner, FP denotes the number of regions said to contain facial pixels that actually do not while FN indicates the number of regions which contain facial pixels but which are missed by the system. modeling is an extension of the technique suggested by Koller et al. [7] .
When determining the system accuracy, we automatically declare a capture to be a failure
deviate from their ideal locations by more than 25% of the ideal width of the bounding box or if 2 ( , )
deviate by more than 5% of the ideal height of the bounding box. Figure 3 illustrates the aforementioned points more
clearly. This measure is somewhat tedious to calculate for an entire video sequence, but necessary in order to determine an approximation to the quality of the tracking and surveillance performance. This measure also provides a reasonable balance between the need for an analysis of the robustness of the surveillance system and the need to benchmark the success of the novel tracking modifications. A pixel-accurate error for each frame is both burdensome to calculate and inappropriate, as the tracking algorithm does not necessarily claim to produce pixel-accurate results under arbitrary circumstances.
Algorithm Theory

Motion Detection and Estimation
Change detection constitutes the primary tool used for detecting and locating areas of potential motion. The proposed system uses the motion threshold, λ M , in order to determine those areas in the current frame that significantly differ from the reference frame. The output is a binary map, w k (n). To handle shadows, we simply modify the threshold in those areas in which the primary difference in change detection is due only to a decrease in intensity. This classical approach has a tendency to break the connectivity of foreground regions -the spatial clustering module addresses this effect.
Static frame differencing refers to the comparison of video frames to a single reference frame that remains constant throughout the video sequence. This approach is only feasible when some a priori knowledge regarding the scene is available. Human interaction must be used to select the appropriate frame by either partially controlling the data sequence or by manually providing a static reference frame. The static approach also has the disadvantage of not being able to update the reference frame to account for modifications made to the background.
Dynamic frame differencing provides a viable alternative to static frame differencing which successfully addresses these problems. In conjunction with the λ T threshold, the reference frames are gradually updated automatically by removing the foreground regions. The proposed technique for extracting the background is reliable, robust, and very efficient.
The reference frame, r k (n), updates any pixels that have remained relatively stationary in color for λ T or more frames. The update does not apply to pixels that are known to belong to foreground objects; that is, this exception caters to foreground objects that enter the scene and then stop moving. Although the algorithm stops placing bounding boxes around such regions, the positions are held in memory to facilitate the tracking of other objects that may become occluded by these foreground areas. An object in the scene that suddenly leaves will disrupt the reference frame for up to λ T frames, but then the reference frame is updated in those newly uncovered areas to account for the change. Figure 4 shows the progression of an actual reference frame from a sequence that contained moving foreground objects in the first frame. The motion estimation algorithm is based on optical flow and has a block size, B, over which spatio-temporal smoothness constraints are imposed and sparse grid spacing, ∆, which determines the coarseness of the estimated motion. The calculations are performed hierarchically on a dyadic pyramid only in areas that have been flagged as changed regions from the reference frame. The coarse motion output, y k (n), is used to assist with the tracking of articulated moving objects, develop accurate predictions for the Kalman filter, and cluster the foreground regions into separate objects. For a more thorough treatment of the motion detection and estimation theory we refer the reader to [23] .
Object Discrimination and Tracking
Spatial Clustering
Spatial clustering consists of a functional mapping from the change detection map, w k (n), to a scalar-valued segmentation map, z k (n). This mapping is implemented via four key steps: (i) region isolation, (ii) region merging, (iii) region filtering, and (iv) region splitting. Region isolation uses two passes through w k (n) to label connected components. The first pass creates an equivalence Figure 5 , are said to be D-neighbors of the pixel D C . In our implementation, the neighborhood varies as the size of the spatial neighborhood used for motion estimation according to 2 
Region merging is a process that takes multiple areas of z k (n) and reclassifies them as a single connected region. The classification uses primarily the average motion of neighboring regions to determine whether or not these areas should be merged. The merging step provides the clustering routine with a means for handling noise and foreground pixels that exhibit colors similar to the background regions that they occlude. Region filtering is a simple mechanism that allows the algorithm to maintain a level of robustness to noisy motion in the video sequences.
The filtering is based on both the size of isolated regions as well as the distance of these regions to previously known points of motion (e.g., the distance from image borders, where new objects are expected to appear, and the distance from previously tracked objects). The fourth and final step of the clustering routine is the most central of all steps in the presence of significant object occlusion. This stage of the algorithm splits regions according to the tracking results from previous frames combined with the motion estimates for the current frame to generate a linear prediction of each bounding box that intersects the region to be split.
Allowing the regions to split provides the Kalman filtering process with a set of observations for occluding and occluded objects. The observations are based only on a translational model, however, and are similar to those that might be obtained using only change detection for the purposes of object tracking. It will be the function of the Kalman filter to weight these observations against the [possibly] more accurate predictions generated from the coarse motion estimates. Although the details of the spatial clustering are quite important in determining the success of the tracking algorithm, we intentionally leave them from the paper as they can be readily found in [23] . Rather, we provide an illustration in Figure 6 that depicts the progression of a typical segmentation map containing objects in occlusion.
Object Tracking
The process of tracking objects in video sequences becomes increasingly difficult as the number of objects increases. Although, in itself, the tracking of deformable and articulated objects is a difficult problem, this is compounded by occlusion. Addressing occlusion in realtime sequences further adds to the dilemma by limiting the types of techniques that can feasibly be applied to the analysis of occluded regions. Kalman filtering, depending on the number of states, can be a very fast and effective technique for tracking objects in the presence of occlusion.
Since our approach to tracking is driven by the application of video surveillance, we model a Kalman filtering technique with a state vector based on the bounding boxes for each of the tracked objects. In particular, the state vector takes the form
where, as shown in Figure 3 
upper, and lower sides of the η th bounding box in the k th frame.
A traditional Kalman filter models occlusion as Gaussian observation/prediction noise.
This works moderately well when some unknown object in the environment occludes a tracked subject (e.g., when a tracked subject walks behind a tree or pillar). In principle, some quality metric that measures the accuracy of the tracking is recursively used to modify the noise covariance matrices of the filter -the result is a shift towards a pure predictive estimator.
Typically, an approach using correlation is used in conjunction with change detection in order to
develop an accurate quality metric for the Kalman filter. Correlation works well for nondeformable and rigid locomotion, but implementing a deformable correlator for tracking articulated objects, such as human body parts, can be computationally burdensome for real-time applications. We address the aforementioned difficulty by introducing a temporally varying
, to the minimum prediction mean-square error (MSE) formulation.
The first step in Kalman filtering involves the estimation of a state prediction for the current frame, k, according to A using coarse motion estimates that are directed from the previous frame to the current frame which are known to have originated within the foreground region associated with the η th object in that frame. The use of coarse motion estimates is accurate enough to allow each of the four bounding box edges associated with a single region to move independently, if necessary. Simple change detection does not afford this convenience or accuracy. We show in our section on computational complexity that this method is still feasible for real-time analysis. The use of a dense motion estimation routine introduces a significant processing overhead while providing an unnecessary improvement in tracking accuracy (for the purpose of video surveillance).
After creating a state prediction for the current frame, one must develop a measure of confidence for that prediction. The minimum prediction MSE matrix,
, is used for this purpose. The traditional formulation for the Kalman filter uses the updated MSE matrix from the previous frame by predicting a new value and adding an additional Gaussian noise covariance that correlates with the accuracy of the predicted data according to
The 
where
[ ]
and
, and D 2 (η,k) are as shown in Figure 7 and k N η indicates the total number of coarse motion estimates that originated within the foreground of the η th object in the k-1 th frame. In essence, this approach allows the algorithm to modify the strength of the prediction MSE matrix according to the distance of the coarse motion estimates from the position of the states for the Kalman filter. For instance, a state prediction based on coarse motion estimates that are very close in Euclidean distance to the state under consideration will produce a lower entry along the associated diagonal element in (7). Alternatively, a prediction based on motion vectors that are situated further from the state position should produce a higher entry for that state in the weight matrix. We construct [ ] k η C in the traditional way by allowing the matrix to be representative of the time-varying differences between observations and corrected predictions. We then construct a Kalman gain matrix according to [ ]
where , 1 4
is a probabilistic measure for the η th box in the k-1 th frame, as shown in Figure 8 .
As indicated by the aforementioned figure, the For the sake of completeness, we provide the remaining steps of the Kalman filtering procedure. These equations follow those of the standard Kalman filter and are indicated by
and ( )
The two equations represent the state correction based on the Kalman gain matrix and the update of the minimum MSE noise covariance matrix, respectively, where [ ] k η x indicates the pure observations for a particular object.
Facial Capture
To perform face detection, we calculate chrominance histograms, I(η,k) and Q(η,k), using only those foreground pixels hypothesized as belonging to facial regions (i.e., pixels which exist as a subset of Φ Φ Φ Φ(η,k), as previously presented in Figure 3 ). The calculated histograms are then compared to the model histograms, I M (γ) and Q M (γ), that are initially generated using annotated training data, f(n), as shown in Figure 9 . A sufficiently close match, according to λ D , places the upper 1 6 th of that bounding box in memory as d S (n,η,k). The current facial image pixels replace any previously stored information in d S (n,η,k) only if the current histogram data is a closer match to the model data than was that of the image data previously stored in d S (n,η,k).
The variable γ indicates the current iteration of the model histograms. When an object leaves the scene, we increment γ, add d S (n,η,k) to an image database file, g(n,γ), and update the model histogram data using the histogram data of d S (n,η,k). For a more precise handling of the facial detection and capture modules, we refer the reader to [23] . This training data is courtesy of Purdue University [24] .
Computational Complexity
The computational complexity of the algorithm is driven by the following major The coarse motion estimation introduces the most complexity, and therefore merits the most attention -an improper implementation is likely to burden the tracking and surveillance system significantly. As mentioned earlier, the motion estimation algorithm is based on optical flow and has a block size, B, over which spatio-temporal smoothness constraints are imposed and a grid spacing, ∆, which determines the coarseness of the estimated motion. We also use ∆ to determine the number of resolution levels, ( ) 
The total number of grid points at which the above calculations are performed is approximately equal to 2 
MN MASK ∆
P
, where P MASK < 1 indicates the percentage of pixels in a frame that have been classified as part of the moving foreground region. Thus, the complexity of the coarse motion estimation is O(α E ζ E MN), where, in practice,
The spatial clustering used in this paper is not an iterative process. It consists of region labeling, merging, filtering, and splitting steps. The region filtering step only removes erroneous or insignificant foreground areas and is not a major source of complexity. For region labeling, the algorithm must make two passes through each frame in order to determine the connectivity of neighboring components and to then group regions according to an equivalence map. Finally, the Kalman filtering mechanics are only as complicated as the size of the state vector which, in our implementation, is significantly smaller than the size of the video frames.
Although it is necessary to perform the inversion of a 4× 4 matrix for each object in each frame of the video sequence, this computation is not comparable to O(MN). Like the Kalman filtering, the remaining computations in the proposed system are not comparable to O (MN) ; as is such, we provide no analysis.
Experimental Results
The theory outlined above has been successfully tested on a number of sequences -we present the results on three of these sequences: EKRL, VNJ, and Group. The Group sequence consists of a number of individuals walking in an outdoor environment. This particular sequence suffers from noise and low resolution and includes a number of moving people in the first frame.
The VNJ sequence exhibits less noise than the Group sequence, but contains significant levels of occlusion. A careful inspection of the sequence also shows variations in illumination due to moving clouds -this point is easily seen in the shadows of those moving in the scene. Finally, the EKRL sequence contains a number of manually imposed obstructions, very high levels of occlusion (due to both the environment and to other moving objects), and noisy background regions. This sequence demonstrates the effects of introducing a foreign object (i.e., a jacket) to and removing a native object (i.e., a laptop case) from the scene. Since outdoor imaging was not favorable at the time of writing, we also simulate the effects of moderate wind levels on trees and plants. We encourage the reader to visit our website in order to see the tracking results of these, and other, video sequences in full (http://www.ece.rochester.edu/~dockstad/research). In the training phase, we develop values for D λ , M λ , T λ , I M (0), and Q M (0). Table 1 shows distributions of the values for D λ , M λ , and T λ , taken about their optimal values for a particular training sequence while attempting to maximize the system accuracy, as defined by (1) . One-dimensional slices of the comprehensive 3-D accuracy function are shown in Figure 10 -each slice is taken in one dimension while holding the remaining two thresholds at their optimal values. In the training stage we consider a group of pixels to be a facial region iff it corresponds to the facial region of a physical object and the moving person is not looking away from the camera. The training sequences consist of several thousand frames of moving people in the presence of illumination changes, background noise, a variety of facial poses, and the like.
The sequences also include new object introduction and native object removal to assist with the definition of T λ . To generate the initial model histograms, we use facial training data, the intensity of which the data shown in Figure 9 is representative. We manually alter the training images so that any background data not corresponding to facial regions has zero chrominance and then calculate the initial histogram feature vectors, as exemplified in Figure 11 . Newly acquired facial data is used to recursively update the model histogram data, thus providing the system with the ability to learn and recognize wider varieties of facial tones and features. We summarize the testing results for each of the video sequences in Table 2 . For each sequence we provide a summary of the system accuracy (SA), as defined by (1), by analyzing the extracted values for TP, TN, FP, and FN. We also indicate the number of times the tracking deviated from the ideal trajectory, according to our criterion outlined in the fourth paragraph of §2. This data is provided under two scenarios -in the first, we implement the system as proposed while in the second, we omit our suggested changes to the linear Kalman filter. In Table 2 , we report on the tracking accuracy of both the proposed Kalman tracking system (denoted with a subscript P) and the baseline classical Kalman tracking system (denoted with a subscript B),
where the tracking accuracy is defined by
In each frame of each video we should have some number of foreground objects tracked by the system (perhaps zero); 1 i τ indicates the total number of correctly tracked objects over all frames.
Similarly, 0 i τ indicates the number of incorrectly tracked objects over all frames. An incorrect tracking occurs any time a foreground object is not followed with sufficient precision or any time a background object is erroneously tracked.
Since the aforementioned criteria for estimating the success of the surveillance system is rather conservative, we also use a more practical measure. Specifically, we include the number of facial snapshots, d S (n,η,k), actually added to the database, g(n,γ), and compare this number, γ, to our ideal metric, γ I ; this database accuracy (
is also reported in the table. Again, the system should only add one image for each person, but no images for people who aren't facing the camera. Several resulting frames from each of the three sequences are presented in Figure 12 ; faces actually extracted from the system are shown in Figure 13 . Figure 12 . Tracking results. The first column includes five frames taken from the Group sequence, the second column is representative of the VNJ sequence, and the third column includes frames from the EKRL sequence.
Although the accuracy of the face detection leaves much to be desired, that of the object tracking is quite acceptable. As indicated in Table 2 , the proposed tracking consistently outperforms that using only a classical Kalman filtering approach. In most cases, the tracking deviates any time there are no reliable observations for a bounding box edge and the underlying object is accelerating while being occluded. A pragmatic solution to this problem is likely to require a model-based tracking architecture. It should be noted that when the object tracking becomes irrevocably corrupted, we employ no heuristics or ad hoc strategies to help rectify the correspondence problems. In such a scenario, the tracking for the corrupted object yields failing results until it exits the scene. This fact triggers some of the large differences in success seen between the proposed tracking and that utilizing only a classical Kalman filter. In many cases, tracking failures are directly correlated with the quality of the spatial clustering algorithm. Spatially distinct regions will only track as a contiguous object if either (a) the motion of the regions is similar or (b) the regions had been previously tracked as a single object. As multiple objects occlude, the dependence of the tracking on both the coarse motion estimates and the spatial clustering increases considerably. In particular, the accuracy of the spatial clustering plays an important role during multiple object occlusions as the Kalman filtering mechanism transitions from a predictional bias to an observational bias. This situation surfaces, for example, when an object once again becomes visible after having been occluded by some other moving object. A failed clustering in this scenario would likely cause continuous tracking errors until the two objects become completely separated. Related sources of tracking errors include those situations in which multiple objects enter the scene simultaneously, thus forming a single foreground cluster, or in which a single object enters as partially occluded. The tracking errors are rectified by region splitting and merging, respectively. A common tracking failure that is not related to the quality of the spatial clustering is that due to total occlusion; only unreliable predictions are available to the Kalman filter. The three image sequences were processed using a 330 MHz Sun Microsystems Ultra 10 workstation with Elite3D graphics. The amount of time required to process the data, after training, is furnished in Table 3 for each of the sequences. The speed of the algorithm is partly due to the conditional computations (i.e., on the presence of anticipated motion) in several modules. However, this property suggests that as the number of objects in the scene increases, so does the average processing time per frame. In our sequences, we found the effects to be acceptable, yielding an average processing rate of approximately 10 frames/sec. A practical implementation of this system would need to anticipate or assume a maximum number of foreground objects in order to prevent the dropping of video frames (a consequence which could adversely affect the tracking performance). 
Conclusions and Future Work
We have shown how coarse motion estimation and dynamic reference frame differencing can be used in conjunction with a simple bounding box model to achieve real-time object tracking and recognition. The proposed technique introduces novel modifications to the standard Kalman filtering procedure to achieve robust tracking of multiple articulated and occluded moving objects. The approach is founded upon the use of change detection to provide pixel-accurate observations of non-occluded regions and the use of coarse motion estimation to develop sufficiently accurate predictions for partially occluded and/or articulated regions.
We introduce an explicit measure of confidence for the Kalman state predictions that is inversely proportional to the Euclidean distance between the positions of the motion vectors and the corresponding state locations. Additional Kalman filters are introduced for each new independently moving object in the scene. We take advantage of the fact that as independently moving objects interact (e.g., one object occludes another), the corresponding state predictions and observations for the multiple objects no longer remain independent. To that end, we introduce a probabilistic weight matrix that is computed based on the occlusion information extracted from the multiple moving objects. This weight matrix introduces an inherent coupling of the previously independent Kalman filters. These new modifications to the Kalman filter provide explicit modeling of information that is specific to the scene and to the motion of multiple objects that is not necessarily captured by the implicit recursions of the noise covariance matrices. The result is a noticeable improvement in the accuracy of tracking multiple occluded objects, with only a minor increase in computational complexity.
The proposed object tracking contribution is presented within the framework of an autonomous video surveillance system. The system takes advantage of the tracking accuracy and real-time performance by maintaining a reliable trajectory for each of the moving objects in the scene. To enhance the practicality of the surveillance system we suggest a simplistic technique that combines the tracking accuracy with a color-based mechanism for detecting faces of moving persons. The accuracy of the facial capture is used to benchmark the success of the tracking and recognition system.
Future work in this area intends to address potential improvements to both the tracking model and the recognition mechanism. Although not a focus of this paper, future endeavors will address more sophisticated methods of recognizing and tracking articulated and self-occluding objects in motion. We are currently addressing the possibility of extending the tracking from a bounding box model to more highly parameterized contours and surfaces. Ultimately, it is anticipated that the theory set forth in this paper will also be applied to improving the simultaneous tracking of individual body parts from multiple persons in occlusion.
