Abstract-Cardiovascular disease is the main cause of fatality for women and men in developing and developed countries. Hypertension also known as high blood pressure is one of the major type of cardiovascular disease which causes more deaths than other cardiovascular diseases such as heart failure, coronary artery disease, arrhythmia, congenital heart disease etc. It is the time to take necessary steps to control death rate due to hypertension. In this paper, an approach to predict the hypertension based on handwritten manuscript using K-NN, Minimum distance and SVM classifiers has been presented. The proposed approach extracts geometric features such as number of right and left slants, number of horizontal and vertical lines, total length of horizontal and vertical lines, total length of left and right diagonal lines, and regional features such as Euler, major axis length and extend from a manuscript. Based on this information it predicts the existence of high blood pressure. The dataset contains total 140 manuscripts. The dataset is prepared using manuscripts of high blood pressure and control group people. The proposed system provides accuracy of 76.47% using K-NN classifier, 70.59% using minimum distance classifier, and 85.29% using SVM classifier.  Index Terms-high blood pressure, writing features, handwriting analysis, manuscript
I. INTRODUCTION
The mortality rate due to cardiovascular diseases is increasing at an alarming rate across the globe. This count is greater than deaths due to AIDS and all cancers combined [1] - [3] . Cardiovascular disease also known as heart disease has become a bigger health concern in the developed as well developing countries. Cardiovascular disease is number one cause of mortality globally [4] . Every year around 30% of all global deaths occur due to cardiovascular disease. Around 80% deaths take place due to heart disease in economically backward and developing countries. If appropriate actions are not taken in time, the deaths due to cardiovascular disease will increase to 23.6 Manuscript received January 16, 2016; revised March 27, 2017. million by 2030 [5] . Cardiovascular diseases kill over three million people every year in India [6] - [9] . Globally 8.5 million deaths occur in women due to cardiovascular disease which is one-third of all deaths in women. High Blood Pressure (HBP) which is type of heart disease is leading cause of deaths as it leads to heart, kidney and brain damage. In United States, everyday around 1000 people die because of HBP and the death rate of HBP has increased 23% since 2000 [10] . About 33% of adults in Scotland and England are suffering from HBP [11] . Around half of the Singaporeans aged 60 to 69 suffer from HBP [12] . The governments across the world are working on reducing the mortality count due to HBP.
We can detect any type of heart disease after physical symptoms are apparent using different tests such as blood pressure test, stress test, blood sample analysis, ECG scanning, chest X-Ray, CT Heart scan and heart MRI [11] , [13] . Some of the researchers have proposed a soft computing approach to identify cardiovascular disease using the parameters like resting electrographic results, cholesterol, blood pressure, sex, age, exercise induced angina, defect type, maximum heart rate, fasting blood sugar, and chest pain. The researchers have used classifiers such as neural network, fuzzy logic, SVM to perform the work [14] - [18] and they have obtained the accuracy between 90% to 100%. In paper [19] , authors have presented a system for monitoring and diagnosis of patients suffering from coronary artery disease. The diagnosis module finds heart problems using algorithms such as SVM, BayesNet, and Functional Trees. The monitoring module uses wearable sensor for detecting heart rate. It sends this data to a mobile device. If there is any change in heart rates, the monitoring algorithm sends a signal to the patients' relatives and closest hospital. The proposed approach has got 88.3% accuracy using SVM classifier for diagnosis component and 100% accuracy for monitoring component. In paper [20] , authors have reviewed the research carried on heart disease prediction and diagnosis using the data mining algorithms. As per literature, SVM and neural networks are good for predicting the presence of coronary heart diseases.
Decision tree is good for diagnosing cardiovascular disease. The performance of data mining techniques to detect coronary arteries diseases varies between 60%-75% which is not encouraging and further improvements are required. A model proposed in paper [21] uses Bagging algorithm and J4.8 Decision Tree for finding of heart disease. The proposed approach works in different steps like data discretization, partitioning of data, selection of decision Tree type, and preparation of pruned decision trees by the application of reduced error pruning. The proposed approach used 13 attributes such as CP, Sex, Age, Chol, Thal, CA, Exang, Restecg, Fbs, Thalach, Old peak ST, Trestbps, Slope, and Diagnosis class. The system provided sensitivity of 77.9%, Specificity of 85.2%, and Accuracy of 84.1%. In paper [22] , authors have proposed a solution to detect heart attack using smart phone. Using proposed approach one can detect heart condition either by using peak of blood or by using heartbeat. Authors claim that the proposed system is also useful for detecting abnormal blood, valve circulation, and heart blockage, The paper [23] , presents an approach to diagnose heart disease using techniques such as Decision Tree, Naive Bayes, and Classification by Clustering based on six attributes such as Chest pain type, Number of major vessels colored, Old peak, Exercise induced angina, Resting Blood pressure, and Maximum heart rate achieved. The proposed approach has got 99.2 % accuracy using decision tree, 96.5% accuracy using Naï ve Bayes, and 88.3% accuracy using clustering algorithm.
Thus, numerous techniques have been proposed by researchers for detecting heart diseases, but they require costly hardware or software. In this paper, we have presented an approach based on handwritten text also known as manuscript to predict existence of HBP at early stage. It is an instant and cost effective method.
Usually handwriting analysis is used to understand the personality, emotional state, behavior etc. of the writer [24] - [26] . Handwriting of a person shows pre-illness warnings about the disease before physical symptoms are apparent [27] . According to research study carried out by University of Plymouth, England, Graphology can be used detect health conditions [28] . When a person writes, what he/she writes is controlled by conscious mind while how he/she writes is controlled by subconscious mind. Instructions about writing style are given to hand by subconscious mind. Subconscious mind and central nervous system are related. Thus, if there are any health issues, they are reflected through handwriting. According to Graphology, people suffering from same disease have same writing features. These writing features are studied to predict the disease [29] - [32] .
A naï ve approach to predict healthy person (also known as control group) and person suffering from hypertension has been proposed in this paper. The proposed approach extracts geometric features such as number of right and left slants, number of horizontal and vertical lines, total length of horizontal and vertical lines, total length of left and right diagonal lines, and regional features like Euler, major axis length and extend from a manuscript. These features are used to foresee the existence of hypertension using K-NN, Minimum Distance (MD) and SVM classifiers. The performance of K-NN, MD, and SVM classifiers used to implement the proposed system has been discussed in this paper.
The remainder of the paper is organized as follows: Section II briefs the proposed system, Section III explains the proposed algorithm, Section IV discusses experimental results, and Section V concludes the paper.
II. PROPOSED SYSTEM
Proposed research work requires the dataset of manuscripts of both high blood pressure and Control Group (CG) people. As such standard dataset is not available; we have prepared our own dataset by collecting the manuscripts of both CG people and people suffering from HBP. A plain white paper has been used to collect known manuscripts of CG and HBP people. These manuscripts are then converted into JPEG images using scanner. Fig. 1 demonstrates the working of the proposed system. The system works in three phases namely training, testing, and classification. The training phase acquires JPEG images of known manuscripts of CG and HBP people. The testing phase acquires JPEG image of unknown writing sample which is of either person suffering from high blood pressure or control group person [33] .
Initially the system operates in training phase. In this phase, it passes through preprocessing and feature extraction steps respectively. During preprocessing, it converts the input image to binary image. It removes noise from the image by applying median filter. It then resizes the image to [512, 512] size. The binary image is inverted and then after it is thinned.
The feature extraction step uses the preprocessed image as input and extracts geometric features such as number of right and left slants, number of horizontal and vertical lines, total length of horizontal and vertical lines, total length of left and right diagonal lines, and regional features such as Euler, major axis length and extend from it. The reference feature vector is prepared by combining geometric and regional features of all preprocessed images from training dataset [34] .
After preparing reference feature vector, the system enters into testing phase. It acquires JPEG image of unknown writing sample. It then again passes through preprocessing and feature extraction steps and prepares testing feature vector by combing geometric and regional writing features of test image.
Finally system enters into classification phase. The reference feature vector and testing feature vector are given as input to classifier. The classifier compares reference and testing feature vectors, and predicts whether the test image belongs to CG or HBP class. The performance of the system is tested using three different classifiers namely K-NN, MD and SVM [35] .
III. PROPOSED ALGORITHM
Proposed algorithm works on a dataset which has been partitioned into training and testing dataset. A training dataset is prepared using JPEG images of manuscripts of CG and HBP people and testing dataset is created using JPEG images of an unknown manuscript. Different steps of the proposed algorithm are given below.
 Repeat the steps A1 to step A3 for all the images in training dataset so as to prepare reference feature vector.  Display the predicted class label i.e. CG or HBP.
IV. EXPERIMENTAL RESULTS
The data set with 140 manuscripts of HBP and CG people is used for performing experimentation. The training dataset is created using 106 manuscripts which are categorized into two classes such as HBP, and CG (53 manuscripts of each class). The testing dataset contains 34 manuscripts (17 manuscripts of each class). Performance comparison of K-NN, MD, and SVM classifiers is discussed below.
A. Results Obtained Using K-NN Classifier
Overall accuracy of 76.47% is obtained using K-NN Classifier. It is computed using (1). *100
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Total number of manuscripts Table I represents the confusion matrix with actual and predicted class labels for K-NN classifier.
B. Results Obtained Using Minimum Distance Classifier
Overall accuracy of 70.59% is obtained using MD Classifier. It is computed using (1). Table II represents the confusion matrix with actual and predicted class labels for MD classifier.
C. Results Obtained Using SVM Classifier
Overall accuracy of 85.29% is obtained using SVM classifier. It is computed using (1) The confusion matrix for SVM classifier is given in following Table III. The graph in Fig. 2 
V. CONCLUSION
An approach to predict the hypertension based on manuscript using three classifiers such as k-Nearest Neighbor, Minimum Distance and Support Vector Machine is presented here. The performance comparison of all these classifiers is discussed. A training dataset consists of 106 manuscripts of CG and HBP classes, whereas testing dataset includes 34 manuscripts. The proposed system provides an overall accuracy of 76.47% using the K-NN classifier, 70.59% using MD classifier, and 85.29% using SVM classifier. The SVM classifier predicts CG and HBP manuscripts more accurately than K-NN and MD classifiers. Predicting hypertension based on manuscript is a cost effective and easy solution. Our next objective is to improve the accuracy by extracting Graphological features such as zone, pressure, baseline, size, page margin and slant etc.
