the precision of such models is not good enough in practice due to several instrumental effects 23 which are generally not known. For example the energy distribution of the laser beam can be 24 ambiguous (Sasano et al., 1979) , the transmittance of interference filters may depend on the 25 incident angle (Sasano et al., 1979) or the laser beam might not be well focused on the 26 receiver and will thus alter the measured power (Roberts and Gimmestad, 2002) . One of the 27 main issues is the impact of temperature on the optical components (Campbell et al., 2002 ; 28 Welton and Campbell, 2002) . 29
To determine the overlap function experimentally there are several approaches like observing 30 a homogeneous atmosphere (Sasano et al., 1979; Welton et al., 2000) , using a Raman signal 31
Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2016- 30, 2016 Manuscript under review for journal Atmos. Meas. Tech. The only method that can potentially be applied to a large network without additional costs is, 5 in our opinion, the use of a vertically homogeneous atmosphere. Since this assumption is not 6 justified across the interface between the boundary layer and the free troposphere, this method 7 is only suited for instruments that reach full overlap within a few hundreds of meters, i.e. 8
within the boundary layer (Sasano et al., 1979) or for instruments with correctly specified 9 overlap down to a minimum range within the boundary layer (in this work). 10 Welton et al. (2000) proposed to perform horizontal measurements such that the assumption 11 of a homogeneous atmosphere also holds for instruments which reach full overlap only after a 12 few thousands of meters. Methods using horizontal or inclined measurements are the most 13 used in the scientific community and by manufacturers (Campbell et al., 2002; Biavati et al., 14 2011 ). However, these methods assume that the overlap function does not change between 15 vertical and inclined alignment of the system. An assumption, which might not be justified for 16 certain instruments. Further, inclination of instruments requires important mechanical 17 developments or human intervention. 18
Since instrumental parameters are not perfectly constant in time the overlap function needs to 19 be re-evaluated in regular intervals. Hence for dense networks of lidars an automatic approach 20 which requires minimal system modifications is needed. We propose in this study an 21 extension of the method by Sasano et al. (1979) combined with the assumption that a first 22 guess of the overlap function is available. We will show that this method can be implemented 23 for existing instruments without intervention on site and that it is suited for use in large 24 networks of automatic lidars. The algorithm as presented here is optimized for the CHM15k 25 built by the company Lufft Mess-und Regeltechnik GmbH (previously Jenoptik) but can in 26 principle be adapted to other instruments. The paper is organized as follows: the instrument 27 for which the method has been implemented and tested is described in Section 2 and in 28 Section 3 the detailed description of the method is given. Results are presented in Section 4 29 and in Section 5 we discuss temperature effects on the overlap function and propose a model 30
to correct for such effects. Examples of the performance of the correction for the 31 determination of the boundary layer height are presented in Section 6 followed by a summary 1 and conclusions. 2 2 The CHM15k-Nimbus ceilometer 3
The CHM15k-Nimbus ceilometer is a bi-axial photon-counting lidar (1064nm, 6.5KHz, 8 J) 4 manufactured by the company Lufft Mess-und Regeltechnik GmbH (www.lufft.com), 5 hereafter referred to as Lufft. The emitter and the receiver are placed next to each other in the 6 optical module, with a center-to-center distance of 12 cm. More information about a similar 7 instrument can be found in Wiegner and Geiß (2012) . For the instrument considered in this 8 study, the lowest level of non-zero (full) overlap is at approximately 180 (800) m. Its relevant 9 parameters are given in Table 1 . 10 The manufacturer Luff provides an individual overlap function for each optical module which 11 has been determined in the factory using a reference instrument. However, this overlap 12 function cannot account for changes over time due to mechanical and thermal stress and can 13 thus show significant deficiencies as shown in Section 4.2. It has been noted that artefacts due 14 to differences between the assumed and the true overlap function are visible in the first few 15 hundreds of meters. Such artefacts are detrimental for various applications like the 16 determination of the planetary boundary layer height or the retrieval of aerosol optical 17 properties. 18
Method 19

Physical basis 20
The lidar equation relates received power, , as a function of range, , and time, , to 21 instrumental and atmospheric parameters as follows: 22
is the time dependent calibration factor, and is a factor accounting for variations in 23 the sensitivity of the receiver.
is the product of the variables p_calc and scaling 24 provided by the manufacturer. and are the extinction and backscatter coefficient, 25 respectively, and is the background. (2)
The standard instrument output, β raw (variable beta_raw provided by the manufacturer), is the 1 normalized and background, range and overlap corrected signal defined as : 2
We define the corrected instrument output as : 3
which is proportional to the attenuated backscatter coefficient defined as 4
The factor of proportionality is the calibration factor as can be shown using Equation (1) 
Using the aerosol lidar ratio and a molecular lidar ratio equal to 8 3 , Equation (6) can be 20 rewritten as follows: 21
Atmos. Meas. For a standard atmosphere and at a wavelength of 1064 nm, a lidar ratio between 20 and 1 120 Sr and a particle extinction coefficient between 0 and 100 Mm -1 , the 5 th term (A 2 ) is in the 2 order of 0.01% of the total signal. It is being neglected for the rest of the calculations. Noting 3 that the 4 th term (A 1 ) is in good approximation a straight line, the right hand side of Equation 4
(7) forms itself in good approximation a straight line: 5
Assuming further that ( ) is correct in the range [ , ], i.e. log( ( )) = 0 ∀ ∈ 6
[ , ], the coefficients and are obtained from fitting Equation (8) to the data in this 7 same range. 8
The correction function in the range [0, ] is given by the difference between the fit (right 9 hand side of Equation (8) and the data as follows: 10
Outline of the algorithm 11
While the approach presented in the previous section is quite straight forward, the 12 implementation of an automatic algorithm is not. The most difficult parts are the selection of 13 favourable atmospheric conditions and the quality control of the result. These two aspects are 14 discussed in detail in the Appendix A, while only a brief description of the algorithm is given 15 in the following. 16
The algorithm processes a swath of 24h of data for which one overlap correction function is 17 derived. The swath is split into 282 intervals of length Δ = 30min with starting times 18 every 5min from 00:00 to 23:30. 
Long term variability 22
The algorithm was applied to the ceilometer measurements taken in Payerne from the 08 23 the analyzed data). The success rate of the algorithm shows a strong seasonal cycle with a 27 higher success rate in summer than in winter (see Figure 3 ). This is explained by the fact that 28 in Winter, the site is often affected by low clouds and fog. Moreover the homogeneous 29 In the following a simple model to correct this temperature effect is described. At each range 3 the relative difference is assumed to depend linearly on the mean internal temperature. The 4 coefficients for each range are determined by linear fitting of the relative difference at this 5 range (Figure 6-a) . The resulting model is presented in Figure 6 -b. To better highlight the 6 temperature dependence in Figure 6 -a, 23 outliers have been identified and discarded (out of 7 the 153 daily corrections). However, to calculate the model coefficients used throughout the 8 study all data points were considered. 9
The performance of the model to correct artefacts is assessed in the next section. Major 10 advantages of the model are the possibilities to correct for short term variations on scales of 11 hours (day/night) and to correct data in real time. 12 Unfortunately the coefficients of the temperature model are instrument specific and cannot be 13 used for other instruments or even for other optical modules. However, the algorithm 14 described in 3.2 can be used on any CHM15k to determine the appropriate overlap correction 15 if the data set is long enough and covers the entire range of internal temperatures that have to 16 be expected for the site. In almost all boundary layer detection algorithms using aerosols as tracers, the detection of 20 edges or gradients in the backscatter data is the first step. More or less sophisticated 21 approaches are then chosen to attribute one of the detected edges or gradients to the planetary 22 boundary layer height. This attribution is a very important step in the detection of the 23 planetary boundary layer but is beyond the scope of this study. Therefore this section is 24 limited to demonstrate the effect of our overlap correction method on the detection of aerosol 25 gradients. It is obvious that removing false candidates will naturally improve also the 26 attribution procedure. 27
Atmos If no correction is applied on CHM15k measurements, the strongest gradient is very often 10 located at a constant altitude (Figure 7-a) . By applying the algorithm described in Section 3.2, 11 an overlap correction was determined using a homogeneous layer below 800m from 00:30 to After the correction this spike almost disappears and permits more detections between 400 1 and 1000 m which are physically meaningful. These gradients were previously masked by 2 some erroneous detections at the altitude of the spike around 360m. 3
The presented correction method has thus the potential to significantly improve the detection 4 of the boundary layer using gradient based methods because it removes false candidates, e.g. 5 in situations of well-mixed convective boundary layer, and hence simplifies the attribution of 6 the detected gradients to the planetary boundary layer. A particularly high benefit can be 7 expected for the detection of shallow stable layers typical for nighttime situations. 
A. Algorithm details 2
Parameters used in the following paragraphs are explained in Table 2 together with the values 3 chosen for the implementation for a CHM15k lidar operated in the configuration as specified 4
in Table 1 . The algorithm processes a swath of 24h of data for which one overlap correction 5 function is derived. First, the swath is split into 282 intervals of length Δ = 30min with 6 starting times every 5min from 00:00 to 23:30. 7 atmosphere yields a profile of close to being a line with a small negative slope, because 1 of the small molecular influence. Therefore, almost vanishing spatial fluctuations of are 2 expected. These spatial fluctuations can however only be checked starting from the range 3 where the overlap function is known with satisfactory accuracy, because below this 4 range, artificial gradients may appear due to the incorrect manufacturer's overlap 5 correction. Temporal fluctuations in , which should remain small, are from the ground 6 up, where the ground is taken here as the lowest range where the overlap 7 function is larger than 0.05, because below this range the signal is usually too noisy to be 8 processed. The interval [ , + Δ ] is split into sub-intervals of duration Δ = 10 min 9 starting every 30 s from until + Δ − Δ . All statistical variables and temporal 10 gradients in the following are derived from these sub-intervals. 11 3.i. and the y-axis offset is approximately log 10 ( ) + 18 log 10 ( ). Note that the factor log (10) , is computed using Equation (2) and (9) whereas an outlier lies outside of 3 interquartile ranges from the median with respect to both 7 slope and y-axis offset. If the final set contains more than 10 candidates, the final overlap 8 correction is the median overlap correction. Otherwise, the swath is rejected. 9
Determination of the fitting intervals
Note that checking each candidate in the time interval of all other candidates is omitted if the 10 number of candidates exceeds 100, in order to save computational time and because it is 11
likely that for such a large number of candidates, the incorrect ones will be filtered out during 12 the outlier removal step. 
