Suppressing harmful synchronization in complex networked systems is receiving increasing interest in various contexts including epileptic seizure and the Internet and traffic congestion. It is traditionally believed that by disrupting the most important nodes (i.e., those nodes of high degrees) synchronization can be effectively mitigated. However, this approach can perform poorly in more general situations such as homogeneous (random) or small world networks. In this article, we investigate how topological properties, such as the heterogeneity of the network can have an impact on its desynchronization. In particular, we propose a topology-aware scheme that chooses topologically sufficiently diversified contrarian nodes by taking into account the patterns of connectivity among them. Hence, a maximal number of nodes in the network can be influenced, leading to a more global impact and greater disruption to synchronization. Our scheme demonstrates significantly improved performance on various networked systems including homogeneous networks, small world, and even scale-free networks.
I. INTRODUCTION
Synchronization is a ubiquitous phenomenon taking place in diverse natural and artificial systems, ranging from sociology [1, 2] and engineering [3] [4] [5] to neuroscience [6] [7] [8] [9] . For example, in social organizations, coherent behaviors and coordinated phenomena such as rhythmic applause are often observed. In electrical engineering, a clocking signal is employed to synchronize subsystems. In neural systems, an ensemble of interacting neurons gives rise to synchronous activities. The diverse range of applications for synchronization raises interest in both these various disciplines and the study of the underlying physical phenomenon. In particular, the recent development of theories and methods in complex networks has led to the study of synchronization via network structure, dynamics, and their interrelation [10, 11] .
In certain situations, synchronization can be harmful and even destructive. For example, the onset of synchronization can underpin epileptic seizure or congestion in the Internet or on traffic networks. The suppression (or avoidance) of synchronous states in such scenarios can therefore be extremely beneficial. While much work can be found on the synchronizability of networked systems, network desynchronization has only received relatively limited attention. Current research posits that destroying the synchronization requires the perturbation of internal network connections since the synchronizability of a complex network, aside from being affected by the dynamic parameters, is also dependent on topological metrics [12, 13] .
However, mitigating synchronization through topological modification of the network typically requires global knowledge of that topology and assumes that one is able to * dping.li@gmail.com † Kzhang@nec-labs.com ‡ jzhang080@gmail.com directly modify the underlying network structures. In many cases this is either inconvenient or costly. It is often more feasible (or simply more practical) to perturb node dynamics to either break synchronization or modify coupling patterns. For instance, consider the case of traffic jamming on the Internet. With multiple routers generating synchronous routing directives, it is more practical to work directly on individual routers and to change the behaviors of those nodes rather than to disconnect and reconfigure the Internet. This gives rise to the challenging problem which we address in this article. We seek to design efficient, node-based strategies for network desynchronization, and, in particular, to utilize only local information.
II. DESYNCHRONIZATION ON COUPLED OSCILLATOR NETWORKS
Recently, Louzada and colleagues [14] studied this problem by resorting to the Kuramoto model [15] . Any dynamical system showing emerging coherence can be described (or at least caricatured) as an ensemble of coupled phase oscillators
where θ i (t) is the phase of the ith oscillator at time t, ω i is the natural frequency, σ is the coupling strength, and A ij is the effective coupling between oscillators. In [14] , the authors proposed to set a portion of m = 1,2, . . . ,M contrarians within the network, as
Here, the phase difference π implies negative feedback from the contrarians' neighbors, precisely the behavior we expect from "contrarians." It was found that significantly a augmented desynchronizing performance can be obtained by setting contrarians at the highly connected nodes in complex networks (in what follows, we call this the degree-based strategy). Note that this degree-based approach only requires local information concerning the network topology. Clearly, the presence of extremely high-degree nodes plays a key role in the degree-based strategy. Hence, we examine how the heterogeneity of the degree distribution of a network affects the efficiency of alternative desynchronization schemes. First, we perform the following simulations. We generate networks of N = 1000 nodes using the configuration model [16] , with a power law degree distribution P (k) ∼ k −γ where γ = 1.6. To tune the heterogeneity of the network, we randomly rewire each link with probability q. By choosing q from {0.3,0.5,0.7,0.9} we generate four networks with decreasing heterogeneity. For each network, we set p portion of the nodes as contrarians [as in Eq. (2), and examine how synchronization evolves with p. Here the degree of synchronization is characterized by the order parameter, as
where · is the average over time. To reduce statistical fluctuations, the order parameters are calculated as the average of 50 independent runs. In our simulations, natural frequencies are uniformly distributed in [−1,1] and initial phases of all oscillators follow the standard normal distribution. The coupling strength is σ = 1.5, which is strong enough to ensure the undisturbed system to be globally synchronized at the average frequency = 0. In the inset of Fig. 1 , we plot the heterogeneity of the four generated networks, using the definition from [17] 
where d i is the degree of node i andd is the average degree. Then, for each of the networks, we plot the degree of synchronization [as defined by r in Eq. (3) to the portion of the contrarians p. As can be observed, the level of synchronization falls more rapidly in heterogeneous networks compared to homogeneous networks, showing a marked increase in the suppression of synchronization. Hence, the efficiency of the degree-based strategy is certainly affected by the heterogeneity of the coupling topologies.
III. OVERLAY STRATEGY
The degeneration of the performance of the degree-based method in increasingly homogeneous networks may be due to the different topology in homogeneous and heterogeneous networks, and the degree-based strategy not fully exploiting the local network topology. For example, in the network we created with the configuration model [16] , a small portion (p = 0.03) of hub nodes are densely connected and dominate most of the links in the network. Therefore, contrarians selected by the degree criterion can effectively perturb the global behavior of the network, regardless of how selected contrarians are positioned with regard to each other. With the decreasing heterogeneity, however, the degree distribution becomes relatively narrower, the densely connected components formed with hubs disappear, and as a result the degree-based strategy fails to seek the most efficient control scheme.
Hence, to boost the process of breaking the network synchronization using a set of selected contrarians, we propose the following criterion, that is, contrarians should be topologically diversified. More specifically, given a complex network with n nodes, and a desired number of M contrarian nodes denoted by C, we formulate the problem in the following two optimization forms:
Here, the first term quantifies the averaged connection among selected contrarian nodes, which should be minimized to improve the diversity of the contrarians; the second term approximates the number of nodes affected by these contrarians, which should be maximized to improve the overall impact. Theoretically, optimization problems (5) and (6) both are combinatorial in nature and the optimal solution is to be found among C M N feasible solutions. Therefore an efficient approximate method has to be sought. In the following, we devise an efficient, greedy scheme to simultaneously optimize the two criteria, which we will call the overlay strategy. The algorithm is summarized as follows.
(1) Initialize C with the node of the maximum degree.
(2) Repeat step 3 until M contrarians are selected. (3) Add a new node i to C such that
Here, C is the set of nodes which does not have any linkage with the current set of contrarian nodes C, i.e.,
The algorithm starts by choosing the node with maximal degree, and then iteratively chooses the node whose degree is maximal among the remaining nodes that have no direct connection with any of the current contrarians. In this way, the network is maximally covered by diverse contrarians as shown in Fig. 2 , and as a result the global synchronization can be more effectively reduced.
IV. PERFORMANCE COMPARISON
We applied this strategy to scale-free networks obtained with the aforementioned configuration model. In Fig. 3 , it can be observed that our approach outperforms the degree-based method. The superiority becomes more and more obvious as the homogeneity of the network (or the γ value in the degree distribution) increases. The performance difference can also be manifested by the following statistical analysis. First, we quantify the performance or efficiency of a desynchronization approach with the decrement of the synchronization order parameter with reference to the complete synchronized state, namely, 1 − r. Then, we denote the difference in performance between the overlay strategy (o) and the degree-based strategy (d) by δ od = (1 − r o ) − (1 − r d ), where r o and r d are the order parameters associated with the overlay strategy and degree-based strategy, respectively. If δ od > 0, then the overlay strategy outperforms the degree-based strategy, δ od = 0 implies no differences in the two strategies. In the simulations, each value of δ od is averaged on 50 realizations of the network model. The averaged δ od and the standard error with respect to p are plotted. As can be seen in Fig. 4 , the curve of the performance difference between the two strategies gradually shifts upwards (towards δ > 0), which is in good agreement with Fig. 3 .
We also applied this method to more homogeneous networks such as the Erdős-Rényi (ER) random network [18] , which is constructed by randomly connecting any pair of nodes in a network with a predefined probability p r . As can be seen in Figs. 5 and 6 with error bars, our approach The performance differences for three strategies, namely, degree-based strategy, random strategy, and overlay strategy, for ER random networks with connecting probability (a) p r = 0.005 and (b) p r = 0.01. δ dr denotes the performance difference between degree-based strategy and random strategy. In the same manner, δ or is the performance difference between overlay strategy and random strategy. appears more effective than the degree-based strategy and random selection. Another observation can be made by comparing Figs. 5(a) and 5(b), which, when the network grows denser, desynchronization becomes more difficult (the order parameter drops more steadily with the number of contrarians selected).
In the following, we further test our approach on a number of network systems with different characteristics. First, we used an small-world (SW) network generated by the WattsStrogatz (WS) model [19] , which invokes a rewiring process on a regular ring graph. The probability of rewiring connections p r can be tuned by which the generated network possesses both the short average distance and high clustering. As can be seen in Fig. 7 , our scheme performs better, while the degree-based strategy is equivalent to the random strategy. We also examined the number of nodes that directly interact with contrarian nodes in these different schemes, denoted by n itac . It can be observed in Fig. 8 and the inset plot of Fig. 7(a) that, for both ER and SW networks, the overlay strategy can always involve more nodes to be disordered directly by contrarians (and hence stronger desynchronization). This is also a direct consequence of having diversified contrarians.
Next, we consider various archetypal real networks. The first one is the U.S. power grid of the Western States [19] . It consists of 4941 connected nodes and 6594 edges, with a maximal degree being 19, indicating its heterogeneous nature. As can be observed, in terms of both decreasing the order parameter and the number of affected nodes by contrarians, the overlay strategy performs better with the alternative. The second is the scientific collaboration network in theoretical high energy physics. We consider the largest connected component of this network, which consists of 5838 nodes and features a the scale-free property (γ = 3.4) and modular structure (modularity by the definition in [20] is 0.82 for 47 communities). The third example with community structure is the Pretty-Good-Privacy (PGP) network which is composed of 10 680 nodes. The results shown in Fig. 9 demonstrate the improvement afforded by the overlay strategy. The critical coupling strengths for these networks to synchronize are around σ = 1.0, even for σ = 0.7, the order parameter r is still larger than 0.9. In all realizations of the network models, the natural frequencies on nodal dynamics are assumed to be randomly uniformly distributed in [−1,1].
V. ROBUSTNESS OF OVERLAY STRATEGY
To verify the robustness of our approach under different coupling strength and the span of intrinsic frequencies, we have also inspected the changes of the performance measure δ between the overlay strategy and degree-based strategy when modifying the global coupling strength and the span of intrinsic frequencies. It is shown from Fig. 10 that the all-performance measures are above δ = 0, reflecting the robustness of the performance of our approach with different coupling strengths. As for the robustness of our method under different spans of intrinsic frequencies, a tunable parameter α with 0 < α 1 is used to change the span of intrinsic frequencies. The natural frequencies are assumed to be independently and uniformly distributed in [−απ,απ]. Then the performance measure δ is computed for different network models and span parameters. The coupling strengths are assigned according to the the frequency spans, so that all desynchronizing processes start from the synchronized state (larger frequency spans require stronger coupling strengths). As can be seen in Fig. 11 , δ is robust to frequency span changes. Note that the drop of the curves indicates a decrease of performance difference as the number of contrarian nodes is increasing.
VI. CONCLUSION
In summary, in this work we investigate the impact of network topology on various desynchronization schemes. We find that heterogeneous networks are relatively easy to desynchonize, while for networks with homogeneous properties, popular strategies using the node degree can perform poorly. To remedy this situation, we expand the node selection process to include important topological information in the design of desynchronization schemes. In particular, we aim to choose contrarian nodes that are sufficiently diversified to cast a global impact on the network. Our scheme demonstrates significantly improved performance on homogeneous networks and even certain scale-free networks. Nonetheless, we note that the scheme only requires very limited local topological information.
In our studies, we find that when there exists densely connected hubs in the network such as the dense core in the Internet (at autonomous system level), desynchronization can become particularly complicated. In fact, it is comparatively more difficult to desynchronize a tightly linked group than a star-like linked group, just as synchronizing the former is comparably harder [21, 22] . Hence, utilizing star-like networks as a model for the theoretical study of complex heterogeneous networks may have only limited value.
Moreover, effective desynchronization may have to take into account the formation of global synchronization patterns. For example, synchronization clusters tend to grow starting from hubs in scale-free networks, while many small clusters may first appear in homogeneous networks [23] . Therefore, we may expect to break synchronization by disintegrating the node groups that give rise to synchronization clusters. However, achieving this will generally require much more detailed knowledge of the underlying network system, which will be infeasible in most realistic situations.
By considering the introduction of contrarians equivalent to node removal, the problem can be reframed in terms of network fragility (in scale-free networks), which has been extensively studied in the literature [3, [24] [25] [26] [27] [28] . Unlike those works, our focus is on the influence of topology on the efficiency of network disruption and the optimal choices for desynchronization.
