In this paper, we consider the problem of designing an asymptotic observer for a nonlinear dynamical system in discrete-time following Luenberger's original idea. This approach is a two-step design procedure. In a first step, the problem is to estimate a function of the state. The state estimation is obtained by inverting this mapping. As in the continuous-time context, we show that the first step is always possible provided a linear and stable discrete-time system fed by the output is introduced. Based on a weak observability assumption, it is shown that picking the dimension of the stable auxiliary system sufficiently large, the estimated function of the state is invertible. This approach is illustrated on linear systems with polynomial output. The link with the Luenberger observer obtained in the continuous-time case is also investigated.
I. INTRODUCTION A. Context
The design of observers for nonlinear discrete-time systems remains a challenging and open problem despite a burgeoning literature. Since no universal method exists, several approaches have been developed. Most of them have first been developed for continuous-time systems, and then extended to the discrete case. Some of them, such as the well-known extended Kalman filter ( [4] , [12] ), provide only a local convergence of the observer, and are based on a linearization of the system. Others (as [5] or [7] ) consist in applying an invertible change of coordinates that transforms the original system in an other form for which it is much more easier to design an observer. Still others deal with Lipschitz nonlinear systems ( [13] , [14] , among others), that occur frequently in practice, and are based on linear matrix inequalities that provide Lyapunov functions for the error system.
A completely different idea is to try to reproduce the Luenberger's initial methodology originally developed for linear continuous-time system in [10] , which differs from what is now usually called Luenberger observer. This path has been mapped in the case of discrete-time systems by N. Kazantzis and C. Kravaris in [8] . It consists to estimate first a function of the state, thanks to a linear stable system fed by the output, and then to inverse this mapping. However, strong assumptions such as analyticity of the system and observablity of the linearized system are required, and the invertibility of the function is obtained only locally.
In the following, we relax those assumptions following the strategy developed in the continuous case in [2] and later in [1] and [3] (see also [9] ). We require the system to be time reversible, and replace the observability hypothesis of the linearized system by a backward distinguishability hypothesis on the nonlinear system itself. In so doing, we obtain the existence and the injectivity (not only locally) of such a function of the state. This paper is organized as follows. In the next part of the introduction (Section I-B), we state our problem in a more precise way and introduce some notations and definitions. We also prove a first result that guarantees the existence of an observer as soon as there exists a continuous uniformly injective map satisfying some functional equation. Our main results can be found in Section II. We state sufficient conditions for the existence, injectivity and also unicity of such a map. We provide in Section III some examples and applications of those results. we examine linear systems with polynomial output and also discrete-time systems that approximate continuous-time systems.
Throughout the paper, we denote by |·| the usual Euclidean norm and by · the induced matrix norm.
B. Problem statement
We consider the discrete-time system
with state x ∈ R n , output y ∈ R p and suitable functions f and h. In this paper, we deal with the problem of existence of an observer for system (1) . We denote X k (x 0 ) = f k (x 0 ) the value at time k of the unique solution of system (1) initialized at x 0 ∈ R n , and Y k (x 0 ) = h(X k (x 0 )) the corresponding output. Let X 0 ⊂ X ⊂ R n such that for all initial condition x 0 ∈ X 0 and all k ∈ N ∪ {0}, X k (x 0 ) ∈ X . Definition 1: Let m be a positive integer, ϕ : R n × R p → R n and ψ : R m → R n . The discrete-time dynamical system given by
is called an observer for (1) if and only if, for all (
Note that, even ifX k seems to depend directly of x 0 , it is actually not the case. As (2) says,X k depends only of the
We follow the Luenberger-like methodology in order to design an observer for system (1) . Let m be a positive integer. First, we try to transform (1) into
with A ∈ R m×m a matrix with spectral radius ρ(A) < 1 and B ∈ R m×p . In order to do this, we look for a continuous map T : X → R m such that, for any x 0 ∈ X 0 and any k ∈ N ∪ {0},
Let Ξ k (x 0 , ξ 0 ) denote the value at time k of the unique solution of system (4) with initial condition ξ 0 ∈ R m and measurements y k = Y k (x 0 ). Note that, for any (
and since ρ(A) < 1, Ξ k (x 0 , ξ 0 ) − T (X k (x 0 )) converges geometrically towards zero. Hence, implementing system (4), one can deduce an approximation of T (x k ) as k goes to infinity. Then, if T is injective, one can estimate the state of system (1). More precisely, we have the following theorem. Theorem 1: Let m be a positive integer, A ∈ R m×m such that ρ(A) < 1 and B ∈ R m×p . Let T : X → R m be a continuous map. Assume the following: 1) For all x ∈ X , T satisfies
2) T is uniformly injective, that is, there exists α a class K ∞ function such that for all (x 1 , x 2 ) ∈ X 2 ,
Then there exists a map T * : R m → R n such that (X k ) k 0 defined byX k (x 0 , ξ 0 ) = T * (Ξ k (x 0 , ξ 0 )) for all (x 0 , ξ 0 ) ∈ X 0 × R m is the solution of an observer for (1) . Proof: Clearly, (7) implies that (5) is satisfied for all x 0 ∈ X 0 and all k ∈ N ∪ {0}. Let (x 0 , ξ 0 ) ∈ X 0 × R m . Since ρ(A) < 1, it follows from (6) that
From the uniform injectivity of T , there exists a pseudoinverse T −1 : T (X ) → R n such that for all x in X T −1 (T (x)) = x and for all (ξ 1 , ξ 2 ) ∈ T (X ) 2 ,
According to [11, Theorem 2] , there exists a function T * :
Thus |T * (Ξ k (x 0 , ξ 0 )) − X k (ξ 0 )| → 0 as k goes to infinity. Setting ϕ : (ξ, y) ∈ R n × R p → Aξ + By and ψ = T * , it follows from the Definition 1 that (X k ) k 0 defined bŷ X k (x 0 , ξ 0 ) = T * (Ξ k (x 0 , ξ 0 )) is the solution of an observer for (1). Then it is sufficient to prove the existence of a uniformly injective continuous map T : X → R m satisfying (7) for some positive integer m in order to design an observer for (1). In the next section, we state sufficient conditions for the existence, injectivity, and also unicity of a continuous map T solution of (7) . Remark 1: Note that if X is a compact subset of R n , then every continuous injective map T : X → R m is also uniformly injective in the sense of (8). In the following, we are interested in the injectivity of T . If uniform injectivity is required (for example to apply Theorem 1), then one must either assume X compact or prove the uniform injectivity by other means.
II. RESULTS AND COMMENTS
A. Existence of the transformation First, we are interested in the existence of a map T satisfying (7) . In [2] , V. Andrieu and L. Praly have proved the existence of a so-called Kazantzis-Kravaris/Luenberger observer for continuous-time systems of the forṁ
We follow the same methodology and adapt it in the discrete case. We need to make some assumptions on the system. Assumption 1: f is invertible and f −1 and h are continuous.
Assumption 2: There exist four non-negative constants
Remark 2: Note that Assumptions 1 and 2 are satisfied in particular if f is invertible and both f −1 and h are globally Lipschitz. We will use this remark in the next section about the injectivity of T .
For all non-negative integer i, we denote • the composition operator and
Theorem 2: Let m be a positive integer, A ∈ R m×m a normal matrix such that ρ(A) < min {1, 1/C 2 } and B ∈ R m×p . Assume that Assumptions 1 and 2 are satisfied. For all x ∈ X , set
Then T : X → R m is well defined, continuous, and satisfies (7) . Proof: For all x ∈ X and all non-negative integer i, let a i (x) = A i Bh(f −(i+1) (x)). According to Assumption 1, each a i is continuous on X . Note that, since A is normal, ρ(A) = A . Then, according to Assumption 2, we have for all x ∈ X
Since ρ(A) < 1 and ρ(A)C 2 < 1 the Lebesgue dominated convergence theorem applied on any compact set implies that (14) defines a continuous function. Moreover, for any x ∈ X ,
which shows that T satisfies (7) .
B. Injectivity with backward distinguishability
In order to obtain that T defined by (14) is injective, we introduce the following backward distinguishability assumption on the system.
We also need stronger hypothesis on the system than in the previous section.
Assumption 4: f is invertible and f −1 and h are of class C 1 and globally Lipschitz. According to the Remark 2, if Assumption 4 holds, then Assumptions 1 and 2 are satisfied.
We denote by I k the identity k × k matrix, by ⊗ the Kronecker product and by A * the conjugate transpose matrix of A.
Theorem 3: Let Assumptions 3 and 4 hold. Let m = (n + 1)p and B = (1, . . . , 1) * ⊗ I p ∈ C m×p . Let (14) is well-defined, of class C 1 and one-to-one.
Proof: (14) . For all λ ∈ D, let
for all x ∈ X . Then each a i is of class C 1 on X by Assumption 4, and we have the following domination:
So the Lebesgue dominated convergence theorem implies that for each λ ∈ D, T λ : X → C p is well-defined and of class C 1 . Considering the structure of A and B, remark that up to a permutation of coordinates we have
It is sufficient to prove that T : X → C p is one-to-one for almost all (λ 1 , . . . , λ n+1 ) ∈ D n+1 . In order to do this, we need the following lemma 
has zero Lebesgue measure in C n+1 . We apply this lemma to Γ = {(x 1 , x 2 ) ∈ X 2 | x 1 = x 2 } and g = ∆T defined as follows:
is not identically zero on D. Assume the contrary. By unicity of the power series expansion, we get that for all positive
According to the backward distinguishability Assumption 3, it implies that x 1 = x 2 which is contradictory with the fact that (x 1 , x 2 ) ∈ Γ. Hence, ∆T (x 1 , x 2 , ·) is not identically zero on D.
Since D is a convex subset of C and ∆T (x 1 , x 2 , ·) is holomorphic, its zero are isolated and with finite multiplicity. Hence the hypotheses of Lemma 1 are satisfied. Thus, R ⊂ D n+1 has zero Lebesgue measure and for all
Remark 3: The function T and the matrices A and B defined Theorem 3 take complex values while previous Theorems 1 and 2 remain in the real frame. However, one can choose two different ways to bridge this gap. 
Then for all real sequence of measurements (y k ) k 0 the solutions ofξ k+1 =Ãξ k +By k contain the real and imaginary parts of the solutions of ξ k+1 = Aξ k + By k .
C. Unicity
One can also wonder in which cases does the unicity of T satisfying (7) holds. More than a theoretical question, this fact may be useful in practice in order to obtain the injectivity of T . Most of the time, the function T given by (14) is difficult to compute. Since the matrix A has spectral radius strictly inferior to 1, an approximation of T is given by
for all N 0. Then |T (x) − T n (x)| → 0 as N → +∞. However, if f and h have more properties (for example if f is linear and h is polynomial, see Section III-A), there may exist another solutionT of (7) much more easier to compute than T . Then, the question of the injectivity of that newT remains open a priori. But if (7) has a unique solution for A and B complex matrices chosen has in Theorem 3, then T =T and henceT is injective. Now, we state our unicity theorem.
Theorem 4: Let m be a positive integer, A ∈ R m×m such that ρ(A) < 1 and B ∈ R m×p . Let Assumption 1 hold and make the following backward stability hypothesis on X :
Assume also that X is compact. Then there exists one and only one continuous function T : X → R m that satisfy (7) for all x ∈ X . Proof: First, we prove that the continuous solution of (7) is unique. Let T 1 , T 2 : X → R m be two continuous solutions of (7) . Let x ∈ X . Then for all i ∈ N ∪ {0},
(from (7)) Since X is compact, satisfy (21) and T 1 and T 2 are continuous, there exists a constant K > 0 such that
The existence of a continuous T satisfying (7) follows from the Theorem 2 and from the fact that Assumption 2 can be replaced in its proof by the fact that X is compact and backward stable 1 . Indeed, the series (14) still defines a continuous function since the domination
holds for all x ∈ X and can replace (15). Then one may apply the Lebesgue dominated convergence on X .
To conclude this section, recall that we have now at our disposal three theorems that ensures under different 1 Similarly, using the same trick, one can easily show that the hypothesis of globally Lipschitz in Assumption 4 can be replaced in the proof of Theorem 3 by the fact that X is compact and backward stable. conditions on (1) the existence, unicity and injectivity of a continuous map T satisfying (7) . In the next section, we illustrate on examples how to use those tools. In particular, we study systems with linear dynamics and polynomial output, and emphasize the link between the Luenberger observers developed in [2] for continuous-time systems and the discrete-time observers developed in this paper for theirs first-order approximations.
III. EXAMPLES

A. Linear dynamics with polynomial output
We consider first the system with linear dynamic and polynomial output of degree d
with P d : R n → R k d a vector containing the k d possible monomials with degree less or equal than d, F ∈ R n×n and H ∈ R p×k d . Then we have the following proposition. Proposition 1: Let m be a positive integer and B ∈ R m×p . There exists a subset S of zero Lebesgue measure in R m×m such that for all A ∈ R m×m \ S, there exists a function T : R n → R m of the form
for some M ∈ R m×k d , that satisfies (7) for any x ∈ R n for f = F and h = HP d . Proof: First, note that since P d (F x) is a vector containing polynomials of x with degree inferior to d, there exists a matrix D ∈ R k d ×k d such that
Since the set of eigenvalues of D is finite, the spectra of D and −A are disjoint for almost all A ∈ R m×m i.e. there exists a subset S ⊂ R m×m of zero Lebesgue measure such that the spectra of D and −A are disjoint for all A ∈ R m×m \ S. For such matrices A the Sylvester equation
has a unique solution M ∈ R m×k d . Set T as in (24). It remains to check (7) . For all x ∈ R n ,
Remark 4: Note that the result is still true if A and B are complex matrices. Then T takes complex values. The proof remains identical.
Remark 5: Choose a set X 0 ⊂ R n of initial condition and let X be as usual such that X k (x 0 ) ∈ X for all x 0 ∈ X 0 and all k ∈ N ∪ {0}. Note that if F is invertible and if X is compact and backward stable, then the assumptions of the Theorem 4 hold. Assume also that Assumptions 3 and 4 hold and apply Theorem 3 with m = (n + 1)p. Then, for almost all (λ 1 , . . . , λ n+1 ) ∈ C n+1 , and for complex matrices A and B as in Theorem 3, we have
for all x ∈ X . In particular, T defined by (24) is injective.
B. Link with the continuous Luenberger observer
In this section, we are interested in the link between the continuous Luenberger observer developed in [2] for system (12) and the discrete observer developed in the previous sections for a discrete-time version of (12).
1) Continuous-time system: We consider the following example with linear dynamic and polynomial output:
It can be shown that this system is weakly differentially observable 2 of order 4 on R 2 in the sense of [3, Definition 1]. Following [3] , we seek T λ : R → R n such that
for some λ < 0. Since (28) has linear dynamic and polynomial output of degree 2, one can look for T of the form 
The only solution of this equation is
Since T λ is stationary, one could believe that this function provides an observer that could be efficient even for a numerical approximation of (28). However, as we will see in the following, it is not the case: for a given discrete approximation of (28), it is better to design an observer based on the discrete-time system rather than to use the one given by T λ .
2) Associated first-order discrete-time system: For some discretization parameter dt > 0, the associated first-order approximation 3 of (28) is
.
(33) 2 First, the map (
... y ) is also injective. Combining those results, we get that (x 1 , x 2 ) → (y,ẏ,ÿ, ... y ) is injective. 3 Since (28) is weakly differentially observable, it can be shown that (33) is backward distinguishable as soon as dt is small enough.
We seek a function T d λ : R → R n satisfying a first-order approximation of (29) given by the Euler explicit method:
Since λ < 0, it is sufficient to choose λdt > −2 to have −1 < 1 + λdt < 1. Now, we seek T d λ of the form 
Remark that this equation is the same than (32) when dt = 0. This is coherent with the fact that (33) is a discretization of (28). Then, the only solution of (36) is such that (d , e ) = (d, e) for all dt > 0 and (a , b , c ) converges to (a, b, c) as dt goes to 0:
(37)
For dt > 0, the discrete observer given by T d λ is therefore different from the continuous observer given by T λ , even if their difference goes to 0 as dt goes to 0.
3) Comparison of the observers: Consider a numerical simulation of the continuous-time system (28) obtained by the Euler explicit first-order method, which corresponds to the discrete-time system (33). Then the map T d λ given by (34) is much more adapted to the design of a numerically efficient observer than the function T λ given by (29) that has been designed for (28). More generally, in order to implement an observer for a continuous-time varying system, it is better to develop a discrete-time observer based on the numerical approximation of the system, rather than a continuous-time observer based on the original system itself.
In order to highlight numerically this fact, we simulate the system (28) thanks to (33) and compare the accuracy of two observers: one based on functions of the form T d λ , and another based on functions of the form T λ . To obtain the observers, we fix dt > 0 and three arbitrary values λ i < 0 satisfying λ i dt > −2 and use the fact that 
where (a i , c i , d i , e i ) is given by (32) (resp. (37)) with λ = λ i and T i = T λi (resp. T i = T d λi ). Fix the following parameters and initial conditions: Then the 4 × 4 matrix defined in (38) is invertible. Hence one can reconstruct an approximation (x 1 ,x 2 ) of the state (x 1 , x 2 ) from the measurement y and approximations of T i (x) given by the dynamic ξ i k+1 = (1 + λ i dt)ξ i k + dty k .
On Fig. 1 , we plot on a semi-log scale the evolution of the absolute error ε k = |x k −x k | between the state and its observer for k ∈ {0, . . . , 500} (i.e. t ∈ [0, 5]) for the observer based on functions T λi designed for the original continuoustime system. Similarly, we make on Fig. 2 the same plot but for the observer based on functions T d λi designed for the discrete-time system. We clearly see that the observer based on T d λi is much more efficient than the one based on T λi . On one hand, using T d λi , the error go to zero until it achieve 10 −12 , which is close to the machine epsilon (≈ 10 −16 ). Moreover, the state observer seems to converge exponentially to the state, with a rate r ≈ −4.58 (estimation based on a linear regression made on [0.5, 3]). On the other hand, with T λi , the observer does not converge to the state: it keeps an absolute error oscillating around 10 −2 . This phenomenon is due to the fact that the trajectory of (33) is not invariant for this observer: even if it is well initialized (i.e. x(0) =x(0)), the observer will oscillate around the state.
IV. CONCLUSION
We have shown how the initial Luenberger methodology can be applied to nonlinear discrete-time systems. It is based on the existence of a map satisfying some functional equation linked to the system, that transform the original system into a linear asymptotically stable one fed by the output. As soon as this map is uniformly injective, it allows us to estimate the state of the nonlinear system by simulating an autonomous system fed by the output and inverting this map. We stated sufficient conditions for the existence of such a map. In particular, we need the system to be reversible in time. Under a backward distinguishability hypothesis, we also proved that this map is injective.
