Abstract: We study some connections between the random moment problem and the random matrix theory. A uniform pick in a space of moments can be lifted into the spectral probability measure of the pair (A, e) where A is a random matrix from a classical ensemble and e is a fixed unit vector. This random measure is a weighted sampling among the eigenvalues of A. We also study the large deviations properties of this random measure when the dimension of the matrix grows. The rate function for these large deviations involves the reversed Kullback information.
Introduction
In the last decade many emphasis has been put on asymptotic behaviour of large random matrices. Such a study was first motivated by some problems in theoretical physics, ( [29] , [13] ). Generally, the distribution of these random matrices is characterized by some invariance properties. In the GOE(N ) (resp. GUE(N )), the matrix A N is N × N symmetric (resp. Hermitian) and, except for this constraint has independent Gaussian entries. In the CUE(N ), A N has the Haar distribution on U(N ) (the set of N × N unitary matrices). We refer to [1] and [20] for general overview on the subject. In these examples the distribution of both the random eigenvalues λ 1 , . . . , λ N and eigenvectors are precisely known. The joint distribution of λ 1 , . . . , λ N may be exactly written. These eigenvalues are (stochastically) independent of the eigenvectors and the matrix of the normalized eigenvectors is Haar distributed.
In these works, the main object of interest is the empirical spectral distribution (ESD) of A N . It is the discrete measure
Its moments may computed using the powers of the matrix:
In the theory of random matrices, A N is picked at random. Often the asymptotic properties of the random probability (ν (N ) ) for large N are obtained by a moment method using (2) and ν (N ) converges towards a deterministic probability measure. Namely, for the GOE (resp. GUE) the limit is the semicircle distribution while for the CUE it is the uniform measure on the unit circle T. Hence, one may be interested in the rate of convergence of the sequence (ν (N ) ) N , in particular in its the large deviation properties. These properties have been first studied for the GOE in the pioneer work of Ben Arous and Guionnet ([3] ) and then tackled for many other distributions in [19] . The main features of these large deviation principles is that the speed is N 2 and that the rate function may be obtained from the Voiculescu entropy ( [20] ).
In this paper, we will consider another approach of unitary matrices. Every unitary operator with a cyclic vector is, by the spectral theorem, unitarily equivalent to multiplication by z on L 2 (T, µ) for some µ. If we endow U(N ) with the Haar probability λ U(N ) , the first vector of the standard basis e 1 is a.s. cyclic for A N . We thus define a random probability measure on T related to A N . It is obtained through the spectral representation of the underlying operator. More precisely, it is defined by its moments:
(the successive first entries instead of the successive traces in (2) ). This measure has the following closed form
where the w j 's are the square moduli of the top entries of the normalized eigenvectors and exp(iθ j ) = λ j are the eigenvalues of A N . One of our main tools to study the properties of µ another interesting quantities are its canonical moments. They are sequentially defined : the (k +1)-th canonical coeeficient is the relative position of the (k +1)-th moment consistent with (t 1 , . . . , t k ) (see [11] Chapter 9 for an exhaustive overview on canonical moments). A remarkable result of Killip and Nenciu [25] is that in the CUE model, the Verblunsky coefficients of µ (N ) w are independent and have known distributions (namely complex beta distribution). Besides, Lozada [26] has studied the distribution of the N first canonical moments for special random measures. These random measures are such that the vector of their N first moments (t 1 , . . . , t N ) is uniformly distributed in the set of moments. Surprisingly, the distributions found by Killip Nenciu and by Lozada are the same. We can explain this last result by the fact that Verblunsky coefficients and canonical moments coincide (as pointed out by several authors, see Simon [32] p. 439). Using this observation we show in Theorem 4.1 that the vector of moments of µ (N ) w under CUE is also uniformly distributed giving a (new) enlightening connection between random moment theory and random matrix theory.
Actually we have three codings of our random measure :
• the system (w 1 , . . . , w N ; θ 1 , . . . , θ N ) with (N − 1) + N free parameters,
• the system of canonical coefficients (c 1 , . . . , c n ) with 2(N − 1) + 1 free parameters, • the system of the (N − 1) first moments, (2N parameters, one constraint).
We extend this approach to other circular ensembles and to the so-called β-ensembles (or log-gases). In all these models the two first systems have remarkable distributions.
Furthermore, we consider real matrices. Beginning with SO(2N ) the special orthogonal group of order 2N and projecting the symmetric random measure on [0, 1], we are led naturally to the family of Jacobi ensembles. We prove a lift of a uniform random point in the space of moments into the spectral measure of an element of the ensemble SO(2N )/U(N ) (Theorem 4.6).
The common feature of all these models of random discrete measures is that the weights and the support points of µ (N ) w are independent. It is a nice framework to study the large deviation properties (LDP). There are two main differences with the above mentioned LDP for ESD. The (random) weighting both slows down the speed from N 2 to N and leads to the reversed Kullback information for the rate function. With this representation we recover in particular results proved by using the independence of canonical moments in [14] and [26] .
As a consequence, we see that µ (N ) w converges weakly in probability to the same deterministic limits as the ESD ν (N ) . It can be noticed that during the redaction of this work, appeared a paper of Bai et al. [2] studying where the weighted spectral distribution of sample covariance matrices. The author stress on the importance of this measure for applications in communication. The case of GUE will be treated in a companion paper [15] . This paper is organized as follows. In Section 2, we give some notation and list some distributions on R and C of frequent use. In Section 3 we explain the set-up of moments and canonical moments in the complex and real case. Section 4 is devoted to the distribution of random spectral measures in different models. Finally, in Section 5, we state large deviation principles for the families of random spectral measures.
Notice that few months after having put the first version of the present paper on Arxiv we have been aware of the work of Birke and Dette [4] concerning the asymptotic behaviour of the roots of random orthogonal polynomials associated to random moments. One of the main result of Birke and Dette paper is the computation of the root distribution in the case where the random moments are uniformly distributed. This result appears to be a particular case of our more general Lemma 4.4 and Theorem 4.5.
Notation and some useful distributions
Let D be the open unit disk in C and T = ∂D, the unit circle parametrized by z = e iθ , with θ ∈ [−π, π). Let µ be a probability on T. We call µ trivial if it supported on a finite set, and nontrivial otherwise. Further, the Hermitian product on L 2 (T, µ) is defined by f, g := Tf g dµ. Let (G, G) be any measurable space, we denote by M 1 (G) (resp. M(G)) the set of all probability measures (resp. positive measures) on G. If µ ∈ M 1 (G) and f is integrable, we will sometimes write µ(f ) for G f dµ. We recall now some special useful distributions that will be used later. For k ≥ 1, we set
Obviously, the mapping (
with respect to the Lebesgue measure on S k+1 . When a 1 = · · · = a k+1 = a > 0, we will denote the Dirichlet distribution by Dir k (a). If a = 1 we recover the uniform distribution on S < k . Pushing the Dirichlet distribution under the previous mapping, we get a probability Dir(a 1 , . . . , a k ; a k+1 ) on S < k with density :
If k = 1, Dir(a; b) has the Beta(a, b) density on [0, 1] :
The very particular case Beta(1/2, 1/2) is the so-called arcsine law denoted later by ARCSIN. Sometimes we will need the distribution obtained by pushing forward Beta(a, b) under the mapping x → 2x − 1. It is the distribution Beta s (b, a) on (−1, 1) having density
We will use also a complex version of the beta distribution. For r > −1 let η r be the probability density on C defined by
It is obviously the density of X = e iU √ B where U is uniform on [0, 2π] and B is Beta(1, r) distributed.
To end this subsection, let us recall the classical relation between the Dirichlet and Gamma distributions. A Gamma variable γ a with parameter a > 0 has density
It is well known that if y i , i = 1, · · · , r are independent and if y i
and this variable is independent of y 1 + · · · + y r . This of course extends the following fact
where γ a and γ b are independent.
Verblunsky coefficients, canonical moments and uniform probability
We present the notion of canonical moments of a measure first in the complex case (unitary circle) and then in the real case (compact interval). Finally we recall that the uniform probability on moment spaces corresponds to a nice distribution on the space of canonical moments.
The complex case : Verblunsky coefficients
All this subsection comes from [33] Section 1 or [32] Sections 2 and 3. We will recall here the connection between moments of a probability measure on T and Verblunsky coefficients built through orthogonal polynomials.
Let µ be an arbitrary nontrivial probability on T. The functions 1, z, z 2 , · · · are linearly independent in L 2 (T, dµ). Following the Gram-Schmidt procedure we define the infinite sequence (Φ n ) n≥1 of monic orthogonal polynomials. More precisely, Φ 0 (z) ≡ 1 and Φ n (z) is the projection of z n onto {1, · · · , z n−1 } ⊥ , for n ≥ 1.
If µ ∈ M 1 (T) has finite support {z 1 , · · · , z N } (N different points), we still define Φ n in the same way for n = 1, . . . , N − 1. Besides, we define Φ N as the unique monic polynomial of degree N such that Φ N = 0 i.e.
By convention, in the nontrivial case we set N = ∞, and then the sentence "for every j < N " (or "for every j < N + 1") will mean "for every finite j".
Some useful polynomials associated to the sequence (Φ n ) n<N are the reversed (or reciprocal) polynomials. They are defined by Φ
(1 ≤ j < N + 1) .
For every
Consequently, if µ is nontrivial, c j ∈ T for every j > 0. If N < ∞, then c j ∈ T for 1 ≤ j ≤ N − 1 and c N ∈ ∂D (see [33] Theorem 1.5.2).
In the sequel, when we need to stress that the Verblunsky coefficients depend on the underlying measure µ, we will sometimes write c j (µ). The coefficients c j , j < N + 1 are named Verblunsky coefficients by Simon. They are sometimes called Schur, Szegő or Geronimus coefficients or even reflection coefficients. Surprisingly, these coefficients also appears as central quantities in the theory of moment problems (see for example [11] ), where they are called canonical moments. A theorem due to Verblunsky claims that the correspondence between a measure µ on T and the sequence of its coefficients is a bijection ([33] Theorem 1.7.11). The Verblunsky's formula ([33] Theorem 1.5.5) claims that for each n < N +1, the moment t n of µ satisfy
where V (n) is a polynomial in the variables (c 1 , · · · , c n−1 ,c 1 , · · ·c n−1 ) with integer coefficients. Conversely,c n is a rational function of the 2n − 1 variables (t 1 ,t 1 , · · · , t n−1 ,t n−1 , t n ). Moreover, as remarked by Simon ([33] Theorem 3.1.2), formula (11) tells us that the n-th Verblunsky coefficient yields the relative position of t n among all values of the n-th moment consistent with c 1 , c 1 , · · · , c n−1 . To be more precise, for n ≥ 1, set
as η varies over all probability measures having (t 1 , · · · , t n ) as its n first moments, is a disk centered at
(by Verblunsky theorem, these quantities only depend on the prescribed n first moments). If r n+1 = 0, the relative position is
which by (11) is exactlyc n+1 .
It is remarkable that previously the canonical moments (as relative positions) were seemingly not defined in connection with orthogonal polynomials (see [11] ).
Canonical moments : Real case
Following the last interpretation of canonical moments as relative positions of moments in M 
For k ≥ i ≥ 1, the i-th canonical moment is defined recursively as
Moreover, the following equality due to Skibinsky holds (Theorem 1.4.9 in [11] ):
Furthermore, a quite nice property of canonical moments of every measure µ ∈ M 1 ([a, b]) is that they stay invariant whenever µ is transformed by the affine (bijective) mapping
that we restrict ourselves to the special case of M
Uniform probability on moment spaces
In this subsection, we will endow the moment sets M T n and M
(for fixed n) with the uniform probability and recall that in these cases the canonical moments previously defined have very interesting properties (see Theorems 3.5 and 3.4 below).
For fixed n the relation (11) and its converse define a bijection κ
Lemma 3.4 (Lozada) Endowing int M T n with the uniform distribution is equivalent to the n first canonical moments (c 1 , . . . , c n ) being independent in such a way that c j has density η n−j .
In the real case, the relations (15)-(16) define a mapping κ
which is triangular and bijective. Actually it is a diffeomorphism whose Jacobian is
This leads to the following result (Theorem 1.3 in [5] , see also p. 305 in [11] ).
with the uniform distribution is equivalent to the n canonical moments (c 1 , . . . , c n ) being independent in such a way that c j is Beta(n − j + 1, n − j + 1) distributed.
These two lemmas have been the starting point for the investigation on the asymptotic behaviour of the probabilized sets of moments M [5] , [14] , [26] and [10] ). Here, these Lemmas will be useful to obtain some very nice elementary properties of random measures built on eigenvalues of some classical random matrix models. We will developed these results in the next sections.
Random spectral measures and their moments
In this Section, we first define the spectral measure associated with the pair (A, e) where A is a unitary matrix and e a cyclic vector. Then we will pick randomly a matrix and study the distribution of the associated random spectral measure and of its canonical moments. We will focus on various classical distributions popular in the random matrix paradigm. Moreover we extend the class of such random measures leading to log-gases models, which in turn may be lifted into matrix ensembles. In particular, we stress on the different ways to get uniform distribution on the space of moments. Our main results in this section are Theorem 4.1, Theorem 4.5 and Theorem 4.6.
Spectral measures associated with a unitary matrix
Let us consider C N with its canonical basis (e 1 , . . . , e N ) and U(N ) the group of N × N unitary matrices. For A ∈ U(N ), let (λ i ) i=1,...,N be the eigenvalues of A. We may write
where 
where w k := |π 1k | 2 , k = 1, . . . , N are the square moduli of the top entries of the normalized eigenvectors.
Circular ensembles
Here are recalled three families of classical ensembles of random matrices:
• CUE(N ) (circular unitary ensemble) : U(N ) equipped with its Haar probability λ U(N ) • COE(N ) (circular orthogonal ensemble) : set of symmetric unitary N × N matrices. Every element S can be written
• CSE(N ) (circular symplectic ensemble) : set of 2N × 2N self-dual unitary matrices. Recall that the dual of a matrix H is
and that a 2N × 2N matrix k is symplectic if it satisfies kJk T = J. Every element S can be written S = g D g with g ∈ U(2N ), hence CSE(N ) ∼ = U(2N )/U Sp(2N ), where U Sp(2N ), the set of unitary symplectic matrices, is the invariant set of the involution g → (g D ) −1 . The probability is the pushforward of tλ U(2N ) under the projection mapping U(2N ) → U(2N )/U Sp(2N ).
All these ensembles are considered in the two following subsections.
The circular unitary ensemble
Let us first notice that with probability 1, the vector e 1 is cyclic. If A ∈ U(N ), all its eigenvalues have unit modulus and in the decomposition (19) we may write D = diag e iθ1 , · · · , e iθN . Further, the matrix Π in (19) is not uniquely determined. But, it is well known that it can be chosen such that, if A is Haar distributed then Π is also Haar distributed and independent of D. In this case, the joint law of eigenvalues arguments (on [0, 2π] N ) is
where ∆ is the Vandermonde determinant
imsart-generic ver. 2006/10/13 file: canonicalv2.tex date: July 8, 2009 Furthermore, since Π is Haar distributed, its first row is uniformly distributed on the Euclidean sphere of C  N . So that, setting w k := |π 1,k | 2 , (k = 1, . . . , N ) the vector (w 1 , · · · , w N ) is uniformly distributed on S N (see for example Proposition 3.1 of [25] ) i.e.
(w 1 , . . . , w N )
(see (5) for the definition). So, from (20) we have built the random probability on T:
supported by the eigenvalues of the matrix A with an independent system of weights.
w )) be the vector of N first canonical moments of this random measure. In Proposition 3.3 of [25] it is proved that its components are independent and satisfy
and c N is uniform on T (as noticed before, since the support is a finite set, the last canonical moment belongs to T). For an alternate proof of this result see [35] Section 11.
Consider now the pushforward of these distributions under κ 
with θ N = −(θ 1 + · · · + θ N −1 )(mod 2π) (see [22] ). Actually it is the density of (θ 1 , . . . , θ N −1 ) under CU E(N ) conditionally upon θ N = −(θ 1 + · · · + θ N −1 )(mod 2π). But we know that exp i(
N c N , so we are in fact conditioning on {c N = (−1) N }. Since the c j are independent under CU E(N ), the conclusion holds true.
The CβE(N ) models
For the COE and CSE ensembles we have a similar situation: the independence between the weights and the support points. Moreover, analogous formulas as (21) and (23) hold. Actually it is convenient (and now classical) to define a class of distributions with a continuous parameter β > 0, extending the cases β = 1 (COE), β = 2 (CUE) and β = 4 (CSE). We define a distribution named CβE(N ) on T N × S N such that
1) The joint law of (θ 1 , . . . , θ N ) is a generalization of CUE(N ):
where
2) The joint distribution of (w 1 , · · · , w N ) on S N is Dir N (β/2).
3) The θ's and the w's are independent. 
3) the distribution of c N (µ
w ) is uniform on T. Actually, they built also an explicit random matrix model (namely a fivediagonal matrix) whose spectral elements (e iθ1 , . . . , e iθN ) and (w 1 , . . . , w N ) satisfy the previous properties.
SO(2N ) and Jacobi ensembles
In this subsection, we consider real random matrices. We first consider the group SO(2N ). We project its spectral measure on R and then we extend our study to a Jacobi ensemble.
SO(2N )
If we provide SO(2N ) (which is a subgroup of U(2N )) with the normalized Haar measure λ SO(2N ) then ±1 are a.s. not eigenvalues. Therefore, the spectral imsart-generic ver. 2006/10/13 file: canonicalv2.tex date: July 8, 2009 measure defined in (20) is a.s. supported by pairwise conjugate complex numbers and may be written as:
In that case, the distribution of (θ 1 , · · · , θ N ) has a density proportional to
and the corresponding array of weights (w
is uniformly distributed on the simplex S N and independent of (θ 1 , · · · , θ N ). In other words
Actually, we will work with a more general probability measure by considering the so-called Jacobi ensembles. It is obtained replacing the square in (28) by an exponent β as above, and adding a particular external potential (keeping the independence with (w
) and in changing the distribution of the weights to (w
For a, b, β > 0 let J(β, a, b, N ) be the distribution of (θ 1 , · · · , θ N ) having a density proportional to
As for the CβE model, the random canonical moments associated to the random measure of the JβE model have some very remarkable properties. First, from (11) ) are independent and satisfy:
More generally, under the distribution
) are independent and satisfy:
It is then natural to project the symmetric measure µ (N ) w on R. It is the motivation of the next subsection.
Jacobi ensemble
Let µ be a symmetric probability measure on T (i.e. invariant by complex conjugation) and let γ = R(µ) be the pushforward of µ by the mapping e iθ → 1+cos θ 2
, so that for g ∈ C([0, 1])
Applying that to a probability with finite support
we get a probability measure
The correspondence between the Verblunsky/canonical coefficients of µ and the canonical coefficients of γ = R(µ) (in the sense of Subsection 3.2) is ( [31] , [11] 9.3.8)
If we provide [0, 2π] N with the J(β, a, b, N ) distribution, then the new distribution on [0, 1] N of the variables (x 1 , . . . , x N ), denoted J(β, a, b, N ), has a density proportional to
We are now ready to claim :
) are independent and
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w )]. Applying Proposition 4.3 2), we see that the new coefficients inherit independence and have the mentioned distributions.
then the distribution of m 1 (γ
• For the point 1) we have two proofs. For the first one, make β = 4 in Lemma 4.4 and n = 2N − 1 in Lemma 3.5. The second one is implicit in [23] and [24] . It uses the parametrization of points in moment spaces by their barycentric coordinates and a Jacobian evaluation. This method is then extended to the three other points of our Theorem. We will use the notion of upper and lower representation (see [11] Definition 1.2.10), or Carathéodory representation, see [23] and [24] .
The lower principal representation of a point m = (m 1 , . . . ,
may be written as
where 0 < x 1 < · · · < x N < 1 and N k=1 w k = 1. This exactly means that the measure 
we obtain, after elementary calculus on Vandermonde determinants
(see [23] and [24] Theorem 6.1 p.128).
• Upper representation (even number of moments). Performing the same calculus with the upper principal representation, we are concerned with the random measure of 2), which gives the Jacobian :
w k .
• Upper representation (odd number of moments). We are concerned with the random measure of 3). The Jacobian is
• Lower representation (even number of moments). The random measure is 4) which gives the Jacobian :
From Lemma 3.5, the distribution of the canonical moments in these four models is determined. In their Section 2, Killip and Nenciu gave a model of tridiagonal real matrices admitting these spectral characteristics (their spectral random measures have the same distribution as the γ w ). Here we present for the two first cases another interesting model issued from symmetric spaces.
Proof: Assume first that n = 2N . From Theorem 4.5 1. it is enough to check that this model induces the distribution J(4, 1, 1, N ) ⊗ Dir N (2). We will follow the notation of [12] .
imsart-generic ver. 2006/10/13 file: canonicalv2.tex date: July 8, 2009 Let Φ be the mapping g ∈ SO(2n) → g D g and let S(n) be its image.
Let S be a random element of S whose distribution is the pushforward of λ SO(2n) under Φ. We have S
where g and a are independent, g is λ U(n) distributed and if n = 2N
. . , e iθN ) and the θ k 's have a joint density proportional to
(see [12] , proof of its Theorem 2 (formulae 47 and 48)). In terms of x k = (1 + cos θ k )/2 this yields exactly the J (4, 1, 1, N ) distribution. Moreover, a simple computation gives
w r cos(jθ r ) with w r = (|g 1,r | 2 + |g 1,N +r | 2 ) and (w 1 , . . . , w N ) is Dir N (2) distributed. If n = 2N + 1, similar considerations may be made to interpret formula (35) as the random spectral measure of SO(2n)/K(n) when n = 2N + 1 (in that case 1 is double eigenvalue of S).
Large deviations for random spectral measures
We present here large deviations principles (LDPs) for sequences of random measures defined in the previous Section. The main results are Theorem 5.2 and Theorem 5.3, they are obtained as a consequence of our Proposition 5.5. For the sake of completeness we briefly recall the LDP definition. Let (u n ) be a decreasing positive sequence of real numbers with lim n→∞ u n = 0. ii) For any measurable set A of G:
where I(A) = inf ξ∈A I(ξ) and int A (resp. clo A) is the interior (resp. the closure) of A.
We say that the rate function I is good if its level set {x ∈ G : I(x) ≤ a} is compact for any a ≥ 0. More generally, a sequence of G-valued random variables is said to satisfy a LDP if the sequence of their distributions satisfies a LDP.
Hereafter, the space G will be the set of all non negative measures (or probability measures) supported by a given compact set. We endow this set with the topology of the weak convergence . The rate function obtained in this paper will be the so-called Kullback information or cross entropy. Let P and Q be probability measures on G, the Kullback information between P and Q is defined by
= +∞ otherwise.
(40)
Large deviations for spectral measures in the circular and Jacobi ensembles
We now state a LDP for the sequence of random probability measures (µ
w ) in the above frameworks. Notice that in the case β = 2, with the help of Theorem 4.1, the first result has yet been shown in [26] and the second one in [14] Theorem 2.3. In this last paper, the proofs uses the so-called projective limit approach. We will take here a completely different way. Indeed, we give a general proof by using a variation on the results developed in [30] for random measures. As a matter of fact, we will show in Subsection 5.2 a general LDP for random measures with weights having a Dirichlet distribution. 
The proof of this theorem is direct consequence of Proposition 5.5. Indeed, from [19] it is known that the empirical distribution built on (θ k ) satisfies a LDP with speed (N 2 ) whose rate function has a unique minimum in Λ T . For the Jacobi ensemble, Hiai and Petz ( [21] Section 2) proved a LDP with speed (N 2 ) for the empirical measure built on (x k ). Moreover, they have shown that with our assumptions the unique minimizer of the rate function for this LDP is the ARCSIN distribution. Hence, we may obviously deduce from Proposition 5.5 the following theorem. 
Remark 5.4 The same conclusion holds true under the probabilties of Theorem 4.5. 
A LDP for random measures with Dirichlet weights
Assume that the sequence (L N ) satisfies the LDP in
with a good rate function I ξ . Assume further that I ξ has a unique minimum at ν whose support is
another triangular array, independent of the first one, such that for N ≥ 1, the vector (w k,N , 1 ≤ k ≤ N ) follows the distribution Dir N (a) (a > 0). Then, the family
satisfies a LDP in M 1 ([χ 1 , χ 2 ]) with speed (N ) and good rate function is aK(ν, ·).
Proof:
The proof uses heavily the classical representation (7) :
where the Y 's are independent and γ a distributed. The modified measure
has then independent weights and is easier to handle. We will come back to the original measure with
. Now, recall that the cumulant generating function of the γ a distribution is
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To understand the flavor of our proof, let us first assume that the sequence (ξ k,N ) is not random, and that the sequence (L N ) converges weakly to ν. In that case, using the main Theorem of [30] we see that the sequence µ N satisfies a LDP with speed (N ) and good rate function :
where µ = gdν + (µ− gdν) is the Lebesgue decomposition of µ with respect to ν. Further, as almost surely µ N ([χ 1 , χ 2 ]) > 0 and using the contraction principle (see [9] ), we may conclude that (µ N ) satisfies a LDP with speed (N ) and good rate function
Therefore, a direct computation yields to
Let us now turn to the general case. We have to get rid of the randomness of the ξ k,N . But, we will show that, since a LDP with larger speed holds for its empirical measure, this randomness has no effect on the rate function. To show the LDP, we will use a method inspired by the proof of the so-called Gärtner-Ellis-Baldi theorem ( [9] ). Roughly speaking, it consists in two steps. First we compute the limiting normalized generating function and its convex conjugate function. Then we conclude by density of exposed points for this last function. To begin with, let f be a continuous function on IR such that L Y • f is bounded. Then, integrating first on the random variables Y we may write
Now, from the assumption, the sequence of random variables (L N (L Y •f )) converges to (L Y •f ) dν and satisfies a LDP with speed (N ρ ). Now fix ε > 0 and set
and I N = I N,A + I N,A c with
Obviously, we both have
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The LDP upper bound gives
Since I ξ is good, its infimum on the closed set A c is reached and since it has a unique global minimum at ν which is not in A c , the right side of (49) 
To get the lower bound, we have lim inf
As (50) and (51) hold for every ε > 0, we may conclude
The remaining of the proof is the same as the LDP proofs developped in [16] (see also [10] 
Relation with spherical integrals
In the proof of large deviations for the spectral measure of CUE(N ), we met the limiting cumulant generating functional (l.c.g.f.) of the measure µ, i.e. a log(1 − ϕ(x)ν(dx), its dual I(µ) and then we get I by contraction. Actually, a computation of the l.c.g.f. of the original µ w could be driven in relation with spherical integrals. For ϕ ∈ C(T) we have
, (the e iθ k are the eigenvalues of U ), V is a unitary matrix and G N := diag(1, 0, · · · , 0). The Laplace integral is then get ϕ ) refers to the spherical integral whose asymptotic is studied in [18] and [6] . Guionnet and Maida proved that N −1 log I
ϕ ) has a limit as N → ∞, as soon as the empirical distribution of ϕ(e iθ k ) has a limit. Actually they used a "Gaussian representation" of the Haar probability on U(N ) (which is analogous to our representation (44) 
where F ϕ is defined in the following way. Let ν ϕ be the limit of the empirical spectral distribution of D 
Taking the supremum in g ∈ C(T), we recover the well-known duality formula sup g∈C(T) g(z)dµ(z) + T log(1 − g(z)) dΛ T (z) = K(Λ T , µ) .
References and several consequences of this formula for the associated moment problem are in ( [14] ).
Other Dirichlet weights
Other discrete random measures with Dirichlet weights appear in the literature. Let us discuss here the connections with our matrix models. To begin with, let α be a positive measure on a compact space K. A Dirichlet process µ of parameter α is a measure distribution denoted by D(α) on M 1 (K) such that for any measurable finite partition of K, (A 1 , · · · , A N ), we have δ yi converges to some measure ν and α is a measure having support K. They show that µ satisfies a LDP with speed (N ), and good rate function I(·) = K(ν, ·). Furthermore, they point out that Lynch et Sethuraman [27] have shown a LDP for D(N ν) and conjectured the exponential contiguity of this process and the above one. In [7] there is an extension with an infinite number of random locations, by means of a Poisson-Dirichlet distribution (see for example [8] for the construction of this distribution). In this frame the rate function also involves the reversed Kullback information.
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