Span programs provide a linear algebraic model of computation. Lower bounds for span programs imply lower bounds for forrnula size, symmetric bmnching programs and for contact schemes. Monotone span programs correspond also to linear secret-sharing schemes. We present a new technique for proving lower bounds for monotone span programs, and prove a lower bound of Q(m2.5) for the 6-cliqtre function. Our results improve on the previously h o w n bounds for explicit functions.
Monotone span programs have only positive literals (non-negated variables) as labels of the rows. They compute only monotone functions, even though the computation uses non-monotone linear algebraic operations. It is known that every function with a polynomial size span program is in NC (this follows from [6, 11, 19, 24] ), but no monotone analog of this result is known. It is not even known whether every function that has a polynomial size monotone span program also has a polynomial size monotone circuit.
The reduction in [19] from symmetric branching programs to span programs preserves monotonicity, and thus lower bounds for monotone span programs imply lower bounds for monotone symmetric branching programs and for monotone formula size.
A different motivation for studying monotone span programs is secret-sharing schemes. A (generalized) secret-sharing scheme is a cryptographic tool in which a dealer sharw a secret, taken from a finite set of possible secrets, among a set of parties such that only some predefined authorized sets of parties can reconstruct the secret. To achieve this goal the dealer distributes private shares to the parties such that any authorized subset of parties can reconstruct the secret from its shares and any non-authorized subset cannot gain even partial information about the secret (in the information-theoretic sense). We denote by SPF(f) (resp. mSPF(f)) the size of the smallest span program (resp. monotone span program) over 7 that computes f.
The number of columns does not effect the size of the span program. However, we observe that it is always possible to use no more columns than the size of the program (since we may restrict the matrix to a set of linearly independent columns without changf(6) = 1.
ing the function that is computed). Following 1191 and with this observation, we can apply NeEiporuk's method [25] to span programs, and get a lower bound of R(m3i2/ log m) for an explicit function with m variables. This is the best lower bound known €or the non-monotone span program complexity of an explicit function. Let EDn be the "element distinctness" function which receives n numbers in the range (1, . -, n2} and decides whether all the numbers are distinct. The function ED,, has m = 2n log n Boolean variables.
where m = 2n logn. Proof. We construct a monotone span program accepting exactly the non-bipartite graphs as follows. There will be m rows, each labeled by a variable.
SPGF(~)(ED~)
There is a column for each possible complete bipartite graph on n vertices. The column for a given complete bipartite graph contains the value 0 in each row that corresponds to an edge of the given graph and contains 1 in every other row.
This program rejects every bipartite graph G. This is because G is contained in some complete bipartite graph, and so there will be a column that contains only 0's in the rows labeled by the edges of G. Therefore the vector 1 is not a linear combination of these rows.
Next we show that the program accepts every nonbipartite graph. Since the span program is monotone, it is sufficient to show that it accepts every minimal non-bipartite graph, i.e., every odd cycle. Let C be an arbitrary odd cycle. The intersection of any odd cycle with any complete bipartite graph has an even number of edges, so C has an odd number of edges which are not in any given complete bipartite graph. Hence the sum of the row vectors corresponding to all the edges in C is odd in each column, i.e., gives the vector 1 over GF (2) , and so C is accepted by the span We note that the lower bound by Razborov 
The Method for Proving Lower
The idea of our technique is to show that if the size of a span program (i.e., the number of rows in the matrix) is too small, and the program accepts all the minterms of the function f then it must also accept an input that does not contain a minterm of f, which means that the program does not compute f. Our a p proach may be viewed as an application of the "fusion method" [29, 18, 351. We introduce the definition of a critical family of minhrms of a monotone Boolean function. We prove that the cardinality of a critical family for a function f is a lower bound on the size of monotone span programs computing f. 
Proof.
Suppose that for some Y s TH, CAEA,AnY#@ f f A = 7 # 1 .
Let us consider the vector

C =
~A c A -C H .
AEA,AnY#I
We havec-M = (7-1)1, thus l/(r-l)c.M = 1, and the program accepts the set of variables that label the rows corresponding to nonzero coordinates of c. From Lemma 1, we get a system of linear equations in the unknowns CYA. We prove that this system of equations has no solution, contradicting (1) . Suppose that ITHI = t . Let It is known ([1, 281) that the monotone circuit complexity of Cliquek,, is 2n(fi) for k = o((n/ iogn)2/3), and for fixed k it is Q ( (~~/ l o g n )~) .
Recall that each
However, the strongest known lower bound for the monotone span program complexity of the Claquek,n function is our Q(n5) = Q(m2.5) lower bound that holds for k 2 6.
For k i 4, we obtain lower bounds that are tight up to a constant factor.
First we present a few simple but important observations that are helpful in finding critical families for clique functions.
For given k, we partition the set of n vertices into k classes Ci, i = 1, . . . , k, of approximately equal size.
We say that a k-clique is multicolored if each of its k vertices belong to a different class. Thus a multicolored clique will never contain an edge between two vertices in the same class.
Let M be an arbitrary family of multicolored k- Proof. Let H be an arbitrary multicolored Cclique, and let TH be the set of two of its nonadjacent edges, for example (111, u2) and (~3~~1 4 ) .
Condition C l is satisfied, since two nonadjacent edges uniquely determine a &clique. To see that Condition C2 holds, as in the previous lemma, let us consider S y for Y E TK and suppose that it contains a 4clique 2 with vertices Z l 1~2 ,~3 , Z 4 .
then, by Claim 2, without loss of generality we have z1 # u~. Any edges incident to z1 cuuld only be contributed to Sy by cliques that contain (u3,uq). Thus, a clique containing z1 would also have to contain both v3 and u4, which is not possible by Claim 2.
As in the previous lemma, i f Y # TH then it consists of a single edge and S y does not contain a 4
We note that for k 2 5 the family of multicolored k-cliques is not critical for Cliquek,,. The critical families we use for proving lower bounds for 5-and 8cliques will be appropriately chosen subfamilies of multicolored cliques.
clique.
17
Theorem 4. For every field F, ~s P F ( Clique,,,) = ~( m ' .~) .
Proof. We show that the family of minterms of the CliquG,, function contains a large critical subfamily K. Let us assume that n = 6q, and partition the set of n vertices into six classes of size q. IC will be a subfamily of the multicolored &cliques, under this partition.
For members of IC, we restrict the edges allowed between vertices in the classes C 1 and C 3 , and similarly between the classes C 4 and CS. The legal pairs of vertices which we allow to be connected by an edge will be specified by a q x q Boolean matrix N . The family X: consists of all the multicolored 6-cliques that satisfy the restriction on the edges between classes C1 and C 3 , and between C 4 and c 6 .
The number of such &cliques is e(q5), thus we have
Next we show that K is critical for Clitpe6,,. Consider any K € K, and denote its vertices by ill,. . . , V 6 .
The set TK we choose will consist of the four edges Suppose that only one of these equalities holds, for are legal, and since (vi, w j ) and ( z i , z j ) must be legal for all i, j, we get a contradiction with our restriction on the possible edges of members from K. 1x1 =5 ) = ~(~2 . 5 ) . The proof of this theorem is basically included in the proof of the lower bound for &cliques and in Lemmas 2 and 3. The bounds for Clique4,, and CliquQ,, are slightly stronger (by constant factors) than the bound directly implied by Theorem 3. We omit the d e tails from this version of the paper. Our lower bounds for Clique3,, and Clique4,, are tight up to constant factors.
Let us define Claque:,, to be the monotone Boolean function whose set of minterms is the set of multicolored 4cliques defined for a fixed partition of the vertices into four classes of sizes as equal as possible. We observe that the above lower bound applies to this function as well, and is asymptotically tight in this Case.
Corollary 6 . Let n = 4q. Then, for every field 3,
5
A function with minterms of size 2 In [15] it is proved that there exists an explicit' Boolean function on m variables with minterms of size 2 for which the sum of the lengths of the shares in every secret-sharing scheme is R(m1ogm) times the length of the secret (for every finite set of possible s e crets). That is, its monotone span program complexity is .Q(n log m). In this section we exhibit an explicit function whose minterms are of size 2 with monotone span program complexity . Q ( Y~~/~) .
Let L1 , . . . , Ln be n subsets of (1,. . .,n} such that the intersection of every two subsets is of size at most 1. For example, the lines of a projective plane can be used. Given the sets L1, .. . , Ln, we define the function Lines, which has m = 2n variables denoted { a l l . . . , an, b l , . . . , bn}, and whose minterms are {{a;, bj} : j E L;}.
Theorem 7 . For every field 3, Proof. We prove that the family of all mintenns of the function Lines is a critical family for Lines.
The set TH for every minterm H is simply E f , and so Condition C1 is obviously satisfied.
To prove Condition C2, we take an arbitrary minterm, say {all bl} without loss of generality, and consider the set X = S{al,bl} = {bj : j E L i } U {a; : 1 E L;} \ { Q I , b l } . Suppose that there is some minterm {ai, b j } contained in X . Now 1 E Li since ai E X , and j E L1 since bj E X . Wealsohave 1 E L1 since { a l l bl} is a minterm, and j E Li since {ai, bj} is a minterm. However j # 1, and this contradicts the fact that the size of the intersection of L1 and L; is at most 1. Obviously, the sets S{al} and S{a,} do not
Using the lines of a projective plane or the constructions fiom [23, 26, 271 
