The Time Dependent Ginzburg Landau(TDGL) equation models a complex scalar field and is used to study a variety of different physical systems and exhibits phase transitional behaviours that necessitate study using numerical simulation methods. We employ fast data-parallel simulation algorithms on Graphical Processing Units (GPUs) and report on performance data and stability tradeoffs from using various implementations of both 32-bit and 64-bit complex numbers. Using NVIDIA's Compute Unified Device Architecture (CUDA) programming language running on a GTX480 GPU, we are able to simulate the TDGL with relatively large simulation system sizes of 256 3 cells and we discuss the relative computational tradeoffs between numerical accuracy and stability using different methods as well as different data precisions.
Introduction
Graphical Processing Units (GPUs) have attracted considerable interest in the parallel computing literature recently because of their capacity for high-performance data-parallel computations at commodity pricing. One area that has not developed as fast as might have been hoped however is floating point performance, and especially 64-bit precision capabilities. This is entirely understandable as originally of course GPUs were aimed at the acceleration of graphical processing and the calculations necessary for the rendering of interactive computer games. As these devices are used more and more for accelerating scientific calculations however, it is worthwhile investigat- ing the performance and accuracy tradeoffs.
Many scientific calculations, including simulations of partial differential equations (PDEs) rely heavily on floating point calculations and often on double rather than just single precision. The work we discuss in this present paper considers the Time Dependent Ginzburg-Landau (TDGL) equation solved using finite-difference methods on a regular rectilinear mesh. This PDE uses a complex field variable ψ and can therefore also be formulated as a set of two coupled equations each with a wholly real field variable.
We explore the numerical stability limitations of a finite difference solver for the TDGL equation on GPUs using: the built in compiled language capability for pairs of 32-bit floats to make a complex<float>; similar built-in pairs of 64 bit double to use complex<double>; and finally our own hand crafted wholly real pairs of coupled equations using 32-bit and 64-bit fields.
Modern GPUs such as the GTX 480 from NVIDIA now have available on-board floating point and even double precision floating point units and we do indeed obtain excellent speed ups over that attainable on a single core of modern CPU. However as will be seen the tradeoff space is complicated and seems likely to remain so for at least the next few CPU and GPU hardware generations.
Complex arithmetic has its own complications and subtleties and quite often system supplied complex arithmetic software implementations ("complex.h" packages for C/C++ compilers for example) only provide naive highschool level definitions of some fundamental complex arithmetic operations. This is important for scientific simulations.
The Time Dependent Ginzburg Landau (TDGL) equation solved numerically in 3-dimensions gives rise to some very interesting phase transitional behaviour and to a set of complex spatial structures. Figure 1 shows a snapshot configuration rendered using surface reconstruction techniques. The helical vortices and other spatial structures are clearly seen and accurate sampling of the statistical behaviour of such systems requires many independently initialised numerical experiments and hence a fast solver platform.
Our present paper is organised as: a brief derivation and motivational description of the TDGL in Section 2; a description of the numerical methods we employ in Section 3; details of the parallelisation techniques used with GPUs in Section 5; and a set of performance results including a speed up analysis is given in Section 6. We discuss the implications of these ideas and results in Section 7.
TDGL Equation Derivation
Ginzburg-Landau theory [1] is an important theoretical framework for describing the thermodynamic and macroscopic properties of a superconductor without recourse to simulation of microscopic details such as individual atoms, spins, or Cooper pairs [2] . The theory and its uses in describing type II superconductors [3] was developed considerably by Abrikosov [4] and a historical account of the ideas and development was given in the Nobel Lectures of Ginzburg and Abrikosov in 2003 [5, 6] . The Time-Dependent Ginzburg Landau(TDGL) equation and a variation of it known as the Complex Ginzburg Landau equation (CGLE) [7] has been applied and used in a number of applications by various authors since. GinzburgLandau theory also arises as the scaling limit for the XY model and also displays important theoretical similarities with the Higgs mechanisms [8] in particle systems [9] which is obviously a topical area as the search continues at the Large Hadron Collider for evidence of the Higgs boson. The most important application of the theory however is for explaining the behaviour of super-conduction and super-fluidity. Important work has been done by many researchers in this area including: work on resonant tunneling effects in CuO2 layers in high temperature superconductors by Abrikosov [10] ; cross-over effects in superconductivity [11] ; the Hall effect in superconductors [12] ; thin film solutions [13] ; diffusion induced turbulence [14] ; effects from hollow spheres [15] ; Lyupanov functions and stability limits [16] and soliton effects and non-linearities [17] in the Ginzburg-Landau equations.
The Ginzburg-Landau formulation is based on the concept of a free energy functional for the superconductor that can be written in terms of a complex order parameter, given here as ψ -and Ginzburg modestly referred to the theory as the "ψ-Theory". This order parameter gives a measure of how deeply the system is into its superconducting phase. The free energy function has the typical form:
where F n is the free energy in the normal phase, α and β are phenomenological parameters, m is an effective mass, A is the electromagnetic vector potential, and B (≡ rotA, or ∇ × A) is the magnetic induction. Minimizing the free energy with respect to fluctuations in the order parameter and the vector potential give rise to the Ginzburg-Landau equations:
where j is the electrical current density and Re the real part. Equation 2 specifies the order parameter ψ in terms of the applied magnetic field. This equation has a similar structure to the time-independent Schroedinger equation. Equation 3 then determines the superconducting current. We employ the usual notation so that e is the electronic charge, and µ 0 the free space permittivity.
These equations suggest that there are two characteristic (physical) lengths that occur in a superconductor. These are usually known as the coherence length ξ:
which characterises thermodynamic fluctuation sizes that occur in the superconducting phase, and secondly, the penetration depth λ is given by:
where ψ 0 is the equilibrium value of the order parameter ψ when there is no electromagnetic field. The penetration depth then characterises the physical depth to which the superconductor is penetrable by an externally applied magnetic field.
The ratio κ = λ/ξ is usually known as the GinzburgLandau Parameter. Type I superconductors are defined to be those for which κ < 1/ (2), and Type II superconductors are those for which κ > 1/ (2). In Type I superconductors there is a first order phase transition from the normal state to the superconducting state, and for Type II the transition is second order. This is consistent with Ginzburg-Landau theory. In 1957, Abrikosov [4] showed that for the case of a Type II superconductor, a (high) magnetic field will penetrate the system in quantized flux tubes which have important spatial patterns. It is possible to visualise both the order parameter -the ψ field directly as well as looking at current flow patterns.
For our purposes in this present paper we put aside an analysis of the current properties directly and focus on solving the order equation 2 numerically. A simple form of the Ginzburg Landau partial differential equation is:
where the constants p, q ∈ C and γ ∈ R.
We have experimented numerically with parameters p, q on the unit square in complex space, and γ ∈ [−1, 1] and with various initialisations of the complex field u with random uniform values -or at least uniform amplitudes so that u x (t = 0) = α + iβ with α and β chosen st (α 2 + β 2 ) < 1 and is uniform and the phase angle
Rearranging so that the time derivative stands alone on the left hand side, we obtain:
which is similar form to previous works on solving rectilinear field equations with finite difference methods -except that the field ψ is a field of complex numbers. We have written the PDE derivation in terms of a single spatial variable x but the d 2 dx 2 extends to the Laplacian operator ∇ 2 in arbitrary dimensions. We are able to construct complex arithmetic expressions for equation 7 using second order spatial operators and second or higher order time integration methods.
Valuable work has been done verifying the existence and location of global and unique solutions to the TDGL [18] . In addition to cell dynamics and growth properties [19] -also displayed by related equations such as the CahnHilliard model [20] -simulations of the TDGL also exhibit vortical structure and vortex dynamics [9, 21] There is continued interest in the spatial patterns, turbulent effects and the chaotic and complex phase-field [22] structure of the TDGL equation and this work requires numerical methods and has been extensively studied in lower dimensions (1-dimension and 2-dimensions) [23, 24] Work in higher dimensions -that is in realistic 3-dimensional systems is more difficult [25] and more computationally expensive. A number of researchers report work on different numerical techniques including spectral methods [26] and finite-element methods [27] and other techniques [28] .
Most work reported appears to use finite difference methods [29, 30] -perhaps due to the numerical difficulties presented by the use of complex numbers, the need for simple and verifiable solver codes and the need for good computational performance. We discuss the numerical issues further in Section 3.
Numerical Methods
To simulate this equation numerically, we approximate continuous space of the field with hyper-cubic mesh of discrete cells. Each cell represents a length (1D), area (2D) or volume (3D) of the field. To calculate the interactions between neighbouring cells, the continuous spatial calculus operator ∂ 2 ∂x 2 is replaced with a discrete approximation. This discrete operator can be formulated for any number of dimensions (like the mesh) and we show its form for one-, two-and three-dimensions in Figure 2 . Using this approximation we can formulate a discrete equation to calculate the potential function of the Ginzburg-Landau equation. This allows us to simulate the equation on a CPU or GPU. Two possible ways to implement this calculation on the GPU are discussed in Section 5. The next step is to determine a suitable numerical integration method.
To numerically simulate the Ginzburg-Landau equation we must use a suitably stable integration method. In previous work with the Cahn-Hilliard equation [31] we have found the Runge-Kutta 2 nd (Equation 8) order method to be sufficient for this sort of simulation [32] . 
Another consideration when computing the simulation is the accuracy of the floating point calculations. While GPUs can now process double precision floating point values, they are still more suited to using single-precision values. To determine whether single-precision floating point values are sufficient for this simulation, we have compared single-precision and double-precision RK4 implementations. We have found the error to be approximately 3.0 × 10 −16 per hit. As we are measuring the statistical properties of the model as opposed to finding an exact solution this is an acceptable error rate.
GPU Architecture
The development of Graphical Processing Units (GPUs) has been driven largely by the games industry. To keep up with the increasing demands, these GPUs have turned into highly parallel processing architectures. With the development of GPGPU technology, these architectures have been adopted as a very popular and powerful processing platform. In sight of this, the latest generation NVIDIA Fermi GPUs have been designed with this application in mind.
The Fermi architecture GPUs contain 11-15 multiprocessors which each contain 32 scalar processors [33] . All scalar processors on a multiprocessor execute the same instruction while separate multiprocessors are free to execute instructions independently. The architecture of these GPUs can be seen in Figure 3 .
To utilise the GPU, the computational problem must be split into thousands or millions of threads. The GPU hardware is capable of managing, scheduling and executing these threads (also known as kernels). These kernels are managed in groups known as blocks. While the programmer has no direct control over how the kernels are executed, they can control the size of each thread block and thus control which threads are executed together. Each block can have a maximum size of 1024 threads for a Fermi architecture GPU.
One of the major performance considerations when designing a GPU program is how to access memory. As GPUs are designed to have a high computational throughput, they do not contain the same levels of memory cache hierarchy commonly seen in CPUs. The main area of memory on the GPU is called global memory, this is the only type of memory that can be accessed by the CPU host. All data being passed to the GPU program or returned to the host must be stored in global memory. One major advantage of the Fermi architecture GPUs is that access to the global memory is cached by L2 cache (shared between all multiprocessors) and L1 cache (individual to each multiprocessor). In this work we use cached global memory access for all data access and we have previously found it is the optimal memory type for this access pattern [34] .
CUDA Implementations
Most discussions of GPU finite-differencing implementations focus on the performance benefits of various memory configurations [32, 34] . However, in this work we wish to focus more on the possible ways to implement complex number calculations on the GPU. Thus in all simulations we use global memory for accessing the field. On the Fermi architecture GPUs, we have found that cached global memory access provides the best performance for this type of memory access patterns [34] .
The challenge we address in this work is how complex number calculations can best be implemented on the GPU. With CUDA we have the option to implement our own complex number class and overload the operators as device functions which allows us to write the GinzburgLandau equation in its simple form. The other option we have explored is to store the complex field as two separate arrays (representing the real and imaginary values) and perform the calculations of the real and imaginary values manually.
Method A -Complex Data Type
Method A processes and stores the field values as complex numbers. The field is of type complex and the calculations are done using complex number arithmetic. To allow for this we have created our own complex number class and overloaded the operators required by the Ginzburg-Landau equation. As the computation is performed on the GPU, we cannot use the normal operators. Instead we use device functions to overload the complex class operators so they can be called from a CUDA kernel. A partial implementation of this class is shown in Listing 1. The major advantage of implementing this class is that it allows us to write the equation in it's standard mathematical form (as shown in Equation 7). It also allows memory to be allocated and read as complex numbers. This makes the code easy to read and understand, however it does require the use of a complex class. There is another way in which this simulation can be computed.
Method B -No Complex Type
This method does not use any complex number type, instead it stores and computes the real and imaginary parts separately. The complex arithmetic is thus composed manually by the programmer. The equation can be split into two separate calculations of the real and imaginary parts. We use the notation r and i to denote the real and imaginary fields and r and i to denote the real and imaginary parts of parameters. These two separate equations are as follows:
Correctly converting these equations is a significantly more complicated and error-prone process than for the equation i complex number form. Values must be loaded from both the real and imaginary fields, the Laplacian operator must be applied to both of these fields and the final code is significantly harder to read and debug (especially when using the Runge-Kutta 4 th order method). However, there are substantial performance benefits to this method which are presented in Section 6. 
Performance Results
To compare the performance of the two CUDA implementations of the Ginzburg-Landau equation, we have measure the performance across a number of field lengths N = 32 3 ...256 3 . We present data for both methods using both the Runge-Kutta 4 th and 2 nd order integration methods. These simulations have been computed on a NVIDIA GTX480 GPU hosted on a 3.33 Ghz Intel Core i7 Extreme 980X with 12GB of DDR3 -2000 RAM running Ubuntu 9.10 and CUDA 3.1.
The results for the two CUDA implementations are shown in Figure 4 . Both these methods use global memory to store the fields (and intermediate steps) as it provides the best access times with the Fermi cache structure. As expected the RK2 implementations perform the fastest as there are less steps and memory transactions required but this method does not provide the same level of accuracy as RK4.
Method B shows significant performance benefits over Method A with both the RK2 and RK4 implementations computing the simulation approximately twice as fast as their counterparts. This result shows that while computing the real and imaginary parts of the equation separately does involve considerably more effort, if intensive simulations are required, the performance gains can be worth the additional programmer effort.
Discussion and Conclusions
We have shown how the Time-Dependent GinzburgLandau equation can be simulated numerically using finite-difference methods on 3-dimensional regular meshes of relatively large system sizes of up to 256 3 cells. We have discussed how complex number calculations can be implemented on Graphical Processing Units. We have discussed accuracy/performance tradeoffs for Runge-Kutta 2 nd and 4 th order integration methods and single-and double-precision floating point calculations.
We have shown how complex number calculations can be implemented on the GPU with either a complex number class and overloaded device operators or by computing the real and imaginary calculations separately. We have presented data for both of these implementations on the latest NVIDIA Fermi architecture GPUs and have shown that computing the real and imaginary parts separately is more complicated but provides approximately twice the computational performance.
The TDGL order parameter field exhibits regions of high curvature around the helical structures seen in Figure 1 . These are likely the main reason that the fourth order timeintegration method is preferable, in comparison to the second order that is adequate for the (spatially smoother) Cahn-Hilliard equation.
The computational power of even a single GPU device makes semi-interactive simulation and visualisation of the TDGL computationally feasible and therefore will allow a more systematic exploration of its rich spatial structure and various computational experiments. We have been able to simulate systems sizes that are adequate for interactive simulations of the TDGL but we are also exploring how multiple GPU devices can be used together to support the simulation of even larger system sizes for more detailed statistical investigations in "batch mode."
