A Chaotic Dynamical System is a non-linear system which exhibits three most important properties: the orbits are aperiodic, they are bounded, and exhibit sensitive dependence on initial conditions. The Lorenz system is an example of such a system. In this essay, general properties of chaotic dynamical systems are addressed and the Lorenz system is used as an example in each case. Numerical solutions are generated to explain some of the properties. Some properties in other non-linear systems are also referred to in order to aid proper understanding of the Lorenz system. Using the Gram-Schmidt method of re-orthogonalization, the Lyapunov exponents of the Lorenz system are calculated for σ = 10, b = 8/3 and, varying r in the range 0.1 ≤ r ≤ 500, and plots are generated to show their relationships. Different types of bifurcations exist in the Lorenz system. The Pitchfork and the Hopf bifurcations are discussed. The various types of attractors that exist in a system are discussed and the Fractal dimensions of the Lorenz system are calculated to justify the name 'strange attractor' in the system.
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1. Introduction
Background
The study of chaotic dynamical systems started with the French mathematician Henri Poincare in the 19th century when he was trying to find the general solution to the motion of more than two orbiting bodies in the solar system. In his studies, he concluded that the motions were sometimes complicated and he discovered many important ideas which led to the theory of chaos [ASY96] . He introduced geometry in differential equations and studied the geometrical structure of dynamical systems.
A meteorologist, Edward N. Lorenz, contributed significantly to chaotic theory while studying the dynamics of the weather in 1963. Lorenz defined a three-dimensional system of ordinary differential equations which were reduced from a partial differential equation which described the turbulent motion of the atmosphere [ZLW09] . He discovered that the system has extremely erratic dynamics over a wide range of some positive parameters [Str94] .
He observed that the solution to his system oscillated in an irregular manner, not repeating the same pattern, but always remaining in a bounded region in the phase space. He also noticed that the solution settled onto a complicated set which is now called a 'strange attractor'. He observed that whenever he started his simulations from two slightly different initial conditions, the resulting solution soon became totally different. The implications he gave for this was that tiny errors in specifying initial conditions in a system, would result in failure in terms of predictions about what happens in the system in future time. He called this behaviour: sensitive dependence on initial conditions.
Chaotic Dynamical Systems
According to Edward Ott [Ott93] , a dynamical system is defined as a deterministic mathematical prescription for evolving the state of a system in time. This also means that the changes of the system are uniquely defined by a set of variables called state variables that explain the dynamics of the system. The time may be continuous or discrete-integer variable. A continuous-time dynamical system is also referred to as a flow, and a discrete time dynamical system is referred to as a map. Continuous time dynamical systems are described mathematically by differential equations. The continuous time dynamical system may be linear or non-linear. For this work, we are interested in non-linear dynamical systems represented as
where X ∈ R n is a vector valued function of an independent variable time t, X(0) = X 0 and f : R n → R n is a smooth function [GH85] . The system is called an autonomous system if the function f of equation (1.2.1) does not contain time explicitly, otherwise the system is described as non-autonomous.
Definition. [GH85]
The function f in equation (1.2.1) generates a flow φ t : N → R n where φ t (X) = φ(X, t) and N ⊂ R n is a smooth function defined for all X ∈ N and t ∈ I = (a, b) ∈ R, and φ satisfies equation (1.2.1) such that d dt (φ(X, t))| t=τ = f (φ(X, τ )),
for all X ∈ N and t ∈ I. This is equivalent to, φ(X 0 , t) = X 0 + t 0 f (φ(X 0 , s))ds, (1.2.2) in which case φ(X 0 , ·) : I → R n defines an orbit/trajectory of the differential equation (1.2.1) based at X 0 .
Non-linear systems are generally difficult to study because of their complex properties. Most non-linear systems do not have explicit solutions and hence require numerical computations. Also, equation (1.2.1) is a dynamical system because, for any initial state X(0) of the system, the equation can be solved to obtain a future state of the system X(t) for t > 0. Moreover, the complexity of the solution can be greater for systems with higher dimensions since higher dimensional systems may exhibit chaotic behaviour. Generally, wherever non-linearity exists, chaos may be found. The question then is how large must the dimension of the system be in order to predict chaos? According to Edward Ott [Ott93] , for n first-order autonomous system of ordinary differential equations, chaos is possible only if n ≥ 3. The Lorenz system is an example of a three-dimensional non-linear autonomous system of ordinary differential equations and is the subject of these studies.
Chaotic systems possess some properties which are still not completely understood. Their property of sensitivity to initial conditions makes long-term predictions impossible since the error of measurements on initial conditions cannot be avoided. This decreases the performance when tiny perturbations of initial conditions alter the long term dynamics of the system. Apparently, if a chaotic system is to be controlled, then measurements of the relevant signal must be precise, otherwise, an attempt to control chaos would rather make the dynamics of the system go to an unexpected state.
As much as chaos could decrease the system performance, it is also very useful and important in some systems under certain conditions. Usually, a chaotic attractor is embedded in a dense set of unstable limit cycles, so if any of these limit cycles can be stabilized, it may be desirable to stabilize one that characterizes a certain maximal system performance [ZLW09] . Chaos is useful in chemical systems like fluid-mixing where one expects rigorous mixing of two fluids and the required energy is to be minimized.
In this essay, a general overview of chaotic systems is addressed and the Lorenz system is used as an example in each case. The system is analysed numerically using the fourth-order Runge-Kutta integrator.
Definition. [ZLW09]
A dynamical system is called chaotic if its typical orbits are aperiodic, bounded and such that nearby orbits separate in time (sensitive dependence on initial condition).
Equilibrium Solutions.
Most often, it is impossible to write down explicit solutions of non-linear systems in equation (1.2.1). The only exception to this occurs when we have equilibrium solutions. That is, the point at which the function f is zero. These are also referred to as the zeros or fixed points of f .
Definition (Equilibrium/Fixed Points [ZLW09]
). An equilibrium solution of equation (1.2.1) is the pointX ∈ R n such that f (X) = 0.
1.2.5 Definition (Lyapunov Stability [KBO03] ). An equilibrium pointX of (1.2.1) is Lyapunov stable if for all > 0, there exists a δ > 0 such that for all X(0) with X − X(0) < δ, X − X(t) < for all t > 0. This means that solutions that start close toX remain close for all time. Therefore,X is said to be asymptotically stable if for any solution X(t) of equation (1.2.1), there exists δ > 0 such that if X − X(0) < δ, then lim t→∞ X − X(t) = 0.
1.2.7 Definition (Global Asymptotic Stability). An equilibrium solutionX of equation (1.2.1) is globally asymptotically stable if for every trajectory X(t), we have lim t→∞ X −X(t) = 0. That is X(t) →X as t → ∞ for all X(t).
Definition (Basin of Attraction [MM09]
). The basin of attraction of an equilibrium point of a system is the set of all initial states that generate solutions of the system that converge to the equilibrium point.
Analysis of Dynamical Systems

Linear Systems and Stability
Motivation can be drawn from the analysis of linear equations in the plane when studying higher dimensional non-linear systems. The general equation of a continuous time system in the plane is given below as dX dt = MX, (2.1.1)
where M is a 2 × 2 matrix. A solution of equation (2.1.1) is in the form x(t) = k exp(λt), where λ is an eigenvalue of M and k is a real constant. By the principle of linear superposition of linearly independent solutions {x 1 (t), x 2 (t)}, the general solution is given as x(t) = c 1 x 1 (t) + c 2 x 2 (t) where the two constants are determined by initial conditions [GH85] . The unique equilibrium solution is the origin if det(M) = 0 and its stability depends on the sign of the eigenvalues. The characteristics equation of M in equation (2.1.1) is given as
and the eigenvalues are obtained as
If all of the eigenvalues have negative real parts, then the origin is asymptotically stable and if one of the eigenvalues has positive real part, then the system is unstable [Str94] . Depending on the behaviour of the solution, the origin can be described as a sink/node, source, saddle, center, or spiral. Therefore, the different types of dynamical behaviour of equation (2.1.1) can be described in terms of the eigenvalues of the matrix M which are related to the trace and the determinant of the matrix M via equation (2.1.2) [ZLW09] . These behaviours can be extended to higher dimensions of linear and non-linear systems.
Qualitative Properties of Non-Linear Systems in the State Space
A non-linear system may have more than one equilibrium point. This means that the behaviour of the vector field in the state space may be different for different parts of the state space. Therefore, since it is easy to obtain solutions of a set of linear differential equations, it is, therefore, important to study the local behaviour of the system in the neighbourhood of each of the equilibrium points by locally linearising the differential equation around that point.
Suppose we have a fixed pointX and we want to classify the behaviour of solutions near this fixed point, this is done by linearising equation (1.2.1), that is, by studying the linear systeṁ
in a closed neighbourhood of the equilibrium pointX, where Df = ∂f i ∂x j , 1 ≤ i, j ≤ n is the Jacobian matrix of first-partial derivatives of the function f ∈ R n evaluated at the equilibrium point. Then the solution of equation (2.2.1) through ζ(0) is given as
and is asymptotically stable if all of the eigenvalues of Df (X) have negative real parts.
The local approximation is no longer valid as one moves away from the equilibrium points. Therefore the direction of the eigenvectors which were straight lines become curved lines which are called invariant manifolds and they are stable or unstable depending on the sign of the real part of the eigenvalues. This is seen in figure 2.1. • W s loc (X) = {X ∈ N such that φ t (X) →X as t → ∞, and φ t (X) ∈ N for all t ≥ 0},
• W u loc (X) = {X ∈ N such that φ t (X) →X as t → −∞, and φ t (X) ∈ N for all t ≤ 0}. N ⊂ R n is a neighbourhood of the equilibrium pointX.
Definition.
[GH85]X is called a hyperbolic fixed point, if Df (X) has no zero or purely imaginary eigenvalues.
A system with one or more non-hyperbolic equilibrium points is said to be structurally unstable [KBO03] . This means that small perturbations can result in qualitative changes at the equilibrium points.
Theorem (Hartman-Grobman [ZLW09]
). IfX is a hyperbolic fixed point, then there is a homeomorphism h defined on some neighbourhood N ofX ∈ R n , locally mapping the orbit of the non-linear system in equation (1.2.1) to those of the linearised system in equation (2.2.1). This is illustrated graphically in figure 2.2. In systems where we have purely imaginary eigenvalues, the local approximation can be misleading. As an example, consider the differential equation below:
which is written as a system of first-order equations as
The only equilibrium point is the origin and the linearisation around the origin gives a Jacobian matrix with eigenvalues λ 1 , λ 2 = ±j. In the linear system, this should generate centers around the origin from different initial values. But unless µ = 0, the origin is not a center. For µ < 0, it is a 'weak' attracting spiral sink and it is a repelling source for µ > 0. This is illustrated in figure 2.3.
2.2.6 Stability of Equilibrium Points. Determination of the stability of an equilibrium point is often a straight forward method when the equilibrium point is hyperbolic. In this case, the Hartman-Grobman Theorem of linearisation (Theorem 2.2.4) can be used to analyse the stability of the orbit structure at the equilibrium point [GH85] . But, if on the other hand anyone of the eigenvalues has zero real part, then the stability at that equilibrium point cannot be determined by linearisation. This is seen in example 2.2.5.
Definition
L is positive definite if the following conditions are satisfied:
• L(X) = 0 if and only if X = 0,
• All sublevel sets of L are bounded. This means that L(X) → ∞ as X → ∞.
Another method of determining boundedness of trajectories in a system and stability at equilibrium points is by using the Lyapunov theorem. A typical Lyapunov theorem has the following form:
• then, the orbits of the system satisfy some property.
Such a function, if it exists and, proves the property then it is called a Lyapunov Function.
Theorem (Lyapunov Boundedness Theorem).
Consider the system in equation (1.2.1). Suppose there exist a function L such that the following conditions are satisfied:
• All the sublevel sets of L are bounded,
Then all trajectories are bounded in the system. This means that for each trajectory X, there is a C such that X(t) ≤ C for all t ≥ 0.
Theorem (Lyapunov Stability Theorem [HSD03]). LetX be an equilibrium point forẊ
ThenX is asymptotically stable.
If a function L satisfies 1 and 2, it is called a Lyapunov function forX. If 3 also holds, then L is called a strict Lyapunov function.
Motion in Phase Space
Given any autonomous system of differential equations, it is natural to consider the collection of trajectories in phase space as a flow analogous to the flow of a fluid [McC93] . The volume of this flow may be conserved or changed along the flow when it is evolved forward over some time interval.
Consider any n-dimensional system of equations as in (1.2.1). Suppose we pick an arbitrary closedsurface S(t) of volume V (t) in phase space and we consider the points on S as initial conditions for the trajectories. If this surface evolves for an infinitesimal time dt, then S evolves into a new surface S(t + dt) with volume V (t + dt), as shown in figure 2.4. Let k denote the outward normal on the surface S. If each point moves with velocity f , then the outward normal component of the velocity is given as f · k. The volume generated by an area dA is then given as (f · kdt)dA.
Now the new volume V (t + dt)
is given as the volume of the surface S plus the small volume generated between the surface S(t) and the surface S(t + dt) integrated over the whole surface.
Therefore we have
Dividing by dt, we obtain
Taking the limit, we haveV
Since S is closed then S (f · k)dA is the flux defining the surface integral of the vector field f . Therefore by the divergence theorem [KBO03] S (f · k)dA is equal to the volume integral of the divergence of the region inside S(t + dt). ThereforeV
where
In general, ∇ · f may be a function of the phase-space position X. The system is referred to as a dissipative system if ∇ · f < 0 in some region of phase-space. This signifies volume contraction in that region [Ott93] . But if V (t + dt) = V (t) for dt > 0, then such a volume-preserving system is called conservative.
Definition. [ASY96]
A system of differential equations is dissipative if the volume of the flow decreases along the trajectory.
Also, if the trace of the Jacobian matrix is negative for all t, then the system is dissipative. 
Properties of the Lorenz Dynamical System
The Lorenz system [Spa82] is a simple system of three ordinary differential equations but there are many different behaviours that can be observed for different parameter values. In this essay, we are concerned with this system which is given as
where (x, y, z) ∈ R 3 and the constants σ > 0, r > 0, b > 0. In this study, σ and b will be kept fixed but r will be varied in order to change the behaviour of the system. The values which will be used are σ = 10, b = 8 3 , but similar behaviour occurs for other values [GH85] . Analysis of this system requires knowledge of its basic properties.
2.4.1 Non-Linearity. The Lorenz system has two non-linear terms. These are the term xz in equation (2.4.2) and the term xy in equation (2.4.3).
Symmetric Properties.
The system exhibits symmetry and this symmetry persists for all parameter values. Due to this unique property, the equation is unchanged if we replace (x, y, z) by (−x, −y, z) [Str94] . This also means that the phase-space is preserved through reflection in the z-axis and, hence, if (x(t), y(t), z(t)) is a solution of the system, so is (−x(t), −y(t), z(t)).
Equilibrium Point.
Following the Lorenz system, the equilibrium solutions given as 
2.4.4 Linearisation of the Lorenz System. The local behaviour around the above equilibrium points in the system would be determined by using the following Jacobian matrix at the equilibrium points. 
2.4.5 Volume Contractions. Volume in phase-space of non-dissipative systems expand or are conserved. For dissipative systems, volume in phase-space decrease exponentially with time.
2.4.6 Example. As an example, consider the Lorenz system (2.4.1)-(2.4.3). The divergence of this system is given as
Therefore, from equation (2.3.1) we haveV
Substituting equation (2.4.5) into (2.4.6), we obtaiṅ
This is evaluated to obtain
Hence, volume in phase-space in the Lorenz system shrinks exponentially fast at the rate of (σ + 1 + b).
2.4.7 Sensitive Dependence on Initial Conditions. As stated earlier, one of the defining properties of a chaotic system is its sensitive dependence on initial conditions. Suppose we have two nearby initial conditions X 1 (0), and X 2 (0), which are evolved forward in time t by a continuous time dynamical system to give orbits X 1 (t) and X 2 (t), respectively, as shown in figure 2.5.
Then the separation between the two trajectories at time t > 0 is given by X(t) = X 2 (t) − X 1 (t). Suppose the initial separation X(0) → 0, as t becomes large, the orbits remain bounded and the separation between the trajectories grows exponentially for a particular direction of the tangent vector X(0)(that is to say,
, λ > 0), then the system exhibits sensitive dependence on the initial conditions [Ott93] . This means that an infinitesimal difference in the initial conditions results in an exponential divergence of orbits.
Definition. [ZLW09]
A flow φ on a metric space S is said to possess sensitive dependence on initial conditions on S if there exists a real number δ > 0 such that, for all X 1 ∈ S, and for all > 0, there exists X 2 ∈ S with X 2 = X 1 , and t > 0 such that X 1 −X 2 < , and φ(X 1 , t)−φ(X 2 , t) < δ. To demonstrate the sensitive dependence on initial conditions of the Lorenz system, in figure 2.6, we take two initial states given by X 1 = (x 1 , y 1 , z 1 ) with x 1 = y 1 = z 1 = 5.0 and X 2 = (x 2 , y 2 , z 2 ) with x 2 = 5.0000001, y 2 = z 2 = 5.0. Plotting the x−coordinate of the evolution as a function of time t ∈ [0, 50], we can clearly see that the two orbits evolved together until after some time they became completely independent of each other.
This means that no matter how minute the initial separations are, the orbits will eventually diverge from each other. The physical implication of this is that long term predictions fail in a chaotic system since the purpose of an initial condition is to help predict the future state of the system. So if there exists sensitive dependence on initial conditions, small errors in measurements will make predictions invalid after some time interval. 
Bifurcations and Attractors
Bifurcations(Change of Stability)
Many equations describing physical systems have parameters which result in significant changes in the qualitative structure of solutions for certain parameter values, as these parameters are varied. These significant changes are called bifurcations and the parameter values at which the changes occur are called bifurcation values. Consider the equation:
and µ denotes the parameter. The equilibrium solution of equation (3.1.1) is given by the solutions of the equation f (X, µ) = 0 . As µ varies, the stability of the equilibrium point can be changed as the eigenvalues of the Jacobian matrix is changed.
Definition. [GH85]
A bifurcation value µ 0 of µ is the value at which the stability of the equilibrium point of (3.1.1) changes or the point at which the system is structurally unstable.
Definition. [KBO03]
A structurally unstable system is one that contains one or more nonhyperbolic fixed points.
The changes in stability of an equilibrium point due to the changes in the parameter value represent the dependence of equilibrium points on the parameter. Therefore the parameter plays the role of an independent variable and is plotted horizontally in the bifurcation diagram.
3.1.3 Types of Bifurcations. [Str94] There are different types of bifurcations depending on how equilibrium points exist or are destroyed based on the parameter value. These are given below:
• Saddle Node Bifurcation: Fixed points are created and destroyed in this type of bifurcation [Str94, Ott93] . As an example, consider a one-dimensional differential equation given byẋ = µ + x 2 , where µ can be positive negative or zero. When µ < 0, there are two fixed points; one stable and one unstable. At µ = 0, there exists a very delicate 'half-stable' fixed point at the origin and no fixed point for µ > 0.
• Transcritical Bifurcation: In this type of bifurcation, a fixed point exists for all parameter values and its stability changes as the parameter is varied. An example of a one-dimensional differential equation showing transcritical bifurcation isẋ = µx − x 2 . There is a fixed point at the origin for all values of µ. There is a stable fixed point atx = 0 and an unstable fixed point atx = µ for µ < 0. The change of stability occurs at µ = 0 when the origin becomes a 'half-stable' fixed point. The origin becomes unstable at µ > 0 and there is a stable fixed point atx = µ.
• Pitchfork Bifurcation: This type of bifurcation is common in physical systems that have a symmetry [Str94] . Consider the two-dimensional system given as
For µ < 0, the only equilibrium point is the origin and is a stable node (see figure 3.1a). For µ = 0, the system is structurally unstable with one of its eigenvalues zero (see figure 3 .1b).
The origin loses stability to a saddle for µ > 0, and two new symmetrical equilibrium points at (x 1 ,x 1 ) = (± √ µ, 0) emerge with stable nodes. This is seen in figure 3 .1c where m = √ µ and the bifurcation diagram shown in figure 3.1d. • Hopf Bifurcation: It is a type of bifurcation in which an equilibrium point with a stable spiral orbit changes into an unstable spiral orbit surrounded by limit cycle [Str94] .
3.1.4 Definition.
[ZLW09] A limit cycle is an isolated periodic solution of an autonomous system. The points on the limit cycle constitute a limit set, which is the set of points in the phase space that a trajectory repeatedly visits.
3.1.5 Stability of the Origin. The stability of the Lorenz system is determined using the Lyapunov Stability Theorem: Theorem 2.2.9 when 0 < r < 1. For r within this range, the equilibrium points B, C = ±( b(r − 1), b(r − 1), r − 1), respectively, are imaginary and hence do not exist in R 3 .The only equilibrium point which exists as the parameter r varies between 0 and 1 is the origin and it is an attracting point. The Jacobian matrix at (0, 0, 0) from the linearised equation in (2.4.4) with, σ = 10 and b = The eigenvalues of this matrix are
which are negative for all values of r between 0 and 1. We are now going to apply the Lyapunov Stability Theorem to the Lorenz system for 0 < r < 1.
3.1.6 Proposition. Suppose 0 < r < 1. Then every trajectory of the Lorenz system approaches the equilibrium point at the origin as t → ∞. This is seen below.
We need to construct a Lyapunov function, a smooth positive definite function on all of R 3 that decreases along trajectories. Consider
ForL away from the origin,
Now along the y axis, that is x = 0, f (x, y) > 0. Examining this along any other straight line y = mx, gives f (x, mx) = x 2 (m 2 − (1 + r)m + 1).
For 0 < r < 1, the term m 2 −(1+r)m+1 > 0 for all m. This means that f (x, y) > 0 for (x, y) = (0, 0), Therefore, for 0 < r < 1, all trajectories of the Lorenz system tend to the origin.
3.1.7 Stability of the Equilibrium Points B and C. When r = 1, the two equilibrium points B and C come into existence at the origin. From equation (3.1.3), the eigenvalues are λ 1 = −b, λ 2 = 0, λ 3 = −11. The stability of the origin is changed by the zero eigenvalue. A pitchfork bifurcation occurs here with bifurcation value r = 1. This is shown in figure 3 .2 from two symmetric initial conditions. As r passes through 1, one of the eigenvalues becomes positive with the other two negative. The stability of the origin becomes a saddle with a two-dimensional stable manifold and a one-dimensional unstable manifold. The equilibrium points B and C then move away from the origin for r > 1.
Proposition. [HSD03]
Each of the equilibrium points, B and C is a sink with its own basin of attraction for 1 < r < r H where
This is shown as follows: From the linearised equation in (2.4.4), the linearisation at each of the equilibrium points B and C respectively yields the Jacobian matrix
Each of these matrices has the following characteristics equation:
For the points B and C to be sinks, we need to show that, either all the three roots of (3.1.6) are negative, or the polynomial has one negative real root and two complex conjugate roots with negative real parts. Now for r = 1, we have seen that the three distinct roots are −σ − 1, −b, 0. When r is in the neighbourhood of 1, all three roots are real and negative. This is shown in figure 3 .3. Also g r (λ) > 0 for λ ≥ 0 and r > 1. Now, as r moves away from r = 1, there exists only one negative root. This means that, the other two roots are complex conjugate with negative real part. Now suppose the roots are complex conjugate with zero real part. This means that they are of the form ±jω with ω = 0. Therefore,
This implies that
−ω 2 (1 + b + σ) + 2σb(r − 1) = 0, (3.1.7)
−ω 3 + ωb(σ + r) = 0. This means that ω = 0, or ω 2 = b(σ + r).
But ω = 0, therefore ω 2 = b(σ + r). Substituting ω 2 into (3.1.7), we have
Therefore, the roots are not pure imaginary but of the form α ± jω with α < 0. Therefore, the equilibrium points B and C are sinks.
A Hopf bifurcation occurs at r H since as r > r H , the complex conjugate eigenvalues now have positive real part [Str94] . 3.1.9 Global Stability of the Lorenz System. Now for r > r H , the equilibrium points B and C are saddle points each with two-dimensional unstable manifolds with respect to complex conjugate eigenvalues and a one-dimensional stable manifold. Therefore, the trajectories spiral out of the equilibrium points. We need to show that they do not diverge to infinity but there exists a bounded region such that every trajectory eventually enters and remains trapped in for all future time [Spa82] . Consider the Lyapunov function:
This function defines an ellipsoid centered at (0, 0, 2r). We need to show that there exists a V * such that any solution that starts outside it eventually enters it and remains trapped in it. Differentiating equation (3.1.9), givesV (x, y, z) = 2rxẋ + 2σyẏ + 2σ(z − 2r)ż. (3.1.10) By substitutingẋ,ẏ,ż from the Lorenz system into equation (3.1.10), and simplifying it giveṡ
Let λ = rx 2 + y 2 + b(z − r) 2 . This also defines an ellipsoid when λ > 0. Also,V < 0, if λ > bz 2 . Therefore, we need to choose the ellipsoid V = V * large enough for it to contain the ellipsoid λ so thaṫ V < 0 for all v ≥ V * . This means that the trajectories do not diverge to infinity but remain bounded. They move from one unstable object to the other without intersecting each other and the motion never repeats itself; that is, the motion is aperiodic. Figure 3 .7a shows a projection on the X − Z plane for r = 26 with initial condition (0, 2, 0).
A three-dimensional view of the system in figure 3.7b shows that the trajectories settled onto an object called a strange attractor as t → ∞. This is called chaos. 
Attractors
From the property of volume contraction, we realise that in a dissipative system, the phase-space volume decreases exponentially with time. This means that the system is described by the presence of an attracting set. Therefore, the stable steady state for any n−dimensional dissipative system lies on a subspace of dimension less than n. This subspace is called an attractor [LL92] . They are bounded subsets to which regions of initial conditions of non-zero phase-space volume 'tend to' as time increases [Ott93] . According to [HSD03] , an attractor is defined as follows:
3.2.1 Definition. We call a subset S of the phase-space an attractor, if;
• S is invariant under the flow;
• there is an open neighbourhood N around S that shrinks down to S under the flow.
Definition.
[ZLW09] Let S ⊂ R n be a set. Then S is said to be invariant under the flow φ t if for any X 0 ∈ S, we have φ(t, X 0 ) ∈ S, for all t ∈ R n .
This means that trajectories starting in the invariant set always remain in the invariant set.
An example of an attractor is a limit cycle in the following equation:
The origin is the only equilibrium point and the linearisation around the equilibrium point yields a Jacobian matrix which has the following eigenvalues depending on the parameter µ
If µ < 2, the eigenvalues are complex conjugate. The real parts of the eigenvalues change sign if µ varies from negative values to positive values. Therefore an incoming spiral orbits for example µ = −0.5 as in figure 3 .8a changes into a periodic orbit for µ = 0 as in figure 3.8b and then into an outgoing spiral orbit for µ = 1.5 as in figure 3 .8c making the system unstable. This occurs in the immediate neighbourhood of the equilibrium point. At a distance from the equilibrium point the vector fields still point inwards. A stable periodic behaviour occurs at the intersection of the vector fields. This is called a limit cycle in figure 3.8c. 
Dimension of an Attractor.
There are different types of attractors that exist in a non-linear system. The only attractor that exists in linear systems is a point attractor from a stable node or an incoming spiral orbit. In a non-linear system, the attractor may be a single point as in the case of the Lorenz system at the origin, for r < 1 in figure 3 .5, which is a set of dimension zero. It may also be a limit cycle of dimension one in figure 3 .8c, of example 3.2.3. Geometrically, some attractors have fractional dimensions. These attractors are called fractals and any fractal attractor is called a strange attractor. This term was introduced by Ruelle and Takens(1971) [Ott93] . The box counting dimension rule for determining the dimension of an embedded object in its embedding space was developed and it works as follows:
3.2.5 Remark. Below are some important notes to be taken:
• The dimension of the embedding space is larger than the dimension of the embedded object.
• The dimension of the embedding space is given by its degrees of freedom.
• The dimension of the embedded object is also defined according to how it fills space.
Assuming there is a set which lies in an n-dimensional space. The space is then covered by a grid element of n-dimensional cubes of edge length (if n = 2, then the cubes are squares). The area of each cube is 2 . This is illustrated in figure 3.9. 
This implies
Similarly for a triangle and a circle, respectively, we have
This means that, in general,
Taking the natural logarithm of equation (3.2.1), we have lnM ( ) = lnK + 2ln 1 .
As → 0, and if 2 is replaced by the dimension D 0 of any object, then
which is the general formula for calculating the dimension of an embedded object in a host space.
Quantifying and Controlling Chaos 4.1 Exponential Divergence of Nearby Trajectories
4.1.1 The Lyapunov Exponent. The Lyapunov exponent is a quantitative measure of sensitive dependence on initial conditions. It gives a measure of divergence or convergence of two-neighbouring trajectories. Lets consider a continuous time system of an autonomous system of first-order ordinary differential equations.
Suppose X(0) is an initial condition and X(t) is its corresponding trajectory. If we consider a small displacement from the initial condition X(0), and this is in the direction of the tangent vector w(0), then the evolution of the tangent vector is found by linearising equation (4.1.1) and is given below as:
where Df is the Jacobian matrix of f . This determines the evolution of the infinitesimal displacement w(t) of the trajectory from the unperturbed trajectory X(t). The eigenvalues obtained from the Jacobian matrix indicate how a particular orbit expands or contracts. The exponential growth rate of w(t) is a number λ such that
Taking the natural logarithm of equation (4.1.3), we obtain ln w(t) = ln w(0) +λt.
Therefore, λ = 1 t ln w(t) w(0) .
Definition (Lyapunov Exponent [ZLW09]
). Let w(t) be the solution of equation (4.1.2), starting from X(0) with w(0). The Lyapunov exponent for any initial condition X(0), and initial infinitesimal displacement w(0), is defined as
whenever this limit exists.
Remark.
• In any n-dimensional state space, there exists, at most, n distinct values for λ(X(0), w) as w varies which are ordered as
• Positive Lyapunov exponents measure the average exponential spreading of nearby trajectories and negative exponents measure exponential convergence of trajectories onto the attractor [Far82] .
• It is also noted that the sum of the Lyapunov exponents measures the average divergence. This number is negative for dissipative systems [Far82] .
Numerical Calculation of the Lyapunov Exponent.
We first consider calculating the largest Lyapunov exponent λ 1 by choosing the initial tangent vector w(0) and integrating equation (4.1.2) for w(t) along the unperturbed orbit X(t). Equation (4.1.2) is iterated for a long time calculating, numerically, the magnitude of the tangent vector | w(t) | at each point of the orbit. This value becomes so large when λ 1 > 0, and this could result in computational errors. This problem is overcome by renormalizing the tangent vector to unity periodically along the trajectory. This is done by choosing a small fixed-time interval τ and the tangent vector is divided by its magnitude | w(t) | to renormalise it to one every time. Figure 4 .1 shows how this is done. This is stored and the largest Lyapunov exponent is computed. This iteration is done several times replacing the evolved vectors by their corresponding orthonormal set, which is defined through the Gram-Schmidt orthogonalization procedure which preserves the linear subspace spanned by the evolved vectors before normalisation to obtain
where w k (τ ) is obtained by integrating equation (4.1.2) with the initial value w k (0), along the trajectory from X(kτ ) to X((k + 1)τ ). The Lyapunov exponent is defined from equation (4.1.4) as The Lyapunov exponent can also be calculated as follows [Ott93] : For n = 2, consider a sphere of small radius dr centered on the first point x 0 of the orbit with some initial conditions. After some time t, the image of the small sphere is approximately an ellipsoidal shape with long axis exp(tλ 1 )dr along expanding directions for f and short axis exp(tλ 2 )dr along contracting directions. The evolution of the sphere as the initial conditions follow the flow of the differential equation results into a longer and thinner ellipsoid-like object. The changes of the axes of the image along the evolution of the object are the Lyapunov numbers and they quantify the amount of stretching and shrinking due to the dynamics near the object beginning at x 0 . The natural logarithm of each Lyapunov number is the Lyapunov exponent.
Therefore, an attractor is chaotic if it has a positive Lyapunov exponent (λ 1 > 0) which implies the exponential sensitivity to initial conditions for the attractor.
4.1.5 Example. From the Lorenz system, a perturbation = (δx, δy, δz) evolving according to the tangent space equations is given by linearising the Lorenz system (2.4.1)-(2.4.3).
This can also be given as
which defines the Jacobian of the matrix.
The above numerical procedure for calculating the Lyapunov exponent is used. The Lyapunov exponent of the Lorenz system are calculated using σ = 10, b = .2d shows the plot of the three exponents and their sum against r. It is clear from the figure that by varying r, the Lorenz system produces one positive Lyapunov exponent for each value of r in the approximate range of 21 ≤ r ≤ 147 and 165 ≤ r ≤ 215. This means that the system is chaotic in these regions. Now for r > 215, the structure of the plot is very smooth with λ 1 0 and λ 2 , λ 3 < 0. According to [FA84] , the system exhibits periodic orbits in such regions. This is not covered in this essay. It is also clear from the figure that the sum of the three exponents for every value of r is negative. This value measures the average divergence. Therefore, the negative value indicates the dissipation in the system. 4.1.6 Fractal Dimension, Lyapunov Exponent and Volume Contraction. From the properties of an attractor, we can say that the qualitative properties of an attractor can be summarised by indicating +, 0, − according to the sign of the Lyapunov exponents [Far82] . The relation of Lyapunov exponents to the dimension of an attractor can be viewed as follows: If the attractor has all of its Lyapunov exponents negative, then this attractor is a fixed point since the flow is contracting in every direction, and it has dimension zero as is seen in table 4.1 for the Lorenz system for some values of r. If the attractor has one of its Lyapunov exponents zero and the others negative, it must be a limit cycle of dimension one.
Chaotic attractors can be fractals and hence their dimension may not be easily determined. Kaplan and Yorke (1979) [Ott93] conjectured a relationship between the fractal dimension and the Lyapunov exponents of a given dynamical system. This is given as follows: Let j be the largest integer such that
Then the Lyapunov dimension is given as
where the Lyapunov exponents are ordered as
As stated earlier, the sum of the Lyapunov exponents indicates the total contraction of a dissipative system and hence is equal to the volume contraction. The Lorenz system shows volume contraction at the rate of −(σ + b + 1) −13.666667 to six decimal places. Table 4 .1 indicates the sum of the Lyapunov exponents and the absolute difference from the volume contraction. It also shows the fractal dimension using Kaplan and Yorke conjecture based on the values of r and shows that the attractor is strange for r ≥ 21. Therefore in summary, we can say that the dynamics on an attractor is said to be chaotic if there is exponential sensitivity to initial conditions. Also an attractor is strange if is a fractal and "Chaos describes the dynamics on the attractor while strange refers to the geometry of the attractor" [Ott93] .
Controlling Chaos
Chaotic systems are said to be unpredictable because of sensitive dependence on initial conditions which leads to exponential divergence of nearby trajectories. They were also said to be uncontrollable because small perturbations lead to other unstable chaotic behaviour [ZLW09] .
Moreover, there are some systems where chaos is desirable under certain conditions. One of such systems is fluid-mixing where thorough mixing of two fluids is required. If the energy under this action is to be minimized, then one hopes that the particle motion of the fluid is strongly chaotic in order to achieve a desirable mixture [ZLW09] .
Chaos is very harmful in some systems and therefore needs to be controlled to obtain desirable outputs.
One property of chaotic systems is the presence of at least one chaotic attractor and in the neighbourhood of that attractor, there are stable and unstable periodic orbits. So if the parameters of the system can be controlled in order to get the trajectories of the system onto those periodic orbits, then from that time on, the trajectories will always be on the periodic orbits. Therefore to control a chaotic system, the main goal is to steer the trajectory of the system onto a periodic orbit [ZLW09, Li06] .
Broadly speaking, chaos control is divided into two categories: Feedback and non-Feedback (Open-loop) control methods. The Feedback control methods stabilize unstable periodic orbits to stable periodic orbits which are embedded in a chaotic attractor and do not change the controlled system. They are also based on the idea that chaotic systems are deterministic and hence follow some particular deterministic rule, therefore feedback controllers can be designed for different purposes in the system [ZLW09, Li06] .
Non-feedback methods, on the other hand, slightly change the controlled system by small-tuning of the controlled parameter. It also changes the system behaviour from chaotic attractor to periodic orbit which is close to the initial attractor. It is less flexible and requires prior knowledge of motion in the system, because one needs to introduce a particular signal in order to steer the trajectory from a chaotic attractor to a periodic orbit. Also, the activation time of the control is unlimited hence one can switch from a periodic orbit to other periodic orbits without returning into chaotic orbit. Non-feedback methods include the entrainment and migration control methods [ZLW09, Li06] .
4.2.1 Feedback Control Method. Consider a continuous non-linear n-dimensional autonomous controlled system:
where u(t) is a control of the system trajectory for any initial position X 0 . Suppose the system is chaotic and has an unstable period orbit (eg. equilibrium)X of period τ . A feedback controller u(t) is designed which employs the target trajectoryX and is given as
such that the following tracking goal is achieved,
The target periodic orbit is also a solution of the system controller and hence, (u(t) = 0). Thereforė
The error dynamics is obtained by subtracting equation (4.2.3) from equation (4.2.1) and is given aṡ
where E X (t) = X(t) −X(t), f E (E X ,X) = f (X, p(X,X(t))) − f (X, 0).
The system (4.2.4) contains only the error dynamics, therefore the designed problem is to determine the controller u(t) such that If zero is an equilibrium of equation (4.2.4), then the original problem is converted to asymptotic stability and hence the Lyapunov stability Theorem in 2.2.9 can be applied to obtain the stability of the controller.
Entrainment
Control. This is one method used to control a chaotic system. It is based on the idea that a chaotic system, which has multiple attractors, is sensitive to initial conditions and parameter values of the system, and each attractor has its own basin of attraction. The main goal is to direct the trajectory of the system to a periodic orbit or another attractor which may also be a solution of the system, and also to converge all nearby orbits locally toward each other in certain convergence regions which exist in phase space [Li06] . The direction of the trajectories from one attractor to the other, is required in multiple attractors [ZLW09, Li06] . The process is as follows: Consider a continuous time dynamical system,Ẋ = f (X), X ∈ R n , f : R n → R n , (4.2.5) is differentiable everywhere. To direct the trajectory of equation (4.2.5) to some predefined orbits of the system, we need a target orbit. This orbit may be chaotic orbit, fixed point, or any periodic orbit of the system. The target is given below as
X(t) = h(t). (4.2.6)
This target may be reached by introducing a control signal into the system. Let the control signal bê S(t). Therefore equation (4.2.6) is considered to be a solution of the control systeṁ X(t) = f (X) +Ŝ(t). By differentiating equation (4.2.6), and solving forŜ(t) in equation (4.2.7) we obtain the following system of equations:
Ẋ (t) = f (X(t)) +Ŝ(t),
S(t) =ḣ(t) − f (h(t)).
(4.2.8)
Remark.
• The control signalŜ(t) is independent of the state variable of the system in equation (4.2.5).
• The target solution is also a stable solution of the controlled systems. Now suppose h(t) is a periodic orbit. Then its stability is determined by δẊ(t) = Df (X(t))δX, (4.2.9)
where δX = X(t) − h(t) is the deviation from the target orbits and Df (X(t)) = ∂f j ∂x j x j =h j (t) . (4.2.10)
For stability to hold, the eigenvalues of equation (4.2.9) must be negative and a convergence region C is selected such that the distance between any couple of points is contracted by equation (4.2.9). This region always exists for any bounded dissipative system, therefore h(t) is stable if it is found in this region. Now, after the target has been selected, we need to determine the range of initial conditions of X(t) such that lim t→∞ X(t) − h(t) = 0. This is called a basin of entrainment. The controlled region is the intersection region of the basin of entrainment and the attractor. From equations (4.2.8) and (4.2.9), the controlled system is then given aṡ X(t) = f (X(t)) + (ḣ(t) − f (h(t)))S(t), 
Selection of Attractors by Migration Control.
One important thing about this method is that the target orbit h(t) does not need to be periodic. It may just be any orbit migrating from one point of the state space to another.
Non-linear systems usually have multiple attractors and each attractor has its own basin of attraction. Therefore, different initial conditions result in different final states of the system. For this reason, if a migration method is to be used to migrate an orbit from a chaotic attractor to a periodic orbit, then the selection of the migration orbit is very important [ZLW09, Li06] .
Assuming h(t) is the selected orbit which is used to migrate the starting attractor h(0) = X S to the terminal attractor X T , then there is a requirement that lim t→∞ X(t) − h(t) = 0, and the h(t) is stable. Therefore, equation (4.2.11) is the control system that should be used.
Example.
As an example of the entrainment control, consider the Lorenz system in equations (2.4.1)-(2.4.3) asẋ 1 = σ(x 2 − x 1 ), (4.2.12)
x 2 = rx 1 − x 1 x 3 − x 2 , (4.2.13)
x 3 = x 1 x 2 − bx 3 , (4.2.14)
where σ, andb take the usual values. If h = (h 1 (t), h 2 (t), h 3 (t)) T is a migration orbit, then using the Hubler open loop method, with the control systemẊ(t) = f (X(t)) + (ḣ(t) − f (h(t)))S(t), and letting v i (t) = x i (t) − h i (t) for i = 1, 2, 3 then the control equation for (4.2.12) becomeṡ x 1 = σ(x 2 − x 1 ) +ḣ 1 − (σ(h 2 − h 1 )), = σx 2 − σx 1 +ḣ 1 − σh 2 + σh 1 , x 1 −ḣ 1 = σ(x 2 − h 2 ) − σ(x 1 − h 1 ), 
