Let R be an associative ring with identity. It is shown that every Σ -cotorsion left R-module satisfies the descending chain condition on divisibility formulae. If R is countable, the descending chain condition on M implies that it must be Σ -cotorsion. It follows that, for countable R, the class of Σ -cotorsion modules is closed under elementary equivalence and pure submodules. The modules M that satisfy this descending chain condition are the cotorsion analogues of totally transcendental modules; we characterize them as the modules M for which Ext 1 (F, M (ℵ 0 ) ) = 0, for every countably presented flat module F. (1) The complete theory Th(M) is totally transcendental, that is, for every countable subring S ⊆ R, the theory of the restricted module S M is ω-stable. (2) The module R M satisfies the descending chain condition on pp-definable groups, that is, on subgroups of M definable by a positive-primitive formula. These subgroups coincide with the finite matrix subgroups studied by Zimmermann [16] , and the subgroups of finite definition considered by Gruson and Jensen [5]. (3) The module R M is Σ -pure-injective, that is, for every index set I, the direct sum M (I ) is pure-injective.
In this article, we consider analogous conditions in the context of cotorsion modules. A module M is cotorsion if Ext 1 (F, M) = 0 for every flat R-module F; it is called Σ -cotorsion if for every index set I, the direct sum M (I ) is cotorsion. Cotorsion modules were introduced by Harrison [10] and represent a homologically defined generalization of pure-injective modules. Their interest partly derives from the proof of the Flat Cover Conjecture by Bican, El Bashir and Enochs [1] , which implies the existence (cf. [15, Theorem 3.4.6] ) of cotorsion envelopes in the category of left R-modules. The results we attain are part of the program [6] [7] [8] [9] to extend to the setting of cotorsion modules classical results about pure-injective modules. Until now, we have relied on an additional flatness hypothesis, which is not necessary here. Our main result, which yields the cotorsion analogue of the equivalence (1) ⇔ (2), is the following.
Theorem 12. Let R be a countable ring. A left R-module M is Σ -cotorsion if and only if for every natural number n and descending chain of finitely generated submodules of the free right R-module R n , Subgroups of the form I M, where I ⊆ R n R is finitely generated are definable. Indeed, let A be the n × k matrix whose columns generate I R . Then I M = ϕ(M), where ϕ(v) = ϕ(v 1 , . . . , v n ) is the positive-primitive formula that expresses the divisibility condition
We refer to such a formula as a divisibility formula, and we may abbreviate it by A|v or I |v. Note that an inclusion of finitely generated ideals I 0 ⊇ I 1 implies that the implication I 1 |v → I 0 |v is satisfied in every left R-module, and is therefore a consequence of the axioms for a left R-module. The theorem expresses that every descending chain of divisibility formulae is stationary upon evaluation at M. Theorem 12 implies that when the ring R is countable, Σ -cotorsion modules enjoy many of the properties held by Σ -pure-injective modules. For example, the class of Σ -cotorsion modules is closed under elementary equivalence, and a pure submodule of a Σ -cotorsion module is itself Σ -cotorsion. But most importantly, the theorem suggests how to correctly define the cotorsion analogue of a totally transcendental module. We characterize these modules as follows.
Theorem 11. Let M be a left R-module. The restricted module S M is Σ -cotorsion for every countable subring S ⊆ R if and only if Ext 1 (F, M (ω) ) = 0 for every countably presented flat module F.
The argument used in the proof associates to a countably presented flat module F a quantifier-free type Ω B (x i , c i ) i<ω with parameters from a module M, which is consistent regardless of how the parameters are interpreted. Then Ext 1 (F, M) = 0 if and only if the type is realized, for any choice of the parameters.
Throughout the article, R will denote an associative ring with identity. Unless otherwise noted, the unadorned term R-module will refer to a left R-module. The category of left R-modules is denoted by R-Mod; the language of left R-modules by L(R). If R M and R N are modules, and there is no danger of confusion, we abbreviate Hom R (M, N ) by (M, N ). Tuples of elements a = (a 1 , . . . , a k ) will be denoted boldface. If f : R M → R N is an R-morphism and a ∈ M k is a k-tuple of elements in M, then f (a) = ( f (a 1 ), . . . , f (a k )) is the k-tuple of elements of N obtained by applying f componentwise. For example, if a is a sequence of generators of M, then the R-morphism f : M → N is completely determined by the tuple f (a). If f : R M → R N is a morphism of R-modules and a (resp., b) is a k-tuple with entries in M (resp., N ), then we will use the notation f : (M, a) → (N , b) to indicate that f (a) = b. The qualification countable is always intended to include the finite case.
Preliminaries on flat modules
Let (I, ≤) be a partially ordered set, considered as a category (cf. [14, p. 14] ). Thus if i, j ∈ I, then Hom(i, j) is singleton if and only if i ≤ j. Otherwise Hom(i, j) is empty. An I -system of left R-modules is a functor f : I → R-Mod. Thus an I -system consists of a set of modules {X i } i∈I , where X i = f (i) and structural morphisms f i j : X i → X j , i ≤ j, satisfying f ii = 1 M i and if i ≤ j and j ≤ k, then f jk f i j = f ik . An I -system is called directed if the partial order I is directed, that is, if for every i, j ∈ I, there is a k ∈ I such that i ≤ k and j ≤ k. If I has the order type of the first infinite ordinal ω, then the system is called an ω-system.
If (I, ≤) is a partially ordered set and f : I → R-Mod an I -system as above, the colimit lim → X i is defined to be the universal module R X in R-Mod for which there exist morphisms f i : X i → X satisfying f i = f j f i j whenever i ≤ j (cf. [14, p. 99] ). If I ⊆ I, and f : I → R-Mod is the I -system obtained by restricting f to I , then the universal property of the colimit ensures the existence of a unique morphism
where the domain limit is indexed by I and the codomain limit by I. If I is directed and I ⊆ I is cofinal in the sense that for every i ∈ I, there is an i ≥ i belonging to I , then I is also directed and the morphism Θ is an isomorphism. Lazard [11] proved that a left R-module R F is flat if and only if it is the direct limit of a directed system of finitely generated projective modules. A module R M is countably presented if there is a presentation of M by countably generated free modules. Equivalently, there is an exact sequence
where both index sets J and K are countable.
Proposition 1.
A flat R-module R F is countably presented if and only if it is the direct limit of an ω-system of finitely generated projective modules.
Proof. By [13] , R F is the direct limit of a countable directed system I of finitely generated projective modules. But every countably directed partially ordered set contains a cofinal subset of the order type of ω.
For the converse, suppose that F is the direct limit of an ω-system {P i } i<ω with structural morphisms f i j : P i → P j . A projective presentation of F is given by
If F is a countably presented flat module, the projective presentation of F given in the proof of Proposition 1 is a projective resolution. This implies that F is of projective dimension at most 1. Suppose that an R-module R M is given. This projective resolution may be used to compute the group Ext 1 (F, M). It is the cohomology at the last nonzero term of the complex
obtained by applying the functor Hom R (−, M) to the resolution. In other words,
. So if one wishes to verify that Ext 1 (F, M) = 0 it suffices to check that every morphism η : ⊕ i P i → M may be extended to ⊕ i P i along d to make the following diagram commute,
The following proposition is meant to justify the relevance of countably presented flat modules. In the proof, we appeal to the well-known fact (cf. [1, Lemma 1] ) that a flat module R F may be represented as a continuous union of flat pure submodules {F α } α<γ such that each factor module F α+1 /F α is of cardinality at most max{|R|, ℵ 0 }. Proposition 2. If R is a countable ring, then a left R-module M is cotorsion if Ext 1 (F, M) = 0 for every countably presented flat module R F.
Proof. Suppose that Ext 1 (F, M) = 0 for every countably presented flat module R F. Since R is countable, every countably generated flat module R F is countably presented. For if η :
→ F is an epimorphism with the index set I countable, then R (I ) and hence the kernel of η is countable. Now let R G be a flat module of arbitrary cardinality. By the result cited above, we may represent G as a continuous union of flat pure submodules {G α } α<γ , where every factor G α+1 /G α is countable. By assumption, we have that
Stationary directed systems
Let I be a directed partially ordered set and i ≤ j ≤ k elements of I. If f : I → R-Mod is an I -system of left R-modules, then we have the following commutative diagram as part of the I -system f,
If M is a left R-module, applying the functor (−, M) gives the commutative diagram
which shows that the image Im( f ik , M) is always contained in Im( f i j , M). We will call an I -system f : I → R-Mod M-stationary if the inverse system ( f, M) satisfies the Mittag-Leffler property, that is, if for every i ∈ I, there is a j ≥ i such that for every k ≥ j, the equality
holds. In words, it means that for any i ∈ I, there is a j ≥ i such that any morphism η : X i → M that extends to X j along f i j may be extended to X k along f ik for any k ≥ j.
Lemma 3. Let M be a left R-module. If there exists a directed system of finitely generated projective left R-modules that is not M-stationary, then there exists an ω-system of finitely generated projective R-modules {P i } i<ω with structural morphisms f i j : P i → P j such that for every i < ω, there is a morphism η i : P i → M for which the composition η i f 0i : P 0 → M does not extend to P i+1 along f 0,i+1 .
Proof. There is an i ∈ I such that for every j ≥ i, there exists a k ≥ j with the inclusion
being proper. This may be used to construct an ascending sequence in I,
with the property that for every n, the inclusion
is proper. Consider the ω-system {P n } of finitely generated projective modules obtained by restricting f to {i n } n<ω .
Any morphism η n : P n → M that belongs to Im( f 0n , M), but not to Im( f 0,n+1 , M) has the property that the composition η n f 0n : P 0 → M does not extend to P n+1 .
The next result implies that if R M is Σ -cotorsion, then every directed system of finitely generated projective Rmodules is M-stationary.
Theorem 4. Let R M be an R-module such that Ext 1 (F, M (ω) ) = 0 for every countably presented flat R-module F. Then every directed system of finitely generated projective left R-modules is M-stationary.
Proof. Suppose not and consider the ω-system {P i } i<ω obtained in Lemma 3, with structural morphisms f i j . Let
. The flat module F is therefore countably presented, so the hypothesis ensures that every morphism η : ⊕ i<ω P i → M (ω) may be extended along d,
By Lemma 3, there are morphisms η i : P i → M so that for each i, η i f 0i : P 0 → M does not extend to P i+1 along f 0,i+1 . Let η : ⊕ i P i → M (ω) be the diagonal morphism whose restriction to P i is given by η i : P i → M = M i , the i-th copy of M in the sum M (ω) . Extend η along d to the morphism η : ⊕ i P i → M (ω) and denote by η i : P i → M (ω) the restriction of η to P i . We will prove below that the equation
(
holds in Hom R (P 0 , M (ω) ). Then, as P 0 is finitely generated, so is the image of η 0 in M (ω) . Thus there is an n < ω such that the projection π n : M (ω) → M onto the n-th copy satisfies π n η 0 = 0. Applying π n to both sides of Eq. (1) gives
, contradicting our choice of the η n .
To verify Eq. (1), let a ∈ P 0 and note that
= η 0 (a) − η n+1 f 0,n+1 (a) (telescoping sum).
Divisibility conditions
The language L(R) = (+, (v 1 , . . . , v n ) an n-tuple of variables in the language L(R). We abbreviate by ϕ A (v) or A|v the positive-primitive formula of L(R),
where w = (w 1 , . . . , w k ) is a k-tuple of variables. Given a left R-module M, the subgroup ϕ A (M) of M n defined by this positive-primitive formula is
Any positive-primitive formula of the form ϕ A (v) will be called a divisibility condition, we shall say that ϕ A (M) is the subgroup of M n of n-tuples from M divisible by the matrix A. Any subgroup of M n of the form ϕ A (M) for some n × k matrix A will be called an n-ary divisibility finite matrix subgroup. If r = (r 1 , . . . , r n ) ∈ R n is an n-tuple with entries from R, and m ∈ M, let rm = (r 1 m, . . . , r n m) ∈ M n . Thus if K ⊆ R n R is a submodule of the free right R-module of rank n, then
So if A is an n × k matrix with entries in R, then
where col(A) denotes the submodule of R n R generated by the columns of A. A subgroup of M n is therefore an n-ary divisibility finite matrix subgroup if and only if it is of the form K M for some finitely generated right submodule K of R n .
We will say that a left R-module M satisfies the descending chain condition (dcc) on divisibility conditions, if for every natural number n, and descending chain of finitely generated submodules of the free right R-module R n ,
the descending chain of n-ary finite matrix subgroups Letting K = col(A), it follows that for every natural number n and finitely generated submodule K ⊆ R n R , the equality
holds. We conclude that if R N satisfies the dcc on divisibility condition and R M ⊆ R N is a pure submodule then M also satisfies the dcc on divisibility conditions. Proposition 6. Let M be a left R-module. If every ω-system of finitely generated free left R-modules is M-stationary, then M satisfies the dcc on divisibility conditions. Proof. Let n be a natural number and {K i } i<ω a descending chain of finitely generated submodules of R n R . For each i, let A i be an n × n i matrix with entries in R, whose right column space is the right R-module K i . As the chain K i is descending, we have that for every i,
Equivalently, there exists an n i × n i+1 matrix B i such that A i B i = A i+1 . The matrices B i allow us to construct an ω-system of finitely generated free modules
, where e i = (e i1 , e i2 , . . . , e in i ) is the standard basis for the free module R n i . It is easy to check by induction that
Suppose now that the corresponding descending chain of n-ary divisibility finite matrix subgroups in M,
were not stationary. For each i ≥ 0, pick an n-tuple a i that belongs to K i M but not to K i+1 M. Thus there exists an
If the composition η i f 0i : (R n i , A i e i ) → (M, a i ) could be extended to R n i+1 along f 0,i+1 , then there would be a morphism
contradicting our choice of a i as an n-tuple not divisible by the matrix A i+1 .
Types as obstructions
Let F be a countably presented flat R-module. To obtain the results of this section, we will need a free resolution of F related to the one given in the proof of Proposition 1.
Lemma 7.
If R F is a countably presented flat R-module, then it is the direct limit of an ω-system {R n i } i<ω of finitely generated free modules.
Proof. By Proposition 1, the module F is the direct limit of an ω-system of finitely generated projective modules P i , i < ω, with structural morphisms g i j : P i → P j . As each P i is a finitely generated projective module, there is a finitely generated projective module Q i such that
is a free module of finite rank, say n i . For each i, let ι i : P i → R n i , (resp., π i : R n i → P i ) be the canonical injection (resp., projection) associated with the direct sum decomposition. The ω-system {R n i } i<ω of finitely generated free modules, with structural morphisms f i j := ι j g i j π i has as its direct limit the module R F.
So let R F be a countably presented flat R-module and consider the ω-system given by the lemma. If e i = (e i1 , . . . , e in i ) is the standard basis for R n i , then the structural morphisms f i j , are determined by morphisms
where B i,i+1 is the appropriate n i × n i+1 matrix with entries in R. It is then readily verified that the morphism
is given by the matrix B i j = B i,i+1 B i+1,i+2 · · · B j−1, j , if j > i, and B ii = I n i .
As in the proof of Proposition 1, the ω-system of finitely generated free modules may be used to give a free resolution of F,
where the morphism d : ⊕ i R n i → ⊕ i R n i is determined by the values d(e i ) = e i − B i,i+1 e i+1 . Given a left R-module R M, the abelian group Ext 1 (F, M) is the cokernel of the morphism
Using the canonical isomorphisms,
where b i is an n i -tuple with entries in M.
If one wishes to prove that Ext 1 (F, M) = 0, then it must be shown that (d, M) is surjective. Specifically, given a sequence ν = (c i ) i<ω of n i -tuples from M, one must produce another such sequence µ = (b i ) i<ω such that
for every i < ω. Consider the corresponding system of nonhomogeneous linear equations with parameters in M,
where each Proposition 8. Let (c i ) i<ω be a sequence of n i -tuples from M and suppose that for each i < ω, B i,i+1 is an n i × n i+1 matrix with entries from R. For every k > i,
where each x j is an n j -tuple of variables and B i j = B i,i+1 B i+1,i+2 · · · B j−1, j for j > i.
Proof. (→)
. Let b i satisfy the formula on the left, and take b k to be a witness in M to this divisibility condition. Thus
For j such that i < j < k, define b j by backward recursion (starting with k − 1) according to
Then all the conjuncts of the formula on the right are satisfied save, perhaps, the first. Using induction on n ≥ i + 1, we will show that for all n such that i + 1 ≤ n ≤ k,
The case n = i + 1 is self-evident; the case n = k gives
showing that the first conjunct is also satisfied. Since n < k, the induction step follows from the definition of the b n ,
(←). Suppose that b i satisfies the formula on the right of the equivalence and let b i+1 , b i+2 . . . , b k be witnesses in M. Thus for j such that i ≤ j < k, we have
It follows that b i satisfies the formula on the left of the equivalence, with b k as a witness.
Letting i = 0 in the proposition shows that the system Ω B (x i , c i ) i<ω is finitely solvable. For, the equation on the left of the equivalence is satisfied by letting
Suppose now that the module R M satisfies the dcc on divisibility conditions and let R F be a countably presented flat module. Then F is the direct limit of an ω-system of finitely generated free modules as described above. Precisely, we have matrices B i j , i ≤ j such that for every i ≤ j ≤ k < ω, the equation B i j B jk = B ik holds. This implies that col(B ik ) ⊆ col(B i j ). The descending chain condition on M implies that for every i < ω, there is a j > i, such that for all k ≥ j,
We may coarsen the ω-system by omitting some of the free modules R n i , but keeping a cofinal subset, so that for every pair i < k < ω,
We will call the system Ω B (x i , c i ) i<ω M-reduced if (3) holds for every i < ω. If the system Ω B (x i , c i ) i<ω is M-reduced, then the left side of the equivalence in Proposition 8 may be simplified so that for all i < k,
We may therefore restate Proposition 8 for such modules as follows.
Lemma 9. Let R M be a module satisfying the dcc on divisibility conditions. If {c i } i<ω is a sequence of n i -tuples from M and Ω B (x i , c i ) i<ω is M-reduced, then for every k > i,
where each x j is an n j -tuple of variables.
Theorem 10. Let R M be an R-module that satisfies the dcc on divisibility conditions. Then Ext 1 (F, M) = 0 for every countably presented flat R-module R F.
Proof. Let (c i ) i<ω be a sequence of n i -tuples from M and suppose that Ω B (x i , c i ) i<ω is M-reduced. We will show that Ω B (x i , c i ) i<ω admits a simultaneous solution in M by first finding an n 0 -tuple b 0 with entries in M such that 
is finitely solvable, then there exists an n j+1 -tuple b j+1 with entries in M such that By Lemma 9, System (5) is then also finitely satisfiable.
The countable case
Our results may be summarized as follows.
Theorem 11. Let R M be an R-module. The following conditions on M are equivalent:
Corollary 13. Let R be a countable ring and M a Σ -cotorsion left R-module. If N is elementarily equivalent to M, then M is also Σ -cotorsion.
Corollary 14. Let R be a countable ring and N a Σ -cotorsion left R-module. If R M ⊆ R N is a pure submodule, then M is also Σ -cotorsion. In particular, if the cotorsion envelope CE(M) is Σ -cotorsion, then so is M.
Proof. To prove the second statement, recall that if M ⊆ CE(M) is the cotorsion envelope of M, then the cokernel CE(M)/M is flat. Thus M is a pure submodule of CE(M).
As an application, let us characterize the Σ -cotorsion abelian groups as the groups G of the form G = B ⊕ D where B is bounded (n B = 0 for some natural number n) and D is divisible. All such groups are known to be Σ -pure-injective and therefore Σ -cotorsion. For the converse, suppose that we are given a Σ -cotorsion abelian group G. If G is bounded, then we are done, so let us assume that there exists no natural number n for which nG = 0. By Theorem 12, G satisfies the dcc on divisibility conditions. Thus there exists a nonzero integer m such that for all nonzero integers k, mG = mkG.
The abelian group D = mG is therefore k-divisible for every nonzero integer k. As divisible abelian groups are injective, we get a decomposition G = B ⊕ D, where m B = 0.
