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Abstract 
 This thesis is considering with network traffic analysis and prediction of real 
networks default services. The first part of this paper is containing the theoretical 
explanation of the mathematical model’s needs. These models are mainly used as a 
part of simulation algorithms which are describing the processes of network traffic 
simulations. The second part is describing the process how to apply the models to 
mathematically analyze the captured traffic. The capture is including all kind of packet 
types which can appear on the real network. At the last part of the thesis is described 
the detailed design of the prediction algorithm’s which are developed in programing 
language of Matlab® Mathworks®. 
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Může se nám zdát nesmyslné analyzovat síťový provoz (metalických) sítí v době 
hromadného používání optických vláken, kde přenosová rychlost datového 
toku  komunikační linky vůbec nedělá potíže. Důvodů, proč tomu tak je, může být více. Po 
delším rozboru problematiky přijdeme na to, že všechny tyto důvody také vyplývají jeden 
z druhého nebo na sobě závisí. V první řadě nesmíme zapomenout na to, že se síť 
nesestává pouze z vedení, ale i ze spousty dalších různých zařízení, která zajišťují 
nepřetržitý provoz sítě (směrovače, přepínače, atd.). Tato zařízení mají rovněž své meze, 
které definují maximální počet připojitelných linek, uživatelů a ostatních zařízení. Kvůli 
nepřetržitému zatížení síťových prvků (a sítě obecně) se musí zajistit kvalita a úroveň 
poskytovaných síťových služeb pomocí různých protokolů a přenosových metod. Přitom 
nesmíme opomenout to, že se v současné době připojuje čím dál větší počet koncových 
uživatelů, kterým je také třeba zajistit dostatečnou kvalitu, rychlost a dostupnost síťových 
služeb. Z toho vyplývá, že narůstající hardwarové nároky na všechna zařízení figurující 
v síti vedou ke zvýšení nákladů na provoz celého systému. Vše bychom mohli dále rozvíjet, 
avšak to, na co jsme poukázali, by mělo stačit k vytvoření si vlastního obrazu dané 
problematiky. 
Když to shrneme, analýza by nám měla pomoci určit nebo předvídat síťové nároky 
na jednoho uživatele na základě zkoumání síťového provozu při běžném užívání služeb 
poskytovaných sítí. Toho lze dosáhnout také pomocí vytvoření simulačních metod pomocí 




1. MATEMATICKÉ MODELY PRO ANALÝZU SÍŤOVÉHO PROVOZU 
V podstatě bychom mohli říct, že síťový provoz lze namodelovat velice jednoduše. 
Obecně to lze chápat jako příchod sekvenčních diskrétních entit. Matematicky to 
znamená, že k vyjádření je nutné zavést dva rovnocenné popisující parametry: proces pro 
počítání (counting proces) a proces popisující mezi-příchodový čas (inter-arrival time 
proces), které tvoří základní koncept všech modelů. Výpočetní proces, (1.1), je celočíselný 
a v čase spojitý stochastický proces, kde  ( ) představuje číslo množiny příchodů 
v časovém intervalu 〈   〉. Druhý proces je pak celé kladné číslo, který je zároveň 
náhodnou posloupností *  +, kde (1.2) vyjadřuje délku intervalu mezi příchody    a  . 
Jednoduše řečeno, počítá se množství přicházejících paketů a uplynulý časy mezi jejich 
příchody. Relace mezi veličinami znázorňuje následující rovnice (1.3) [1]: 
 * ( )+,        (1.1)  
            (1.2)  
 * ( )   +  *         +  {∑     
 
   
∑  
   
   
} (1.3)  
 V případě sloučeného provozu (compound traffic), kdy příchody mohou nastat 
ve stejném čase   , se modeluje pomocí jiné sekvence *  +,       , která je také 
náhodná, nemůže nabrat záporné hodnoty a vyjadřuje váhu  -tího členu [1]. 
1.1. Poissonův distribuční model 
Jedná se o nejstarší síťový model, který byl představený A. K. Erlangem ve spojení s 
telefonními sítěmi. Při aplikování na internetovou síť má svoje limity a nedostatky. Provoz 
můžeme popsat za předpokladu, že pro přicházející pakety    platí, že: 
- jsou navzájem nezávislé, 
- jsou exponenciálně distribuované pomocí parametru   [2]. 
  *    +     
    (1.4)  
V jiném smyslu slova to znamená, že popisuje provoz pomocí procesu počítání, a 
tak splňuje podmínku [2]: 
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  * ( )   +       
(   ) 
  
 (1.5)  
Kde ( ) vyjadřuje počet příchodů v čase  . 
U Poissonových procesů platí tato důležitá analytická pravidla [1], [2]:  
1. Pomocí superpozice nezávislých Poissonových procesů            dostaneme nový 
Poissonův proces, kde platí:           . 
2. Počty příchodů v disjunktních intervalech jsou na sobě statisticky nezávislé, což dělá 
proces tzv. bezpaměťovým. 
3. Pro exponenciální rozdělení pomocí parametru   platí, že jak střední hodnota, tak i 
odchylka se rovná  . Toto se pak nazývá jednotkové rozdělení koeficientů variace. 
4. Podle teorému Palm-Khintchine platí, že slučování toku nezávislých dat aproximuje 
poissonův proces,když: 
- toky provozu se mohou modelovat jako obnovující se procesy (mezi-příchodové 
časy jsou nezávislé, ale stejně distribuované) 
- počet toků se zvyšuje a přitom individuální poměr se snižuje, což umožňuje, aby 
agregační koeficient byl konstantní. 
Existuje několik možností na ověření přicházejícího toku dat, která jsou 
distribuovaná pomocí Poissonových procesů. Nejjednodušší varianta je, když použijeme 
vizuální interpretaci. Ta spočívá ve výběru exponenciálně klesající části z histogramu 
síťového provozu (Obr. 1.1). Také můžeme ověřit platnost vztahu (1.6) [2]. Pokud je 
platný, použijeme výpočet (1.7) [2] pro danou část provozu a posoudíme, zda je výsledný 
graf lineární. O speciálním případě mluvíme tehdy, když je Poissonův model 
reprezentovaný časově závislým procesem. Tehdy je parametr   vyjádřen jako funkce 
závislá na čase   ( ). To se stává jenom v případě, když průměrná hodnota není 
konstantní.  
  ( )     
    (1.6)  
      ( )            (1.7)  
 Na Obr. 1.1 je vidět, na kterých místech (zelené vyznačené části) se může aplikovat 




Obr. 1.1: Příklad síťového provozu 
1.2. Paretův distribuční model 
Jako výstup distribučního procesu jsou nezávislé, ale identicky distribuované, mezi-
příchodové časy. Obecně to znamená, že když   je všeobecná proměnná Paretovi 
distribuce, tak pravděpodobnost toho, že   je větší číslo, než jiné číslo   je dána rovnicí 
(1.8), kde    představuje minimální hodnotu    a   je kladný parametr [2]. 





               (1.8)  
 Pravděpodobnostní funkce (1.9) a funkce pro hustotu (1.10) pak vypadají 
následovně [2]: 





                (1.9)  
 
 ( )             (1.10)  
 Parametry   a   představují v tomto pořadí strmost a umístnění funkce. Paretův 
distribuční model se aplikuje pro modelování sobě podobných (self-similar) příchodů 
paketového toku. K důležitým vlastnostem patří také to, že její odchylka se blíží 
nekonečnu, pokud    , a její střední hodnota se přibližuje k nekonečnu, když    . 
Model je také nazýván funkcí dvojité exponenciály nebo distribucí z kubického zákona [1], 
[2]. 
 




1.3. Weibullův distribuční model 
Pomocí Weibullova modelu lze modelovat ustálené hodnoty ON periody a délky 
period ON/OFF, při produkci sobě podobného (self-similar) provozu pomocí 
multiplexování ON/OFF zdrojů. Distribuční funkce (1.11) [2] a funkce pro hustotu (1.12) 
[2] jsou vypočitatelné jako: 





         (1.11)  





         (1.12)  
Parametry     a     vyjadřují míru hustoty a místo míry v grafu. 
 Tento distribuční model má velice blízko k normálnímu zobrazení distribučních 
grafů. Pro    , funkce hustoty exponenciálně klesá (Obr. 1.2) a pro     má 
Gaussovské rozložení ve tvaru zvonce (Obr. 1.3). Velkou nevýhodou je, že chybovost roste 
společně s časem, pouze pro      klesá a pro      je konstantní, pokud je životnost 
paketů exponenciálně rozložena [1] [2]. 
 




Obr. 1.3: Normální rozložení se střední hodnotou 40 a směrodatnou odchylkou 5 
1.4. ON/OFF modely 
Návrh a vývoj těchto procesů se opírá o popis entit síťového provozu mezi 
spojovou a aplikační vrstvou. Je použit v případě nutnosti k zachycení chování měřítka 
síťového provozu nebo také na analýzu struktury internetového protokolu (IP). Čas mezi 
ON a OFF stavem se rovná tzv. přechodové době (trasition time), která má exponenciální 
průběh. Abychom pochopili tento model, zkusme si představit takovou frontu v síti, která 
vychází z několika různých ( ) ON/OFF zdrojů (Obr. 1.4). Pro aplikovatelnost modelu 
v tomto případě musí platit, aby zdroje byly statisticky identické a na sobě nezávislé. 
Fronta o velikosti   je obsluhována zdroji s konstantní rychlostí  . Zdroje pak můžeme 
charakterizovat pomocí průměrné hodnoty ( ) paketů (bloků), které byly generovány 
v stavu ON, pomocí maximální hodnoty ( ), když zdroj je ON, a nakonec pomocí průměrné 
hodnoty zdrojů ( ). Tyto faktory nám určují průměrnou časovou periodu zdroje strávenou 
v ON nebo v OFF stavu. Rovnováha pravděpodobnosti ve stavu ON zdroje je pak 
vypočítána podle vzorce (1.13) [2].  
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Exponenciální distribuce period ON/OFF stavů je možná jenom tehdy, když je 
průměrná hodnota pro generování paketů o mnoho větší než 1, tzn.     . V tomto 
případě se zdroje mohou namodelovat tzv. dvojstavovým Markovským řetězem 
(Obr. 1.5). Tranzitní hodnoty (  a   ) ze stavu OFF do stavu ON nebo naopak jsou pak 
vypočítány dle vzorců (1.14) [2] a (1.15) [1] [2]. 
   
 
 
 (1.13)  
 
   
   
  (   )
(                ) 
(1.14)  
 
   
 
 
(                ) (1.15)  
 
Obr. 1.4: Příklad fronty používané pro analýzu ON/OFF modelů [2] 
 
Obr. 1.5: Znázornění jednoduchého ON a OFF modelu [2] 
Fronta 













Tranzitní hodnota: 𝑡  





Korelace znamená vzájemný vztah mezi dvěma procesy nebo veličinami. Pokud se 
jedna z nich mění, mění se korelativně i druhá a naopak. Pokud se mezi dvěma procesy 
ukáže korelace, je pravděpodobné, že na sobě závisejí, nelze z toho však ještě usoudit, zda 
je jeden z nich příčinou a druhý následkem. Toto samotná korelace nedovoluje 
rozhodnout. V užším slova smyslu se pojem korelace užívá ve statistice, kde znamená 
vzájemný lineární vztah mezi znaky či veličinami   a  . Míru korelace pak vyjadřuje 
korelační koeficient, který může nabývat hodnot od −1 až po +1. 
Vztah mezi znaky či veličinami   a   může být kladný, pokud platí (1.16) [3], nebo 
záporný (1.17) [3]. Hodnota korelačního koeficientu −1 značí zcela nepřímou závislost, 
tedy čím více se zvětší hodnoty v první skupině znaků, tím více se zmenší hodnoty v druhé 
skupině znaků, např. vztah mezi uplynulým a zbývajícím časem. Hodnota korelačního 
koeficientu +1 značí zcela přímou závislost, např. vztah mezi rychlostí bicyklu a frekvencí 
otáček jeho kola. Pokud je korelační koeficient roven 0, pak mezi znaky není žádná 
statisticky zjistitelná lineární závislost. Je dobré si uvědomit, že i při nulovém korelačním 
koeficientu na sobě veličiny mohou záviset, pouze tento vztah nelze vyjádřit lineární 
funkcí, a to ani přibližně. 
        (1.16)  
         (1.17)  
 
Vypočteme aritmetické průměry souborů (1.18) [3]   a  ( ( ) a  ( )), 
vynásobíme sumy čtverců odchylek (1.19) [3] od těchto průměrů obou souborů. Tím jsme 
vypočítali tzv. kovarianci, což je však absolutní veličina pro výpočet relativní veličiny. 
Tu dále dělíme odmocninou násobku rozptylu souboru (1.19)   a souboru  . 
Protože     ( ) pak musí platit vzorec (1.20) [3]. 
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1.6. Limitace a nedostatky modelů 
V kapitolách 1.1 až 1.3 byla řeč o tzv. exponenciálních modelech, které pro svoje 
grafické znázornění funkčních hodnot používají exponenciální závislost. Každý z těchto 
modelů má své přednosti a místo použití, ale ovšemže mají i své nedostatky. Kvůli těmto 
nedostačujícím vlastnostem nemohou být aplikovány na jednotný popis síťového provozu, 
což znamená, že mohou být používány pouze pro popis části provozu datových sítí, 
protože nemůžeme říct stoprocentně, že predikce bude odpovídat zachycenému provozu. 
Ani jeden ze zmiňovaných modelů neumí predikovat provoz zcela, proto se v další části 
práce pokusíme najít nejlepší matematický popis zachyceného síťového provozu běžného 
koncového uživatele. Zaměříme se hlavně na http, emailový (IMAP, Exchange, POP3, 




2. ZACHYCENÝ SÍŤOVÝ PROVOZ 
K zachycení provozu jsem použil volně šiřitelnou aplikaci Wireshark®. Aplikace nám 
umožňuje vyexportování potřebných dat do akceptovatelného formátu (*.txt, *.csv) na co 
jsem poté použil databázovou aplikaci Microsoft® SQL Management Studio 2008 pro 
manuální seřazení a odfiltrování potřebných vstupních dat. Na výpočetní a grafické 
znázornění výsledků pak bylo využíváno Microsoft® Office™ Excel 2010, který velice dobře 
umožňuje prezentovat výsledky v grafické podobě (Obr. 2.1). Na obrázku je vidět cca. 10 
minutový zachycený komunikační provoz na zmiňovaných protokolech (HTTP, Exchange, 
UDP pro P2P, Skype - hlasové a odkazové služby). Rychlost komunikace dosahuje 2,5 
MB/s, což znamená, že maximální, 20 megabitová kapacita linky byla skoro zcela využita. 
Provoz byl zachycen v domácí WLAN síti. Na dalších obrázcích můžeme pozorovat provoz 
pro jednotlivé protokoly zvlášť. Pro Skype (Obr. 2.2), HTTP (Obr. 2.3), torrentový klient 
(Obr. 2.4), emailová komunikace mezi Exchange serverem a klientem (Obr. 2.5) a celkový 
UDP provoz mimo provoz VoIP (Obr. 2.6). 
 













Obr. 2.2: Odchycený komunikační provoz – množství paketů – na aplikaci Skype 
 



























Obr. 2.4: Odchycený provoz torrentového klienta (µTorrent) 
 























Obr. 2.6: Veškerý UDP provoz (P2P) 
 





















Na (Obr. 2.7) jsou pak sloučené všechny provozy do jednoho grafu, kvůli 
jednoduché interpretaci stávajícího provozu koncového uživatele. Pro predikci jsem použil 
celý interval veškerého provozu, aby byl umožněn lepší přehled účinnosti použitých 
metod.  
2.1. Analýza odchyceného provozu 
Analýza byla provedena manuálně v tabulkovém kalkulátoru, Office™ Excel 2010 
od společnosti Microsoft®. Zahrnuje základní statistické interpretace, jako četnost, výskyt, 
procentuální zobrazení velkosti a četnosti paketů, atd. Jak již bylo řečeno, kvůli 
nepřetržitému zatížení přenosového média a zaplnění skoro celého přenosového pásma, 
můžeme očekávat, že největší množství přenesených paketů o největší velikosti se bude 
nacházet na prvních místech na zvoleném intervalu od maximální hodnoty přenosového 
pásma. Na tuhle skutečnost ukazuje i graf četnosti (Obr. 2.8). 
 
Obr. 2.8: Histogram četnosti počtu paketů 
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Počet přenesených paketů [ks/s] 
256 512 768 1024 1280 1536 1792 2048 2304 2560
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2.1.1. Statistické informace 
Z tabulky (Tabulka 2.1) je vidět, že nejvíce přenesených paketů bylo o délce 
1280 až 2559kB. To ukazuje na nepřetržitost provozu P2P protokolu. Velikost 
paketů ve druhé největší přenesené skupině se pohybovala mezi 40 a 79, což je 
relevantní pro datové komunikace ostatních protokolů (zahrnuje hlavně paketové 
záhlaví o velikosti 44B). V tabulce (Tabulka 2.2) jsou pak k vidění informace jako 
množství přenesených paketů, průměrná velikost paketů, průměrné množství 
přenesených paketů za sekundu a průměrná přenosová rychlost. Tyto hodnoty 
budeme potřebovat při výpočtech a nasazení modelu pro predikci provozu. (Tyto 
statistické byly získány díky aplikaci Wireshark®) 
Tabulka 2.1: Velikosti všech zachycených paketů 
Interval počtu *ks] Počet *ks+ Výskyt *ms+ Procento [%] 
0-19 0 0,000000 0,00% 
20-39 0 0,000000 0,00% 
40-79 316301 0,574860 28,21% 
80-159 46320 0,084184 4,13% 
160-319 9592 0,017433 0,86% 
320-639 15435 0,028052 1,38% 
640-1279 2546 0,004627 0,23% 
1280-2559 731204 1,328923 65,20% 
2560-5119 0 0,000000 0,00% 
5120- 0 0,000000 0,00% 
Tabulka 2.2: Sumarizace analyzovaného úseku 
Provoz Zachyceno 
Pakety celkem [ks] 1121592 
Mezi prvním a posledním paketem 550 s 
Průměrný množství paketů 2035,56 
Průměrná velikost paketů 953,705 byte 
Přenesená data celkem *B+ 1095593858,43 
Přenesená data celkem *MB+ 1044,84 
Průměr byte/s 1988373,609 




2.2. Výběr a aplikace matematického modelu 
Z popsaných matematických modelů v teoretické části práce jsem vybral jako první 
ON/OFF proces, který je používán v síťových technologiích asi nejčastěji. Model se aplikuje 
velice snadno. Je potřebné znát několik základních údajů o síti, na které děláme analýzu -  
maximální přenosová rychlost, průměrná velikost paketů a průměrný paketový tok v síti. 
Další parametry nejsou pro tento model potřebné, proto se aplikuje nejsnadněji. Všechny 
parametry se počítají podle vzorců (1.13), (1.14) a (1.15). Pro ukázkový výpočet jsem 
použil ze vstupních dat hodnoty z prvého řádku. Při výpočtu hodnoty    jsem musel zavést 
tzv. normování vstupních hodnot    , tj. proměnnou     (  ), které má za účel upravit 
predikovaný provoz sítě na korektní výstupní funkci. Pokud hodnoty nejsou normovány, 
tak výstupní hodnoty funkce při prudkém poklesu počtu přenášených paketů převrátí 
funkci kolem mezní hodnoty všech přenesených paketů. Tímto jsou eliminovány prudké 
změny (rychlý pokles/nárůst) přenášených informací. Ovšem po výpočtu predikční funkce 
se musí tyto hodnoty od-normovat, aby nedošlo překročení maximální šířky přenosového 
pásma. 
Výpočet: 
          ,  ⁄ - – maximální množství přenášené informace (20Mbit síť) 
 ̅      ,  ⁄ - – průměrná velikost paketů na celém intervalu 
 ̅       ,   ⁄ - – průměrný počet paketů na celém intervalu – 550s 
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Po aplikaci výpočtů je pak pravděpodobnostní funkce * ( )+ distribuce paketů 
možné vidět na grafu (Obr. 2.9). Hodnota   je funkce závislosti přenášené informace na 
čase.  
 












Kvůli eliminaci dosahování maximálních hodnot přenášené informace jsem 
vymyslel způsob, kterým tyto hodnoty snížím bez toho, abych velmi zasáhl a pozměnil 
vzhled výsledné funkce. Eliminace těchto hodnot je potřebná kvůli tomu, aby nenastalo 
situace, když se síť přetěží a padne. Nazval jsem tenhle model modifikovanou metodou 
ON/OFF. Výpočet je stejný jako u normálního ON/OFF modelu s tím rozdílem, že výsledná 
funkce je upravená pomocí rozkmitání kolem střední hodnoty celkového počtu 
přenesených paketů (3.1), (Obr. 2.10). 
 
Obr. 2.10: Predikce síťového provozu pomocí modifikované modelu ON/OFF 
Jako třetí metodu jsem si zvolil korelaci příslušných hodnot, tj. závislost 
přenesených paketů na času nebo spíš časovém intervalu, na kterém byla zachycování dat 
provedena. Pomocí modelu je vypočten tzv. korelační koeficient, který poukazuje míru 
závislosti porovnávaných hodnot. Čím větší je tohle číslo, tím více závisí od sebe korelující 
se hodnoty. V našem případě je koeficient roven           , což znamená, že hodnoty 
závisí na sobě v poměru cca.    . Z toho můžeme odvodit, že množství přicházejících 
paketů částečně závisí na času příchodů. Na výpočet jsem použil vzorec (1.20), který mi 
umožňuje pouhé dosažení příslušných hodnot. Po aplikaci koeficientu na odchycené 












vypočtená hodnota je menší, jako střední hodnota, tak se použijí vypočtené hodnoty, 
jinak střední hodnota se připočte k vypočtené hodnotě. Takhle jsou separované velmi 
nízké hodnoty od vysokých (Obr. 2.11). Zapotřebí to bylo z toho důvodu, aby výsledný tvar 
grafu se formálně velice neodlišoval od referenčního. 
Výpočet: 
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2.3. Porovnání výsledků 
Nakonec jsem došel ke konkluzi a pro lepší interpretaci na následujících obrázcích 
jsou do sebe vloženy referenční model (červená barva) a predikovaný model (modrá 
barva), aby se dalo lépe vidět případné nedostatky jednotlivých metod. Na první pohled je 
zřejmé, že predikce proběhla zdárně, jelikož se grafy velice podobají. 
Z mé zkušenosti vyplývá, že ON/OFF model je pravděpodobně vhodný pro predikci 
provozu sítě. Sice je pravda, že přesahuje referenční model ve většině případů a to z toho 
důvodu, že hodnoty, které přesahují střední hodnotu množství všech přenesených paketů 
na celém intervalu, nejsou přiměřeně rozdělené v pásmu. Je ale vždy lepší, když je síť 
trochu předimenzována, než kdyby mělo docházet k zahazování paketů – ztrátě informací 
(Obr. 2.12). V konečném důsledku bych řekl, že ustojí svoji roli více než dost, jako 
predikční algoritmus pro neustále přetažené sítě (např.: vzdálené terminálové služby – 
kde se stovky až tisíce uživatelé připojují k vzdálenému serveru na určité šířce pásma na 
místech, kde není dostupný vysokorychlostní připojení; midleware systémy – kde je 
nepřetržitý síťový provoz transportující databázové informace mezi servery; atd.) 
 












Modifikovaný ON/OFF model je sice velice podobný k základnímu modelu, ale 
přeci jen se odlišuje tím, že maximální hodnoty jsou rozloženy kolem střední hodnoty, což 
umožňuje snížit zatížení sítě (Obr. 2.13). Doporučil bych na modelování připojení běžných 
uživatelů k internetu (sítě od ADSL2+ až nahoru) protože, model nedovoluje překročit cca. 
85%-ní zatížitelnost. To znamená, že zbylých 15% stále postačuje např. na prohlížení 
webových stránek, i když má uživatel maximálně využitu svoji šířku pásma, např. kvůli 
stahování souborů z internetu. 
 
Obr. 2.13: Predikční model ON/OFF modifikovaný vs. referenční 
Jako třetí ze všech možných modelů jsem zkoumal korelační metodu (Obr. 2.14), 
která je velice podobná modifikované metodě procesu ON/OFF, ale přece je lehce odlišná. 
Odlišností hned vidíme několik. Sice je pravda, že přenosové zatížení je kolem 82,5%, ale 
hodnoty kolem střední hodnoty nejsou vůbec rozloženy a díky algoritmu, který rozhoduje 
o váze hodnot, jsou menší data přenášená přesněji. Tenhle model bych taky doporučil pro 
zkoumání sítě koncových uživatelů, s tím rozdílem, že tady bych zahrnul radši sítě s menší 
přenosovou kapacitou, jako ISDN, DSL, ADSL také GSM a GPRS, atp.  
Musím ještě podotknout, že poslední dva zmiňované algoritmy fungují nejlépe 












protože korelační metoda zahrnuje do výpočtu i časovou osu a pokud průměrná hodnota 
není dostatečně vysoká, tak se může stát, že dostaneme negativní výsledek 
 
Obr. 2.14: Predikční model korelační vs. Referenční 
A nakonec pro lepší vizuální srovnání, všechny funkce jsou zahrnuté do jednoho 
grafu (Obr. 2.15).  
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3. PROCES NÁVRHU 
Na procesu návrhu je založena celá práce (Obr. 3.1). Po důkladném prozkoumání 
dané problematiky jsem navrhl proces, podle kterého jsem se řídil při vypracování 
praktické části diplomové práce. Byly přezkoumány možné metody, z kterých jsem pak 
vybral několik pro implementaci (Obr. 3.2), které jsem nejprve vypočetl manuálně. 
Následoval proces testování a dodatečná úprava chyb. Po ověření funkčnosti jsem 
přistoupil k automatizaci predikce, když mým úkolem bylo najít vhodnou aplikaci pro 
zachytávání paketů, ve kterém se dá nastavit zachytávání pouze pro některé části celého 
provozu. Poté jsem přistoupil k navržení algoritmu pro filtraci zachycených dat (Obr. 3.3), 






















- prozkoumání jednotlivých metod 
- výběr metody, kterou chceme 
 implementovat 
- výpočet na základě vstupních 
 údajů 
- úprava výstupních údajů 
- grafické znázornění 
- výběr na základě použitelnosti a 
 aplikovatelnosti 
- upravitelnost vstupných dat 
- filtrační algoritmus 
- výběr metody 
- uživatelské rozhraní 
- funkcionalita algoritmu 
- porovnávání výstupů 
- Proces automatizace 
Obr. 3.1: Proces návrhu 
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3.1. Návrh algoritmů 
Při navrhování algoritmu (Obr. 3.2) jsem měl volnou ruku. Mohl jsem si vybrat, 
v jakém programovacím jazyku algoritmizuji predikční metody. Moje volba padla na 
aplikaci Matlab® vyvíjenou společnosti MathWorks®, který je jeden z nejlepších 
matematických programů na světě. Protože se jedná čistě o maticové výpočty - kvůli 
rozsáhlé vstupní datové posloupnosti - padlo rozhodnutí právě na Matlab®. Pomocí 
maticového řešení se dá najednou nahrát libovolně velký datový soubor, který je pak 
uložen ve vstupní matici a tak se může snížit výpočetní čas potřebný na zpracování 
datového prostoru a taky algoritmus zabere méně paměti. 
Z hlediska časové náročnosti si stěžovat nemohu, protože díky procesu (Obr. 3.1) 
jsem neměl větší potíže algoritmus zrealizovat. Stojí za zmínění, že i přesto, že nemám 
více zkušeností s programováním, než co jsem absolvoval při studiu, nenarazil jsem při 
realizaci algoritmu na větší problémy. Pomocnou ruku jsem dostal jenom při 
implementaci grafického rozhraní pro svoji aplikaci.  
O to více byly problémy s realizací filtrovacího algoritmu, který má za úkol - po 
načtení datového souboru z výstupu zachytávacího programu - odfiltrovat popisky 
jednotlivých sloupců a řádků, protože aplikace přidává na začátek každého řádku datum a 
čas a kromě toho na první řádek popisky jednotlivých sloupečků. Ve výsledku to znamená, 
že dostaneme jenom čistě číselné hodnoty uspořádané v jednom sloupci. 
3.2. Popis algoritmů 
Jak již bylo zmíněno dříve, přesný popis fungování aplikace je uvedený v této 
kapitole. Kvůli lepšímu porozumění jednotlivých bloků implementace použijeme tzv. 
„reverse engineering“, který vezme problematiku odzadu a postupuje k předešlým 




3.2.1. Hlavní algoritmus – predikce síťového provozu 
Na obrázku (Obr. 3.2) je vidět vývojový diagram hlavního algoritmu. Na 




















































Obr. 3.2: Vývojový diagram 
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Vzhledem ke korektnímu fungování predikce, jsou zapotřebí 3 vstupní 
hodnoty - dvě manuálním zadáním a jedna v souborové podobě: 
- Šířka přenosového pásma v Megabitech za sekundu [Mbit/s] 
- Průměrná velikost přenesených paketů v Bytech [B] 
- Soubor se vstupními daty – přenesené množství paketů za sekundu *ks/s+ 
Vstupní soubor má formát *.txt – jednoduchý textový soubor, kde data 
jsou srovnané pod sebe v jednom sloupci. Pak pomocí uživatelského rozhraní (UI), 
(viz. Obr. 3.3), se soubor otevře a jeho obsah se nahraje do matice. Ostatní vstupní 
hodnoty jsou zadávány manuálně také v UI. Po načtení všech potřebných 
informací na základě vybraného algoritmu se přistoupí k výpočtu. Pak je výsledek 
zobrazen graficky na souřadnicovém systému. Na ose „x“ se nachází časově 
rozložení, na čem pak závisí velikost přenášené informace zobrazené na ose „y“ 
v kilobytech *kB+. Časová osa je generována podle velikosti vstupní matice 
v sekundových intervalech. 
U obou z modelů ON/OFF se výpočetní bloky shodují až do od-normování. 
Normování vstupních dat je potřebné z toho důvodu, aby výstupní graf nebyl 
převrácený podél časové osy kolem průměrné hodnoty velikosti paketů. Tak je 
předcházeno problémům, které mohou nastat při prudkých změnách 
během přenosu dat. Poté je aplikován výpočetní cyklus pro model, který je 
popsaný výše v kapitole 2.2 pomocí vzorců (1.13), (1.14) a (1.15), proto jej nebudu 
více rozebírat. Od-normovací blok je zapotřebí kvůli zamezení přesáhnutí 
maximálního množství přenositelných informací za jeden časový interval, což se 
rovná velikosti šířky přenosového pásma. Pak v modifikované verzi modelu je ještě 
zahrnut tzv. rozdělení kolem střední hodnoty na celém intervalu. Proč je tomu tak, 
je popsáno ve zmiňované kapitole. 
Korelační model je nejvíce závislý na délce predikovaného úseku, který 
musí přesáhnut minimálně 5 minut (300 sekund) a mít dostatečně vysokou 
hodnotu střední velikosti přenášených dat, aby fungoval správně. Proto tenhle 
model je nejnestabilnější. Funguje na základě korelačního koeficientu, pomocí 
něhož je vypočten přenos na základě pouhého násobení jednotlivých hodnot 
36 
 
vstupní matice. Pak je provedeno tzv. vážení podle nízkých a vysokých hodnot, kde 
je pak připočtena vynásobená střední hodnota výsledné matice s korelačním 
koeficientem k příslušným hodnotám. Tak se zajišťuje dostatečná stabilita metody 
a to jenom na dlouhých predikčních intervalech. 
 
Obr. 3.3: Uživatelské rozhraní hlavního algoritmu 
Uživatelské rozhraní je docela jednoduchá aplikace. Pozůstává ze dvou 
textových polí, do kterých se zapisují požadované informace (viz. Obr. 3.3). Poté se 
tam ještě nachází „Browse“ (vyhledej) tlačítko, pomocí kterého si můžeme 
vyhledat vstupní datový soubor (např. data.txt) na pevném disku. Po úspěšném 
nahrání se v kolonce „Filepath“ (cesta souboru)zobrazí přesná cesta k souboru. 
Poté nám jenom zbývá vybrat metodu predikce a kliknout na tlačítko „Show 
result“ (ukaž výsledek), který nám ukáže predikční graf na souřadnicovém 
systému. 
Součástí CD, které je přiložené k práci, je i spustitelná aplikace s názvem 
UI_prediction.exe, což je samostatně spustitelný soubor, který nepožaduje 
instalaci Matlabu na hostitelském počítači. Po spuštění této aplikace jsou 




3.2.2. Filtrovací algoritmus 
Jedná se o už zmiňovaný algoritmus, který transformuje výstupní soubor ze 
zachycovací aplikace na použitelný vstupní datový soubor pro hlavní výpočetní 
algoritmus. Jako vstupní datový soubor používá formát *.tsv (hodnoty oddělené 
tabulátorem). Funguje tak, že vezme celý vstupní soubor a uloží jej do matice. Pak 
tuhle jednu buňku rozdělí podle tabulátorů do více kolonek v matici a 
přetransformuje všechny buňky z hodnot typu string na hodnoty typu double. 
Takto jsou odfiltrovány nerelevantní nenumerické hodnoty. Nakonec projde celou 
matici a zapíše jenom čistě numerické hodnoty do výstupního souboru ve formátu 
*.txt (data.txt) a uloží na stejné místo, odkud byl vstupní soubor otevřen na 
pevném disku s názvem data.txt. Algoritmus nemá uživatelské rozhraní, proto po 
spuštění nám hned vyskočí okno (Obr. 3.4), kde máme vyhledat vstupní soubor a 
po kliknutí na tlačítko „Otevřít“ se hned i uzavře a budeme mít výsledný soubor na 
místě určeném. 
 
Obr. 3.4: Okno filtrovacího algoritmu 
Může nás taky napadnout, proč je potřeba použít dva separované 
algoritmy, když to můžeme hned zavolat na začátku hlavního algoritmu. S touhle 
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problematikou se budu zabývat a více rozebírat v příští hlavní kapitole, kde se 
nachází popis automatizace predikčního procesu. 
3.3. Popis kódu 
V téhle části práci se budu snažit co nejjednodušeji a nejsrozumitelněji popsat 
kódy všech algoritmů, které jsou popsané v předešlé kapitole. Jak jsem se už zmiňoval, 
snažil jsem se algoritmy navrhnout a napsat jejich kód co nejstručněji, aby byly co 
nejrychlejší a také zabíraly co nejmíň místa na disku. Stejně aby byly spustitelný je 
zapotřebí mít nainstalován Matlab® nebo potřebné knihovny, které jsou součástí 
instalačního souboru a zabírají cca. 170MB. Celý kód je přiložen k práci v příloze č. II. a III. 
3.3.1.   Filtrovací algoritmus – kód 
Jako každý správný algoritmus aj ten můj začíná s přemazáním všech 
nastavených hodnot v paměti pomocí příkazu Blok kódu 3.1. Samostatně 
spustitelná aplikace se jmenuje Filter.exe. 
Blok kódu 3.1: Filter.exe - Výmaz hodnot z paměti 
 
Pak se přistupuje k přivolání vyhledávacího okýnka (Obr. 3.4), pomocí čeho 
se vybere vstupní soubor – v našem případě soubor typu *.tsv – a uloží se jeho 
cesta a název do dvou proměnných „File“ a „Path“ (první řádek kódu 3.2). Teď už 
nic nezabraňuje k otevření souboru a získání tzv. identifikátoru (druhý řádek kódu 
Blok kódu 3.2), pomocí čeho se naskenují uložená data do matice „r“, jako řetězec 
(poslední řádek kódu 3.2). Matice má jenom jednu buňku a kvůli tomu je potřebné 
ji dále zpracovat (blok kódu Blok kódu 3.3).  
Blok kódu 3.2: Filter.exe - Načtení vstupního souboru do matice 
 
Pomocí funkce „regexp“, vstupní matice je rozdělena na více buněk podle 
znaku tabulátoru, který je zakončený uvozovkami. Takhle je uložen do pomocné 
clear all; %deletes all values from the cache 
 
[File,Path] = uigetfile('*.tsv','Tab separated value (*.tsv)'); 
%opening the tab separated file containing the collected data 
fID=fopen(strcat(Path,File)); %gets the file ID 




„s“ matice a pak převeden na číslice. Následně je uložen do další pomocné matice 
„q“. Díky převodové funkce se docela zjednoduší filtrace číselných hodnot, protože 
řetězce dostanou, jako výsledek převodu, hodnotu „NaN“ – zkratka z anglického 
termínu Not a Number, čili hodnota není číslo.  
Blok kódu 3.3: Filter.exe - Rozdělení matice na více buněk 
 
A nakonec nezbývá nic jiného než přejít celou matici pomocí cyklu a uložit 
jenom číselné hodnoty do výstupního souboru „data.txt“. Právě proto jsem 
potřeboval zachytávat pouze množství přenesených paketů v aplikaci 
perfmon.exe. Takhle mám jistotu, že uložená budou jenom opravdové číselné 
hodnoty, které pak jsou zpracovatelné v hlavní aplikace UI_Prediction.exe.  
Blok kódu 3.4: Filter.exe - Získání číselných hodnot a zápis do výstupního souboru 
 
Po ukončení práce s otevřeným vstupním *.tsv souborem se patří tenhle 
soubor také zavřít pomocí funkce „fclose“ (Blok kódu 3.4), aby nedošlo ke kolizi 
přistupování k datům z více aplikací najednou. 
3.3.2.   Hlavní algoritmus – kód 
Samostatně spustitelný soubor hlavního algoritmu se jmenuje 
UI_Prediction.exe, který k řádnému běhu potřebuje několik vstupních hodnot, jak 
jsem už psal v předešlé kapitole 3.2.1.  
Většina kódu je nezbytná jenom kvůli vzhledu (Obr. 3.3) a funkce (např. 
zadávání hodnot a výběr algoritmu) uživatelského rozhraní, která je automaticky 
s=regexp(r,'\t|\"','split'); %split the string into cells 
q=str2double(s); %convert the cells to double values 
 
for i=1:t  
    if q(i)>=0 %filtering the converted values matrix for usable 
numeric values 
        j=j+1; 
        m(j,1)=q(i); %matrix containing the correct values in 
array 
    end 
end 
p=fclose(fID); %closes the file with file ID fID 





generována programem. Proto se s tím zabývat tady nebudu. Celí kód je k vidění 
v příloze č. III. 
V kódu č. Blok kódu 3.5 jsou zahrnuty všechny potřebné údaje pro 
všechny predikční algoritmy, které jsou popsány víše. Je tady zahrnuto i otevírání 
vstupního souboru *.txt, který je výstupem filtračního algoritmu. Funguje přesně 
jako kód 3.2 s tím rozdílem, že tady se otevírá textový soubor, ve kterém jsou 
uložena vstupní data. Pak se převezmou do aplikace zapsané veličiny do 
příslušných kolonek v UI (viz Obr. 3.3). Vypočtou se potřebné statické hodnoty, 
jako průměr vstupní matice „r“ nebo hodnota gama, převede se šířka přenosového 
pásma na byty a vygeneruje se časová osa potřebná k zobrazování predikční 
funkce. 
Blok kódu 3.5: UI_Prediction.exe - Zpracovávání vstupních dat a gen. časové osy 
 
Pomocí výběrového menu v UI (Obr. 3.3) se dá vybrat, který algoritmus 
chceme použít na výpočet predikční funkce. Tuhle funkcionalitu zajišťuje funkce 
„switch“ (kód Blok kódu 3.6), kde jsou nadefinované jednotlivé případy „case“. 
Pod každým případem se nachází jeden s predikčních algoritmů (kódy Blok kódu 
3.7, Blok kódu 3.8, Blok kódu 3.9). To znamená, že výpočet se uskuteční již při 
výběru jedné z nich v UI. 
  
File_path=get(handles.Filepath,'String'); 
fID=fopen(File_path); %open the file 
r=fscanf(fID,'%g');  






average_r=mean2(r); %computes the r matrix avarage value 
gamma=average_r/S; 
matrix_size=size(r); %get the size of the matrix r 
num_r=matrix_size(1,2); %get the number of colums of the matrix r 
time=zeros(1,num_r-1);               
for i=1:(num_r-1) %cycle - TIME SCALE [s] 
    time(i+1)=i; %create a time scale for the 'x' base in the           
             graph 
end 
average_time=mean(time); %computes the mean value of the time  




Blok kódu 3.6: Výběr predikčního algoritmu 
 
 V případu 1 (Blok kódu 3.7) se jedná o ON/OFF metodě, kde první „for“ 
cyklus normuje podle vzorečku (2.5) vstupní hodnoty a ukládá je do matice 
„r_norm“. Druhý „for“ cyklus vypočte na základě normovaných hodnot stavy „t_1“ 
a „t_2“ (2.4 a 2.6) a také výstupní funkce „P“, který se pak od-normuje v třetím 
cyklu. Pak je vypočten aj střední hodnota („average_P“) matice „P“ a následně 
vypočten výstupní data (2.9), které jsou uloženy do matice „y“. 
Blok kódu 3.7: Predikční algoritmus ON/OFF 
 
switch val 
    %%ON-OFF METHOD 
    case 1 
        . 
        . 
        . 
    %%MODIFIED ON-OFF METHOD     
    case 2 
        . 
        . 
        . 
    %%CORRELATION METHOD     
    case 3 
        . 
        . 
        . 
end 
 
for i=1:(num_r) %cycle - NORMING the r matrix data 
            if r(i)<average_r 
                r_norm(i)=(average_r^2/r(i)); 
            else 
                r_norm(i)=r(i); 
            end 
        end 
        for i=1:(num_r) %cycle - COUNT the t1 and t2 state's 
            t_1(i)=(average_r*gamma)/(L*(1-(time(i)/num_r))); 
            t_2(i)=S/r_norm(i); 
            P(i)=t_1(i)+t_2(i); 
        end 
        average_P=mean2(P); 
        for i=1:(num_r) %cycle - UNNORMING the final equation P 
            if P(i)>average_r 
                P_u(i)=(P(i)*average_r)/average_P; 
            else 
                P_u(i)=P(i); %packet amount (piece/time) 
            end 
            y(i)=(P_u(i)*average_r)/1024;  




 Případ 2 (Blok kódu 3.8) je velice podobné k případu 1 s tím rozdílem, že 
výstupní matice „y“ se tady jmenuje „Pk“ a je dále upravován podle vzorečku (3.1), 
který vychází z (2.9). S tím se sníží nadprůměrné hodnoty, které by přesahovali 
původní referenční graf (Obr. 2.13).  
 * ( )+     ( ̅  
 
    
)        ̅           (3.1)  
Blok kódu 3.8: Predikční algoritmus mod. ON/OFF 
 
 Případ 3 (Blok kódu 3.9) je už úplně odlišný. Na výpočet jsou použity 
vzorečky (3.10 a 3.11). První „for“ cyklus spočítá směrodatnou odchylku, absolutní 
i relativní pro korelační hodnoty – čas a vstupní data uložena v matici „r“. Pak jsou 
vypočteny statické hodnoty, jako kovariance „cov“, druhou odmocninu variance a 
korelační koeficient „rho“. Pak se vynásobí celá vstupní matice s korelačním 
koeficientem a vypočte se průměrná hodnota výslední matice „y“. Poté v druhém 
cyklu „for“ se přistoupí k vážení hodnot pomocí vzorečku (3.11) a výsledek je pak 




.       
Pk(i)=average_r*P_u(i)/1024;        %packet size in kB/time 
end 
        average_Pk=mean2(Pk); 
        disp=average_Pk-(S/1024); 
        for i=1:(num_r) 
            if Pk(i)>average_Pk 
                y(i)=Pk(i)+disp; 
            else 
                y(i)=Pk(i); 
            end 




Blok kódu 3.9: Predikční algoritmus Korelace 
 
 A nakonec nezůstává nic jiného, než graficky znázornit (kód Blok kódu 3.10) 
provoz sítě v souřadnicovém systému v UI (Obr. 3.3). Kód je velice jednoduchý. 
Jsou v něm ošetřeny maximální hodnoty os, aby byla zobrazovací plocha co nejvíc 
využita. Pak jsou pojmenované osy a je zahrnuto do názvu grafu podle jednoduché 
logiky, že kteří predikční algoritmus je používán pro výpočet. 
Blok kódu 3.10: Vykreslovací algoritmus 
 
for i=1:(num_r) %cycle - DEVIATION 
     dev_r(i)=(r(i)-average_r); 
     dev_time(i)=(time(i)-average_time); 
     m(i)=(dev_r(i)*dev_time(i)); 
end 
cov=mean2(m); %computes the covariance 
variance=sqrt(var(r))*sqrt(var(time)); %computes the  square roots 
          of varience multiplication 




    if y(i)>(average_y*rho) 
         y(i)=y(i)+average_y; 
    else 
         y(i)=y(i); 







axis([time(1) time(num_r) 0 max_y]); 
xlabel('time [s]') 
ylabel('Packet size [kB]') 
if val==1 
    str=char(str(1,1)); 
end 
if val==2 
    str=char(str(2,1)); 
end 
if val==3 
    str=char(str(3,1)); 
end 





3.4. Zachycovací aplikace 
Jak jsem se zmiňoval v předchozí kapitole, postupujeme podle procesu „reverse 
engineering“. Už máme dva různé algoritmy, které závisí přímo a také nepřímo na aplikaci 
použité pro zachytávání paketů. Teď nám zbývá jenom najít aplikaci, která splňuje námi 
požadovaný vstupní formát pro filtrovací algoritmus. Bohužel Wireshark®, kterým byl 
testován manuální zachycování dat, není dostatečně flexibilní, aby nám vyhověl. Naše 
aplikace by měla umožnit: 
- možnost výběru ze zachycených dat (odeslané pakety, přijaté pakety, všechny pakety, 
velikost jednotlivých paketů, atd.) 
- uložení dat v požadovaném formátu (*.tsv) 
- nepřetržitý provoz zachytávání 
- open licence software (nebo zabudovaný v operačním systému, který již máme 
zakoupený) 
- nastavitelnost (název výstupního souboru, místo uložení, atd.) 
Od nové éry operačních systémů od společnosti Microsoft®, taková aplikace 
existuje a nese název „Performance monitor“ (Sledování spolehlivosti a výkonu). Jinými 
slovy v OS Windows Vista® a Windows 7® se nachází systémová aplikace „perfmon.exe“ 
(Obr. 3.5), která je schopna splnit všechny naše kritéria. Aplikace je velice rozsáhlá a mi 
z ní potřebujeme použít pouze část „Sady kolekce dat“. Tady se dá nadefinovat v položce 




Obr. 3.5: Perfmon.exe 
Kompletní tutoriál s přesným nastavením a obrázky se nachází v příloze.  
Ještě musím podotknout, že aby výsledné hodnoty měly správný formát, tj. 
desetinné hodnoty byly oddělené tečkou namísto čárky, musí se v systému nastavit 
regionální hodnoty pro oddělování desetinných číslic v regionálním nastavení systému, 




4. AUTOMATIZACE PREDIKCE 
Jedná se o čistě teoretický návrh automatizačního procesu pro predikce síťového 
provozu. Teorie je založena na poznatcích o souborovém systému OS Windows® a na 
přistupování k jednotlivým souborům současně. 
Jak jistě víme, tento operačního systému nám jen tak jednoduše nedovolí 
přistupovat k datům nebo souborům, které jsou právě používány jinými aplikacemi nebo 
systémem. Proto jsou používány tzv. skupiny uživatelů, které mají jistá práva, s kterými se 
už dá přistupovat k některým souborům. A právě to nám umožňuje souborový systém 
NTFS. Jelikož to je jedna z možností přístupu, kdy ještě běží zachytávání dat, ale mi 
chceme nahrát tyto data v tu jistou dobu do našeho filtrovacího algoritmu a pak předat 
dál k predikci hlavnímu algoritmu. Tu je problém s konfigurací těchto skupin, protože 
musíme nejprve zasahovat do systému a nastavit všechna práva a skupiny zvlášť pro 
všechny naše používané bloky v predikčním procesu (Obr. 4.1). 
 
Obr. 4.1: Automatizace predikce pomocí skupin 
Druhá možnost je zavedení tzv. umělého zpoždění mezi jednotlivé bloky (Obr. 4.2). 
Sice takhle ztratíme několik vteřin (závisí od toho, jak velké zpoždění nastavíme) oproti 
real-time predikci, ale nemusíme nastavovat různé skupiny pro jednotlivé bloky. Navíc 
perfmon nám umožňuje zadat uplynulý čas mezi jednotlivé měřené úseky. Každý úsek 
může být uložen do různých datových souborů nebo také připojen k existujícímu souboru 
a tak už nemusíme mít obavy, jestli budeme mít právo soubor otevřít nebo ne. Takže 
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v podstatě v perfmonu nastavíme měřící čas, který by měl uplynout mezi jednotlivými 
měřeními a pak zbytek nechat na filtrovacím a predikčním algoritmu. Teď už víme, proč 
bylo třeba navrhnout dva různé algoritmy. Protože dokud jeden přistupuje k údajům a pak 
čeká, tak zatím druhý blok zpracuje ten blok dat a předá dál, atd. Časové zpoždění ovšem 
závisí na složení a konfiguraci hardwaru, ale mělo by být minimálně kolem 1s, aby přístup 
byl korektně zajištěn. 
 




Úkolem práce bylo analyzovat a vzájemně i predikovat provoz na libovolné (LAN, 
WLAN) síti, kde jsem se zaměřil na nejpoužívanější protokoly (P2P, HTTP, VoIP, atd.). 
Prostudoval jsem metody, jako exponenciální (Poissonův, Paretův, Weibullův), 
ON/OFF a Korelační, z nich jsem si vybral ON/OFF a Korelační, na které jsem provedl 
takovýto experiment, navíc na ON/OFF proces jsem vymyslel vlastní úpravu. Výsledky 
experimentu odpovídají očekávání. Dospěl jsem k závěru, že jsou tyto predikční modely 
vhodné pro predikci delších časových intervalů, při dostatečně vysoké průměrné hodnotě 
přenesených paketů. Ovšem musíme brát zřetel na všechny skutečnosti, které jsem 
popsal v téhle práci, aby vše fungovalo správně. Nedodržení mých pokynů může vést 
k absolutně nesmyslným výsledkům, které pak nelze hodnotit. 
Všechny potřebné materiály k rozvíjení pro budoucí vývoj jsou přístupné na 
přiloženém multimediálním disku. Algoritmy jsou okomentovány v anglickém jazyku, jak 
se dá vidět i v příloze. 
Jelikož jsem se z časových důvodů nemohl plně věnovat své diplomové práce 
každý den, myslím, že mě tato práce obohatila mnohými zkušeností ohledně 
programování různých matematických funkcí a trochu více mi přiblížila i problematiku 
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HTTP  Hypertext Transfer Protocol 
VoIP  Voice over Internet Protocol 
P2P  Peer-to-peer 
TCP  Transmission Control Protocol 
UDP  User Datagram Protocol 
IMAP  Internet Message Access Protocol 
SMTP  Simple Mail Transfer Protocol 
POP3  Post Office Protocol 
NetBIOS Network Basic Input/OutputSystem. 
TSV  Tab Separated Values 
TXT  Text file 
Mbit  Megabit 
B  Byte 
kB  Kilobyte 
UI  User Interface 
OS  Operating System 
LAN  Local Area Network 
WLAN  Wireless LAN 
NTFS  New Technology File System 
ADSL  Asynchronous Digital Subscriber Line 
DSL  Digital Subscriber Line 
GSM  Groupe Spécial Mobile 
ISDN  Integrated Services Digital Network  
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