Enhanced Low-Rank Matrix Approximation by Parekh, Ankit & Selesnick, Ivan W.
ar
X
iv
:1
51
1.
01
96
6v
4 
 [c
s.C
V]
  1
2 A
pr
 20
16
IEEE SIGNAL PROCESSING LETTERS, 23(4):493-497, APRIL 2016 [EPRINT] 1
Enhanced Low-Rank Matrix Approximation
Ankit Parekh and Ivan W. Selesnick
Abstract—This letter proposes to estimate low-rank matrices
by formulating a convex optimization problem with non-convex
regularization. We employ parameterized non-convex penalty
functions to estimate the non-zero singular values more accu-
rately than the nuclear norm. A closed-form solution for the
global optimum of the proposed objective function (sum of data
fidelity and the non-convex regularizer) is also derived. The
solution reduces to singular value thresholding method as a
special case. The proposed method is demonstrated for image
denoising.
Index Terms—Low-rank matrix, nuclear norm, image denois-
ing, convex optimization, non-convex regularization.
I. INTRODUCTION
Approximating a given matrix by a low-rank matrix is a
fundamental problem in many signal processing applications
[1], [18], [22], [26], [37], [39], [40]. The low-rank matrix
approximation (LRMA) problem is a pivotal step in numerous
machine learning [16], [17], [19], [28], statistical signal pro-
cessing [5], [13], [45], [46], [50], [51], graph signal processing
[8], and tensor recovery [25] problems. We consider the
problem of estimating a low-rank matrix X from its noisy
observation Y ,
Y = X +W, X, Y,W ∈ Rm×n (1)
where W represents zero-mean additive white Gaussian noise
(AWGN). We define the LRMA problem as
argmin
X
{
Ψ(X) =
1
2
‖Y −X‖2F + λ
k∑
i=1
φ(σi(X); a)
}
,
(2)
where k = min(m,n), σi(X) is the ith singular value of the
matrix X , and φ is a sparsity-inducing regularizer, possibly
non-convex. The standard nuclear norm minimization (NNM)
problem [6] is a special case of the LRMA problem (2),
with φ(x) = |x|. Note that the NNM problem is convex
and its global minimum can be directly obtained using the
singular value decomposition (SVD) of the input matrix Y . In
particular, if Y = UΣV T is the SVD of Y , then the solution
to the NNM problem is given by
Xˆ = U · soft(Σ;λ) · V T (3)
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where soft(·; ·) is the soft-threshold function [15] applied to
the singular values of Y . The solution (3) to the NNM problem
is known as ‘Singular Value Thresholding’ (SVT) method [6].
The SVT method tends to underestimate the non-zero singu-
lar values. Several recent studies have emphasized the benefit
of non-convex penalty functions compared to the nuclear norm
for the estimation of singular values [7], [33], [34], [52]. How-
ever, the use of non-convex penalty functions generally suffers
from numerous issues (spurious local minima, initialization
issues, etc.).
In this letter, we aim to estimate the non-zero singular values
more accurately than the nuclear norm, while maintaining
convexity of the objective function. To this end, we propose
to use a particular class of parameterized non-convex penalty
functions. We show how to set the non-convex penalty pa-
rameter to ensure the proposed objective function (2) is strictly
convex. The idea of using non-convex penalty functions within
a convex optimization framework was described by Blake and
Zisserman [3] and Nikolova [42], and has been applied to
various signal processing problems [23], [30], [43], [44], [48].
A. Related Work
Several non-convex penalty functions have been utilized
for the LRMA problem (2): the weighted nuclear norm [21],
transformed Schatten-1 (TS1) [55] and the proximal p-norm
[7]. The use of these non-convex penalty functions makes the
overall LRMA problem non-convex. As such, iterative algo-
rithms aiming to reach a stationary point (i.e., not necessarily
global optimum) of the non-convex objective function have
been developed [21], [55]. Also, a non-iterative locally optimal
solution for the LRMA problem using the proximal p-norm is
reported in [7]. Note that the proximal operators (see Sec. II-A)
associated with the TS1 penalty and the proximal p-norm are
not continuous for all values of the regularization parameter
λ. In contrast, the proposed approach always leads to a convex
problem formulation. A broader class of non-convex penalty
functions was studied for the LRMA problem (2) in [32], [33],
[52]. The iteratively reweighted nuclear norm minimization
[32], [34] and generalized singular value thresholding [33]
methods provide a locally optimal solution to the LRMA
problem, provided that the penalty functions satisfy certain
assumptions (see Assumption A1 of [34]).
II. PRELIMINARIES
We denote vectors and matrices by lower and upper case
letter respectively. The Frobenius norm of a matrix Y ∈ Rm×n
is defined as
‖Y ‖2F =
m∑
i=1
n∑
j=1
|Yi,j |
2 (4)
= tr(Y TY ). (5)
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The nuclear norm of Y is defined as
‖Y ‖∗ =
min(m,n)∑
i=1
σi(Y ), (6)
where σi(Y ) represents the ith singular value of Y .
A. Penalty Functions, Proximity Operators
In order to estimate non-zero singular values more accu-
rately, and induce sparsity more effectively, than the nuclear
norm, we use non-convex penalty functions parameterized by
the parameter a > 0 [47]. We make the following assumption
on such penalty functions.
Assumption 1: The non-convex penalty function φ : R →
R satisfies the following properties
1) φ is continuous on R, φ is continuously differentiable
on R \ {0} and symmetric, i.e., φ(−x; a) = φ(x; a)
2) φ′(x; a) > 0, ∀x > 0
3) φ′′(x; a) 6 0, ∀x > 0
4) φ′(0+; a) = 1
5) inf
x 6=0
φ′′(x; a) = φ′′(0+; a) = −a
An example of a penalty function φ satisfying Assumption 1
is the partly quadratic penalty function [2], [54] defined as
φ(x; a) :=


|x| −
a
2
x2, |x| 6 1
a
1
2a
, |x| > 1
a
(7)
Note that as a→ 0, the ℓ1 norm is recovered as a special case
of this penalty. Several other examples of penalty functions
satisfying Assumption 1 are listed in Table II of Ref. [9].
Definition 1: [10], [11]. Let φ : R → R be a non-convex
penalty function satisfying Assumption 1. The proximal oper-
ator of φ, Θ : R → R, is defined as
Θ(y;λ, a) := argmin
x∈R
{
1
2
(y − x)2 + λφ(x; a)
}
. (8)
If 0 6 a < 1/λ, then Θ is a continuous non-linear threshold
function with threshold value λ, i.e.,
Θ(y;λ, a) = 0, ∀|y| < λ. (9)
For example, the proximal operator of the partly quadratic
penalty (7) is the firm threshold function [20] defined as
Θ(y;λ, a) := min
{
|y|,max{(|y| − λ)/(1− aλ), 0}
}
sign(y).
Note that for the matrix X , the notation Θ(X ;λ, a) indicates
that the proximal operator is applied element-wise to X .
III. LOW-RANK MATRIX APPROXIMATION
A. Convexity condition
We note the following lemmas, which will be used to obtain
a convexity condition for the objective function Ψ in (2).
Lemma 1: [43]. Let φ : R → R be a non-convex penalty
function satisfying Assumption 1. The function s : R → R
defined as
s(x; a) := φ(x; a)− |x|, (10)
is continuously differentiable, concave, and satisfies
−a 6 s′′(x; a) 6 0. (11)
Lemma 2: Let φ : R → R be a non-convex penalty func-
tion satisfying Assumption 1 and let λ > 0. The function
f : R → R defined as
f(x) :=
1
2
x2 + λφ(x; a) (12)
is strictly convex if
0 6 a <
1
λ
. (13)
Proof: Consider the function g : R → R defined as
g(x) :=
1
2
x2 + λs(x; a), (14)
where the function s is defined in (10). Note that
f(x) =
1
2
x2 + λφ(x; a) (15)
=
1
2
x2 + λ
(
s(x; a) + |x|
) (16)
= g(x) + λ|x|. (17)
In order to ensure the strict convexity of the function f , it
is sufficient to ensure the strict convexity of the function g.
To this end, it suffices to show that the second derivative of
the function g is positive, i.e. g′′(x) > 0 for all x ∈ R. From
(14), we note that g′′(x) > 0 if
1 + λs′′(x; a) > 0. (18)
Using Lemma 1, g′′(x) > 0 for all x ∈ R if 0 6 a < 1/λ.
Thus, the function g (and hence the function f ) is strictly
convex if the parameter a satisfies the inequality (13).
The following theorem shows a must satisfy (13) to ensure
the strict convexity of the function Ψ in (2).
Theorem 1: Let φ : R → R be a non-convex penalty
function satisfying Assumption 1. The objective function
Ψ: Rm×n → R in (2) is strictly convex if 0 6 a < 1/λ.
Proof: We assume m = n. The derivation for m 6= n is
similar. Let s : R → R be defined as in Lemma 1. Consider
the function G : Rm×n → R defined as
G(X) =
1
2
‖Y −X‖2F + λ
m∑
i=1
s
(
σi(X); a
) (19)
=
1
2
tr
(
(Y −X)T (Y −X)
)
+ λ
m∑
i=1
s
(
σi(X); a
)
=
1
2
tr(Y TY )− tr(XY T ) +
1
2
tr(XTX)
+ λ
m∑
i=1
s
(
σi(X); a
)
. (20)
Note that tr(Y TY ) does not depend on X and tr(XY T ) is
linear in X . Hence, the function G is strictly convex if G2 is
strictly convex, where G2 : Rm×n → R is defined as
G2(X) =
1
2
tr(XTX) + λ
m∑
i=1
s
(
σi(X); a
) (21)
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=
1
2
m∑
i=1
σ2i (X) + λ
m∑
i=1
s
(
σi(X); a
)
. (22)
To ensure that the function G2 is strictly convex, consider
the function h : Rm → R defined as
h(x) =
m∑
i=1
g(xi), (23)
where g is defined as in (14). Due to Lemma 2, the function
h is strictly convex and absolutely symmetric [31]. In view of
(14), (22), and (23), the function G2 can be written as
G2(X) =
1
2
m∑
i=1
σ2i (X) + λ
m∑
i=1
s
(
σi(X); a
) (24)
=
m∑
i=1
(
1
2
σ2i (X) + λs
(
σi(X); a
)) (25)
=
m∑
i=1
g(σi(X)) (26)
= h(σ(X)), (27)
where σ(X) denotes the vector of singular values of the
matrix X . From Corollary 2.6 of [31], since h is absolutely
symmetric, the unitarily invariant function G2(X) = h(σ(X))
is strictly convex if and only if h is strictly convex. It follows
from Lemma 2 that G2 (and hence G) is strictly convex if a
satisfies inequality (13).
Further, note that Ψ in (2) can be written as
Ψ(X) :=
1
2
‖Y −X‖2F + λ
m∑
i=1
φ(σi(X); a) (28)
=
1
2
‖Y −X‖2F + λ
m∑
i=1
(
s(σi(X); a) + |σi(X)|
)
=
1
2
‖Y −X‖2F + λ
m∑
i=1
s(σi(X); a) + λ
m∑
i=1
|σi(X)|
= G(X) + λ‖X‖∗. (29)
Hence, if a satisfies (13), then the function Ψ in (2) is strictly
convex, being the sum of a convex function (the nuclear norm)
and the strictly convex function G.
B. Global optimum
Theorem 1 ensures the proposed objective function Ψ in the
LRMA problem (2) is strictly convex if 0 6 a < 1/λ. The
following theorem provides a closed-form solution to the pro-
posed LRMA problem (2). The solution involves thresholding
the singular values of the input matrix Y .
Theorem 2: Let Y = UΣV T be the SVD of Y and
φ : R → R be a non-convex penalty function satisfying
Assumption 1. If 0 6 a < 1/λ, then the global minimizer
of (2) is
X¯ = U ·Θ(Σ;λ, a) · V T , (30)
where Θ, defined in (8), is the threshold function associated
with the non-convex penalty function φ.
Proof: We let m = n. The proof for m 6= n is similar.
Since 0 6 a < 1/λ, the function Ψ in (2) is strictly convex;
hence the minimizer of (2) is unique. Let
Φ(X) :=
m∑
i=1
φ
(
σi(X); a
)
. (31)
Note that for unitary matrices U and V , Φ(X) = Φ(UXV ).
Using the unitary invariant property of the Frobenius norm,
and the SVD of Y , we write
Xˆ = argmin
X
{
1
2
‖Y −X‖2F + λΦ(X)
}
(32)
= argmin
X
{
1
2
‖Σ− UTXV ‖2F + λΦ(U
TXV )
}
(33)
= U · argmin
X
{
1
2
‖Σ−X‖2F + λΦ(X)
}
· V T . (34)
As a result of (34), we need to show that
Θ(Σ;λ, a) := argmin
X
{
1
2
‖Σ−X‖2F + λΦ(X)
}
, (35)
is the optimal solution. Note that with Y = Σ, (35) is strictly
convex (as 0 6 a < 1/λ) from Theorem 1 and hence admits
a unique global minimum. Let
X = UxΣxV
T
x , (36)
be the SVD of X . We can write
‖Σ−X‖2F = ‖X‖
2
F + ‖Σ‖
2
F − 2 tr(X
TΣ) (37)
> ‖Σx‖
2
F + ‖Σ‖
2
F − 2 tr(ΣxΣ) (38)
= ‖Σ− Σx‖
2
F . (39)
The inequality in (38) is due to von Neumann’s trace inequal-
ity. From (39), we note that
1
2
‖Σ−X‖2F + λΦ(X) >
1
2
‖Σ− Σx‖
2
F + λΦ(Σx), (40)
with equality if X = Σx. Note that Σx is a diagonal matrix.
Consider the problem of finding such a diagonal matrix Σx
using the optimization problem
argmin
Σx
{
1
2
‖Σ− Σx‖
2
F + λΦ(Σx)
}
. (41)
The optimization problem (41) is separable, as Σ and Σx
are diagonal. Hence, the solution to (41) can be obtained by
applying the threshold function Θ to the entries of Σ. Thus,
the optimal solution to (41) is
Θ(Σ;λ, a) = argmin
Σx
{
1
2
‖Σ− Σx‖
2
F + λΦ(Σx)
}
. (42)
Using X = Θ(Σ;λ, a), we obtain the equality in (40). This
completes the proof of (35).
Note that due to the monotonocity of the threshold function,
the solution (30) to the proposed LRMA problem (2) does not
change the order of singular values.
IV. EXAMPLES
A. Synthetic data
We apply the proposed enhanced low-rank matrix approxi-
mation (ELMA) method on synthetic data to assess its perfor-
mance. For the following example, we generate 15 realizations
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Fig. 1. Average RSE as a function of the noise level (σ).
of a random matrix M ∈ Rm×n with rank k, such that
M := AB, A ∈ Rm×k, B ∈ Rk×n. (43)
The matrices A and B are random matrices with entries chosen
from an i.i.d normal distribution. We let M be a 200 × 200
matrix with rank 100. We add white Gaussian noise (1 6 σ 6
10) to the matrix M , thus creating the noisy observation matrix
Y . We use the normalized root square error (RSE) defined as
RSE = ‖X −M‖F /‖M‖F , as a performance measure.
We compare the proposed ELMA method to the weighted
nuclear norm minimization (WNNM) [21], standard nuclear
norm minimization (NNM) [6], p-shrinkage (PS) [7] and
the TS1 [55] LRMA methods. For the ELMA, NNM and
PS methods, we set λ = βσ, where β is manually set to
optimize the RSE for each method. We use ELMA with the
partly quadratic penalty (7) with a = 0.6/λ (i.e., we use
the firm threshold function [20]). For the PS method, we use
p = −2. For the WNNM method, we set the weights inversely
proportional to the singular values of the input matrix, as
suggested in [21]. Figure 1 shows the average RSE for the
different methods. The proposed ELMA method yields the
lowest RSE values for most values of σ.
B. Image Denoising
We consider denoising an image X from its noisy observa-
tion Y , where the noise is AWGN with noise level σ. Recently,
a growing number of image denoising methods are emerging
based on the non-local self similarity (NSS) approach [4], [27],
[36], [53]. State of the art image denoising algorithms such as
BM3D [12], LSSC [35], NCSR [14], and PLR [24] are NSS
based methods.
For a local patch in a noisy image Y , denote the matrix
formed by stacking non-local similar patches as Yj . The non-
local similar patches can be found using block matching
methods [12]. As such, we write Yj = Xj +Wj , where Xj
is the patch matrix of the clean image and Wj is AWGN.
In order to estimate Xj from Yj , we propose the following
objective function, similar to Eq. (9) of [21],
Xˆj := argmin
X
{
1
2
‖Yj −X‖
2
F + λ
m∑
i=1
φ(σi(X); a)
}
. (44)
The objective function in (44) is strictly convex if a < 1/λ,
from Theorem 1. Further, with Yj = UjΣjV Tj as the SVD of
Yj , the solution to (44) is given by Xˆj = UjΘ(Σj ;λ, a)V Tj ,
as per Theorem 2.
(a) (b)
(c) (d)
Fig. 2. Denoised ‘Barbara’ image using several LRMA methods within the
NSS framework. (a) BM3D (b) WNNM (c) p-shrinkage (d) ELMA (proposed).
TABLE I
AVERAGE PSNR (DB) OBTAINED BY SEVERAL IMAGE DENOISING
METHODS.
Image Method
BM3D PS NNM WNNM ELMA
Boat 23.97 23.82 22.88 24.10 24.03
Barbara 23.62 23.55 22.98 24.37 24.46
Couple 23.51 23.35 22.07 23.57 23.53
We perform image denoising using ELMA to estimate each
patch matrix Xj . We compare the denoised images obtained
using ELMA with the denoised images obtained using BM3D,
PS, NNM and the WNNM methods. We use three test images
of size 512× 512 and add AWGN with σ = 100. We set the
regularization parameter λ in (44) as in the previous example.
Figure 2 shows the denoised ‘Barbara’ image using several
LRMA methods. The average PSNR values for the three test
images are listed in Table I. The proposed ELMA method
achieves higher PSNR than the BM3D, PS, and NNM meth-
ods. On average, the PSNR values obtained by the ELMA
method are comparable to those obtained by the WNNM
method. However, in terms of the image quality, the proposed
ELMA method contains fewer artifacts.
V. CONCLUSION
This letter proposes a method to estimate low-rank matrices
corrupted with AWGN. The proposed method, which outper-
forms nuclear norm minimization, is based on an objective
function comprising a data-fidelity term and a non-convex
regularizer. The proposed objective function is convex even
though the regularizer is not. The non-iterative solution to the
proposed objective function is obtained by thresholding the
singular values of the input matrix. We demonstrate the effec-
tiveness of the proposed method for image denoising by using
it within a non-local self-similarity based image denoising
algorithm. The proposed method has the same computational
complexity as the SVT method. As such, scalable methods
[49] to accelerate the computation may also be applicable to
the proposed method.
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SUPPLEMENTAL FIGURES
Figure 3 illustrates the particular penalty function φ(t; a)
defined in (7) for several values of the parameter a. Figure 4
illustrates the threshold function (i.e., proximity operator) as-
sociated with this penalty. This is known as the firm threshold
function.
Figure 5 illustrates the penalty function and the correspond-
ing function s(t; a) defined in (10). The figure also shows the
first and second-order derivatives of the function s(t; a).
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Fig. 3. Penalty function φ(t; a) for several values of a.
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Fig. 5. Penalty φ(t; a) and function s(t; a) = φ(t; a)− |t| for a = 0.5.
